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Abstract
We categorify an idempotented form of quantum sl2 and some of its simple represen-
tations at a prime root of unity.
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21 Introduction
Background. In 1994, Crane and Frenkel proposed [CF94] that certain 3-dimensional topo-
logical field theories (3d TQFTs) could be categorified, and lifted to become 4d TQFTs. This
goal has motivated a great deal of mathematics in the recent decades, including the cate-
gorification of many structures in quantum representation theory. We hope that this paper
will be a stepping stone in an effort to translate the successes in categorified representation
theory back into the original context of Crane and Frenkel’s conjectures.
The Jones polynomial [Jon85] is a polynomial in q associated to a link in the three-sphere.
While defined combinatorially, it has a representation-theoretic interpretation involving the
semisimple quantum groupUq(sl2) at a generic complex value q. Witten [Wit89] gave a field-
theoretic explanation of the Jones polynomial when q is evaluated at a root of unity. Witten’s
construction uses Chern-Simons theory [CS74], and yields an invariant of the three-manifold
via a path integral. Subsequently, Reshetikhin and Turaev [RT90] gave a combinatorial ap-
proach to the Jones polynomial and the corresponding three-manifold invariant, using the
representation theory of the quantum group uq(sl2) at a root of unity. This three-manifold
invariant admits generalizations to quantum groups in other types, which are now referred
to as Witten-Reshetikhin-Turaev (WRT) invariants. They are also closely related to combina-
torially defined three-manifold invariants constructed by Kuperberg [Kup91, Kup96], which
instead use “one-half” of the quantum group u+q (sl2). It appears that link invariants arising
from quantum groups can be defined for generic q, but can be extended to three-manifold
invariants only when q is a root of unity.
Khovanov’s ground-breaking discovery of link homology [Kho00, Kho06b], now known
as Khovanov homology, gave strong evidence for the plausibility of Crane and Frenkel’s
conjecture that WRT invariants could be categorified. Khovanov homology gives a combi-
natorial categorification of the Jones polynomial at a generic variable q, replacing multipli-
cation by q by a categorical grading shift. Moreover, it is functorial with respect to (framed)
link cobordisms, so that the whole theory appears to be the restriction of an extended 4d
TQFT to the category of links embedded in the three-sphere and embedded link cobordisms
in the three sphere times an interval.
The entire representation-theoretic interpretation of the Jones polynomial has since been
categorified, describing Khovanov homology in the framework of 2-representation theory
([Rou08, Lau10, KL10]). Khovanov-Lauda [KL09, KL11] and Rouquier [Rou08] indepen-
dently constructedmonoidal categories that categorify one-half of quantumgroups at generic
q. Lauda [Lau10] categorified the entire quantum group Uq(sl2). Webster [Web10a, Web10b]
categorified the tensor products of irreducible representations of quantum groups (adapting
the geometric picture of Zheng [Zhe08b, Zhe08a]), which are used to construct Reshetikhin-
Turaev invariants of links. There are also more recent works by Cautis [Cau15] and Lauda-
Queffelec-Rose [LQR12], in which Khovanov homology is directly reconstructed from 2-
representations of categorified quantum sl2.
A fundamental obstacle to transforming Khovanov homology into a categorified TQFT
is that it relates to generic q rather than evaluating q at a root of unity. More precisely, Kho-
vanov homology takes values in the category of graded vector spaces; the Grothendieck ring
of graded vector spaces is identifiedwith Z[q, q−1]. On the other hand, whatever categorified
quantum three-manifold invariants are, they should live in a symmetric monoidal category
whose Grothendieck ring is identified with the cyclotomic integers On := Z[ζn], where ζn
represents a primitive n-th root of unity (see, for instance, [BL07]). One needs to construct
3the 2-representation theory of uq(sl2) at a root of unity, taking values in some categorifica-
tion of the cyclotomic integers. Categorifying On is the natural first step, and it remains an
interesting and fundamental open problem.
Bernstein-Khovanov [Kho06a] observed, however, that one could categorify Op for p
prime: it can be identified with the Grothendieck ring of Mayer’s [May42a, May42b] ho-
motopy category of finite dimensional p-complexes over a field k of characteristic p > 0,
which we denote by C(k, ∂):
Op ∼= K0(C(k, ∂)). (1.1)
Khovanov suggested that one should find interesting algebra-objects in the homotopy cate-
gory of p-complexes. Such algebra objects are given by k-algebras with p-nilpotent deriva-
tions, which we refer to as p-DG algebras. The Grothendieck group of a p-DG algebra will
naturally be an Op-module. The theory of p-DG algebras has been developed in [Qi14],
within the framework of hopfological algebra [Kho06a].
To agree with earlier conventions in representation theory, the derivation or differential
in a p-complex should have degree 2, not degree 1. With this convention, the Grothendieck
ring of p-complexes is now isomorphic to
K0(C(k, ∂)) ∼= Z[q]/(1 + q
2 + · · · + q2(p−1)), (1.2)
which we will denote as Op. Inside Op, q
2 is a primitive p-th root of unity.
In this paper (and its prequel) we put p-DG algebras to work, and take the first steps
towards constructing the 2-representation theory of uq(sl2) at a (prime) root of unity. Essen-
tially, we take the algebras constructed by Khovanov-Lauda, Rouquier, Webster etc. and find
their p-DG analogues. In the prequel [KQ15], a p-DG structure was placed on the nilHecke
algebras to categorify one-half of the quantum group u+q (sl2). In this paper, we place a p-
DG structure on the 2-category U defined by Lauda [Lau10], and categorify the small form
of the whole quantum group uq(sl2). In a sequel to this paper, the authors will categorify
the Lusztig form of Uq(sl2) at a prime root of unity as well, by placing a p-DG structure on
the “thick calculus” of [KLMS12]. Optimistically, we expect that, in a fully established 4d
TQFT as envisioned by Crane and Frenkel, categorified small quantum groups will play an
analogous role to gauge groups in Chern-Simons theory.
Outline. To a p-DG algebra one can associate a number of module categories: the (abelian)
category of p-DG modules, and the (triangulated) homotopy category and derived category.
By definition, the Grothendieck group of a p-DG algebra is the Grothendieck group of its
(triangulated) compact derived category, which could be quite difficult to compute in gen-
eral. We briefly discuss what needs to be shown in order to prove that a given p-DG algebra
has the desired Grothendieck group.
In some known (additive or abelian) categorifications of quantum groups [KL09, Lau10]
and Hecke algebras [EK10], one has a complete collection X of indecomposable objects (up
to grading shift), such that the endomorphism ring R = End(⊕M∈XM) is positively graded,
and consists only of identity maps in degree zero. Equivalently, the indecomposables de-
scend to a basis (such as the canonical basis) with certain positivity properties, relative to an
Euler form on the Grothendieck group. In this case, the entire category is Morita-equivalent
toR−mod, and therefore it shares a Grothendieck group with the degree zero partR0, which
is semisimple. From this one can easily deduce many facts about the Grothendieck group.
4Our goal is to use the same trick for p-DG algebras. In Chapter 2 we develop some
general machinery to compute the Grothendieck groups of p-DG algebras which are p-DG
Morita-equivalent to positively graded p-DG algebras. In this case one can relate the p-DG
Grothendieck group to the ordinary Grothendieck group of the underlying algebra. More-
over, a Ku¨nneth formula holds, allowing one to compare Grothendieck groups of tensor
products of p-DG algebras. As an important example, we compute the p-DG Grothendieck
group of the p-DG algebra of symmetric functions in Chapter 3. We expect our machinery to
be widely (though not universally) applicable in categorification at prime roots of unity.
In order to show that a list of objects X yields an endomorphism algebra that is Morita-
equivalent to the original category, one typically constructs a number of direct sum de-
compositions. Algorithmically, one factors the identity morphism of any object as a sum
of idempotents, each of which factors through an object in X. In the p-DG context, one needs
a structure which is finer than a direct sum decomposition, which we dub a fantastic filtra-
tion, or a Fc-filtration for short. In Chapter 5 we define this structure, give an algorithmic
determination for when a factorization is a Fc-filtration, and prove that all the direct sum
decompositions that Lauda uses in [Lau10] have this property. This feature of our paper
should also be widely useful.
Let us describe the structure of this paper. In Chapter 2 we provide background on p-DG
algebras in general, and develop tools to analyze the Grothendieck rings of positive p-DG
algebras. In Chapter 3 we study the p-DG algebra of symmetric functions, which plays an
important role in Lauda’s category U . In Chapter 4 we define U and a multiparameter family
of p-differentials, each of which equips U with the structure of a p-DG category. This family
of p-differentials is exhaustive so long as p 6= 2. The classification of p-differentials is proven
in Appendix A, where the exceptional 2-differentials are also briefly discussed. There are
two particular specializations of the parameters which are important, and which we denote
∂1 and ∂−1. In Chapter 5 we verify that the direct sum decompositions of Lauda yield Fc-
filtrations if and only if ∂ = ∂±1. In Chapter 6 we prove our main results. We define an Op-
integral form of the small quantum group u˙Op(sl2), and establish an isomorphism (Theorem
6.11)
K0(U , ∂±1) ∼= u˙Op(sl2)
of Op-algebras. As an application we also construct a categorification of some simple repre-
sentations of u˙Op of small highest weights (Theorem 6.15), using (universal) cyclotomic quo-
tients. We leave a fuller discussion of categorification of finite dimensional highest weight
sl2-modules to the sequel [EQ15].
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52 Positive p-DG algebras
Fix once and for all a base field k of characteristic p > 0. The unadorned tensor product
⊗ denotes the tensor product over k. Throughout we adopt the French convention that
N := {0, 1, 2, . . . }.
2.1 Elements of p-DG algebras
We briefly review the basic notions of p-DG algebra. For details, see [Kho06a, Qi14]. See also
[KQ15, Chapter 2] for an alternative summary of this material.
Definition 2.1. Let A ∼= ⊕k∈ZA
k be a Z-graded algebra over the ground field k.
(i) A is called a p-differential graded (p-DG) algebra if A is equipped with an endomorphism
∂A of degree 2 which is p-nilpotent, i.e. ∂
p
A = 0, and satisfies the Leibniz rule, i.e. for any
u, v ∈ A,
∂A(uv) = ∂A(u)v + u∂A(v).
A (left) p-DG module (M,∂M ) over the p-DG algebra A is a graded A-module M with
a linear endomorphism ∂M of degree 2 which is p-nilpotent, i.e. ∂
p
M = 0, and satisfies
the Leibniz rule for the (A, ∂A) action, i.e. for any u ∈ A,m ∈M
∂M (um) = ∂A(u)m+ u∂M (m).
Analogously one has the notion of right p-DGmodules. Amorphism of p-DGmodules
is a map of A-modules that commutes with the differentials.
(ii) A p-DG algebra A is called positive if the following three conditions hold:
(ii.1) A is supported on non-negative degrees: A ∼= ⊕k∈NA
k, and it is finite dimensional
in each degree.
(ii.2) The homogeneous degree zero part A0 is semisimple.
(ii.3) The differential ∂A acts trivially on A
0.
(iii) A positive p-DG algebra A is called strongly positive over k if A0 is isomorphic to a
product of matrix algebras over k.
Let A be a positive p-DG algebra, and {ǫi|i ∈ I} be a complete list of pairwise non-
isomorphic, indecomposable idempotents in A0. Let A′ := ⊕k>0A
k be the augmentation
ideal with respect to the natural projection A ։ A0. Define for each i ∈ I the indecompos-
able projective A-module Pi := A · ǫi, and the simple A-module Si := Pi/(A
′ · Pi) ∼= A
0 · ǫi.
When A is strongly positive, the endomorphism algebra of each Si is isomorphic to k.
Example 2.2. We give some easy examples of positive p-DG algebras.
• The ground field Fp equipped with the zero differential is strongly positive, while the
extension filed Fpr(r > 1) with the trivial differential is positive but not strongly posi-
tive over Fp.
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• LetA := k[Q]/(R) be the path algebra associated with some oriented quiverQmodulo
a setR of homogeneous relations, and let c be a homogenous degree two element such
that cp ∈ (R). Define a differential ∂ on A by taking the commutator with c. Then
(A, ∂) is a strongly positive p-DG algebra.
• The algebra of symmetric functions (equipped with a certain differential) is a strongly
positive p-DG algebra, as is the algebra of symmetric polynomials in n variables. We
will consider these algebras in detail in Chapter 3.
The collection of all p-DG modules over a p-DG algebra A forms an abelian category,
which we denote by A∂−mod. This category is equipped with a grading shift endo-functor
{1}, where M{1}k = Mk+1. Given two p-DG modules M,N , we write HomiA(M,N) =
Hom0A(M,N{i}) for the space of A-module maps fromM to N of degree i. Then we set
HOMA(M,N) = ⊕i∈ZHom
i
A(M,N), (2.1)
which is a graded vector space. Similarly, we write HomiA∂ (M,N) for those homogeneous
degree-i maps which commute with the differentials, while letting HOMA∂ (M,N) be the
total graded space. The graded space HOMA(M,N) is equipped with a p-complex structure
via
∂(f)(m) = ∂N (f(m))− f(∂M (m)) (2.2)
for f ∈ HOMA(M,N). Clearly HOMA∂ (M,N) is the kernel of ∂ inside HOMA(M,N). Given
f : M−→N and g : N−→P , one can check that ∂(g ◦ f) = ∂(g) ◦ f + g ◦ ∂(f), so that this
differential on Hom spaces still satisfies the Leibniz rule. It is easy to compute that ∂p−1(f) =∑p−1
i=0 ∂
i
N ◦ f ◦ ∂
p−1−i
M , because we work over a field of characteristic p.
Two morphisms f1, f2 : M−→N of p-DG modules are called homotopic if there exists an
A-module map h : M−→N of degree 2− 2p such that
f1 − f2 = ∂
p−1(h) =
p−1∑
i=0
∂iN ◦ h ◦ ∂
p−1−i
M .
A morphism is called null-homotopic if it is homotopic to zero. Null-homotopic morphisms
form an ideal within A∂−mod. The homotopy category C(A, ∂) (or simply C(A) if the differen-
tial is understood) is the categorical quotient of A∂−mod by all null-homotopic morphisms.
The category C(A) is triangulated, and we refer the reader to [KQ15, Section 2.2] for more
details about the triangulated structure.
The trivial p-DG algebra is the ground field kwith zero differential. Its categories of mod-
ules k∂−mod and C(k)will be called respectively the abelian and homotopy categories of p-
complexes. For an arbitrary p-DG algebra A, there is a forgetful functor A∂−mod−→k∂−mod
which takes a p-DG A-module to its underlying p-complex. We refer to the homotopy class
of the underlying p-complex (viewed as an isomorphism class in C(k)) as the cohomology1 of
M . A morphism f : M−→N of p-DG modules over A is called a quasi-isomorphism if, after
applying the forgetful functor, f descends to an isomorphism in C(k). Quasi-isomorphisms
in C(A) constitute a localizing class, and inverting them yields the derived category D(A, ∂)
(or D(A) if the differential is understood). As in the usual DG case, D(A) is triangulated and
idempotent complete (Karoubian).
1There is an explicit construction, called the slash cohomology, of a minimal p-complex H/(M) representing
the cohomology ofM . See [KQ15, Section 2.1] for details.
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Remark 2.3. Set H := k[∂]/(∂p), a graded Hopf algebra where deg(∂) = 2. A p-DG algebra
is the same as a graded H-module algebra. Thus for such an A one can construct the smash
product algebra A∂ , which is isomorphic to A ⊗ H as a vector space. For the trivial p-DG
algebra we have k∂ ∼= H , and in general A∂ always has k∂ ∼= 1⊗H as a subalgebra. A p-DG
module over A is the same as a module over A∂ . This allows one to study p-DG algebras in
the more general context of hopfological algebra, see [Kho06a, Qi14].
Because of the Hopf structure, one can tensor a p-DG module for A with a p-complex to
obtain another p-DG module for A. This gives an action of k∂−mod on A∂−mod by exact
functors, descending to a categorical action of C(k) on C(A) and D(A).
As in usual homological algebra, it is not easy to determine the space of morphisms in
the derived category, but one can simplify matters by restricting to a well-behaved class of
objects.
Definition 2.4. Let A be a p-DG algebra andM a p-DG module over it.
(i) M is said to have property (P) if there is an exhaustive, possibly infinite, increasing
filtration F • on M such that each subquotient F •/F •−1 is isomorphic to a direct sum
of p-DG modules of the form A{r} for various r ∈ Z. When A is positive, we extend
this definition to allow subquotients isomorphic to Pi{r} for i ∈ I and r ∈ Z.
(ii) M is a cofibrant module ifM is a direct summand of a property (P) module.
Any property (P) module is obviously cofibrant. Notice that cofibrant modules are al-
ways projective as A-modules. If M is a cofibrant module and N is any p-DG module over
A, then
HomD(A)(M,N) ∼= HomC(A)(M,N) ∼=
Ker(∂ : Hom0A(M,N)−→Hom
2
A(M,N))
Im(∂p−1 : Hom2−2pA (M,N)−→Hom
0
A(M,N))
. (2.3)
The following result says that there are always “enough” property (P) modules.
Theorem 2.5. Let A be a p-DG algebra and M a p-DG module. Then there is a surjective quasi-
isomorphism of of p-DG modules over A
p(M)−→M,
where p(M) has property (P). 
The property (P) replacement in the theorem is also known as the bar resolution ofM , and
it can be defined functorially.
We recall the definition of finite cell modules for positive p-DG algebras (c.f. [KQ15, Defi-
nition 2.29]).
Definition 2.6. Let A be a positive p-DG algebra. A p-DG module M is said to be a finite
cell module if there is a finite-step increasing filtration F • on M such that each subquotient
F •(M)/F •−1(M) is either zero or isomorphic to Pi{li} for some i ∈ I and li ∈ Z. The
collection of all finite cell modules is denoted by F(A).
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Remark 2.7. By definition, if M is a finite cell module, it fits into a convolution diagram in
the homotopy category C(A) and derived category D(A)
0 = Fn−1 // Fn //
✆✆
✆✆
✆✆
✆
Fn+1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
· · · // Fm−1 // Fm = M,
{{✈✈
✈✈
✈✈
✈✈
✈
Grn
[1]
bb❉❉❉❉❉❉❉❉
Grn+1
[1]
^^❂❂❂❂❂❂❂
Grm−1
[1]
aa❈❈❈❈❈❈❈❈
(2.4)
where n is the smallest integer that Fn 6= 0, m is the smallest integer that Fm = M , and
Grk := F
k(M)/F k−1(M) is either 0 or Pi{li} for some i ∈ I and li ∈ Z.
Any finite cell module M satisfies property (P) and thus is cofibrant. Moreover, consid-
ered as an object in the derived category, a finite cell module is compact in the sense that, if
(Ni)i∈I is an arbitrary set of p-DG modules, then the canonical map
⊕i∈IHomD(A)(M,Ni)−→HomD(A)(M,⊕i∈INi)
is an isomorphism. We have the following characterization of compact modules in D(A)
([Qi14, Corollary 7.15]).
Theorem 2.8. LetA be a p-DG algebra. An objectN ∈ D(A) is compact if and only if it is isomorphic
to a direct summand of a finite cell module. 
In other words, if we set Dc(A) to be the strictly full (triangulated) subcategory of D(A)
consisting of compact modules, it is equivalent to the idempotent completion of F(A) in
D(A). In particular Dc(A) is idempotent complete. The following characterization of Dc(A)
is a direct consequence of Theorem 2.8.
Corollary 2.9. LetA be a p-DG algebra. ThenDc(A) is the smallest strictly full idempotent complete
triangulated subcategory in D(A) containing A{r} for all r ∈ Z. 
We will also need the finite derived category Df (A) of A, which is the strictly full subcate-
gory in D(A) consisting of objects that are quasi-isomorphic to a finite dimensional module
in A∂−mod. One easily checks that D
f (A) is triangulated.
The Grothendieck group of the triangulated category Dc(A) will be denoted K0(A, ∂)
(or K0(A)). The Grothendieck group of D
f (A) will be denoted G0(A, ∂) (or G0(A)). In this
paper, these are the most relevant notions of Grothendieck groups for a p-DG algebra A.
They are natural modules over Z[q±], where q[M ] = [M{1}].
The tensor product action of k∂−mod on A∂−mod induces an action of K0(k) on K0(A),
and of G0(k) on G0(A) (c. f. Remark 2.3). Define
Op := Z[q]/(1 + q
2 + · · · + q2(p−1)).
It is explained in [KQ15, Chapter 2] that
Op
∼= K0(k) ∼= G0(k).
Therefore,K0(A) is naturally a Op-module.
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2.2 Basic Morita theory
If A, B are p-DG algebras, a p-DG (A,B)-bimodule AXB naturally gives rise to the following
functors on p-DG module categories.
i). The derived tensor product AX⊗
L
B : D(B)−→D(A) is the composition of functors
D(B)
p
−→ P(B)
AX⊗B(−)
−−−−−−→ C(A)
Q
−→ D(A), (2.5)
where P(B) is the full subcategory ofD(B) or C(B) consisting of cofibrant objects, and
Q is the natural localization functor.
ii). The derived hom functorRHOM(AXB ,−) is the composition of functors
D(A)
HOMA(pA(X),−)
−−−−−−−−−−−→ C(B)
Q
−→ D(B), (2.6)
where pA(X) denotes the bar resolution of X as a left p-DG A-module. Here we have
used that in the construction of the bar resolution, pA(X) has a natural right p-DG
B-module structure.
The tensor product and hom functors satisfy an adjunction property as in the usual DG
case:
HomD(A)(X ⊗
L
B N,M)
∼= HomD(B)(N,RHOMA(X,M)), (2.7)
for anyM ∈ D(A) and N ∈ D(B).
A morphism µ : X−→Y of p-DG (A,B)-bimodules descends to a natural transformation
between the derived tensor product functors
µL : X ⊗LB (−) =⇒ Y ⊗
L
B (−) : D(B)−→D(A).
The following proposition gives a criterion for deciding when a derived tensor functor in-
duces an equivalence of derived categories, and when such a natural transformation is an
isomorphism of functors.
Proposition 2.10. i) Let X be a p-DG (A,B)-bimodule and suppose it is cofibrant as a p-DG
A-module. Then X ⊗LB (−) : D(B)−→D(A) is an equivalence of triangulated categories if
and only if the following two conditions hold:
1) The natural map B−→HOMA(X,X) is a quasi-isomorphism.
2) X, when regarded as a p-DG A-module, is a compact generator of D(A).
ii) Let µ : X−→Y be a morphism of p-DG (A,B)-bimodules. The natural transformation µL :
X ⊗LB (−) =⇒ Y ⊗
L
B (−) is an isomorphism of functors if and only if µ : X−→Y is a
quasi-isomorphism of p-DG bimodules.
Proof. Omitted. See Proposition 8.8 of [Qi14].
An important special case comes from a map of p-DG algebras φ : B−→A, and the bi-
module AXB = AAB . We will allow maps φ : B−→A with ∂B ◦ φ = φ ◦ ∂A which are
non-unital, so that φ(1B) is only an idempotent in A.
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i). The (derived) induction functor φ∗ = IndAB is the derived tensor functor associated
with the bimodule AAB :
φ∗ = IndAB = A⊗
L
B (−) : D(B)−→D(A). (2.8)
ii). The (derived) restriction functor φ∗ = Res
A
B is the forgetful functor via the map φ,
φ∗ = Res
A
B : D(A)−→D(B) (2.9)
We have the following p-DG analogue for Theorem 10.12.5.1 of [BL94], which follows
readily from Proposition 2.10.
Corollary 2.11. Let φ : B−→A be a morphism of p-DG algebras that is a quasi-isomorphism. Then
the induction and restriction functors
φ∗ : D(B)−→D(A), φ∗ : D(A)−→D(B)
are mutually inverse equivalences of categories. 
2.3 Grothendieck groups of positive p-DG algebras
Our main goal of this section is a numerical understanding of the Grothendieck groups of
positive p-DG algebras in terms of the classical Grothendieck groups of A. If A is a graded
ring, let K ′0(A) be the usual Grothendieck group of finitely generated graded projective A-
modules, and G′0(A) be the Grothendieck group of graded finite length A-modules. Both of
these are Z[q±] modules under the grading shift. We will see in Corollary 2.18 that, for a
positive p-DG algebra A, there are isomorphisms
K0(A) ∼= K
′
0(A)⊗Z[q±] Op, G0(A)
∼= G′0(A)⊗Z[q±] Op.
The main idea is that, for positive p-DG algebras, any compact module in D(A) is quasi-
isomorphic to a finite cell module. The symbol of a finite cell module in K0(A) is clearly
in the span of the symbols of the projective modules Pi. It is straightforward to show that
{[Pi]}i∈I forms an Op basis ofK0(A), just as it forms a Z[q
±] basis ofK ′0(A).
Lemma 2.12. Let A be a positive p-DG algebra. The following statements hold.
(i) If 0−→M1−→M−→M2−→0 is a short exact sequence of p-DGmodules andM1,M2 ∈ F(A),
thenM ∈ F(A). In particular the category F(A) is closed under taking finite direct sums.
(ii) The category F(A) is preserved under tensor multiplication by finite dimensional p-complexes.
Proof. The first part of the lemma is immediate from the definition. Using (i) to prove (ii) it
suffices to see that Pi ⊗ V ∈ F(A), where V is an indecomposable p-complex. Any such V
has a filtration whose associated graded modules are one-dimensional p-complexes, and the
result follows from (i) again.
Corollary 2.13. The image of F(A) in the homotopy category C(A) is closed under grading shifts,
finite direct sums, cohomological shifts, and taking cones. 
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Proof. This follows from the previous lemma. In this paper we will not describe the cohomo-
logical shift functors; the interested reader should consult [KQ15, Section 2.2] for additional
information.
Lemma 2.14. Let A be a positive p-DG algebra and M ∈ F(A) be a finite cell module. Suppose
M ∼= M1 ⊕M2 is a decomposition ofM in A∂−mod. ThenM1,M2 are finite cell modules.
Proof. For a positive p-DG algebra A, the smash product ring A∂ is semi-local. Now, realize
M1 ∼= M/M2, and equip with it the quotient filtration. It satisfies the subquotient require-
ment since each Pi (i ∈ I) is indecomposable in A∂−mod.
Remark 2.15 (Warning). The direct sum of the quotient filtrations onM1 andM2 is in general
different from the original filtration onM . For instance, this can happen whenM1 ∼= M2 so
that the splitting M ∼= M1 ⊕M2 is not canonical. One can then filter M with subquotients
isomorphic toM1 in a way which does not agree with the chosen splitting.
Proposition 2.16. Let A be a positive p-DG algebra, and denote by F(A) the smallest strictly full
subcategory in C(A) containing all finite cell modules. Then F(A) is idempotent complete.
Proof. Suppose M is a finite cell module, and ξ ∈ EndA∂ (M) descends to an idempotent
in EndC(A)(M). We will find a genuine idempotent which is homotopic to ξ; its image in
A∂−modwill then serve as the image of ξ in C(A). Then the result follows from Lemma 2.14
Let η = ξ2 − ξ, which by equation (2.3) must be in the image of ∂p−1 inside EndA(M).
From condition (ii.1) of Definition 2.1 it follows that End0A∂ (M) is finite dimensional over k.
The image of ∂p−1 inside it is an ideal. By Fitting’s lemma2, there exists k ≫ 0 such that
M ∼= Im(ηk)⊕Ker(ηk),
inside A∂−mod. The map ξ respects this decomposition since it commutes with η.
On Ker(ηk) the map η is nilpotent. Therefore we may use Newton’s method3 to find
an map ξ˜ ∈ EndA∂ (M) whose restriction to Ker(η
k) is an idempotent, and where ξ˜ − ξ is a
polynomial in η without constant term. Thus ξ and ξ˜ are homotopic.
On the other hand, η acts invertibly on Im(ηk). In particular, the identity of Im(ηk) is also
in the image of ∂p−1, and thus Im(ηk) is contractible. Thus ξ (resp. ξ˜) is homotopic to its
composition with the projection to Ker(ηk). In particular, the projection of ξ˜ to Ker(ηk) is a
genuine idempotent homotopic to ξ.
Since the localization functor C(A) → D(A) does not affect morphism spaces between
finite cell modules, we may also use F(A) to denote the smallest strictly full subcategory of
D(A) containing all finite cell modules.
Theorem 2.17. Let A be a positive p-DG algebra. Then F(A) ⊂ Dc(A) and the inclusion is an
equivalence of triangulated categories.
Proof. Corollary 2.13 shows that F(A) is triangulated, while the above proposition shows
that it is idempotent complete. The claim follows readily from Corollary 2.9.
2See, for instance, Benson [Ben98, Lemma 1.4.4] for the form of the lemma that is used here.
3See [Ben98, Theorem 1.7.3].
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Now we can give an upper bound of the Grothendieck group K0(A) for a positive p-
DG algebra. By Theorem 2.17, any compact module in D(A) is isomorphic to a finite cell
module M ∈ F(A). Using the diagram (2.4), the symbol of M in the Grothendieck group
can be written as an alternating sum of the symbols of the subquotients of the filtration on
M , which by Definition 2.6 are [Pi{li}] = q
li [Pi] ∈ K0(A) for i ∈ I and li ∈ Z. Since the usual
Grothendieck group K ′0(A) of graded projective A-modules is freely generated over Z[q
±]
by {[Pi]|i ∈ I}, we have a surjective map of Op-modules:
K ′0(A)⊗Z[q,q−1] Op−→K0(A).
Our next goal will be to show that this map is also injective.
When A is a p-DG algebra, theRHOM-pairing between derived categories
RHOMA(−,−) : D
c(A)×Df (A)−→D(k)
descends to a map on Grothendieck groups
[RHOMA(−,−)] : K0(A)×G0(A)−→Op.
The derived functor RHOM was described in (2.6). Notice that if V is a finite dimensional
p-complex,M ∈ Dc(A) and N ∈ Df (A) there is a canonical isomorphism of p-complexes
RHOMA(M⊗V,N) ∼= HOMA(p(M)⊗V,N) ∼= HOMA(p(M), N⊗V
∗) ∼= RHOMA(M,N)⊗V
∗.
On the Grothendieck group level, this says that the pairing above is Op-sesquilinear. Let an
overbar denote the automorphism of Op sending q 7→ q
−1. Sesquilinearity of a bilinear form
{−,−} states that
a{[M ], [N ]} = {[M ], a[N ]} = {a[M ], [N ]}
for any a ∈ Op.
Now we focus on positive p-DG algebras. Since the smash product algebra A∂ is a semi-
local graded ring whose degree zero part is isomorphic to A0, the Jacobson radical J(A∂)
of this algebra consists of everything in positive degrees, and A∂/J(A∂) ∼= A
0. It follows
that any finite dimensional module over A∂ admits a finite filtration whose subquotients are
graded shifts of Si, (i ∈ I), so thatG0(A) is Op-generated by the symbols of the simples [Si].
Applying the RHOM-pairing between the systems of modules {Pi|i ∈ I}, {Sj|j ∈ I}, we
have
RHOM(Pi, Sj) ∼=
{
Di if i = j,
0 otherwise,
where Di ∼= EndA(Si) is a finite dimensional division algebra over k concentrated in degree
zero. Necessarily ∂ acts trivially on Di. Set di = dimkDi. Now if
∑
i∈I ri[Pi] = 0 is a linear
relation, with ri ∈ Op, we apply [RHOMA(−, Sj)] to get
0 =
∑
i∈I
ri[RHOMA(Pi, Sj)] = rj [Dj ] = rjdj [k] ∈ K0(k).
Since K0(k) ∼= Op has no Z-torsion, it follows that rj = 0 for each j. Thus there could not
have been any Op-linear relation between the symbols [Pi] ∈ K0(A) from the start. Like-
wise one shows that there can be no linear relation among the symbols [Si] in G0(A). This
discussion gives us the following.
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Corollary 2.18. Let A be a positive p-DG algebra. Then there are isomorphisms of Grothendieck
groups
K0(A) ∼= K
′
0(A)⊗Z[q,q−1] Op, G0(A)
∼= G′0(A)⊗Z[q,q−1] Op,
whereK ′0 (resp. G
′
0) stands for the usual Grothendieck group of graded projective (resp. graded finite
dimensional) A-modules. 
2.4 A Ku¨nneth formula
We specialize to the case when A is strongly positive, as in Definition 2.1. Recall that in this
case A0 ∼=
∏
i∈I M(ni,k) is a product of matrix algebras with coefficients in the ground field.
If A1, A2 are two such p-DG algebras, then so is their tensor product A1 ⊗ A2. This follows
because for any n,m ∈ N, M(n,k) ⊗ M(m,k) ∼= M(nm,k). By applying Corollary 2.18 to
A1, A2 and A1 ⊗A2, we obtain the following Ku¨nneth-type property for their Grothendieck
groups.
Corollary 2.19. Let A1, A2 be two strongly positive p-DG algebras relative to the ground field
k. Then their tensor product is also strongly positive relative to k, and there are isomorphisms of
Grothendieck groups
K0(A1 ⊗A2) ∼= K0(A1)⊗Op K0(A2), G0(A1 ⊗A2)
∼= G0(A1)⊗Op G0(A2),
which are identifications of Op-modules. 
Example 2.20 (A non-example). The above result fails when we remove the “strongly posi-
tive” hypothesis, because it fails for the ordinary Grothendieck groupsK ′0 and G
′
0. Consider
Fpr as a p-DG algebra with the zero differential over Fp. It is easy to see that K0(Fpr) ∼=
G0(Fpr) ∼= Op, which is spanned by the symbol [Fpr ]. However Fpr ⊗Fp Fpr
∼= F⊕rpr , so that
K0(Fpr ⊗Fp Fpr)
∼= G0(Fpr ⊗Fp Fpr)
∼= O⊕rp ,
and the Ku¨nneth property fails.
Remark 2.21. The Ku¨nneth property for ordinary DG algebras that are strongly positive
is a direct consequence of the results in Keller-Nicolas [KN13] and Schnu¨rer [Sch11]. The
discussion in this chapter is partly motivated by their work.
The method adopted here generalizes immediately, in the context of hopfological alge-
bra, to any strongly positiveH-module algebra, whereH is a graded finite dimensional Hopf
(super) algebra. (See Remark 2.3). Unfortunately, the proof here is essentially “numerical,”
only giving an isomorphism of Grothendieck groups rather than a comparison on the level
of spectra.
We would like to pose the following general question to the reader: Under what restric-
tions on a p-DG algebra, or more generally, anH-module algebra, does the Ku¨nneth formula
hold?
The p-DG algebras we aremost concernedwith in this paper are not strongly positive, but
they are p-DGMorita equivalent to strongly positive p-DG algebras (in the sense of Proposi-
tion 2.10).
Corollary 2.22. LetA1,A2 be two p-DG algebras which are Morita equivalent to strongly positive p-
DG algebras. Then their tensor product is also Morita equivalent to a strongly positive p-DG algebra,
and the Ku¨nneth formula holds. 
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This version of the Ku¨nneth property for the usual Grothendieck groups of certain (DG)
algebras has played a significant role in many known examples of categorification, see for
instance [KL09, KL11, EK10].
2.5 p-DG categories
There are no references for this section, although it is a straightforward extension of well-
known material.
We give a slight generalization of the notion of p-DG algebras. This is the analogue in the
p-DG setting of the corresponding notion in the usual DG theory. See [Kel94, Kel06].
Definition 2.23. A graded k-linear category A is called a p-DG category if the morphism
spaces between any objectsX,Y ∈ A are equipped with a degree 2, p-nilpotent operator ∂
∂ : Hom•A(X,Y )−→Hom
•+2
A (X,Y ),
which acts via the Leibnitz rule on the composition of morphisms
∂ : HOMA(Y,Z)×HOMA(X,Y ) −→ HOMA(X,Z),
(g, f) 7→ ∂(g ◦ f) = ∂(g) ◦ f + g ◦ ∂(f).
Example 2.24. Given a p-DG algebra A, one can construct a p-DG category by considering
an enriched version of A∂−mod. The objects are p-DG modules over A, but morphisms are
given by the p-complex HOMA(M,N) instead of Hom
0
A∂
(M,N). Taking A = kwith the zero
differential, one recovers the p-DG category k∂−mod of p-complexes.
Definition 2.25. A left (resp. right) p-DG moduleM over a p-DG category A is a covariant
functor
M : A−→k∂−mod (resp.M : A
op−→k∂−mod),
that commutes with the ∂-actions on A and k∂−mod.
For example, given any object X ∈ A, the representable functor
HOMA(X,−) : A−→k∂−mod, (resp. HOMA(−,X) : A
op−→k∂−mod)
is a left (resp. right) p-DG module. Such a p-DG module is called representable. It is easy to
check that the category of left (resp. right) p-DG modules over a p-DG category is abelian.
Remark 2.26. We will informally treat p-DG categories as p-DG algebras with many idem-
potents 1X , one for each objectX ∈ A. Conversely any p-DG algebra is just a p-DG category
with a unique object. Given a p-DG category and a finite set of objects X = {Xi|i = 1, . . . , n},
it will be helpful to consider the p-DG endomorphism algebra
ENDA(X) := ⊕
n
i,j=1HOMA(Xi,Xj),
and modules obtained by induction from this smaller algebra to the whole category A.
The following definition generalizes the corresponding notions over p-DG algebras (Def-
initions 2.4 and 2.6).
Definition 2.27. Let A be a p-DG category, andM be a p-DG module over A.
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(i) M is said to satisfy property (P) if there exits an exhaustive, possibly infinite, increasing
filtration F •, onM such that each subquotient F •/F •−1 is isomorphic to a direct sum
of representable p-DG modules.
(ii) M is a cofibrant module if it is a direct summand of a property (P) module;
(iii) M is called a finite cell module if it is a property (P) module with a finite filtration each
of whose subquotients is isomorphic to a representable p-DG module.
The hopfological constructions in the previous sections can be followed verbatim for p-
DG categories. There is a notion of (simplicial) cofibrant replacements for p-DG modules,
and of the homotopy category C(A) and derived category D(A). In particular, one can char-
acterize the compact derived category in analogy to Theorem 2.8 and Corollary 2.9, using
the powerful machinery of Ravenel-Neeman [Rav84, Nee92] on compactly generated trian-
gulated categories.
Corollary 2.28. A p-DG moduleM over A is compact if and only if it is a direct summand in the
derived category D(A) of a finite cell module. The compact derived category Dc(A) is the smallest
strictly full Karoubian triangulated subcategory in D(A) that contains all the grading shifts of all
representable modules. 
Hence we also have the notion of Grothendieck groups for a p-DG category.
Finally, notice that the 2-category of p-DG categories is symmetric monoidal, and we will
use ⊗ to stand for the tensor product of p-DG categories.
Now let us discuss the notion of a p-DG 2-category. In this paper, all 2-categories will
be strict and small. When U is a 2-category and λ, µ are objects, we will typically write µUλ
for the 1-category HomU (λ, µ), following Lauda [Lau10, Section 5.1]. We write 1λ for the
identity 1-morphism of the object λ, and 1M for the identity 2-morphism of the 1-morphism
M .We omit any multiplication symbol when composing 1-morphisms, or using 1-morphism
composition to compose 2-morphisms horizontally. We reserve ◦ for the usual, vertical com-
position of 2-morphisms.
Definition 2.29. A p-DG 2-category (U , ∂) consists of a usual 2-category U , together with
a p-nilpotent (2-categorical) derivation, or a (2-categorical) differential on 2-morphisms, which
satisfies the Leibniz rule for both horizontal and vertical multiplication of 2-morphisms.
More explicitly, a p-DG 2-category consists of the following data.
(i) A set of objects I = {λ, µ, ν . . .}, and for any λ, µ ∈ I , µUλ = HomU (λ, µ) forms a p-DG
category.
(ii) For any 1-morphism µEλ, µE
′
λ of µUλ, the morphism space
HOMµUλ(µEλ, µE
′
λ)
is a p-complex.
(iii) For any objects λ, µ, ν ∈ I , and 1-morphisms λEµ, λE
′
µ, λE
′′
µ ∈ λUµ, the (vertical) com-
position
HOMµUλ(µE
′
λ, µE
′′
λ)×HOMµUλ(µEλ, µE
′
λ) −→ HOMµUλ(µEλ, µE
′′
λ),
(f , g) 7→ f ◦ g,
satisfies the Leibniz rule as in Definition 2.23.
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(iv) For any objects λ, µ, ν ∈ I , and 1-morphisms λEµ, λE
′
µ ∈ λUµ, µFν , µF
′
ν ∈ µUν , the
(horizontal) composition
HOM
λUµ(λEµ, λE
′
µ)×HOMλUλ(µFν , µF
′
ν) −→ HOMλUν (λEFν , λE
′F ′ν),
(f , h) 7→ fh,
satisfies the Leibniz rule
∂(fh) = ∂(f)h+ f∂(h).
Example 2.30. A key example to keep in mind is the p-DG 2-category of p-DG algebras,
denoted by pDGA. Its objects are p-DG algebras {Aλ|λ ∈ I} (with the usual restrictions
coming from categorical hygiene). The 1-morphisms between two p-DG algebras are given
by p-DG bimodules, and the 2-morphisms are homomorphisms of p-DG bimodules. Fixing
two p-DG algebras Aλ and Aµ, the morphism-category between them is identified with the
category of left p-DG modules over Aµ ⊗A
op
λ .
Definition 2.31. Let U be a p-DG 2-category. We define the homotopy and derived categories
of U to be
C(U) :=
⊕
λ,µ∈I
C(µUλ), D(U) :=
⊕
λ,µ∈I
D(µUλ),
and the Grothendieck groups to be
K0(U) :=
⊕
λ,µ∈I
K0(µUλ), G0(U) :=
⊕
λ,µ∈I
G0(µUλ).
In nice cases, these Grothendieck groups inherit the natural structure of idempotented
rings. This phenomenon will be exemplified in Section 6.2.
3 p-DG symmetric functions
3.1 Symmetric polynomials
Let k[x] be the polynomial ring in one variable, graded with deg(x) = 2. If we set ∂(x) =
x2, the Leibniz rule implies that ∂(xk) = kxk+1; this is a valid differential, giving k[x] the
structure of a p-DG algebra. The ideal generated by x is contractible, so that k[x] is quasi-
isomorphic to k. Now let k[x1, x2, . . . , xn] be the n-fold tensor product, so that ∂(xi) = x
2
i .
Again, this is a p-DG algebra which is quasi-isomorphic to k. Inside this ring we have Symn,
the symmetric polynomials, which is preserved by ∂ since ∂ commutes with the action of
Sn. It is well-known that Symn is isomorphic to a graded polynomial algebra either on the
elementary symmetric polynomials {e1, . . . , en}, or on the complete symmetric polynomials
{h1, . . . , hn}, where deg(ek) = deg(hk) = 2k.
Lemma 3.1. The differential ∂ acts on the polynomial generators of Symn as follows.
∂(ek) = e1ek − (k + 1)ek+1 for 1 ≤ k ≤ n− 1, ∂(en) = e1en,
while for all k,
∂(hk) = (k + 1)hk+1 − h1hk.
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Proof. Exercise. Alternatively, we prove an analogous statement for symmetric functions in
Lemma 3.7 below. Setting xi = 0 for i > n in that proof will yield this result.
Lemma 3.2. When n < p, Symn is quasi-isomorphic to k.
Proof. There is clearly an injection sending k → k · 1, with cokernel the augmentation ideal
Sym′n. When n < p, the representations of Sn over k are actually semisimple. Therefore Symn
is not just a submodule of k[x1, x2, . . . , xn] but actually a summand, under an idempotent
which commutes with ∂. In particular, the positive degree symmetric polynomials Sym′n are
a summand of the contractible p-complex k[x1, . . . , xn]
′, and are therefore contractible.
This lemma does rely on the fact that n < p. When n ≥ p, Sym′n is still a submodule of a
contractible p-complex, but that does not mean it is contractible itself.
Example 3.3. Suppose that n = p. Then Symp is not quasi-isomorphic to k, but is actually
quasi-isomorphic to k[epp] with the trivial differential. We will check this soon. Note for now
that k[e1, e2, . . . , ep−1] is a p-DG submodule of Symp since ∂(ep−1) = e1ep−1 − pep = e1ep−1.
Now we want to understand various p-DG module structures on the rank-one free mod-
ule over Symn. For an integer a ∈ {0, 1, . . . , p − 1} or its residue in Fp, we use the notation
Symn(a) := (Symn · 1a, ∂a) to represent the p-DG module which, as a Symn-module, is freely
generated by 1a, and where ∂a(1a) = ae11a. This is the general form of such a p-DG module.
After all, every degree two element of Symn is equal to ae1 for some a ∈ k, and ∂
p
a = 0 if
and only if a ∈ Fp (a simple computation). Note that, up to a grading shift, Symn(a) can be
realized within Symn(0) as the ideal generated by e
a
n.
Lemma 3.4. Suppose that 1 ≤ a ≤ n < p. Then the ideal generated by ean inside Symn is acyclic.
Corollary 3.5. For 1 ≤ a ≤ n < p, the p-DG module Symn(a) is acyclic. 
Proof. We show this by induction on n, and within each fixed n, by induction on a. For
n = a = 1, the result is already known.
Suppose that a = 1. There is a short exact sequence of p-DG modules
0→ (en)→ Symn → Symn−1 → 0.
The first map is the inclusion of the ideal, while the second is a quotient. The quotient is a
quasi-isomorphism between two p-DG modules which are quasi-isomorphic to k. Therefore
the ideal is contractible.
Now suppose that 1 < a ≤ n. There is a short exact sequence
0→ (ean)→ (e
a−1
n )→ Symn−1(a− 1)→ 0.
The first map is an inclusion of ideals. Here, Symn−1(a − 1) is realized as the classes mod-
ulo (ean) of the polynomials fe
a−1
n for f ∈ k[e1, e2, . . . , en−1] ⊂ Symn. Now the induction
hypothesis implies that the center and right terms are acyclic, and therefore so is the left
term.
The important corollary of this is the special case when n = p− 1.
Corollary 3.6. For any a ∈ Fp\{0}, Symp−1(a) is a contractible p-complex. Moreover, Symp−1(0)
is quasi-isomorphic to k. 
An obvious implication of this corollary is that if N is a direct summand of Symp−1(a)
as a p-complex, then N is contractible unless a = 0 and N contains 1a, in which case N is
quasi-isomorphic to k.
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3.2 Symmetric functions
Symmetric polynomials form a natural graded inverse system, which allows us to take the
inverse limit as n goes to infinity to obtain symmetric functions. This is the ring
Λ = lim←−Symn
∼= k[e1, e2, . . .]. (3.1)
It is equippedwith a natural p-differential, arising from its formal inclusion inside k[x1, x2, . . . ],
and compatible with any truncation Λ ։ Symn. The infinite-variable polynomial algebra is
not finite-dimensional in each degree so it is not a positive p-DG algebra in the sense of
Definition 2.1, but the subalgebra (Λ, ∂) is a (strongly) positive p-DG algebra.
Lemma 3.7. The differential acts on the elementary and complete symmetric functions as follows.
∂(ek) = e1ek − (k + 1)ek+1. ∂(hk) = (k + 1)hk+1 − h1hk.
Proof. This can be shown most easily with generating functions. We prove the second for-
mula. The first follows by a similar computation.
Consider the following generating function over Z[t] for the elementary symmetric func-
tions (we set h0 := 1),
∞∏
i=1
(1− xit)
−1 =
∞∑
m=0
hmt
m,
and let ∂ act on it as a Z[t]-linear derivation determined by ∂(xi) = x
2
i . Applying ∂ to both
sides gives us
∑∞
m=0 ∂(hm)t
m =
∑∞
i=1
(
x2i t
(1− xit)2
·
∏
j 6=i(1− xjt)
−1
)
=
∑∞
i=1
(
−xi + x
2
i t
(1− xit)2
·
∏
j 6=i(1− xjt)
−1
)
+
∑∞
i=1
(
xi
(1− xit)2
·
∏
j 6=i(1− xjt)
−1
)
=
∑∞
i=1(−xi)
∏∞
j=1(1− xjt)
−1 + ∂
∂t
∏m
j=1(1− xjt)
−1
= (−h1) ·
∏∞
j=1(1− xjt)
−1) + ∂
∂t
∏∞
j=1(1− xjt)
−1)
= (−h1) ·
∑∞
m=0 hmt
m +
∑n−1
m=−1(m+ 1)hm+1t
m.
Comparing coefficients of t on both sides gives the claimed formula.
Nowwe state themain result of this section. Again, let us denote byΛ(a) := Λ·1a (a ∈ Fp)
the rank-one p-DGmodule overΛwith the differential defined by ∂a(f1a) = ∂(f)1a+afe11a.
When no confusion can be caused, we will drop 1a from the expression.
Proposition 3.8. (i) The inclusion of the p-DG subalgebra k[epp, e
p
2p, e
p
3p, . . .] equipped with the
zero differential into Λ is a quasi-isomorphism of p-DG algebras.
(ii) When a ∈ Fp\{0}, the p-DG Λ-module Λ(a) is acyclic.
Proof. Note that there is an obvious inclusion of p-DG algebras from k[epp, e
p
2p, e
p
3p, . . .] into Λ,
so it suffices for part (i) to show that this map is a quasi-isomorphism. What remains, for
both parts, is merely a question about the underlying p-complexes.
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The subalgebra Symp−1 ⊂ Λ is ∂-stable by Lemma 3.7, so we can regard Λ(a) as a p-DG
module over Symp−1 via restriction. We will construct a filtration on Λ(a) whose subquo-
tients are isomorphic to Symp−1(a) for various values of a ∈ Fp. Then the result will follow
from Corollary 3.6.
Step I.We begin by organizing the elementary symmetric functions into blocks.
Consider an arbitrary monomial f ∈ Λ(a) in terms of ei, and write it as the finite product
f = gf1f2 . . . ,
where g is the product of all ei for 1 ≤ i ≤ p− 1, f1 is the product of all ei for p ≤ i ≤ 2p − 1,
and in general fk is the product of all ei for kp ≤ i < (k + 1)p. We think of this as grouping
the monomial f into blocks fi ∈ k[eip, . . . , e(i+1)p−1]. The “zero-th block” g is not thought of
as a block, but as a coefficient in Symp−1. For i ≥ 1 let di be the sum of all the exponents in
the block fi. For instance, if
f = e51e2e
3
pep+1e
9
2p+1 = (e
5
1e2) · (e
3
pep+1) · (e
9
2p+1),
then d1 = 4 and d2 = 9. We use the term “exponent” instead of “degree:”Λ is already graded
with deg(ei) = 2i, but we are interested in the exponent, to which each ei contributes equally.
LetD =
∑
i≥1 dk.
Block notation helps us to compute the action of the differential. Let fk be a monomial
in the k-th block, with exponent dk. It is not hard to see that ∂(fk) = dke1fk + f
′
k for some
f ′k in the same block with the same exponent. When dk = 1, this follows from the formula
∂(em) = e1em− (m+1)em+1, and the general case is straightforward. For this proof, we will
write ∂′ for the linear map defined by ∂′(em) = −(m + 1)em+1 and satisfying the Leibniz
rule. A formula for ∂′ is given in (3.3) below. Clearly f ′k = ∂
′(fk).
Now let f = gf1f2 . . . be a monomial as above. Then
∂a(f) = (ae1 + ∂(g))
∏
i
fi + g
∑
i
∂(fi)
∏
j 6=i
fj
= ((D + a)e1 + ∂(g))
∏
i
fi + g
∑
i
∂′(fi)
∏
j 6=i
fj.
Fix d = (d1, d2, . . .) a sequence of non-negative integers with dk = 0 for all k >> 0, and
setD =
∑
k dk. DefineMd to be the set of all monomials f = f1f2 . . . where fk has exponent
dk (and f0 = 1). Let Xd be the Symp−1-span of Md , consisting of all polynomials of the
form gf for f ∈ Md and g ∈ Symp−1. It is now clear from the above observation that Xd is
preserved by ∂, and that Λ splits as a p-DG module over Symp−1 into a direct sum of all Xd.
Step II. We study the structure of each block Xd as a filtered p-DG Symp−1-module. In
the notation of the last paragraph, let f =
∏
k fk ∈ Md. Then each fk can be encoded as
a composition of dk with p rows, based on the exponents of each ei for kp ≤ i < (k + 1)p.
Place a partial order on Md similar to the usual dominance order on compositions, so that
the operation which sends ebie
c
i+1 7→ e
b−1
i e
c+1
i+1 within a given block will increase the order. If
f ∈Md then ∂
′(f) is a sum of monomials inMd which are strictly greater in the partial order.
From the previous step, if g ∈ Symp−1 and f ∈Md we have
∂a(gf) = g∂
′(f) + (∂(g) + (a+D)e1g)f. (3.2)
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In particular, the Symp−1 spans of ideals inMd are p-DG submodules.
Each Md is finite, so that the partial order has a filtration by ideals whose subquotients
are singletons {f}. Clearly this descends to a filtration on Xd, whose subquotients are
spanned by gf for fixed f . This subquotient is isomorphic as a p-DG module over Symp−1
to Symp−1(a + D). Therefore, by Corollary 3.6, it is acyclic if a + D 6≡ 0 (mod p), and does
not contribute to the cohomology. On the other hand, whenever a + D ≡ 0 (mod p), each
subquotient of the above filtration is quasi-isomorphic to the one-dimensional space kf .
Step III. We now examine the p-DG Symp−1-modules Xd(a) when a + D ≡ 0 (mod p).
Let Nd denote the k-span of Md. According to equation (3.2), Nd is preserved by ∂a, as is
Sym′p−1 ·Md. This gives a splitting of Xd(a), compatible with the filtration of the previous
step. In particular, Sym′p−1 ·Md is contractible as a p-complex, andXd(a) is quasi-isomorphic
to Nd. The differential on Nd is given by ∂
′, or more explicitly, by
∂Nd(
∏
ebii ) =
∑
i
−(i+ 1)biei+1ebi−1i ∏
j 6=i
e
bj
j
 . (3.3)
Thus it remains to examine the p-complex Nd. Note that each block is acted on indepen-
dently by the differential. Moreover, shifting the indices in ei by pwill not affect the formula,
because the only coefficient which depends on the index is (i+1). Therefore, as a p-complex
Nd is actually a tensor product
⊗
iNdi , where Nd is spanned by monomials y
b0
0 y
b1
1 · · · y
bp−1
p−1
with
∑
i bi = d, and with a formula for ∂N identical to (3.3) above.
Let us observe that the differential on Nd is independent of our original parameter a.
Also, as a tensor product, Nd will be contractible if any Ndi is contractible. Suppose that we
can prove thatNd is contractible unless d = 0mod p, when it is quasi-isomorphic to k·y
d
0 with
zero differential. If this is the case, thenNd is contractible unless each di = 0mod p, meaning
thatD = 0 (mod p) and therefore a = 0. This will prove that Λ(a) is contractible when a 6= 0.
Moreover, when a = 0, Λ(0) is quasi-isomorphic to the sum over all d = (c1p, c2p, . . .) of
k · ec1pp e
c2p
2p · · · , which is exactly the image of k[e
p
p, e
p
2p, . . .].
Thus we have reduced the problem to the following lemma.
Lemma 3.9. The p-complex Nd is contractible unless d ≡ 0 (mod p). If d ≡ 0 (mod p) then Nd is
quasi-isomorphic to k · yd0 with the trivial differential.
Proof. Before we examined a module by filtering it with subquotients isomorphic to Symp−1.
Now we take the opposite route, embedding Nd inside Symp−1.
Consider the map from Nd to Symp−1(−d) which sends y
b0
0 y
b1
1 · · · y
bp−1
p−1 7→ e
b1
1 · · · e
bp−1
p−1 .
It is an exercise to check that this map intertwines the differentials on both sides. In this
exercise, the interesting term in ∂N (
∏
i≥0 y
bi
i ) is −b0y
b0−1
0 y
b1+1
1 · · · , while the interesting term
in ∂−d(
∏
i>0 e
bi
i ) is (−d+
∑
i>0 bi)e
b1+1
1 · · · . These terms intertwine, because d =
∑
i≥0 bi.
The image ofNd → Symp−1(−d) is the span of polynomials in Symp−1(−d)with exponent
≤ d. This is actually a summand of Symp−1(−d). For any monomial f with exponent q,
∂−d(f) will be a sum of other monomials with exponent q and the term (q − d)e1f , which
has higher exponent. When q ≡ d (mod p), this higher exponent term vanishes. Now the
comment after Corollary 3.6, gives the desired result.
We write H(Λ) for the cohomology p-DG algebra of Λ, i.e. H(Λ) = k[epp, e
p
2p, e
p
3p, . . . ] with
zero differential. It is isomorphic to the tensor product of one-variable polynomial p-DG
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algebras
H(Λ) ∼=
⊗
k∈N\{0}
k[epkp]. (3.4)
Corollary 3.10. Let ι : H(Λ)−→Λ be the natural inclusion of p-DG algebras.
(i) The derived induction functor along the natural inclusion ι : H(Λ)−→Λ
ι∗ : D(H(Λ))−→D(Λ)
induces an equivalence of triangulated categories. A quasi-inverse is given by the restriction
functor ι∗.
(ii) There are isomorphism of Grothendieck groups as Op-modules
K0(Λ) ∼= Op, G0(Λ) ∼= Op.
Proof. The derived equivalence follows from Proposition 3.8 and Corollary 2.11. The second
part follows from Corollary 2.18.
4 p-Differentials on U
In this chapter we review Lauda’s category U and define a p-DG 2-category structure on it.
We assume the reader is familiar with string diagrams for 2-categories. An introduction to
the topic can be found in [Lau10, Section 4].
4.1 The category U
Definition 4.1. The 2-category U is an additive graded k-linear category. It has one object
for each λ ∈ Z, where Z is the weight lattice of sl2. The 1-morphisms are (direct sums of
grading shifts of) composites of the generating 1-morphisms 1λ, 1λ+2E1λ and 1λF1λ+2, for
each λ ∈ Z. Each 1λ+2E1λ will be drawn the same, regardless of the object λ. One imagines
that there is a single 1-morphism E which increases the weight by 2 (from right to left). We
draw the identity 1-morphism by empty diagrams labeled by λ, and the other 1-morphisms
as oriented strands.
1-morphism Generator λλ+2 λ+2λ
Name E F
The weight of any region in a diagram is determined by the weight of any single region.
When no region is labelled, the ambient weight is irrelevant.
The 2-morphisms will be generated by the following pictures.
Generator λλ+2 λλ−2 λλ+4 λλ−4
Degree 2 2 -2 -2
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Generator λ λ λ λ
Degree 1 + λ 1− λ 1 + λ 1− λ
Wewill give a list of relations shortly, after we discuss some notation. For a product ofm
dots on a single strand, we draw a single dot labeled bym. Here is the casem = 3.
= 3
A closed diagram is a diagram without boundary, constructed from the generators above.
The simplest non-trivial closed diagram is a bubble, which can be oriented clockwise or
counter-clockwise.
m
λ
m
λ
In an arbitrary closed diagram, the interior of an oriented circle might contain another closed
diagram. We use the term bubble only when the interior is empty.
A simple calculation shows that the degree of a bubble with m dots in a region labeled
λ is 2(m + 1 − λ) if the bubble is clockwise, and 2(m + 1 + λ) if the bubble is counter-
clockwise. Instead of keeping track of the number m of dots a bubble has, it will be much
more illustrative to keep track of the degree of the bubble, which is in 2Z. We will use the
following shorthand to refer to a bubble of degree 2k.
λ
k
λ
k
Wewill never label the region on the inside of a bubble with a weight; an integer inside a
bubble always refers to (half) the degree. Analogous notation is used in [KLMS12], where a
spade is used to designate the number of dots which would yield degree 0. Bubbles have a
life of their own, independent of their presentation in terms of caps, cups, and dots, and the
notation emphasizes this fact.
Note that λ can be any integer, butm ≥ 0 because it counts dots. Therefore, we can only
construct a clockwise (resp. counter-clockwise) bubble of degree k when k ≥ 1 − λ (resp.
k ≥ 1 + λ). These are called real bubbles. Following Lauda, we also allow bubbles drawn
as above with arbitrary k ∈ Z. Bubbles with k outside of the appropriate range are not yet
defined in terms of the generatingmaps; we call these fake bubbles. Using the relations below,
one can express any fake bubble in terms of real bubbles.
Now we list the relations. Whenever the region label is omitted, the relation applies to
all ambient weights.
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(i) Biadjointness relations.
= = = = (4.1a)
= = (4.1b)
= = (4.1c)
(ii) Positivity and Normalization of bubbles. Positivity states that all bubbles (real or
fake) of negative degree should be zero.
k = 0 = k if k < 0, (4.2a)
Normalization states that degree 0 bubbles are equal to the empty diagram (i.e. the
identity 2-morphism of the identity 1-morphism).
0 = 1 = 0 (4.2b)
(iii) Infinite Grassmannian relations. This family of relations can be expressed most suc-
cinctly in terms of generating functions.
(
0 + t 1 + t2 2 + . . .
)
·
(
0 + t 1 + t2 2 + . . .
)
= 1 . (4.3)
The cohomology ring of the “infinite dimensional Grassmannian” is the ring Λ of
symmetric functions. Inside this ring, there is an analogous relation e(t)h(t) = 1,
where e(t) =
∑
i≥0(−1)
ieit
i is the total Chern class of the tautological bundle, and
h(t) =
∑
i≥0 hit
i is the total Chern class of the dual bundle. Lauda has proved that the
bubbles in a single region generate an algebra inside U isomorphic to Λ.
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Looking at the homogeneous component of degreem, we have the following equation.
∑
a+b=m
a b = δm,0 (4.4)
Because of the positivity of bubbles relation, this equation holds true for any m ∈ Z,
and the sum can be taken over all a, b ∈ Z.
Using these equations one can express all (positive degree) counter-clockwise bubbles
in terms of clockwise bubbles, and vice versa. Consequentially, all fake bubbles can be
expressed in terms of real bubbles.
Remark 4.2. This relation is actually redundant, but we include it for pedagogical rea-
sons.
(iv) NilHecke relations. The upward pointing strands satisfy nilHecke relations
= 0, (4.5a)
= , (4.5b)
− = = − . (4.5c)
(v) Reduction to bubbles. The following equalities hold for all λ ∈ Z.
λ
= −
∑
a+b=−λ
λ
b a , (4.6a)
λ
=
∑
a+b=λ
λ
a b (4.6b)
These sums only take values for a, b ≥ 0. Therefore, when λ 6= 0, either the right curl
or the left curl is zero.
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(vi) Identity decomposition. The following equations hold for all λ ∈ Z.
λ λ
= −
λ
+
∑
a+b+c=λ−1
λ
a
c
b (4.7a)
λ λ
= −
λ
+
∑
a+b+c=−λ−1
λ
a
c
b (4.7b)
The sum in the first equality vanishes for λ ≤ 0, and the sum in the second equality
vanishes for λ ≥ 0.
The terms on the right hand side form a collection of orthogonal idempotents, which
we shall explore in detail in the next chapter.
4.2 Some properties of U
In this section we gather together some known properties of U that will be useful later.
Remark 4.3. There are no 1-morphisms which change the weight by an odd number. There-
fore U ∼= Ueven ⊕ Uodd, where Ueven only has even weights λ ∈ 2Z, and Uodd only has odd
weights.
Remark 4.4. In [KL09], Khovanov and Lauda define a monoidal category U+ which cate-
gorifies the positive half of Uq(sl2). One can think of this category as spanned by diagrams
with only upward-oriented strands. The objects are given by Em, m ∈ N with the obvi-
ous monoidal structure; the morphisms are generated by the dot and the crossing only; the
relations are given by the nilHecke relations (4.5) only. In U+, END(Em) = NHm is the nil-
Hecke algebra on m strands. Regions are not labeled in diagrams for U+, but for any λ ∈ Z
there is a well-defined functor U+ → λU which labels the leftmost region by λ, sending
Em 7→ 1λE
m
1λ−2m.
Remark 4.5. In Theorem 8.3 of [Lau10], Lauda has classified the space of 2-morphisms in
U . Using biadjunction and the isomorphisms implied by (4.7), any nonzero 2-morphism
space is related to the endomorphism spacesEND
λUλ−2m(1λE
m
1λ−2m) for variousm ≥ 0 and
λ ∈ Z. LetΛ represent the ring of symmetric functions, identifiedwith the clockwise bubbles
in the region labeled λ. The map Λ⊗NHm → ENDλUλ−2m(1λE
m
1λ−2m) is an isomorphism.
Whenever we assert that certain diagrams form a basis for the 2-morphisms in a cer-
tain degree, we are implicitly using Lauda’s classification of morphisms. This classification
implies that all complicated closed diagrams will reduce to clockwise bubbles.
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Symmetries of U . The 2-category U enjoys various symmetries (see [Lau10, Section 5.6]).
We list thembelow. To keep track of the covariance of these functors, we introduce some aux-
iliary 2-categories, each of which shares the same objects λ ∈ Z as U . In Uop the 1-morphisms
are reversed, so that horizontal concatenation is reversed but vertical concatenation is un-
changed. In U co, the 2-morphisms are reversed. In U coop both the 1-morphisms and the
2-morphisms are reversed.
(I) The 2-functor ω˜ : U−→U rescales the crossing by −1, inverts the orientation of each
strand, and negates each region label. More precisely, it is given on the generators of U as
follows.
ω˜
(
λ
)
= − −λ, ω˜
(
λ
)
= −λ, ω˜
(
λ
)
= −λ,
ω˜
(
λ
)
= − −λ, ω˜
(
λ
)
= −λ , ω˜
(
λ
)
= −λ .
(II) The 2-functor σ˜ : U−→Uop rescales a crossing by −1, reflects any diagram along a
vertical axis, and negates each region label. More precisely:
σ˜
(
λ
)
= −−λ , σ˜
(
λ
)
= −λ, σ˜
(
λ
)
= −λ,
σ˜
(
λ
)
= − −λ, σ˜
(
λ
)
= −λ , σ˜
(
λ
)
= −λ .
(III) The 2-functor ψ˜ : U−→U co reflects any diagram by a horizontal axis, and inverts
the orientation of all strands. More precisely:
ψ˜
(
λ
)
= λ , ψ˜
(
λ
)
= λ , ψ˜
(
λ
)
= λ ,
ψ˜
(
λ
)
= λ , ψ˜
(
λ
)
= λ , ψ˜
(
λ
)
= λ .
(IV ) The 2-functor τ˜ : U−→U coop rotates any diagram by 180◦. More precisely:
τ˜
(
λ
)
= λ , τ˜
(
λ
)
= λ , τ˜
(
λ
)
= λ ,
τ˜
(
λ
)
= λ , τ˜
(
λ
)
= λ , τ˜
(
λ
)
= λ .
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4.3 Derivations on U
In this section, we define a multiparameter family of 2-categorical derivations on Lauda’s
2-category U .
Definition 4.6. Fix parameters xλ, xλ, yλ, yλ, aλ, aλ ∈ k for each λ ∈ Z. These parameters are
required to satisfy
aλ − aλ = xλ+2 − xλ − 2yλ (4.8a)
xλ + xλ = −λ (4.8b)
yλ + yλ = −1 (4.8c)
Let ∂ be the 2-categorical derivation on U , defined on generators as follows.
∂
 λ = λ2 ∂
λ  = λ 2 (4.9a)
∂
 λ
 = aλ λ + (−1− aλ) λ + (−1 + aλ) λ (4.9b)
∂
λ
 = aλλ + (−1− aλ)λ + (−1 + aλ)λ (4.9c)
∂
(
λ
)
= xλ−2
λ
+ yλ−2 1
λ
(4.9d)
∂
(
λ
)
= xλ−2
λ
+ yλ−2 1
λ
(4.9e)
∂
(
λ
)
= −(xλ + 2yλ)
λ
− yλ 1
λ
(4.9f)
∂
(
λ
)
= −(xλ + 2yλ)
λ
− yλ 1
λ
(4.9g)
It is easy to see that the differential can be defined independently for Uodd and Ueven.
Proposition 4.7. For any choice of parameters in Definition 4.6, ∂ is a 2-categorical derivation on
U . It is p-nilpotent if and only if the parameters lie in the prime field Fp. If p 6= 2, any 2-categorical
derivation is of the form b · ∂ for some constant b ∈ k and some ∂ as above.
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The proof of the proposition will be deferred until Appendix A, but it is a straightfor-
ward computation. That appendix also contains a brief discussion of some more exotic 2-
categorical differentials which can exist in characteristic 2.
Until Appendix A, we assume any derivation ∂ on U is as in Definition 4.6 (without any
rescaling).
A quick calculation shows that the differential ∂ acts on bubbles in a simple and uniform
way, independent of the parameters or the ambient weight!
Corollary 4.8. The differentials in Definition 4.6 act on bubbles by the following formulas.
∂
 k
 = (k + 1) k + 1 − k 1 (4.10a)
∂
 k
 = (k + 1) k + 1 − k 1 (4.10b)
Comparing this to Lemma 3.7, we see that the map Λ→ END
λUλ(1λ)which sends hk 7→
k and (−1)kek 7→ k is an isomorphism of p-DG algebras. So is the dual map, which
reverses the roles of hk and (−1)
kek.
The four symmetries on U will each intertwine a p-differential as in Definition 4.6 with
another such p-differential, having a different set of parameters.
Corollary 4.9. Let ∂ be a 2-categorical differential on U parametrized by aλ, aλ, xλ, xλ and yλ, yλ
as in Definition 4.6. Then,
(i) under conjugation by ω˜, the the a, x and y-parameters for the new differential ω˜∂ω˜−1 are
related to that of ∂ by
aωλ = a−λ−4, x
ω
λ−2 = −(x−λ + 2y−λ), y
ω
λ−2 = y−λ,
aωλ = a−λ−4, x
ω
λ−2 = −(x−λ + 2y−λ), y
ω
λ−2 = y−λ;
(ii) under conjugation by σ˜, the a, x and y-parameters for the new differential σ˜∂σ˜−1 are related
to that of ∂ by
aσλ = −a−λ−4, x
σ
λ−2 = −(x−λ + 2y−λ), y
σ
λ−2 = y−λ,
aσλ = −a−λ−4, x
σ
λ−2 = −(x−λ + 2y−λ), y
σ
λ−2 = y−λ;
(iii) under conjugation by ψ˜, the a, x and y-parameters for the new differential ψ˜∂ψ˜−1 are related
to that of ∂ by
aψλ = −aλ, x
ψ
λ−2 = xλ−2, y
ψ
λ−2 = yλ−2,
aψλ = −aλ, x
ψ
λ−2 = xλ−2, y
ψ
λ−2 = yλ−2;
(iv) under conjugation by τ˜ , the A, X and Y -parameters for the new differential τ˜ ∂τ˜−1 are related
to that of ∂ by
aτλ = aλ, x
τ
λ−2 = xλ−2, y
τ
λ−2 = yλ−2,
aτλ = aλ, x
τ
λ−2 = xλ−2, y
τ
λ−2 = yλ−2.
Proof. This follows from a simple computation on the generators, which we leave as an ex-
ercise.
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5 Fantastic Filtrations
5.1 Idempotents and p-DG filtrations
The basic technique in additive categorification is (tautologically) the direct sum decompo-
sition. The main computational tool is the following trivial lemma.
Lemma 5.1. Let A be an algebra, M an A-module, and I a finite set. For 1 ≤ i ≤ n fix A-modules
Ni and morphisms vi : M−→Ni and ui : Ni−→M which satisfy:
viui = 1Ni , (5.1a)
viuj = 0 for i 6= j, (5.1b)
1M =
∑
i
uivi. (5.1c)
ThenM ∼= ⊕iNi as A-modules. 
One should think that (5.1c) implies a decomposition ofM into the images of the idem-
potents uivi ∈ EndA(M), and that we have isomorphisms
Im(uivi) Ni .
ui
ll
vi
**
(5.2)
Let us restate this in a ring-theoretic way. In the proposition below, one should think that
R = EndA(M
⊕
(
⊕
iNi)), and that ǫ = 1M .
Proposition 5.2. Let R be a ring, I a finite set, and suppose that for i ∈ I , elements ui, vi ∈ R
satisfy:
uiviui = ui (5.3a)
viuivi = vi, (5.3b)
viuj = 0 for i 6= j. (5.3c)
Then ǫ =
∑
i uivi is an idempotent, and we have a direct sum decomposition Rǫ
∼= ⊕iRviui. 
That is, clearly Rǫ ∼= ⊕iRuivi (since {uivi|i ∈ I} is a collection of orthogonal idempo-
tents), and we have isomorphisms
Ruivi Rviui ,
·vi
kk
·ui ,,
(5.4)
In this situation, we will say that the data {ui, vi|i ∈ I} constitute a factorization of idempo-
tents.
Now suppose that R is a p-DG algebra. Direct sum decompositions in R−mod rarely
yield direct sum decompositions in R∂−mod. After all, if ε ∈ R is an idempotent, then Rε is
an R∂−mod summand if and only if ∂(ε) = 0. If ∂(ε) = 0 then Rε is cofibrant, and its image
inD(R) is compact. This is toomuch to hope for in general. EvenwhenRε is ∂-closed, which
is true if and only if ∂(ε) = ∂(ε)ε, it will still be the case that its complement R(1 − ε) is not
∂-closed unless ∂(ε) = 0. We must somehow accommodate idempotents whose images are
not ∂-closed.
The following is a mild generalization of the ideas presented in [KQ15, Section 4.2].
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Lemma 5.3. Suppose that (R, ∂) is a p-DG algebra, I is a finite set, and ui, vi ∈ R satisfy (5.3).
Let ǫ =
∑
i uivi. Let < be a total order on I . Define an I-indexed R-module filtration F
• of Rǫ by
F≤i :=
∑
k≤iRukvk and F
∅ := 0, so that
F≤i/F<i ∼= Rviui
as R modules. Then the following conditions are equivalent.
(i) F • is a filtration by p-DG modules, Rviui is a p-DG module, and the subquotient isomorphism
is one of p-DG modules.
(ii) The equations
vi∂(ui) = 0, (5.5a)
ui∂(vi) ∈ F
<i (5.5b)
hold for all i ∈ I .
Proof. We show that (ii) implies (i), and leave the reader to prove the converse. We need to
show the following for each i ∈ I :
1) The module Rviui is ∂-closed. After all,
∂(viui) = ∂(vi)ui = ∂(vi)uiviui ∈ Rviui.
2) Each layer of the filtration F≤i is ∂-closed. This can be shown inductively. Assume
that ∂(ukvk) ∈ F
≤k for k < i. Then we need only check that ∂(uivi) ∈ F
≤i. We have
∂(uivi) = ∂(ui)vi + ui∂(vi) = ∂(ui)viuivi + ui∂(vi) ∈ Ruivi + F
<i ⊂ F≤i.
3) The diagram
F≤i/F<i Rviui ,
·vi
mm
·ui
++
is an isomorphism of p-DG modules. For any r ∈ R we have
∂(ruivi · ui)− ∂(ruivi) · ui = ruivi∂(ui) = 0,
by the assumption that vi∂(ui) = 0. Therefore right multiplication by ui intertwines
the differentials. On the other hand,
∂(rviui · vi)− ∂(rviui) · vi = rviui∂(vi) ≡ 0 (mod F
<i),
since ui∂(vi) ∈ F<i. Thus right multiplication by vi also intertwines the differentials.
Remark 5.4. One should think that the filtration gives a p-DG structure on the subquotient
Ruivi, but this differential is unusual (since Ruivi is not ∂-closed). More precisely, the sub-
quotient differential ∂ satisfies ∂(ruivi) = ∂(ruivi)uivi. Then, multiplication by ui and vi
give isomorphisms between (Ruivi, ∂) and (Rviui, ∂).
For any idempotent ε ∈ R, one can place a p-differential on Rε by the formula ∂(rε) =
∂(rε)ε. However, this need not appear as a subquotient in any filtration on R.
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In general, one can say very little about the p-DG modules Rviui, or about (Rε, ∂) for a
general idempotent ε. These modules need not be cofibrant, and their images in D(R) need
not be compact. In order for Lemma 5.3 to have an impact on the Grothendieck group, we
will restrict our attention to even nicer filtrations. Suppose that Rǫ and Rviui are compact in
D(R). Then we have the relation inK0(R)
[Rǫ] =
∑
i∈I
[Rviui].
Let εi = viui. The p-DGmodulesRǫ andRεi, and the relation between them inK0(R), do not
depend the choices made - on the specific order< chosen on I and the specific factorizations
ui and vi involved - so long as those choices satisfied the conditions of Lemma 5.3.
Remark 5.5. If vi∂(ui) ∈ Rviui then Rviui is ∂-closed, even though condition (5.5a) may fail.
In this case there is an isomorphism in R∂−mod between F
≤i/F<i and (Rviui, ∂
′), where
∂′(rviui) = ∂(rviui)+ rvi∂(ui). It is quite possible that (Rviui, ∂) is compact or cofibrant, but
(Rviui, ∂
′) has very different properties. This is akin to the situation in Chapter 3, where the
p-DG module Λ is obviously compact and cofibrant, but after altering the differential, the
p-DG module Λ(a) for a 6= 0 is not. After all, Λ(a) is acyclic, but is not contractible in C(Λ).
We do not have a general criterion for when a module is compact in the derived category.
However, one sufficient condition is for the module to be a p-DG summand of R, i.e. the
image of an idempotent e satisfying ∂(e) = 0. Such a summand is a finite cell module, and
its compactness follows from Theorem 2.8.
Definition 5.6. In the situation of Lemma 5.3, and assume the conditions in the lemma hold.
If furthermore
∂(ǫ) = 0, and ∂(viui) = 0
for all i ∈ I , we say that the factorization data form a fantastic filtration, or a Fc-filtration for
short4, on the p-DG module Rǫ.
Example 5.7. Continue the setup of Proposition 5.1, and assume that A is now a p-DG alge-
bra andM ,Ni’s are p-DG modules. LetR = ENDA(M
⊕
(
⊕
iNi))which is naturally a p-DG
algebra. Then ǫ = 1M and viui = 1Ni , so that ∂(ǫ) = 0 and ∂(viui) = 0.
We summarize the discussion in the following corollary.
Corollary 5.8. Let R be a p-DG algebra, I a finite set, and for i ∈ I let ui, vi ∈ R satisfy (5.3).
Assume furthermore that ∂(ǫ) = 0 and ∂(viui) = 0 for all i ∈ I , where ǫ =
∑
i uivi. Then there is a
Fc-filtration built from this data if and only if there is a total order on I such that
vi∂(uj) = 0 for j ≥ i.
If so, we have the relation
[Rǫ] =
∑
i∈I
[Rviui]
in K0(R).
4One can also think of a Fc-filtration as particular kind of filtration by (representable) Finite cell modules,
arising from a factorization. See Definition 2.27. It is quite a splendid splitting.
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Proof. We show the “if” direction, and leave the converse to the reader. We need to show
the conditions of Lemma 5.3. The requirement that vi∂(ui) = 0 follows by assumption. Let
us also note that ∂(viuj) = 0 when j > i because viuj = 0, and ∂(viuj) = 0 for j = i by
assumption. Therefore vi∂(uj) = 0 if and only if ∂(vi)uj = 0, for j ≥ i.
BecauseRǫ is preserved by ∂, we know that ui∂(vi) ∈ Rǫ. Therefore, ui∂(vi) ∈ F
<i if and
only if ui∂(vi)ujvj = 0 for all j ≥ i. This is implied by the fact that ∂(vi)uj = 0 for j ≥ i.
In practice, suppose we are given maps ui, vi with ∂(viui) = 0 and ∂(ǫ) = 0, satisfying
(5.3). We will draw a graph with vertices I , and an edge pointing from i to j labeled by
vi∂(uj) ( including i = j which is then a loop at i ), omitting any edges which would be
labelled by zero. We call this factorization graph. If it is acyclic (in particular, has no loops at
vertices), then the conditions of the corollary will hold. Below is an illustration of the graph
near two vertices i, j ∈ I .
...
		
...
		
ivi∂(ui) ::
HH
vi∂(uj)
%%
j vj∂(uj)dd
vj∂(ui)
ee
HH
This entire section has an analogous version for right R-modules and right p-DG R-
modules, which we leave to the reader. Conveniently enough, given the data in Corollary
5.8, a right Fc-filtration exists if and only if a left Fc-filtration exists (although the order on I
will be reversed). The existence of a right Fc-filtration is governed by the graph with vertices
I and an edge from j to i labeled by ∂(vi)uj . Since ∂(vi)uj = −vi∂(uj), this graph is identical
to the left module version with arrows reversed and negated. One will be acyclic if and only
if the other is.
5.2 Fantastic filtrations on EF and FE
There are two important direct sum decompositions used by Lauda which, under certain
conditions on the parameters of the differential, will become Fc-filtrations. We begin with
the decomposition coming from (4.7).
We introduce some notation for formal curls analogous to that for bubbles. Again, this
notation is independent of the ambient weight.
k = −
∑
a+b=k
b a , k =
∑
a+b=k
a b (5.6)
By definition, a curl of negative degree is 0. The following relations can also be found in
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[Lau10].
r
λ
= r−λ
λ
, r
λ
= r+λ
λ
(5.7)
The case when r = 0 is precisely the reduction to bubbles relation (4.6).
We begin by treating the case λ > 0 for (4.7a). Consider the set of objects
Xλ := {EF1λ,FE1λ,1λ{1− λ+ 2c}|c = 0, . . . , λ− 1},
and its endomorphism p-DG algebraR := ENDU(Xλ) (see Remark 2.26). Wewill use Lauda’s
original factorization of idempotents [Lau10, Theorem 5.10]. Set
uc := c
λ
(0 ≤ c ≤ λ− 1), uλ := λ , (5.8a)
and
vc :=
λ−1−c
λ
(0 ≤ c ≤ λ− 1), vλ := − λ . (5.8b)
Lauda shows that vsus = 1λ is the identity 2-morphism of 1λ, and that vsut = 0 for s 6= t.
Relation (4.7a) shows that ǫ = 1EF =
∑λ
c=0 usvs. Therefore, ∂(vsus) = 0 and ∂(ǫ) = 0. To
apply Corollary 5.8, it remains to compute the factorization graph described at the end of
the previous section, i.e. to compute vs∂(ut) for all s, t.
We begin by computing vc∂(uc). For 0 ≤ c ≤ λ− 1we have
∂(uc) = ∂
(
c
λ
)
= (c+ xλ−2) c+ 1
λ
+ yλ−2
c 1
λ
In particular, for 0 ≤ c ≤ λ − 2, the first term is a multiple of uc+1, and is orthogonal to vc.
Therefore
vc∂(uc) = yλ−2 1 for 0 ≤ c ≤ λ− 2. (5.9a)
On the other hand, vλ−1 is simply a cap, and it is easy to compute that
vλ−1∂(uλ−1) = (yλ−2 + λ− 1 + xλ−2) 1 . (5.9b)
Meanwhile, we have
∂(uλ) = ∂
 λ
 = (1− xλ−2) − (1 + aλ−2 + 2yλ)
+(aλ−2 − 1 + xλ−2 − xλ) + (yλ−2 − yλ) 1
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so that, using (4.7b) and the vanishing of negative degree curls, we get
vλ∂(uλ) = (−1−aλ−2−2yλ) +(aλ−2−1+xλ−2−xλ) +(yλ−2−yλ) 1 . (5.9c)
In order for the graph to have no loops at any vertex, each of the terms in (5.9) must
vanish. Thus we obtain the following constraints:
1 + aλ−2 + 2yλ = 0, aλ−2 − 1 + xλ−2 − xλ = 0,
yλ−2 = yλ = 0, xλ−2 = 1− λ.
(5.10)
Solved together under the conditions (4.8), we obtain a unique choice of parameters:
aλ−2 = 1, aλ−2 = −1,
xλ−2 = 1, xλ−2 = 1− λ,
yλ−2 = −1, yλ−2 = 0.
(5.11)
Let us temporarily ignore this specialization of parameters, and compute the rest of the
graph, i.e. vt∂(us) for s 6= t. We have already seen that ∂(uλ) contains four terms; the first
term factors through u0, and the rest factor through uλ. Therefore, vt∂(uλ) = 0 for t 6= 0, λ,
and
v0∂(uλ) = (xλ−2 − 1)
0
λ
.
We have also already seen that, for 0 ≤ s ≤ λ − 2, ∂(us) contains two terms; the first fac-
tors through us+1 and the second through us. Therefore, vt∂(us) = 0 for t 6= s, s + 1, and
vs+1∂(us) = xλ−2 + s. Finally, the first term of ∂(uλ−1) has coefficient xλ−2 + λ − 1, and
consists of a cup with λ dots, which is not orthogonal to any vt.
We encapsulate the data vt∂(us) for t 6= s in the following graph:
λ
x¯λ−2−1
&&◆
◆◆
◆◆
◆◆
◆
0
x¯λ−2
$$❏
❏❏
❏❏
❏❏
1
x¯λ−2+1

λ− 1
x¯λ−2+λ−1
DD
x¯λ−2+λ−1
77
x¯λ−2+λ−1
22
x¯λ−2+λ−1
,,
x¯λ−2+λ−1

2
x¯λ−2+2{{✇
✇✇
✇✇
✇
· ·
·
x¯λ−2+λ−3yys
ss
ss
ss
λ− 2
x¯λ−2+λ−2
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸✸✸✸✸
.
(5.12)
Setting xλ−2 = 1 − λ, as in (5.11) above, will cause all the dotted arrows to vanish simulta-
neously, resulting a simple chain
λ
−λ
// 0
1−λ
// 1
2−λ
// 2
3−λ
// · · ·
−2
// λ− 2
−1
// λ− 1. (5.13)
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Specializing xλ−2 = 2−λwill also eliminate the cycles in this graph, but will create loops
because vs∂(us) 6= 0. One can only treat this filtration as in Remark 5.5, rather than being
able to use Corollary 5.8.
Definition 5.9. Let ∂1 be the 2-categorical derivation on U given by the specialization of
parameters in (5.11). It is defined on generators as follows.
∂1
( )
= 2, ∂1

 = − 2 ,
∂1
( )
= 2, ∂1

 = − − 2 ,
∂1
(
λ
)
=
λ
− 1
λ
, ∂1
(
λ
)
= (1− λ)
λ
,
∂1
(
λ
)
=
λ
+ 1
λ
, ∂1
(
λ
)
= (λ+ 1)
λ
.
Thus we have proven the upcoming proposition.
Proposition 5.10. Let λ > 0. For the differential ∂1 from Definition 5.9, the data of {uc, vc} above
yield a Fc-filtrations on EF1λ corresponding to (4.7a). Moreover, ∂1 is the only specialization of the
parameters for which these data yield a Fc-filtration. 
We have now treated (4.7a) for λ > 0. When λ ≤ 0, we need only consider uλ and vλ in
(4.7a). We have already computed what conditions are required for vλ∂(uλ) = 0, and it is
clear that ∂1 suffices to produce a Fc-filtration (with a single term). We leave the reader to
check the analogous statements for (4.7b). Thankfully, ∂1 also provides the unique special-
ization yielding a Fc-filtration (for Lauda’s chosen factorization of (4.7b)).
The Fc-filtration we have presented here depends on the choice of factorization of idem-
potents, which is by no means canonical. It is natural to expect that ∂1 is not the only spe-
cialization which will yield the correct Grothendieck group.
Applying the equivalence τ˜ (rotation by 180 degrees) one obtains a different factorization
with projections
u′c := c
λ
(0 ≤ c ≤ λ− 1), u′λ := λ , (5.14a)
and inclusions
v′c := λ−1−c
λ (0 ≤ c ≤ λ− 1), v′λ := − λ . (5.14b)
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The same exact calculation will suffice for these idempotents (computing using right mod-
ules rather than left modules), except that the parameters should be substituted as in Corol-
lary 4.9. This yields the dual specialization
aλ−2 = −1, aλ−2 = 1,
xλ−2 = 1− λ, xλ−2 = 1,
yλ−2 = 0, yλ−2 = −1.
(5.15)
We write this specialization of parameters as ∂−1.
Definition 5.11. Let ∂−1 be the 2-categorical derivation on U given by the specialization of
parameters in (5.15). It is defined on generators as follows.
∂−1
( )
= 2, ∂−1

 = − − 2 ,
∂−1
( )
= 2, ∂−1

 = − 2 ,
∂−1
(
λ
)
= (1− λ)
λ
, ∂−1
(
λ
)
=
λ
− 1
λ
,
∂−1
(
λ
)
= (λ+ 1)
λ
, ∂−1
(
λ
)
=
λ
+ 1
λ
.
Proposition 5.12. Let λ > 0. For the differential ∂−1 from Definition 5.11, the data of {u
′
c, v
′
c}
above yield a Fc-filtration on EF1λ corresponding to (4.7a). Moreover, ∂−1 is the only specialization
of the parameters for which these data yield a Fc-filtration. 
Remark 5.13. We have now seen two possibilities for the data of a differential and a factor-
ization on EF1λ which give rise to a Fc-filtration. In fact, we have a very strong uniqueness
result. It turns out that Lauda’s prescient choice of factorization in [Lau10] is not just Lauda-
given, but God-given.
Outside of characteristic 2 there is a “canonical” choice of a rotation-invariant factoriza-
tion, though it has not yet appeared in the literature. In this factorization, uλ and vλ are as
before. For 0 ≤ c ≤ λ− 1we let
uc =
λ−1∑
j=0
ρj c− j j
where for c ≤ λ−12 we have {
ρ0 = 1
ρk = 0 k 6= 0
and for c > λ−12 we have 
ρk = 1 k < 2c− λ+ 1
ρk =
1
2 k = 2c− λ+ 1
ρk = 0 k > 2c− λ+ 1
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and vc is the 180 degree rotation of uc. (For any given λ there may be other rotation-invariant
factorizations, but this is the unique formula which stabilizes as λ goes to∞.) Though this
may seem at first glance as a more preferable factorization because of the extra symmetry, it
will be clear from the next proposition that this is not the case.
Proposition 5.14. Consider either Ueven or Uodd. Suppose that ∂ is a differential as in Definition 4.6,
and {uc, vc} is a factorization of EF1λ which yields a Fc-filtration. Then either ∂ = ∂1 and {uc, vc}
are as in (5.8), or ∂ = ∂−1 and {uc, vc} are as in (5.14).
Proof. In any factorization, the maps uλ and vλ are canonical (up to scalar), because they
are the only maps of the appropriate degree. The composition vλ∂(uλ) was computed in
(5.9c), and must be zero in a Fc-filtration. Combining this with (4.8) we obtain the following
conditions:
(1) The parameters aλ, aλ, yλ and yλ do not depend on the ambient weight (within either
Uodd or Ueven).
(2) They satisfy a = −a = 1 + 2y = −1− 2y.
(3) The parameters xλ and xλ form an arithmetic series, with xλ − xλ−2 = a − 1. Also,
xλ + xλ = −λ.
In particular, if one can calculate the parameters aµ, xµ and yµ for a single value of µ,
then one determines all parameters for all λ with λ − µ even. We now prove that ∂ = ∂±1,
by computing with small values of λ.
When λ > 0 the map u0 and the map vλ−1 are also canonical (up to scalar), for degree
reasons. When λ = 1, the entire factorization is canonical:
u0 =
1
u1 = 1 , (5.16a)
v0 =
1
v1 = − 1 . (5.16b)
We have already computed v0∂(u0) in (5.9b), which will be zero precisely when y−1 = −x−1.
Meanwhile, a quick computation shows that
v0∂(u1) = (x−1 − 1)
1
, v1∂(u0) = −x−1
1
. (5.17)
Therefore, the graph for this filtration will be acyclic when either x−1 = 0 or x−1 = 1. These
two choices correspond precisely to ∂1 and ∂−1. Thus we have shown that the differential on
Uodd is equal to ∂±1.
For λ = 2 there is a one-parameter family of factorizations. For any t ∈ k, let
u0(t) =
2
, u1(t) =
2
+ t 1
2
, (5.18a)
v0(t) =
2
+ (1 + t) 1
2
, v1(t) =
2
, (5.18b)
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and let u2(t) and v2(t) be sideways crossings as before. We have normalized our choice of
projections and inclusions such that the leading coefficient, i.e. the coefficient of the unique
term without bubbles, is 1.
One can easily check, using leading coefficients, that vs+1∂(us) = x0 + s for 0 ≤ s ≤ 1,
and v0∂(u2) = x0 − 1. In order for this cycle to be broken, one must specialize x0 to an
element of {−1, 0, 1}. We leave the reader to check that v0∂(u0) has coefficient y0 + tx0, and
v1∂(u1) has coefficient x0− tx0+ y0+1; these coefficients must vanish in a Fc-filtration. The
only possibilities are t = 0 and x0 = −1, or t = 1 and x0 = 1. Once again, these choices
correspond precisely to ∂1 (with the factorization of (5.8)) and ∂−1 (with the factorization of
(5.14)). Thus the differential on Ueven is equal to ∂±1.
To show that the factorizations of (5.8) and (5.14) are the only ones possible, one could
generalize the computations above to arbitrary λ > 0. We normalize our factorizations so
that the leading coefficient of any uc or vc is 1. The number of parameters required to define
the complete family of factorizations gets quite large, so it is impractical to write out the
factorization and compute the entire graph at once. Let us outline the calculation when
∂ = ∂1, which we leave as an exercise to the reader. The same style of argument will work
for ∂ = ∂−1 as well.
Using a calculation with leading coefficients, one can check that vs+1∂(us) = xλ−2 + s
for 0 ≤ s ≤ λ − 1, and v0∂(uλ) = xλ−2 − 1. Fix ∂ = ∂1. Then the simple chain of (5.13)
is certainly a subgraph of our factorization graph. Therefore one requires that vt∂(us) = 0
for 0 ≤ t ≤ s ≤ λ − 1, in order for the graph to be acyclic. We know that u0 agrees with
(5.8), being canonical. One need only compute v0∂(u0) = 0 to deduce that u1 agrees with
(5.8). Similarly, once we know that uk agrees with (5.8) for all k ≤ s, one need only compute
vt∂(us) = 0 for t ≤ s to deduce that us+1 agrees as well.
Remark 5.15. The reader who attempts the exercise above may find this technique useful.
Let the parameters in this family of factorizations be the coefficients in uc for various 0 ≤
c ≤ λ − 1; these will determine the coefficients of vc. However, one should not attempt to
compute the coefficients in vc. Instead, to compute vt∂(us), one shouldwrite ∂(us) as a linear
combination of various ut for t ≤ s+1, and use orthogonality. Beginning with t = s+ 1 and
moving downwards, one can eliminate one parameter at a time.
5.3 Divided power modules
By Remark 4.5, we have ENDU (1λE
n
1λ−2n) ∼= NHn ⊗ Λ. Since any 2-categorical differential
preserves local relations of U , this map is an isomorphism of p-DG algebras. We have already
studied the p-DG algebra Λ in Chapter 3, and thus we need only examine the p-DG structure
on the nilHecke algebra to understand the derived category of the endomorphism ring. This
was done in [KQ15, Chapter 3], and we summarize the results here.
The specialization (5.11) of the previous section implies that the differential is “a-local”,
i. e. aλ = a = 1 is independent of λ. Let us assume until boldly stated otherwise that the
differential is local with a = 1. The local differential with a = −1 (corresponding to (5.15))
behaves in a similar way, and everything stated here will hold with minor modifications.
With the assumption a = 1, the differential acts on the local generators of the nilHecke
algebra via
∂
( )
= 2, ∂
( )
= − 2 . (5.19)
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We review the explanation in [KQ15] for why the quantum divided power relation
En = [n]!E(n) (5.20)
is categorified using this p-DG algebra structure on NHn.
The obvious inclusion of p-DG algebras Symn ⊂ Poln allows us to regard any p-DG
module over Poln as, via restriction, a module over Symn. In particular, the module
5
E
(n)
+ := Poln · v+, ∂(v+) = −
n∑
i=0
(n− i)xiv+, (5.21)
is a p-DG module over Symn, graded so that deg(v+) =
(1−n)n
2 . It has a Symn-basis which
spans a ∂-stable k-vector space U+n :
U+n := k〈x
a1
1 · · · x
an
n v+|0 ≤ ai ≤ n− i, i = 1, . . . , n〉, (5.22)
so that E
(n)
+
∼= Symn ⊗ U
+
n . It follows that E
(n)
+ is a finite cell module over Symn. Therefore,
the p-DG structure on its endomorphism ring over Symn will correctly describe its endomor-
phism ring in the derived category (see equation (2.3)). We have
NHn ∼= ENDSymn(E
(n)
+ ), (5.23)
as p-DG algebras, i.e. intertwining the induced differential on endomorphisms with the dif-
ferential in (5.19) (see equations (65) and (66) of [KQ15]).
The upshot of the above discussion is that the left regular representation of NHn is iso-
morphic to
NHn ∼= Symn ⊗ U
+
n ⊗ (U
+
n )
∗ ∼= E
(n)
+ ⊗ (U
+
n )
∗, (5.24)
where (U+n )
∗ stands for the dual p-complex of U+n . Starting from this, one can show that
the facts below hold. We regard equation (5.24) as a categorical interpretation of the relation
(5.20).
(1) By introducing a ∂-stable filtration on (U+n ), the left regular representationNHn inherits
a filtration whose subquotients are isomorphic, as p-DG modules, to grading-shifted
copies of E
(n)
+ .
(2) The complex U+n is acyclic whenever n ≥ p, so that E
(n)
+ , and hence NHn, is acyclic
whenever n ≥ p. Moreover, D(NHn) ∼= 0 for n ≥ p. See [KQ15, Proposition 3.15].
(3) The module E
(n)
+ is cofibrant over NHn and compact in the derived category so long as
0 ≤ n ≤ p− 1. See [KQ15, Proposition 3.26].
(4) When 0 ≤ n ≤ p − 1, any indecomposable compact module in the derived category of
NHn is isomorphic to a module of the form E
(n)
+ ⊗V , where V is some non-contractible
indecomposable p-complex. See [KQ15, Corollary 3.27].
5This module was called P+n in [KQ15].
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Because of our choice of grading, the symbol of U+n and its dual inK0(k) = Op satisfy
[U+n ] = [(U
+
n )
∗] = [n]!. (5.25)
Thus in the Grothendieck groupK0(NHn), we have
[NHn] = [E
(n)
+ ⊗ (U
+
n )
∗] = [n]![E
(n)
+ ] (5.26)
where both sides are zero for n ≥ p.
Likewise, one has the left p-DGmodule E
(n)
− , which can be identifiedwith the p-DGNHn-
module with a conjugate action
E
(n)
− :=
(
E
(n)
+
)ω˜
.
Since ω˜ is an automorphism of U , E
(n)
− shares all the above properties of E
(n)
+
Definition 5.16. Fix any λ ∈ Z, and let λU denote the direct sum of all λUµ for µ ∈ Z, and
similarly for Uλ. Fix n ∈ N.
(i) The left p-DG module 1λE
(n) over (U , ∂1) is the induced module
1λE
(n) := IndλUNHn(E
(n)
+ ),
where the induction comes from the composition of inclusions
NHn−→NHn ⊗ Λ ∼= END1λU (1λE
n)−→λUλ−2n.
(ii) The left p-DG module F (n)1λ is the induced module
F (n)1λ := Ind
Uλ
NHn
(E
(n)
− ),
where the induction comes from the composition of inclusions
NHn−→NHn ⊗ Λ ∼= ENDUλ(1λ−2nF
n
1λ)−→λ−2nUλ.
Both modules in the definition will be referred to as the divided power modules.
Corollary 5.17. Fix a weight λ ∈ Z, and let n ∈ N.
(i) The representable module 1λE
n (resp.Fn1λ) admits an n!-step filtration whose subquotients
are isomorphic to grading shifts of the divided power module 1λE
(n) (resp. F (n)1λ).
(ii) The divided power modules are acyclic whenever n ≥ p.
(iii) The p-DG module 1λE
(n) (resp. F (n)1λ ) is cofibrant over the p-DG category (λU , ∂1) (resp.
(Uλ, ∂1) whenever 0 ≤ n ≤ p − 1, and its image in the derived category D(λU , ∂1) (resp.
D(Uλ, ∂1) ) is compact.
Proof. Follows from the corresponding properties for E
(n)
+ (resp. E
(n)
− ).
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Locality of the differential. Now we revoke the assumption that aλ is necessarily inde-
pendent of λ, or equal to ±1. That is, we equip NHn with some other differential ∂˜ which
disagreeswith both ∂1 and ∂−1. We expectK0(NHn, ∂˜) 6= K0(NHn, ∂±1). This would give an-
other reason to assume that the differential for the a-parameters on U should be independent
of regions.
When n = 2, the p-DG structure on NH2 depends on a single parameter a. It is shown in
[KQ15] that the Grothendieck group is in error unless a = ±1. So let us assume that aλ = ±1
for all λ. In order to show that aλ is independent of λ (with a given parity) we need only
show that aλ = 1 and aλ−2 = −1 gives the incorrect p-DG Grothendieck group for NH3.
Here we give a simple example of what may go wrong in characteristic p = 3. Until
the end of this section we omit the orientations on strands, with the understanding that all
strands point up.
Suppose the algebra NH3 has the non-local differential ∂˜ defined by
∂˜
( )
= + , ∂˜
( )
= − . (5.27a)
As a module over Pol3, NH3 has a basis{
, , , , ,
}
.
Since
∂˜
( )
= 0, (5.27b)
the Pol3-module spanned by the the identity forms a p-DG subalgebra ofNH3, which we still
call Pol3. We compute ∂˜ for the rest of basis elements above.
∂˜
( )
= + + − , (5.27c)
∂˜
( )
= + + − , (5.27d)
∂˜
( )
= + + − − . (5.27e)
It follows from equations (5.27a) through (5.27e) that thePol3-splitting ofNH3 (in terms of the
basis above) is actually a filtration in the category of p-DG modules for Pol3. The associated
graded p-DG modules are contractible, with the exception of Pol3 itself. It follows that the
inclusions k−→Pol3−→NH3 are quasi-isomorphisms of p-DG algebras. From Corollary 2.11,
one finds that K0(NH3, ∂˜) ∼= O3, and the symbol [NH3] is a generator of the Grothendieck
group as an O3-module.
This clearly disagrees with the desired relation [NH3] = 0, which is ultimately needed to
categorify the equality E3 = 0 in u+q (sl2) at a sixth root of unity.
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6 Decategorification
6.1 An idempotented form of the small quantum sl(2)
Following [Lus93, Chapter 36] we define an idempotented form of the small quantum sl2
over the ring Op, and some of its finite dimensional representations. We first recall the
generic version due to Beilinson-Lusztig-MacPherson [BLM90].
Definition 6.1. (I) The quantum algebra Uq(sl2) is a unital associative algebra over Z[q
±]
generated by E,F,K,K−1 and subject to the relations:
(i) KK−1 = 1 = K−1K ,
(ii) KE = q2EK , KF = q−2FK ,
(iii) EF − FE = K−K
−1
q−q−1
.
(II) The non-unital associative quantum algebra U˙q(sl2) is obtained from Uq(sl2) by remov-
ing K,K−1 and adjoining a family of orthogonal idempotents {1λ|λ ∈ Z}, such that
(i) 1λ · 1µ = δλ,µ1λ for any λ, µ ∈ Z,
(ii) E1λ = 1λ+2E, F1λ = 1λ−2F ,
(iii) EF1λ − FE1λ = [λ]1λ,
where in the last equation, [λ] = q
λ−q−λ
q−q−1 =
∑λ−1
i=0 q
λ−1−2i.
Both forms of the quantum algebra above are known as the generic quantum sl2, as op-
posed to the quantum group at a root of unity to be discussed below. The second form,
abbreviated as U˙ , is the most convenient for the purpose of categorification (see [Lau10]). It
has a collection of Z[q±]-integral algebra generators formed by the divided power elements
E(n)1λ :=
En1λ
[n]!
, F (n)1λ :=
Fn1λ
[n]!
, (6.1)
where λ ∈ Z and n ∈ N. Lusztig’s canonical basis B˙ is an additive Z[q±]-basis for U˙ , which
consists of
• E(a)F (b)1λ, where a, b ∈ N, λ ∈ Z with λ ≤ b− a;
• F (b)E(a)1λ, where a, b ∈ N, λ ∈ Z with λ ≥ b− a,
and with the identifications E(a)F (b)1b−a = F
(b)E(a)1b−a.
Write λB˙µ for the collection of all canonical basis elements in the set 1λ · B˙ · 1µ. We will
use the following.
Lemma 6.2. For fixed weights λ, µ ∈ Z, the set of canonical basis elements in λB˙µ coincides with its
intersection with either of the following collections
• B˙+ := {E(a)F (b)1λ|a, b ∈ N, λ ≤ b− a};
• B˙− := {F (b)E(a)1λ|a, b ∈ N, λ ≥ b− a}.
Proof. See [Lau10, Lemma 2.6].
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The small quantum group. Let l ≥ 1 be 2 or an odd integer. Let ζ2l be a fixed primitive
2l-th root of unity in C, and set O2l := Z[ζ2l]. Let U˙ζ2l be the base change of U˙ by reduction
of coefficients via the surjective ring map
Z[q±]։ Z[q±]/(Ψ2l(q)) ∼= O2l. (6.2)
Definition 6.3. The non-unital associative quantum algebra u˙ζ2l(sl2) is theO2l-subalgebra in
U˙ζ2l generated by the collection of elements
{E1λ, F1λ|λ ∈ Z}.
Set [k]ζ2l to be the quantum integer [k] evaluated at ζ2l. In U˙ζ2l(sl2), equation (6.1) implies
that
Ek1λ = [k]ζ2l !E
(k)1λ, F
k1λ = [k]ζ2l !F
(k)1λ, (6.3)
which are non-zero if and only if 0 ≤ k ≤ l − 1. Therefore El1λ = 0 in u˙ζ2l(sl2).
We will refer to u˙ζ2l(sl2) as the Lusztig idempotented small quantum group and denote it by
u˙O2l .
When l = p is a prime number, we also introduce an Op-integral version of this idempo-
tented algebra. Denote by U˙Op the idempotented Op-algebra obtained from U˙ by reduction
of coefficients along the ring map
Z[q±1]։ Z[q±]/(1 + q2 + · · ·+ q2(p−1)) ∼= Op.
It inherits the canonical basis of U˙ .
Definition 6.4. The non-unital associative quantum algebra u˙Op(sl2) is the subalgebra of U˙Op
generated by {E1λ, F1λ|λ ∈ Z}. It has a presentation over Op as follows
(i) 1λ · 1µ = δλ,µ1λ for any λ, µ ∈ Z,
(ii) E1λ = 1λ+2E, F1λ = 1λ−2F ,
(iii) EF1λ − FE1λ = [λ]Op1λ,
(iv) Ep = 0, F p = 0.
where in the third condition, [λ]Op =
∑λ−1
i=0 q
λ−1−2i ∈ Op.
Notice that 1 + q2 + · · ·+ q2(p−1) = Ψp(q
2) = Ψp(q)Ψ2p(q), where ΨN stands for theN -th
cyclotomic polynomial with integer coefficients. It follows that there is a surjective map of
rings obtained from the compositions
Op
∼= Z[q±]/(Ψp(q
2))։ Z[q±]/(Ψ2p(q)) ∼= O2p,
so that tensor product with O2p via this map gives rise to an isomorphism of algebras
u˙Op ⊗Op O2p
∼= u˙O2p .
The algebra u˙Op acquires an Op-integral basis by reduction of Lusztig’s canonical basis.
We will denote it by B˙(Op), which now consists of
• E(a)F (b)1λ, where a, b ∈ {0, 1, . . . , p − 1}, λ ∈ Z with λ ≤ b− a;
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• F (b)E(a)1λ, where a, b ∈ {0, 1, . . . , p − 1}, λ ∈ Z with λ ≥ b− a,
with it understood that E(a)F (b)1b−a = F
(b)E(a)1b−a. As for the generic case, set λB˙(Op)µ to
be the collection of elements 1λ · B˙(Op) · 1µ.
Corollary 6.5. For fixed weights λ, µ ∈ Z, the set of canonical basis elements in µB˙(Op)λ coincides
with its intersection with either of the following sets
• B˙(Op)
+ := {E(a)F (b)1λ|0 ≤ a, b ≤ p− 1, λ ≤ b− a};
• B˙(Op)
− := {F (b)E(a)1λ|0 ≤ a, b ≤ p− 1, λ ≥ b− a}.
Proof. This is a direct consequence of Lemma 6.2.
We will categorify the algebra u˙Op , together with the basis B˙(Op), in the next section.
Remark 6.6. The ringOp affords a residuemap ontoFp, by sending q 7→ 1. Base changing u˙Op
along this ring map gives us an idempotented form of the restricted universal enveloping
algebra of sl2:
u˙Fp(sl2) := u˙Op ⊗Op Fp.
This form of the restricted Lie algebra was utilized in [GK92] to construct modular fusion
categories.
Some simple representations. For each weight µ ∈ {0, 1, . . . , p− 1}, we define the highest
weight module V µ of u˙Op , as follows. As an Op-module, it is free of rank µ+ 1:
V µ ∼=
µ⊕
i=0
Op1ˆµ−2i,
where {1ˆµ−2i|i = 0, . . . , µ} is a basis. The operators E1λ, F1λ ∈ u˙Op act on V
µ by
F1λ · 1ˆµ−2i = δλ,µ−2i[i+ 1]1ˆµ−2i−2, E1λ · 1ˆµ−2i = δλ,µ−2i[µ+ 1− i]1ˆµ−2i+2, (6.4)
except that we define [0] := 0 and 1ˆµ+2 = 0. One readily shows the relations in Definition 6.4
are satisfied. The rank p representation V p−1 is usually known as the Steinberg module.
6.2 Grothendieck ring as small quantum sl(2)
For any of the differentials ∂ in Definition 4.6, we denote the abelian category of p-DG mod-
ules over U by U∂−mod. It decomposes into a direct sum of abelian categories
U∂−mod =
⊕
µ,λ∈Z
(µUλ)∂−mod.
There is a natural induction functor, coming from composition of 1-morphisms: for any
weights λ1, λ2, λ3, λ4 ∈ Z,
(λ1Uλ2 ⊗ λ3Uλ3)∂−mod −→ δλ2,λ3(λ1Uλ4)∂−mod (6.5)
M⊠N 7→ Ind(M⊠N ).
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Passing to the derived category, the induction functor descends to an exact functor
Ind : D(U ⊗ U , ∂)−→D(U , ∂), (6.6)
and hence a map of Op-modules
[Ind] : K0(U ⊗ U , ∂)−→K0(U , ∂). (6.7)
We will not be able to say much about a general differential. Henceforth, we specialize
to the case ∂ = ∂1. What follows will also apply to ∂−1 by applying the automorphism τ˜ .
We start by generalizing Definition 5.16.
Definition 6.7. For any a, b ∈ N and λ ∈ Z, let E(a)F (b)1λ be the induced p-DG module
E(a)F (b)1λ := Ind
Uλ
Uλ−2b⊗Uλ
(
E(a)1λ−2b ⊠ F
(b)
1λ
)
,
where the induction is along the composition
Uλ−2b ⊗ Uλ−→Uλ, ξ11λ−2b ⊗ 1µξ21λ 7→ δλ−2b,µξ1ξ21λ.
One definesF (b)E(a)1λ similarly. We will refer to these modules as the canonical modules over
Uλ. Notice that the statements of Corollary 5.17 hold for these modules as well.
Now fix a weight λ ∈ Z, and consider Uλ.
Assume that λ ≤ p − 1. The Fc-filtrations on EF1λ and FE1λ established in Section
5.2 can be regarded as an algorithm to filter an arbitrary representable module of the form
ErkFsk · · · Er1Fs11λ{k} ∈ Uλ by p-DG modules in the set X˜λ := {E
rFs1λ|r, s ∈ N, t ∈ Z}
with possible Z-grading shifts. Furthermore, the modules in X˜λ can be further filtered by
canonical modules E(r)F (s)1λ with grading shifts. Hence in the derived category, any rep-
resentable module is presented by a convolution of canonical modules with grading shifts.
Now we may further shrink the size of canonical modules needed, since those of the form
E(r)F (s)1λ for which either r ≥ p or s ≥ p are contractible, using Corollary 5.17. It follows
that the collection
X
+
λ := {E
(r)F (s)1λ|0 ≤ r, s ≤ p− 1} (6.8)
forms another generating set of D(Uλ). By Corollary 5.17 again, X
+
λ consists of compact
cofibrant modules. Using Proposition 2.10, we have a derived equivalence
D(Uλ) ∼= D(ENDUλ(X
+
λ )), (6.9)
where we use the notation introduced in Remark 2.26. Furthermore, the cofibrance of the
modules in X+λ allows us to compute the endomorphism algebra as usual. Now we use the
following lemma, which is a direct consequence of [Lau10, Proposition 9.8].6
Lemma 6.8. The endomorphism algebra ENDUλ(X
+
λ ) is a strongly positive p-DG algebra. 
Now suppose λ > 1− p.
The entire argument above goes through, except with an alternative choice of compact
cofibrant generators
X
−
λ := {F
(s)E(r)1λ|0 ≤ r, s ≤ p− 1}.
Combined with Corollary 2.18, we have established the following.
6Lauda shows this over a field, and this result is strengthened in [KLMS12, Proposition 5.15] over Z.
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Corollary 6.9. For any weight λ ∈ Z, the Grothendieck group of the p-DG category Uλ is isomorphic
to
K0(Uλ) ∼= Op〈 B˙(Op)λ〉,
the free Op-module spanned by B˙(Op)λ. 
The strong positivity also establishes the following.
Corollary 6.10. For any weights λ1, λ2, λ3, λ4 ∈ Z, the p-DG categories λ1Uλ2 , λ3Uλ4 enjoy the
Ku¨nneth property
K0(λ1Uλ2)⊗Op K0(λ3Uλ4)
∼= K0(λ1Uλ2 ⊗ λ3Uλ4).
Proof. This follows from Lemma 6.8 and Corollary 2.22.
It follows that takingK0 commutes with tensor products for U in equation (6.7),
K0(U ⊗ U) ∼= K0(U)⊗Op K0(U),
and the symbol of the induction functor equips K0(U) =
⊕
µ,λ∈ZK0(µUλ) with an idempo-
tented Op-algebra structure, whose multiplication is given by the induction functor:
[Ind] : K0(U)⊗Op K0(U)−→K0(U). (6.10)
Now we have our main theorem.
Theorem 6.11. There is an isomorphism of Op-algebras
u˙Op(sl(2))−→K0(U , ∂±1)
sending E1λ 7→ [E1λ] and 1λF 7→ [1λF ] for any weight λ ∈ Z.
Proof. We first need to show that the defining relations for u˙Op as in Definition 6.3 hold in
K0(U), and the non-trivial relations to check are (iii) and (iv).
By Proposition 5.10, in the derived category D(U , ∂1), the representable modules EF1λ
fits into a convolution diagram (see Remark 2.7):
0 = F0 // F1 //
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
F2
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
· · · // Fλ−1 // Fλ = EF1λ,
zz✈✈
✈✈
✈✈
✈✈
✈
1λ{λ− 1}
[1]
cc●●●●●●●●●
1λ{λ− 3}
[1]
``❇❇❇❇❇❇❇❇
FE1λ
[1]
__❃❃❃❃❃❃❃
Therefore in the Grothendieck group the desired relation holds. Relation (iv) follows from
Corollary 5.17 of the previous chapter.
Moreover, the map in the statement sends B˙(Op)λ to the symbols of modules in X
±
λ ,
which form a basis forK0(U) by Corollary 6.9. Therefore, it is an isomorphism.
Remark 6.12. Forgetting about the gradings, the ungraded p-differential 2-category (U , ∂1)
categorifies the idempotented restricted universal enveloping algebra u˙Fp(sl2) of [GK92].
We regard this as a categorical analogue of the base change construction in Remark 6.6. See
[KQ15, Remark 3.36] for more comments.
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6.3 Cyclotomic quotients
In this section we prove that p-DG cyclotomic quotients categorify simple uq(sl2)-modules.
The argument will be very similar to that of the previous section.
For any weight µ ∈ N, consider the category
Uµ ∼=
⊕
λ∈Z
λUµ.
It carries a natural module-category structure over U :
U ⊗ Uµ−→Uµ, ξ11λ′ ⊗ 1λξ21µ 7→ δλ′,λξ1ξ21µ.
Following ideas of Khovanov-Lauda [KL09] and Rouquier [Rou08] (see also [Web10a,
Section 1.4]), we define the cyclotomic quotient category Vµ to be the quotient category of Uµ
by morphisms in the two-sided ideal which is left monoidally generated by
(i) Any morphism that contains the following subdiagram on the far right:
µ .
(ii) All positive degree bubbles on the far right region µ.
Here by “two-sided” we mean concatenating diagrams vertically from top and bottom to
those in the relations, while by “left monoidally generated” we mean adding pictures from
U to the left of those generators. Schematically we depict elements in the ideal as follows.
Uµ
Uµ
U µ , k
Uµ
Uµ
U µ .
One implication of these relations is that
0 =
µ
=
∑
a+b=µ
b
µ
a . (6.11)
Moreover, every term with a > 0 is also in the ideal, so that
µ
µ
= 0. (6.12)
The quotient of the nilHecke algebra NHr by the two-sided ideal generated by µ dots on the
rightmost strand (xµr ) is called the cyclotomic nilHecke algebra.
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Remark 6.13. This version of the cyclotomic quotient category Vµ was due to Rouquier us-
ing his 2-category in [Rou08], which is related to Khovanov-Lauda’s construction using the
negative half of U in [KL09] by equation (6.12). Technically, Rouquier’s 2-category is slightly
different from that of Khovanov-Lauda [KL10, Lau10], but a recent work of Brundan [Bru15],
building on the earlier work of Cautis-Lauda [CL15], has established the equivalence of the
two seemingly different definitions.
There is also a universal cyclotomic quotient category V˜µ introduced by Rouquier [Rou08].
It is constructed from Uµ as the quotient by relation (i), but not relation (ii). Equivalently,
any morphism factoring through an object λ with λ > µ is killed. The parallel construction
on Khovanov-Lauda’s 2-category is considered by Webster in [Web10a]. Note that counter-
clockwise bubbles of degree ≥ µ+ 1 are real bubbles, and lie inside this kernel, but counter-
clockwise bubbles of degree≤ µ are not in the kernel. Wewill study the universal cyclotomic
quotient in more detail in upcoming works.
Now let ∂ be a differential as in Definition 4.6. By Corollary 4.8, ∂ preserves the ideal
above, so that it induces a quotient differential on Vµ.
Definition 6.14. The cyclotomic quotient p-DG category (Vµ, ∂) is the category Vµ equipped
with the induced differential. It is equipped with the obvious left action of (U , ∂).
To avoid potential confusion, we denote the regions in Vµ by 1ˆλ for λ ∈ Z.
From now on, we specialize ∂ = ∂1, and we restrict to the case when µ ∈ {0, 1, . . . , p−1}.
As a quotient category, (Vµ, ∂1) inherits the EF and FE Fc-filtrations. It follows that
any representable module p-DG module ErkFsk · · · Er1Fs1 1ˆµ{k} over V
µ can be filtered by
representable modules of the form FrEs1ˆµ, where r, s ∈ N. If s > 0, F
rEs1ˆµ ∼= 0; while if
r ≥ p, FrEs1ˆµ ∼= 0 is acyclic. Therefore, as for Uµ, one may choose a set of compact cofibrant
generators of Vµ to consist of
X
µ := {1ˆµ−2rF
(r)
1ˆµ|0 ≤ r ≤ p− 1} (6.13)
Now we compute the endomorphism ring ENDVµ(X
µ). LetHr,µ := H
∗(G(r, µ),k) be the
cohomology of the Grassmannian of r-planes in µ-space. It has a presentation
Hr,µ ∼= Symr/(hk|k ≥ µ+ 1− r).
With the induced quotient differential coming from Symr, it is a positive p-DG algebra. We
claim that it is isomorphic to ENDVµ(F
(r)
1ˆµ). In particular, Hµ+1,µ = 0 so that F
(µ+1)
1ˆµ = 0
in Vµ.
Let xµr ∈ NHr denote the µ-th power of a dot on the rightmost strand. One has an
explicit presentation of the nilHecke algebra NHr as a matrix algebra over Symr [KLMS12,
Proposition 2.16], which after tensoring with Λ coincides with the endomorphism ring of
Fr1µ in U . On the one hand, it follows from the cyclotomic relation (6.12) that there is a
surjection of p-DG algebras7
NHr/(x
µ
r )։ ENDVµ(F
r
1ˆµ). (6.14)
On the other hand, the 2-representation of U on the flag category of highest weight µ con-
structed by Lauda [Lau10, Section 7], when restricted to Uµ, factors through the ideal in the
7Technically, we need the fact that the matrix presentation is preserved under ∂1, see [KQ15, 3.24].
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definition of Vµ. Furthermore, it is shown there that Fr1µ is sent under the representation
to the cohomology of an r-step flag variety in µ-space. It follows that the above surjection
(6.14) is an isomorphism of graded vector spaces, and hence actually an isomorphism of p-
DG algebras. The two-sided ideal (xµr ) is identified, under the matrix presentation, with the
ideal (hk|k ≥ µ + 1 − r) ⊂ Symr
∼= Z(NHr) generated by diagonal matrices. Therefore, the
endomorphism ring of the column module F (r)1ˆµ is preciselyHr,µ. We also refer the reader
to [Lau12, Section 5] for a more explicit identification of the algebra ENDVµ(F
r
1ˆµ) with an
r!× r!-matrix algebra with coefficients in Hr,µ.
Granted this, the endomorphism algebra of the direct sum of the compact generators can
be identified with
ENDVµ(X
µ) ∼=
p−1∏
r=0
ENDVµ(F
(r)
1ˆ
µ) ∼=
p−1∏
r=0
Hr,µ, (6.15)
and therefore it is strongly positive. It follows that
D(Vµ) ∼= D(ENDVµ(X
µ)) ∼=
p−1∏
r=0
D(Hr,µ),
so that we may compute the Grothendieck group of Vµ from Corollary 2.18.
Now the natural left action
U ⊗ Vµ−→Vµ
gives rise to an induction functor on the corresponding derived categories,
D(U ⊗ Vµ)−→D(Vµ),
which in turn descends to a map of Op-modules on the Grothendieck group level:
K0(U ⊗ V
µ)−→K0(V
µ).
Since both U and Vµ are locally p-DG Morita equivalent to positive p-DG algebras, the
Ku¨nneth formula implies that the action on Grothendieck groups is Op-linear, and it equips
K0(V
µ)with the structure of u˙Op(sl(2))-module.
Theorem 6.15. Let µ ∈ {0, 1 . . . , p− 1}. There is an isomorphism
K0(V
µ) ∼= V µ
of uq(sl2)-modules, where V
µ is the irreducible module of highest weight µ defined over Op.
Proof. The computation of the Grothendieck group as an Op-module follows from Corollary
2.18. In fact we can identify a basis of K0(V
µ) with that of the module V µ by identifying
[1ˆµ−2rF
(r)
1ˆµ] with the basis element of 1ˆµ−2r defined in equation (6.4).
A Classification of derivations on U
In this chapter we outline the tedious calculation required to prove Proposition 4.7. We also
give a cursory discussion of some degenerate differentials which can appear in characteristic
2. Most of the calculations will be left to the reader as exercises, but we will describe what
can be gleaned from each computation.
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Before starting, we provide the reader with some useful bubble slide relations, which de-
scribe how to move bubbles across a strand. The general bubble slide relation can be found
in [Lau10, Proposition 5.6]. We will only need to slide bubbles of degree 2k for k = 1, 2.
1 − 1 = 2 (A.1a)
1 − 1 = −2 (A.1b)
2 − 2 = 2 1 + 3 2 (A.1c)
2 − 2 = −2 1 + 2 (A.1d)
We begin the classification of differentials on U . We restrict our attention to either Ueven
or Uodd. For each relation, we describe what properties a degree 2 derivation must have in
order to preserve that relation.
NilHecke relations and preliminaries. For an arbitrary map ∂ of degree 2 on U , we must
have
∂
 λ = bλ λ2 + αλ 1 λ + βλ 1 1 λ + γλ 2 λ,
∂
 λ
 = cλ λ + µλ λ + ρλ λ + δλ 1 λ.
This is because, by Lauda’s classification of morphisms, the terms on the right hand side
form a basis for morphisms in the appropriate degree.
We leave the reader to compute ∂ of both sides of (4.5c), under the assumption that ∂ is a
2-categorical derivation. The bubble slide relations will be useful. If ∂ preserves this relation,
then one can immediately deduce a number of facts:
• bλ = bλ+2, αλ = αλ+2, βλ = βλ+2, γλ = γλ+2
• 2αλ = 0, 4βλ = 0, γλ = 0
• δλ = −αλ.
• µλ = −bλ − cλ and ρλ = −bλ + cλ.
51
We write b = bλ because it does not depend on the weight λ, and similarly for the variables
α, β, γ, δ.
Remark A.1. Outside of characteristic 2 we must have α = β = δ = γ = 0, which implies
that ∂ preserves the nilHecke algebra NHn ⊂ ENDU (E
n). In characteristic 2, however, it is
possible for α = δ and β to be nonzero. Note that when 2α = 4β = 0, the bubbles created
by the differential will slide freely through any strand (using (A.1a)), making these bubbles
relatively unobtrusive. Lest one think that, over Z instead of k, there may be differentials
where 4β = 0 but 2β 6= 0, the reduction to bubbles relation will imply that 2β = 0. There will
be additional restrictions on the values of α and β imposed by the requirement that ∂2 = 0,
but nonetheless there are degenerate 2-differentials with a nonzero parameter α or β.
We have not studied these degenerate 2-differentials in any detail. We do not expect
them to give rise to Fc-filtrations, or to induce a differential on NHn ⊗ Λ which allows for a
nice study of the Grothendieck group.
We will discuss some of the additional properties of these degenerate 2-differentials
within remarks throughout this chapter, all notated with (Char p = 2). Outside of these
remarks, we will assume henceforth that α = β = 0.
We will show soon enough that if b = 0 and ∂p = 0 then cλ = 0 as well, for all λ (see
Lemma A.2). We may as well write aλ =
cλ
b
when b 6= 0, and aλ = 0 when b = 0. Thus ∂ has
the following form:
∂
 λ = b λ2 ,
∂
 λ
 = baλ λ + b(−1− aλ) λ + b(−1 + aλ) λ,
depending on the parameters b and aλ. In particular, it agrees with the differential of Defini-
tion 4.6 up to multiplication by b.
Relations (4.5a) and (4.5b) live within NH3. That these relations are preserved by any
differential of the above form was shown in [KQ15]. Technically, the calculation for (4.5b)
in [KQ15] was done under the assumption that aλ = aλ+2, but it is not hard to redo the
computation in the general case.
The same discussion applies to the downwards pointing nilHecke algebra insideENDU (F
n).
As usual, we denote by b, aλ the corresponding parameters.
Biadjointness relations. Let us note that the cup with a dot and the cup with a bubble are
a basis for the degree 2morphisms from 1 to EF (resp. FE). Therefore, when ∂ acts on a cup
or cap, the result has the same form as in Definition 4.6, though with unknown coefficients.
(4.1a) Because ∂ of the identity is always zero, we need to show that ∂ of each other diagram
is zero. This check will relate the coefficients for ∂ of a clockwise cap with ∂ of a
counterclockwise cup, and vice versa. We leave it as an exercise to confirm that the
coefficients for counterclockwise cups and caps are determined from the coefficients
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of clockwise cups and caps precisely as in Definition 4.6. (This exercise will use the
bubble sliding relation (A.1a).) Henceforth we will name the coefficients xλ, yλ, xλ,
and yλ as in Definition 4.6.
(4.1b) This check gives the relation between ∂ of an upward-pointing and downward-pointing
dot. It is easy, and implies that b = b.
(Char p = 2): This also implies that α = α and β = β.
(4.1c) This is a simple but annoying computation, using the dot forcing relation (4.5c) and the
bubble sliding relation (A.1a). It is an excellent warmup exercise for the reader. The
equality of both sides here amounts to
b(aλ − aλ) = xλ+2 − xλ − 2yλ. (A.2)
The reader should compare this to (4.8a). Similarly, the upside-down version gives
b(aλ − aλ) = xλ+2 − xλ − 2yλ. (A.3)
Positivity andNormalization of bubbles. Let us considerwhat happenswhen ∂ is applied
to a clockwise bubble of degree 2k. Ignore, for the moment, the distinction between real and
fake bubbles.
∂
 λk
 = ∂(
k+λ−1
λ
)
=
(b(k + λ− 1) + xλ−2 + xλ−2)
k+λ
λ
+ (yλ−2 + yλ−2) k+λ−1
λ
1 =
(b(k + λ− 1) + xλ−2 + xλ−2)
λ
k + 1 + (yλ−2 + yλ−2)
λ
k 1
The positivity and normalization relations imply that the LHS is zero when k ≤ 0, since
the bubble of degree 2(k) is a scalar (either 0 or 1). When k < −1, the RHS is zero for the
same reason. When k = −1, the RHS is equal to b(λ− 2) + xλ−2 + xλ−2, which is zero if and
only if
xλ−2 + xλ−2 = −b(λ− 2). (A.4)
When k = 0, the RHS is equal to a bubble of degree 2(1) with coefficient b(λ − 1) + xλ−2 +
xλ−2 + yλ−2 + yλ−2. Combined with (A.4), this is zero if and only if
yλ−2 + yλ−2 = −b. (A.5)
The reader should compare these equations with (4.8b) and (4.8c).
With these equalities in place, our formula is quite simple, and no longer depends on the
ambient weight.
∂
 k
 = b(k + 1) k + 1 − b k 1 (A.6a)
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Technically, this discussion only applies to real bubbles. The bubble of degree 2(−1) is
real when λ ≥ 2, so that we have a relation between xλ and xλ (resp. yλ and yλ) when λ ≥ 0.
When λ = 1, the bubble of degree 0 is real, so that
x−1 + x−1 + y−1 + y−1 = 0.
However, combining (A.2) with (A.3) one can deduce that
x−1 + x−1 + 2y−1 + 2y−1 = x1 + x1 = −b.
Combining these two equations, we deduce (A.4) and (A.5) for λ = 1 as well.
We leave the reader to perform the analogous computation for counterclockwise bubbles.
The degree 2(−1) bubble is real for λ ≤ −2, and the coefficients have subscript λ instead of
λ − 2. One can deduce (A.4) and (A.5) for λ ≤ 0, so that these formula hold for all λ ∈ Z.
Again, we deduce that
∂
 k
 = b(k + 1) k + 1 − b k 1 (A.6b)
At this point we have only shown that the formulas (A.6a) and (A.6b) hold for real bubbles.
(Char p = 2): The inclusion of non-zero α or β terms will throw a wrench into these
computations. For instance, (A.5) will be replaced with
yλ−2 + yλ−2 = −b+ (1− λ)α
and (A.6a) will be replaced by
∂
 k
 = b(k + 1) k + 1 + (kα− b) k 1
+(k + λ− 1)β k − 1 1 1 .
On the surface it appears that these formula depend on the ambient weight, although the
fact that we work within Ueven or Uodd and the fact that 2β = 2α = 0 implies that λβ and λα
are constants. We have not studied this differential on Λ in any detail. Surprisingly enough,
the parameters α and β make no trouble in the remaining relations.
Infinite Grassmannian relations. We will check the infinite Grassmannian relations (4.4)
under the assumption that (A.6) holds for all bubbles, real and fake. The first several rela-
tions serve as the definition of fake bubbles, so that this check will confirm (A.6) for fake
bubbles.
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Suppose thatm ∈ Z,m ≥ 1.
∂
 ∑
k+l=m
k l
 = ∑
k+l=m
b(k + 1) k + 1 l + b(l + 1) k l + 1
− b k l
 1 + 1

The parenthetical in the final term is equal to zero. A diagram k′ l′ with k′+ l′ = m+1
appears in the RHS with coefficient exactly bk′ from the first term and bl′ from the second
term (even when either k′ or l′ is zero). Therefore, the final result is equal to
b(m+ 1)
∑
k′+l′=m+1
k′ l′
This is zero by the infinite Grassmannian relation (4.4).
Reduction to bubbles. Let us compute ∂ of a formal curl.
∂
 k
 = ∂
−
∑
i+j=k
i j
 =
−
∑
i+j=k
bi i+ 1 j + b(j + 1) i j + 1 − b i j 1
= bk k+1 − b k + 1 − b k 1
The first two terms of the middle line combine to equal the first two terms of the bottom
line, by an argument similar to that used in the check of the infinite Grassmannian relation.
Similarly, we have:
∂
 k
 = bk k+1 + b k + 1 − b 1 k
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On the other hand, consider what happens to a normal curl.
∂

λ
 =(−2b+ xλ−2 + xλ−2)
λ
− b
λ
+ (yλ−2 + yλ−2)
λ
1
Note the following three observations. All the terms with aλ will cancel out, when we
force all dots into the curl. The bubble with no dots has degree 2(−λ+1). Also,−2b+xλ−2+
xλ−2 = −bλ by (A.4) and yλ−2 + yλ−2 = −b by (A.5). Combining these observations, we
apply (5.6) to obtain:
∂

λ
 = b(−λ) 1−λ
λ
− b −λ 1 − b
λ
1− λ
This agrees precisely with the computation for a formal curl of degree−λ. The check for
a left curl is similar.
Identity decomposition. The differential of the LHS is zero, so we need to check the same
for the RHS. Consider the first diagram on the RHS. We have not written down a formula
for the differential of a sideways crossing, because it is unenlightening. On the other hand,
when two sideways crossings meet as below, there is a miraculous cancellation. We leave
this as an exercise.
∂

λ
 = (b− xλ−2) + (b− xλ−2) (A.7a)
∂

λ
 = (−b− xλ − 2yλ) + (−b− xλ − 2yλ) (A.7b)
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Let us now check (4.7a). When λ < 0, the sum in (4.7a) vanishes, and the curls in (A.7a)
also vanish, so all is well. When λ = 0, the sum in (4.7a) vanishes, and each curl in (A.7a) is
equal to a cup/cap with no dots. Therefore the two terms in (A.7a) combine with coefficient
2b− x−2 − x−2 = 2b+ b(−2) = 0. So assume that λ > 0.
∂

∑
k+l+m=λ−1
λ
k
m
l
 =
∑
k+l+m=λ−1
(bk + xλ−2) λ
k + 1
m
l + (bl + b) λ
k
m
l+1 + (bm+ xλ−2) λ
k
m+ 1
l (A.8)
The additional terms with 1 all cancel out, having coefficient b + yλ−2 + yλ−2 = 0.
Now look in (A.8) at all the terms with at least one dot on both the cup and the cap. Suppose
that k + l +m = λ− 2. The coefficient of
λ
k + 1
m+ 1
l
is precisely bk + xλ−2 + bm + xλ−2 + bl = b(k + l +m) − b(λ − 2) = 0. Therefore the only
terms which survive have either no dots on top or no dots on bottom. This should begin to
smack of an equation like (A.7a).
Let us compare coefficients for
λ
k + 1
l
when k + l = λ− 1. The coefficient in (A.8) is bk + xλ−2 + bl = b(λ− 1) + xλ−2. Using (A.4),
this equals b − xλ−2, which is precisely the coefficient of the same term in (A.7a), since the
curl on bottom contributes this term once. A similar calculation suffices for terms with a dot
on top but no dots on bottom. Finally, let us compare coefficients for
λ λ
The coefficient in (A.8) is just bλ, while both curls contribute to the coefficient in (A.7a),
which is 2b− xλ−2 − xλ−2 = bλ as desired.
The computation for (4.7b) is similar. This concludes the proof that ∂ is a derivation.
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p-Nilpotence. Nowwe askwhen a derivation ∂ of the above form is actually a p-differential,
when k has characteristic p. This amounts to showing that ∂p = 0 on every generator.
Since ∂ preserves the nilHecke algebra, we can quote the following result from [KQ15,
Lemma 3.6].
Lemma A.2. On a dot or crossing (with neighboring region λ), ∂p = 0 if and only if b, aλ ∈ Fp ⊂ k,
and either b 6= 0 or aλ = b = 0. 
Now let us iteratively apply ∂ to a clockwise cap. It is easy to show inductively that the
coefficient of
k
λ
inside ∂k
(
λ
)
is xλ−2(xλ−2 + b)(xλ−2 + 2b) · · · (xλ−2 + b(k − 1)). This coefficient will vanish in ∂
p if and
only if xλ−2 = −lb for some l ∈ Fp. This holds if and only if xλ−2 ∈ Fp, and xλ−2 = 0
when b = 0. Similarly, the coefficient of a cap with k degree 2(1) clockwise bubbles in ∂k is
yλ−2(yλ−2 − b)(yλ−2 − 2b) · · · (yλ−2 − b(k − 1)). This coefficient vanishes in ∂
p iff yλ−2 ∈ Fp,
and yλ−2 = 0 when b = 0. The same computation for a clockwise cup gives the same results
for xλ and yλ.
Therefore, if ∂ is a p-differential and b = 0 then ∂ = 0. We assume henceforth that b 6= 0.
We may divide ∂ by b and rename xλ
b
by xλ (and so forth). This is identical to assuming that
b = 1. In this case, we obtain a differential of the form of Definition 4.6 with requirements
(4.8).
Lemma A.3. Assume that b = 1. If xλ−2 and yλ−2 are both in Fp, then
∂p
(
λ
)
= 0.
Proof. A general term in ∂p has α dots, β1 bubbles of degree 2(1), β2 bubbles of degree 2(2),
and so forth, such that α +
∑
i iβi = p. We have already shown that the coefficient is zero
when α = p and the rest are zero, or when β1 = p and the rest are zero. Similarly, if βp =
1 and the rest are zero, the coefficient is also zero. This is because the degree 2p bubble
appeared from (A.6a), applying ∂ to a degree 2(p−1) bubble, and in this equation it appears
with coefficient p.
Now consider every other term. Each term can be achieved within ∂p in a number of
ways: we must choose α places where ∂ adds a dot, β1 places to add a bubble which is never
promoted to a higher bubble, β2 size 2 subsets where a bubble is added and then promoted
to a degree 2(2) bubble, β3 size 3 subsets, and so forth. The number of choices is a non-trivial
multinomial coefficient, and therefore is a multiple of p.
Corollary A.4. Assume that b = 1. The derivation ∂ is a p-differential if and only if every parameter
lies in Fp. 
The concludes the proof of Proposition 4.7.
(Char p = 2): When α or β is nonzero, the nilHecke algebra is not preserved by ∂, and
the computations above are not correct. Nonetheless, it is quick to compute ∂2 of all the
generators. Assuming that ∂ is 2-nilpotent, we have two possibilities:
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1. If b = 0, then aλ = xλ = xλ = yλ = yλ = 0 for all λ, and αβ = 0. However, there are
nonzero 2-differentials even when b = 0!
2. If b = 1 then all the usual parameters live in F2. In addition, α = 0 and β(xλ+yλλ) = 0.
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