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Analytical Ultracentrifugation (AUC) Figure S3 . Sedimentation velocity AUC data. Solutions of poly(dA)·poly(rU) (0.7 ml, A 257 =0.5, 0.0385 mM(bp), BPES pH 6.00) were prepared alone and in the presence of ethidium (0.0385 mM) and ligand 1 (0.0077 mM). Cell 1 (black), hybrid; Cell 3 (green), hybrid+1; Cell 2 (red), hybrid + ethidium.
AUC Method
Sedimentation velocity experiments were performed at a temperature of 20 o C and a rotor speed of 50,000 rpm using a Beckman Optima XL-A analytical ultracentrifuge equipped with absorbance optics and an An60Ti rotor. Following loading and before data collection, samples were allowed to equilibrate for 1 h after vacuum and temperature had been established. Data were collected at 260 nm as a function of radial position. Each centrifuge cell was scanned sequentially with zero time delay between scans until no further sedimentation was observed. Primary sedimentation data were transferred to the
ITC data analysis Binding models
All ITC data was analysed using IC ITC. [1, 2] Parameters were defined as in Scheme S1 where L refers to ligand 1 and M (macromolecule) refers to the hybrid.
Scheme S1
Data analysis: ligand 1 self aggregation
Ligand dilution experiments were analysed globally using an isodesmic self aggregation model (stepwise aggregation model) characterised by a single equilibrium constant and a single interaction enthalpy for the subsequent addition processes of a monomer to an existing aggregate, viz. K agg and ΔH agg . An isodesmic self aggregation model was selected over the mathematically equivalent dimerization model because the structure of ligand 1 does not suggest that self aggregation stops at dimer formation. The isodesmic self aggregation model accurately reproduces the experimental data ( Figure S4 ). Error margins were determined as reported previously [2] ( Figure S5 ). 
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Data analysis: nucleic acid binding
The data were initially analysed in terms of a model involving two different sets of independent binding sites, i.e. in terms of equilibria A1 and B1 (Scheme S1). The analysis resulted in fits that reproduce the experimental data well. However, analysis of the error margins showed that errors are typically large. Analysis of Σdev Figure S6 shows that the sum n A1 +n B1 is well defined at 0.11. The individual parameters n A1 and n B1 , however, can not be defined using the experimental data.
Nevertheless, the observation that the singular value decomposition of the UV visible data indicated the presence of just two species, together with the Job plot showing a clean single peak, suggested that one of the following is the case: 1) there are two types of binding site which both contribute significantly to the total binding stoichiometry but have very similar (UV-visible and CD) properties and we could therefore expect similar binding constants and enthalpies of interaction or 2) there are two different binding sites but one of these contributes significantly more towards the total binding stoichiometry than the other, resulting in the low stoichiometry binding site being practically invisible by the various spectroscopic techniques.
Two types of similar binding site
The extreme, but representative, example of this situation involves two very similar binding sites with identical binding site sizes. For the present case, this corresponds to stoichiometries of 0.056 (vide supra). This binding site size corresponds to approximately two helical turns per ligand, which seems rather considerable for ligand 1. A possible interpretation involves the binding of one ligand molecule to a site equivalent to one helical turn. This first binding event then affects one further helical turn of neighbouring bp to form a slightly different second binding site. Effectively, this corresponds to a description involving slight anti-cooperativity in ligand binding. The appropriate model to analyse this type of data would be the K A1 -K A2 model (Scheme S1) where the first binding event "creates" a second binding site. An unrestricted fit of the data in terms of the K A1 -K A2 model shows strong parameter correlation between n A1 and n A2 ( Figure S7 ). In order to model a system with two binding sites of (nearly) identical sizes, n A1 was restricted to 0.0506 in a subsequent analysis, yielding optimised parameters as illustrated in Figure S8 . /dof as a function of variable value for K A1 , ΔH A1 , K A2 and ΔH A2 , n A2 for n A1 restricted to 0.056. Figure S8 shows that ΔH A1 , K A2 , ΔH A2 , and n A2 are now reasonably well defined (although, admittedly, the plots of the normalised Σdev , ΔH A2 = -1.79×10 4 cal mol -1 , n A2 = 5.7×10 -2 .
One major binding site and one minor binding site
The alternative interpretation of the ITC data involves one binding site with a size corresponding to one helical turn and a second binding site with a stoichiometry significantly less than one per helical turn. The only logical binding site type presenting binding sites with an apparent site size significantly larger than a single helical turn are sites corresponding to strand-ends. To decide which of the two binding events, A1 or B1, is most likely to correspond to ligand 1 binding to (potentially fraying) ends and/or gaps, we analysed the correlation between stoichiometry and interaction enthalpy for both binding events ( Figure  S9 ). and ΔH B1 (right).
Figure S9 (left) shows that the "valley" defined by the normalised Σdev 2 /dof as a function of values of n A1 and ΔH A1 has a smooth edge defining the minimum value for ΔH A1 for each value of n A1 . The edge defining the maximum value of ΔH A1 for each value of n A1 is ragged, however, indicating that this region of parameter space was not sampled sufficiently. This was confirmed by further independent extensive simulated annealing runs which resulted in further graphs of the type of Figure S9 (left). For these graphs, the lower edges of the valleys (defining the minimum values for ΔH A1 ) were identical to that shown in Figure S9 (left) while the edges defining the maximum values for ΔH A1 were not reproducible. This indicates that only the minimum values for ΔH A1 are well-defined. Similarly, for binding event B1, only the maximum values for ΔH B1 are well-defined.
Nevertheless, Figure S9 shows that the behaviour of the binding enthalpy at low stoichiometry for the two binding events is rather different. For low values of n A1 , (the minimum value for) ΔH A1 becomes increasingly less exothermic and eventually even endothermic. Event A1 has been defined to be the first binding event, i.e. it corresponds to the highest binding constant, and would therefore have to be significantly, if not completely entropy driven. Binding event A1 is therefore unlikely to correspond to the low stoichiometry binding event. For low values of n B1 , on the other hand, (the maximum value for) ΔH B1 becomes increasingly exothermic. Binding event B1 therefore appears a reasonable candidate for ligand binding to potentially frayed ends: the interaction is more endothermic than the first binding event and therefore has a less favourable entropy of interaction. This fits well with the hypothesis that this binding event corresponds to ligand binding to potentially-frayed strand ends.
Based on an average strand length for poly(dA) of 200 (126-1200 nucleotides, majority 125-350) and the fact that the poly(rU) strands are significantly longer, an estimate for stoichiometry n B1 is 0.005 ligands per bp. Although Figure S9 predicts that ΔH B1 will not be well defined for this choice, the data was reanalysed using a value of 0.005 for n B1 yielding optimised parameter values as illustrated in Figure S10 . /dof as a function of variable value for K A1 , ΔH A1 , n A1 , K B1 and ΔH B1 for n B1 restricted to 0.005. Figure S10 shows that K A1 and K B1 are reasonably well defined but this is not the case for the interaction enthalpies (in fact, ΔH B1 is unrealistically negative, but this is strongly dependent on the choice for n B1 as shown by Figure S8 ). The best fit parameters are
Simulated UV-visible titrations
Using the best fit parameters for the model involving two similar binding sites and the model involving one major and one minor binding site, species concentrations were calculated for total concentrations corresponding to those used for the UV-visible titration and these were compared with the experimental data for the UV-visible titration ( Figure S11 ). 5 M -1 . The binding stoichiometry of 8.9 base pairs per ligand as found for both sets of simulated data similarly is in agreement with the value of 8.0 as found for the experimental UV-visible titration. Hence, comparison with the data from the UV-visible titration does not allow us to select one of the models. The observation that simulated data for an equilibrium system involving two different types S10 of binding site can be reproduced extremely well in terms of a model involving a single type of independent binding sites is in line with our previous observations. [2] Summary The ITC data do not allow us to distinguish between the two possible combinations of interactions because the two equilibria cannot be satisfactorily separated. This situation resembles the case where data have been collected at a low Wiseman-c. For the case of consecutive binding events, however, the "separability" of binding events depends on the relative Wiseman-c values for the different equilibria and these cannot be optimised through changes in macromolecule concentration Nevertheless, the relative merits of the two binding models can be compared. In this respect, the model involving two similar binding events suffers from the structural interpretation involving ligand 1 binding to an entire helical turn while affecting binding over a further full helical turn. The model involving a major and a minor binding site, on the other hand, has the advantage that it provides a more realistic structural interpretation of the different binding events in terms of a major binding site involving approximately 10 bp and a minor binding site involving ligand 1 binding to (frayed) ends and gaps.
