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Abstract
Accurate specification and prediction of the ionosphere-thermosphere (IT) environment, driven by
external forcing, is crucial to the space community. In this work, we present a new transformative frame-
work for data assimilation and calibration of the physical IT models. The framework has two main
components: (i) the development of a quasi-physical dynamic reduced order model (ROM) that uses a
linear approximation of the underlying dynamics and effect of the drivers, and (ii) data assimilation and
calibration of the ROM through estimation of the ROM coefficients that represent the model parameters.
A reduced order surrogate for thermospheric mass density from the Thermosphere Ionosphere Electrody-
namic General Circulation Model (TIE-GCM) was developed in previous work. This work concentrates
on the second component of the framework - data assimilation and calibration of the TIE-GCM ROM.
The new framework has two major advantages: (i) a dynamic ROM that combines the speed of empirical
models for real-time capabilities with the predictive capabilities of physical models which has the poten-
tial to facilitate improved uncertainty quantification (UQ) using large ensembles, and (ii) estimation of
model parameters rather than the driver(s)/input(s) which allows calibration of the model, thus avoiding
degradation of model performance in the absence of continuous data. We validate the framework using
accelerometer-derived density estimates from CHAMP and GOCE. The framework is a first of its kind,
simple yet robust and accurate method with high potential for providing real-time operational updates
to the state of the upper atmosphere in the context of drag modeling for Space Situational Awareness
and Space Traffic Management.
1 Introduction
The upper atmosphere, comprising the ionosphere-thermosphere (IT), is a highly dynamic environment that
readily undergoes variations that can be significant under certain conditions. Accurate modeling and pre-
diction of the IT variations, caused by space weather events (SWEs), are crucial for safeguarding the space
assets that serve various communities. Ionospheric enhancements caused by SWEs can hinder telecom-
munications while also affecting systems on-board the assets directly through surface charging and other
phenomenon. Thermospheric mass density enhancements caused by SWEs have a direct and strong impact
on the drag force acting on the space assets and other objects in low Earth orbit (LEO). Existing models
for the thermosphere can be highly biased or erroneous, especially for forecasts, making drag the largest
source of uncertainty in our ability to accurately predict the state of the objects in LEO. With the recent
increase in space traffic ([Radtke et al.,(2017)]), predicting the state of the objects in LEO becomes critical
for collision avoidance in the context of space situational awareness (SSA) and Space Traffic Management
(STM).
Empirical models of the thermosphere ([Jacchia(1970), Bowman et al.,(2008a), Bowman et al.,(2008b),
Hedin et al.,(1977),Hedin(1983), Hedin(1987), Picone et. al.(2002), Barlier et al.,(1978), Berger et al.,(1998),
Bruinsma et al.,(2003), Bruinsma et al.,(2012), Bruinsma et al.,(2015)]), developed since early in the space
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age using sparse measurements, adopt a climatological approach to modeling the variations of the thermo-
sphere. These models capture the behavior in an average sense using low-order, parameterized mathematical
formulations tuned to observations. A major advantage of the empirical models is that they are fast to eval-
uate, making them ideal for drag and SSA/STM applications. The current state of practice employed by
the Joint Space Operations Center (JSpOC) under the direction of the US Air Force Space Command is an
operational assimilative empirical model that makes dynamic adjustments based on recent measurements of
the state of the thermosphere ([Storz et. al.(2005)]) but lacks in its ability for providing accurate forecasts.
The upper atmosphere is a large-scale nonlinear physical dynamical system with exogenous inputs, in-
cluding from the Sun, which is its strongest driver. The first principles based physical models of the IT carry
good potential for forecast; however, realizing that potential requires significant advances in data assimila-
tion methods. Data assimilation is the process of fusing observational data into numerical models to reduce
uncertainty in the model forecast. Data assimilation is required for physical models due to the imperfect
nature of the dynamics embedded in them that allows empirical models to consistently outperform them in
terms of accuracy ([Shim et. al.(2014)]).
Over the last decade or two, significant advances have been made in development of data assimilation
methods with IT models for neutral density and drag applications. The said methods have been success-
ful in achieving better agreement between the measurements and model, but lack in consistently providing
nowcasts and forecasts that can compete with current state of practice ([Sutton(2018)]) - the High Ac-
curacy Satellite Drag Model (HASDM) ([Storz et. al.(2005)]). Most methods for data assimilation achieve
this either by estimating the state, the driver(s) or some combination of the two ([Fuller-Rowell et al.,(2004),
Minter et al.,(2004), Codrescu et al.,(2004),Matsuo et al.,(2012),Matsuo et al.,(2013),Matsuo and Knipp et al.,(2013),
Morozov et al.,(2013),Murray et al.,(2015),Godinez et al.,(2015), Codrescu et al.,(2018), Sutton(2018)]). The
state can either be the parameter of interest (model output) or model parameters that relate the output to
the input. Because physical models solve the discretized fluid equations over a volumetric grid, the full state
can be rather large in size (over a million estimated parameters). Traditional data assimilation methods,
based on the Ensemble Kalman Filter (EnKF), estimate both the input drivers as well internal state of the
model because the variational time-scales in the thermosphere can cause a lag in the filter. The large state
vector combined with the large number of ensembles needed to obtain statistically significant results makes
the approach computationally expensive. Recent approach by [Sutton(2018)] uses pre-defined model varia-
tion runs in lieu of large ensembles combined with an iterative approach to prevent filter lag in estimation
of the dominant drivers (F10.7 and Kp) for a self-consistent calibration of the model. The approach however
remains computationally expensive requiring dedicated parallel resources for real-time application, but more
importantly, the estimation can result in physically unrealistic values for the driver(s) as previous methods
that estimate them. In addition, the method of estimating driver(s) is not robust against a break in contin-
uous data stream as the model forecast falls back to the original evolution of the model, and is currently an
open question in the community [private conversation with Humberto Godinez]. Moreover, with the final
goal of accurate uncertainty quantification for computation of collision probabilities, the current methods lie
somewhere between highly computationally expensive to intractable.
This paper demonstrates a new two-part transformative framework for data assimilation and calibration
of physical IT models with the potential for providing accurate density forecasts and uncertainty quantifi-
cation. The framework has two main components: (i) development of a quasi-physical reduced order model
(ROM), and (ii) calibration of the ROM through data assimilation. Previous work presented development of
a new method, Hermitian Space - Dynamic Mode Decomposition with control (HS-DMDc), towards achiev-
ing model order reduction for large scale dynamical IT models ([Mehta et al.,(2018b)]). The new method
carries the same motivation and goals as previous work using Proper Orthogonal Decomposition (POD)
or Empirical Orthogonal Functions (EOFs) (e.g. [Mehta and Linares(2017b), Matsuo et al.,(2012)]), but
uses a dynamic systems formulation that inherently facilities prediction. The ROM provides a linearized
representation of the underlying model dynamics. In this paper, we demonstrate a simple yet robust and
effective approach for estimating and calibrating the state of the thermosphere using the ROM with data
assimilation. The approach uses a standard Kalman Filter to estimate a reduced state that represents the
model parameters rather than the driver(s), which avoids degradation of the model performance in the ab-
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sence of measurement data. In addition, the ROM can provide a 24-hour forecast in a fraction of a second
on a standard desktop platform. In essence, the framework combines the best of both empirical (low cost)
and physical (predictive capabilities) models, and can also facilitate accurate uncertainty quantification with
large ensemble simulations (subject of future work).
The paper is organized as follows: section 2 describes the process of developing a quasi-physical dynamic
ROM using discrete time simulation output from physical IT systems. Section 3 describes the conversion
of the ROM between discrete and continuous time, essential for assimilating data using a Kalman Filter
in the new framework. Section 4 describes the accelerometer-derived density measurements used in this
work for data assimilation. Section 5 gives a brief overview of the very popular Kalman Filter including the
Bayesian Optimization approach used to optimize the filter in this work. Section 6 answers the question of
observability and section 7 presents and discusses the results of data assimilation. Finally, section 8 concludes
the paper.
2 Model Order Reduction
The main idea behind reduced order modeling is to reduce the complexity of a physical model by reduc-
ing the state space dimension or degrees of freedom of the system. Proper Orthogonal Decomposition
(POD) ([Lumley(1967)]) or Empirical Orthogonal Function (EOF) is the most commonly used approach
for model order reduction, however, one of its major limitation is that the formulation does not allow
prediction. Several studies have attempted to overcome this limitation using surrogate or parameterized
models (e.g., [Mehta and Linares(2017b)]); however, the upper atmosphere is a physical dynamical sys-
tem and should be appropriately modeled as such. Dynamic Model Decomposition (DMD), developed by
[Schmid(2010)], uses a dynamic systems formulation that inherently enable prediction. [Proctor et al 2014]
extended DMD for application to systems with exogenous inputs. [Mehta et al.,(2018b)] used the Hermitian
Space to extend application to large-scale systems such as the upper atmosphere; they call the method
Hermitian Space - Dynamic Model Decomposition with control (HS-DMDc). They developed a ROM using
simulation output from NCAR’s TIE-GCM (Thermosphere Ionosphere Electrodynamics - Global Circula-
tion Model) ([Qian et. al.,(2014)]) spanning over a full solar cycle (12 years). The reader is referred to
[Mehta et al.,(2018b)] for detailed information on ROM for IT models. In this paper, we provide basic
knowledge relevant to the process of data assimilation.
Large scale physical models of the IT solve discretized fluid equations over a grid on interest. In discrete
time, the evolution of a linear dynamical system can be given as
xk+1 = Adxk +Bduk (1)
where Ad ∈ R
n×n is the dynamic matrix and Bd ∈ R
n×q is the input matrix in discrete time, x ∈ Rn×1 is
the full state, u ∈ Rq×1 is the input(s), and k is the time index. HS-DMDc uses time resolved snapshots,
xk, from a physical system, in this case TIE-GCM simulation output, to extract the best fit estimate for A
and B. In order for the derived model to be applicable across the full range of input conditions, the ROM
was derived using 12 years of TIE-GCM simulations spanning a full solar cycle. Because 12 years worth of
simulation output or snapshots results in a large dataset, the innovation behind HS-DMDc is to reduce the
problem to the Hermitian Space (computing the inverse of a matrix X ∈ Rn×(m−1), m being the number of
snapshots, is reduced to taking an inverse of XXT ∈ Rn×n).
HS-DMDc uses snapshot matrices that are a collection of the time-resolved output from TIE-GCM to
estimate the dynamic and input matrices. The three-dimensional grid outputs over time are unfolded into
column vectors and stacked together. The input matrix is an assimilation of the inputs to the system. In
this case, the inputs used are the solar activity proxy (F10.7), geomagnetic proxy (Kp), universal time (UT)
and day of the year.
X1 =

 | | |x1 x2 · · · xm−1
| | |

 X2 =

 | | |x2 x3 · · · xm
| | |

 Υ =

 | | |u1 u2 · · · um−1
| | |

 (2)
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The snapshot and input matrices are related by Eq. 1 such that
X2 = AdX2 +BdΥ (3)
The goal now is to estimate the Ad and Bd. In order to achieve this, the above equation is modified such
that
X2 = ZΨ (4)
where Z and Ψ are the augmented operator and data matrices respectively.
Z ,
[
A B
]
and Ψ ,
[
X1
Υ
]
(5)
The estimate for Z, and hence Ad and Bd, is achieved with a Moore-Penrose pseudo-inverse of Ψ such that
Z = X2Ψ
†.
Because the state size, n, can also be very large making storage and computation of the dynamic and
input matrices intractable, a reduced state is used to model the evolution of the dynamical system.
zk+1 = Arzk +Bruk +wk (6)
where Ar ∈ R
r×r is the reduced dynamic matrix and Br ∈ R
r×q is the reduced input matrix in discrete
time, z ∈ Rr×1 is the reduced state, and wk is the process noise that accounts for the unmodeled effects. The
state reduction is achieved using a similarity transform zk = U
†
rxk = U
T
r xk, where Ur are the first r POD
modes. The steps involved in HS-DMDc are summarized below. The data assimilation process presented in
this work will estimate the reduced state, z, that represents the coefficients of the POD modes and can be
thought of as model parameters that relate the model input(s) to output(s). It can also provide insights into
the model dynamics and will be explored in future work.
Algorithm 1 Hermitian Space - Dynamic Mode Decomposition with control
1. Construct the data matrices X1, X2, Υ, and Ψ.
2. Compute the pseudo-inverse of Ψ using an economy eigendecomposition (E-ED) in the Hermitian Space.
The choice of rˆ depends on several factors; in this work we set rˆ = 20.
ΨΨT = UˆrˆΞˆrˆUˆ
T
rˆ (7)
=⇒ Ψ† = ΨT (ΨΨT )−1 = ΨT (UˆrˆΞˆrˆUˆ
†
rˆ)
−1 = ΨT UˆrˆΞˆ
−1
rˆ Uˆ
T
rˆ (8)
3. Perform a second E-ED in the Hermitian space to derive the PODmodes (Ur) for reduced order projection.
Choose the truncation value r such that rˆ > r; in this work we set r = 10.
X1X
T
1 = UrΞrU
T
r (9)
4. Compute the reduced order dynamic and input matrices
A˜ = UTrX2ΨUˆrˆΞˆ
−1
rˆ Uˆ
T
rˆ,1Ur (10)
B˜ = UTrX2ΨUˆrˆΞˆ
−1
rˆ Uˆ
T
rˆ,2 (11)
where UˆTrˆ = [Uˆ
T
rˆ,1 Uˆ
T
rˆ,2] with Uˆrˆ,1 ∈ R
n×rˆ and Uˆrˆ,2 ∈ R
p×rˆ
3 Discrete to Continuous time
The new framework uses a sequential (Kalman) filter for data assimilation that requires propagating the state
to the next measurement time, which most likely will not be uniformly distributed and/or with a snapshot
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resolution used to derived the dynamic and input matrices for the ROM. Therefore, the dynamic and input
matrices need to be first converted to continuous time and then back to time of next measurement, tk. This
can be achieved using the following relation ([DeCarlo(1989)])
[
Ac Bc
0 0
]
= log
([
Ad Bd
0 I
])
/T (12)
where Ac is the dynamic matrix and Bc is the input matrix in continuous time, and T is the sample time
(snapshot resolution when converting from discrete to continuous time and the time to next measurement,
tk, when converting back from continuous to discrete time). This represents another major advantage of the
new framework where the time-step of model evolution can be readily adjusted.
4 Measurements
Because the TIE-GCM ROM used for this demonstation is restricted to altitudes between 100 and 450 km
for reasons discussed in [Mehta et al.,(2018b)], we cannot use the pair of CHAMP (CHAllenging Minisatellite
Payload) ([Reigber et al.,(2002)]) and GRACE (Gravity Recovery and Climate Experiment) (references for
CHAMP and GRACE) ([Tapley et al.,(20)]) accelerometer-derived high accuracy measurements of thermo-
spheric mass density. CHAMP and GRACE accelerometer-derived mass density estimates have been the
workhorse for a lot of work that has been done in the area; therefore, we use CHAMP derived measure-
ments in conjunction with density estimates derived from accelerometer measurements onboard the GOCE
(Gravity Field and Steady-State Ocean Circulation Explorer) satellite ([Drinkwater et al.,(2003)]). We use
the state-of-the-art CHAMP density estimates from [Mehta et. al.(2017a)] and the latest GOCE data set
from [Doornbos et al.,(2014)]. Unlike most of the work in the area that uses some form of intercalibration
process to make the assimilation and validation dataset consistent, we do not perform any intercalibration
as first proposed by [Mehta et al.,(2017c)]. In essence, this work also provides an independent validation of
the self-consistency of the two datasets, at least in reference to TIE-GCM.
Because the existing models, empirical and physical, have the largest bias/difference with accelerometer
derived densities at solar minimum and geomagnetically active conditions ([Mehta et. al.(2017a)]), we choose
a representative day (of the year: 320) in November 2009 to demonstrate the new framework. This period is
also chosen because GOCE was launched in March 2009 and data for both CHAMP and GOCE is available.
CHAMP is in a nearly polar orbit at close to 320 km altitude on the day chosen for assimilation. GOCE
is in a sun-synchronous orbit close to 250 km in altitude. We choose a day with low geomagnetic activity
because of the limitation on the current version of the TIE-GCM ROM as discussed in [Mehta et. al.(2017a)].
Demonstration for active time periods will subject of future work. Both CHAMP and GOCE derived density
estimates have a time resolution of 10 seconds. As in previous work by the authors, development of the TIE-
GCMROM and assimilation of CHAMP densities in performed in the log scale ([Emmert and Picone(2010)]).
5 Kalman Filter
The sequential (Kalman) Filter, henceforth referred to in this work as KF, has been the workhorse for state
estimation and prediction using discrete-time linear systems since its inception at the beginning of the space
age ([Kalman(1960)]). The KF is a linear optimal state estimation method using statistical (Bayesian)
inference based on the Bayes’ theorem ([Bayes(1763)]). Since the KF is one of the most commonly used
tools in estimation theory, we will only provide a basic description with equations. There is a significant
amount of literature available to the reader on Bayes’s theorem, Bayesian inference, and KF should they be
interested.
The KF has two major steps: (i) Time update, and (ii) Measurement update, as outlined in the algorithm
below. The time update projects the current state and covariance estimate forward through the model to
the time of next measurement. The projected state (x−k ) and covariance (P
−
k ), signified by the negative
superscript, represent the apriori knowledge about the state of the system. The process noise (Q) in Eq. 15
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accounts for the imperfect model dynamics. The apriori covariance, the measurement variance (Rk), and
the observation matrix (Hk) are combined to compute the Kalman Gain (Kk) as given in Eq. 16. We
generate a Monte Carlo estimate for Rk in the log scale based on the uncertainties associated with the
measurements (ρ - mass density) by sampling the Gaussian 100 times and recomputing the variance using
the samples such that Rk ≈ Var [log(ρk +∆ρk ∗ randn(100))]. The observation matrix H
T
k ∈ R
r×1, which
relates the measurements (y˜k) to the state (zk) by mapping it onto the measurement space, is in this case
a vector made up of the interpolated values at the measurement location of the first r POD modes such
that y˜k = Hkzk + vk, where vk is the measurement error. In simple terms, the Kalman Gain reflects the
weights or confidence for the apriori estimate against the measurement. The Kalman Gain is then used to
update the apriori state and covariance estimate as given in Eqs. 17 and 18. The updated state (x+k ) and
covariance (P+k ), signified by the positive superscript, represent the posteriori knowledge about the state of
the system achieved after data assimilation. The posteriori estimates are fed back into steps 1 and 2 until
all the measurements have been processed. In the absence of measurements, the state and covariance are
propagated through the model until a measurement is available.
5.1 Bayesian Optimization
A well-known challenge when applying the Kalman filter is the lack of knowledge on the process noise
statistics. This work uses the process noise model to account for unmodeled effects that are not captured by
TIE-GCM and errors induced in the model reduction process. Tuning the Kalman filter includes estimating
statistics for process and measurement noise. However, we assume that the measurement noise values
reported for the dataset used are accurate. Therefore, we only tune the process noise covariance.
Bayesian Optimization (BO) is a method for blackbox optimization of stochastic cost function ([Mockus(1975)]).
We use BO because our cost is a complex function of the process noise (Q) and stochastic due to the mea-
surements noise (R). We use the cost function for maximum likelihood estimation (MLE) given as
min
q
L(y˜|q) =
N∑
k=1
log
(
det
(
P+k +HkRkH
T
k
))
+ (yˆk − y˜k)
T (
P+k +HkRkH
T
k
)−1
(yˆk − y˜k) (13)
where yˆk is the estimated density and Q = diag(q), q ∈ R
r×1. We use the bayesopt function built into
MATLAB for current work. Based on some initial non-optimized runs, the range of optimizable process
noise Q is set at [1e-5, 5e-4]. Because we estimate the reduced state that represents the POD coefficients,
we initialize the filter with an initial covariance of P0 = 10*Ir×r. The number of iterations is set at the
default of 30. Figure 1 show the cost for the optimization cycle. The optimized process noise matrix Q0 is
then used to initialize the KF.
6 Observability Analysis
The new framework begs two different questions on observability: (i) Is there enough data available to
derive/extract the POD modes for model order reduction, and (ii) Can the reduced state, z, be estimated
using discrete point measurements of density along an orbit. The first question is easy to answer because
unlike some previous works where the PODmodes or EOFs are derived from discrete measurements of density
along an orbit (e.g., [Matsuo and Forbes(2010)]), we use model simulation output that provides complete
global spatial coverage to derive the POD modes. In addition, simulation output over a full solar cycle is
used which ensures sufficient temporal coverage.
For linear time-invariant systems, such as the ROM formulation in Eq. 1, answer to the second question
can be provided using the observability matrix
Ok = Hr,kA
k
r =⇒ O =


H0
H1A
H2A
2
...

 (19)
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Figure 1: Cost of Bayesian optimization.
The matrix O is populated at each time for the location at which the observation is made. The state
z is considered to be observable when the observability matrix is full rank or rank(O) = r. In addition,
the observability matrix can artificially become full rank because of noise. Therefore, we also compute the
condition number ofO to confirm that this is not the case. A relatively large condition number suggests that
the observability matrix is not full rank because of noise. Figure 2 shows the rank and condition number
for the demonstration case presented in this work assimilating a full days’ worth of measurements along the
CHAMP orbit for r = 10. The figure shows that the observability matrix becomes full rank very quickly.
The condition number rises to very large values initially (large values correspond to ill-conditioned problem)
but also falls back to a well-conditioned state quickly after full rank is achieved. This ill-conditioned period
corresponds to the transition time of the Kalman Filter.
7 Results and Discussion
We demonstrate the new framework by assimilating CHAMP accelerometer-derived densities on day 320 of
2009. We assimilate CHAMP measurements and validate with an independent set of measurements from
GOCE. The discrete-time reduced order dynamic and input matrices are converted to continuous time using
the relation in Eq. 12. Since, both the ingested and validation dataset have a time resolution of 10 seconds,
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Algorithm 2 Kalman Filter
Time update
1. Project the initial state estimate forward in time
x−k+1 = Axk +Buk (14)
2. Project the initial covariance estimate forward in time
P−k+1 = APkA
T +Q (15)
Measurement update
3. Compute the Kalman Gain
Kk+1 = P
−
k+1H
T
k+1
(
Hk+1P
−
k+1H
T
k+1 +Rk+1
)−1
(16)
4. Update the State Estimate
x+k+1 = x
−
k+1 +Kk+1
(
y˜k+1 −Hk+1x
−
k+1
)
(17)
5. Update the Covariance Estimate
P+k+1 = (I−Kk+1Hk+1)P
−
k+1 (18)
we convert the dynamic and input matrices back to discrete time for a time-step of 10 seconds. We perform
assimilation using r = 10 modes, based on the results in [Mehta et al.,(2018b)].
Another major advantage of the new framework is that the ROM can be initialized using output from any
model. Therefore, TIE-GCM simulations are not required in case of an interruption in operations. The model
can easily be re-initialized using output from empirical models. For this demonstration, we choose to initialize
the ROM using model output from the Naval Research Laboratory’s MSIS model ([Picone et. al.(2002)]).
The global density (full state) from the MSIS model is used to compute the reduced state as z0 = Ux0.
Figure 3 shows effectiveness of data assimilation process achieved with the new framework. The top panel
shows the CHAMP measurements in black, MSIS in red for comparison, and the assimilated densities in
green. In order to show that the model is calibrated and performs well even without available data, we run
an additional ensemble that sees data assimilation for the first 12 hours but is then allowed to evolve under
the dynamics captured by the ROM. This prediction is shown in magenta. As can be seen, the approach not
only tracks the measurements very well, but possesses very good potential for providing accurate forecasts.
The approach can correct for the absolute scale biases, which represents the major component of the errors
due to drag. In this case, because the ROM is initialized with MSIS, the filter calibrates to lower values of
density since MSIS is known to overpredict during times of low solar activity. Had the filter been initialized
with simulation output from TIE-GCM (physical model), the data assimilation process would have resulted
in a scaling up of the density. The bottom panel shows the estimated state (green) and the predicted state
(magenta) with 1σ covariance bounds estimated as part of the data assimilation. The uncertainty bounds
are computed by projecting the state covariance of Eq. 18 onto the measurement space
P
yy
k =
(
HkPkH
T
k +Rk
)0.5
(20)
As seen, both the estimated and predicted states lie within the estimated 1σ uncertainties bounds. Figure 4
shows the measurement residual for the ingested dataset. The residuals are well behaved and bounded by the
3σ estimated uncertainty bounds. MSIS root mean square error with respect to the CHAMP measurements
is 1.6e-12 while post assimilation the rms error is 2.71e-13.
Figure 5 shows the estimated reduced order state and uncertainty with data assimilation. As previously
discussed, the reduced state represents the POD coefficients for the first r modes used for order reduction.
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Figure 2: Rank and Condition number of the Observability Matrix when assimilating CHAMP measurements
with TIE-GCM ROM on day 320 of year 2009.
We also show the POD coefficients for MSIS obtained by projecting the simulation output for the day onto
the POD modes. The first two modes correspond to absolute scale correction (scaling with solar activity),
while others that seem to oscillate about the MSIS state suggest the average nature of the empirical models.
Figure 6 shows the validation of the data assimilation using an independent dataset of GOCE accelerometer-
derived mass density. Again, MSIS density along GOCE orbit is also shown for reference. The validation
confirms that the reduced state, which provides global calibration, can be estimated using discrete measure-
ments along a single orbit. The ROM is tuned with CHAMP densities, with the corrected state accurately
predicting the density along GOCE orbit. Results show that the approach can self-consistently calibrate
the model while preserving the underlying dynamics. The results also inadvertently validate the two data
sets, CHAMP and GOCE, against each other in reference to the TIE-GCM model. It reflects the impor-
tance of using the state-of-the-art density datasets of [Mehta et. al.(2017a)] for CHAMP and GRACE. The
bottom panel shows that the GOCE measurements lie within the estimated 1σ bounds about the estimated
density. The authors want to point out that the rms of uncertainties provided with the GOCE dataset
was on the order of 1%, which is too small even for the best drag coefficient and gas surface interaction
models ([Mehta et. al.(2014a)]). Therefore, we multiply the uncertainty by a factor of 5 to bring it to more
9
Figure 3: (top) CHAMP assimilated ROM densities on day 320 for year 2009. Magenta: prediction with
ROM after 12 hours of data assimilation. (bottom) KF estimated and ROM predicted densities with KF
estimated 1σ uncertainties along CHAMP orbit.
reasonable values. MSIS root mean square error with respect to the GOCE measurements is 5.62e-12 while
post assimilation the rms error is 2.56e-12.
Figures 7 and 8 shows the global estimated covariance as a projection away from the location of mea-
surements. The green curve in Figure 7 represents CHAMP orbit path with the red point corresponding to
the current location. The global uncertainty estimate is generated after all of the data has been assimilated.
The global field is generated using Eq. 20, but without the measurement error R and H computed over
the grid at the mean altitude of CHAMP. As seen, the uncertainty is reduced in the vicinity of the satellite
path where the measurements are assimilated. The uncertainty is the largest at the pole because of the
singularity constraint. Figure 8 shows that the error is minimum at the altitude of CHAMP but increases
moving away from the assimilated path. Even though ingesting data along an orbit path can provide global
estimates using the new framework, the global errors can be further reduced with improved spatial and
temporal coverage of measurements.
Figure 9 shows the comparison of MSIS profiles against the ROM assimilated profiles at a series of
altitudes. As seen, except for the profile at 100 km, the MSIS and assimilated ROM profiles show similar
distributions. The difference at 100 km is due to the lower boundary effects. The absolute scale of the
assimilated densities suggests that MSIS overpredicts the mass density across all altitudes during periods
of low solar activity. While this is not a new revelation, the new framework effectively calibrates existing
physical models by adjusting the absolute scale, which is a major driver of orbit prediction errors.
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Figure 4: CHAMP measurement residuals as a result of data assimilation on day 320 of year 2009.
8 Conclusions
This paper has demonstrated a new, transformative framework for data assimilation and calibration of
physical ionosphere-thermosphere models. A robust yet simple and effective approach for data assimilation
has thus far eluded the community. The new framework has two major components: (i) Model order
reduction for a quasi-physical linear representation of the dynamics, and (ii) data assimilation calibration of
the reduced order model (ROM) using a Kalman Filter. Development of a ROM was discussed in a previous
paper. This paper demonstrates the second component.
The new framework combines the best of both empirical and physical models. The ROM reduces the cost
of model evaluation to the level of empirical models while inherently providing forecast/predictive capabilities.
Unlike large scale physical models, the ROM formulation allows rapid modifications in the time-step of model
evaluation or simulation with a negligible increase in the computational cost. This allows the model to be
easily projected to the time of next measurement. The ROM formulation also allows large ensemble runs of
the models for improved characterization and quantification of forecast uncertainty, a crucial requirement
for accurate computation of collision probabilities.
Data assimilation using the new framework also carries several advantages. The data assimilation process
estimates a reduced state that represents model parameters. Therefore, the data assimilation self-consistently
brings the model to agreement with measurements without modifying the model dynamics. Also, estimating
model parameters rather than the input(s)/driver(s) allows the model to be calibrated. The calibration
avoids degradation of model performance in the absence of measurement data.
The data assimilation cycle and prediction for a full day takes only a fraction of a section using mini-
mal computational resources. Therefore, the framework can be readily incorporated into operations. The
demonstration here is limited to non-storm time conditions. Future work will include development of ROMs
11
Figure 5: Red: POD coefficients for the first 10 modes computed by projecting MSIS simulation output
onto the POD modes Ur on day 320 of year 2009. Green: KF estimated reduced order state z with data
assimilation. Black: KF estimated 1σ uncertainty for the reduced order state.
that capture the nonlinear dynamics and demonstration of the data assimilation and prediction during storm
time. The CHAMP and GOCE data used in this work are not considered operational datasets, therefore
future work will demonstrate the effectiveness of the framework with operational datasets such as Two-Line
Element (TLE) sets for well-behaved objects in LEO or other objects using recent advances for improved
characterization of object parameters that affect drag (eg. [Mehta et al.,(2018a)]) and computation of phys-
ical drag coefficients for complex objects ([Mehta et. al.(2014b)]).
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Figure 7: 3σ error prediction at mean CHAMP altitude after assimilation of all CHAMP data on day 320 of
year 2009. Red: Satellite location at the current time. Green: back propagated CHAMP orbit from current
location.
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Figure 8: 3σ error prediction as a function of altitude after assimilation of all CHAMP data on day 320 of
year 2009. Red: Satellite location at the current time.
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Figure 9: Comparison of mass density profiles at different altitudes fromMSIS (left column) again assimilated
ROM mass density profiles at the same altitudes (right column) on day 320 of year 2009.
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