Analysis of mutational processes has demonstrated that mutations usually occur as non-random events with many factors that influence the fidelity of DNA replication. One such unusual pattern of mutation shows that some mutational events will create more than one sequence alteration. This possibility is not generally considered in estimates of sequence divergence and yet affects both the mean and variance of these estimates. Theoretical results and simulation results are presented to examine how extensive the effects of multiple alterations resulting from single mutational events may be on sequence divergence. It is shown that estimates of the divergence times are biased but that this bias is not large unless the number of sequence alterations per event are unrealistically large. The number of alterations per event required to achieve a given bias is determined. The variance is increased by multiple alterations above the variance expected for the same mean number of single alterations, but not up to the levels that are observed in nature. The resulting increase in the variance to mean ratio changes with the amount of divergence, from an initially high ratio followed by a slow decline to one.
INTRODUCTION
Sequence comparisons among homologous genes allow differences between species to be measured and permit the reconstruction of phylogenies.
Using these measures, the divergence time between species can be estimated if a molecular clock (Zuckerkandi and Pauling, 1965 ) is assumed.
Methods to estimate sequence divergence were first proposed by Jukes and Cantor (1969) . They noted that the amount of divergence between two protein sequences is a simple function of the product of the rate of substitutions and the time since the two proteins diverged. Kimura and Ohta (1972) modified and applied this formula to measure the divergence between two DNA sequences. These formulae strictly apply only when substitutions behave as random stochastic events with constant rate.
Recently, this work has been further modified to include biases in the ways in which mutations occur (Kithura 1980) . For example, transitions are known to occur more frequently than transversions (e.g., Vogel and Kopun, 1977) . The modified sequence divergence formulae are applicable with more than simple transitional biases and can include diverse patterns of mutation between the nucleotides (Kimura, 1981; Aoki et aL, 1980; Takahata and Kimura, 1981; Kaplan and Risko, 1982; Aquadro et a!., 1984) . Other mutational biases will also affect estimates of divergence.
Mutations are well known to have hotspots (e.g., Benzer, 1961; Coulondre et al., 1978) and Holmquist has demonstrated that hotspots of substitution act to increase the number of unobserved substitutions at a single site (Holmquist and Pearl, 1980; Holmquist et aL, 1982) .
These formulae and their underlying hypotheses also imply a predictable variance of sequence divergence. Observations generally suggest a variance that is consistently larger than predicted (Ohta and Kimura, 1971; Fitch, 1973, 1974; Fitch and Langley, 1976) . Usually, the observed variance is two to three times the size expected but Gillespie (1986) has recently observed variances up to 35 times that expected. This and more extensive examinations of sequence evolution (Hudson, 1983) have been used as evidence suggesting that the neutral theory is an insufficient explanation for the observed substitutions.
Current theories and experiments of mutagenesis are indicating that other types of biases may occur during mutational events and that several substitutions may occur as a result of a single event. Here, the effects of multiple events on estimates of mean sequence divergence and on the variance of these estimates are investigated. It is shown that when such effects occur, the mean rates of sequence divergence will be consistently, but only slightly biased. Multiple substitutions per event will also increase the variance to mean ratio.
However, the expected rates at which multiple events might occur are probably too low to explain the high ratios observed in nature but they may contribute to part of the answer.
The evidence that multiple mutations are a necessary factor to consider will first be reviewed. Having established that multiple events can potentially occur, some theoretical results pertaining to their effects will be derived and, finally, simulation results are presented which demonstrate some of these effects.
EVIDENCE OF MULTIPLE SUBSTITUTIONS
Expected to occur mechanistically There are several mechanisms by which DNA replicates itself that might lead naturally to a clustering of substitutions and to multiple changes. One of these is the repair pathway in DNA that has been termed bypass repair or SOS repair (Kornberg, 1980) . This repair pathway involves synthesis under a relaxed state of proofreading in order to permit replication past, otherwise, unrepairable lesions in the DNA. With such synthesis, every base inserted has a high probability of being a mutant until normal synthesis begins again.
Another mechanism with this potential is indicated by experiments showing that repair tracts in DNA sequences can be very long. It has been found that long-type repair tracts in human cells are induced following some mutagenic treatments and that these tracts may be up to 40 or 50 nucleotides long (Synder and Regan, 1982 Ripley (1982) and Ripley and Glickman (1983) have suggested that palindromic sequences (inverted repeats) may also template deletions and frameshift mutations. Indications that this type of mechanism is acting in nature is supported by the widespread observations of excessive numbers of "runs" and repeats most recently shown in viruses by Grantham eta!. (1985) and in prokaryotes and eukaryotes by Tautz eta!.
(1986).
There is, however, no reason to assume that only frameshifts and deletions can be created by such a process; base substitutions have also been found to be templated via such a mechanism (deBoer and Ripley, 1984) . Mutations that are easily explained by misalignment mechanisms have been observed in the phage T4 (deBoer and Ripley, 1984) , in B. coli, in Salmonella typhimurium and in yeast . Complementary to these studies, exciting in vitro experiments are showing a necessary role for direct repeats in the production of base substitutions and deletions (Kunkel and Alexander, 1985) . Misalignment mutagenesis has recently been reviewed by Drake et aL (1983) where they conclude that this mechanism is the most logical way to explain the observed occurrence of multiple substitutions and that complex mutations would be an immediate consequence. Furthermore, the resulting mutations would have a highly nonrandom nature due to their use of nearby sequence as a template.
Many mutations in prokaryotes have been observed to occur in runs of identical base pairs. In T4, a frameshift hotspot consists of 6 adjacent adenines (Pribnow et a!., 1981). Milkman and Crawford (1983) have also observed clustered base substitutions in the evolution of E. coli trp genes that implicate events affecting runs of base pairs. Again, these would result from a single event.
Thought to occur in eukaryotes Possible indications of multiple mutations were observed in one of the first sequence studies of mouse globin genes. Konkel et a!. (1979) invented the term "block mutations" to describe the clusters of substitutions they found between the /3" and j3maJ globin genes. Within the second intron of these genes, substitutions frequently appeared in groups of 2-5 nucleotides.
Other patterns of mutational events have been observed that suggest mutations are highly nonrandom. It has been found by Gearhart and Bogenhagen (1983) that somatic mutations within cloned murine cells occur in clusters. They suggest that this may be due to separate repair events generating each cluster.
The multigene family of human alpha interferon genes provides further sequences where these questions can be examined. Analysis of the substitutions that caused the divergence of these genes indicates that they also occur in clusters (Golding and Glickman, 1985) suggesting that their origin may have been due to multiple events. There is a statistical excess of repeats that are capable of templating these substitutions via a misalignment mechanism involving either direct or inverted repeats (Golding and Glickman, 1986) . There are also indications that, within the coding regions of the interferon genes, substitutions occur more often in runs of identical base pairs.
Approximate models for some types of selection The concept of concomitantly variable codons or covarions was advanced by Fitch and Markowitz (1970) . This hypothesis suggests that only a limited set of the codons within a gene are free to vary at any one time. Over time, this set may change and at different times there may be some substitutions which limit or prevent the fixation of other mutations. This implies that over very long periods of time, one (or more) substitutions may not occur until another substitution (or another specific set of substitutions) has occurred. This is similar, at least in its end results, to multiple changes when evolution is viewed over long periods of time. The two sets of mutations would "appear" to occur simultaneously because the presence of one set permits the second set to occur. In addition, when the set of covarions is slightly altered, for example due to climatic factors, a whole set of substitutions may no longer be selectively deleterious. A model of mutation incorporating multiple events could provide a rough approximation to substitutions that are under this kind of selective pressure.
THEORY OF MULTIPLE EVENTS
In the absence of reverse mutation
Consider just two sequences that are assumed to represent linear molecules such as nucleic acids.
The probability of i differences between two sequences is denoted by pt. If the two sequences are initially identical then Po = 1 and p, =0 for all i 0. The probability of a mutational change involving i sites is denoted by v. Using an infinite site model (Kimura, 1969) there cannot be any reverse mutations and the divergence of two sequences can be described by the recursion equation pt±i_(12 !)P +2 p+O(v2).
If we let p=2vj and define i=1-2 z, then,
=
Following Li (1977) , define P(t, z) and U(z) as the generating functions for the probabilities and mutation rates,
Thus the divergence is given by the tt power of the generating function of the mutation rates.
Therefore, the mean and variance of the divergence for two sequences is found simply from the mean and variance of the mutational distributions plus their initial values.
In the special case where number of sites changed per mutational event is given by a Poisson distribution, the mean and variance of divergence are
Var (di) =2it + Var (d0) This is the same result as that found by Li (1977) where it was assumed that =0, for all 1>2. Both mutational patterns are expected to have the same distributions when lJj<< 1. This is because, when mutations are rare, those that occur in multiples would be rarer still and with rates equal to the square of the mutation rate for single sites. Thus, these events can be ignored and the results are equivalent whether or not multiple mutations occur.
If however, multiple mutations occur at a rate larger than the square of the rate of single events, as suggested by the results of the previous section, then different results may be predicted. Let mutations occur at a rate 2 each generation such that no mutations in either sequence occurs with a probability of 1 -2k. Let the number of sites affected by the 2p mutational events be Poisson (d0) This demonstrates that the expected divergence can be adequately matched by simply considering the product of the mutation rate and the mean number of changes per event rather than just the average rate of single event mutations. This reinterpretation of the mutation rate does, however, change the corresponding estimates of divergence times. It also requires accurate estimates of the overall mean mutation rate and not just the rate of single site mutations. In addition, this example shows that the variance of divergence will be grossly inflated by multiple mutational events. As A varies from zero to infinity the variance to mean ratio of the substitutions will be in the range (1 + 2A) to (2+ A) rather than on the order of one.
Another special case can be considered where the majority of mutational events are due to single sequence alterations but with a small proportion (designated by a) due to a different mechanism that has a Poisson distribution with a mean of A sequence alterations per event. In this case, the mean and variance are c1 =2/Lt(1+aA)+d0
This is a step toward more realistic models of the mutational process where mutations are produced by several mechanisms, each with different rates and different results (for example, a mixture of Poissons).
Again, the expected divergence is adequately matched by considering the product of the mutation rate and the mean number of changes per event. The mean divergence will be biased when only single event mutations are considered. Again, the variance of divergence is inflated by the occurrence of multiple mutational events with the variance to mean ratio ranging from (1+2aA) to (2+A).
With reverse mutation A more general recursion equation between two sequences would state that where is the probability of transition from state i to state j. When i >j, j represents the reverse mutations that would be expected for finite sequences. Assume that there are k states possible at any one of n sites and again that i sequence alterations occur as the result of a single mutational event with probability z'. Assume that these mutations occur independent of each other with respect to their location in the sequence of n sites.
In general, when i-', is the number of sites affected by a single mutational event, the transformation from i to i+j(p,1÷1) can be effected in several ways. The probability of mutating from state i to state i +j via a m type change (that is, m sites mutate) can be found by counting all possible ways this change could occur. Because there are i sites which already differ, the probability that the m sites which mutate will include 1 that are already different is (i\(n_i\ /( n \l,/\m-l)/ \m from the hypergeometric distribution. These 1 may remain different after mutation (prob. 1 -11(1 -k)) or will secondarily mutate to the same allelic state as on the other sequence (prob. 1/ (1 -k) ). The remaining m -I sites were identical before mutation and must be different after mutation.
Each I must be considered in turn for each vm(m j). For any particular value of 4 the range of differences created will be between m -I (all I mutants retain their differences between sequences) and m -21 (all l mutants secondarily regain identity). Because j must fall between these two extremes, (m -j)/2 < I (m -j). The probability is therefore,
where a = (m -l)-j, the number of the I mutants that must regain identity in order to achieve the appropriate total number of changes given by j. This is found from the fact that m -1 differences are created and a differences are lost, so the total number created is m -1-a =1. For , the same formula applies with a = (k -1)+j and with (m + j)/2 I m.
These equations can be solved numerically.
Their solutions were used to check the simulations presented below and to confirm the results when reverse mutation is permitted.
SIMULATION RESULTS WITH MULTIPLE ALTERATIONS PER MUTATIONAL EVENT
Aseries of simulations were performed to examine the divergence of sequences when mutations can result in several sequence changes. The divergence between two sequences was simulated by randomly placing mutations at any of 100 sites. Each of the sites mutates at random to one of four bases. The sequences were followed for 1000 generations with mutation rates that gave an average 2U varying between 0.0 and 10 but with different numbers of substitutions per mutational event. Runs were repeated 1000 times for each mutation rate and each mutational distribution. Three mutational distributions were examined as examples (table 1) . The results of the simulation (table 2) These were done with six species in each phylogeny to make the results comparable with those of Kimura (1983) and Gillespie (1984a) . The method of Hudson (1983) was used to generate the phylogenies. This involves choosing random numbers from a geometric distribution to represent the time since the last common ancestor and then placing mutations in the descendant sequences according to the time available for mutant accumulations.
Again, three different models of mutational distributions (table 1) were considered. The ratios of the variance to the mean number of substitutions inferred per branch are presented in fig. 2 . The ratio when all mutations induce single changes will slowly increase as divergence increases (Takahata, 1985) . The ratios presented for A = 01 and A = 3.0* are therefore, normalised so that the expected ratio Table 1 Interestingly, the variance to mean ratio declines rapidly as divergence increases. This is shown both by iterates of the equation presented above and by the simulations shown in fig. 2 . This is not apparent using only infinite site models. As more and more mutations accumulate in a finite sequence, the number of mutations eventually saturates the gene. As larger numbers of substitutions occur, the mean number of substitutions increases relative to the variance causing the ratio to decline.
The results for the model with A =3.0* compared to those with A = 0.1 are more dramatic in fig. 2 than in fig. 1 , because of the shape of the mutational distribution. When mutations are the result of different causes each with different mean numbers of alterations the mutational distribution is more skewed than normally expected. (Kimura, 1983) . If a large number of alleles are neutral then a greater proportion of the multiple mutations would be substituted. In addition, it should be noted that the action of some of the mechanisms suggesting multiple mutations have been inferred from coding sequence data. Any such multiple sequence changes will bias estimates of sequence divergence. For the same number of mutational events, greater numbers of sequence changes could have occurred. Since mutation rates are generally inferred based upon one event per change, the time required to achieve any specific level of divergence would be smaller than that suggested by these mutation rates.
Multiple sequence changes also affect the complete distribution of divergence between species. In particular, the variance is increased above the level expected by a simple Poisson distribution. Although the true index of dispersion (variance to ESTIMATION OF DIVERGENCE TIME mean ratio) for a single site cannot be easily detected (Gillespie, 1984a) to mean ratios observed in nature Fitch, 1973, 1974; Fitch and Langley, 1976; Kimura, 1983; Gillespie, 1984a; Gillespie, 1986) are probably too large to be explained by this mechanism. Gillespie (1984a) has shown that the value of the index of dispersion for a single site is extremely difficult to determine even if it has a very large value. This implies that the excess ratio cannot be easily explained with reference to only a single site and promotes an even greater necessity for an explanation. Other than the selective explanation (for which see Gillespie, 1984b ) it has been suggested that part of the answer may be due to episodic mutation rates (Gillespie, 1984a) . It has also been suggested that different mutation rates in different lineages (Li, Luo and Wu, 1985) and that interactions among mutations may be of importance (Kimura, 1985) . In addition, Takahata (1985) has recently pointed out that for closely related sequences, the initial conditions need to be considered as well. The results presented here suggest that multiple changes may also contribute to part of the observed excess in the variance to mean ratio.
