Nine wells were drilled to test cyclic steam stimulation as a recovery mechanism in the diatomite reservoir in the Belridge field. Microseismic monitoring was proposed to evaluate steam-chest and fracture growth. A series of models were constructed to determine both microseismic-event detectability and locatability. The modeling indicated that poor signal/noise ratios would constrain the ability to locate events using a single array. As a result, three microseismicmonitoring wells (MOWs) were installed. The purpose of this paper is to evaluate the microseismic-event-location results obtained from the three-well solution and compare them with the solutions obtained when turning off one or two of the arrays. This first phase of investigation was performed on the sand-propped hydraulic-fracture stimulation before the cyclic steam operations. This study may be applied to other areas, including imaging hydraulic-fracture stimulations in shale plays, reservoir steam monitoring, or in any area where location precision in microseismic monitoring is necessary.
Introduction
Microseismic monitoring is proving to be an important tool in the petroleum industry's toolbox to monitor and analyze fracture growth and geometry. The use of this technology to design completion strategies, including horizontal-well azimuths and well spacing in hydraulic-fractured reservoirs, is well accepted and common. The use of this technology as a production-monitoring tool where injection and production result in microseisms is also becoming more prevalent as the advantages and capabilities of this technology become more widely understood. As with all technologies, optimization of implementation and interpretation decreases cost and increases accuracy as the technology matures.
Previous experiments to quantify the geometry of hydrofractures in the Lost Hills diatomite reservoirs have revealed fractures consisting of single planar features. Fast et al. (1994) drilled a deviated observation well that cut diagonally through multiple sand-propped hydraulic fractures. On the basis of the highly deviated well geometry and azimuth data obtained from image logs, individual fractures pointed back to a total of six different wells. Whole core taken from the observation well contained the sand-propped fractures. Detailed wellbore-imaging logs taken through the well clearly imaged the fractures and gave azimuth information. The azimuths measured in the image logs were the same as those seen in tiltmeters taken during fracture stimulations of offset wells. The azimuths of the multiple fractures imaged and cored pointed back to individual wells. Tracer tests performed on one of the offset wells confirmed the direct communication from the offset well to a single discrete, cored, and electric-log-imaged hydraulically induced sand-propped fracture. Murer et al. (2000) installed a very closely monitored project with three observation wells drilled within 30 ft of a hydraulic fracture in the diatomite section of the South Belridge field. The observation wells were temperature logged frequently during this steam-injection test. These temperature-observation logs did not show the presence of any bifurcations or fracture branches coming from the original hydraulic fracture, again indicating a single planar fracture. Earlier observations using microseismic monitoring in the diatomite, Vinegar et al. (1992) suggested a much wider process zone several tens of feet wide around a planar fracture.
The fluid-injection rate and volume, and presumably fracture extent, are substantially larger during hydraulic fracturing than during cyclic steam operations. With this in mind, our best opportunity to understand fracture geometry should be during hydraulic fracturing before cyclic steam operations. The usefulness of microseismic for production monitoring is predicated on its accuracy and precision in locating the microseisms, interpreting drainage area and geometry, and making decisions about ongoing operations and development.
Recent articles by a number of authors have illuminated concerns regarding the accuracy and precision of microseismic-event locations and have presented methods to deal with this scatter. Maxwell (2009) used an artificial data set with a range of uncertainties expected to encompass what one may find in a reservoir. His work showed significant scatter from an artificial planar feature when using reasonable velocity uncertainties. Uncertainty in event hypocenters because of low signal/noise ratio and environmental noise was noted as well by Reyes-Montes et al. (2009) . Warpinski et al. (2009) investigated uncertainties caused by seismic anisotropy of shale reservoirs and methods to build a better velocity model of the reservoir to correct for anisotropic effects.
These methods have used theoretical approaches and modeled data to investigate postulated uncertainties in microseism location. This paper details a field example incorporating three closely spaced microseismic-observation wells bracketing a hydraulicfracture stimulation. The effect on scatter in seism location by using multiple observation wells, the observation-well location relative to fracture azimuth, and decreased distance between stimulated and observation wells are investigated.
Project Area. Aera Energy LLC being in the initial stages of a cyclic steam field expansion, installed a microseismic-monitoring array to accelerate understanding of reservoir processes and assist decision making on development scenarios. It is critical to understand process zone geometry and response especially when using an expensive injectant such as steam. Precision and accuracy in the data gathered are critical to maximize recoverable oil in lowpermeability formations. Well spacing in Aera's nearby waterflood is as close as 5/16 acre/well. Reducing spacing increases recovery, however, too tight a spacing while using an expensive injectant can degrade a project's economics. Although it is possible to infill once a spacing has been established, it may be difficult or impossible to achieve an optimum spacing in an economically attractive manner.
System Design. Previous conventional seismic acquisition in the San Joaquin basin revealed poor-quality data over fields with Opal A diatomite producing horizons. De et al. (1994) , among others, have noted poor seismic transmission through the diatomite as reflected in its low Q value (a measure of seismic-transmission quality). We address this potential source of error by closely spacing the fractured well and the observations wells. The observation-to fractured-well distances range from 175 to 400 ft. The close spacing of the fractured well and the observation wells in this project has resulted in higher-quality data being used for this analysis. Compression waves (P-waves) and Shear waves (Swaves) were recorded for all data presented here.
To ensure good microseismic coverage of the nine-well project area, multiwell monitoring configurations were modeled to provide insight into event-location accuracy and event detectability across the targeted region. The approach accounted for a dipping layered velocity structure (ray tracing) initially derived from localized dipole sonic logs and lithologic contacts and used a Fast Forward Marching Eikonal Equation Solver (Sethian and Popovici 1999; Rawlinson and Sambridge 2004) to calculate gridded time fields for both P-and S-waves (Fig. 1 ). An optimal recording configuration was established on the basis of three MOWs forming a triangular pattern bracketing the project. These observation wells were positioned so that each of the wells is within 400 ft of the nearest MOW (Fig. 2) .
The observation wells were drilled through the reservoir to be imaged, and an array of 12 three-component geophones (36 sensors in total) was installed and cemented into place. The shallowest four levels are spaced 100 ft apart, while the remaining eight levels are 50 ft apart, providing vertical coverage of 700 ft in each of the observation wells. Because the target reservoir is overlain by a reservoir with an active steamflood, it was necessary to use high-temperature-rated cables capable of withstanding 395 F to transmit the data to the surface. To avoid running power lines to each well, solar panels and batteries were installed at each location, and data are transmitted continuously by radio at a sampling rate of 4 kHz to a central computer, which then automatically collects and categorizes signals, triggers microseismic events, and sends the microseismic-event data by Internet to the office where it is analyzed.
Perforation shots in the nine project wells and knowledge of the geology were used to calibrate the velocity model of the local reservoir area and orient the geophones in the MOWs. Monitoring was carried out during initial sand-propped hydrofracturing and continued with subsequent steam injections.
Locating Microseismicity. Swanson et al. (1992) show that five factors influence location error: biases in numerical solutions, array geometries, receiver position, uncertainty in arrival times and hodograms, and uncertainty in the seismic-velocity structure model. The purpose of this study is to investigate the relative value of using multiple-well downhole microseismic arrays compared with a single-well array, to examine the precision and accuracy of event locations and provide a determination of the fracture geometry and/or how the calculated processed volume on the basis of microseismicity is affected by array-configuration geometry. Using multiple well arrays should optimize the array geometry and allow us to reduce the location error resulting from uncertainties in arrival times, hodograms, and model structures by The minimum detectable magnitude is modeled by assuming an event needs to have visible P-and S-waves across most of an array. For the location-accuracy plots, the field is modeled by assuming that the signals are detected on all three arrays; the variance in P-and S-wave picks is 5 ms, the variance in the directional estimates from the hodograms is 20 º . having several independent constraints on microseismic-event locations detected by all of the arrays. The study also has benefit in optimizing the number and placement of MOWs in any expansion of the cyclic steam project. The evaluation was performed by comparing the output locations using three, two, or only one MOW array. The three MOWs have recorded more than 4,000 events in the first 13 months of operations. Almost 97% of the events were recorded on all three arrays, allowing for good location characterization. It should be noted that nearly two-thirds of the events produced only a recognizable S-wave. The amplitude of the P-wave was lost in the background noise. Fig. 3 shows good-and poorquality waveforms. The good-quality data have identifiable Pwaves and S-waves, whereas the poor-quality data have only Swaves identifiable because of high background noise.
There is a large amount of background noise created in an active oil field. Hence, the criteria for establishing whether an event is real have evolved since the project began. It has been necessary to apply preconditioning filters to remove electrical noise spikes (notch filters) and account for field activities (bandpass filters) before using a floating STA-LTA algorithm (moving shortterm average time windows to long-term average time windows) to identify possible events. It was also necessary to adjust the threshold amplitude and the number of channels seeing an event to eliminate extraneous noise events.
For purposes of this study, we chose a cluster of 52 events occurring near Frac'd Well to examine in detail. These events occurred during the hydraulic-fracture treatment of this well, and each has recorded both P-and S-waves on all three observation wells. The events were initially located using a statistical simplex-based approach with a layered velocity structure, as shown in Fig 4. This velocity structure was derived from a sonic log from the Obs 1 well, discretized into constant-velocity blocks, and then tilted to an orientation to match the strike and dip of the diatomite over the study area. For each event, locations were obtained by using P-and S-wave arrival times, and hodogramderived azimuths and dips. Event locations were further refined by correcting for velocity variations with a Particle Swarm Optimization approach as described by Bowman and Urbancic (2009) .  Fig. 5 shows the cluster of events in plan view and depth view.
Data. The location data displayed by the three-MOW array occur within a volume that appears linear and planar and define a vertical feature approximately 160 ft in extent. The MOW width more closely approximates geometry observed in previous coring of hydraulic fractures in the same rock type and in the same field (Fast et al. (1994) . Surface-tiltmeter data obtained at the time of the hydraulic fracture show a fracture azimuth of N 17 W 6 4 , which corresponds closely to the azimuth calculated from the three-MOW data. There is concurrence of the three-MOW-array output with the direct ground-truth observations of the field core data, and with the surface-tiltmeter results. We moved forward with the assumption that the three-MOW data were an accurate representation of "reality" and can be used as a baseline for comparison to the decimated-array configurations.
Computed potential error of the locations makes this consistent with a single discrete planar fracture. The microseismic events were then relocated using all combinations of two-MOW subsets of the original three-array data (Fig. 6 ).
These resulting locations were then compared to the baseline data set. The location output of the array combination that most closely correlated with the baseline was Combination 2-3, where the MOW arrays were on opposite sides of the fracture treatment. The deviations from the baseline locations for Combinations 1-3 and 1-2 were slightly more scattered and offset than for the 2-3 array. The wells of Combination 1-3 were on the same side and slightly farther away from the fracture treatment. The greater scatter and offset are interpreted to be a function of distance and geometry of the MOW arrays relative to the fracturing operation. While the greater distance increases the opportunity for variation Fig. 3-(a) Good-quality waveforms and (b) poor-quality waveforms with high background noise. Each window is 800 ms long. The 3D particle velocity is recorded by each geophone and shown by the red, green, and blue curves that are aligned for each sensor along the directions of P, horizontal S, and vertical S, respectively. The square blue window represents a hodogram (particle motion) for one sensor in a window around the P-wave (for the good-quality waveform) and the S-wave (for the poor-quality waveform). Seismic Velocity (ft/s) 6000 8000
Fig. 4-The velocity model used from the site is derived from the P and S dipole sonic logs (black and red curves, respectively) from the Obs 1 well. These velocities are then discretized to geological blocks on the basis of these well logs (green block for P, grey for S). Each constant-velocity block is tilted to a dip of 40 º to match to orientation of the diatomite in the area. in velocity structure of the reservoir and resulting ray path, biases in array location geometry serve to hinder correction of these unknowns.
Single-MOW solutions are shown in Fig. 7 . The microseisms show greater scatter than seen in the two-MOW and three-MOW solutions. These data show a relationship of increased areal scatter with increased distance between the observation well and the microseismic location. This is caused by the reliance on hodograms to determine azimuth and the uncertainty generated by a low signal/noise ratio in a process that is highly sensitive to noise.
A single-vertical-well solution, by definition, cannot triangulate areally to constrain the location in the x-and y-direction. Note that the depth scatter is significantly less than the areal scatter. This is because of the vertical distribution of the geophones on the array, allowing the ability to constrain depth accurately. The lack of coherent structure to the event locations for MOWs 1 and 3 does not allow for the determination of azimuth or dip with any confidence. Significantly, the apparent width of the fracture appears greatly exaggerated in the single-well solution, unless the observation well is very close to the well being treated. Table 1 shows the fracture parameters of this cluster as calculated using all three arrays, using each two-array combination, and using each single array. Values are based on a principal-component analysis of the event distributions and are reported to two standard deviations, thereby minimizing the effect of event outliers that could bias observations. Misfit is defined as the average distance from the calculated location to the best-fitting plane. One can see that the misfit increases with the decimated array configuration (two-and single-well monitoring); however, the level of misfit appears to be dictated by the relative location of MOWs as well as by the number of MOWs.
The resulting volume calculated from multiplying the measured dimensions together shows that the single-well solutions deviate significantly from the baseline volume, being larger by at least a factor of three. Because we determine a nonzero width to the event distribution, we interpret a volume for the event distributions that is also nonzero, even though the low scatter of the three-well event distribution is largely consistent with events occurring on a plane as modeled by Maxwell (2009) . This simplified approach to calculating the volume allows us to quantitatively assess the effect of a decimated array configuration toward calculation of this quantity. While we show a reduced volume using three arrays, it may take more arrays to accurately define the absolute volume of the processed zone. Therefore, one needs to recognize that this analysis quantifies relative changes in microseism distribution when going from three arrays to one array and that the volumes calculated in Table 1 may include microseisms related to but not directly connected to the fracture plane.
As can be seen in the data presented, scatter in single-well analyses is proportional to distance between the observation well and the fractured well. The scatter in the data of Well 2 is less than that seen in Wells 1 and 3, as shown by the lower value of misfit in Table 1 . Well 2 is approximately 175 ft from the fractured well. While wells 1 and 3 are of approximately equal distance (375 to 400 ft) from the fractured well, Well 1 is located along the fracture plane, and Well 3 is more closely perpendicular to the fracture plane.
For the two-array analysis, results from Combination 2-3 closely approximate the three-well solution. We believe this is because of the optimum location of Wells 2 and 3 on either side of the treatment well perpendicular to the imaged fracture. Results from Combinations 1-2 and 1-3 are less confined because they are either both on the same side of the fracture (1-3) or because one well is not located perpendicular to the fracture (1-2).
Uncertainty Anaylsis
In order to answer questions about the location uncertainties of microseismic events, analysts can assess the locations of the seismic signals generated from a source such as perforation shots, string shots, vibroseis signals, or other sources with known locations and strong signals. Such an analysis is presented in Fig. 8, where the signals from the perforation cluster recorded at the initiation of the fracture treatment are located on the basis of their arrival times and hodograms, as described previously for the microseismic events. All four of these perforations locate proximal to their known locations near the treatment well, which indicates that the three-array configuration may be regarded as an appropriate "ground truth" data set with which to compare the decimated configurations.
Further insight into the event locations from the decimated distributions is gained from examining the theoretical location-error distribution. Fig. 9 plots the difference in location error for the decimated configurations vs. the full-coverage case shown in Fig.  1b . In the top row are all the dual-array scenarios with the singlearray cases shown below. In each case, the expected location-error field is contoured from blue, indicating locations where events will be well located, to red, indicating regions where the array geometry is not adequate to locate events accurately. The threearray locations are always shown as red spheres against the decimated locations shown as variably colored spheres.
The dual-array configurations do a far better job at achieving good location accuracy over the volume than do the single-array cases, particularly away from the arrays. A notable feature of all the dual-array scenarios is that the most accurate locations lie off of the axis connecting the two arrays. This observation is supported by referring back to Table 1 and noting that the decimated distribution that agreed best with the three-array data was from Wells 1 and 3. The ridge of high error along this axis is a manifestation of these geometries being inadequate to properly converge to an accurate location. Locations on this ridge will have seismic travel times to the arrays that are very close to those of locations perpendicular to the array bisector. Without high-quality hodograms, accurate locations for events located here are very difficult to resolve.
Single-array data sets in this low-signal/noise-ratio environment have location-error distributions that grow radially outward from the sensors. This effect is a manifestation of the projected hodogram errors growing with distance away from the wells. Most of the data from the different single-array cases fall into the high-location-error red zone, which accounts for the large spread of these distributions with respect to the three-array data set.
Conclusions
The use of microseismics as a production-monitoring tool in cyclic steam operations allows operators to accelerate the understanding of reservoir processes and the potential to make decisions with regard to ongoing operations in real time. The application of this technology requires careful consideration of the precision and accuracy necessary to accomplish the desired results. The industry standard of using single-well arrays has been shown to not be adequate for imaging hydraulic fracturing in the diatomite at Belridge. Analysis of the data presented here results in two conclusions in regard to using single-well arrays: (1) observed microseismic distributions can result in overly large estimates of stimulated area and volume, and (2) location inaccuracies appear to be a function of orientation of the MOW to the fracture-development plane and increasing distance from the observation well to the microseism location. The advantage of multiple-well arrays is to minimize location errors by addressing several of the five factors causing error noted by Swanson et al. (1992) . This is mainly accomplished by positioning the arrays in several azimuths around the anticipated seisms, resulting in a linearly independent set of constraints on hypocenter locations. The resulting event locations are less sensitive to uncertainties in velocity-model structure, arrival times, and hodogram analysis. In particular, multiple-observation-well arrays alleviate the need for hodogram-based azimuthal determination of event locations, which may work in lower-noise environments, but was not adequate in our field area. Two-well solutions proved to be significantly better than single-well solutions. This confirms previously published modeling work (Maxwell 2009; Warpinski et al. 2009) , showing significant scatter of planar features from single-well monitoring experiments. However, location of the observation wells relative to the microseisms may result in geometry-based bias in event locations. This is because of the increasing influence of velocity variations on the event locations themselves. When two-well solutions have observation wells on opposite sides of the treatment well, the solution generated matched with the three-well solution. The solution realized when both observation wells were on the same side of the treatment showed more deviation from the baseline observation.
On the basis of these analyses, we suggest that consideration needs to be given to array geometry, both in number of observation wells (effective coverage of the target zone) and their (the MOWs) location relative to the treatment zone, to obtain an accurate assessment of reservoir fracturing behavior. The practice of monitoring hydraulic-fracture stimulations and other injection programs from a single observation well has shortcomings. By developing monitoring requirements through numerical models as discussed (examining detectability and locatability) and incorporating monitoring programs with multiple receiver arrays, significant improvements in the precision and accuracy of the location are obtainable and a better determination of the fracture geometry and/or the processed volume is possible.
The geometry of the multiwell solution most accurately reflects the expectation from coring and tracer tests (Fast et al. 1994 ) that hydraulicly induced, sand-propped fractures should be single planar features. These results may call into question previous interpretations of branching and bifurcating fracture networks in the diatomite and suggest that a re-evaluation of drainage areas and well spacings based on these results may be fruitful and economically important. Multiwell recordings will allow for an accurate assessment of fracture growth in the diatomite. Fig. 9 -Contoured error-distribution differences from the three-array configurations (shown in Fig. 1b ) to all decimated two-array (top row) and one-array (bottom row) configurations.
