Abstract. The sampling strategies in many randomized matrix algorithms are, either explicitly or implicitly, controlled by statistical quantities called leverage scores. We present bounds for the sensitivity of leverage scores as well as the leverage scores computed from the top k left singular vectors. These bounds are expressed by considering two real m × n matrices, A and B. Our bounds show that if either the principal angles between A and B are small, or if B − A 2 and A † 2 are small, then the leverage scores of B are close to the leverage scores of A. Additionally, we show that if B − A 2 is small with respect to σ k (A) − σ k+1 (A) then the leverage scores of A and B, as computed from the top k left singular vectors, are close.
1. Introduction. We provide a brief overview of leverage scores and principal angles.
Leverage Scores. Statistical leverage scores were introduced in 1978 by Hoaglin and Welsch [8] to detect outliers when computing regression diagnostics, see also [3, 14] . To be specific, consider the least squares problem min x Ax − b 2 , where A is a real m× n matrix with rank(A) = n. The so-called hat matrix H = A(A T A) −1 A T is the orthogonal projector onto range(A), and determines the fit,b = Hb. The diagonal elements of the hat matrix are called the leverage scores of A,
because ℓ j (A) reflects the leverage of the j th point b j on the corresponding fitb j . To see this, suppose that ℓ k (A) = 1 for some k. Thenb k = b k . Because b k has maximal leverage, it completely determines the corresponding element of the fit. That is, k th canonical vector, e k , is in the column space of A, and b k can be fitted completely without affecting fit of the other elements of b. In contrast, if ℓ k (A) = 0 then b k has zero leverage on the fitb k andb k = 0. That is, e k is perpendicular to the column space of A.
Leverage scores can be stably computed from a thin QR decomposition A = QR, where Q is m × n with orthonormal columns, via ℓ j (A) = e T j Q 2 2 . Leverage scores can also be expressed in terms of the left singular vectors of A that are associated with the non-zero singular values. In fact, for any n × n orthogonal matrix W , e T j Q 2 = e T j QW 2 which leads us to the following definition of the leverage scores of a matrix A. Definition 1.1. Given a m × n real matrix A with m ≥ n and full column rank, let Q be any orthonormal basis for the column space of A. Then, the leverage scores of A are defined as
Leverage scores are the basis for many sampling strategies in randomized matrix computations [10] , including low rank approximations [5] , CUR decompositions [6] , subset selection [1] , Nyström approximations [13] , least squares [4] , and matrix completion [2] .
One can also define the leverage scores of the space spanned by the k dominant left singular vectors. This type of leverage scores is useful when dealing with numerically low rank matrices [5] and low rank matrix approximations [6, 11] . We let ℓ i,k denote the leverage scores computed in this manner and provide the following definition. Definition 1.2. Given a m × n real matrix A, let σ 1 (A), . . . , σ min(m,n) (A) be the singular values of A in descending order and let Q k be any orthonormal basis for the space spanned by the k dominant left singular vectors of A where 0 < k ≤ min(m, n). If σ k (A) − σ k+1 (A) > 0, then the leverage scores of A computed from the k dominant left singular vectors are defined as
Principal Angles. The principal angles, also called the canonical angles, between two matrices, A and B, describe the angles between their subspaces. They give a measure of the distance between the column space of A and the column space of B. These angles can be described in terms of a singular value decomposition. Definition 1.3 ( §12.4.3, [7] ). Given m × n real, full column rank matrices A and B, let Q andQ be any bases of orthonormal columns for A and B, respectively. Let Q TQ = Y ΣZ T be a thin SVD, where Y and Z are n × n orthogonal matrices containing the left and right singular vectors of Q TQ , respectively. Define 
We also use an alternative definition for θ n from [12] . Definition 1.4 ( §5.15, [12] ). Given two real m × n matrices, A and B, let P A and P B be orthogonal projectors onto the column space of A and B, respectively, and define
be the maximal principal angle between the two subspaces.
For θ n , these two definitions are essentially the same. To see the connection, observe that
2. Supplemental Results. Below we present two theorems and a lemma leading up to a leverage score perturbation bound. We consider two m × n matrices of full column rank, A and B, and bound ℓ i (B) in terms of ℓ i (A) and the principal angles between the column spaces of A and B. Next, we bound the largest principal angle in terms of B − A 2 and A † 2 . Finally, we present a second upper bound on the largest principal angle. These results are used to obtain our main results in Section 3.
2.1. Leverage Score Perturbation in Terms of Principal Angles. Theorem 2.1 below uses principal angles and the triangle inequality to bound ℓ i (B) in terms of ℓ i (A).
Theorem 2.1. Let A and B be m × n real, full column rank matrices, and let θ j , for 1 ≤ j ≤ n, be the principal angles between the column spaces of A and B. Then,
In addition, for each i, if ℓ i (A) − sin(θ n ) ≥ 0 and cos(θ 1 ) > 0, then
Proof. See Section A.1. Theorem 2.2 below uses principal angles to bound |ℓ i (A) − ℓ i B|.
Theorem 2.2. Let A and B be m × n real, full column rank matrices, and let θ j , for 1 ≤ j ≤ n, be the principal angles between the column spaces of A and B. Then,
Proof. See Section A. 
Proof. See Section A.3. Theorem 2.3 shows that the largest principal angle is small if the difference between A and B and A † 2 are small. In Theorem 2.4, we show a bound on the maximal angle between the space spanned by the top k left singular vectors of A, and the space spanned by the top k left singular vectors of B. We begin by setting up a little notation. For any m × n matrix A, let σ i (A), for 1 ≤ i ≤ min(m, n), denote the i th singular value of A where
This bound is a modification of [15, Equation 3 .1].
Corollary 2.4 ([15]
). Let A and B be m × n matrices and let Q k andQ k be the k dominant left singular vectors of A and B, respectively.
Proof. See section A.4. Corollary 2.4 shows that the largest principal angle between Q k andQ k is small if the relative difference between A and B is small compared to the singular value gap between the k th and k + 1 th singular values of A. In Lemma 2.5, we present a second upper bound on the largest principal angle between the column spaces of A and B. We use this lemma to remove the condition cos(θ 1 ) > 0 from Theorem 2.1 in the proof for Corollary 3.1.
Lemma 2.5. Given m × n, real, full column rank matrices A and B, let θ j , for 1 ≤ j ≤ n, be the principal angles between the columns spaces of A and B. If
Proof. See Section A.5.
3. Leverage Score Perturbation in terms of Matrix Perturbation. Here we combine our previous results to obtain leverage score perturbation bounds. First, we give two sided bounds for both ℓ i (B) and ℓ i,k (B).
Corollary 3.1. Given m × n real matrices A and B with m > n such that A has full column rank and B − A 2 < A † −1 2 . Then,
In addition, for each
Proof. See Section A.6.
Proof. See Section A.7. 
and if ℓ i (A) > 0, then
Proof. See Section A.8. Corollary 3.4. Given m × n real matrices A and B such that
. Let
Then,
Proof. See Section A.9.
3.1. Leverage score bound for givens rotation. In this subsection, we bound the leverage scores of a matrix G i,j A where G i,j is a Givens matrix that rotates row i with row j by φ radians.
Theorem 3.5. Given the m × n real, full columns rank matrix A with m > n, let G i,j be the m × m Givens rotation matrix that rotates row i with row j by φ radians. Then,
Proof. See Section A.10. This bound shows that the change in leverage score is small if the rotation angle of G i,j is small. 
Experiments.
In this section, we examine the tightness and behavior of Corollary 3.3 with a few carefully constructed examples. In all of the examples, we set m = 500 and n = 15 and we use [9, Algorithm 6.1] to construct the unperturbed matrix A with orthonormal columns. We use this algorithm because it allows us to create a matrix with a wide distribution of leverage scores. It is important to note that since Corollary 3.3 depends on B − A 2 A † 2 , we would not gain any insight on the performance of the bound by considering matrices with different singular values. It is for this reason that we only consider matrices A with orthonormal columns.
In Example 1. Here we present two plots to show how well Corollary 3.3 predicts the behavior of the leverage scores of B = A + E where E is a matrix whose entries are independent realizations of a normal random variable. In Figures 4.1 and 4 .2, we see that Corollary 3.3 accurately bounds the absolute difference between the leverage scores of A and B. In particular, we see the following behaviors.
• Small leverage scores have a larger relative perturbation. When B − A 2 is small, as in Figure 4 .1, the relative bound on the leverage score
, which is larger for small ℓ i (A). On the other hand, when B − A 2 is large, as in Figure 4 .2, the relative perturbation bound on the small leverage scores is O
, which is again larger for small ℓ i (A).
• The absolute perturbation bound for Small leverage scores is flat when B − A 2 is large. When B − A 2 is large, as in Figure 4 .2, the A † 2 B − A 2 2 term in Corollary 3.3 becomes dominant. Thus, the absolute perturbation bound for small leverage scores below a certain threshold is flat as it does not significantly depend on ℓ i (A). The intuition for this is that even a zero leverage score can be increased by a certain amount for a given B − A 2 and this amount becomes significant for small leverage scores.
• Large leverage scores have a small relative perturbation even when B − A 2 A † 2 is large. From Figure 4 .2 we can see that even when B − A 2 A † 2 ≈ 2.5 * 10 −3 , the relative perturbation of the large leverage scores remains small. This is because, for ℓ i (A) ≈ 1, the relative perturbation bound is O( B − A 2 A † 2 ). At first glance, Corollary 3.3 does not look particularly tight as there is a large gap between the experimental data and the bound. This is because the elements of the perturbation, E, were sampled from a normal random variable and thus its affects are spread out among all of the leverage scores.
Example 2. By carefully constructing E, it is possible to focus its affects on a particular leverage score. In Figure 4 .3, we have constructed E in a way that attempts 
and that Corollary 3.3 depends on
Thus, one can see that the main difference between the two corollaries is that Corollary 3.3 depends on the smallest singular value of A whereas Corollary 3.4 depends on the k th singular value gap.
Conclusion.
We have proven multiple perturbation bounds for leverage scores. A.1. Proof of Theorem 2.1. Let Q andQ be the respective column spaces of A and B and let Y and Z be n × n matrices with orthonormal columns as described in Definition 1.3. Define the m × m orthogonal matrix C = QY Q ⊥ . Then
Since the leverage scores of B do not depend on the choice of basis (Definition 1.1),
. The triangle and Cauchy-Schwarz inequality gives us
Since C is an orthogonal matrix,
Also, since C TQ has orthonormal columns, we have Σ 2 + D T D = I, and it follows that
Finally,
Reversing the roles of A and B gives
Rearranging the terms gives
.
A.2. Proof of Theorem 2.2. Let Q andQ be the respective column spaces of A and B and let Y and Z be n × n matrices with orthonormal columns as described in Definition 1.3. Define the m × m orthogonal matrix C = QY Q ⊥ . Then
2 . We begin with
Note that e 
