ABSTRACT
INTRODUCTION
In this note we deal with the matrix equation where A is a complex n X n matrix, H and W are hermitian, H > 0 (positive definite) and W > 0 (positive semidefinite).
We focus (excepting the last section) on a semidefinite W. The case W >0 has been studied by Hill [5] in the more general setting of the inequality and the Stein equation [13] H-A*HA= W.
Our results on (3) will be applied to determine the critical exponent of the spectral norm. In the last section we establish inequalities for the eigenvalues of a matrix A satisfying (1) or (2).
GENERAL THEOREMS
We define In order to determine the number of eigenvalues of A with f(A) = 0 we introduce the following concepts.
The pair (A,B), where A is nX n and B is n X m, is called controllable if rank(B,AB,A2B ,..., A"-'Z3)=n.
The n X nm matrix S(A]B), the controllability matrix of (A, B), is defined by
,..., A"-%). 
SPECIAL CASES
There are two important special cases of Theorem 2 and 3. 
I-A*A= W>O.
If z=x*Ax, then (6) implies Re,z= i(z+z)= &r*(A*+A)x>O. So an eigenvalue X of A with Reh=O is on the boundary of F(A) and Lemma 3 can be applied. Suppose now (7) holds. If ZEF(A), then ].$'= (x*A*x)(x*Ax) < x*A*Ax for some x with x*x= 1. By (7), x*A*Ar < 1, and any eigenvalue h = eiq of A is on the boundary of F(A).
Theorem 4b provides a new proof of the following result of Ptik. Let P(A) be the spectral radius and lIA 11 be the spectral norm of A, IlAll =m.
Zf A is an n x n matrix with /iA II = 1, then
Proof.
From //All = 1 one may deduce (7) and p(A) < 1. We have to show that there is an eigenvalue X of A with IX]= 1. Because of (7) and Lemma 2, the rank of S(A *I V), V2 = W, will be studied. =rank(Z-A*"A").
IIA"Il=l implies that 1 is an eigenvalue of A*"A" or rank(Z-A*"A")<n. Thus rank S(A*] W) < n, and by Theorem 4b at least one eigenvalue of A has modulus 1. 
INEQUALITIES
In this section we give estimates for f(h), when h is an eigenvalue of A. 
(10)
Since the eigenvalues of $ are those of H -li2GH '1' = H -'M, (9) 
