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Abstract 
A combination of self-consistent field theory and density functional theory was used 
to examine the stable, 3-dimensional equilibrium morphologies formed by diblock 
copolymers with a neutral or charged nanoparticle attached either between the two blocks 
or at the end of copolymer. Particle size was varied between one and four tenths of the 
radius of gyration of the copolymer. Phase diagrams were constructed and analyzed in 
terms of thermodynamic diagrams to understand the molecular-level self-assembly 
processes with the aim of determining the appropriate morphologies used as nanoporous 
membranes, (i.e. the periodic, hexagonal arrays of cylinders wherein the particles would 
primarily be located within the interface between the two blocks). Key factors were 
determined to be the particle position, particle size, interactions between the blocks and 
particles, and the copolymer composition and molecular weight.  
Self-assembly of a diblock copolymer under an external field was also investigated by 
overlaying a free energy for an entropic chain, herein modeled as finitely-extensible 
nonlinear elastic dumbbell, onto the standard diblock copolymer free energy expression 
along with the associated energy of the external field. The additional influence of the 
external field, dramatically affected the overall chain extension and orientation, thus 
commensurately affecting the free energy. As a consequence, the stable, equilibrium 
properties of the diblock copolymer system were directly responsive to changes in the 
global properties. The results demonstrated a promising strategy for controlling the 
polymer segmental orientation, the domain densities, as well as the microphase domain 
dimensions.  
 
vi 
We also studied the conductivity of perfluorosulfonate acid (PFSA) polymer 
membranes using a nanoporous network model. The transport of hydronium ions inside 
the network was expressed by an extended Nernst-Einstein equation. Percolation theory 
was used to modify the diffusion coefficient and to illustrate the transport mechanism. 
The conductivity of typical PFSA membranes was quantified in terms of water content, 
equivalent weight, temperature, and polymer architecture. Theoretical predictions of this 
model were compared against experimental data for four different membranes: Nafion, 
Membrane C, a Dow membrane, and a 3M membrane at different water contents and 
temperatures. The comparisons displayed qualitative and quantitative agreement between 
theory and experiment. 
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Chapter 1  
 
Introduction 
 
The goals of this dissertation are as follows:  
1
st
:  To investigate the morphologies of the diblock copolymer/charged particle system 
via a combination of self-consistent field theory and density functional theory. 
2
nd
:  To propose a general proton conductivity equation for the perfluorosulfonate acid 
(PFSA) membranes using continuum percolation theory.  
The progress toward these goals will be presented in successive chapters of this 
dissertation. 
 
1.1  Morphology of Diblock/Charged Particle Systems 
The design of microporous thin films (especially multicomponent thin film) is an 
emerging area of technology with great potential to address many outstanding 
applications in the areas of energy conversion and storage, filtration technology, targeted 
drug delivery, biosensors, microscale separation processes, etc. As one example, consider 
the nanofiltration process.
[1, 2]
 The key benefit of nanofiltration membranes over other 
available types of separation processes (such as ultrafiltration and reverse osmosis) is 
their capability to retain small molecules and ions, both organic and inorganic, at high 
throughput levels; hence steric exclusion is an important factor in their application. 
However, another important factor to their extensive application in the separations and 
purification industries is their ability to retain molecules and ions based on charge; i.e., 
the so-called “Donnan exclusion.”[3, 4] Several types of nanofiltration membranes, organic 
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and inorganic, have been developed and produced on an industrial scale, such as zeolite 
membranes, titanium dioxide membranes, polyamide membranes, sulfonated polymer 
membranes, etc.
[5-8] 
One microporous example is Nafion, a perfluorosulfonic acid 
membrane, which is a well-studied material that has been in use for over 50 years by the 
fuel cell research community in spite of the fact that it has severe limitations in terms of 
maximum conductance capacity, mechanical and thermal stability, and hydration level.
[9-
11]
 The primary reason for the ubiquitous use of Nafion is simply that in all these 50 
years, nothing substantially better has been discovered. 
The pore size, size distribution and component distribution are three key factors 
affecting the performance of microporous membranes. Furthermore, an effective 
microporous membrane should also remain insoluble in the operating environment, 
possess a low thickness, and be mechanically, chemically, and thermally stable.
[12]
 
Effective methods of microporous membrane preparation nowadays include interfacial 
polymerization, layer-by-layer self-assembly, surface modification, and so on. However, 
all these could be very complex processes; e.g., interfacial polymerization depends on 
many conditions, such as the chemical properties of the monomer and solvent, pH, 
temperature, concentration of monomer, and phase transfer catalysis, which lead to 
control and consistency issues in industrial manufacture.
[7]
 In 1991, layer-by-layer self-
assembly technology was first developed by Decher to prepare nanofiltration membranes 
through alternating assembly of anionic and cationic layers.
[13] 
Another well-known 
method of microporous membrane production is using hydrophilizing agents (sulfuric, 
hydrochloric, nitric, and phosphoric acids) to modify reverse osmosis membranes. 
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However, the mechanical properties are generally adversely affected during the 
modification.
[14]
  
Microporous membranes composed of homopolymers with functional side-chains, 
such as Nafion, are also application-limited by their mechanical and thermal stability, 
irregular pore microstructure, hydration capacity, and so on. Diblock copolymers, in 
which the two blocks are composed of mutually immiscible monomeric segments, offer 
one new avenue of progress on account of the wide range of thin film morphologies that 
can be formed due to the microphase separation that results from the chemical tethering 
of the blocks.
[15-21]
 This separation occurs in response to a delicate balance between the 
enthalpic driving force of the constituent copolymer blocks to phase separate and their 
inherent entropic driving force to avoid extended chain configurations. A few examples 
that illustrate the breadth of possible thin-film morphologies are lamellar phases (both 
parallel and perpendicular to the film width) of alternating blocks, hexagonally packed 
cylindrical structures formed by one of the copolymer blocks surrounded by a matrix 
phase of the other block, spheroids of one block surrounded by the other, and more.
[15-24] 
The key advantages of these diblock membranes over homopolymer derivatives are the 
regular pore structure, controllable size, uniform size distribution, as well as the ability to 
choose the blocks of the copolymer to suit particular applications; i.e., the matrix phase 
polymer can be chosen to provide thermal or mechanical stability to the membrane and 
impermeability, whereas the minority phase component can be tuned to the desired 
physiochemical properties of the membrane. Furthermore, the minority phase polymer 
can be so chosen such that it can be thermally or chemically degraded without affecting 
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the matrix phase, thus creating a porous network within a mechanically and thermally 
stable, impermeable thin film.
[25, 26]
 The pore size and size distribution of these pores can 
be controlled by a suitable choice of immiscible copolymer blocks and variations of the 
relative length of each block.  
Self-assembly of block copolymers (BCP) with nanoparticles (NP) provides an even 
more promising means to construct microporous membranes with specific applications or 
requirements, since the BCP-NP system can not only self-assemble into an enormous 
range of interesting nanoscale morphologies,
[13, 25, 27-39]
 but also allows for the possibility 
of tailoring the physiochemical properties of the microphase structure to enhance or 
modify key elements of the membrane functionality, such as conductivity, ionic selection 
and exclusion, etc. Composites of nanoparticles and copolymers lead to the self-assembly 
of a diverse array of complex mesophases, depending on such factors as particle size, 
chemical properties of the particles and blocks, volume fraction of a given block, etc.
[30, 
32, 36, 37]
 Many complex mesophases of particles and copolymer mixtures depend on such 
factors as particle size, chemical properties of the particles and blocks, applied external 
field, volume fraction of a given block, etc.
[24, 40]
  
In most research carried out to date, the copolymer/nanoparticle systems have been 
primarily composite systems; i.e., mixtures of particles and the diblock copolymers. 
Recently, BCP-NP systems have been studied in which the nanoparticles have been 
chemically tethered to the copolymer.
[26, 41-44]
 This incorporates an additional constraint 
into the self-assembly of membrane morphology since the particle contributions to the 
free energy of the system help to direct the formation of the microstructure of the 
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material; i.e., the nanoparticles are directly associated with the entropic configurational 
arrangements of the copolymer block segments, rather than merely energetically (either 
actively, or merely through screening opposite copolymer block segments). In other 
words, the particles cannot simply be pushed into membrane regions that minimize the 
energetic interactions between the blocks of the copolymer, but must be accommodated 
in the entropic self-assembly process as part of the copolymer chain. This can result in 
additional interesting morphologies with more regular patterning (with respect to particle 
density) than BCP-NP composites without particle/chain tethering.
[41-44]
 
Researchers have studied the self-assembled BCP-NP systems for both inorganic (Si, 
Au) and organic (polyhedral oligomeric silsesquioxane, POSS) molecules 
experimentally.
[45, 46]
 The polystyrene-capped gold BCP-NP system has been studied in 
both aqueous and organic media for a wide range of chain lengths. These studies showed 
that a fairly uniform particle distribution could be produced throughout the film.
[45]
 A 
block copolymer tethered with POSS can form arrays of cylindrical channels, with radii 
of approximately 9 nm, by spin coating on a silicon substrate and then exposing to 
solvent vapor.
[26]
 The location and orientation of nanoparticles within the polymer matrix 
can also be controlled by their selectivity and size, opening up a wide range of potential 
applications.
[27]
  
To meet the numerous and demanding technological applications of thin film 
membranes, it will ultimately be necessary to possess the capability to tailor specific 
membrane morphologies using theoretical methods and simulations. For example, in 
nanofiltration membranes, one must be able to control not only the size of the pores but 
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also their charge (Donnan) exclusion via surface charge density, the latter of which is 
predominantly controlled by the nanoparticles. Much experimental effort is currently 
being expended in this area following the intuitive pathways described above, but very 
little theoretical guidance is available to allow a systematic approach toward future 
directed membrane self-assembly.  
Until relatively recently, the development of novel membrane materials has been rate-
limited by the process of experimental determination; i.e., the reliance on physical 
intuition to guide trial-and-error experimentation of potential new membrane materials. 
This involves lengthy and time-consuming chemical syntheses, membrane preparation, 
and physical testing. During the past twenty years, however, a combination of 
experimentation, theory, and simulation have been applied to understanding the key 
physical principles involved in membrane formation, with the result being a growing 
body of knowledge regarding the self-assembly of microporous media. Theoretical 
advances have led to new simulation algorithms as well as adaptation of older techniques, 
such as Monte Carlo,
[29, 39]
 Molecular Dynamics,
[47, 48]
 Dissipative Particle Dynamics,
[31, 
34]
 Self-Consistent Field Theory,
[15-17]
 and Hybrid Field Theory,
[28, 33]
 to the study of 
microporous membrane formation. 
A complete mean field theory for copolymers was first developed by Helfand, which 
was based on the Gaussian random walk model, in 1975.
[49, 50] 
The real-space, self-
consistent field theory (SCFT) is only one of the approximations of this complete mean 
field theory, which has proven to be a powerful technique that is successful for 
discovering and predicting morphologies of complex copolymers, both in bulk and in 
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solution.
[23]
 Much effort has been expended on this type, such as the traditional A-B 
diblock copolymer,
[51]
 A-B-C linear triblock copolymers,
[52]
 A-B-C star triblock 
copolymers,
[53]
 polymer rings,
[54]
 and so on, which were all investigated in either 2 or 3 
dimensions during the past two decades. Recently, much attention has been focused on 
the effect of using chemically pattern substrates to control the resulting system 
morphology,
[22, 23]
 as well as the simulation box size and dimensional confinement effects 
on the resulting phase diagrams, free energy, morphologies and disorder-order transition 
critical point,
[41]
 and the polymer chain behavior in a dilute solutions.
[32]
 The theoretical 
prediction of copolymer mixtures, (such as with hard sphere particles, either free or 
tethered to the blocks block,
[37, 41, 43]
 or short ligands
[55]
) also have drawn a lot of 
attention. 
 Thompson et al. have developed a “SCFT/DFT” approach that combines self-
consistent field theory for the blocks with density functional theory (DFT) for the 
nanoparticles to examine hybrid composite morphologies.
[36, 37]
 Recent theoretical 
research along these lines has demonstrated that these BCP-NP systems can self-
assemble into a variety of interesting morphologies with variable particle distributions 
concentrated at the interfaces between the distinct polymer-rich regions of the self-
assembled structure.
[28, 29, 32, 33, 36, 42]
 Tethering neutral nanoparticles to one end of the 
BCP chain directs additional self-assembled structures, including several types of 
micellar structures, such as rod-like micelles, vesicles, and sphere-like micelles.
[28, 30, 32, 
43, 44]
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Zhu et al.
[43]
 performed primarily 2-dimensional simulations of BCP-NP systems with 
a nanoparticle tethered to one end of the BCP chain. Two cases were studied, one in 
which the particles were neutral to both blocks of the BCP, and one in which the particles 
disfavored both of the blocks. In cases where a neutral nanoparticle (P) was tethered to 
the B block of an AB copolymer, three distinct long-range ordered structures were 
observed. At constant particle radius, when the volume fraction of the A block (𝑓𝐴) was 
low, the ABP molecules packed into a hexagonal array of A-rich cylinders surrounded by 
a B-rich matrix, which preferentially contained the majority of the particles. At 
intermediate values of 𝑓𝐴 , lamellar phases were formed, again with the nanoparticles 
preferentially located in the B-domains. At high values of 𝑓𝐴, a narrow region of B-rich 
cylinders was present, and again the nanoparticles were mostly confined to the B-rich 
domains (i.e., the cylinders). Changing the particle radius had no effect on the qualitative 
characteristics of the phase diagram, although increasing particle size tended to narrow 
the 𝑓𝐴-range of all three ordered phases. When the interactions of the nanoparticles were 
unfavorable to both blocks of the copolymer, a wider range of ordered structures was 
observed, such as morphologies where the particles formed hexagonal arrays of 
cylindrical domains within a matrix of the AB copolymer and lamellar structures where 
particle-rich cylinders were located within the B-rich domains. Zhu et al. also performed 
several fully 3-d simulations, apparently corroborating in these cases the extension of 
their equilibrated 2-d morphologies to 3-dimensional space, although additional domains 
of nanospheres arranged in cubic and quasi-face-centered cubic structures were also 
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noted. However, for many points within the investigated parameter space, it is not clear 
how the restriction to 2-d simulations affected the resulting phase diagrams. 
The second chapter of this dissertation examines the phase diagrams of BCP-NP 
systems in which the nanoparticles are tethered either between the two blocks or at the 
end of one of the blocks using a combination of self-consistent field theory and density 
functional theory in a fully 3-dimensional, as described by Thompson, et al.
[36, 37] 
The 
nanoparticles are allowed to interact (via a standard interaction potential) with neither or 
both blocks of the copolymer (both favorably and unfavorably), and the stable 
equilibrium morphologies are obtained via a suite of 3-dimensional simulations. Phase 
diagrams of the equilibrium morphologies are constructed, of a similar nature to those of 
Zhu et al.,
[43]
 and are compared with their results in the overlapping cases to validate our 
simulations and to explore the differences between their 2-d and our 3-d simulations. 
Using these phase diagrams, identification of several key parameter ranges (in terms of 
molecular weight of the blocks, interaction potentials, nanoparticle position along the 
BCP chain, etc.) are identified that might serve as a guide to future morphological 
tailoring studies of microporous membranes. The primary goal is to determine parameter 
ranges wherein one can obtain morphologies that are amenable to applications in 
microporous membrane technology, such as cylinders of one component of the BCP 
arrayed within a matrix of the other, with a heavy concentration of nanoparticles at the 
interface between the two phases. Selective thermal or chemical degradation of the 
cylindrical BCP component could then lead to a membrane of charged nanotubes, 
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tailoring both steric and charge exclusion into potential microporous membrane 
applications.
[25, 26]
 
The third chapter of this dissertation is to extend the suite of simulations in order to 
study the effect of particle size in fully 3-dimensional geometries to discern not only the 
effect of particle size on the observed morphology, but also to understand the microscale 
physics of the self-assembly process in terms of the system free energy, internal energy, 
and entropy. Similar cases of tethered nanoparticle/copolymer systems are examined as in 
the previous work using a combination of self-consistent field theory and density 
functional theory, as described by Thompson, et al.
[36, 37] 
The nanoparticles are allowed to 
interact (via a standard interaction potential) with neither or both blocks of the 
copolymer, and the stable equilibrium morphologies are also obtained via a suite of 3-
dimensional simulations. Phase diagrams of the equilibrium morphologies are 
constructed, of a similar nature to those of Zhang et al.,
[41]
 as presented in Ch. 2, for 
several values of the particle radius (𝑅𝑔) ranging from 0.1 to 0.4 𝑅𝑔, where the symbol 𝑅𝑔 
represents the radius of gyration of the diblock copolymer chain. The thermodynamics of 
the self-assembly process are also evaluated to aid understanding of the configurational 
interactions that lead to the various morphologies observed in the simulations for the 
various cases. 
In the fourth chapter of this dissertation, a new type of self-consistent mean-field 
model is developed primarily for the purpose of describing equilibrium self-assembly of a 
generic diblock copolymer system under application of an external field. This novel type 
of self-consistent field theory is developed to include local chain properties within the 
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self-consistent free energy expression along with the associated energy of the external 
field. This is necessary because traditional self-consistent field theory is expressed in 
terms of local segmental densities which carry no direct information regarding local chain 
stretching and orientation, both of which can be dramatically affected by the application 
of an external electric or magnetic field. In order to account properly for the application 
of an external field, it was necessary to overlay a free energy expression for an entropic 
chain, herein modeled as a finitely-extensible nonlinear elastic (FENE) dumbbell, onto 
the standard free energy expression of a diblock copolymer within self-consistent field 
theory, which is essentially a Gaussian chain. The additional influence of an external 
field can possibly dramatically affect the segmental, and hence overall, chain extension 
and orientation, thus commensurately affecting the overall system free energy. As a 
consequence, the stable, equilibrium properties of the diblock copolymer system were 
directly responsive to changes in the cumulative properties of an individual polymer 
chain. This investigation reveals the contributing factors that affect the stable morphology 
of a generic diblock copolymer system. The morphological phase diagram is thus 
influenced by the typical parameters, such as volume fractions of the blocks and the 
energetic interaction parameter between the opposite chain segments, but also by the 
strength and orientation of the applied external field. The physical and thermodynamic 
properties of the copolymer system are also highly affected by the external field, such as 
the segmental density distributions, segmental orientation and extension, the degree of 
microphase separation, and the overall free energy, internal energy, and entropy of the 
system.  
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The core of the self-consistent field theory (SCFT) is a coarse-grained model in 
which a polymer was described as a Brownian random walk of a certain number of steps 
(N) with constant step length, l.
[51]
 The step length is treated as the polymer segmental 
length and N is the number of statistical chain segments (one segment may contain one or 
many individual monomeric units). However, the direction of the random step is not 
necessarily always isotropic in the presence of external forces, such as an external field, 
pressure gradient, or shear stress, since compression and/or elongation may occur in a 
certain direction. The FENE model, which was first proposed by Warner when he studied 
the steady shear flow, provides a potential solution to this problem.
[56]
 This model is 
based upon the Hookean (linearly elastic) dumbbell model, which is the simplest model 
for linear flexible polymer.
[57]
 However, whereas the Hookean dumbbell allows for the 
unrealistically infinite extension of the molecules, the FENE dumbbell can be 
parameterized such that the spring is very stiff, hence limiting the segmental extension to 
physically realistic values.  
The FENE model has been extensively used in numerical calculations of equilibrium 
and flow properties of polymer solutions and melts; e.g., Brownian dynamics 
simulations.
[58]
 Based on the difficulty of solving the FENE model, which is expressed in 
terms of a probability distribution function for dumbbell orientation and bead locations, 
researchers have developed several different closed-form expressions for significantly 
simplifying the averaging of orientational and positional degrees of freedom, such as the 
FENE-P model, proposed by Peterlin, and the FENE-CR model, proposed by Chilcott 
and Rallison.
[59]
 The FENE, FENE-P and FENE-CR have a very similar behavior in 
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steady state and transient shear and elongational flows, and there is no quantifiable 
difference in their equilibrium distribution functions.  
The FENE-P model, adopted in this work, provides a very good approximation of 
Hooke’s Law for low values of the trace of the conformation tensor. In the FENE-P 
model, all the necessary information is contained within the second moment of the 
distribution function.
[60]
 Hence this model provided a very convenient method of 
introducing the concept of local segmental orientation and extension/compression into the 
traditional SCFT simply by introducing the known free energy expression for the FENE-
P model into the original SCFT expression for the block copolymer free energy, along 
with the requisite energy expression for the effects of the applied external field. Hence, 
the resulting novel SCFT method makes possible a realistic, consistent simulation for 
determining the self-assembled phase diagram of A-B block copolymer materials under 
the application of an external field, and associated effects and dimensions. 
 
1.2  Conductivity in Perfluorosulfonic Acid Membranes 
One of the most efficient alternative clean energy conversion devices for long-term 
use is the polymer electrolyte membrane fuel cell (PEM-FC). The essential but 
performance-limiting component of a PEM-FC is the proton exchange membrane. 
Perfluorosulfonic acid (PFSA) polymer membranes are the most widely adopted in PEM-
FC technology; for examples, DuPont’s Nafion, Membrane C of Chlorine Engineers 
Corp., Dow’s XUS 13204.10, Aciplex of Asahi Kasei Corp., and membranes developed 
by 3M Corp., all of which are currently commercially available.
[61]
 Hydrogen gas is 
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commonly used as an energy source in a PEM-FC by splitting the H2 molecules into pairs 
of protons and electrons. The hydrated protons move through the membrane, while the 
electrons pass through an external circuit. The efficiency of the PEM-FC depends 
strongly on the rate of transport of protons, which is directly related to the morphology of 
the membrane.  
The chemical structure of a PFSA polymer combines a hydrophobic backbone with 
short hydrophilic side chains terminated with sulfonic acid groups. The chain backbone 
provides the structural support of the membrane, while the sulfonic acid groups donate 
protons to water clusters within the hydrated pores of the membrane.  
During the last two decades, numerous physical and chemical property data of PFSA 
polymer membranes were accumulated under different operational conditions; however, 
their morphological characteristics are still subject to debate. Various membrane 
structural models have been proposed based on the monomeric chemical properties of 
typical PFSA polymers as well as data from neutron and small angle X-ray scattering 
experiments. In hydrated membranes, the PFSA molecules are generally classified as 
assuming various types of model morphologies, such as spherical clusters,
[47, 62] 
the 
reverse micelle-channel model,
[63]
 polymer bundles,
[64, 65]
 channel networks,
[66]
 layered 
structures,
[67]
 and parallel cylindrical pores.
[68]
 Of course, the exact nature of the 
nanoporous morphology is likely highly dependent on the water content.
[11]
 Several of 
these typical morphologies were compared by Schmidt-Rohr and Chen based upon 
experimental data from small-angle X-ray scattering data of Nafion, which was compared 
to simulated structures of the hydrated PFSA environment.
 [68]
 These simulations 
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suggested that a Nafion morphology based on a parallel cylindrical pore channel array 
gave a better match to the X-ray scattering data than the spherical water cluster model, 
channel network model, or the polymer-bundle model. Nevertheless, the conclusion is 
still subject to vigorous debate. 
The hypothesis of cylindrical conduction channels within PFSA membranes has been 
used previously to study the transport properties and proton conductivity within these 
materials. Din and Michaelides performed molecular dynamics simulations to study the 
movement of proton and water within pores of radii 9.36 and 12.24 Å.
[69]
 They found that 
the proton and water distributions depended on the water content and wall surface-charge 
density. Paddison et al. derived a statistical model for a similar system in order to 
investigate the wall surface-charge density dependence.
[70, 71]
 This model was extended to 
incorporate species transport equations within the pores by Kumar et al.;
[72]
 these 
researchers were able to predict conductivities of Nafion membranes as functions of pore 
radii, surface-charge distribution, water content, etc. Although fundamental, these 
transport equations require the specification of several structural parameters (such as pore 
radius, charge distribution, pore length, etc.) that cannot easily be obtained directly from 
experiments. In the fifth chapter of this dissertation, we exploit some key architectural 
characteristics of the PFSA macromolecules, coupled with percolation theory, to 
calculate the diffusion coefficient that dictates the strength of the conduction effect of the 
Nernst-Einstein equation under different environmental conditions of water content and 
temperature. 
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In the model derived herein for conductivity and dry membrane density calculations, 
we assumed that the PFSA polymer membrane was composed of a nanoporous network 
of indeterminate morphology. The sulfonic acid groups at the terminal position of the 
side chains were assumed to be distributed randomly on the inside walls of the pores. For 
a given PFSA polymer membrane, the free volume of the dry membrane was calculated 
and assumed to equate to the total dry-channel volume of the nanoporous network. Under 
exposure to humidified air, water enters into the nanopores and hydrates the protons of 
the sulfonic acids groups. These pores were assumed to be deformable. The expression of 
membrane conductivity was based on the Nernst-Einstein equation, which depends 
directly on the diffusion coefficient of hydronium ion. This coefficient was developed 
using continuum percolation theory, which also aided the theoretical understanding of the 
proton transport mechanism. Predictions of this model were compared against 
experimental data for four different types of PFSA membranes: Nafion 117, Dow XUS 
13204.10, Membrane C (produced by Chlorine Engineers, Japan), and a 3M membrane.  
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Chapter 2  
 
Simulations of Block Copolymer/Charged 
Particle Systems at Constant Particle Radius 
 
This chapter is based on the published paper 
     “A self-consistent field study of diblock copolymer/charged particle system 
morphologies for nanofiltration membranes,” B. Zhang, X. Ye, and B.J. Edwards, J. 
Chem. Phys., 139, 244909 (2013).
[41]
  
 
2.1  Methodology  
We examine two block copolymer/nanoparticle (BCP-NP) systems: (a) the particle is 
tethered at the free end of the B block of the copolymer (ABP), and (b) the particle is 
tethered between the two blocks (APB).  The free energy of the system is expressed 
within the framework of self-consistent field theory/density functional theory 
(SCFT/DFT) with interaction parameters quantifying the affinities between the blocks 
and particles. These parameters are denoted using 𝜒𝐴𝐵𝑁 and 𝜒𝑖𝑃𝑁 (i = A or B), where 
𝜒𝐴𝐵 is a binary interaction potential of the Flory-Huggins type between dissimilar 
monomers and N is the total number of monomers per chain. The quantity 𝜒𝐴𝐵 is positive 
and describes the degree of incompatibility (immiscibility) of the two blocks of the BCP. 
In this study, we have assumed typical ranges for this interaction parameter in the five 
target systems (described below) that were examined using SCFT/DFT simulations; 
i.e.,  𝜒𝐴𝐵𝑁 ∈ [8, 28]  in dimensionless units.
[17, 20, 21, 23, 24, 32, 36, 43, 73-77]
 The interaction 
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parameters between the particles and blocks, 𝜒𝑖𝑃𝑁, are assumed to be short-ranged and of 
the Flory-Huggins type; i.e., negative when the particles favor a particular block, and 
positive when they disfavor a block. This type of short-range interaction potential has 
been assumed in prior dissipative particle dynamics studies of charged polymer 
membranes (e.g., Wu et al.
[78]
) where the effects of atomistic potentials, such as Lennard-
Jones and Coulombic, are coarse-grained into Flory-Huggins type of mesoscopic 
interaction parameters. Hence the interactions of charged particles on diblock film 
morphology are primarily steric (excluded volume) and energetic (particle surface 
interactions with neighboring chain segments), both being short-ranged interactions at the 
mesoscale. Hence, modeling the particle interactions using Flory-Huggins type 
parameters should provide a reasonable estimation of these interactions for the types of 
block copolymers used for nanofiltration membranes, where charge susceptible polymer 
backbone chains is undesirable. The values of the 𝜒𝑖𝑃𝑁 assumed for the target systems 
are presented in Table 2-1. These values were chosen based on those assumed by Zhu et 
al.
[43]
  
We chose five target systems to study in the 3-dimensional simulations, with the 
corresponding interaction parameter values defined in Table 2-1. The first of these 
corresponds to the case examined in two dimensions by Zhu et al.,
[43]
 that of neutral, end-
tethered nanoparticles (ABP-N), which can be used to validate our 3-d simulations and to 
determine differences between these and the 2-d simulations of Zhu et al. We also 
examined the following four cases: 1.) particles tethered to the end of the B-block which 
disfavor the A-block and favor the B-block (ABP-AP); 2.) particles tethered to the end of 
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the B-block which disfavor the B-block and favor the A-block (ABP-BP); 3.) neutral 
particles tethered between the two blocks (APB-N); and 4.) particles tethered between the 
two blocks that disfavor the A-block and favor the B-block (APB-AP). (Note that APB-
BP was not examined since it is symmetric with the APB-AP case.) These systems were 
targeted because together they describe all combinations of charged-species interactions 
with the possible blocks of the BCP.  
Table 2-1. Interaction parameters between blocks and particles for the target systems. 
System ABP-N ABP-AP ABP-BP APB-N APB-AP 
𝜒𝐴𝑃𝑁 0.0 30.0 -30.0 0.0 30.0 
𝜒𝐵𝑃𝑁 0.0 -30.0 30.0 0.0 -30.0 
 
The radius of a spherical hard particle, 𝑅𝑃 , is set to 0.33 𝑅𝑔 , where 𝑅𝑔  is the 
unperturbed mean-square radius of gyration of the copolymer chain. (This value was 
chosen since it is the lowest value of this parameter examined by Zhu et al., where the 
various regions of the phase diagrams are the widest—see Fig. 3 of Zhu et al.)[43] For a 
given system volume, 𝑉, the variable f denotes the overall volume fraction of the AB 
copolymer chain, and 𝑓𝑃 represents the overall particle volume fraction. According to the 
assigned value of 𝑅𝑃 (0.33𝑅𝑔), 𝑓𝑃=0.035. We denote as 𝑓𝐴 and 𝑓𝐵 the volume fractions of 
the A and B blocks of the polymer chain. Thus we have 𝑓(𝑓𝐴 + 𝑓𝐵) + 𝑓𝑃 = 1.0.  
In the framework of the SCFT/DFT method, the dimensionless free energy F (relative 
to 𝑁𝐶𝑘𝐵𝑇, where 𝑁𝐶  is the number of chains, 𝑘𝐵 is Boltzmann’s constant, and 𝑇 is the 
absolute temperature) of an ABP or APB system is given by the expression
[16, 17, 36, 37]
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Here 𝜙𝐴(𝐫), 𝜙𝐵(𝐫), and 𝜙𝑃(𝐫) are the local volume fractions of the A-block, B-block, 
and the particles. Also,  𝜉(𝐫)  is the Lagrange multiplier that is used to ensure the 
incompressibility condition, 𝜒𝑖𝑗𝑁 quantifies the interaction between components i and j, 
and 𝜌𝑃(𝐫)  is the distribution of particle centers. The local particle volume fraction, 
𝜙𝑃(𝐫), is expressed as 
    
1
' '
r'
r r r r
P
P P
R
R
f
d
V
 


    (2.2) 
and the weighted nonlocal volume fraction of particles, 𝜙
𝑃
(𝐫), is given by 
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In the above expressions, 𝑉𝑅 is the volume of a sphere with radius 𝑅𝑃, and 𝑉2𝑅 is the 
volume of a sphere with radius 2𝑅𝑃 . HS  quantifies the steric energy of the particles 
according to a modified Carnahan-Starling equation for a hard-sphere fluid,
[79]
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The hard-sphere fluid described by this equation is rather limited in scope, primarily 
being limited to solid particles with very little surface flexibility, such as metallic 
nanoparticles which were investigated in previous work.
[41, 43]
 There are other potentials 
that could be used in a similar treatment, such as potentials for core-shell 
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nanoparticles,
[80]
 but care needs to be exercised for these soft particle systems with 
respect to the surface integrations, discussed below. 
The symbol Q in Eq. (2.1) is the system partition of the entire chain, including the 
particle, and is defined as 
    , ,r r rQ d q s q s    (2.5) 
where 𝑞(𝐫, 𝑠) and 𝑞+(𝐫, 𝑠) are the forward and backward propagators, which represent 
the probabilities of finding a segment s at position r, with the particle viewed as an 
additional chain segment. This is slightly different than the approach of Ginzburg,
[55]
 who 
separated the contribution of the grafted particles to the overall partition function since, in 
that work, the particles were grafted onto oligomeric ligands and not the polymer chains. 
The propagators are introduced according to a Markov process, and satisfy the modified 
diffusion equations
[38]
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The 𝑤𝑖 in Eq. (2.1) is the self-consistent field potential of component 𝑖. In Eqs. (2.6) and 
(2.7), this quantity is 𝑤𝐴 , if 0 < 𝑠 < 𝑓 ∙ 𝑓𝐴 , and 𝑤𝐵 , if 𝑓 ∙ 𝑓𝐴 < 𝑠 < 𝑓 . The initial 
condition on the forward propagator, 𝑞(𝑠, 𝐫), is 𝑞(0, 𝐫) = 1 for both the ABP and APB 
systems. The initial condition on the backward propagator, 𝑞+(𝑠, 𝐫) , is 𝑞+(𝑓, 𝐫) =
∫ 𝑑𝐧 exp (−𝑤𝑝(𝐫 + 𝑅𝑃𝐧)) for the ABP system, while it is 𝑞
+(𝑓, 𝐫) = 1 for the APB 
system. Note the implication that the particles are firmly grafted onto the polymer chains; 
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i.e., they are effectively constrained to the role of an additional segment of the overall 
chain in this work, or a ligand in previous work.
[55]
 A particle will at least partially 
occupy a number of adjacent simulation cells, and it is hence necessary to consider the 
orientation of the tethering point at the particle surface. The symbol 𝐧 denotes a unit 
vector, which specifies the direction from the surface of a particle to its adjacent segment 
of the copolymer chain. A surface integral thus quantifies an orientational probability of 
the tethering location. The forward and backward propagators are then determined using 
Eqs. (2.6) and (2.7).  
Minimizing the free energy of Eq.(2.1) with respect to the system variables 𝑤𝐴(𝐫), 
𝑤𝐵(𝐫), 𝑤𝑃(𝐫), 𝜙𝐴(𝐫), 𝜙𝐵(𝐫), 𝜌𝑃(𝐫), and 𝜉(𝐫) yields the mean-field equations 
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        r r r rA AB B AP Pw N N         (2.12) 
        r r r rB AB A BP Pw N N         (2.13) 
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    (2.16) 
We used the Alternating Direction Implicit Method with periodic boundary conditions in 
three dimensions to solve the SCFT/DFT equations.
[81-83]
 The calculation results were 
used for the combinatorial screening of new mesophases in BCP-NP systems. A 
simulation began with setting the initial values of 𝜙𝐴(𝐫) and 𝜙𝐵(𝐫) according to the 
Gaussian distribution, while the initial value for the particle center distribution function, 
𝜌𝑃(𝐫), was uniform and the initial Lagrange multiplier 𝜉(𝐫) was set to the null value. 
Next, calculations were performed of the particle volume fraction 𝜙𝑃(𝐫) via Eq. (2.2), the 
weighted non-local volume fraction ?̅?𝑃(𝐫)from Eq. (2.3), and the self-consistent field 
potential fields 𝑤𝐴(𝐫), 𝑤𝐵(𝐫), 𝑤𝑃(𝐫) from Eqs. (2.12)-(2.14). The propagators 𝑞(𝑠, 𝐫) 
and 𝑞+(𝑠, 𝐫) could then be determined, which were used to calculate the copolymer chain 
partition function Q from Eq. (2.5). The next step evaluated the local block volume 
fractions 𝜙𝐴(𝐫) and 𝜙𝐵(𝐫) using Eqs. (2.8) and (2.9), while the particle volume fraction 
𝜙𝑃(𝐫) and the weighted non-local volume fraction 𝜙𝑃(𝐫) were determined using Eqs. 
(2.2) and (2.3) after evaluating 𝜌𝑃(𝐫) using Eqs. (2.10) and (2.11). The surface integrals 
in Eqs. (2.10) and (2.11) were approximated with sufficient accuracy using the mean-
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value theorem, ∫ 𝑓(𝐧) 𝑑𝐧 = 𝑓̅ ∙ 𝑆, where S is the area of the surface of integration and 𝑓 ̅
is the mean value of 𝑓(𝐧) over the surface. surface. In the present case, 𝑓(𝐧) is given by 
the local particle density function. Since a particle center is located at the center of a cell, 
it was assumed that the surface area of the particle in each adjacent cell had a common 
value. In this circumstance, an average particle density can be calculated using the 
simulated value in each cell, which can then be multiplied by the total surface area of the 
particle, 4𝜋𝑅𝑝
2. This calculation was tested using an independent code that calculated the 
local particle densities in adjacent cells based on a randomly-generated distribution with 
explicit area counting in each cell. The two methods agreed with each other within 5% of 
the total area in all cases. The Lagrange multiplier 𝜉(𝐫) was calculated according to Eqs. 
(2.12) and (2.13) under the incompressibility constraint of Eq. (2.15). Finally, the fields 
𝑤𝐴(𝐫), 𝑤𝐵(𝐫), 𝑤𝑃(𝐫), and 𝜉(𝐫) were updated using a simple mixing method and the 
procedure was iterated until convergence was achieved.
[16, 83]
 The calculations were 
carried out until the self-consistent field potential differences between two consecutive 
iterations were smaller than 10
-5
, and the incompressibility condition was satisfied.
[42, 43, 
73]
  
       The calculation box size must be determined in correspondence with the natural 
periodic length of the system morphology, especially in the transition regions between 
lamellar, spherical, and cylindrical structures. We performed verifications typically using 
twelve different box sizes varying from about 4.6 𝑅𝑔  to 6.9 𝑅𝑔  (from 32 × 32 × 32 to 
48 × 48 × 48 cell numbers) with cell cubes of dimension 0.144 𝑅𝑔with 200 segments of 
a Gaussian chain. We used different initial conditions to decide which morphology was 
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the most stable by comparing their free energies.
[17]
 We varied 𝑓𝐴  and 𝜒𝐴𝐵𝑁 
systematically to construct phase diagrams for the target systems in Table 2-1 in order to 
determine the most promising morphologies for nanofiltration applications and the 
strategies (i.e., parameter mappings) required to generate them. Each phase diagram 
presented above consists of results of 3-d simulations covering 91 distinct points in a 
representative range of parameter space, (𝑓𝐴 , 𝜒𝐴𝐵𝑁), optimizing box size as necessary. 
 
2.2 Results and Discussion 
In each of the five target systems, the cylinder, lamellar, and spherical morphologies 
were the most stable ordered structures formed during the self-assembly process. The 
particles were generally distributed unequally in the two block copolymer domains, and 
often agglomerated into distinct particle-dense regions of the self-assembled structures, 
as described in Section 2.2.3.  
 
2.2.1 Phase diagram of end-tethered particle systems 
We examined three separate cases of end-tethered particles. In each case, the particle 
was tethered to the free end of the B-block of the copolymer. The three systems studied 
correspond to cases where the particle is neutral to both blocks of the copolymer (ABP-
N), where it disfavors the A-block but favors the B-block (ABP-AP), and vice versa 
(ABP-BP). We will discuss each of these three cases in the following subsections. 
 
 
26 
2.2.1.1 The neutral particle system (ABP-N) 
The ABP-N system of end-tethered nanoparticles was first studied using 2-
dimensional SCFT/DFT simulations by Zhu et al.,
[43]
 for which 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 = 0. We 
performed 3-d simulations of the same system at 𝑅𝑃 𝑅𝑔⁄ = 0.33 over similar ranges of 
𝜒𝐴𝐵𝑁 (∈ [11,28]) and 𝑓𝐴 (∈ [0.2,0.8]) as assumed by Zhu et al. Figure 2-1 presents the 
phase diagram of these 3-d simulations, which is similar to the phase diagram of stable, 
2-d morphologies of Zhu et al.; however, the phase diagram for our system is shifted to 
lower values of 𝜒𝐴𝐵𝑁 than that of Zhu et al. for the appearance of the ordered regions (cf. 
Figure 2-1, where 𝜒𝐴𝐵𝑁 ≈ 12.0 at the ordered-phase critical point, with Figure 2-2 of 
Zhu et al., where 𝜒𝐴𝐵𝑁 ≈ 15.0). Presumably, this is due to the 2-d confinement effect: 
the confinement is known to increase the miscibility of polymer blends. Therefore, the 
critical point of their 2-d simulation is much higher than our 3-d simulations.
[84]
 The 
particle volume fractions are also different between our 3-d and their 2-d simulations: as 
mentioned above, we chose to use the same value for the ratio 𝑅𝑃 𝑅𝑔⁄ = 0.33 as Zhu et 
al.; however, this corresponds to a value of 𝑓𝑃 = 0.098 in the 2-d simulations, whereas it 
is 0.035 in the 3-d simulations. This difference impacts the values of the particle surface 
and volume integrations appearing in Eqs. (2.10), (2.11) and (2.14). Therefore, our 
critical point of the ordered-phase transition is closer to that of the pure diblock 
copolymer, which is known to occur at a value of 𝜒𝐴𝐵𝑁 ≈ 10.0.
[20]
  
As evident from Figure 2-1, only disordered morphologies (D) exist for 𝜒𝐴𝐵𝑁 <
12.0 . For higher values of this parameter, one also finds five distinct ordered 
morphologies depending on the volume fraction of the A-block. At relatively low values  
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Figure 2-1. Morphological phase diagram of the ABP-N system, as defined in Table 2-1. 
The different morphological regions are denoted as lamellae (L), hexagonally packed 
cylinders formed by the A block (CA), cylinders formed by the B block (CB), nanospheres 
formed by the A block (SA), nanospheres formed by the B block (SB), and disordered 
phases (D).  
 
of 𝑓𝐴, there exists a morphology composed of A-rich cylinders (CA) that are hexagonally 
packed within the B-dominated matrix region. Conversely, at relatively high values of 𝑓𝐴, 
the hexagonal cylinders are rich in the B-block of the copolymer (CB), surrounded by an 
A-rich matrix phase. Typical values of the local volume block fraction of the dominant 
cylinder component typically reach 0.95. For intermediate values of 𝑓𝐴, we observe the 
usual lamellar region (L) where the segregation of the blocks of the copolymer is 
extreme, with alternating layers typically possessing a local volume fraction of the 
dominate block in the range of [0.9,0.95]. Two spherical morphologies, SA and SB, are 
formed immediately outside of the CA and CB regions, at slightly lower and higher values 
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of 𝑓𝐴, respectively. These morphologies are comprised of nanospheres arranged on body-
centered cubic lattices, which are either A-rich or B-rich, depending on the value of 𝑓𝐴.  
The spherical morphologies described above were not found in the 2-d simulations 
of Zhu et al. at this value of 𝑅𝑃 𝑅𝑔⁄ = 0.33—see Fig. 2 of Zhu 2010.
[43]
 The reason for 
this is most likely that the 2-d simulations simply were not able to distinguish between 
the spherical and cylindrical morphologies, and hence the CA region of the 2-d 
simulations corresponds almost exactly to the combined CA and SA regions of the 3-d 
simulations, and likewise for CB. However, Zhu et al. stated that they performed a few 
sample 3-d simulations for this system for 𝑅𝑃 𝑅𝑔⁄  values in the neighborhood of 0.33, but 
noticed no differences between their 2-d and 3-d simulation phase diagrams. Therefore, 
we investigated these regions of our phase diagram very carefully to ascertain the most 
stable morphology by varying the simulation box size from 4.6×4.6×4.6 to 
6.9×6.9×6.9𝑅𝑔
3  (corresponding to 30×30×30 to 48×48×48 cells) and initial conditions 
(covering metastable morphologies of disordered, cylindrical, and spherical states formed 
from previously converged solutions). Zhu et al. stated that they examined box sizes of 
48×48×48, whereas most of our minimum free energy states were determined with box 
sizes in the neighborhood of 33×33×33 or 42×42×42. For a box size of 48×48×48, we 
found free energy values significantly higher than those for smaller box sizes, and 
morphologies that were either perforated lamellar
[20, 73]
 or gyroidal,
[20, 74, 75]
 depending on 
the state point. The accuracy of the particle surface integration in our model is limited by 
the lattice size, which might cause the free energy comparisons between the various 
morphologies at specific state points in these narrow regions of phase space to contain 
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numerical approximation errors; however, the particular morphology we report at each 
state point corresponds to the one with the absolute lowest value of the free energy as 
calculated in our simulations. Regardless of any possible approximation error, we believe 
that these more complex morphologies, if occurring at all, only exist in such narrow 
regions of state space (at least at the particle size examined herein) as to be practically 
inaccessible. Specifically, the difference between two simulation state points is 0.05 𝑓𝐴 at 
the same value of 𝜒𝐴𝐵𝑁, whereas the region where the gyroidal morphology is present is 
known to be quite narrow (< 0.05), and the cylinder or lamellar regions are also known to 
overlap partially the gyroidal region (which is only metastable in these overlapping 
regimes).
[83]
 These reasons make it is difficult to decide the exact gyroidal region of 
global stability in this method, assuming that it exists. Note that at higher values of 
𝑅𝑃 𝑅𝑔⁄  (0.45), Zhu et al. did observe spherical morphologies of the sort noted above. (For 
the value of 𝑅𝑃 𝑅𝑔⁄ = 0.45, the corresponding value of 𝑓𝑃 is 0.0835.) 
It is instructive to examine the behavior of the internal energy and entropy of the 
stable morphologies within the various regions of the phase diagram—see Figure 2-2. For 
this purpose, the free energy of Eq. (2.1) is split into components arising from energetic 
effects (the first three terms within the integral), which we assign the symbol 𝑈  and 
entropic effects (all other terms), which we define as 𝑆 , according to the standard 
Legendre transformation, 𝐹 = 𝑈 − 𝑇𝑆 . Each of these quantities is rendered 
dimensionless in the same way as the free energy of Eq.(2.1), with 𝑈 relative 𝑁𝐶𝑘𝐵𝑇 and 
𝑆  relative to 𝑁𝐶𝑘𝐵 . At 𝜒𝐴𝐵𝑁 = 11 , the system is always in the disordered regime 
regardless of the value of 𝑓𝐴. The energetic contribution to the free energy displays a  
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Figure 2-2. Energetic and entropic contributions to the free energy at various values of 
𝜒𝐴𝐵𝑁, as noted in the legends. ∆𝑈 and ∆(𝑇𝑆) are calculated relative to their values at 
𝑓𝐴 = 0.2 at the respective value of 𝜒𝐴𝐵𝑁. The vertical lines denote the approximate phase 
boundaries of the various morphologies. 
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maximum at roughly 𝑓𝐴 ≈ 0.5 . (This maximum occurs slightly less than 𝑓𝐴 = 0.5 
because of the non-zero value of the particle volume fraction, 𝑓𝑃 = 0.035.) The energetic 
contribution for the ABP-N system varies as the integral of 𝜒𝐴𝐵𝑁𝜙𝐴𝜙𝐵 ≈ 𝜒𝐴𝐵𝑁𝜙𝐴(1 −
𝜙𝐴) since 𝜙𝑃 ≪ 1, so in a disordered state, where the local concentration of each block is 
roughly proportional to its relative fractional chain length, the maximum of Δ𝑈 in the 
vicinity of 𝑓𝐴 ≈ 0.5 is expected. The entropic contribution remains null, independent of 
the value of 𝑓𝐴, which is a consequence of the assumption of statistical equivalence of the 
A and B segments (sometimes referred to as “conformational symmetry”). Since the A 
and B segments are indistinguishable from each other in the model, as long as the overall 
chain length remains the same there is no configurational entropic effect associated with 
varying the relative lengths of the blocks. With Δ𝑆 = 0, the free energy change with 
increasing 𝑓𝐴 is equivalent to Δ𝑈. Although the change in entropy (relative to its value at 
𝑓𝐴 = 0.2) is Δ𝑆 = 0 regardless of 𝑓𝐴, its absolute value is not zero, and configurational 
entropy is the dominant driving force in maintaining the disordered state of the system in 
spite of the non-zero value of 𝜒𝐴𝐵𝑁 = 11.0. 
When the interaction parameter is increased to𝜒𝐴𝐵𝑁 = 12.0, as in Figure 2-2b, 
ordered phases develop in the vicinity of 𝑓𝐴 ≈ 0.5 —see Figure 2-1. The increased 
interaction energy, U, has grown to a magnitude where it can compete with the 
randomizing entropic potential, S. At small and large values of 𝑓𝐴, the entropy can still 
overcome the energetics of the repulsive forces between the A and B segments since the 
number of interactions is fewer than when the blocks have an equal number of segments. 
In these regions, the phase is disordered and the energy and entropy display the same 
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qualitative behavior as for the case of 𝜒𝐴𝐵𝑁 = 11. For 𝑓𝐴 ≈ 0.5, however, the energy can 
be reduced by phase segregating the A and B segments, as mandated by the parabolic 
expression 𝜒𝐴𝐵𝑁𝜙𝐴(1 − 𝜙𝐴), which nears global minima as 𝜙𝐴 → 0, 1. This segregation 
results in a large decrease in the configurational entropy due to packing frustration as the 
chains adopt unnatural configurations, which drives up the free energy. The chain 
configurations are compressed and packed within the minor phase domains, whereas the 
chains comprising the matrix phase are stretched in accordance with the constant density 
assumption. Nevertheless, this randomizing driving force is not severe enough to 
overcome the energetic decrease, leading to a stable ordered phase. Phases of cylinders or 
lamellae are formed, depending on the relative block lengths (i.e., the value of 𝑓𝐴), with 
the junctures of the two blocks and particles primarily located at the interfaces. The 
surface area of these interfaces is determined by a delicate balance between the entropic 
packing frustration within the structure and the necessity of minimizing the contact area 
between the A and B segments. The exact morphology (cylinders, lamellae, or, at higher 
𝜒𝐴𝐵 , spheres) that appears is determined largely by this balance between the packing 
volume of the structure and its interfacial surface area. As the relative lengths of the 
blocks change (varying 𝑓𝐴), this balance can change drastically, hence requiring more 
numerous but smaller domains (higher surface area to volume ratio), vice versa, or, in the 
most drastic cases, a change in the morphology of the system to accommodate it.  
When the interaction parameter is increased to 𝜒𝐴𝐵𝑁 = 18, there are five distinct 
morphological regimes: D, SA, CA, L, CB and D, moving from left to right in Figure 2-2c. 
At this value of 𝜒𝐴𝐵𝑁, the energetic contribution to the free energy is comparable to that 
 
33 
of the entropy, and more morphologies arise to accommodate the required balance 
between interfacial surface area and packing volume. Furthermore, these structures 
appear for smaller minority chain lengths (i.e., smaller and larger values of 𝑓𝐴) than for 
the case of 𝜒𝐴𝐵𝑁 = 12 since the relative contribution of the entropy to the free energy 
has decreased. 
2.2.1.2 Interacting particle systems (ABP-AP and ABP-BP) 
Zhu et al.
[43]
 also examined a 2-dimensional system wherein particles tethered to the 
end of one of the blocks were disfavored equally by both of the blocks of the copolymer. 
Here we study the case where the end-tethered particle favors the B block, to which it is 
attached, while disfavoring the A block (ABP-AP) and the inverse case (ABP-BP), as 
displayed in Table 2-1. We retained the particle radius at 𝑅𝑃 𝑅𝑔⁄ = 0.33.  
In the case of the ABP-AP system, we set the particle-block interaction parameters at 
values of 𝜒𝐴𝑃𝑁 = 30 and 𝜒𝐵𝑃𝑁 = −30, such that the particle has an affinity to the B 
block to which it is tethered and a revulsion to the A block. Since the particles are 
attached to the B blocks, we expect that the phase diagram for this system will 
qualitatively resemble that of the ABP-N system, but drive the particle distributions even 
more prominently into the domains of the self-assembled structures that are dominated by  
the B block. Consequently, one could possibly tailor in a specific volume fraction of 
particles within the B-rich regions of the morphologies by fine-tuning the affinity of the 
particles to the B block of the copolymer, as discussed in Section 2.2.3. 
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Figure 2-3. a.) Morphological phase diagram of the ABP-AP system with favorable BP 
interactions and unfavorable AP interactions. b.) Phase diagram of the ABP-BP system 
with favorable AP interactions and unfavorable BP interactions. 
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       The phase diagram for the ABP-AP system is presented in Figure 2-3a. For 𝜒𝐴𝐵𝑁 < 
8, only the disordered phase was stable as the order-inducing energetic contribution of the 
repulsive A-B block interactions was not sufficient to overcome the randomizing entropic 
contributions to the free energy. An evident change from the ABP-N system of Figure 
2-1 is that the ordered-phase critical point in the ABP-AP system has been shifted 
downward on the 𝜒𝐴𝐵𝑁 -axis relative to that of the ABP-N copolymer. Because the 𝜒𝐴𝑃𝑁 
and 𝜒𝐵𝑃𝑁  parameters are no longer zero, two additional terms in Eq. (2.1) are 
contributing to the internal energy of the system. Although the terms 𝜒𝑖𝑃𝑁𝜙𝑖𝜙𝑃  can 
significantly impact the free energy in localized domains, which are relatively rich in 
particles, they do not contribute substantially to the overall free energy of the system 
since 𝑓𝑃 ≪ 1.0. Nevertheless, the primary driver of this downward shift is the affinity of 
the B segments for the particles, which induces the B segments to cluster and compress 
around the particles, thereby reducing the number density of particles and B segments 
directly exposed to the A blocks. This results in a lower overall internal energy 
contribution to the total free energy, but also relieves some of the entropic packing stress, 
thus allowing ordered phase segregation at lower values of 𝜒𝐴𝐵𝑁 than in the ABP-N 
system. Another key change evident in Figure 2-3a from the ABP-N phase diagram of 
Figure 2-1 is that the CA and CB regions have widened whereas the lamellar region has 
shrunk, which is likely due to the lowering of the internal energy by the negative BP 
interactions (recall that 𝜒𝐵𝑃𝑁𝜙𝐵𝜙𝑃 is a negative quantity), thus shifting the ratio of 
interfacial area to packing volume higher.  
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    The corresponding phase diagram for the ABP-BP system is displayed as Figure 
2-3b, where the particle-block interaction parameters were set at 𝜒𝐴𝑃𝑁 = −30  and 
𝜒𝐵𝑃𝑁=30.0. In the ABP-BP case, it is evident that the ordered-phase critical point has 
shifted upward. Now that the particles favor the A segments, rather than the B blocks to 
which they are tethered, a huge entropic penalty must be overcome to form an ordered 
phase since the particles preferentially tend to concentrate at the interfaces where they 
can be near to the A segments, thus forcing the B blocks to assume loop and hairpin-like 
configurations, or to stretch across the dimensions of the domain. Consequently, the 
overall contribution of the internal energy to the free energy must be significantly larger 
than in the neutral particle (ABP-N) case to overcome the large reduction in short-range 
configurational entropy of the B blocks—refer to Figure 2-2, which is qualitatively 
similar to the present case. The morphological phase diagram of Fig. 3b resembles more 
that of the neutral particle case of ABP-N (Figure 2-1) than that of the ABP-AP case 
(Figure 2-3a). As in the ABP-BP case, the phase diagram exhibits an expanded CA 
region, while the CB region is relatively narrow. The A-rich cylinder morphology of the 
CA region is stabilized by the favorable AP interactions.  
 
2.2.2 Phase diagram of center-tethered particle systems (APB-N and APB-AP) 
     We simulated two systems in which the interacting particles were located at the 
juncture of the diblock copolymer, between the A and B blocks. The first case is that of a 
particle that is neutral to both blocks (APB-N), and the second where the particle favors 
the B segments and disfavors the A segments (APB-AP). Note that the second case is 
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statistically equivalent to that in which the particle favors A and disfavors B. Since the 
particles are tethered between the two copolymer blocks, it seems natural to expect that 
one might find many interesting morphologies here in which the particles are heavily 
concentrated at the interfaces between the A-rich and B-rich domains.    
The morphological phase diagram of the APB-N system is presented in Figure 2-4a, 
where 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 = 0.0. Because the particle is neutral to both A and B segments, the 
phase envelope is symmetric about 𝑓𝐴 = 0.5 since there is no physical difference in this 
model between A and B blocks, other than through the dimensionless interaction 
parameters. Again there appear six general types of morphologies, corresponding to 
disordered domains, A-rich and B-rich cylinders, A-rich and B-rich spheres, and 
lamellae. The morphological phase diagram for the APB-AP system (center-tethered 
particle for 𝜒𝐴𝑃𝑁 = 30.0 and 𝜒𝐵𝑃𝑁 = −30.0) is depicted in Figure 2-4b. Compared to 
the APB-N system, the CA region of the phase diagram has widened whereas the CB 
region has shifted to the right. In all cases, the particles are heavily dispersed within the 
B-rich domains of the structures, as one would expect given the high degree of affinity 
between the particles and the B segments—refer to section 2.2.3. (Note that this case is 
equivalent to the APB-BP system with the A and B blocks interchanged.)  
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Figure 2-4. a.) Morphological phase diagram of the APB-N system in which the particle 
is tethered between the two blocks and is neutral to both. b.) The phase diagram of the 
APB-AP system where the particles favor the B blocks and disfavor the A blocks. Due to 
symmetry, the inverse system, APB-BP, has the same phase diagram when 𝑓𝐴 is replaced 
with 𝑓𝐵. 
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2.2.3 Particle density distributions 
Three types of cylinder morphologies were discovered in the 3-d simulations, each 
with a distinct distribution of particles within the A-block and B-block dominated 
domains—refer to Figure 2-5a. In reference to Figure 2-5b, c, and d, these three 
morphologies are as follows: (a) particle-rich matrix domains surrounding hexagonally-
packed, particle-lean cylinder cores; (b) particle-rich interfaces between the cylinders of 
one block and the matrix formed by the other; and (c) particle-concentrated cylinder 
cores surrounded by a particle-depleted matrix phase with a dilute layer of screening 
particles at the interface. Three important factors acted concertedly to affect particle 
location during the self-assembly process, as well as the cylinder diameter and the length 
scale of the hexagonal array: (1) the location of the tethering point of the particle to the 
copolymer chain, (2) the particle-block interaction parameters and the block-block 
interaction parameter (𝜒𝑖𝑗𝑁), and (3) the A-block volume fraction (𝑓𝐴). The effects of 
these quantities on the phase diagrams of the previous sections of the self-assembled 
structures will be described in the following paragraphs, focusing primarily on the 
cylinder morphologies rather than those forming lamellae or spheres, as being of greater 
interest to nanofiltration applications. 
With reference to Table 2-2, the values of the cylinder diameters in the CA and CB 
regions are determined based on the intersection of the 𝜙𝐴 and 𝜙𝐵 curves in Figure 2-5b, 
c, and d, and the packing dimensions are defined as the distance between neighboring 
cylinder centers. These values are critically important for steric exclusion in 
nanofiltration membranes. Typical values of the cylinder diameter and packing  
 
40 
 
Figure 2-5. a.) Schematic diagram of possible particle-rich regions (left) and the cylinder 
hexagonal packing configuration (right). In the left figure, the symbols denote the 
following regions of the most stable, ordered cylindrical structure: polymer matrix (a), 
cylinder interface (b), and cylinder core (c). In the right diagram, the lengths of the black 
line segments denote the packing dimension.  Rows b.), c.), and d.) are the example 
morphologies (left column) and sample distributions (right column) representing the 
various regions depicted in a.):  b.) particles concentrated within the matrix domain 
(APB-AP, 𝑓𝐴 = 0.75, 𝜒𝐴𝐵𝑁 = 18); c.) particles concentrated at the interface (ABP-BP, 
𝑓𝐴 = 0.65, 𝜒𝐴𝐵𝑁 = 21); and d.) particles concentrated within the cylinder cores (APB-
AP, 𝑓𝐴 = 0.35, 𝜒𝐴𝐵𝑁 = 18). The block and particle volume fractions in the right column 
are plotted in units of 𝑅𝑔 corresponding to the periodic spatial location along the black 
line in the morphological images on the left. 
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dimension for different values of 𝑓𝐴 and 𝜒𝑖𝑗𝑁 are displayed in Table 2-2. The results are 
as one would intuitively expect: as 𝜒𝐴𝐵𝑁 is increased at fixed 𝑓𝐴 , the diameter of the 
cylinders and the packing dimension increase. This trend occurs because the cylinder 
surfaces require less curvature (i.e., less surface area relative to volume) since the 
associated decrease in internal energy is mitigated by the increased energetics of the 
mismatch between the two copolymer blocks.
[18, 20]
. Furthermore, as 𝑓𝐴  is increased 
(when 𝑓𝐴 < 0.5 ) at fixed 𝜒𝐴𝐵𝑁 , the diameter of  the cylinders and the packing 
dimensions also increase. This is also intuitive since in these CA morphologies, increasing 
the length of the A block increases the potential for packing frustration, which balances 
the energetics of the interfacial curvature. 
     Besides steric exclusion, an equally important factor influencing the rejection ratio of 
nanofiltration membranes is the charge (Donnan) exclusion.  To proceed, it is necessary 
to set quantitative criteria as to acceptable design specifications; i.e., concentration levels 
of particles at the interface, etc. This is, of course, rather arbitrary without a specific 
application in mind, so we set rather strict criteria and screened parameter space to 
identify cylindrical morphologies that possess cores with a local volume fraction of the 
major component of at least 0.80 while that of the minority phase is less than 0.10, as 
well as interfaces with local particle volume fractions that are at least 75% greater than 
the overall particle concentration of 𝑓𝑃 = 0.035; i.e., 𝜙𝑃 ≈ 0.06. 
      Table 2-3 displays information about each of the cylindrical morphologies observed 
in the simulations: the domain with the greatest concentration of particles, the average  
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Table 2-2. Typical values of cylinder diameters and packing dimensions. The error 
associated with these values is ±0.14 𝑅𝑔, which is due to the discretization of the 
simulation grid. 
system diameter (𝑅𝑔) packing dimension (𝑅𝑔) 𝜒𝐴𝐵𝑁 𝑓𝐴 
ABP-N [2.0, 2.2] [4.1, 4.6] 21 [0.3, 0.35] 
 
[2.0, 2.5] [4.1, 5.0] ［21, 25] 0.3 
ABP-AP [2.1, 2.5] [4.4, 4.7] 25 [0.25, 0.35] 
 
[1.8, 2.5] [3.0, 4.7] [12, 25] 0.35 
ABP-BP [1.3, 1.8] [3.0, 4.1] 25 [0.3, 0.35] 
 
[1.5, 1.8] [3.0, 4.1] [15, 25] 0.35 
APB-N [1.6, 2.1] [3.1, 3.4] 25 [0.25, 0.3] 
 
[1.4, 2.1] [3.0, 3.4] [21, 25] 0.3 
APB-AP [2.4, 3.0] [4.8, 5.0] 25 [0.3, 0.35] 
 
[2.0, 3.0] [4.4, 5.0] [18, 25] 0.35 
 
values of 𝜙𝑃  at the interfaces, and whether or not it is possible for the specific 
morphology to meet the nanofiltration (NF) membrane design criteria, as stated above.  
The particles in the ABP-N system are primarily uniformly distributed within the B-
rich domains for all ordered morphologies occurring within the investigated region of 
parameter space, (𝑓𝐴 , 𝜒𝐴𝐵𝑁), which confirms the results of Zhu et al. at this value of 
𝑅𝑃 𝑅𝑔⁄ = 0.33. This is intuitively expected, since the particles do not disfavor either 
block, and thus effectively act as an additional non-interacting B segment at the end of B 
block. Consequently, there is no energetic driving force to preferentially distribute the 
particles non-uniformly within the A or B domains, and the particle distribution is then 
naturally concentrated within the B-rich domains since it is tethered to the end of this 
block. In the CB region of parameter space, the particle volume fraction at the interface is 
approximately 0.065, and the concentrations of the A and B blocks within the cylinder 
cores and matrix, respectively, are approximately 0.85; hence this region of the 
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morphological phase diagram meets are criteria for application to nanofiltration 
membranes. 
For the ABP-AP system, however, there is more than simply an entropic effect 
induced by the attachment to the B block; there is also an effect arising from the high 
affinity of the B segments toward the particles, which provides the segments with a 
strong energetic motivation to cluster around the particles, in addition to the 
incompatibility of the particles with the A segments. As in the ABP-N system, an 
acceptable particle concentration (approximately 0.075) can be achieved at the interfaces 
in the CB region of parameter space; another positive improvement over the ABP-N 
system is that the cylinder domain regions (CA and CB) of the phase diagram are much 
wider than the previous case, allowing more flexibility in the tuning of design 
parameters.  
In the case of the ABP-BP system, where the particles disfavor the B segments and 
favor the A segments, the cylinders are very diffuse, with wide interfaces.  Although the 
particle distribution exhibits peaks in the relatively large interfacial regions, the overall 
magnitude of 𝜙𝑃  does not meet the stated design criterion of 0.06. Furthermore, the 
concentration of the respective blocks within the matrix or cylinder cores is very low, 
approximately 0.7. 
In the APB-N system, the particles act merely as a screen to shield the A and B 
segments from each other. Consequently, the maximum concentration of particles occurs 
at the interfaces, where the particles act to screen the A and B segments from each other.  
Nevertheless, since the particles are neutral to both types of segments, there is a 
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significant concentration of particles that remain in the cylinder cores and the matrix 
phase, thus reducing the concentration at the interface to a value below the stated design 
criterion. However, increasing the degree of mismatch between the A and B segments 
can drive more particles to the interface, where they reduce the system energy by 
screening the A and B segments from each other; hence an acceptable value of 𝜙𝑃 can 
actually be achieved if 𝜒𝐴𝐵𝑁 is high enough. 
The APB-AP system, in which particles disfavor the A segments and favor the B 
segments, provides a very wide range of possibilities for NF membrane applications.  
When the length of the A block is relatively small (the CA region), A segments are 
predominantly located within the cylinder cores, with a high concentration of particles at 
the interface screening the B blocks; however, these particles are only located there 
because of their location along the chain (i.e., tethered between the A and B blocks) 
simply because from the viewpoint of the A segments, the particles are energetically 
more unfavorable than the B segments at low values of 𝜒𝐴𝐵𝑁. Nevertheless, the highest 
particle concentration is within the matrix domain since the particles are attractive to the 
B segments, which thus tend to surround them. As 𝜒𝐴𝐵𝑁  is increased, the energetic 
mismatch between the A and B segments increases in magnitude relative to the mismatch 
between the A segments and particles (𝜒𝐴𝑃𝑁 = 30.0), and hence the A blocks ultimately 
view the particles as simply additional B segments.  Hence there is a decreasing energetic 
tendency for the A blocks to push the particles away from the interface and into the 
matrix phase.  At the same time, there is a lower driving force for the B blocks to pull the 
particles into the matrix phase since the B segments increasingly want to avoid the 
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interfaces where they come into close proximity with the A segments. Hence, as 𝜒𝐴𝐵𝑁 is 
increased, the natural location of the center-tethered particles concentrates them at the 
interface, and it indeed becomes possible to meet the stated design criteria.  When the A 
blocks are relatively long (the CB region), the natural tendency of the A segments to 
repulse the particles pushes them toward regions of high interfacial curvature, forcing the 
B segments into highly compacted cylinder cores.  This effect is intensified as 𝜒𝐴𝐵𝑁 is 
elevated since the degree of mismatch between the A and B segments increases relative 
to the A-P and B-P interactions. Consequently, the particles are increasingly located at 
the interfaces, given their tethering location between the two blocks.  In both the CA and 
CB regions, the cylinder cores and surrounding matrix are almost entirely free of the 
opposite segments at high values of 𝜒𝐴𝐵𝑁; i.e., 𝜙𝐴  and 𝜙𝐵  are approximately 0.95 in 
their respective domains. Note that the APB-BP morphological phase diagram is simply 
the mirror image of the APB-AP diagram, so the stated conclusions also apply to the 
BCP-NP system. 
In summary, the most reliable way to produce copolymer thin films with cylinders of 
highly concentrated particles at the interface is to have particles that possess a high 
affinity for the B segments while strongly disfavoring the A segments. In this case, a 
moderately sized domain of the phase diagram, the CB region, is accessible to this 
particular morphology. Careful tuning of the relevant interaction parameters between the 
blocks and the particles might therefore provide a pathway to tailoring of both steric and 
charge screening in nanoporous copolymer membranes once the cylinder-forming block 
of the copolymer has been thermally or chemically degraded. 
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Table 2-3. The particle-rich domains for different cylindrical morphologies in BCP-NP 
systems and particle volume fractions at the interfaces. The matrix, interface, and 
cylinder core are defined in Figure 2-5a. As 𝜒𝐴𝐵𝑁 or 𝑓𝐴 increases, the particle density 
also increases (but generally less than 0.01 in absolute value). 
System 
Morphology 
region 
Particle-rich 
domain 
Typical value of 
particle density 
at the interface 
Candidate for NF? 
ABP-N CA matrix ~0.035  
 
CB cylinder core ~0.065 yes 
ABP-AP CA matrix ~0.040  
 
CB cylinder core ~0.075 yes 
ABP-BP CA interface ~0.045  
 
CB interface ~0.050  
APB-N CA interface ~0.055 yes, if 𝜒𝐴𝐵𝑁 ≥ 28 
 
CB interface ~0.055 yes, if 𝜒𝐴𝐵𝑁 ≥ 28 
APB-AP CA matrix ~0.050 yes, if 𝜒𝐴𝐵𝑁 > 21 
 
CB interface ~0.070 yes 
 
2.2.4 Critical point of the phase diagrams 
It is interesting to examine the effect that particle affinity has upon the ordered-phase 
segregation in the ABP and APB systems. The critical point of the ordered-phase 
envelope is displayed as a function of different pairs of of 𝜒𝐴𝑃𝑁 and 𝜒𝐵𝑃𝑁 at 𝑓𝐴 ≈ 0.5 in 
Figure 2-6. For the ABP system (Figure 2-6a), the left most datum point corresponds to 
the ABP-BP system studied above, and the right most to the ABP-AP system, with the 
ABP-N system at the center of the profile. When the particles are highly repulsive to the 
B segments and highly attractive to the A segments, the critical point remains constant at 
a value of 𝜒𝐴𝐵𝑁 ≈ 13. In this regime, the entropically unfavorable configurations caused 
by the particle attraction to the A segments dominate the overall free energy, as described 
above. Because of this, morphologies with the desired concentration of particles at the 
interface of the cylinder domains cannot be achieved. As the particle interaction strength 
 
47 
decreases, the energetic effects begin to counteract the effect of the configurational 
entropy until the particles are completely neutral in the ABP-N system. Here the particles 
tend to agglomerate at the interface to screen the A and B segments from each other, 
producing a counterintuitive high concentration of particles between the cylinder cores 
and matrix phase. Moving further to the right in Figure 2-6a, the end-tethered particles 
primarily act as additional B segments, at least from the perspective of the A segments, 
and so the particle concentration in the A phase, whether in the cylindrical domains (CA 
region) or in the matrix phase (CB region), is exceedingly low; consequently, the particle 
concentration at the interface and in the B-rich domains is higher than in the neutral 
particle system. This increasingly high degree of segregation moving to the right in 
Figure 2-6a provides the driving force for the decrease in the critical point.  
 
Figure 2-6. Values of 𝜒𝐴𝐵𝑁 of the ordered-phase critical points for diblock copolymers as 
functions of the particle/block interaction parameters. a.) end-tethered particles. b.) 
center-tethered particles. Note that the data profile should be symmetric around the point 
𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 = 0 due to the symmetry of the APB systems. 
 
As for the APB system displayed in Figure 2-6b, the qualitative behavior displays the 
same trend exhibited by the ABP systems; i.e., the minimum decreases with increasing 
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disparity between the two block-particle interaction parameters moving to the right from 
the neutral APB-N system. The reason for this is the same as above: the increasingly 
repulsive force between the A segments and the particles drives a higher degree of 
segregation of the particles at the cylinder interfaces and within the B-rich domains. 
Consequently, the APB-AP system possesses higher concentrations of particles at the 
interfaces than the neutral APB-N system, in general, and an increasing value 
of 𝜒𝐴𝑃𝑁 drives down the ordered-phase critical point and leads to even higher 
concentrations of particles at the cylinder interfaces. This type of information could be 
very important for initial screening of particle interaction properties for grafting onto 
block copolymers designed for specific applications.  
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Chapter 3  
 
Simulations of Block Copolymer/Charged 
Particle Systems at Variable Particle Radius 
 
This chapter is based on the published paper 
     “The effect of particle size on the morphology and thermodynamics of diblock 
copolymer/tethered-particle membranes” B. Zhang, and B.J. Edwards, J. Chem. Phys, 
142, 21, 214907 (2015)
[85]
 
  
3.1 Methodology 
We applied the real-space self-consistent field theory coupled with density functional 
theory (SCFT/DFT)
[36, 37]
 as discussed in the Ch. 2 to simulate the BCP-NP systems 
studied in this chapter. In general, a suite of simulations was performed for systems of B-
end-tethered (ABP) and center-tethered (APB) particles with ranges of radii ( 𝑅𝑃 ∈
[0.1, 0.4 𝑅𝑔]), volume fraction of the A segment (𝑓𝐴 ∈ [0.20, 0.80]), and interaction 
parameters (𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 ∈ [0, 20]), where 𝜒𝑖𝑃𝑁 is the Flory/Huggins-type interaction 
parameter between the particles and the i-th block segments multiplied by the chain 
length, which includes both neutral and strongly interacting particles. Exact details of the 
systems examined will be described below. 
The overall volume fraction of the particles is determined based on the radius of the 
particle size being simulated as 𝑓𝑃 = 0.0009, 0.0079, 0.026, and 0.0602 for the particle 
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radii of 0.1, 0.2, 0.3, and 0.4 𝑅𝑔, respectively. A continuity relationship can then be used 
to calculate the overall volume fraction of component B:  𝑓 ∙ (𝑓𝐴 + 𝑓𝐵) + 𝑓𝑃 = 1.   
The general procedure for solving the SCFT/DFT system of equations was described 
by Zhang et al.,
[41]
 as described in Sec. 2.1. Summarizing, simulations were performed in 
cubic boxes made up of an equivalent number of cubic cells in each direction. The size of 
each cell was held constant at 0.109 𝑅𝑔; however, the overall simulation volume was 
varied in increments of 0.109 𝑅𝑔 ranging from 3.27 𝑅𝑔 to 5.232 𝑅𝑔, which corresponds to 
simulation boxes with 30-48 cells in each direction. When necessary, smaller and larger 
simulation boxes were also used to check for slight variations in the free energy minima. 
Each simulation began with setting the initial local values of 𝜙𝐴(𝐫) and 𝜙𝐵(𝐫) using a 
Gaussian random number generator, whereas 𝜌𝑃(𝐫) was uniform and 𝜉(𝐫) was zero at all 
locations. (In certain cases, a prescribed initial morphological condition was specified to 
examine closely the free energy differences of local minima of comparable magnitudes.)  
 
3.2 Results and Discussion  
Results of the simulations are presented below in context of four critical areas of 
practical interest necessary to understand the physical effects of particle size on the self-
assembly processes of tethered-particle/block-copolymer systems. The first phenomenon 
to be examined is the effect of particle size and particle/block interaction strength on the 
critical point where ordered phase formation first appears as a function of the A-B 
interaction energy parameter, 𝜒𝐴𝐵𝑁. Second, the effect of particle size and particle/block 
interaction strength on the free energy of the overall system is studied, paying particular 
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attention to its decomposition into energetic and entropic contributions. Next, the 
variations in the morphological phase diagrams of two systems studied in Ch. 2 in 
response to changes in particle size are discussed, and finally, several technologically 
important morphologies induced by particles of different sizes are displayed along with 
their associated density profiles. 
 
3.2.1 Examination of the critical point for the order/disorder transition 
Table 3-1 displays the critical points for the disorder/order transition of the 
morphological phase envelope at 𝑓𝐴 = 0.5 for several cases of particle-block interaction 
parameters,  𝜒𝑖𝑃𝑁, where 𝑖 = 𝐴, 𝐵, for both B-end-tethered (ABP) and center-tethered 
(APB) particle/copolymer systems. The critical point is herein defined as the value of 
𝜒𝐴𝐵𝑁 in each specific case at which the morphology of the system first switches from a 
disordered phase to an ordered, lamellar microstructure as 𝑓𝐴  is varied over the range 
[0.2, 0.8]. To obtain a reasonably objective and system-independent quantitative measure 
of the critical value of 𝜒𝐴𝐵𝑁, we employed the somewhat arbitrary criterion that the 
critical point occurs when the maximum difference of 𝜙𝐴(𝐫) and 𝜙𝐵(𝐫) at any location 
within the system is greater than 0.3; i.e., max |𝜙𝐴(𝐫) − 𝜙𝐵(𝐫)| > 0.30. This value was 
chosen based primarily on intuition gained from past experience more than anything else, 
although we also chose the value 0.3 based on the match between the known value of 
𝜒𝐴𝐵𝑁 (~ 10.5—11.0) for the transition point in the case of a pure A-B block copolymer 
(i.e., without particles)
[86, 87]
 to the (ABP) case of neutral particles (𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 = 0) 
with 𝑅𝑃 = 0.1𝑅𝑔, which was the smallest value of radius examined herein. For the pure 
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A-B block copolymer, Leibler
[86]
 calculated a value of 10.5 for the transition, whereas 
Fredrickson and Helfand
[87]
 determined that the critical point depended on the chain 
length, approaching a value of ~11 as 𝑁 decreased from the limit of infinite chain length. 
As it turned out, however, the exact critical point value calculated in this manner was for 
the most part independent of the value chosen as long as it fell within the range of [0.2, 
0.8], since 𝜙𝐴 and 𝜙𝐵 vary strongly near the critical point, producing very steep transition 
functions. 
Table 3-1: The critical points (quantified using the value of 𝜒𝐴𝐵𝑁 at the disorder/lamellar 
transition) of the ABP and APB systems at 𝑓𝐴 = 0.5. Error is believed to be less than ± 
0.05. 
 ±𝜒𝐴𝑃𝑁 0 5 10 15 20 
𝑅𝑃 (𝑅𝑔)  Critical points of the ABP system 
0.1 
𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 
11.0 
11.0 11.0 11.0 11.0 
𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁 10.9 10.9 10.9 10.9 
−𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 11.0 11.0 11.0 11.0 
0.2 
𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 
11.1 
11.1 11.1 11.1 11.1 
𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁 11.0 10.8 10.7 10.5 
−𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 11.3 11.4 11.6 11.7 
0.3 
𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 
11.5 
11.5 11.5 11.5 11.5 
𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁 11.1 10.6 10.1 9.6 
−𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 11.9 12.3 12.7 13.0 
0.4 
𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 
12.2 
12.1 12.1 12.1 12.0 
𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁 11.3 10.3 9.1 7.8 
−𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 12.8 13.4 13.8 14.0 
  Critical points of the APB system 
0.1 
𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 10.9 
10.9 10.9 10.9 10.9 
𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁 10.9 10.9 10.9 10.9 
0.2 
𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 11.0 
11.0 11.0 11.0 11.0 
𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁 11.0 11.0 11.0 11.0 
0.3 
𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 11.2 
11.2 11.2 11.2 11.2 
𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁 11.2 11.2 11.1 11.0 
0.4 
𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 11.7 
11.6 11.6 11.6 11.6 
𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁 11.6 11.4 11.0 10.6 
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In the absence of particles, the critical point occurs at 𝑓𝐴 = 0.5, since this corresponds 
to the highest free energy of interaction based on the maximum in the internal energy, 
which varies as the integral of the term 𝜒𝐴𝐵𝑁𝜙𝐴(𝐫)𝜙𝐵(𝐫)  and which quantifies the 
concept that the highest energy state corresponds to the situation which contains the most 
repulsive interactions; i.e., the case where the number of A and B segments is the same. 
Keep in mind that although the A and B segments experience repulsive interactions with 
each other, from a statistical point of view they are equivalent, implying that chain 
configurational entropy is constant irrespective of the value of 𝑓𝐴 in the disordered phase; 
e.g., see Figure 2-2. Consequently, the maximum in the internal energy at 𝑓𝐴 = 0.5 
determines the exact value of the critical point. It corresponds to the point where the A-B 
repulsive interactions become large enough to induce a transition to an ordered phase, 
even though such an occurrence drastically reduces the chain configurational entropy. In 
the presence of particles, however, the value of 𝑓𝐴 is only approximately 0.5 since the 
particles contribute to the free energy of the system through the integral of the additional 
energetic terms 𝜒𝐴𝑃𝑁𝜙𝐴(𝐫)𝜙𝑃(𝐫) + 𝜒𝐵𝑃𝑁𝜙𝐵(𝐫)𝜙𝑃(𝐫)  in Eq. (2.1). In other words, 
given the continuity expression 𝑓𝐴 + 𝑓𝐵 + 𝑓𝑃 = 1, the transition point is located in the 
general neighborhood of 𝑓𝐴 ≈ 0.5 since 𝑓𝑃 ≪ 1. 
For the ABP system, four cases were examined: the first (case 1) was 𝜒𝐴𝑃𝑁 =
𝜒𝐵𝑃𝑁 = 0, corresponding to neutral particles. Case 2 was given by 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 > 0, 
corresponding to particles disfavoring both A and B segments, as well as cases 3 and 4 
where 𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁 ≠ 0, in which the value of 𝜒𝐴𝑃𝑁 was both positive and negative, 
corresponding to particles disfavoring A segments while favoring B segments, and vice 
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versa. In all cases, the absolute value of 𝜒𝐴𝑃𝑁 was varied over the range of [0, 20]. For 
center-tethered particle chains (APB), only three cases were studied due to the symmetry 
of the copolymer; hence the case where 𝜒𝐴𝑃𝑁 assumed negative values was physically 
equivalent to the one in which it was always positive. 
3.2.1.1 End-tethered particle/copolymer systems 
3.2.1.1.1 Case 1 
From Table 3-1, it is evident that the critical point of the B-end-tethered neutral 
particle system (case 1: 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 = 0 ) is a strong function of particle radius, 
increasing from a value of 11.0 for 𝑅𝑃 = 0.1𝑅𝑔 to 12.2 for 𝑅𝑃 = 0.4𝑅𝑔. One must keep 
in mind that the stable, equilibrium morphology of the system is determined by the global 
minimum in free energy with respect to each possible microphase. Whereas the free 
energy is the sum of two contributions, i.e., the internal energy and the entropy (𝐹 = 𝑈 −
𝑇𝑆), the transition from the disordered phase to the ordered, lamellar structure is dictated 
by a complex balance between these two contributions. The internal energy contribution  
to 𝐹 is given by the integral of the first three terms of the integrand on the right side of 
Eq. (2.1), 𝜒𝐴𝐵𝑁𝜙𝐴(𝐫)𝜙𝐵(𝐫) + 𝜒𝐴𝑃𝑁𝜙𝐴(𝐫)𝜙𝑃(𝐫) + 𝜒𝐵𝑃𝑁𝜙𝐵(𝐫)𝜙𝑃(𝐫) , whereas the 
entropic contribution is constituted of all the remaining terms in Eq. (2.1). Since it is 
universally true that 𝜙𝑃 ≪ 1, 𝜙𝐵 ≈ 1 − 𝜙𝐴, the integrand of the energetic contribution to 
the free energy can be expressed as approximately equal to 𝜒𝐴𝐵𝑁𝜙𝐴(1 − 𝜙𝐴) +
𝜒𝐴𝑃𝑁𝜙𝐴𝜙𝑃 + 𝜒𝐵𝑃𝑁(1 − 𝜙𝐴)𝜙𝑃 . For neutral particles, only the first of these terms is 
non-zero, and in the disordered phase, 𝜙𝐴 tends to values in the middle of its range of [0, 
1] because the entropic contribution dominates the free energy, even though the internal 
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energy attains its maximum value at about 𝜙𝐴 ≈ 0.5. As 𝜒𝐴𝐵𝑁  increases, the internal 
energy within the disordered phase increases proportionally, driving up the free energy 
even though the entropic contribution still dictates the stable (disordered) morphology 
and changes little with increasing 𝜒𝐴𝐵𝑁. Nevertheless, given the inverted parabolic form 
of the internal energy contribution (𝜒𝐴𝐵𝑁𝜙𝐴[1 − 𝜙𝐴]), eventually the free energy of the 
system can be lowered by driving 𝜙𝐴 toward the fringes of its range, causing an abrupt, 
dramatic decrease in the internal energy, and hence initiating a phase separation to a more 
ordered phase, even though this results in a substantial decrease in the configurational 
entropy of the system. [The reader can visualize the above arguments with reference to 
Figure 3-2, below.] 
With no intrinsic preference for A or B segments ( 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 = 0 ), neutral 
particles contribute directly only to the entropic part of the free energy, although they 
indirectly influence the internal energy by locally affecting the value of  𝜙𝐴. Hence when 
the neutral particles are relatively small, they do not greatly influence the system 
configurational entropy or internal energy, and values of 𝜒𝐴𝐵𝑁 at the critical point are 
approximately the same (10.5—11.0) as in the case of a pure A-B block copolymer.[86-88] 
As particle size becomes significant, however, the particles influence the entropic 
contribution to the free energy by increasing the effective non-local particle volume 
fraction, 𝜙
𝑃
, according to the Carnahan-Starling expression in Eq. (2.1), 
(4𝜙
𝑃
− 3𝜙
𝑃
2
) (1 − 𝜙)
2
⁄ . Hence increasing particle size, which effectively increases 𝜙
𝑃
, 
results in a corresponding increase in the configurational entropy of the system. Although 
A and B segments are statistically equivalent, the same is not true of the particles, and 
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hence increasing particle volume fraction results in an increase of the entropic 
contribution to the free energy. As a consequence, the energetic repulsive interactions of 
the A and B segments must be stronger as 𝑅𝑃  increases in order to overcome the 
additional entropic penalty associated with forcing the chains into an ordered state.  
For the most part, the neutral particles generally concentrate within the B-rich 
domains since they are tethered to the B-end of the block copolymer. However, in some 
circumstances, the neutral particles will preferentially occupy sites that tend to screen the 
repulsive A and B segments from each other at the interfaces of the A-rich and B-rich 
domains, thereby effectively lowering the internal energy contribution to the free energy. 
As a consequence, a greater value of 𝜒𝐴𝐵𝑁 is required to reduce the mitigating screening 
effect of the particles in order to drive the system into an ordered phase. As the particles 
increase in size, their screening potential becomes higher, and thus it requires a greater 
degree of repulsion between the A and B segments to initiate a microphase separation. 
Therefore, in these circumstances, this additional screening mechanism can play an 
important role in determining the relative concentrations of the particles within and at the 
interfaces of the A-rich and B-rich domains. 
3.2.1.1.2 Case 2 
Irrespective of particle size, when the particles are equally repulsive to both A and B 
segments, the effect of increasing 𝜒𝑖𝑃𝑁 is negligible. When 𝜒𝑖𝑃𝑁 < 𝜒𝐴𝐵𝑁, the particles 
can still act as screens, although less effectively, between the more repulsive A and B 
segments. However, once 𝜒𝑖𝑃𝑁 > 𝜒𝐴𝐵𝑁 , the driving force toward particle screening 
between the A and B segments is removed, resulting in a lower entropically-induced 
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increase in 𝐹, and therefore one might expect to observe an associated decrease of the 
critical value of 𝜒𝐴𝐵𝑁. This is due to the fact that the particle no longer has a screening 
effect when it is highly repulsive to both blocks, and as such it merely acts as an 
additional segment attached to the end of the B chain, which does not affect the 
configurational state of the polymer chain to as great of a degree as it does when the 
particle prefers to locate between the highly repulsive A and B segments, regardless of 
the magnitude of 𝜒𝑖𝑃𝑁. Nevertheless, the overall effect of repulsive particles to both A 
and B segments is to lower the critical value of 𝜒𝐴𝐵𝑁  necessary to induce a 
morphological phase transition from a disordered state to an ordered one, although this 
trend is very slight given that the contributions of 𝜒𝑖𝑃𝑁 to the free energy are quite small 
in that the energetic term, 𝜒𝐴𝐵𝑁𝜙𝐴(1 − 𝜙𝐴) + 𝜒𝐴𝑃𝑁𝜙𝐴𝜙𝑃 + 𝜒𝐵𝑃𝑁(1 − 𝜙𝐴)𝜙𝑃 , is 
relatively unchanged since 𝜙𝑃 ≪ 1. Consequently, such a trend is only barely noticeable 
in the data of Table 3-1 for the largest particle radius, 𝑅𝑃 = 0.4𝑅𝑔 , where the slight 
additional contribution of the particles to the internal energy effectively lowers the 
necessary degree of repulsion (quantified by 𝜒𝐴𝐵𝑁) to initiate a transition to an ordered 
morphology. 
Although there appears to be little effect on the value of the critical point, increasing 
the particle/block interaction parameters when 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 > 0 induces a slight but 
definite increase in the degree of segregation between the A-rich and B-rich domains, as 
displayed in Figure 3-1 for the case of 𝑅𝑃 = 0.2𝑅𝑔. This appears to be a consequence of 
the slight but increasing contribution to the internal energy of the particle density 
distribution, 𝜒𝐴𝑃𝑁𝜙𝐴𝜙𝑃 + 𝜒𝐵𝑃𝑁(1 − 𝜙𝐴)𝜙𝑃 , and hence to the overall system free 
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energy, which effectively pushes the phase separating ordered morphology slightly 
further toward the fringes of the 𝜙𝐴 range [0, 1]. 
 
Figure 3-1. The maximum density difference (max|𝜙𝐴 − 𝜙𝐵|) as a function of the 
particle/block interaction parameters  𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 at 𝑅𝑃 = 0.2𝑅𝑔 and  𝜒𝐴𝐵𝑁 = 11.1 in 
the ABP system. 
 
3.2.1.1.3 Case 3 
 
The next case corresponds to the situation where the particles disfavor the A 
segments and favor the B segments; i.e.,  𝜒𝐴𝑃𝑁 > 0 and  𝜒𝐵𝑃𝑁 < 0. In this case, there is 
a generally strong decrease in the critical value of  𝜒𝐴𝐵𝑁  affected by the increasing 
magnitude of  𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁, which grows stronger as particle size is increased—see 
Table 3-1. At the smallest particle radius,  𝑅𝑃 = 0.1𝑅𝑔, the effect is only slight. This is a 
consequence of the small reduction in the internal energy due to the presence of the 
particles, not only since 𝜙𝑃 ≪ 1, but also since the contributions of the two particle terms 
to the internal energy have opposite signs and tend to cancel each other since  𝜒𝐴𝑃𝑁 =
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−𝜒𝐵𝑃𝑁. The net effect is to lower the value of  𝜒𝐴𝐵𝑁 necessary to achieve the ordered 
phase formation. With regard to the entropy, since the particles are attached to the end of 
the B block, which they favor, there is no driving force to induce a major configurational 
rearrangement in which the particles encroach upon the A block, which the particles 
disfavor. Consequently, the situation for particles of size 𝑅𝑃 = 0.1𝑅𝑔 is very similar to 
the case of particles which are repulsive to both A and B segments, with similar 
quantitative values of the critical point between these two cases. As particle size 
increases, the critical point likewise increases due to the increase in 𝜙𝑃  manifesting 
through the Carnahan-Starling excluded volume potential; i.e., the entropy grows 
commensurately with particle size, as discussed previously. 
For larger particle radii, the decreasing trend with increasing particle interaction 
strength becomes more significant—see Table 3-1. This is primarily caused by a dramatic 
decrease in the internal energy with ordered phase formation since the particles are highly 
motivated to congregate in the B-rich domains of the overall system. The driving force is 
thus the tendency of the particles to migrate away from A segments and surround 
themselves with B segments. Consequently, the internal energy contribution to the free 
energy, 𝜒𝐴𝐵𝑁𝜙𝐴(𝐫)𝜙𝐵(𝐫) + 𝜒𝐴𝑃𝑁𝜙𝐴(𝐫)𝜙𝑃(𝐫) + 𝜒𝐵𝑃𝑁𝜙𝐵(𝐫)𝜙𝑃(𝐫), dominates the free 
energy. In the disordered state, where the particles are more evenly distributed throughout 
the domain, the final two terms in the above expression tend to cancel themselves out due 
to the difference in signs of the interaction parameters, 𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁. In the ordered 
state, 𝜙𝑃  concentrates in the B-rich regions and is relatively depleted in the A-rich 
regions, and hence the magnitude of the third term is significantly greater than that of the 
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second. Since the third term involves an attractive interaction parameter (i.e., it is 
negative), its net effect is to lower the internal energy of the system and thereby induce 
an ordered phase formation at a lower value of the critical point than would otherwise 
occur. This trend increases dramatically with increasing particle/block interaction 
strength, resulting in the substantial decrease in the critical point within increasing 
𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁 at constant particle radius, as observed in Table 3-1. 
3.2.1.1.4 Case 4 
The final case of the ABP system corresponds to the situation in which the particles favor 
the A segments and disfavor the B segments; i.e.,  𝜒𝐴𝑃𝑁 < 0 and  𝜒𝐵𝑃𝑁 > 0. As the 
magnitude of  𝜒𝐴𝑃𝑁 increases, the effect on the critical point is extremely pronounced, 
showing a substantial increase in the value of  𝜒𝐴𝐵𝑁. This dramatic rise is due to the 
weighting of the relative effects of entropy and internal energy on the free energy. Due to 
the mismatch in the signs of  𝜒𝐴𝑃𝑁 and  𝜒𝐵𝑃𝑁, the particles tend to migrate to regions of 
high A segment concentrations, distorting the B-block chain configurations into low 
entropy states, and hence driving up the free energy. However, since the particles are 
repulsive to B segments, they are not effective at screening the A and B segments from 
each other, as in the case of neutral particles. Indeed, for higher magnitudes of  𝜒𝐴𝑃𝑁 the 
particles are actually concentrated within the A-rich domains and A segments occupy 
interfacial locations with the B segments since the repulsion between A and B segments 
is weaker than the repulsion between B segments and the particles. This imparts even 
greater configurational contortions to the B-blocks of the chains, thus driving down the 
entropy and increasing the free energy of the disordered state. Furthermore, since the 
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internal energy expression scales with particle interaction strength as 
𝜒𝐴𝐵𝑁𝜙𝐴(𝐫)𝜙𝐵(𝐫) + 𝜒𝐴𝑃𝑁𝜙𝐴(𝐫)𝜙𝑃(𝐫) + 𝜒𝐵𝑃𝑁𝜙𝐵(𝐫)𝜙𝑃(𝐫) , there is a strong positive 
contribution to the free energy resulting from the relatively high magnitude of the second 
(positive) term with respect to the third (negative) term. On account of this, a higher 
absolute value of  𝜒𝐴𝐵𝑁 is required to drive the system to the ordered state to overcome 
the entropic penalty of forcing the blocks and particles into a configurationally 
unfavorable state. 
3.2.1.2 Center-tethered particle/copolymer systems 
3.2.1.2.1 Case 1 
The center-tethered particle/copolymer system with neutral particles exhibited the 
same qualitative behavior as the end-tethered system; i.e., the critical value of 𝜒𝐴𝐵𝑁 at 
the disorder/order transition increased with particle radius, as displayed in Table 3-1. As 
in the ABP system, there was only a slight effect at small particle radii, which was due to 
the low configurational entropic penalty induced by the presence of the particles. For 
larger particle radii, where the impact of the particles on the internal energy was more 
severe, again the effect on the critical point was more substantial, but for each value of 
particle radius, the cumulative effect was smaller for the center-tethered particle system 
than the end-tethered one. For example, at 𝑅𝑃 = 0.4𝑅𝑔 , the critical point of the ABP 
system occurred at 𝜒𝐴𝐵𝑁 = 12.2, whereas it occurred at 11.7 for the APB system—see 
Table 3-1. This is a direct consequence of the tethering position: for the center-tethered 
system, the neutral particle was already located at a point in the chain where it could 
induce maximal screening between the repulsive A and B segments, without causing a 
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substantial decrease in the configurational entropy of the B block, as required in the ABP 
system. Consequently, the entropic penalty imparted to the free energy imposed a 
significantly lower entropically-induced increase in 𝐹  in the APB system than in the 
ABP, hence requiring a smaller energetic contribution from 𝜒𝐴𝐵𝑁 in the APB system 
relative to the pure copolymer case to induce the morphological phase transition from a 
disordered state to an ordered one. 
3.2.1.2.2 Case 2 
When the particles disfavor both blocks equally ( 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 > 0 ), there is 
practically no effect of particle interactions on the critical point irrespective of the 
magnitude of the specific value of 𝜒𝐴𝑃𝑁. Since the particle is located at the center of the 
chain, once again the decrease in the configurational entropy of the APB system is very 
slight relative to that in the ABP system. The particles tend to concentrate at the 
interfaces between the A-rich and B-rich domains, as one might expect from their 
tethering location, essentially screening the A segments from the B segments. However, 
since the particles are equally repulsive to both types of segments, there is no impetus for 
the particles to change location as 𝜒𝐴𝑃𝑁 is increased, implying that this quantity has little 
effect on the configurational entropy. Furthermore, whereas the contributions of the 
particle/block interaction parameters to the internal energy are very small (since 𝜙𝑃 ≪
1), there is not much difference in the free energy from one value of 𝜒𝐴𝑃𝑁 to the next. 
Therefore, even at the largest particle radius, only a slight effect is barely discernible in 
Table 3-1. 
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3.2.1.2.3 Case 3 
In the third case, where particles disfavor the A segments and favor the B segments 
(i.e.,  𝜒𝐴𝑃𝑁 > 0 and  𝜒𝐵𝑃𝑁 < 0), there is essentially no discernible effect of increasing 
 𝜒𝐴𝑃𝑁 on the critical point except for the largest particle radius, 𝑅𝑃 = 0.4𝑅𝑔 . This is 
primarily a result of the tethering location, which tends under most conditions to 
concentrate the particles at the interface, rather than within domains of A-rich or B-rich 
phases. Consequently, with 𝜙𝑃 more spatially uniform (with respect to the A-rich and B-
rich domains), the opposite signs in the particle contributions to the internal energy (i.e., 
𝜒𝐴𝑃𝑁 = −𝜒𝐵𝑃𝑁) tend to cancel each other out, thereby mitigating any potential impact 
on the free energy of the overall system. 
In the case of 𝑅𝑃 = 0.4𝑅𝑔 , the trend is one of decreasing values of 𝜒𝐴𝐵𝑁  at the 
critical point as the particle/block interaction parameters increase in magnitude. Even 
though the particles always remain concentrated at the interfaces between the A-rich and 
B-rich domains on account of their tethering location, the increasing repulsion/attraction 
between the particles and A/B segments tends to shift their concentration increasingly 
toward the B-rich interfacial region as  𝜒𝐴𝑃𝑁 (= − 𝜒𝐵𝑃𝑁) increases. Hence there is a 
slight configurational entropic penalty that affects the critical point as the particles are 
pulled deeper into the B-rich domain by their attractive interactions with the B segments 
and repulsive interactions with the A segments. Furthermore, the internal energy 
decreases since the negative B-P interaction term in the internal energy expression 
becomes increasingly significant relative to the A-P interaction term. The net result is the 
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decreasing trend in the critical point with increasing 𝜒𝐴𝑃𝑁, as evident in Table 3-1, since 
a lower value of 𝜒𝐴𝐵𝑁 is required to initiate a phase separation into an ordered phase. 
 
3.2.2 Thermodynamics of tethered particle/block copolymer systems 
 
The effects of the tethered particles on the overall system thermodynamics can be 
assessed by examining the relative changes in the free energy, internal energy, and 
entropy in response to variations of particle size and interaction strength. In the following 
discussion, we examine only neutral particle ABP and APB systems (𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 =
0), since similar diagrams and arguments to those described below apply to the other 
cases discussed in Section 3.2.1. In Figure 3-2, plots of Δ𝐹, Δ𝑈, and −Δ𝑇𝑆 are displayed 
as functions of 𝑓𝐴 ∈ [0.2, 0.8] for the ABP and APB systems. 𝑈 and Δ𝑇𝑆 are rendered 
dimensionless in the same fashion as Δ𝐹 ; i.e., with respect to 𝑁𝑐𝑘𝐵𝑇 . Values of the 
entropy change are calculated with reference to the value of 𝑇𝑆  for the 𝑅𝑃 = 0.1𝑅𝑔 
particles at 𝑓𝐴 = 0.2; hence the value of – Δ𝑇𝑆 = 0 for the 𝑅𝑃 = 0.1𝑅𝑔 curve at the point 
𝑓𝐴 = 0.2 in Figure 3-2e, f. This then translates into appropriate relative reference points 
for Δ𝐹  and Δ𝑈 that are determined from the Legendre transformation Δ𝐹 = Δ𝑈– Δ𝑇𝑆. 
The value of the A-B interaction parameter is held constant in the following discussion at 
𝜒𝐴𝐵𝑁 = 18  since this value is known to produce a wide variety of morphologies, 
dependent on the particular value of 𝑓𝐴 under consideration—see Ch. 2. Note that the 
global maxima in the Δ𝐹 curves and the global minima in the Δ𝑈 curves do not occur 
exactly at 𝑓𝐴 = 0.5 due to the small but finite effect of the particles. Also note that the 
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three panels of the APB systems, Figure 3-2b, d, and f, only cover the range of 𝑓𝐴 ∈
[0.2, 0.5] since the curves are symmetric due to the center-tethered particle location. 
 
Figure 3-2. Key thermodynamic quantities as functions of 𝑓𝐴 for neutral particles of 
varying radii at 𝜒𝐴𝐵𝑁 = 18. The left column is the ABP system and the right column is 
the APB system. Symbols denote particles of a certain radius as follows:  ■ (0.1𝑅𝑔), □ 
(0.2𝑅𝑔), ▲ (0.3𝑅𝑔), and △ (0.4𝑅𝑔). Panels a, b depict the free energy change (∆F), c, d 
show the internal energy change (∆U), and e, f display the entropic change (−∆𝑇𝑆). 
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3.2.2.1 Effect of particle size 
3.2.2.1.1 The ABP system 
The effects of the tethered particles on the overall system thermodynamics can be 
assessed by examining the relative changes in the free energy, internal energy, and 
entropy in response to variations of particle size and interaction strength. First, we will 
examine the thermodynamics of the ABP tethered-particle/copolymer system. From 
Figure 3-2e, it is evident that – Δ𝑇𝑆 is constant at both low and high values of 𝑓𝐴 (i.e., 
0.275 < 𝑓𝐴  > 0.75), regardless of particle size. This is because of the statistical 
equivalence of the A and B segments, as discussed in 3.2.1.1: since the A and B segments 
are statistically indistinguishable from each other, there is no entropy of mixing effect 
upon the system as 𝑓𝐴 is varied. The entropy increases with increasing particle size in 
Figure 3-2e, which is due to the Carnahan-Starling form of the excluded volume 
potential, (4𝜙
𝑃
− 3𝜙
𝑃
2
) (1 − 𝜙)
2
⁄ , which is an increasing function of particle size since 
𝜙
𝑃
 scales with 𝑅𝑃. Hence the particles, which are not statistically equivalent with the A 
and B segments, increase the system configurational entropy by augmenting the final 
term in the continuity equation 𝑓𝐴 + 𝑓𝐵 + 𝑓𝑃 = 1 , thereby introducing an entropy of 
mixing effect into the system. When 𝑓𝐴 ∈ [0.3, 0.725], the entropy experiences a sharp 
decrease on account of the transition to one of several well-known ordered phases 
(lamellar, cylindrical, spheroidal, etc.), depending on the particular value of 𝑓𝐴. This is 
caused by the packing frustration experienced by the chains as they experience 
configurational changes to accommodate the ordered phase formation. The entropy 
change exhibits a minimum at 𝑓𝐴 ≈ 0.5, which is due to the increasing degree of order 
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imparted to the system as the number of A and B segmental interactions (with strength 
𝜒𝐴𝐵𝑁) are maximized because the number of A and B segments are approximately equal 
at this value of 𝑓𝐴. 
In the range of 0.275 < 𝑓𝐴 > 0.75, the internal energy of the ABP system changes 
dramatically, as evident in Figure 3-2c, increasing at low 𝑓𝐴 and decreasing at high 𝑓𝐴. 
This is caused by the increasing number of A-B interactions in the disordered phase and 
the relative numbers of A and B segments as 𝑓𝐴 increases (at low values of 𝑓𝐴), thereby 
influencing the overall strength of the repulsive A-B interactions. However, in the range 
of 𝑓𝐴 ∈ [0.3, 0.725], the internal energy experiences an abrupt, significant decrease as the 
ordered phases are formed, which greatly reduce the number and strength of A-B 
interactions. A minimum is evident at 𝑓𝐴 ≈ 0.5, even though in principle a stronger A-B 
overall interaction energy would be intuitively expected due to the equal number of A 
and B segments; however, the increase in the degree of ordering more than offsets this 
effect. As particle size increases, there is a significant drop in the internal energy change, 
which is a result of the fact that larger particles more effectively screen the A and B 
segments from each other. Mathematically speaking, for neutral particles 𝜒𝐴𝑃𝑁 =
𝜒𝐵𝑃𝑁 = 0, which implies that the internal energy varies as 𝜒𝐴𝐵𝑁𝜙𝐴𝜙𝐵; i.e., 𝜙𝐴 and 𝜙𝐵 
decrease slightly on average as particle size, and hence 𝜙𝑃 , increases due to the 
incompressibility condition. An interesting observation taken from Figure 3-2c is that 
there does not appear to be much effect of particle size on the internal energy change 
inside the ordered-phase regime of the ABP system when 𝑓𝐴 ∈ [0.3, 0.725]. This can 
partially be explained by considering the tethering location of the particles. Since the 
 
68 
particles are tethered to the B-end of the block copolymer chain, as the degree of order 
increases, the particles are effectively confined to the B-rich domains by the entropic 
chain packing frustration, thereby effectively reducing the screening effect between A 
and B segments at the interfaces of the A-rich and B-rich domains. Since the interfaces 
are relatively depleted of particles, the local particle volume fraction, 𝜙𝑃, in these regions 
is very small, and hence does not affect the internal energy, 𝜒𝐴𝐵𝑁𝜙𝐴𝜙𝐵 , to an 
appreciable degree. 
The free energy change within the ABP system is quantified by the difference in the 
internal energy and entropy changes through the Legendre transformation Δ𝐹 =
Δ𝑈– Δ𝑇𝑆. In the disordered state, when 0.275 < 𝑓𝐴 > 0.75, the free energy rises rapidly as 
𝑓𝐴 increases or decreases from the extremes of its range. Here, the free energy change is 
identical with the change in the internal energy, since the change in the entropic 
contribution to Δ𝐹  is zero—see panel Figure 3-2e. Hence a sharp parabolic profile is 
observed, as expected from the mathematical form of 𝑈 = 𝜒𝐴𝐵𝑁𝜙𝐴𝜙𝐵 ≈ 𝜒𝐴𝐵𝑁𝜙𝐴(1 −
𝜙𝐴). When 𝑓𝐴 ∈ [0.3, 0.725], Δ𝐹 flattens off to a maximum at 𝑓𝐴 ≈ 0.5 in the ordered 
phase regime, since the sharp parabolic form of the internal energy is dampened by the 
decrease in the entropic contribution to the free energy. This flatness of Δ𝐹  in the 
ordered-phase region indicates only slight free energy differences between the various 
ordered-phase morphologies appearing within this range of 𝑓𝐴 values. As the particle size 
increases, Δ𝐹 decreases, with the primary determinant being the entropic contribution, 
since the internal energy does not change substantially with particle radius, as discussed 
above.  
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3.2.2.1.2 The APB system 
The thermodynamics of the APB system are very similar to those of the ABP system, 
with the minor exception of the internal energy change, which exhibits a distinct trend 
with respect to variable particle radius; i.e., within the ordered-phase regime of 𝑓𝐴 ∈
[0.3, 0.725] , the internal energy decreases as particle size increases, as displayed in 
Figure 3-2d. The reason for this is related to the tethering position of the particle, directly 
between the A and B blocks of the particle chain. At this location, the particles are always 
at positions near to the interfaces of the A-rich and B-rich domains where they can 
effectively screen the A and B segments from each other, thereby reducing the A and B 
net repulsive energy in the system. The mitigating effects of this screening are felt more 
substantially for the larger particles, which create a more effective blocking network 
between the A and B segments. From a mathematical perspective, the local particle 
concentrations, 𝜙𝑃, at the interfaces are relatively higher with respect to the ABP system, 
and hence the interfacial internal energy change, 𝑈 = 𝜒𝐴𝐵𝑁𝜙𝐴𝜙𝐵, decreases significantly 
with particle size since 𝜙𝐴 and 𝜙𝐵 at the interfaces are substantially smaller than in the 
ABP case. 
3.2.2.2 Effect of particle/block energetic interactions 
The effects of the particle/block interaction potential upon the thermodynamic 
properties of the system are presented in Figure 3-3 for the ABP and APB systems for 
particles that disfavor both blocks of the copolymer chain; i.e.,  𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 ≡
𝜒𝐴/𝐵𝑃𝑁 ≥ 0. The value of the A-B interaction parameter, 𝜒𝐴𝐵𝑁, is once again set at the 
value 18, whereas the particle block interaction parameters vary over the range [0, 15]. 
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The reference state is the same as in Figure 3-2: all quantities are calculated relative to 
the value of entropic contribution to the free energy at 𝑅𝑃 = 0.1𝑅𝑔 , 𝑓𝐴 = 0.2  and 
𝜒𝐴/𝐵𝑃𝑁 = 0.  Once again, the APB profiles are symmetric around the corresponding 
maximum in each curve, such that only the limited range of 𝑓𝐴 ∈ [0.2, 0.5]  is presented 
in panels b, d, and f of Figure 3-3. 
In the case of interacting particles, the behavior of the thermodynamic functions with 
respect to particle/block interaction energy is essentially independent of the tethering 
point of the particle along the chain backbone. Hence the ABP and APB systems can be 
discussed collectively, with only small quantitative discrepancies between the two cases. 
The entropic contributions to the free energy are independent of the interaction potential, 
as would be expected, since these are not direct functions of 𝜒𝐴/𝐵𝑃𝑁. Since the particles 
are equally repulsive to both types of segments, the statistical configurational state of the 
chains is unaffected by the particle/segment interaction strength. In other words, the 
maximum entropy configurational state is the same as for the neutral particle case, 
implying equivalent morphologies for any particular value of 𝜒𝐴𝐵𝑁. (We shall see an 
interesting consequence of this observation in §3.2.3.) The internal energy changes 
slightly with particle/block interaction strength, increasing with 𝜒𝐴/𝐵𝑃𝑁 . This is the 
expected consequence of the energetic expression 𝜒𝐴𝐵𝑁𝜙𝐴(1 − 𝜙𝐴) + 𝜒𝐴𝑃𝑁𝜙𝐴𝜙𝑃 +
𝜒𝐵𝑃𝑁(1 − 𝜙𝐴)𝜙𝑃, which grows stronger as 𝜒𝐴/𝐵𝑃𝑁 increases. This directly impacts the free 
energy change within the system, producing an inverted parabolic profile for ∆𝐹 that grows 
sharper with increasing 𝜒𝐴/𝐵𝑃𝑁. The ∆𝐹 profiles in Figs. 3-3a, b tend to flatten out in the 
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middle of the 𝑓𝐴 range, indicating fairly similar free energy values of the various ordered 
phases that appear in this region of the phase diagram. 
 
Figure 3-3. The thermodynamic quantities as functions of 𝑓𝐴 for repulsive particles of 
varying interaction potential strength, where 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 ≡ 𝜒𝐴/𝐵𝑃𝑁 ≥ 0 at 𝜒𝐴𝐵𝑁 = 18 
and 𝑅𝑃 = 0.2𝑅𝑔. The left column is the ABP system and the right column is the APB 
system. Symbols denote particles of a certain interaction energy as follows:  ■ (𝜒𝐴/𝐵𝑃𝑁 =
0), □ (𝜒𝐴/𝐵𝑃𝑁 = 5), ▲ (𝜒𝐴/𝐵𝑃𝑁 = 10), and △ (𝜒𝐴/𝐵𝑃𝑁 = 15). Panels a, b depict the free 
energy change (∆F), c, d show the internal energy change (∆U), and e, f display the 
entropic change (−∆𝑇𝑆). 
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3.2.3 Particle size effect on the morphology 
Morphological phase diagrams for several cases of ABP and APB tethered-
particle/copolymer systems were presented in Ch. 2. The effect of particle size on the phase 
diagrams is discussed below with reference to the neutral particle (𝜒𝐴/𝐵𝑃𝑁 = 0) ABP and 
APB systems at 𝜒𝐴𝐵𝑁 = 18, since these phase diagrams are representative of those found in 
the other cases discussed previously in §3.2.1and §3.2.2. Phase diagrams (in 𝑅𝑃-𝑓𝐴 space) for 
these two cases are presented in Figure 3-4. The APB phase diagram is symmetric about the 
point 𝑓𝐴 ≈ 0.5 due to the centralized tethering position of the particles between the two 
blocks of the copolymer chains. 
 
 
Figure 3-4.  Morphological phase diagrams of the ABP (left panel) and APB (right panel) 
systems as functions of 𝑓𝐴 for different particle radii at 𝜒𝐴𝐵𝑁 = 18 and 𝜒𝐴/𝐵𝑃𝑁 = 0. The 
symbols in these diagrams denote various phases as follows: ■ lamellae (L), ○ cylinders 
(C), ● spheroids (S), ●/○ the cylinder/spheroid transition zone, × perforated lamellae 
(PL), and △ disordered (D).  
 
     In the ABP system, the predominant ordered phase is the lamellar (denoted as ‘L’ in Fig. 
3-4) for all particle radii, which stretches over roughly 25% of the available 𝑓𝐴 range in the 
middle of the phase diagram. Particles are typically dispersed within the B-rich domains, 
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in some circumstances tending to concentrate at the interfaces between the two types of 
domains. On either side of the lamellar region is a cylindrical phase (C), which consists 
of either B-rich cylinders arranged in a hexagonal packing pattern contained within an A-
rich matrix phase (high 𝑓𝐴), or vice versa (low 𝑓𝐴). As observed previously, particles tend 
to disperse within the B-rich phase (at low 𝑓𝐴 ) due to the tethering location, but 
sometimes congregate at the interface between the two phases (see Figure 3-5). An 
interesting feature of these hexagonally-packed cylinder domains is that at low 𝑓𝐴  the 
particles tend to concentrate in very small regions within the matrix phase that are 
arranged symmetrically around the cylinder phase in a hexagonally packed array, forming 
cylindrical nanowire structures that parallel the cylindrical domains—see Figure 3-5a. At 
the low and high extremes of the 𝑓𝐴 range, ordered phases consisting of spheroids (S) 
arranged on body-centered cubic lattices are observed, with the particles concentrated 
within the B-rich spheroids or at the interfaces for high 𝑓𝐴 values, or within the B-rich 
matrix phase at low 𝑓𝐴. At the far extremes of the 𝑓𝐴 range, disordered phases (D) still 
remain visible in the phase diagram. At low values of particle radii, there exists a small 
region of the phase diagram of Figure 3-4 where a perforated lamellar morphology (PL) 
is the lowest free energy state (see Figure 3-6). 
Regardless of particle diameter, the driving force behind the ordered-phase formation, 
and the particular ordered morphology that is formed, is the minimization of the overall 
free energy, which results from a delicate balance between the energetic effects which 
favor the ordering process and the entropic configurational effect which favors a 
disordered state. Ordered-phase formation is favorable to the free energy because it 
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minimizes repulsive interactions between the A and B segments; however, this creates 
unnatural chain configurations (packing frustration) as the copolymer blocks contort to 
adjust to the spatial constraints forced on them by the geometry of the ordered phase. 
Consequently, which ordered morphology appears under a given circumstance is a strong 
function of 𝑓𝐴, since this determines the number of A-B repulsive interactions: the more 
A-B interactions, the stronger the energetic effect contributes to the free energy, which 
leads to a higher possible degree of packing frustration imparted to the copolymer chains. 
Hence a critical determiner of the particular ordered morphology formed for a specified 
value of 𝑓𝐴 is the surface area to volume ratio; i.e., a large interfacial surface area allows 
for a higher energetic contribution to the free energy since more A and B segments can 
interact with each other, whereas a large volume (in the minority phase) results in a lower 
degree of chain packing frustration, which lowers the entropic contribution to the free 
energy. Therefore, as the overall average interfacial surface area to volume ratio (S/V) 
increases, the tendency is to drive the system morphology toward the disordered state. 
When 𝑓𝐴  is approximately 0.5, there are relatively many A-B interactions, and both 
blocks of the chain are fairly long. Hence a large relative volume is required to relieve 
some of the packing frustration, while at the same time a relatively small surface area is 
required to minimize the A-B interactions as much as possible. These conditions favor 
the formation of the lamellar morphology. As 𝑓𝐴 decreases, the B blocks become larger 
and the A blocks comprise the minority phase. Since the A blocks of the chains are 
shorter, they are able to pack into smaller volumes, thus allowing for geometric structures 
with greater surface areas, such as hexagonally arranged cylinders, to appear since the 
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number of A-B interactions is lower simply because the number of A segments is lower. 
Further decrease in 𝑓𝐴 allows the A blocks to pack into even smaller volumes with greater 
surface area, such as spheroids. At the extreme ends of the 𝑓𝐴 range, the number of A-B 
interactions is so few, due to the shortness of one block or the other of the chain, that the 
configurational entropy dominates the free energy and the chains take on more natural 
configurations, producing the disordered phase.  
The effect of particle radius on the phase diagram is remarkable. For very low radii, 
the effects of the particle are only slight, and the phase diagram is very similar 
quantitatively to that of the pure diblock copolymer system. The effect of increasing 
particle size is to drive the phase diagram transition zones inwards toward the mid-range 
of 𝑓𝐴. Since the larger particles impart a greater entropic contribution to the free energy 
than the smaller ones (as discussed in §3.2.1and §3.2.2), their net effect is to drive the 
system morphology toward a larger value of S/V at a constant value of 𝑓𝐴. In other words, 
the larger particles create a greater degree of packing frustration at a specific value of 
S/V, which implies a greater entropic contribution to the free energy. 
The phase diagram of the APB system is very similar to that of the ABP system, 
except in this case the particles are almost always exclusively concentrated at the domain 
interfaces (see Figure 3-5c), which is primarily a direct result of their tethering locations 
between the A and B blocks. Indeed, this is the major driving force behind the differences 
between the phase diagrams of the ABP and APB systems; i.e., the neutral particles serve 
to screen the A and B segments from each other, hence reducing the energetic 
contribution to the free energy. Consequently, at a specific value of 𝑓𝐴, the surface area of 
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the APB system can be significantly smaller than that of the ABP system where the 
majority of particles are dispersed within the B-rich domains. Hence the ratio S/V is 
smaller, allowing for corresponding ordered phases to exist at lower (when 𝑓𝐴 <
0.5, higher when 𝑓𝐴 > 0.5) values of 𝑓𝐴 in the APB system than in the ABP one.  
 
Figure 3-5. Schematic morphology of the cylinder hexagonal packing configuration (left) 
and density distributions (right) at 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 = 0, 𝜒𝐴𝐵𝑁 = 18, and 𝑅𝑃 = 0.2𝑅𝑔 
corresponding to a) 𝑓𝐴 = 0.3, ABP system, b) 𝑓𝐴 = 0.7, ABP system, and c) 𝑓𝐴 = 0.3, 
APB system. The blue, green and red colors represent the A-rich domains, the B-rich 
domains, and the primary regions of particle concentrations, respectively. The density 
distributions in the right panels are calculated over the spatial periods indicated in the left 
panels by the solid black lines. 
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Figure 3-6. Configuration of the perforated lamellar phase (PL) for neutral particles in the 
ABP system at 𝑓𝐴 = 0.375,  𝜒𝐴𝐵𝑁 = 18, and 𝑅𝑃 = 0.2𝑅𝑔.  a) The morphology of the A-
block domain: 1, 2, and 3 are the layers formed by the A block. b) A side view from layer 
2 to layer 1 (blue represents the B-block domain. c) The side view of the A-block domain 
(with 𝜙𝐴 > 0.8 ) from layer 2 to layer 3. d) The B-block domain (𝜙𝐵 > 0.8). 
 
The maxima in the particle density distributions, such as those in the right-side panels 
of Figure 3-5, are useful for quantifying the degree of relative concentration of particles 
at various locations within the ordered-phase morphology at  𝜒𝐴𝐵𝑁 = 18. In Table 3-2, 
we present data for the maximum particle density and the morphology wherein it appears 
in reference to Figure 3-5, above, for neutral and interacting particles which disfavor both 
A and B segments for the ABP and APB systems. The symbol (a) denotes particles 
concentrated within hexagonally-arrayed nanowires within the B-rich matrix phase, (b) 
corresponds to particles concentrated at the center of A-rich cylinders, and (c) denotes 
particles lining the interfaces between the B-rich matrix phase and the A-rich cylindrical 
domains. Additionally, the symbols (*) and (**) denote the spheroidal morphology, 
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which assumes a body-centered cubic arrangement. Particles concentrate in the 
surrounding B-rich matrix in (*), whereas they concentrate at the interfaces of the A-rich 
spheroids in (**) 
Table 3-2. Maximum particle densities (𝜙𝑃
𝑚𝑎𝑥) and observed morphology of the ABP and 
APB systems as functions of particle radius and interaction parameter at 𝑓𝐴 = 0.3 
and 𝜒𝐴𝐵𝑁 = 18. Numerical values correspond to 𝜙𝑃
𝑚𝑎𝑥 whereas the letters denote the 
location of the particles with reference to the three cases of Fig. 3-5; i.e., (a) represents 
particles concentrated within hexagonally-arrayed nanowires within the B-rich matrix 
phase, (b) corresponds to particles concentrated at the center of A-rich cylinders, and (c) 
denotes particles lining the interfaces between the B-rich matrix phase and the A-rich 
cylindrical domains. 
 
ABP 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 
𝑅𝑃(𝑅𝑔)  0 5 10 15 
0.1 0.0014 (a) 0.0014 (a)  0.0014 (a)  0.0014 (a)  
0.2 0.011 (a) 0.011 (a) 0.011 (a) 0.011 (a) 
0.3 0.034 (a) 0.034 (a)   0.034 (a) 0.034 (a)  
0.4 0.07 (*) 0.07 (*)  0.07 (*)  0.07 (*)  
APB 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 
𝑅𝑃(𝑅𝑔) 0 5 10 15 
0.1 0.0018 (c) 0.0018 (c)  0.0018 (c)   0.0018 (c) 
0.2 0.013 (c) 0.013 (c) 0.013 (c) 0.013 (c) 
0.3 0.04 (c) 0.04 (c)  0.04 (c)   0.04 (c) 
0.4 0.08 (**) 0.08 (**)   0.08 (**)  0.08 (**) 
Note that (*) and (**) denote the spheroidal morphology, which assumes a body-centered cubic 
arrangement. Particles concentrate in the surrounding B-rich matrix in (*), whereas they surround the A-
rich spheroids in (**). 
 
The maximum particle density increases substantially as the particle size increases in 
both the ABP and APB systems, indicating that the particles are more preferentially 
concentrated in certain locations within the phase morphology, although this is to some 
degree simply an expected consequence of the increase in the global average particle 
density, 𝑓𝑃, with particle size. A more interesting observation is that 𝜙𝑃
𝑚𝑎𝑥 is independent 
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of the particle/segment interaction strength for equally repulsive particles ( 𝜒𝐴𝑃𝑁 =
𝜒𝐵𝑃𝑁 > 0); i.e., each value of interaction strength in Table 3-2 has the same value of 
𝜙𝑃
𝑚𝑎𝑥 as the neutral particle case. Although the particle/segment interactions can affect 
the critical point (see Table 3-1), particularly at high particle radius, their effect on the 
maximum particle density is negligible, which is responsible for the common curve for 
the various entropy changes in Figure 3-3e,f. Because the particles are equally repulsive 
to both A and B segments, there is no net effect of internal energy on the configurational 
state of the copolymer chains; i.e., whatever so happens to be the most favorable entropic 
configurational state of the neutral particle system also is the most favorable state of an 
interacting particle system. Hence the particular morphology formed at a given value of 
 𝜒𝐴𝐵𝑁 is independent of the interaction strength when the particles are equally repulsive 
to A and B segments. 
Table 3-3 displays similar 𝜙𝑃
𝑚𝑎𝑥  and morphology data as Table 3-2 for several 
different 𝑓𝐴  phase points for the ABP and APB systems. These data exhibit the same 
trends as those of Table 3-2, but additionally illustrate the change in particle 
concentration that occurs as the particle tethering position changes and as the minority 
phase changes from A to B. Changing the tethering point of the particle at constant 
𝑓𝐴 = 0.3 results in a movement of the particles from the bulk B-rich matrix phase to the 
interfaces between the A and B domains. As 𝑓𝐴 is increased from 0.3 to 0.7 in the ABP 
system, the morphology switches from the A-rich cylindrical phase to a B-rich cylindrical 
phase, with a migration of the particles to the center of the cylinders and a commensurate 
 
80 
dramatic increase in the particle concentration at the preferred location. Once again, there 
is no effect of particle/segment interaction strength on the position of the particles. 
Table 3-3. Maximum particle density and the observed morphology for tethered particles 
as functions of particle radius and 𝑓𝐴 for the ABP and APB systems at 𝜒𝐴𝐵𝑁 = 18. (a) 
represents particles concentrated within hexagonally-arrayed nanowires within the B-rich 
matrix phase, (b) corresponds to particles concentrated at the center of A-rich cylinders, 
and (c) denotes particles lining the interfaces between the B-rich matrix phase and the A-
rich cylindrical domains. 
 𝜙𝑃
𝑚𝑎𝑥 
System 𝑅𝑃    (for 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁 = 0) 
 0.1 0.2 0.3 0.4 
ABP:  𝑓𝐴 = 0.3  0.0014 (a) 0.011 (a) 0.034 (a) 0.07 (*) 
ABP:  𝑓𝐴 = 0.7 0.0034 (b) 0.024 (b) 0.065 (b) 0.11 (b) 
APB:  𝑓𝐴 = 0.3 0.0018 (c) 0.013 (c) 0.04 (c) 0.08 (**) 
 𝜒𝐴𝑃𝑁 = 𝜒𝐵𝑃𝑁   (for 𝑅𝑝 = 0.2)   
System 0 5 10 15 
ABP:  𝑓𝐴 = 0.3 0.011 (a) 0.011 (a) 0.011 (a) 0.011 (a) 
ABP:  𝑓𝐴 = 0.7 0.024 (b) 0.024 (b) 0.024 (b) 0.024 (b) 
APB:  𝑓𝐴 = 0.3 0.013 (c) 0.013 (c) 0.013 (c) 0.013 (c) 
Note that (*) and (**) denote the spheroidal morphology, which assumes a body-centered cubic 
arrangement. Particles concentrate in the surrounding B-rich matrix in (*), whereas they surround the A-
rich spheroids in (**).  
 
 
It is also interesting to study the effect of simulation box size on the observed 
morphology formed by the self-assembly of tethered-particle/copolymer materials. The 
constraint-free equilibrium morphology was always selected as that corresponding to the 
absolute minimum calculated value of the free energy, which was obtained by 
meticulously varying the simulation box dimensions over wider ranges of multiples of the 
copolymer radius of gyration; however, in so doing, we noted that the stable morphology 
varied remarkably with box size. In Figure 3-7, we display various system morphologies 
obtained at one distinct set of parameter values, 𝑅𝑝 = 0.2𝑅𝑔, 𝜒𝐴𝐵𝑁 = 18, 𝜒𝐴/𝐵𝑃𝑁 = 10, 
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and 𝑓𝐴 = 0.3 of the ABP system. The four morphologies observed in relation to box size 
were a) cylindrical minority phases arranged in quadrilateral arrays with particle-rich 
nanowires running axial-wise through the center of the interstice formed by four 
neighboring cylinders, b) ellipsoidal domains arranged in quadrilateral arrays, c) 
spheroids arranged on a body-centered cubic lattice, and d) hexagonally-packed cylinders 
(which was the globally stable phase). This illustrates clearly two points: 1) the effect of 
confinement to narrow dimensions upon the globally stable morphology induced by the 
self-assembly process, and 2) the great care that must be taken to ascertain the globally 
stable morphology when performing SCFT/DFT simulations. According to 1), it is 
possible to influence the morphology of a BCP-NP system considerably by applying 
boundary constraints (such as solid surfaces) upon the self-assembly process. With regard 
to 2), it is evident from Figure 3-7 that even in a constraint-free (unbounded) system, the 
global minimum in the free energy is not necessarily obtained in the limit of large box 
sizes; i.e., the appropriate box size must be chosen so as to conform to the natural 
periodicity of the most stable morphology or else unphysical configurations can be forced 
upon the block copolymer chains, resulting in morphologies that would not otherwise be 
globally stable under equilibrium conditions. 
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Figure 3-7.  The box size confinement effect on the free energy and the resulting 
morphologies for 𝑅𝑝 = 0.2𝑅𝑔, 𝜒𝐴𝐵𝑁 = 18, 𝜒𝐴/𝐵𝑃𝑁 = 10, and 𝑓𝐴 = 0.3 of the ABP 
system:  a) cylindrical domains in a quadrilateral array: the cylinders at the four corners 
(blue) are the A-block domains, and the red in the center is a particle nanowire;  b) 
ellipsoidal domains in quadrilateral arrays; c) spheroids arranged on a body-centered 
cubic lattice; and d) hexagonally-packed cylinders. The b, c, and d cells show only the 
shape of the A-block domain (green and red). 
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Chapter 4  
 
Self-assembly of a Diblock Copolymer under 
Application of an External Field 
 
  
4.1 Methodology Equation Section 4 
In the framework of the SCFT/FENE-P method, the dimensionless free energy, 𝐹 , 
(relative to 𝑛𝑘𝐵𝑇, where 𝑛 is the number of chains, 𝑘𝐵 is Boltzmann’s constant, and 𝑇 is 
the absolute temperature) consisted of the standard SCFT contribution and the free 
energy expression of the FENE-P dumbbell model, which yields  
   (4.1) 
In this expression, the 𝜑𝐴(𝐫), 𝜑𝐵(𝐫), 𝑤𝐴(𝐫), and 𝑤𝐵(𝐫) are the local volume fractions of the 
A-blocks and B-blocks and their local mean field potentials, respectively.  𝜉(𝐫)  is the 
Lagrange multiplier (in the form of pressure) that is used to ensure the incompressibility 
condition is satisfied. The 𝜒𝑁  is the dimensionless Flory-Huggins interaction parameter, 
which describes the short-range chemical immiscibility between the A and B blocks, and 
𝑄 = ∫ 𝑞(𝐫, 𝑠)𝑞+(𝐫, 𝑠)𝑑𝐫 is the partition function of a single diblock copolymer chain in a 
volume, 𝑉, under the mean field. The last four terms, ?̃?𝐴, 𝑇?̃?𝐴, ?̃?𝐵 and 𝑇?̃?𝐵, on the right side 
of Eq. (4.1) are the dimensionless internal energy and entropic terms that are contributed by 
FENE-P model. The FENE-P internal energy, ?̃?𝑖(𝐫), (i =A, B), contains two parts: one 
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arises from the conformation tensor, ?̃?𝑖𝑐 , the other is from the external field, ?̃?𝑖𝑒 . These 
quantities depend on the state of the microstructure (i.e., the extension and orientation of the 
local segment population), which is quantified using a dimensionless conformation tensor 
for each type of segment, as defined below. The entropic terms are also functions of the 
conformation tensor of each segment type. The relevant expressions are thus 
   (4.2) 
   (4.3) 
The 𝑅0 (𝑅0 = 𝑁𝑙) is the maximum polymer chain length, where 𝑁 is the segment number 
and 𝑙 is the segment length. The 𝐾 is the Hookean spring constant, which can be obtained 
via 𝑁𝑙2 = 3𝑘𝐵𝑇 𝐾⁄ . 𝐇𝑖 is the dimensionless block external field interaction vector field, 
which is defined by Eq. (4.4), where the field is assumed to lie in the y-z plane pointed in 
the x-direction; therefore, we have 𝐻𝑥 = 𝐻𝑖 ≠ 0.  
 0
0
H
iH 
 
 
  
  (4.4) 
The 𝐜(𝐫) is the local conformation tensor of the polymer segment at position r, which 
was rendered dimensionless according to ?̃? = 𝐜𝐾 𝑘𝐵𝑇⁄ . This tensor is depicted below. 
Since the external field lies in the x-direction, the off-diagonal elements are all zero.  
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  (4.5) 
Minimizing the total free energy with respect to the densities 𝜑𝐴(𝐫), 𝜑𝐵(𝐫), conformation 
tensor, ?̃?,  and mean field variables 𝑤𝐴(𝐫), 𝑤𝐵(𝐫), leads to the SCFT/FENE-P equations, 
given by  
   (4.6) 
   (4.7) 
     1A B  r r   (4.8) 
  
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   (4.13) 
These equations must be solved simultaneously to yield the SCFT/FENE-P model results. 
In the diffusion equations, Eqs. (4.11) and (4.12), the 𝑤(𝐫) =  𝑤𝐴(𝐫) for 0 ≤ 𝑠 ≤ 𝑓𝐴 , 
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while 𝑤(𝐫) =  𝑤𝐵(𝐫)  for 𝑓𝐴 < 𝑠 ≤ 1 . The 𝑞(𝐫, 𝑠)  and 𝑞
+(𝐫, 𝑠)  represent the chain 
propagators, with specific initial conditions: 𝑞(𝐫, 0) = 1.0 and 𝑞+(𝐫, 1) = 1.0. Note that 
the Lagrange multiplier 𝜉(𝐫) and 𝜑𝑖 are not functions of ?̃?. We assume there is only one 
segment in each cell, because the discretization will not affect the final result in the 
random walk model. Here, we define 𝑎 = −𝐻𝛼𝐻𝛽 . Solving Eq. (4.11), we obtain the 
conformation tensor component expressions 
   (4.14) 
  (4.15) 
We have performed simulations for field strengths in the range of 𝐻𝐴 ∈ [1.0, 8.0] in 
increments of 1.0 units. Only the A segments are significantly affected by the applied 
field, whereas the B segments are only mildly affected: 𝐻𝐵 = 0.01 , which was held 
constant over all simulations. Both 𝐻𝐴  and 𝐻𝐵  lie solely in the x-direction. The 
simulations were based on the following conditions: (1) 3 dimensional periodic boundary 
conditions were employed; (2) the number of polymer chain segments was 200; and (3) 
the simulation lattice cell size was 0.109 Rg, where Rg, is the radius of unperturbed 
polymer gyration. We performed verifications typically using 20 different box sizes 
varying from about 3.27 Rg to 5.45 Rg (from 30×30×30 to 50×50×50 cell numbers). All 
other aspects of the simulation methodology are as described in preceding chapters. 
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4.2 Results and Discussion 
4.2.1 Polymer Conformation Tensor 
 
In Eqs. (4.14) and (4.15), the diagonal components of conformation tensor in one cell 
(c̃𝑖−𝑥𝑥, c̃𝑖−𝑦𝑦, c̃𝑖−𝑧𝑧, i = A, B) only depend on the local block segmental density and the 
external field strength. Meanwhile, the block density distribution highly depends on the 
Flory-Huggins parameters 𝜒𝑁 via the modified diffusion equations (shown in Eqs. (4.11) 
and (4.12)). In our calculations, the H vector contains only one nonzero component 
(𝐻𝑖 , 𝑖=A or B) at position x (shown in Eq. (4.4)), and the value of 𝐻𝐴 and 𝐻𝐵 are both 
positive. Therefore, only the values of diagonal components in the conformation tensor 
( c̃𝑖−𝑥𝑥 , c̃𝑖−𝑦𝑦 , c̃𝑖−𝑧𝑧 , i=A or B) are nonzero, and the polymer blocks would only be 
elongated along the x direction, and compressed in the y and z directions. The most stable 
value of c̃𝑖−𝑥𝑥,  c̃𝑖−𝑦𝑦 and c̃𝑖−𝑧𝑧 (i=A or B ) under the condition of 𝜑𝑖=1.0, 𝐻𝑖 = 0.0  is 
0.5, and the trace of the conformation tensor is 1.5 according to the Eqs. (4.14) and 
(4.15). If the 𝐻𝑖 → ∞, the value of c̃𝑖−𝑥𝑥  goes to 3.0 while the c̃𝑖−𝑦𝑦 , c̃𝑖−𝑧𝑧  would be 
reduced to 0.0, which implies the polymer chain is elongated into a straight line along the 
x direction. This is the limit of a Hookean dumbbell model. 
The c̃𝑖−𝑥𝑥 component increases as either the block density or external field strength 
increases. As shown in Figure 4-1, the densities 𝜑𝐴 range from 0.0 to 1.0, the external 
field 𝐻𝐴 varies from 0.0 to 8.0, and the c̃𝐴−𝑥𝑥 do not vary linearly with 𝐻𝐴 (Eq. (4.14)). At 
low densities, the conformation tensor component c̃𝐴−𝑥𝑥  remains almost constant with 
varying external field strength; however, in the high density regime, especially when the 
density is close to 1.0, the c̃𝐴−𝑥𝑥 component changes dramatically with increasing 𝐻𝐴. For 
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the y and z directions, there is only a mild decrease with increasing field strength, since 
the chain compression perpendicular to the direction of extension is limited by the finite 
diameter of the chain.  As for the conformation tensor of the B segments, the increase of 
c̃𝐵−𝑥𝑥  and the decreases in  c̃𝐵−𝑦𝑦 and c̃𝐵−𝑧𝑧 are quite small because the B segment is not 
much affected by the external field (𝐻𝐵 = 0.01). 
The results describe above are in no way surprising, or even interesting. They are 
exactly what one would expect from a polymer subjected to an external magnetic or 
electric field, being it susceptible to the same. What is interesting and surprising is the 
affect that the segmental orientation and extension has upon the stable morphological 
phase and its associated dimensions, as described below. 
 
 
Figure 4-1. The dimensionless values of the diagonal components of the conformation 
tensor (?̃?𝐴−𝑥𝑥, ?̃?𝐴−𝑦𝑦, and  ?̃?𝐴−𝑧𝑧 ) as functions of external magnetic field strength (𝐻𝐴) 
and density (𝜑𝐴). 
 
 
89 
4.2.2 Thermodynamic Properties  
 
Given the number of parameters involved in this model, a complete exploration of the 
state space of the SCFT/FENE-P system is untenable as one of three projects comprising 
this dissertation. Therefore, no effort was made to present a complete and thorough 
description of the system properties. Rather, we chose to focus on one particular aspect of 
the system morphology: the effects of the external field on the critical dimensions and 
orientation of the lamellar morphology. 
The free energy of lamellae-forming diblock copolymer systems was investigated 
under the conditions of fA = 0.5; 𝜒𝑁 = 12.0, 15.0, 18.0, and 𝐻𝐴 varying from 1.0 to 8.0 in 
increments of 1.0 The free energy of Eq. (4.1) is split into components arising from 
energetic effects (the 𝜒𝑁, ?̃?𝑖 terms within the integral), which we assign the symbol U, 
and entropic effects (all other terms), which we define as −𝑇𝑆, according to the standard 
Legendre transformation, F = U − TS. The internal energy U can be divided into three 
components: chemical immiscibility of the blocks (𝜒𝑁 − 𝑈), FENE-P model contribution 
(FENE-P-U), and the external field contribution (𝐻 − 𝑈). 
4.2.2.1 Constant HA 
 
At a constant value of HA, as 𝜒𝑁  increases, both the free energy F, and -TS also 
increase (i.e., the value of TS decreases); however, the total internal energy U remains 
constant, as depicted in the Figure 4-2. A higher value of 𝜒𝑁 results in a greater degree of 
morphological phase separation, and therefore a more ordered arrangement. Therefore, 
the value of entropic term decreases. In Table 4-1, we list the value of each type of 
internal energy contribution in the case of 𝜒𝑁 = 12.0, 15.0, and 18.0 at 𝐻𝐴 = 5.0. The 
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total internal energy of 𝜒𝑁  = 12.0, 15.0 and 18.0 are 1.0412, 1.0005, and 0.9680, 
respectively; as evident, they are very close to each other. It is apparent that with the 
increasing value of 𝜒𝑁, the chemical immiscibility contribution to the internal energy 
increases, which is readily apparent from the Table 4-1. The FENE-P model contribution 
also increases as a result of higher microphase separation degree. The external field 
contribution (𝐻 − 𝑈) assumes a negative value, which implies that the external field 
applies work to the system. However, the value of 𝐻 − 𝑈 is also a function of the density. 
Thus the magnitude of the external field contribution will increase with rising values of 
HA. 
 
Figure 4-2. The energy analysis at different external field strengths (𝐻𝐴) and block-block 
interactions (𝜒𝑁). The ■ represents the 𝜒𝑁 = 12, □ represents 𝜒𝑁 = 15 and × represents 
𝜒𝑁 = 18 system. 
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Table 4-1. The internal energy contribution at 𝐻𝐴=5.0. 
𝜒𝑁 12 15 18 
𝜒𝑁 -U 1.4435 1.4795 1.5025 
FENE-P-U 1.3799 1.4556 1.5093 
𝐻 − 𝑈 -1.7822 -1.9346 -2.0438 
Total 1.0412 1.0005 0.9680 
 
4.2.2.2 Constant 𝝌𝑵 
At constant 𝜒𝑁, if 𝐻𝐴 increases, both the free energy F and the internal energy U 
decrease; however, the -TS term increases, (which implies that the value of TS decreases), 
as displayed in the Figure 4-2. The values of each type of internal energy contribution in 
the cases of 𝜒𝑁 =18.0 as 𝐻𝐴 varies from 1.0 to 8.0 are listed in Table 4-2. The 𝜒𝑁 − 𝑈 
contribution decreases with increasing 𝐻𝐴 ; however, there was a small increase at 𝐻𝐴 = 
2.0 and 3.0. The difference in 𝜒𝑁 − 𝑈 between two adjacent values of 𝐻𝐴  is about 0.03-
0.04, except at 𝐻𝐴 = 0.4 and 0.5. The small decrease at these values is due to the density 
separation degree increasing, since the value of 𝜒𝑁 − 𝑈  is calculated according to 
𝜒𝑁𝜑𝐴𝜑𝐵 . The sum of 𝜑𝐴  and 𝜑𝐵  always equals one; therefore, the higher separation 
degree, the lower the value of 𝜒𝑁 − 𝑈. The resulting values at 𝐻𝐴 = 2.0 and 3.0 are due 
to the orientation of the lamellae. The higher value of 𝐻𝐴 would also affect the mean field 
potential (Eqs. (4.6) and (4.7)) as well as the FENE-P energy (Eq. (4.2)). The energy of 
the spring is a function of the elongation; therefore, the higher the external field strength, 
the higher the value of FENE-P-U. The external field contribution is quite clear in this 
table: as 𝐻𝐴 increases, more work is performed on the system and the internal energy of 
the system decreases.  
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Table 4-2. The internal energy contributions by chemical immiscibility, external field, 
and conformation orientation (in units of 𝑛𝑘𝐵𝑇). 
HA 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 
xN-U 1.607 1.589 1.616 1.586 1.503 1.470 1.438 1.407 
FENE-P-U 1.019 1.131 1.258 1.385 1.509 1.612 1.704 1.787 
H-U -0.164 -0.473 -0.919 -1.450 -2.044 -2.647 -3.267 -3.898 
Total 2.463 2.247 1.955 1.520 0.968 0.435 -0.125 -0.705 
 
4.2.3 Lamellar Morphology 
 
The density and microphase separation degree and the dimensions of the stable 
periodic lamellar morphology were also investigated under different conditions of  𝐻𝐴 
and 𝜒𝑁 (listed in the Table 4-3). As 𝜒𝑁 or 𝐻𝐴 increase, the maximum densities of the A, 
B blocks (𝜑𝐴−𝑚𝑎𝑥 and 𝜑𝐵−𝑚𝑎𝑥), within the overall system, increases as discussed above. 
Most values of 𝜑𝐴−𝑚𝑎𝑥 are higher than 𝜑𝐵−𝑚𝑎𝑥, except for two points (𝐻𝐴=1.0 𝜒𝑁=12.0 
and 𝐻𝐴=1.0 𝜒𝑁=15.0). The minimum densities of A, B blocks also behave in a similar 
way; therefore, the separation degree (Δ𝜑𝐴  and Δ𝜑𝐵 ) are the equivalent at the same 
values of 𝐻𝐴 and 𝜒𝑁, whereas the separation degree increases with increasing values of 
𝐻𝐴 and 𝜒𝑁. 
The stable periodic scale (𝑙𝑠) increase with an increase of either 𝐻𝐴 or 𝜒𝑁, which 
implies that the stable morphology length scales are very sensitive to the specific values 
of 𝐻𝐴 and 𝜒𝑁. The absolute value of minimum free energy was obtained by meticulously 
varying the simulation box dimensions over wider ranges of multiples of the copolymer 
radius of gyration; however, in so doing, we noted that the stable morphology varied 
remarkably with box size, even though all of these morphologies were lamellar by nature 
and 𝑓𝐴 = 0.5. It is evident that it is possible to tune the morphological length scale of a 
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BCP-NP system significantly by applying an external field. The A block thickness and its 
percentage will also increase with increasing 𝐻𝐴   (around 0.5), which means that the 
relative contributions of the A block and B block to the whole system are almost equal. 
For lower 𝐻𝐴, the A block contribution is lower than 0.5, while as 𝐻𝐴 increases, its value 
increases to 0.5 or even higher. 
Table 4-3. The density properties and periodic scale of diblock lamellae morphology at fA 
= 0.5. 
𝜒𝑁 12.0 12.0 12.0 15.0 15.0 15.0 18.0 18.0 18.0 
HA 1.0 5.0 8.0 1.0 5.0 8.0 1.0 5.0 8.0 
𝜑𝐴−𝑚𝑎𝑥 0.920 0.962 0.978 0.966 0.983 0.991 0.989 0.993 0.995 
𝜑𝐴−𝑚𝑖𝑛 0.080 0.041 0.026 0.035 0.019 0.012 0.012 0.009 0.007 
Δ𝜑𝐴 0.841 0.921 0.952 0.931 0.964 0.979 0.977 0.983 0.988 
𝜑𝐵−𝑚𝑎𝑥 0.921 0.960 0.975 0.966 0.982 0.989 0.989 0.992 0.995 
𝜑𝐵−𝑚𝑖𝑛 0.080 0.039 0.023 0.035 0.018 0.011 0.012 0.009 0.007 
Δ𝜑𝐵 0.841 0.921 0.952 0.931 0.964 0.979 0.977 0.983 0.988 
𝑙𝑠 3.597 4.033 4.033 3.597 4.033 4.251 4.251 4.251 4.251 
A thickness 1.744 1.962 2.071 1.744 1.962 2.071 2.071 2.071 2.180 
Percentage  0.485 0.486 0.514 0.485 0.486 0.487 0.487 0.487 0.513 
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Chapter 5    
 
Modelling Proton Conductivity in 
Perfluorosulfonate Acid Membranes 
 
This chapter is based on the paper 
“Proton Conductivity in Perfluorosulfonate Acid Membranes via Continuum Percolation 
Theory”. B. Zhang, and B.J. Edwards. J. Electrochem. Soc. 162 (9), 2015[89] 
 
 
5.1 Methodology Equation Section 5 
The morphology of a PFSA polymer membrane is herein idealized as a nanoporous 
network structure of indeterminate geometry. This network is stabilized throughout the 
membrane by the stiff helical backbones of the PFSA polymers with the short hydrophilic 
side chains protruding inside the pore walls. Water and hydronium ions occupy these 
pores to an extent determined by the applicable hydration level.
[90]
 The architectures of 
the different membrane polymers (N, 3M, C, D) are displayed in Table 5-1. Each type of 
PFSA has a specific side-chain architectural unit. The C and N membranes have the same 
side chain, on which a -CF3 group is attached, whereas the D membrane does not contain 
this unit and the monomer is shorter than for N and C. The 3M membrane shares a similar 
side-chain structure with the D membrane, although the side chain contains an additional 
-(CF2-CF2)- linkage.
[9, 61]
The number of -(CF2-CF2)- units is an average value calculated 
using the PFSA equivalent weight, EW, which is the ratio of the weight of dry membrane 
in grams to the moles of acid groups in the membrane, with units of g/mole. The EWs of 
N, 3M, C, and D are 1100, 1000, 900, and 800 g/mole, respectively, as listed in Table 5-1.  
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The overall membrane volume per sulfonic acid group 𝑉𝑜  is defined as 𝑉𝑜 =
𝐸𝑊 (𝑁𝐴𝜌𝑑𝑚)⁄ , where 𝑁𝐴 is Avogadro’s number and 𝜌𝑑𝑚  is the dry membrane density. 
The monomer excluded volume, 𝑉𝑚 , of the PFSA can be calculated using Chem3D 
software developed by CambridgeSoft® (PerkinElmer, Inc.) by inputting the architectural 
units of the various membranes, as depicted in Table 5-1. This software calculates the 
Connolly solvent-excluded surface (which is related to the volume contained within the 
accessible, or contact, molecular surface).[91] The contact surface was created using a 
spherical probe particle representing the solvent; the default probe radius used in the 
calculations was the standard 1.4 Å (the Van der Waals radius of a water molecule[92]) that 
is effectively rolled over the molecular model. The difference between these two volumes 
(𝑉𝐶 = 𝑉𝑜 − 𝑉𝑚) is identified as the overall channel (or void) volume per sulfonic acid 
group, 𝑉𝐶, of the dry membrane. At zero hydration, this volume is assumed to be empty. 
Table 5-1: Polymer monomeric architectures for Nafion 117, the 3M membrane, 
Membrane C, and Dow XUS 13204.10. 
Name Structure 
Nafion 117 
EW≈1100 
 
3M 
EW≈1000 
       
Membrane C 
EW≈900 
 
Dow 
EW≈800 
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The water content of the model nanoporous network is defined as the number of 
water molecules per sulfonic acid group, and is denoted by the symbol λ. When the dry 
membrane is exposed to humidified air or immersed in the liquid water, water molecules 
are assumed to enter into the nanoporous network. At low vapor pressures, the water 
content of the membrane is very low and presumably the overall volume of the 
membrane changes little from its dry condition. Hence water fills the voids within the 
membrane material without affecting the morphology of the membrane. However, as the 
vapor-phase activity increases, the membrane will begin to swell with increasing water 
content as the water molecules expose more of the free volume to sulfonate-water 
interactions, hence altering the nature of the nanoporous network in terms of size, 
number, and connectivity of the channels.[47] With continued exposure to increasingly 
humidified vapor, we assume that a maximum in water absorption of the membrane will 
occur once all available free volume has been filled with water. According to this 
assumption, the maximum water capacity (𝜆𝑚𝑎𝑥) in the humidified vapor condition of the 
pore network can be calculated as 𝜆𝑚𝑎𝑥 ≈ 𝑉𝐶/𝑉𝑤, in which 𝑉𝑤 is the spherical volume of 
one water molecule.  
The mean van der Waals diameter of water has been reported as 2.82 Å;[92] however, 
radial distribution functions derived from interatomic energy potentials for water (such as 
the TIP3P model) in molecular dynamics simulations of hydrated Nafion provide an 
estimate of approximately 3.2 Å, which appears to be relatively independent of hydration 
level.[47] Note that this value is based on the distance between the oxygen atoms of 
neighboring water molecules and of hydronium ions, which is actually fairly typical of 
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radial distribution function data even in bulk water. Therefore, we assume the volume of 
a water molecule, 𝑉𝑤 , to be 17.1 Å
[62] based on a sphere of radius 1.6 Å, which is 
consistent with values measured experimentally in comparable nanoporous 
membranes.[93, 94] Note that this value corresponds to an effective partial molar volume 
for water in the membrane of 10.3 cm3/mol, which is significantly smaller than the value 
of 18 cm3/mol based on the density of pure water at room temperature; this latter value 
corresponds to a spherical molecular volume of 30 Å3, or a molecular diameter of 3.8 Å. 
This is significantly higher than the van der Waals diameter of a water molecule because 
of the extensive hydrogen bonding network that exists in bulk water, and which is 
presumably destroyed within the confines of narrow and only partially hydrated pores, 
especially when the few water molecules present tend to cluster around the functional 
groups of the polymer chains.  
In measurements of water sorption and hydrogen bonding in cellulose acetate 
membranes, Scherer and Bolton[94] found that the value of the partial molar volume of 
water, ?̅?𝑤, at low hydration levels is substantially less than 30 Å
3/per molecule. Indeed, 
the applicable value of ?̅?𝑤 and 𝑉𝑤 depends on a balance between the membrane expansion 
caused by the intrusion of water into the pores and the filling of void spaces within the 
pores. It was determined that the molecular volume of water was a function of hydration 
level, varying between the van der Waals volume of a single water molecule, 𝑉𝑤 = 17.1 
Å3, to that of a completely hydrogen-bonded molecule in bulk water, 30 Å3. As a 
consequence, for purposes of determining the dry membrane density, we chose to use the 
value of 17.1 Å3, which was the experimentally determined limit at low water content. 
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Scherer and Bolton[94] also found that the partial molar volume, ?̅?𝑤, assumed effective 
values over the entire range of approximately zero to the bulk value of 30 Å3/molecule 
because of what they termed “void utilization.” Furthermore, Scherer[93] demonstrated for 
lipid bilayer systems that the partial molar volume of water was a strong function of the 
number of water molecules clustered around a lipid, exhibiting three regimes of behavior: 
1) a region in which ?̅?𝑤  and 𝑉𝑤  is effectively a constant (10.3 cm
3/mol and 17.1 
Å3/molecule) value in the range of [0, 5] water content, 2) a region of dramatic and 
essentially linear increase in ?̅?𝑤  and 𝑉𝑤  as functions of number of water molecules 
between roughly 5 and 20, and 3) another region of constant partial molar water volume 
with the plateau value 𝑉𝑤 = 30  Å
3/molecule (the bulk value) for all higher water 
numbers. These data strongly suggest a 3-stage absorption mechanism for water in the 
lipid bilayer as a function of increasing hydration. 
Further evidence in support of the 3-stage absorption process described above has 
been provided recently by Bai et al.,[95, 96] who also observed a dramatic, almost linear 
increase in the partial molar volume of water with increasing hydration level in several 
types of ionomeric membranes, including PFSAs. These authors showed that the 
membranes examined displayed a linear increase in the partial molar volume of water 
contained as a function of hydration level, specifically over ranges of water numbers 
approximately covering 𝜆 ∈  [2, 6] . The partial molar volume ranged from about 10 
cm3/mol at the low end of the range to the bulk value of about 18 cm3/mol, in qualitative 
agreement with the results of Scherer and Bolton.[93, 94]  
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Figure 5-1: The volume of a water molecule (𝑉𝑤) within a PFSA membrane as a function 
of water content according to the three-stage absorption hypothesis. 
 
As the conductivity expression derived below depends critically on the partial molar 
volume of water within the membrane, we developed a 3-stage absorption process in 
view of the experimental data described above, which has also been hypothesized based 
on the molecular probe experiments of Spry and Fayer[11] as well as the results of several 
prior simulation studies of proton conduction is Nafion membranes. This series of stages 
will be described in more detail below; however, at this point, we begin by hypothesizing 
a variable molar volume of water which is qualitatively consistent with the results of 
Scherer and Bolton[93, 94] and Bai et al.,[95, 96]  as displayed in Figure 5-1. 
We hypothesize that the three distinct hydration regimes occurring in PFSA 
membranes induce different molecular conduction mechanisms for the protons. Within 
the range 𝜆 ∈ [0,5], the water molecules tend to form tight clusters around the sulfonate 
groups with very little inter-cluster connectivity inside the pores, which is evident from 
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molecular dynamics simulations of the morphology of Nafion 117 (EW=1100) 
membranes at low water content.[47] These simulations showed that protons were 
hydrated by only two or three water molecules at low values of λ (≤ 5), thus largely 
inhibiting structural diffusion (i.e., proton transport via the creation and destruction of 
hydrogen bonds between neighboring water molecules, usually referred to as the 
Grotthuss mechanism) by prohibiting the formation of Eigen ion complexes. Hence most 
proton conduction at these low water contents is primarily vehicular, and likely induced 
by the gradient in the chemical potential across the membrane. Furthermore, the water 
clusters tended to be located in close proximity to the sulfonate groups.  
Spry and Fayer’s recent experiments determined that 3 to 4 water molecules per 
sulfonate group were required to form a hydration layer between the ions (i.e., between 
contact ion pairs of sulfonate groups and hydronium ions), thus mobilizing the protons 
for transport.[11] This is consistent with findings from previous experiments of 
Zawodzinski et al., who found a distinct transition in water vapor activity (i.e., solvation 
level) at a critical water content of approximately 𝜆 ≈ 5  in the N, C, D, and 3M 
membranes.[9, 95-98] Again, these experiments appear to align with the hypothesis that 
conductivity at low water content is primarily limited to vehicular diffusion, or diffusion 
of hydronium ions between clusters once the percolation threshold has been achieved and 
a solvation layer interposed between the contact ion pairs of hydroniums and sulfonate 
groups. 
Clark and Paddison[99, 100] have recently shown via ab initio electronic structure 
calculations of EW=590 and 690 PFSAs that approximately two water molecules are 
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required to hydrate fully a single proton, whereas it required 3-5 water molecules to 
hydrate a second, depending on the length of the side chains and their spacing along the 
polymer backbone. At low hydration levels, the established hydrogen-bond network 
involved two neighboring sulfonic acid groups and 2-5 water molecules forming a 
connectivity bridge between both side chains, again depending on the characteristic 
architecture of the polymer.[99-101] In addition, Choi and Datta[102] were able to model 
quantitatively the sorption data of Zawodzinski et al.[98] for water content versus activity 
by assuming five water molecules occupied the primary hydration shell surrounding each 
sulfonic acid group. In view of the above remarks, the proton conductivity at low 
hydration levels is essentially restricted to an effective volume determined by the upper 
limit of the low hydration regime, which we set to 5: 𝜆 ∈ [0,5]. Note that the effective 
conductivity range is defined as 𝜆 ∈ [𝜆0, 5] , where 𝜆0  is the minimum water content 
necessary for a sufficient level of proton hydration necessary to achieve transport. The 
value of this quantity is typically approximately 2 for the membranes under 
consideration.[9, 103] Based on these arguments and the molecular simulations of molecular 
size of Cui et al.,[47] we set the molecular volume of water to have a constant value of 
17.1 Å3 within the range of 𝜆 ∈ [𝜆0, 5] in Figure 5-1. 
The second proton conduction regime lies within the range 𝜆 ∈ (5, 𝜆𝑚𝑎𝑥], where the 
upper limit is the critical water content of the membrane as exposed to water vapor at 
100% saturation and unit activity. For most of the membranes examined herein, 𝜆𝑚𝑎𝑥 ≈
14. In this hydration regime, the acidic protons have become fully hydrated and capable 
of experiencing transport via the Grotthuss mechanism over an extended network of 
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hydrogen-bonded water molecules and sulfonic acid groups. This corresponds to region 2 
of the water uptake curves of Zawodzinski et al.[9, 98] where a rapid change in water 
activity occurred upon increased hydration level. Within this region, the authors 
hypothesized that water began to fill the nanopores and swell the membrane. 
Furthermore, the simulations of Nafion of Cui et al.[47] (𝜆 = 8.6, 11.8) revealed large 
cluster formation of water molecules and hydronium ions around sulfonate ions, with 
radii of approximately 4.5 Å, which produced sample spanning, tortuous channels 
throughout the membrane. Furthermore, increasing the water content increasingly pulled 
the hydronium ions away from the sulfonate units, increasing the hydration level of the 
hydroniums to approximately eight water molecules each, although they remained 
generally situated in close proximity to the terminal groups[47] (in agreement with the 
experimental measurements of Spry and Fayer[11]). This simulated cluster size is 
consistent with the pore model of Choi and Datta,[102] who observed an increase of pore 
radius from approximately 2 nm at low water content to 4 nm at higher values; these 
values were also consistent with those obtained by Divisek et al. in the micropore region 
based on measurements of the pore size distribution of Nafion 117.[104]  
Peterson and Voth[48] used empirical valence bond molecular dynamics simulations to 
show that structural diffusion of protons occurred at the same rate as vehicular diffusion, 
although the two processes were negatively correlated, for Nafion 117 at 𝜆 = 15, which 
is close to the experimental maximum water content for this membrane under exposure to 
water vapor (𝜆 = 14).[9, 98] These authors demonstrated that a proton is solvated between 
two water molecules in a Zundel moiety in the vicinity of the contact ion, but transitions 
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into an Eigen-like configuration once a solvation layer has been interposed between the 
contact pair,[48] which evidence presented above suggests occurs around 𝜆 = 5.  
For water contents lying within the second regime, 𝜆 ∈ [5, 𝜆𝑚𝑎𝑥], it is likely that the 
specific value of λ determines the ratio of structural to vehicular diffusion constants. As λ 
increases, it is probable that the structural contribution to proton transport increases; 
however, the negatively correlated vehicular component tends to offset this gain in proton 
transport, resulting in a slower rise in conductivity with increasing hydration level that 
one would intuitively expect. Note that this hypothetical slowdown in conductivity 
increase beginning at 𝜆 = 5  has been observed in experiment for several PFSA 
membranes.[9, 98] This hypothesis is also consistent with the observations of Spry and 
Fayer,[11] who found a slowed orientational diffusion of a probe molecule within water-
filled pools of Nafion 117 membranes at higher water contents, which was probably due 
to the enhanced hydrogen bond network formed at elevated hydration levels. In essence, 
the hydrogen bond network slows down vehicular diffusion as the network tends to 
restrict the translational motion of the hydronium ions. Furthermore, any translational 
protonic motion that does occur will disrupt the hydrogen bond network, thus slowing 
structural diffusion; this possibly explains the negative correlation between vehicular and 
structural diffusive transport observed by Petersen and Voth.[48]  
In view of the above-stated results, we hypothesize that the water content region 
𝜆 ∈ [5,  𝜆𝑚𝑎𝑥] is also that within which the majority of the increase in the molecular 
volume of water occurs, which is approximately linear according to the available 
experimental data. Hence we assume that in stage 2 of the absorption mechanism, 𝑉𝑤 
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takes on a linear increase over the stated range, as in Figure 5-1, ultimately attaining the 
bulk value of 30 Å3 in stage 3, which occurs under conditions of full membrane 
immersion in bulk water. The justification lies in the assumption that as the membrane 
swells, more volume becomes available to the pores, and the water is allowed to take on 
an increasingly normal or bulk-like molecular volume; this is consistent with the radial 
density profiles of Cui et al.[47] Hence at λ values corresponding to liquid immersion, the 
membrane has been expanded to a degree sufficient to allow bulk water type behavior 
within the pores, thus effectively limiting the conductivity of the membrane. 
The dry membrane density of the Nafion and 3M membranes are known from 
experiments to be 𝜌𝑑𝑚 = 2.05  and 2.03 g/cm
3, respectively,[10, 95] whereas the dry 
membrane densities of the C and D and membranes have not been reported; however, 
these can be estimated from the experimental values of 𝜆𝑚𝑎𝑥 (the reported values
[95, 99, 103] 
are presented in Table 5-2 below) according to 
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Table 5-2: The dry membrane densities and maximum water contents of the various 
PFSA membranes. 
 
N
a
 3M
a
 C
b
 D
b
 
𝑉𝑚 (10
-30
 m
3
) 521 485 424 388 
EW (g/mol) 1100 1000 900 800 
𝜌𝑑𝑚 (g/cm
3
) 2.05 2.03 1.97 1.86 
𝜆𝑚𝑎𝑥 15 (~14) 14 (~12) ~14 ~14 
a: The experimental value of the dry membrane density was known and the theoretical 
maximum water content in the vapor phase was calculated according to Eq (5.1)The 
numbers within the parentheses are the experimental values.
[9, 95, 96, 98]
  
b: The experimental maximum water content was known and the dry membrane density 
was calculated according to Eq. (5.1).  
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For Nafion and 3M, using the known value of the dry membrane density yields a 
maximum water content in humidified vapor of 15 and 14, respectively, which is very 
close to the experimental values of approximately 14 and 12—see Table 5-2.[95, 98, 103] For 
the other two membranes, 𝜌𝑑𝑚  was estimated according to Eq. (5.1) using the 
experimental values of 𝜆𝑚𝑎𝑥 and 𝑉𝑤= 23.8 Å
3 (for C) and 23.2 Å3 (for D) obtained from 
the linear interpolations of molecular water volume of Table 5-1; the results of these 
calculations are collected in Table 5-2. The values of 𝜌𝑑𝑚 thus calculated vary from one 
membrane to another in terms of both molecular architecture and equivalent weight 
(EW). With so few cases available to examine, it is difficult to establish definite trends of 
𝜌𝑑𝑚  and 𝜆𝑚𝑎𝑥  variations with molecular architecture or EW; however, the density 
appears to decrease with decreasing EW of the membranes.  
Theoretically, the number of hydronium ions inside the porous network should equal 
the number of sulfonic acid groups to satisfy the electroneutrality constraint. Thus the 
effective proton number density (?̅?𝛼) per unit mass of membrane can be estimated by 
using the ratio of the number of protons with respect to the effective hydrophilic space 
(𝑉𝑒),  
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
 
    , (5.2) 
which depends on the number of water molecules present within the pores and the their 
effective size. 
The overall transport of the hydronium ions and water molecules was assumed to be 
one-dimensional in the axial direction of an applied external field. Hence, we denote the 
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average momentum of the hydronium ions within the pore as ?̅?𝛼𝑢𝛼 , where  𝑢𝛼  is the 
average velocity in the axial direction. This velocity was calculated using the simplified 
Nernst-Einstein equation (i.e., the density gradient was zero and the chemical potential 
gradient was completely determined by the external field, 𝐸𝑒𝑥𝑡), 
 P ext
g
D
u FE
R T
   , (5.3) 
Accordingly, the velocity of the hydronium ions is functionally related only to the 
diffusivity of hydronium ions within the pore (𝐷𝑝), and the magnitude of the external 
field (𝐸𝑒𝑥𝑡).
[72]
 In this expression, 𝑅𝑔 is the ideal gas constant, 𝑇 is absolute temperature, 
and 𝐹  is the Faraday constant. Therefore, the flux of charges within the pore, 𝑗 , is 
expressed as 
 
A
F
j u
N
   , (5.4) 
The proton conductivity, σ, of the pore is given by the ratio of the current density with 
respect to the external electric field. Therefore, by combining Eqs. (5.3) and (5.4), the 
conductivity can be determined as  
 
2P
ext g A
j D
F
E R T N
    , (5.5) 
In this equation, the modified diffusion coefficient of hydronium ions within the pore, 
𝐷𝑝, is a function of the architectural structure of the PFSA material, the water content, 
and the diffusion coefficient in bulk water, 𝐷𝑤, as discussed below—see Eq. (5.6). An 
effective structural coefficient, K, was introduced by Thampan et al. to account for the 
influence of the pore structure (and the associated surface charge density) on the 
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diffusion coefficient of the hydronium ions within the pore.
[105]
 These authors established 
a power-law relationship between 𝐷𝑤 and 𝐷𝑝 using this structural coefficient  
 P wD KD  , (5.6) 
where  
  0
q
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In these expressions, 𝜀𝑤  and 𝜀𝑤0  are the membrane porosities corresponding to water 
contents at 𝜆 and 𝜆0, respectively, 𝑘𝐵 is Boltzmann’s constant, and 𝜂 is the viscosity of 
bulk water, which varies with temperature accordingly (as determined from published 
viscosity tables). 𝜆0 is the minimum water content below which proton diffusion does not 
occur (herein assumed to be 𝜆0 = 1.9)
[9, 98, 103]
. In Eq. (5.7), 𝑞 is a structural parameter 
that is related to the nature of the nanoporous network structure and the fraction of a pore 
that is filled with water, under the assumption that the electrical conductivity follows a 
power-law relationship (Archie’s law) with respect to porosity.[106-108] Combining these 
relationships provides an expression for the modified diffusion constant: 
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Eq. (5.7) was developed and motivated using continuum percolation theory, which 
delivers global properties, such permittivity, conductivity, and transport coefficients, 
from the disordered microstructural characteristics of the system.
[106]
 When 𝜆 → ∞ , 
𝑞 → 0 and 𝐷𝑝 = 𝐷𝑤, which corresponds to the case of bulk water. As 𝜆 → 𝜆0 from above, 
the percolation threshold is approached, below which 𝐷𝑝 = 0. (The 𝑞 parameter will be 
discussed in greater detail below.) 
The porosity of the membrane, 𝜀𝑤 , is proportional to the size of the hydrophilic 
domain in the swollen membrane, which could be calculated through the volume fraction 
of water, as displayed in Eq. (5.8). The ?̅?𝑚 and ?̅?𝑤 are the partial molar volumes of dry 
membrane and water respectively, with the latter quantity be specified according to 
Figure 5-1. The molar volume of the dry membrane was approximated as the ratio of 
equivalent weight, EW, with respect to the density of the dry membrane, 𝜌𝑑𝑚, according 
to Eq. (5.9).
[106]
 When 𝜀𝑤 is larger than 𝜀𝑤0, percolation occurs, wherein hydronium ion 
transport begins to take place through a model pore.
[106]
 The size of a hydronium ion was 
assumed to be the same as that of a water molecule; hence, they were treated as identical 
particles. The expression of the self-diffusion coefficient, Eq. (5.10), was derived from 
the Stokes-Einstein equation,
[72]
 and the conductivity expression was obtained by 
combining the Eqs. (5.6)-(5.10) as 
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Numerous papers have presented derivations and discussions of the exponent 𝑞 in Eqs. 
(5.7) and (5.12), where it has been studied both in 2D and 3D simulations or experiments 
based on Archie’s law.[109] This paradigm relates the electrical conductivity (σ) of a 
sedimentary solid object to its porosity and degree of water saturation (𝜙) via a power-
law expression (σ ∝ (𝜙 − 𝜙𝑡)
𝑞).
[107, 109]
 The exponent 𝑞 varies with the nature of the 
microstructural domain of the pore network, and therefore reflects the effects of the pore 
microstructure as felt at the macroscopic scale (i.e., over the entire material object).
[108]
 
Frisch et al. investigated the nature of the 𝑞 parameter by introducing a 2D lattice gas 
automaton (LGA) model fluid in 1986.
[110]
 In this approach, the fluid is simulated as a 
collection of discrete particles with specific values of mass and momentum. At each time 
step, particles move from one lattice unit to an adjacent site along the direction of flow. 
These particles might undergo collisions, but the mass, momentum, and energies are 
locally conserved. The porosity of the material is used to define the relative ratio of “fluid” 
sites (that is, the volume of the channel) to “solid” sites (representing the material object), 
the latter of which consist of standard geometries (such as triangles or diamonds) of 
adjacent sites arranged randomly within the lattice structure. Küntz et al. performed a 
numerical simulation of a 2-dimensional LGA fluid and found approximate values 
around 1.21 and 1.38 for the 𝑞 parameter used in Eqs. (5.7) and (5.12).[108] Thompson et 
al. reported values of approximately 1.8 based on their experiments and simulations of 3-
dimensional sandstone materials.
[106, 111]
 Decreasing the degree of disorder of the 
transport medium could possibly reduce the value of 𝑞, which could be interpreted as the 
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fractal dimension of the channel or movement path, if we view the nature of the transport 
process to be in accordance with percolation theory.
[107]
  
In a perfectly one-dimensional channel, a modified diffusion coefficient can be 
expressed as 𝐷′ = (𝑝 − 𝑝0)𝐷, where 𝑝 is a percolation probability parameter. If 𝑝 > 𝑝0, 
a percolation-type of diffusive process occurs; otherwise, there is no transport. Similarly, 
in a perfectly two-dimensional structure, the modified diffusion constant assumes the 
functional form 𝐷′ = (𝑝 − 𝑝0)
2𝐷. If the transport space is a fractal structure, however, 𝑞 
does not necessarily take on integer values. This phenomenon is very common in nature; 
e.g., the dimensional boundary value of Brownian motion is 1.33 and that of a random 
walk without self-intersection is 1.55.
[112]
 Nevertheless, 𝑞 is commonly used as a fitting 
parameter with a value of approximately 1.5 ± 0.3 in both experiments and simulations, 
since the exact fractal dimensionality of the membrane is unknown.
[10, 105, 113, 114]
 We will 
examine this parameter with respect to experimental trends in the following section. 
 
5.2 Results and Discussion 
5.2.1 Conductivity 
 
Since the chosen value of 𝑞 is based on the fractal dimension of a particle movement 
path, which is an unknown quantity for a typical PFSA membrane, its value must be 
treated as an empirical parameter to be fit to available experimental data. Consequently, 
plots of conductivity calculated according to Eq. (5.12) were compared with experimental 
data for the four membranes under investigation while adjusting the parameter 𝑞 to obtain 
the best possible fit to the data. (Note that this was the only empirical parameter used in 
the model calculations, with the remainder of those appearing in Eq. (5.12) being 
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calculated according to the theory presented in the previous section and embodied by Eqs. 
(5.2)-(5.10).) Results of the calculations of conductivity versus water content at constant 
temperature (303 K) under a humidified air environment are presented in Figure 5-2 for 
the four membranes under investigation, plotted alongside the available experimental 
data.
[95, 96, 98, 103]
  
 
Figure 5-2: Comparison of conductivity vs. water content as calculated according to Eq. 
(12) and experiment data of four different membranes at 303 K: a.) N (EW=1100); b.) 3M 
(EW=1000); c.) C (EW=900); d.) D (EW=800).
[95, 96, 98, 103]
 Note that the value of 𝑞 
decreases linearly with decreasing EW. 
 
In general, the match between the experimental data and the model calculations is 
very good, with the exception of the Dow membrane. Values of 𝑞 range from a maximum 
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value of 1.8 for the Nafion membrane to a value of 1.3 or 1.2 for the 3M membrane, 
depending on the perceived quality of the fit. These values of 𝑞 are well within the range 
(𝑞 = 1.5 ± 0.3) that is commonly associated with the applicable percolation theory. One 
immediately evident trend in Figure 5-2 is that of a decreasing value of 𝑞 with decreasing 
EW; indeed, this decrease is essentially linear, indicating that, as the number of sulfonate 
groups increases relative to the dry membrane density (i.e., as EW decreases), the 
membrane porosity apparently increases, thus creating larger and more connected 
channels in which the inhabitants increasingly assume the characteristics of bulk-like 
water. (Note that a decreasing value of 𝑞  is consistent with increasingly bulk-like 
behavior of water; e.g., the diffusion coefficients within the membrane pores of Eq. (5.6)
become equivalent at 𝑞 = 0.) If 𝑞 is envisioned as a quantitative measure of membrane 
network “tortuosity,” as some authors have stated,[72, 106, 107] then a decreasing value of 
this parameter again signals a more porous and more connected network of larger water 
clusters, in accordance with past simulation and experiment.
[47, 48, 68] 
For each membrane, the conductivity calculated according to Eq. (5.12) displays a 
dramatic increase at low hydration levels, 𝜆 ∈ [0,5], and a rather slow increase thereafter, 
𝜆 ∈ [5.1, 𝜆𝑚𝑎𝑥] , ultimately approaching a plateau value as 𝜆 → 𝜆𝑚𝑎𝑥 . Given the 
uncertainty associated with the experimental data, it is difficult to determine whether or 
not the experimental data actually display the model 2-stage conductivity trends 
described above; however, the overall quantitative agreement between the model 
calculations and experimental data is encouraging nonetheless. At low water contents, the 
protons are hydrated within water clusters and the primary mode of diffusion appears to 
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be vehicular, in which the hydronium ions move from one neighboring water cluster to 
another under the influence of osmotic drag. As 𝜆  continues to increase, however, 
structural diffusion plays an increasingly important role because water clusters become 
larger, allowing complex ionic structures to form, such as Zundel and Eigen ions. From 
the perspective of the simulation results of Petersen and Voth,
[48]
 the eventual plateau of 
the model conductivity at high water contents is indicative of the negative correlation 
observed between vehicular and structural diffusion of the protons, as discussed in the 
preceding section. As such, the general trends displayed by the model can be interpreted 
as supporting the basic tenets of several prior simulation studies.
[47, 48, 72, 99-101] 
Figure 5-3 displays results of a comparison of the model calculations and the 
available experimental data
[98, 103]
 for three of the membranes investigated above; note 
that there is no comparable data for the 3M membrane. These data were obtained under 
conditions of full membrane immersion in bulk water. The corresponding values of water 
content for each membrane are 𝜆 = 22 (N), 𝜆 = 22 (C), and 𝜆 = 25 (D). The observed 
qualitative trends displayed by the experimental data are captured well by the model 
calculations, especially for the Nafion and C membranes. The conductivity increases 
mostly linearly with increasing temperature, except at low values of 𝑇 . The model 
conductivity equation,(5.12), is fit to the experimental data by varying the 𝑞 parameter 
until an optimal value is obtained in each case. Values thus obtained are 1.2 for the 
Nafion membrane, 1.1 for the C membrane, and 0.9 for the Dow membrane. These values 
are somewhat lower than those obtained for conductivity data under humidified air 
conditions, which might be expected since fully immersed membranes would have lower  
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Figure 5-3: Comparison of conductivity vs. temperature as calculated according to Eq. 
(12) and experiment data of three different membranes at the 𝜆 value corresponding to 
full immersion in bulk water:  a.) N (𝜆 = 22); b.) C (𝜆 = 22); c.) D (𝜆 = 25).[98, 103] 
 
 
115 
densities and larger volumes, thus exhibiting more bulk-like behavior. Again, the value of 
𝑞 decreases almost linearly with decreasing membrane EW, indicating a general trend of 
more bulk-like behavior as the porosity of the PFSA membrane decreases, which is 
consistent with the decreasing trend in dry membrane density observed in Table 5-1. In 
each case, the experimental data and model calculations diverge primarily at low values 
of temperature, where proton and water molecule diffusion are relatively slow, indicating 
an opening of the network pore structure with increasing 𝑇. This is consistent with the 
hypothesis that the vehicular diffusion mechanism is relatively stronger at higher values 
of temperature. This is also consistent with lower values of 𝑞 for each membrane with 
respect to the constant (low) temperature data of Figure 5-2. 
 
5.2.2 Diffusivity of the PFSA Membrane Structure  
 
In the preceding section, the diffusivity power-law exponent, 𝑞, was treated as a 
constant for each data series of conductivity, either as a function of water content (Figure 
5-2) or temperature (Figure 5-3). It is also interesting to examine the variations in 𝑞 that 
occur if it is allowed to vary from one data point to the next. In Figure 5-4, 𝑞 is plotted 
versus temperature (Figure 5-4a) and versus water content (Figure 5-4b) for the four 
membranes under investigation. These curves were obtained by fitting Eq. (5.12) to each 
data point independently, instead of collectively, by optimizing the value of 𝑞 in each 
case.  
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Figure 5-4: The value of q calculated from individual data points at different values of 
temperature (a) and water content (b) using the conductivity data of Figure 5-2 and 
Figure 5-3. 
 
In Figure 5-4a, 𝑞  increases steadily with increasing temperature for all three 
membranes; however, in most cases the increase occurs primarily at relatively low values 
of temperature and appears to approach a plateau at high values of 𝑇. In Figure 5-4b, 
there is a dramatic jump in the value of 𝑞 in the first hydration regime of 𝜆 ∈ [0,5], 
attaining a maximum at or near the upper limit of this range. Thereafter, 𝑞 decreases 
slowly in the second hydration regime of 𝜆 ∈ [5.1, 𝜆𝑚𝑎𝑥].  
As defined in Eqs. (5.6) and (5.7), this parameter is intimately related to the diffusion 
of the hydronium ions through the membrane channels, whether partially or fully filled 
with water. As 𝑞 decreases toward zero, the diffusivity of Eq. (5.6) approaches that of 
bulk water. We hypothesize that the value of 𝑞  is highly dependent on the type of 
hydronium transport process that occurs within the membrane. The data seem to suggest 
that 𝑞 increases as the degree of structural diffusion increases, and decreases as vehicular 
diffusion becomes predominant.  
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With regard to Figure 5-4b, in the low hydration regime, 𝑞 increases very quickly 
with 𝜆 as the additional water molecules enable a proton-hopping mechanism from one 
water cluster to the next. However, as the channels become more fully hydrated with 
water molecules at higher 𝜆, vehicular diffusion is enabled and 𝑞 begins to be affected by 
a process that tends to reduce this parameter toward its value in bulk water. Hence the 
specific value of 𝑞 represents a balance between the two types of diffusive processes. 
As for the temperature dependence of 𝑞  observed in Figure 5-4a, at low  
temperatures, where the viscosity of water is relatively high, one might expect structural 
diffusion to play a more dominant role in the hydronium ion transport, whereas with 
decreasing viscosity, vehicular diffusion would become increasingly important. The 
observed trends in Figure 5-4a appear to support this hypothesis, with a sharp increase at 
low 𝑇 and a slower increase at higher 𝑇, eventually leveling off to a plateau once the 
structural and vehicular transport mechanisms have attained some sort of equilibrium 
condition. 
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Chapter 6  
 
Conclusions 
 
6.1 Self-Consistent Field Theory 
In summary, it was determined that there are a variety of 3-dimensional morphologies 
that can be produced from the self-assembly of diblock copolymer chains with tethered 
nanoparticles that possess the desired characteristics for potential application to 
nanofiltration membranes and other thin film applications. The targeted morphologies 
were those in which hexagonally packed cylinders, composed primarily of an easily 
degradable block, were formed within a surrounding non-degradable matrix phase, with a 
specific concentration of particles at the interface between the two domains. The cylinder 
diameter, hexagonal packing dimensions, and the distributions of particles at the 
interfaces could be tuned via varying the interaction parameters of the blocks and 
particles, as well as using the relative lengths of the copolymer blocks, 𝑓𝐴, thus providing 
an opportunity to tailor the steric and charge screening of potential nanofiltration and 
other ion transport membranes. As a general guideline, the greatest degree of interfacial 
particle concentration is achieved when the incompatibility between the two copolymer 
blocks is fairly high, but this may lead to cylinders of larger diameter with more diffuse 
interfaces for end-tethered particle systems. Hence both steric and charge exclusion 
would decrease simultaneously. However, the cylinder size could be more effectively 
controlled, especially if smaller diameter cylinders are desired with sharp interfaces, by 
choosing particles that are very incompatible with one of the copolymer blocks. 
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Nevertheless, the number of competing phenomena that contribute to the overall balance 
of entropy and energetic effects that constitute the overall free energy is so delicate that 
identifying general trends is very difficult.  
The pore size is critical for steric exclusion in nanofiltration applications, as is their 
number density, which is closely related to the packing dimension of the hexagonal array. 
Both of these quantities need to be tuned to ensure that the membrane has a reasonable 
throughput at low pressures. Consequently, a balance must be struck between the pore 
diameter, the packing dimension, and the surface charge density of the particles in order 
to tailor the proper steric and charge exclusion for a particular nanofiltration application, 
and varying 𝜒𝐴𝐵𝑁 alone will likely not be effective.  
The particle size was also shown to have a dramatic effect on the morphology and 
thermodynamics of both end-tethered and center-tethered particle/block copolymer 
systems. Increasing particle size raises the configurational entropy of the system, 
resulting in more disordered phases at equivalent values of the block length (𝑓𝐴) and A-B 
block interaction strength (𝜒𝐴𝐵𝑁). The particles generally congregate within the B-rich 
phase in the case of end-tethered particles, or at the interfaces between the A and B 
domains in the case of center-tethered particles, although the particular morphology 
formed, spheroidal, lamellar, or cylindrical, is highly dependent on the value of 𝑓𝐴. The 
number of stable morphologies is reduced as particle radii increases, with the perforated 
lamellar morphology disappearing for particle radii larger than 𝑅𝑝 = 0.3 . Which 
particular morphology was formed under a specific circumstance was also highly 
dependent on the nature of the particles; i.e., how they interacted with the A and B 
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copolymer segments. Thermodynamically, the particle radius has a dramatic effect on the 
configurational entropy of the system, but only a relatively weak effect on the internal 
energy. Hence the free energy change that accompanies an increase in particle size is 
mostly due to its entropic contribution. The effect of particle size on the disorder/order 
phase transition was demonstrated to depend highly on the nature of the particles as well 
as the tethering point, with end-tethered particles displaying much larger variations in the 
critical value of  𝜒𝐴𝐵𝑁 due to the impact of energetic screening by the particles located at 
the interfaces for center-tethered particle systems.  
Given these results, it is apparent that particle size, interaction 𝜒𝑖𝑗𝑁 and the molecular 
weight of the copolymer, could possibly be chosen a priori to coarse-tune the 
approximate pore size of the self-assembled membrane desired. The volume fraction of 
the A block, 𝑓𝐴, was determined to be only effective at fine-tuning the cylinder diameters 
and packing dimensions because these quantities vary only slightly with 𝑓𝐴 since the CA 
and CB regions are rather narrow. 
In Chapter 4, the SCFT/FENE-P model was developed. An applied external field was 
found to potentially dramatically affect the self-assembly of lamellar-forming diblock 
copolymer systems, and its effect on the free energy, separation density, periodic length 
scale, etc., were calculated. The symmetric, fully separated diblock copolymer system 
(fA=0.5, 𝜒𝑁 =12.0, 15.0 and 18.0) under different external field strengths was 
investigated. Under different external field strengths, the behavior of the free energy, 
entropy, and internal energy are quite different than when the field is not present. 
Specifically, by changing the external field strength, the periodic length scale of  the 
 
121 
lamellae and the A block thickness could be tuned. These results demonstrate a promising 
strategy for fabrication of new nanostructural membranes using external fields. 
Given the enormous wealth of unexplored potential membrane materials, it is 
certainly possible that a judicious design of either a diblock copolymer system under 
external field or a diblock copolymer with tethered, charged nanoparticles could 
ultimately lead to advances in the applicability of nanofiltration and other ion transport 
membranes. The use of self-consistent field simulations offers another avenue of 
exploration in this direction for targeting specific design criteria, such as pore size and 
surface charge density, in block copolymer membrane production. 
 
6.2 Conductivity Modeling 
An expression for the quantification of proton conductivity in PFSA membranes was 
proposed based on a porous network model including a 3-stage absorption mechanism 
and a simplified version of the Nernst-Einstein relation. A prototypical membrane was 
modeled as an indeterminate collection of nanopores with the anionic groups (i.e., –SO3–) 
assumed to line the insides of the pore walls as specified by the equivalent weight of the 
membrane and its dry density. Experimental data for conductivity of four common 
membranes were examined in light of this model in terms of a single parameter that was 
related to the diffusivity of hydronium ions within the membrane. The model matched the 
experimental trends reasonably well, both qualitatively and quantitatively, and provided 
insight into the nature of the diffusivity power-law exponent, which was hypothesized to 
increase at low water contents and temperatures where proton diffusion was primarily via 
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a structural or proton shuttling mechanism, and to decrease at high water contents or 
temperatures where diffusion was dominated by a vehicular mechanism. 
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