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A theory for distributional boundary values of harmonic and analytic functions 
is presented. In this analysis there arise several indicators that measure the growth 
of these functions near the boundaries. An extension of the Phragmkn-Lindel6f 
maximum principle is derived. Furthermore, the algebraic properties of the space of 
real periodic distributions are studied. By introducing a new product, the harmonic 
product, the boundary conditions involving harmonic functions are transformed 
into ordinary differential equations. 
1. INTRODUCTION 
There are several areas of common interest in the theory of distributions 
and the theories of harmonic and analytic functions. So far, attention has 
been focused on the generalized analytic functions and on the Cauchy 
representation of the distributions [l-3]. In the classical theory, the behavior 
of the harmonic and analytic functions at the boundaries was first studied by 
Fatou [4] and has since been a topic of an extensive research. The reference 
to this literature is available in [S, 61. In this study we present he theory of 
distributional boundary values of harmonic functions defined in the unit ball 
of iR” and those of analytic functions defined in the unit disk. 
In Section 2 we introduce several indicators that measure the growth of a 
harmonic function near the boundary. We find several relations among 
different indicators which enable us to characterize the harmonic functions 
that have distributional boundary values. This characterization is subse- 
quently used to derive the uniqueness and boundedness properties. Section 3 
is devoted to a consideration of the basic properties of analytic functions that 
have distributional boundary values. We prove an extension of the 
Phragamkn-Lndel6f maximum principle. We study the order of the boundary 
distribution and show that our class of functions is much larger than the 
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Hardy spaces Hp. We also prove that the logarithm of a zero-free function of 
this class also belongs to it. 
In Section 4 we derive jump relations for the sectionally holomorphic 
functions. We then study the algebraic properties of g’(S,), the space of real 
periodic distributions in one variable. A new product, the harmonic product, 
is introduced and the relationship with the ordinary product is obtained. This 
product is then used to transform the boundary conditions involving 
harmonic functions into ordinary differential equations. We present some 
examples. In particular, we find the explicit solution for non-normal 
boundary conditions. These techniques are extended to the complex 
distributions in the last section. 
2. BOUNDARY VALUES IN S,_, 
Let B, be the open unit ball in R” and S,-, its boundary, the unit sphere 
(we shall denote them by B and S if n is clear from the context). Any point 
x in B can be represented as x = ry with 0 < r < 1, y E S. We shall denote 
by P(x, y) the Poisson kernel, given by 
P(x, Y> = 
1 - [xl2 
%Ix-Yln ’ 
xE B, yE S, (2.1) 
where w, is the area of S. Let Hk denote the space of spherical harmonics of 
degree k, that is, the set of restrictions of harmonic homogeneous 
polynomials of degree k to S. The space of Lebesgue square integrable 
functions can be decomposed as 
L*(S)= f H,, 
k=O 
(2.2) 
where the sum on the right is an orthogonal direct sum. The dimension of 
Hk, denoted by ,uk, is given by [ 7, 8 ] 
pk = 
(2k + n - 2)(k + n - 3)! 
k! (n-2)! ’ (2.3) 
The space Hk admits a reproducing kernel 2,(x, y), characterized by the 
property 
f~x)=~s~(Y)zk(x~ Y)du(Y), XES, fEH,, (2.4) 
where da = (l/w,) dS is the normalized measure on the sphere. This 
reproducing kernel is real valued, symmetric, and invariant under rotations 
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of the sphere. The zonal harmonic of degree k with pole at x is the function 
Zt given by Z:(y) = Z,(x, y). Observe that 
f(x) = (.L G>> f EH,. (2.5) 
It can be shown that 
IIZ~ll:=/IZj:ltm=Zk(X,X)=rllk. (2.6) 
We shall need the following expansion [S] in the sequel: 
wx, Y) = ’ rkZ,(X, y), 
kk,, 
x,yES, O<r< 1. (2.7) 
LEMMA 1. Let f E H,, then 
VII, G Ilfllq~ l<P<cl<m 
Ilfll, < IlflIpPYp)-(l’q))~ 1<P<2, P<4<00. 
Proof. The first inequality follows from Holder’s inequality: 
(2.8) 
(2.9) 
Ilfllp= [jlwu]““s 1 [jlfl%l” [j~l’do]l’r~“p=l~fil,, (2.10) 
where l/r + p/q = 1. For the second we first consider the case q = co. We 
have 
l.mI = I(z;Yf)l & ll-wl, Ilfllp~ (2.11) 
where l/p + l/r = 1. If 1 < p < 2, then 2 < r < 03, the Holder’s inequality 
gives 
ilz;II:< llz;il’,-’ IIz:ll: <&-“~k=&-‘~ 
and since (r - 1)/r = l/p, (2.11) gives 
Ilfllm a4’p Ilfll,. 
(2.12) 
(2.13) 
Finally, for arbitrary q, q > p, we have 
Ilfll, = [j VI” q’l’ = [j Ifl”-” VI” do] 1’q 
‘.pk 
< (l/P)(Q--P)(llq) * Ilfll;-‘“‘“’ * llfll;‘” 
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According to (2.2), each functionf E L’(S) can be expanded as 
f= ‘f fk, (2.14) 
k=O 
where fk E H, are its projections onto H,, given by 
fk(x> = js f(y) z,(xT Y) du(Y) = (f, ‘i>* 
Let g(S) be the space of real valued infinitely differentiable functions in S 
and 3’(S) its dual, the space of distributions on S. The evaluation of the 
distribution t at the test function Q is denoted by (t, 4) since it reduces to 
their inner product if t E L*(S). Given t E 59’, its projection onto Hk is the 
function tk(x) = (t, 2;). 
LEMMA 2. Let 4 E L*(S) and Qk its projection onto H,, then 4 E g(S) if 
and only tffor 1 & p < 00 and a > 0, 
lim 1) #kll, k” = 0. 
k-m 
Let t E g’(S) and t, its projection onto H,, then t, E Hk and 
t= c t,, 
k=O 
(2.16) 
in the distributional sense. Furthermore, there exists a real number /I such 
that 
lim I( tkllp k-4 = 0, 
k+oo 
for all p, 1 < p < 00. Conversely, if {t,} is a sequence of elements of H, that 
satisfy (2.18) for some /? and some p, then the series (2.17) converges in 8’. 
Proof: Let q4 E L*(S) be any function satisfying (2.16). We shall show 
that if L is any differential operator of degree one then L# exists and satisfies 
(2.16). This will imply that # E 93. It suffices to establish the result for 
L = a/axi. 
Let p(x) be a polynomial of degree at most k in one variable. Let x1 ,,.., x, 
be the zeros of p(x) that belong to [a, b] and set x0 = a, x,+ I = b. Then 
j; 1 p’(x)] dx = i i”” ] P’(X)] dx 
j=O Xj 
=,Fo IP(xj+l)-P(xj)l 
S 2(r + 1) sup{1 PWI: x E [a, bl I, 
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so that 
.b 
J 
~ IP’(x)l~x~2ksuP{lp(x)l:xE IGbll. (2.19) 
Let f E H,, then if x2,..., x, are fixed, f is a polynomial of degree at most 
k in xi ; we can therefore apply (2.19) to obtain 
f Effk> (2.20) 
for certain constant C that depends only on n. Now we appeal to the results 
of Lemma 1 and deduce the convergence of the series 
(2.21) 
Thus, ad/lax, exists and its projections onto H, also satisfy (2.16). 
Conversely, let 4 E GJ. Let L be the differential operator L = 
C;= 1 xi a/axi. Th en Lf = kf if f E H,. Since L’#E L’(S) for any j= 
1 ) 2) 3 ) . . . ) relation (2.16) follows at once. 
Let now t E g’. Then t restricted to Hk is a continuous linear function on 
H,, so that there is an element g, E H, such that 
hf)= (J gk), f EH,. (2.22) 
By taking f = Zi we obtain 
tk(X) = (6 ‘;) = cz;Y gk) = gk(X), (2.23) 
so that gk(x) is just the projection of t onto H, as defined above. 
The equation t = Theo tk is clearly valid in every H,, so it is, a fortiori, in 
all g. 
If for all real numbers p, 
lim (I t,ll, k-” > 0, 
we could obtain a sequence of indices k, < k, < k, < 
11 fkli2 > k::, j = 1, 2, 3 ,... . 
Also, by letting 
(2.24) 
such that 
(2.25) 
(2.26) 
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we would obtain 4 E g. But 
(2.27) 
which is a contradiction. Thus, lim,,, 11 t,ll kp4 = 0 for some /?, and, 
according to Lemma 1, (2.18) will also hold for any p. 
Conversely, if {tk} is a sequence of elements of H, satisfying (2.18) it 
follows that the series 
E (fk, $), 
k=O 
converges for every 4 E 99. Hence, CFEo t, is an element of g’ and it is 
easy to verify that the projection of t onto H, is precisely t,. 1 
Now let {ak} be a sequence of non-negative numbers. The extended real 
number 
(2.28) 
is the order of growth of the sequence 
d[ {a,}] = ,‘I”, akk-4 = 03, if P < d[bk~lT 
--t 
= 0, if P > d[{ak}le 
(2.29) 
Let {fk} be a sequence of elements of H, and S = C fk. Thenf E g(S) if 
and only if d[{~ifk~~p~~ = - co, whilefE g’(s) if and only if d[{llfk&}] < 00. 
Any function U(x), harmonic in B, can be expanded as 
U(ry) = f rkU,(y), (2.30) 
k=O 
where uk E H,. We shall denote 
for 1 < p < 03. Since 
(2.3 1) 
lim ,ukk2-” = 2/(n - 2)!, 
k+oo 
(2.32) 
we obtain the following theorem with the aid of Lemma 1. 
THEOREM 1. Let U be harmonic in B,. Then 
4JW) G 4(U), l<p<q<aJ, (2.33) 
W9 < d,(u) + (n - 2)(1/p - l/q), 1&~<2, p<q<co. a (2.34) 
Next, by combining this result with Lemma 2 we obtain 
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THEOREM 2. Given a harmonic function U on B, the limit 
F; U(v) = U(Y), YES (2.35) 
exists in the distributional sense if and only if d,(U) is finite for some p. For 
each u E g’(S) there exists a unique harmonic function U on B that satisJes 
(2.35); U is given by 
U(x) = (U(Y)? P(x, Y>h x E B. (2.36) 
ProoJ: Let us expand U as in (2.30) above and let 
cc 
u= x Uk. 
k=O 
(2.37) 
If d,(U) is finite, then u E D’(S). Let 4 E g(S) with projections #k onto H,. 
Then 
rk(Uk, $kh (2.38) 
is a series that converges at r = 1 and hence by Abel’s limit theorem, 
Since 4 was arbitrary, (2.35) follows at once. 
Let now u E g’(S). To prove existence we expand u as in (2.37) and 
define U as in (2.30). Clearly, the distributional limit of this harmonic 
function, as r-+ 1, is U. 
To prove uniqueness, let U be a harmonic function such that 
ljy U(ry) = 0, in %J’, (2.40) 
then 
for all k, and hence U = 0. 
Finally, with the help of the expansion (2.7) we obtain 
(u(y>9p(rx9 y)>= kzo rk(~(y)9Zk(x~ Y>>= u(Y)T 
and (2.36) follows readily. 1 
(2.41) 
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DEFINITION. A harmonic function U in B such that lim,,, U(ry) exists in 
g’(S) is called a regular harmonic function. 
Let U be regular harmonic, then as I approaches 1, U will in general not 
remain bounded. However, even though U may become very large, its growth 
is relatively slow, where the slowness is measured by the following 
indicators. If we use the notation 
I/P 
Mp(r, u> = 
[ 
i, I WY>lP do(y)] 7 l<P<oo, 
(2.42) 
= max{l U(ry)l: y E S}, p=m, 
then the indicator is 
C,(U) =- lim 1% qJ(~9 u> 
r-11 log(1 - r) . 
(2.43) 
We shall see that the regular harmonic functions are precisely those of 
slow growth, i.e., those for which C,(u), or any C,(U), is finite. This 
follows from our next result: 
THEOREM 3. Let U be any harmonic function in B. Then 
d,(U)<C,(U)+n-2<C,(U)+n-2<d,(U)+n- 1. (2.44) 
ProoJ We have 
Uk(X) = ulrk>(u(rY), G(Y)). (2.45) 
If C,(v) < fi, then for some constant N we have Mp(r, v) < N( 1 - P--~, and 
so 
l”k(x)l < (N/rk(l - #? ~~z:~~,~ (2.46) 
where l/p f l/q = 1, for all r, 0 < r < 1. By taking r = k/(k + p), we obtain 
(2.47) 
If 1 < p < 2, then IIZ~ll, <pL”’ and hence 
4AU) <P + ((n - 2)/p), (2.48) 
and since /I is arbitrary, 
k&-J) G C,<u> + ((n - GYP), l<p<2. (2.49) 
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For the second inequality, let us suppose that p > max(d(U), - 1). There 
exists a constant N, such that 
II Ukllcc G 
N,r(P+k+ 1) 
up+ l)T(k + 1). 
Hence 
so j3 t 1 > C,(U), and we have 
(2.50) 
cam < 4rAU) t 1, if d,(U) > -1, (2.52) 
C,(U) = 0, if d,(U)<-1. I (2.53) 
Remark. Other relations among the C,‘s and dP’s are easy to derive. For 
example, C,<C,t(n-1)(1/p-l/q), l<p<q<co. When n=2, the 
Hausforf-Young inequality [9] can be used to prove that C, < d t 1 - l/q, 
for 2 < q < co (observe that d = d, = ... = d, in this case). In fact, let p be 
such that l/p + l/q = 1, then 
M&r, U) = [$t’ 1 f akeikerlkl lq 1”” < [xyw lakrlki ID] I” 
-cc 
$ T(pp+kt l)rk” 1 ‘lp IN ‘T; T(pP t l)T(k t 1) =N(l +.P)-(btI/P), 
for /I > maxid, I/q - 1) and some constant N. This gives the result. 
We immediately obtain 
THEOREM 4. Necessary and sufficient condition for the harmonic 
function U to be the regular harmonic is that C,(U) be finite for some p, 
l<p<co. I 
A classical result states that any positive harmonic function in the unit 
ball has as its limit a positive measure. We can generalized this result as 
follows. Let U be harmonic in B and let 
U+(x) = max(U(x), 01, (2.54) 
U-(x) = min { U(x), O), (2.55) 
then we have the following theorem. 
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THEOREM 5. Let U be harmonic in B. Suppose there are constants N 
andpsuch thatforO<r< l,yES, 
-N/(1 - r)’ < U(ry). (2.56) 
Then U is regular harmonic. 
Proof: We may suppose that U(0) = 0. By the mean value property, 
0 = js U(ry) do(y) = js U, da + Is U- do. (2.57) 
Hence 
M,(r, U) = j 1 UI da = j (U, - K) do = -2 j U- da < 2N/(l - r)‘, 
s s S (2.58) 
and therefore C,(v) < /I. 1 
The space of regular harmonic functions is isomorphic to the space of 
distributions on S and under this isomorphism it becomes a nuclear 
topological vector space. A more intrinsic topology is constructed as follows. 
Let NU,P be defined as 
IlP 
N,,,(U)= jd (1-r)*Mi(r, U)dr 1 3 (2.59) 
and let A,,, be the set of harmonic functions for which Na,P is finite. Then 
Nu,P is a norm in A,,, and the space of regular harmonic functions is given 
as 
A = u A&P? (2.60) 
a>0 
and can be given the inductive limit topology. As is clear from the foregoing 
discussion, this topology is equivalent o the one induced by g’(S). 
The explicit correspondence between A and &J’(S) enables us to derive 
some basic results. 
It is convenient o have a standard representation for differential operators 
on S. For this purpose we shall write first order operators in g or g’ as 
linear combinations of the basic operators, 
&= j) (6,-xixj)&, i= l,..., n. 
I j=l J 
(2.61) 
409/89/l-18 
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Let a = (a, ,..., a,) and Ial = a, + 9. e + a,,, then D” is the differential 
operator of order / a 1 and is defined as 
Da= 
$“I 
&yl ..* (J-Q . (2.62) 
The higher order operators will be written as linear combinations of these 
operators. 
Let S(y - l) be the Dirac delta function with source point at c: 
(4Y - r>3 4(Y)) = #(O 
The form of these distributions on a point, or more generally, on a discrete 
set E is well known [2], namely, 
where a,(c) are constants. This result can be generalized as follows: 
LEMMA 3. Let t be a distribution whose support is a closed denumerable 
set E. Then there exists an integer k and constants a,(c) for r E E and for 
any multiindex a = (a, ..a a,,) with Ial = a, + .+. + a, < k such that 
t=)‘ \‘ 
l&-- lar<k 
a(t) D”~Y - 0 (2.63) 
ProoJ If the set E is finite, the result is known. Accordingly, let us 
suppose that E is infinite. Let E, be the set of isolated points of E. An easy 
application of the Baire theorem shows that E, is also infinite. We can 
define, by induction, the set E, as the set of isolated points of E\(Uj, ,Ej). 
Each set E, is either infinite or empty and, since E is denumerable, we shall 
have E = lJjCm Ej, for some denumerable ordinal m. 
Let us consider t as a distribution on U, = (S\E) U E, . Its support on U, 
will be E,, which is discrete in U, , so that 
t=t,= v by, ,aF<k &>D”(Y -0, on ul. (2.64) 
Thus t - t, vanishes on E,, so that its support is contained in E\E, . We can 
repeat this argument to get a second distribution t,, i.e., the sum of the 
derivatives of the delta functions of the points of E,, such that the support of 
t - t, - t, is contained in E\(E, U E,) and so on. After a denumerable 
number of steps we shall arrive at the desired expansion. 1 
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THEOREM 6. Let U be a non-vanishing regular harmonic function. 
Suppose that there exists a closed denumerable set E of S, such that 
lim U(x) = 0, y E S\E. (2.65) 
X-Y 
XGB 
Then k = C,(U) + 1 - n is a non-negative integer and there exist constants 
a,(<) for <E E and for any multiindex a = (a, ,..., a,) with Ial = 
a, + .a. + a,, < k, such that 
Proof Let u(y) = lim,, I U(ry) be the limit distribution. Condition (2.65) 
implies that u vanishes on S\E. We can therefore write 
24 = C 
[EE lal<m 
(2.67) 
for some constants a,(<) and some integer m where S(y - <) is the Dirac 
delta function with source point {. Using (2.36) we obtain 
(2.68) 
But C,(DFP) = (al + n - 1 and thus by taking m = k minimal we get 
C,(U) = k + n - 1, as desired. I 
THEOREM 7. Let U be a regular harmonic function. Suppose that there 
is a closed denumerable set E such that 
5 I U(x)l < M, y E S\E. (2.69) 
XEB 
If C,(U) < n - 1, then 
I WI < MY x E B. (2.70) 
Proof: Let u = lim,,, U(ry). Condition (2.69) implies that on S\E, u is 
bounded measure, while at points of E, u will be a sum of delta functions. 
We can then write U = U, + U,, where U, is bounded by M and where U, 
vanishes at S,\E. But according to the previous theorem, C,(U) = C,(U,) > 
n - 1 unless U, = 0 and so U = U,is bounded by M. I 
A similar argument shows that 
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THEOREM 8. Let U be regular harmonic. Suppose there is a constant 
a < n - 1 and a closed denumerable set E such that 
lJly (1 -I.# U(x)=O, y E S\E, /I > a. (2.71) * 
Zf C,(U) < n - 1, then C,(U) ,< a. 4 
From now on we consider the case n = 2. We shall use the 
parametrization z = eie, 0 < 0 ( 271, to describe S. Since all dr’s coincide in 
this case we shall use the simple notation d(U). 
We consider the pointwise convergence of lim,,, U(re”). A classical 
theorem of Fatou states that this limit exists almost everwhere if U is 
positive or, more generally, if its boundary value is a measure, i.e., U is the 
difference of two positive harmonic functions. As we shall see in the next 
section, however, the pointwise limit does not exist almost everywhere for 
almost all regular harmonic functions not of the above type. Other type of 
poblems are illustrated by the following example. Let 
U(re”) = 
2r(r2 - 1) sin e 
2n(1 - 2rcos O+ r’)” 
(2.72) 
then pointwise, 
:y U(re’“) = 0, oGeG2r. 
On the other hand, it is easy to see that the boundary value of U is 6’(e). 
As the next theorem shows, some insight into the boundary value of a 
regular harmonic function can be gained from the pointwise limit. 
THEOREM 9. Let U be a regular harmonic function. Suppose 
vz U(re’“) = 0, (2.73) 
for all 8, 0 < 8 < 274 and that the convergence is uniform in the compacts of 
S\E where E is a closed denumerable set. Suppose that at each point < of E 
there are 1 different numbers 8, ,..., 8, E 1742, 3rt/2[ such that 
!+? U(l + se”n) = 0, l<n<l. (2.74) 
Zf C,(U) < I+ 1, then U= 0. 
Proof Using Theorem 6 we can write 
U(reie) = 2 i aj(<) $ (reie, <), 
ICE .i=O 
(2.75) 
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where k ,< 1. But such U can satisfy (2.74) for at most k - 1 arguments 
unless the ai vanish. It follows that U = 0. I 
3. BOUNDARY VALUES OF ANALYTIC FUNCTIONS 
In this section we shall study the basic properties of those analytic 
functions F(reie) that have a distributional boundary value as r + 1. 
Let F(z) be analytic for 1 z 1 < 1, let U(z) and V(z) be its real ad imaginary 
parts. Since d(F) = d(U) = d(V), it follows that if one of these functions is 
regular harmonic, then so are the other two. 
If u E a’(S), we shall use the following notation: 
(a) n(u) denotes the harmonic function whose boundary value is u. 
(b) A(u) denotes the analytic function whose real part is /i(u) and 
whose value at 0 is real. 
(c) U* denotes the Hilbert transform of U, that is, the boundary value 
of the imaginary part of A(u). 
Our first result is an extension of the Phragmen-Lindelbf maximum prin- 
ciple. 
THEOREM 10. Let F be a regular harmonic analytic function. Suppose 
that there exists a closed denumerable set E and a constant M such that 
‘L’-“: I F(z)1 < M, t E S\E. (3-l) 
Then 
IF( < M, IZI < 1. (3.2) 
Proof: Let u and v be as above. We can write u = u, + u2 where u, is 
bounded by M and where u2 is a sum of delta functions at points of E. But 
A(+) will then be of the form CIEE p,( l/(z - <)) for certain polynomials pr 
and such a function is not bounded in S\E unless it reduces to a constant. It 
follows that F is bounded by M in all S and hence in all B. 1 
The class of regular harmonic analytic functions is closed under sums and 
products. It is thus a topological algebra, in fact an integral domain. 
Functions of these class need not be invertible in the algebra, even if they are 
zero-free in I z I < 1. An example is provided by the function 
F(z) = e(2+l)/(z-l) 3 (3.3) 
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which is bounded by 1 in B, but whose multiplicative inverse 
G(z) = e”+ ])/(I z, (3.4) 
is not regular harmonic. The function G is bounded by 1 on S\{ I}, but not 
inside B. 
Zero-free harmonic functions have some permanence properties, however. 
THEOREM 11. Let F be a zero-free regular harmonic analytic function. 
Then log F is regular harmonic. 
Proof Let W(z) = Re(log F(z)) = log IF(z There exist constants K and 
p such that 1 F(z)1 < K( 1 - jz /)-4 and hence 
W(z) < log K(l - 1~1))” < K,(l - 1~1)” (3.5) 
for every a > 0 for suitable constants K, = K,(a). By Theorem 5, W is 
regular harmonic and hence so is log F. I 
Recalling the proof of Theorem 5 we see that C,( IV) = 0 and so C,( IV) < 
d( IV) + 1 < C,( FV) + 1 = 1. Thus, we immediately obtain 
COROLLARY. Let F be a zero-free regular harmonic analytic function 
Then for every a > 1 there exists a constant N = N(a), such that 
1 F(z)1 > eNC1 pr)-“. fl (3.6) 
Our class of functions is much larger than the Hardy classes HP (p > 0). 
There are zero-free regular harmonic functions that are not in any Hp. We 
recall that if FE HP, then the radial pointwise limit lim,,, F(re’e) exists 
almost everywhere. We also need the following result of Littlewood [ 10 I. 
LEMMA 4. Let (a,,) be a sequence of complex numbers such that 
2 lan12= co, (3.7) 
n=O 
then for almost every choice of signs E, = f 1, the function 
F(z) = T Ena/, 
n=o 
has a radial limit almost nowhere. I 
(3-g) 
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Let us now select an increasing sequence of integers (n,,) such that 
&r< 1, (3.9) 
and let us select the signs sk = f 1 such that G(z) = CFEo ckznk has a radial 
limit almost nowhere. Since 
the function F(z) = eG(‘) is a zero-free regular harmonic function that 
belongs to no Hp. 
The order of a distribution u is the least integer k such that u E (C”(S))‘. 
Distributions of order zero are just measures. If the order of u is k, then we 
can write u = tck’ + c for some measure t and some constant c. 
THEOREM 12. Let U be a regular harmonic function and let k be the 
order of its boundary value. Then 
d(U) < k < max{d(U) + $, 0). (3.11) 
ProojI Let u be of order k and let u = ttk’ + c where t is a measure. 
Observe that d(U) = d(T) + k where T = A(t). Since t is a measure there is a 
constant N such that 
I(4f++)l ~NII4lIm. (3.12) 
In particular, 
I(& eik”>l <N, (3.13) 
that is, the Fourier coeffkients of t are bounded. Hence d(T) < 0 and so 
d(U)<k. 
Conversely, let us first suppose that d(U) < - $. Then the M,(r, U) are 
bounded as r -+ 1, and so u is in L*(S). In the general case we write u = 
tck’ +c. where t is a measure. Since t’ is not a measure we should have 
d(T)>- $. Therefore, d(U)=d(T)+k>k--$. 1 
The above theorem determines the order uniquely only for certain values 
of d. In fact, if d < - 1 then k = 0, or if n - 1 < d < n - 4 for some integer 
n, then the order must be n. But when d belongs to intervals of the form 
n - 4 < d < n, the two orders n and n + 1 are possible. An example is 
provided by F = A(@@). We have 
F(z)=&;= P(z) + iQ<z>, (3.14) 
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where P(z) is the Poisson kernel and 
Q(re’“) = 
r sin e 
71(~ - 2r cos e + r2) 
(3.15) 
is its conjugate. The boundary value of P is c?(8), a measure, while that of Q 
is (1/27r) cot(0/2), which is not locally integrable near 0 = 0 and hence has 
order 1. Clearly d(P) = d(Q) = d(F) = 1. 
By using Lemma 4 we can get a better understanding of this phenomenom. 
Let F(z) = C a,z” be a regular harmonic analytic function with -f < 
d(F) < 0. According to the lemma, for almost all choices of sings a, = f 1, 
the function C E,a,z” has a radial limit almost nowhere and hence must be 
of order 1. By taking derivatives we then obtain 
THEOREM 13. Let U(re’“) = 2 (a,, cos nB - b, sin no) r” be a regular 
harmonic function with k - i < d(U) < k for some integer k. Then for almost 
all choices of signs E, = f 1 the function C ~,(a,, cos nB - 6, sin no) r” has a 
boundary value of order k + 1. 1 
4. BOUNDARY VALUE PROBLEMS IN 23'(S) 
Let Z be a smooth closed curve in C. Let r measure arc length along Z in 
the counterclockwise direction, i.e., z = z(r), 0 < r < L. Then the unit tangent 
vector is T(T) = z’(r) and T’(s) = K(T) N( r w ) h ere x(t) is the curvature and 
where N(r) is the outward unit normal vector. Hence [ 1 I], 
;= f’(t>x/(t), $=f ‘(5) y’(r), 
01 
Jf z + i g= f’(z)@‘(s) + iy’(r)) = f '(5) T(S). (4.2) 
Let F be analytic on C\Z and f = [F] = F, -F- be its jump across C. 
Since 
the jump formulas of [ 111 give 
PI= [g]= [g]n,+g, 
(4.3) 
(4.4a) 
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and 
[F’]= [-i$]=-i([+$+$). (4.4b) 
When we subtract (4.4b) from (4.4a), use (4.2) and the relation N(r) = 
-iT(z), we obtain 
dF [ 1 -= dn -if’(r), (4.5) 
[F’] = T(z) f’(r). (4.6) 
Let F = U + iv, f = u + iv; then relation (4.5) yields 
dU - [ 1 dn = v’(r), 
dV [ 1 -= dn -u’(r). 
Next, we apply the jump relation (4.6) to F’(z) to get 
or 
[F”] = T(T){ @)f’(z)}‘, 
[F”] = (T(z))* {f”(z) + I@“‘(T)}. (4.9) 
Similarly, from (4.5) we have 
d*F [ 1 dn2 = -{f”(r) + i@-‘(r)}. 
(4.7) 
(4.8) 
(4.10) 
We now return to C = S, the unit circle. In this case z(r) = N(t) = eiT and 
T(r) = ie” while x(t) = 1. 
We shall denote by g;(S) the set of distributions that satisfy 
When u E CPA we have 
(u, l)=O. (4.11) 
A(u*) = -iA( (4.12) 
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and so 
u** z-u. 
Using formula (4.6) we deduce that 
A (u’) = -izA (u)‘, 
and since u’ E g/,, (4.12) gives us 
A(u’“) = z/f(u)‘. 
Observe also that by virtue of (4.7), if U= H(u), then 
dU/dn = u’ *. 
(4.13) 
(4.14) 
(4.15) 
(4.16) 
The harmonic product of u, 2; 
I u, v 1 
Observe that on g ’ 01 
I u, v* 1 
while if ;1 E R, 
E G? ’ is defined by 
=K’(A(u)A(v)), (4.17) 
= [u*, VI = 1% VI*, (4.18) 
[A, u] = /hi. (4.19) 
We shall denote by c, and s,+, the distributions cos n0 and sin@ + 1) 0, 
respectively, for n = 0, 1, 2 ,... . Any u E @’ can be expanded as 
u = aoco + T (a/$/( + b,s,). 
k=l 
(4.20) 
We have A(c,) = zk, A(s,) = -izk. Therefore, 
ck* = s k’ ‘k *z-c k’ (4.21) 
Lck, %I = Ck+n* Ick, snl = Sk+n, (4.22a) 
Lsk, c”l = Sk+n, bk, ‘nl = -Ck+n* (4.22b) 
The harmonic product makes &@’ an integral domain. Let I, be the ideal 
generated by c,, .Z, the one generated by s,. The elements of I, are of the 
form 
a,c,, + ,f (akck + bksk), 
k=n+l 
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while those of J, are of the form 
b,s, t ,f (w,c + 0,). 
k=ntl 
The harmonic multiplication by c, is a (l-l) map of !Z’ onto I,. It then 
has an inverse which maps I,, onto a’ and which we denote by CC,, .
Similarly, s-, is the inverse of harmonic multiplication by s,, defined on J,. 
According to (4.22) we have 
[C-,,Ck]=Ck-n, [C-,,~Sk+l~=Sktl-n~ k > n. (4.23a) 
[S-n,Sk]=Ck-"' [S-,,rCk+,] =-+k+l-n, k > n. (4.23b) 
The space g’ has another algebraic operation, the ordinary product of a 
test function d and a distribution t, defined by 
W? w> =(6 w. (4.24) 
The relation between these two products when 4 is a trigonometric 
polynomial is as follows. From the elementary relations 
2 cos nB cos k0 = cos(n t k) 19 t cos(n - k) 6, (4.25a) 
2 cos k0 sin n6’ = sin(k t n) 0 t sin(n - k) 0, (4.25b) 
and 
2 sin k6’sin 8 = cos(n - k) 0 - cos(n + k) 8, 
we obtain 
2c,u = [cn + ccn, u], UEI,, 
and 
2s,u= [s,ts-,,u], UEJ,, 
More generally, let 
(4.25~) 
(4.26) 
(4.27) 
g(S) =A, t 5 (AjCj + Bjsj); 
j=l 
(4.28) 
then 
qu = [$ + $9 ul, UEZ,fTJ,, (4.29) 
where 
($=A, t i (AjC-j + BjS-j)* (4.30) 
j=l 
This analysis then gives the following result. 
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LEMMA 5. Let p be a trigonometric polynomial of degree n. Let 
P=A(p), Q(z)=z”(P(z)+P(z-‘)) and q=A-l(Q). Then 
[2c,, PUI = 1% ul, uEI,nJ,. 1 (4.3 1) 
We can use the foregoing analysis to solve some boundary value problems 
involving harmonic functions. We start with the operator 
Lu = p,(B) u’* + p*(B) u’ + p,(B) u, (4.32) 
where pl, p2, and p3 are trigonometric polynomials of degree at most n. The 
equation Lu = z) is a Poincare condition on u (see [ 121 for the integral 
equation approach to this problem). We write 
u=u1+q, (4.33) 
u,EZ,nJ,, u2 = aOcO + i (akck + b,s,). (4.34) 
k=l 
Let ql, q2, and q3 be constructed as in Lemma 5. Then by multiplying the 
equation 
Lu=v (4.35) 
by 2c, we obtain 
1417 4* I + [q*, UII + [q3, u,l = [2c,, v -&I, (4.36) 
which after operating with A reduces to the ordinary differential equation 
(Q,(Z) - iQz(z)) zF’(z) + Q,(z) F(z) = 2z”(G(z) - T(z)), (4.37) 
where F= A(u,), G = A(v) and T= A(Lu,). In some cases an explicit 
solution is possible. 
Let A? be the space of regular harmonic analytic functions and let & be 
the subset of S? formed by the functions whose value at 0 is real. It is then 
clear from the definition of A that (4.37) is to be solved in 4. 
We consider a particular example. Let p(8) be of the form 
P(e)= f AkCk, 
k=O 
(4.38) 
and let us take p, = p, pz = 0, and p3 = -y (a constant). We suppose that 
p(0) has different (simple) zeros 8, ,..., en in the interval 10, rr[. 
Equation (4.35) is then the non-normal equation 
p(e)d*-Yu=v. (4.39) 
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We can take a slight modification of (4.34) in this case: 
n-l 
u, = c (ukck t b,c,) + b,s,. 
k=l 
(4.40) 
Suppose first that u = u2 = 0. Then (4.37) reduces to 
Q(z) F’(z) - 2yz”-‘F(z) = 0, (4.41) 
whose solution is #Jr), where 
(4.42) 
where rk = eiek. Since our solution must be in & we require that c E iR. 
Observe that F,(O) = 1 and F;(O) = . . . = Fr- “(0) = Im F?‘(O) = 0. 
In the general case we obtain the solution of (4.39) as 
n-1 
U(z) = c Re(a, - ib,) zk - Re(ib,z”) 
k=l 
+ Re ' =o(z) on-'W4 - T(o)) do + u F (z> 
Q(w) Fe(m) 0 0 I 
7 (4.43) 
where G =.4(v), T=A(u,), u2 = u,(uj, bj), and a,, a, ,..., a,-,, b, ,,.., b, are 
arbitrary. This U is the unique regular harmonic function that satisfies (4.39) 
and the conditions 
k=O )...) n- 1, 
bk = z avk l a”ci(0, O), k = l,..., n. (4.44b) 
Thus, every real value y is an eigenvalue of multiplicity 2n of the operator 
Lou = pu’ *. Related non-normal problems are considered in [ 131. 
As a second example we consider the case when p, = cos 0 - A, A > 1, 
p2 = 0 and p3 = -y (a constant). The equation is 
(c,-A)u’“-yu=u. (4.45) 
We write u = U, t bs,, b = (u, s,), and apply (4.39) to get 
(z’ - 23Lz + 1) F’(z) - 2yF(z) = 2G(z) + biT(z), (4.46) 
where F =A(u,), G =,4(u) and T(z) = z* - 2(L + y) z. We are looking for 
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solutions in 4. Let t > 0 be such that A= cash t, so that 5 = e’ and 
l/c= emT are the roots of zz - 2Az + 1 = 0. 
We first consider the homogeneous equation associated with (4.46). It has 
solution in J? if and only if A = --n sinh r where n E N, those solutions being 
of the form cFO(z), where 
Again we require c E iR. If H(z) is in ,;%” we put 
a, n (H) =-rd” [H(z)(l - lz)n-i] n! dz” 1 :=I 
(4.47) 
(4.48) 
and pn = (o,(T). We have 
P, = r(l - W’, n = 0, 
=(l-<)“[(n+1)~2+1-~], 
(4.49) 
n> 1. 
Let /.I = (1 + <‘)(l - 4’))‘. Observe that p, = 0 only if n = /3. Since (4.46) 
has solutions in Z for a right-hand side H(z) iff o,(H) = 0, we obtain 
Case I. y = --)2 sinh t, n E N, n f /3. Solution of (4.47) exists iff 
Re p,,(G) = 0, the solution being 
U(z) = b Im z + Re 
.z Fo(z)[2G(w) + ibZ-(co)] dco 
F,(u)(d - 2/h + 1) 
+ cF,(z) ) (4.50) 
I 
where b = -2 Im o,(G) pi1 and c E IR is arbitrary. 
Case II. ,J = -n sinh r, n E N, n =/3. Solution of (4.45) exists iff 
q,(G) = 0, the solution being as (4.50) above, but here both b, c E R are 
arbitrary. 
Let now a = -y/sinh r be not in N. Then for any right-hand side H(z) in 
,F there is a unique solution in Z given for a < n + 1 by 
F,(H, z) =(1 -<z)-” i “‘“yy- ry 
j=O 
(1 - z/r)a .Z - 
tf J L 
(3) fqo)(l - 4#-’ t 
-~~opj(~,a)(w-5y](l-~)-‘i’dw]. (4.51) 
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where 
p.(H a) =-rz- [H(z)(l - (zy-l] J ’ j! dzJ 2=!. (4.52) 
Since our solution has to be in &, we need to have F,(H, 0) E F?. We 
introduce the function w(a) = F,(T, 0), whose zeros (a& give the other 
values yk = --(I~ sinh r for which (4.45) has more than one solution. We 
remark that w(a) is positive for a < 0 and that it has simple poles at all the 
integers (except at j3 if p E N) with residues rn = (-l)“+ ' rp,. Since rn is 
positive for 1 < n < /I and negative for n = 0 or n > p, it follows that v(a) 
has at least one zero in each of the intervals [n, n + 1 ] for all integers n > 1, 
except possibly for n the integral part of /3 and n = /? - 1 if p E N. We then 
have 
CASE III. y = -a sinh r, a 6.Z N, a # ak. Solution of (4.45) exists for any 
u E g’, the solution being 
U(z) = b Im z + Re[F,(2G + ibT, z)], 
where b = - 2 Im [F,(G, 0)/w(a)]. (4.53) 
Case IV. y = -ak sinh t. Solution of (4.45) exists iff Im F,(G, 0) = 0, 
the solution being (4.53) above where b is arbitrary. 
5. COMPLEX BOUNDARY VALUE PROBLEMS 
The method of the previous section can be extended to equations involving 
complex distributions by taking real and imaginary parts. A systematic way 
of doing this is now discussed. 
The harmonic product is extended to the space of complex distributions 
@‘(S, C) by 
[u, + iu,, u, + i5] = [u,, ul] - [u,, uz] + i{ [u,, uz] + [uz, u,]}. (5.1) 
Let Q2 be the set of 2 x 2 complex matrices of the form 
a,bEC 
Let @: C2 + Q2 be given by 
(5.2) 
(5.3) 
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Observe that @ is a linear isomorphism between C:’ and @, and that 
@(a, b) @(c, d) = @(UC - bd, ad + bc), (5.4) 
so that Q2 is a commutative ring; for our purposes it is convenient to 
consider ep, as a real algebra. 
We shall identify the complex number z with the diagonal matrix @(z, 0). 
We shall denote by i the matrix @(O, 1) and by 
A(z) = Re z + iIm z. (5.5) 
Since iz = 1, both i + i and i - i are singular matrices; we shall denote by 
K, and K,, respectively, the ideals generated by them in the ring Qz. 
LEMMA 6. (a) An element #(a, b) is invertible in the ring Q2 if and 
only ifa*+b*#O. 
(b) #*=K, +K,, K,K,=O. 
(c) Every non-invertible element of Q2 is either in K, or in K,,. 
Moreover, the eZemeMts of K, (resp. K,) are of the form A(z)(i + i) (resp. 
A(z)(i - r)) for a unique z E C. 
Proof: If det @(a, b) = d # 0, then [@(a, b)] ’ = @(u/d, -b/d) is also in 
@, . It follows that @(a, b) is invertible if and only if its determinant d = 
a* + b* does not vanish. Statement (b) is clear. Since @(a, b)(i + ;) = 
A(a + ib)(i + r), any element of K, is of the form A(z)(i + i). Finally, let 
X E Q2, there exist zi , z2 E C with 
X= A(z,)(i + i) + A(z,)(i - 9 = @(i(z, - z2), z, + z2). (5.6) 
Then det X= 4z,z, and so X is non-invertible only if z, = 0 or z2 = 0. 1 
The map A: 62 *CT can be extended to g’(S, C) by 
A(, + iv) = = @(A (~1, A(v)>. (5.7) 
Comparison of (5.1) and (5.4) gives 
A([4 3 t,]) = A(t,)‘m. (5.8) 
We observe that if t is a real distribution then A(t) is the diagonal matrix 
@(A(t), 0) which was identified with the complex function A(t); when z is a 
complex number then A(z) and a(z) coincide. It is therefore natural to 
eliminate the “hat” when no confusion arises. 
If Z(@J is the set of regular harmonic analytic functions with values in 
Q2 and X0(@*) the subset of those whose value at 0 is real, then A maps 
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g’(S, C) onto RO(@J. Observe that formulas (4.14)-(4.16) remain valid in 
this case. 
EXAMPLE 1. We consider the non-normal equation 
c,u’“-yu=v, (5.9) 
where y is a complex constant and u is a given complex distribution. We 
write U=U, +bs,, b=(u,s,). Let F=A(u,) and G=A(u). If we multiply 
harmonically with 2c, and operate with A we obtain 
(z’ + 1) F’(z) - 2A(y) F(z) = 2G(z) + A(b) i(z* -A(y) z). (5.10) 
The general solution of this equation in &(@*) is 
where 
(5.12) 
and a is a real matrix in Q2. We have used the notation 
ZA = &lnz ZEC, LIE@,. (5.13) 
The solution of our original equation (5.9) can then be expressed as 
U(z)=bImz+H(A-‘(F(a,b,z))), (5.14) 
where a is an arbitrary real element of Qz and b is an arbitrary complex 
number. 
EXAMPLE 2. We consider the Poincare condition 
au’* + bu’ = cu + v, (5.15) 
where a, 6, c are complex constants and (a, b) # (0,O). Let F = A(u) and 
G = A(v). Then by operating with A we obtain 
[A(a) - iA( zF’(z) = A(c) F(z) + G(z). (5.16) 
We write F(z) = CF anzn, G(z) = CFPnzn to get 
[A(na - c) - iA( a, =/I,. (5.17) 
409/89/ 1 19 
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Let N+=(a+ib)N and N_ =(a-ib)N and let A,=A(na-c)-iA( 
We have the following cases. 
Case 1. c$N+, c @ N- . Then A, is invertible for all n and (5.17) can 
be solved. Hence 
F(Z)=fA,lp”Z”. 
0 
(5.18) 
Case 2. c E N, , CCE N-. Then c= n(u + ib) for some n E n\l and so 
A, E K,. It follows that az”, a E K, is a solution of the homogeneous 
equation and so in g’(S, C) it has the form w(c, + is,), w E 6. Solution of 
the non-homogeneous equation exists if and only if /I, E K,, i.e., if 
(0, c, + is,) = 0. 
Case 3. c@ N,, cE N-. Let n = c(u - ib)-‘. Then A,, E K,. Solution 
of the homogeneous equation is w(c, - is,), w E C. Solution of the non- 
homogeneous equation exist iff (v, c, - is,) = 0. 
Case 4. c E N, , c E N_ , c # 0. Solution of the homogeneous equation 
is w, c, + wzs,, w,, w2 E @. Solution exists iff (u, s”) = (u, c,) = 0. 
Case 5. c = 0, u* + bZ # 0. Solution of the homogeneous equation is 
wcO. Solution exists iff (u, cO) = 0. 
Case 6. c = 0, a = ib. Solution of homogeneous equation wOcO + 
CF w,(c, - is,). Solution exists iff u = CT” An(c, + is,). 
Case 7. c = 0, a = -ib. Solution of homogeneous equation wOcO + 
2;” w,(c, + is,). Solution exists iff v = CF An(c, - is,). 
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