In practice, X carries a natural complex structure J , which we want to use to compute the Gromov-Witten invariants of X. To do this we need to check the genericity conditions of [15, Definition 3.3 .1] combined with [15, Definition 3.3.7] ; that is, we need to check that ᏹ dA is smooth and of the expected dimension and that ᏹ dA −ᏹ dA is of real codimension at least 2. We check this explicitly in our particular cases (see Lemma 8) .
Returning to our manifold X = M , there is a classical conjecture relating the quantum cohomology QH * (M ) and the instanton Floer cohomology of the 3-manifold × S 1 , HF * ( × S 1 ) (see [10] ). In [1] a presentation of QH * (M ) is given using physical methods, and in [10] it is proved that such a presentation is indeed a presentation of HF * ( × S 1 ). Here we determine a presentation of QH * (M ) and prove the isomorphism QH * (M ) ∼ = HF * ( × S 1 ).
Siebert and Tian have an alternative program [17] to find the presentation of QH * (M ), which goes through proving a recursion formula for the Gromov-Witten invariants of M in terms of the genus g.
The paper is organised as follows. In Section 2, we review the ordinary cohomology ring of M . In Section 3, we describe the moduli space of lines ᏹ A (rational curves representing A) in M . This makes it possible to compute the Gromov-Witten invariants M A , which determine the first quantum correction terms of the quantum products in QH * (M ). Section 4 is devoted to this task. In [3] , Donaldson uses this information alone to determine QH * (M ) in the case of genus g = 2. It is somehow natural to expect that this idea can be developed in the general case g ≥ 3. In Section 5, we give an explicit presentation of QH * (M ) for g ≥ 3 (Theorem 20), concluding the proof of QH * (M ) ∼ = HF * ( × S 1 ) (Corollary 21). The two main ingredients that we use are the Sp(2g, Z)-decomposition of H * (M ) under the action of the mapping class group (not ignoring the noninvariant part, as has been customary) and a recursion similar to that in [17, Lemma 17] . The difference between our methods and [17] lies in the fact that we fix the genus, so that we do not need to compare the Gromov-Witten invariants for moduli spaces of Riemann surfaces of different genus. Finally, in Section 6 we discuss the cases g = 1 and g = 2, which are slightly different.
After completion of this work, Sambaiah Kilaru provided the author with a copy of [6] , where the moduli spaces ᏹ A and ᏹ 2A of rational curves representing A and 2A in M are described. His results are in accordance with Section 3.
The mapping class group Diff( ) acts on H * (M ), with the action factoring through the action of Sp(2g, Z) on {ψ i }. The invariant part H * I (M ) is generated by α, β, and γ = −2 g i=0 ψ i ψ i+g . Then there is an epimorphism
which allows us to write
where I g is the ideal of relations satisfied by α, β, and γ . From [18] , a basis for H * I (M ) is given by the monomials α a β b γ c , with
The spaces k 0 H 3 are irreducible Sp(2g, Z)-representations; that is, the transforms of any nonzero element of k 0 H 3 under Sp(2g, Z) generate the whole of it. The description of the ideals I g and the cohomology ring H * (M ) is given in the following proposition.
Proposition 1 [18] , [7] . Define q 1 0 = 1, q 2 0 = 0, q 3 0 = 0, and then recursively, for all r ≥ 1,
This proposition allows us to find a basis for H * (M ) as follows. Let {x
is a basis for H * (M ). If we set
then Proposition 1 says that a complete set of relations satisfied in
0 q i g−k , with i = 1, 2, 3 and 0 ≤ k ≤ g, and the Sp(2g, Z)-transforms of these.
Holomorphic lines in M .
To compute the Gromov-Witten invariant M A , we need to describe the space of lines, that is, rational curves in M representing the generator A ∈ H 2 (M ; Z):
Let us fix some notation. Let J denote the Jacobian variety of parametrising line bundles of degree zero, and let ᏸ → ×J be the Poincaré line bundle. If {γ # i } is the basis of
is the natural symplectic form for J . Consider now the algebraic surface S = × P 1 . It has irregularity q = g ≥ 2, geometric genus p g = 0, and canonical bundle K ≡ −2 + (2g − 2)P 1 . Recall that is a fixed line bundle of degree 1 on . Fix the line bundleL = ⊗ ᏻ P 1 (1) on S (we omit all pullbacks) with c 1 = c 1 (L) ≡ P 1 + , and put c 2 = 1. The ample cone of S is {aP 1 + b /a, b > 0}. Let H 0 be a polarisation close to P 1 in the ample cone, and let H be a polarisation close to , that is, H = + tP 1 with t small. We wish to study the moduli space M = M H (c 1 , c 2 ) of H -stable bundles over S with Chern classes c 1 and c 2 .
Proposition 2. M can be described as a bundle 
where λ is the tautological line bundle for M.
Proof.
For the polarisation H 0 , the moduli space of H 0 -stable bundles with Chern classes c 1 , c 2 is empty, by [14] . Now for p 1 = −4c 2 +c 2 1 = −2 there is only one wall, determined by ζ ≡ −P 1 + (here we fix ζ = 2 −L = − c 1 ( ) as a divisor), so the moduli space of H -stable bundles with Chern classes c 1 , c 2 is obtained by crossing the wall, as described in [11] . First, note that the results in [11] use the hypothesis that −K is effective, but the arguments work equally well with the weaker assumption of ζ being a good wall [11, Remark 1] (see also [5] for the case of q = 0). In our case, ζ ≡ −P 1 + is a good wall (i.e., ±ζ + K are both not effective) with l ζ = (1/4)(ζ 2 − p 1 ) = 0. Now with the notation of [11] , F is a divisor such that 2F −L ≡ ζ ; for example, F = . Also Ᏺ → S × J is the universal bundle parametrising divisors homologically equivalent to F ; that is,
, where
Actually M is exactly the set of bundles E that can be written as extensions
for a line bundle L on of degree zero. The Chern character is computed in [11, formula (5) ] to be ch Ᏹ ζ = 2g +e K−2ζ , where e α = −2(P 1 ·α)ω (the class defined in [11, Lemma 10] is P 1 in our case). Finally, the description of the universal bundle follows from [11, Theorem 9] .
Proof. Every line f : P 1 → M gives a bundle E = (id ×f ) * ᐁ over S = × P 1 by pulling back the universal bundle ᐁ → × M . Then for any t ∈ P 1 , the bundle E| ×t is defined by f (t). Now, by equation (2),
Restricting to any × t ⊂ × P 1 and using the stability of E| ×t , one gets
Now define the set N consisting of nonsplit extensions on of the form
for L a line bundle of degree zero. Then the groups Ext 1
, where p : × J → J stands for the projection. Then we have a fibration
It is easy to check that all the bundles in N are stable, so there is a well-defined map
Now we wish to construct the space of lines in N . The homotopy exact sequence of the fibration P g−1 → N → J together with the fact that π i (J ) = 0 for i > 1 (since the universal cover of J is C g , which is contractible) yields that π 2 (N) = π 2 (P g−1 ) = Z. Let l ∈ π 2 (N ) be the positive generator. We want to describe
For the projective space P n , the space H 1 of lines in P n is the set of algebraic maps f :
, where u 0 , u 1 are linearly independent vectors in C n+1 . So
The complement of H 1 is the image of
which is a smooth n-codimensional algebraic subvariety. So ᏺ l can be described as the fibration
Remark 4. Note that
the natural inclusion of (10).
Proof. The first assertion is clear, as i is a holomorphic map. For the second, consider the universal bundle on × N,
where U = ᏻ N (1) is the tautological bundle of the fibre bundle P g−1 → N → J . Any element in ᏺ l is a line P 1 → N, which must lie inside a single fibre P g−1 .
Restricting (11) to this line, we have an extension
which is the image of the given element in M. (Here L is the line bundle over corresponding to the fibre of P g−1 → N → J in which P 1 sits.) Now it is easy to check that the map ᏺ l → M is the inclusion of (10).
Corollary 6. We have that i * is an isomorphism.
Proof. By Proposition 5, i * has to be an open immersion. The group PGL(2, C) acts on both spaces ᏺ l and ᏹ A , and i * is equivariant. The quotient ᏺ l / PGL(2, C) is compact, being a fibration over the Jacobian with all the fibres equal to the Grassmannian Gr(C 2 , C g−1 ), and hence it is irreducible. As a consequence, i * is an isomorphism.
Remark 7.
Notice that the lines in M are all contained in the image of N , which is of dimension 4g − 2 against 6g − 6 = dim M . They do not fill all of M , as one would naively expect. 
Computation of
. Proof. First we need to check that ᏺ l and ᏹ A satisfy the genericity conditions stated in the introduction so that we can compute the Gromov-Witten invariants with the standard complex structures of N and M , respectively. In the first place, ᏺ l is smooth and of the expected dimension, as 6g − 2 = dim N + 2c 1 (N) [l] . Also ᏹ A is smooth, being isomorphic to ᏺ l (Corollary 6), and of the expected dimension, as 6g
In the second place, we have that the only elements in ᏹ A − ᏹ A consist of holomorphic maps from P 1 = S 2 with one bubble attached, which are constant on the principal component, and the bubble component maps to a rational curve representing A. The counting arguments of [15, Section 3.2] give that the dimension of ᏹ A − ᏹ A is 4 less than the dimension of ᏹ A . An analogous argument works for ᏺ l .
Once we know that we can compute N l and M A using ᏺ l and ᏹ A , respectively, the result follows directly from Corollary 6.
It is therefore important to know the Gromov-Witten invariants of N, that is, its quantum cohomology. From the universal bundle (11), we can read the first Pontrjagin class
Let us remark here that h 2 denotes the ordinary cup product in H * (N), which proves relevant later. Now let us compute the quantum cohomology ring of N . The cohomology of the Jacobian J is H * (J ) = H 1 , where
(The Chern classes follow from (9).) As the quantum cohomology has the same generators as the usual cohomology and the relations are a deformation of the usual relations [19] , it must be h g + c 1 h g−1 + · · · + c g = r in QH * (N), with r ∈ Q. As in [16, Example 8.5] , r can be computed to be 1. So
Proof. First note that for s 1 , s 2 ∈ H * (J ), such that their cup product in J is s 1 s 2 = 0, the quantum product s 1 s 2 ∈ QH * (N) vanishes. This is so since every rational line in N is contained in a fibre of P 2g−1 → J → N.
Next recall that h g−1+i s has a component in
(The Segre classes of Ᏹ follow again from (9).) Then multiply the standard relation in (13) by h g−1+i s, and work by induction on i. For i = 0 we get h 2g−1 s = h g−1 s, and the assertion is obvious. For i > 0, [4] and [8] .) (a) . . ., α, β, (b) . . . Remark 12. The formula in Theorem 11 is not correct for g = 2, as in such a case, the quantum product h 2 ∈ QH * (N) differs from β by a quantum correction. (a) . . ., α, β, (b) .
So the component of
h 2g−1+i s in H 4g−2 (N) is − i j =1 (−8) i−j (i − j)! ω i−j c j s + (−4) i i! ω i s = (−8) i i! ω i s − i j =0 (−8) i−j (i − j)! 4 j j ! ω i s + (−4) i i! ω i s = (−8) i i! ω i s.Theorem 11. Suppose g > 2. Let α a β b ψ i 1 · · · ψ i r ∈ A( ) have degree 6g − 2. Then M A α,
Remark 13. Suppose g ≥ 2 and let α a β b ψ i
as the moduli space of anti-self-dual connections on S of dimension 6g − 6 is M .
Quantum cohomology of M .
It is natural to ask to what extent the first quantum correction determines the full structure of the quantum cohomology of M . In [3] , Donaldson finds out the first quantum correction for M when the genus of is g = 2 and proves that this is enough to find the quantum product. Now it is our intention to show how the Gromov-Witten invariants Our intention is to prove an isomorphism between QH * (M ) and HF * ( × S 1 ), the instanton Floer homology of the 3-manifold × S 1 , together with the SO(3)-bundle with second Stiefel-Whitney class w 2 = P.D.[S 1 ] ∈ H 2 ( × S 1 ; Z/2Z). First recall the main result contained in [10] .
Theorem 15 [10] . Define R 1 0 = 1, R 2 0 = 0, R 3 0 = 0, and then recursively, for all r ≥ 1,
The elements R 1 r , R 2 r , and R 3 r are deformations graded mod 4 of q 1 r , q 2 r , and q 3 r , respectively. This means that we can write
where deg(R i r,j ) = deg(q i r ) − 4j , j ≥ 0, and R i r,0 = q i r . In the case of QH * (M ), we have the following proposition.
where J r is generated by three elements Q 1 r , Q 2 r , and Q 3 r , which are deformations graded mod 4 of q 1 r , q 2 r , and q 3 r , respectively. Proof. The action of Sp(2g, Z) on M being symplectic (see [17, Section 3 .1]), we have an epimorphism of rings, which is Sp(2g, Z)-equivariant, as in (3),
This induces an epimorphism on the invariant parts Lemma 14) . Therefore, we have maps
Let V k be the image of the map (15) . As k 0 H 3 , 0 ≤ k ≤ g − 1, are inequivalent, irreducible Sp(2g, Z)-representations, the subspaces V k are pairwise orthogonal. On the other hand, the existence of the basis (6) of H * (M ) and the results in [19] imply that {x 
Actually this decomposition coincides with the decomposition (5). This is proved by giving a definition of V k independent of the ring structure (cup product or quantum product). For instance, say that V k is the space generated by elements that are orthogonal to V 0 , . . . , V k−1 and such that the sub-Sp(2g, Z)-representations generated by them have dimension equal to dim k 0 H 3 . Our second purpose is to describe the kernel of (15), that is, the relations satisfied by the elements of k 0 H 3 , α, β, and γ . The results in [19] imply that we only need to write the relations of V k ⊂ H * (M ) in terms of the quantum product. Fix k, and recall x (k) (7). By Section 2 the relations in V k are given by x (k)
, and its Sp(2g, Z)-transforms. We rewrite these relations in terms of the quantum product, using the basis (6), as
where x abc ∈ k 0 H 3 and where the monomials in the right-hand side have degree strictly less than the degree of the left-hand side. Now we want to prove that x abc are all multiples of x Therefore (17) can be rewritten as
. By definition (Proposition 16) this means that the quantum product ψ 1 · · · ψ g−k f = 0. Using the action of Sp(2g, Z), we have
Proof. This is completely analogous to the proof of [10, Theorem 10] . 
Proof. We write
, and analogously forf andx D (w, ) , see [10] ). This means that
From Theorem 11 and Remark 13 we have that the component in H 6g−6 (M ) of the quantum product −x
On the other hand, Proposition 16 says that x (k)
Equations (18) and (19) imply together that
for any f ∈ A( ) of degree 6g
. As we are considering the pairing on classes of complementary degree, equation (20) holds in H * (M ) as well. Thus, by Section 2,
The vanishing of the coefficient of α g−k for both Q 3 g−k (see equation (17) 
where 6. The cases g = 1 and g = 2. Let us review the cases of genus g = 1 and g = 2 in the view of Theorem 20. These cases are somehow atypical, as the generators precise the introduction of quantum corrections, a fact already noted in [1] .
Example 23. Let be a Riemann surface of genus g = 1. Then M is a point, and we can write Example 24. Let be a Riemann surface of genus g = 2. The quantum cohomology ring QH * (M ) has been computed by Donaldson [3] , using an explicit description of M as the intersection of two quadrics in P 5 . Let h 2 , h 4 , and h 6 be the integral generators of QH 2 (M ), QH 4 (M ), and QH 6 (M ), respectively. Then, with our notation, α = h 2 , β = −4h 4 , and γ = 4h 6 (see [1] ). Defineγ = −2 ψ i ψ i+g ∈ QH * (M ). The computations in [3] yieldγ = γ − 4α (compare with Lemma 14) . Putβ = β +4. It is now easy to check that the relations found in [3] can be translated to The artificially introduced definition ofβ is due to the same phenomenon that causes the failure of Lemma 10 for g = 2; that is, the quantum product h 2 differs from β in (12) (defined with the cup product) because of a quantum correction in QH * (N ), which appears when g = 2.
