This study assesses ocean surface winds in regional climate models (RCMs) and evaluates the ability of RCMs to downscale the features of tropical cyclones (TCs). RCMs show a smaller bias in the mean ocean surface wind around Japan during summer than the reanalysis data that is used as boundary data because of the better representation of land/ocean contrast in RCMs. However, for extreme values of ocean surface winds, all RCMs show a large bias over the ocean south of Japan.
Introduction
There has been an increasing public concern about climate changes, and hence, regional assess-ment of climate change impacts has become a pressing issue for many countries. Since regional climate behavior is influenced not only by the global climate but also influenced by local terrain and land use, global climate models, which have coarse resolution, cannot provide high-resolution information for use in the assessment of water resources, agriculture, and vulnerability around coastal oceans. Therefore, statistical downscaling or dynamical downscaling using high-resolution regional climate models (RCMs) is required to downscale outputs of global climate model to the regional or local scale.
Intense wind and heavy precipitation associated with tropical cyclones (TCs) occasionally cause severe damages in Japan. A statistical approach is often used for a TC wind assessment using synthetic storm tracks with a parametric model (e.g. Hallegtte 2007) . However, such models may be not suitable for TCs moving into mid-latitude because of synoptic interactions that lead to extratropical transition. Furthermore, these models cannot simulate precipitation associated with TCs. Therefore, it is expected that RCM simulations will reproduce the correct intense wind and precipitation values associated with TCs.
The dynamical downscaling technique should retain the large-scale features of a global reanalysis data or global models and add information on smaller scales. However, it can be expected that an RCM exhibits certain level of internal variability due to nonlinearities in the model's physics and dynamics; this variability can modulate physically forced signals in the model. Thus, it is important to evaluate the internal variability of an RCM. Alexandru et al. (2007) showed that strong precipitation events can cause the internal variability in RCMs, and the associated internal variability continues to develop along the downwind side of the domain. Giorgi and Bi (2000) analyzed the sensitivity of an RCM to initial and boundary conditions over eastern Asia. The results showed that the internal variability of the RCM was insensitive to the amplitude of perturbations in the initial conditions. They also found that the internal variability exhibited a pronounced summer maximum. This is because the internal model variability, related to factors such as random and nonlinear behavior in convection and precipitation processes and associated local land-atmosphere interactions, is at a maximum in the summer, and a stronger westerly flow in the winter sweeps away the internally generated model response.
Uncertainties of TCs simulated in RCMs have been examined in several studies. The recent study for the dynamically downscaled TC activity has succeeded in improving the TC intensity simulated in RCMs as a result of an increase in the resolution (Bender et al. 2010) . Wu et al. (2011) examined the sensitivity of TC frequency to the initial conditions. On the other hand, Landman et al. (2005) showed that the model TC track is sensitive to the choice of RCM domain. Feser and von Storch (2008) and Liu and Xie (2011) showed that the spectral nudging technique can reduce TC track error simulated in RCMs. However, it is not well examined how much uncertainty exists in TC tracks around Japan simulated by RCMs. An assessment of the ability of RCMs to reproduce correct tracks and intensities of TCs would help to understand the uncertainties in the downscaled information on climate changes. In Japan, as part of a large collaborative project (S-5-3), long-term RCM simulations were performed to provide climate change information on a regional or local scale (Takayabu 2010) . In these simulations, all RCMs have the same resolution and use the same data as boundary conditions. This project enables us to evaluate the ability of RCMs to dynamically downscale the features of TCs. This paper is organized as follows: section 2 briefly describes the RCMs used in this study. The results are presented in section 3, and the conclusion is given in section 4.
Model and data
In this study, we compared the features of ocean surface winds and TCs, which were downscaled using the following three RCMs: a non-hydrostatic regional model (NHM) based on the operational model in the Japan Meteorological Agency (JMA) (Saito et al. 2006) , an advanced research version of the weather research and forecasting model (WRF) (Skamarock et al. 2005) , and a regional atmospheric modeling system (RAMS) (Pielke et al. 1992) . The hourly sea level pressure, surface wind at 10 m, and accumulated precipitation of the NHM, WRF, and RAMS are provided by the Meteorological Research Institute, University of Tsukuba, and the National Research Institute for Earth Science and Disaster Prevention, respectively. The configurations of the RCMs are presented in Table 1 . All the models covered the whole of Japan with a same grid interval of 20 km, although the model domain sizes varied slightly from one model to another (Fig. 1) . The topography and land-sea distributions also di¤ered slightly among the RCMs as a result of di¤erent grid projections and smoothing methods of topography, though the same topographic data is commonly used. These models were simulated for the 20-year period from 1985 to 2004, using the data of the Japanese longterm Re-analysis project (JRA) (Onogi et al. 2007 ) as boundary conditions. A more detailed description of the RCMs is provided in Iizumi et al. (2011) .
Many numerical studies for TC activities use the automatic algorithm to detect and track model TCs, and it is pointed out that the frequency of model TCs is sensitive to the criteria used in the tracking algorithm (e.g. Wu et al. 2011) . However, such methods were not used in the present study. We first selected a TC that was observed in a range of longitudes from 126 E to 146 E and latitudes from 25 N to 46 N for at least more than a day. This TC was selected from the best track data com- The region of analysis covered by all three RCMs was selected. We then guessed model TC positions using the following definitions:
1. The grid point with minimum sea level pressure in a 15 Â 15 grid-point box is defined as the center of a TC, and 2. The di¤erence in the sea level pressure between the center of the TC and each grid point on the boundaries that is less than 25 grid points away from the center is greater than 1 hPa.
The TC tracks in the JRA data were also identified using similar definitions. Then, the model TC positions were selected from the guessed grid points with the sea level pressure minimum around the observed TC positions based on the best track data. Note that the TCs that are independently generated in the RCMs are not detected in the present analysis. After identifying the model TC tracks using the above methods, we finally modified the obtained model TC tracks by hand through comparisons with the surrounding sea level pressure fields, because some model TCs sometimes take the di¤erent tracks from observed ones. For the period 1985-2004, a total of 202 TCs passed around Japan, but 10 of which were not simulated in any RCM (Table  2 ) and hence not used in this study. Consequently, we assess 192 TCs in the present study. Note that a few TCs are not identified even in the JRA data because the best track data used in the assimilation system of the JRA data is di¤erent from the RSMC best track data (Hatsushika et al. 2006) .
To validate the simulated ocean surface winds and the structure of model TCs, we used the 6-hourly Blended Sea Winds (BSW) which combined the satellite-measured ocean surface winds with the atmospheric model winds (Zhang et al. 2006) and is provided by the National Oceanic and Atmospheric Administration/National Climate Data Center. The spatial grid resolution is 0.25 .
Results
We first show the climatology of the mean and 99 th -percentiles of the satellite-based ocean surface winds during summer (July-September), and the root mean square error (rmse) of the ocean surface winds obtained by comparing BSW and the data of JRA, NHM, WRF, and RAMS (Fig. 2) . The 99 th -percentiles are presented as a relatively robust measure for extreme winds. On average, the ocean surface wind speed around Japan is calm during summer (Fig. 2a) . This feature is well simulated in all RCMs as well as the JRA data (Figs. 2b-e) . However, a notable bias is observed in the ocean surface wind speed around the coastal area for the JRA data because of the insu‰cient representation of land/ocean contrast due to the coarse horizontal resolution (Fig. 2b) . High-resolution RCMs are successful in reducing this bias, although the bias is still found in the vicinity of the Japanese islands. However, it should be noted that the accuracy of the ocean surface wind speed measured by microwave remote sensors close to a coast is limited 1985 03, 06, 07, 08, 09, 10, 12, 13, 14, 20, 24 1986 06, 08, 10, 13, 15, 16, 17, 18 1987 04, 05, 07, 08, 10, 12, 13, 16, 19 1988 04, 07, 08, 11, 13, 15, 16, 18, 24, 26 1989 06, 11, 12, 13, 14, 17, 21, 22, 25, 28 1990 07, 10, 11, 14, 15, 19, 20, 21, 28 1991 09, 10, 12, 13, 14, 15, 17, 18, 19, 21, 23 1992 03, 09, 10, 11, 14, 16, 17, 19, 22, 28, 30 1993 04, 05, 06, 07, 11, 13, 14, 19, 20, 21 1994 07, 11, 14, 16, 21, 26, 29, 31, 34 1995 02, 03, 07, 12, 13, 14, 17, 18 1996 03, 04, 05, 06, 12, 14, 17, 20, 21, 24 1997 04, 06, 07, 08, 09, 11, 13, 18, 19, 20, 23, 24 1998 04, 05, 06, 07, 08, 09, 10, 11 1999 04, 05, 07, 08, 09, 10, 13, 16, 17, 18 2000 02, 03, 05, 06, 08, 09, 12, 14, 17, 19 2001 01, 02, 06, 09, 11, 15, 16, 17, 20, 21 2002 04, 05, 06, 07, 08, 09, 11, 13, 15, 16, 19, 21 2003 04, 05, 06, 10, 14, 15, 16, 17, 21 2004 02, 04, 06, 07, 08, 10, 11, 15, 16, 18, 19, 21, 22, 23, 24 ( Pickett et al. 2003) . The capabilities of RCMs to reduce the wind speed bias in coastal regions are also reported in several studies (e.g. Winterfeldt and Weisse 2009). While the RCMs simulate the average ocean surface wind speed well, they show a remarkable bias in the extreme surface wind speed over the ocean south of Japan, particularly, around the Ryukyu Islands (Fig. 2f-j) . Because TCs can cause intense surface wind speeds around Japan during summer, these biases in the ocean surface wind speed may be one of the reasons for problems in the representation of model TCs. Figure 3 shows the relationship between TC central pressure of the JRA data and the best track data and that of the three RCMs. The central pressure of all the TCs in the JRA data is underestimated, although the prominent feature of the JRA data is its embedded idealized TC structure (Hatsushika et al. 2006) . One possible reason for this discrepancy is the relatively coarse resolution of the model used in the assimilation system of the JRA data. Although the RCMs simulated more intense TCs compared with the JRA data, the central pressure of the simulated TCs in the three RCMs still overestimates compared with the central pressure of the best track data. These biases in the RCMs suggest that the horizontal resolution of the RCMs is not enough to reproduce the central pressure of TCs as observed.
Other measures of TC intensity are surface winds. Thus, we compared the profiles of the surface wind associated with the model TCs with the observations. Because the satellite-measured surface wind has been available since 1999, we compared the 99 th percentiles of the surface wind speed of TCs observed from 1999 to 2004. The surface wind speed associated with TCs is well simulated in WRF while the other two RCMs underestimate the surface wind speed associated with TCs (Fig.  4) . This suggests that the surface wind speed associated with TCs in RCMs is sensitive not only to the horizontal resolution but also to the di¤erence in physical processes. However, it should be noted that the surface wind associated with TCs simulated by WRF may be unrealistic because the sea level pressure of the simulated TCs is still overestimated compared with the central pressure of the best track data (Fig. 3c) .
Reproducing the correct TC tracks is also an important issue for the use of climate change information that is downscaled to a regional or local scale. This is because TCs sometimes cause heavy rainfall due to the interaction with complex topography and intense winds over Japan, and so TC track errors can cause bias in such the fields in RCMs. Figure 5 shows the geographic distributions of TC track errors simulated in the RCMs. The remarkable accumulation of the model TC track errors is observed over the regions where there are the large biased of the 99 th -percentiles of the simulated surface winds (Fig. 2) . This suggests that the bias in the extreme values of ocean surface winds may be caused not only by an insu‰-cient representation of surface winds associated with a model TC but also by the model TC track errors.
We assessed TC track errors for 192 cases for which all three RCMs are available. The TC track errors in the RCMs spread over a wide range with peaks from 100 to 200 km (Fig. 6a) . However, considering the average lifetime of a selected TC (@2.5 days), the TC track errors are within the range of values obtained over 60 h using the operational TC forecast models (Goerss 2000; Kumar et al. 2003) . Among the three RCMs, WRF has the highest accuracy in simulating TC tracks, which may be related to the degree of representation of surface wind associated with TCs (Fig. 4) . This is partially because the model TC track errors result from mishandling the interaction of the circulation of the TC itself with adjacent environmental circu- lations involving mid-latitude circulation and subtropical anticyclonic circulation (Carr and Elsberry 2000a, b) . However, it should be noted that other RCMs occasionally have a higher accuracy in simulating TC tracks than WRF. As a result, a simple ensemble mean of the TC track generally shows a smaller rmse of TC tracks than those shown by individual RCMs (Fig. 6a) . When considering the profile of the surface wind speed associated with TCs (Fig. 4) , it is expected that about 200 km of the model TC track error can cause about 10 m s À1 of the surface wind speed bias observed in 99 th -percentiles of the ocean surface winds during summer in the WRF model (Fig. 2) . This suggests that the bias in extreme ocean surface wind speed can be caused not only by the insu‰cient representation of surface winds associated with model TCs but also by the track errors of the model TCs. Furthermore, the results imply that the RCMs have limited ability in terms of adding information about the precipitation, produced by the interaction between TCs and complex small-scale topographies through the TC track errors, as well as its insu‰cient precipitation intensity.
To examine the similarity of TC tracks among the RCMs, the spread of TC track errors against the ensemble mean TC track errors among the RCMs is presented in Fig. 6b . The TC track errors of the RCMs can be classified into four clusters (Elsberry and Carr 2000) : small ensemble error and small spread (SESS), small ensemble error and large spread (SELS), large ensemble error and small spread (LESS), and large ensemble error and large spread (LELS). An example of TC tracks for each category is shown in Fig. 7 .
There is no clear correlation between the en- semble mean rmse and the spread, and the average of the ensemble mean rmse is approximately twice that of the ensemble spread (Fig. 6b) . This is similar to the results based on operational models (Goerss 2000; Elsberry and Carr 2000) . When we define the average of the ensemble mean rmse (201 km) and the average of the spread (115 km) as the criterion for dividing individual categories, 40% of the TCs are classified into the SESS category, whereas about 20% of the TCs are classified respectively into the other categories. Multi-model ensemble superiority is caused not only by error compensation but also by its greater consistency and reliability (Hagedorn et al. 2005) . In this study, the merit of the multi-model ensemble approach to reduce TC track errors is found for about 60% of the TCs classified into the SESS and SELS categories. However, even using the multi-model ensemble approach, the RCMs fail to simulate the realistic tracks for the remaining TCs classified into the LESS and LELS categories. Figure 8 shows the percentage of each category for TC of large, medium, and small size, respectively. Here, we used the radius of 15 m s À1 wind speed (R15) included in the best track data to determine the size of TCs. The R15 averaged during the period when a TC moves over the analysis domain was computed to estimate the typical size of each TC size. Then, the TCs were categorized as large, medium, and small size, respectively, using 500 km and 300 km as the criteria. It is found that the percentage of the SESS category TC becomes larger, as the TC size is larger. This suggests that the degree to represent TC in the boundary data generally contributes to reduce TC track errors in RCMs. However, there are some LESS category TCs (TY8713, 8917, 9021, 9028, 9121, 9320, 9512, 9621, and 0423) despite the large TC size. Since three of them (TY9021, TY9512, and TY0423) have the relatively smaller cross-track errors than the others (Figs. 9c, 9g , and 9i), their large track errors result mainly from the along-track errors. Carr and Elsberry (2000b) describe that the response to vertical shear (RVS) process tends to decrease the intensity of the model TC, which usually results in a decrease in translation speed as the TC then responds to a slower environmental steering over a shallower layer. In other words, the bias in the model TC intensity can be responsible for the TC track error. On the other hand, the remaining LESS category TCs have the relative larger systematic cross-track errors, and four of them are binary TCs (TY8713, 9121, 9320, and 9621) . It seems that the counterpart of the binary TC causes the change in the translation direction of TCs accompanied by the slow bias of the model TC. The cross-track error in TY9028 (Fig. 9d ) seems to be caused by the midlatitude synoptic low pressure on the western side of the TC. Even though the counterpart of the binary TC exists outside the model domain, the bias seems to be caused through boundary forcing (Figs. 9a and e) . Note that the bias in TY9621 seems to result rather from mishandling the interaction of the circulation of the simulated TC itself with the circulations induced by the same TC of the boundary data (Fig. 9h) , because the TC moves near the southern boundary of the model domains (Fig. 1) . Thus, it is suggested that the small domain size occasionally can cause large TC track errors. On the other hand, it is di‰cult to identify the reasons causing the large spread of model TC track error from the comparison in the present study, because the various di¤erences in configurations of the RCMs can cause the spread. The further analysis of TCs in RCMs incorporated with a spectral nudging technique for dynamical downscaling (Kida et al. 1991; von Storch et al. 2000) technique and also sensitivity experiments in future would help to understand the internal variability in RCMs.
Summary
In this study, we assessed the ocean surface winds in RCMs and evaluated the ability of RCMs to downscale the features of TCs. All three RCMs used in this study have the same resolution and use the same data as boundary conditions. The RCMs showed a smaller bias in the mean ocean surface wind around Japan during summer than the reanalysis data that is used as boundary conditions, because of the better representation of land/ocean contrast in RCMs. However, for extreme values, all the RCMs showed a large bias over the ocean south of Japan.
The comparison of model TCs among the RCMs shows that one RCM simulated the surface wind speed associated with TCs reasonably well, unlike the other two RCMs that underestimated it. However, none of these models simulates realistic TC tracks for about 40% of TCs. Therefore, it is suggested that the bias in extreme ocean surface winds can be caused not only by an insu‰cient representation of surface winds associated with model TCs but also by the model TC track errors. On the other hand, the TC tracks for about 40% of TCs are reasonably simulated in all the RCMs. In addition, it is found that a multi-model ensemble approach contributes to reduce TC track errors. As a result, number of the TCs with the relatively small TC track errors increases up to about 60%. This suggests that a multi-model ensemble approach may produce more accurate TC tracks, on average, than the individual model. Furthermore, it is found that the TC track errors generally become smaller, as the TC size is larger. This suggests that the degree to represent TC in the boundary data contributes to reduce TC track errors in RCMs.
Although an improvement of models may reduce the absolute bias in TC track and intensity, the relative portion of TC track errors in RCMs would remain through various factors. Thus, the internal variability related to TCs is inherent to RCMs. However, it is certainly necessary to reduce the systematic model bias of TC track and intensity in RCMs to provide the better climate information.
