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Ecosystem Methane Emissions with Process-based Biogeochemistry and Atmospheric 
Transport and Chemistry Models. Major Professor: Qianlai Zhuang. 
To improve the quantification of methane emissions from Arctic wetlands and 
lakes, an integrated modeling framework was developed. It includes a newly developed 
process-based lake biogeochemical model and a widely used 4-D VAR inversion 
algorithm implemented with the nested grid high-resolution GEOS-Chem Adjoint model. 
The new process-based lake biogeochemical model includes the processes of 
methane production, oxidation and transport within a one-dimensional sediment and 
water column. The model is validated using observational data from five lakes located in 
Siberia and Alaska, representing a large variety of environmental conditions in the Arctic. 
The modeled lake temperature, dissolved methane concentration and methane fluxes 
agree well with the observations. It is found that bubbling-rate-controlling nitrogen 
stripping is the most important factor in determining methane fraction in bubbles. Lake 
depth and ice cover thickness in shallow waters are also controlling factors. It 




fuels sediment methanogenesis by supplying a large amount of labile organic carbon, 
resulting in high methane effluxes at thermokarst margins of yedoma lakes.  
By using the developed process-based lake biogeochemical model with 
geographical datasets, it is estimated that the annual mean methane emissions from Arctic 
lakes are on average 11.86 Tg yr
-1
 during 2004-2009, which is in the range of the recent 
estimates of 7.1-17.3 Tg yr
-1
 and is on the same order of the methane emissions from 
northern high-latitude wetlands. The methane emission rate varies spatially over high 








 in northern 
Europe. Under Representative Concentration Pathways (RCP) 2.6 and 8.5 future climate 
scenarios, when assuming the distribution of lakes unchanged, the methane emissions 
from Arctic lakes will increase by 10.3 and 16.2 Tg CH4 yr
-1
, respectively, by the end of 
the 21st century. 
By adapting a region-specific landscape evolution model to a pan-Arctic scale, the 
evolution of thaw lakes in the Arctic can be simulated. The simulations show that the 
extent of thaw lakes expands throughout the century in the northern areas of the pan-
Arctic where the reworking of epigenetic ice in drained lake basins will continue. 
Coupling with the developed process-based lake biogeochemical model, it is projected 
that the methane emissions from Arctic lakes by 2100 are 28.3±4.5 Tg CH4 yr
-1
 under 
RCP 2.6 and 32.7±5.2 Tg CH4 yr
-1
 under RCP 8.5, which are about 2.5 and 2.9 times of 
the simulated present-day emissions. Most of the emitted CH4 originates from non-
permafrost carbon stock. For permafrost carbon, the cumulative amount mineralized via 




3.9±0.9 Pg C under the strong warming condition. Although the lost permafrost carbon 
represents a small fraction of the global soil carbon pool, the increased CH4 emissions 
from pan-Arctic lakes could raise global atmospheric CH4 concentrations as large as 69 
ppb.  
To constrain Arctic methane fluxes, a nested-grid high-resolution inverse model 
in the Arctic domain is used to assimilate both high-precision surface measurements and 
high-volume satellite measurements. The global inversions indicate that the total methane 
fluxes and individual wetland source are in the range of 496.4–511.5 Tg yr
-1
 and of 
130.0–203.3 Tg yr
-1
, respectively, which are consistent with the other estimates. The 
estimated Arctic methane fluxes are in the range of 8.8–20.4 Tg yr
-1
. The optimized 
methane fluxes from Arctic lakes are ~7.6 Tg yr
-1
, a significant amount to the Arctic 
methane cycle. The global and Arctic inversions of methane mixing ratio in boundary 





CHAPTER 1: INTRODUCTION 
1.1  Motivation and Objectives 
Methane (CH4) emissions from the Arctic are expected to increase under future 
warming conditions. The increasing emissions will exert much stronger warming effects 
to the global climate system since methane is 33 times more potent than carbon dioxide 
(CO2) by mass on a 100-year time horizon in trapping infrared radiation (Shindell et al., 
2009). CH4 is produced primarily from anaerobic decomposition of organic matter and 
the production is positively correlated to temperature. At first, the northern permafrost 
region contains about 1,672 Pg (1 Pg = 10
15
 g) of organic carbon, half of the estimated 
global belowground organic carbon, and 88% of the amount occurs in perennially frozen 
soils and deposits (Tarnocai et al., 2009). With the Arctic projected to be warmed by 2ºC-
7.5ºC by 2100 (IPCC, 2013), a factor much greater than the global mean value, this large 
carbon pool is vulnerable for decomposition. Even if only a small fraction of this carbon 
pool is converted to CH4, the atmospheric CH4 concentrations will increase significantly. 
In addition, as shown in Fig. 1.1, water-inundated areas, for instance, wetlands and lakes, 
occupy a large fraction of lands in the northern high latitudes (Lehner and Döll, 2004). 
As the water table level of the inundated areas is high, the transport of oxygen is inhibited, 
favoring the anaerobic decomposition of organic matter (Walter and Heimann, 2000). 




triggers the thawing of permafrost and help form thermokarst depressions (McGuire, 
2013; Schuur et al., 2015).  
To date, our understanding to the CH4 emissions from the Arctic is still very 
limited. In the past, for the CH4 sources in the Arctic, the sole focus was wetlands. 
Studies showed that the CH4 emissions from wetlands are sensitive to a group of 
environmental factors, including water table level, temperature, soil organic carbon 
quality, vegetation, pH, and soil texture as well as trace chemicals (Walter and Heimann, 
2000; Gauci et al., 2004; Coulthard et al., 2009; Hu et al., 2014; Schädel et al., 2014). But 
some of those factors are notoriously heterogeneous, which imposes great difficulties in 
understanding wetland methane dynamics. Thanks to the recent studies on CH4 sources 
other than wetlands, our understanding to the Arctic CH4 inventory has been greatly 
refreshed (Walter et al., 2006; Kort et al., 2012; Shakhova et al., 2013). Those studies 
showed that the CH4 emissions from non-wetland sources have been highly 
underestimated. For instance, Bastviken et al. (2011) estimated that the CH4 emissions 
from Arctic lakes are in the range of 7.1–17.3 Tg yr
-1
 (1 Tg = 10
12
 g), equivalently as 
large as a half of the CH4 emissions from Arctic wetlands (Melton et al., 2013). Shakhova 
et al. (2013) demonstrated that, facilitated by bubbles and storms, the CH4 fluxes from 
East Siberian Shelf were possibly as large as 17 Tg yr
-1
, a level close to the strength of 
the wetland emissions. Kort et al. (2012) assessed the CH4 effluxes from the remote 
Arctic Ocean up to latitudes of 80°N by using airborne observations of CH4. They found 
that, in the summer, the total efflux is about 7.3 Tg CH4 yr
-1
. Thus, the current estimates 





CH4 emissions from natural sources have been studied over the past decades 
primarily in two approaches: process-based biogeochemical modeling (bottom-up) and 
atmospheric inverse modeling (top-down). Due to the limitation of both approaches and 
the endemism of the Arctic, these approaches should be further developed for a better 
quantification of the CH4 dynamics in this northern high latitude region. 
1.1.1  Bottom-up approach 
Process-based biogeochemical modeling is an essential tool in quantifying CH4 
emissions from terrestrial and aquatic ecosystems, especially wetlands. It integrates the 
knowledge of physical, chemical and biological processes that control CH4 dynamics in a 
natural system from both field and lab experiments into a mathematical model and 
extrapolates the understanding to regions or the globe. 
A process-based methane biogeochemical model should contain at least three 
components: CH4 production (methanogenesis), CH4 oxidation (methanotrophy), and 
CH4 transport. Initially, in the process-based biogeochemical models for wetlands, CH4 
production and oxidation were only functions of soil temperature, moisture and carbon 
quantity and CH4 was emitted from soils simply through diffusion (Cao et al., 1996). 
Since then, many other processes were added, including the transport of CH4 through 
plant aerenchyma (plant-aided transport) and bubbles (ebullition transport) (Walter and 
Heimann, 2000), the control of CH4 production and oxidation by soil pH and redox 
potential conditions (Zhuang et al., 2004), the evolution of CH4 bubbles in the soil 
column (Tang et al., 2010), the control of CH4 production by soil carbon quality (Wania 




2013). Additionally, the impacts of cold weather and permafrost on soil thermal and 
hydrological dynamics were explicitly parameterized for northern high latitudes (Zhuang 
et al., 2001 & 2003). In comparison with wetlands, fewer models have been developed to 
estimate the CH4 emissions from Arctic lakes (Stepanenko et al., 2011; Tan et al., 2015) 
and sea shelf (Stepanenko and Iakovlev, 2012). The transfer of energy and momentum in 
the water column is much more intensive and it is relatively more difficult to define soil 
carbon pools for methanogenesis and collect data for model validation. 
1.1.2 Top-down approach 
Different from process-based modeling, atmospheric inverse modeling seeks to 
optimize the strength of CH4 fluxes in a chemical transport model to best match the 
measurements of atmospheric CH4 composition from ground stations and airborne 
equipment. Since the 1990s, observations from a sparse observational network (e.g. 
NOAA’s ESRL Carbon Cycle Cooperative Global Air Sampling Network) have been 
used with three-dimensional atmospheric chemical transport models to constrain CH4 
emissions from different continents and sources (Fung et al., 1991). But because surface 
observations were insufficient in both spatial and temporal spans, the inverse problem 
was strongly ill-constrained. So a large-scale aggregation has to be performed to reduce 
the dimension of state vector prior to the step of inversion (Houweling et al., 1999; Wang 
et al., 2004). Satellites deliver dense spatial coverage retrievals unachievable by surface 
networks or aircraft campaigns and can provide a resource for constraining CH4 
emissions. Constraining CH4 fluxes by satellite observations became possible with the 




Atmospheric Chartography (SCIAMCHY) in 2002 (Frankenberg et al., 2005). The first 
grid-based inverse modeling of CH4 emissions was conducted by Bergamaschi et al. 
(2007). Since then, atmospheric inverse modeling has become a powerful tool to 
constrain CH4 emissions at global and regional scales (Bergamaschi et al., 2009; Cressot 
et al., 2014; Houweling et al., 2014). The top-down approach has been largely advanced 
in these studies by assimilating the new high-precision Greenhouse Gases Observing 
Satellite (GOSAT) observations (Monteil et al., 2014; Alexe et al., 2015), assimilating 
the additional surface and aircraft measurements (Cressot et al., 2014; Wecht et al., 
2014a), and introducing new satellite bias correction methods (Cressot et al., 2014; 
Houweling et al., 2014; Wecht et al., 2014b). Especially, high-resolution nested grid 
inverse models have been recently developed to investigate the fine-spatial scale CH4 
sources (Wecht et al., 2014b; Turner et al., 2015). However, these advances have still not 
been applied to the Arctic. 
1.2 Developing a new process-based lake biogeochemical model 
The first accomplishment of this thesis is the development of a process-based lake 
biogeochemical model in which both ancient labile and new recalcitrant carbon are 
represented. This model also explicitly parameterizes water phase change in water and 
sediment columns, CH4 oxidation by methanotrophic bacteria in oxygenate water and 
CH4 transport by diffusion and ebullition. All these features allow for the investigation of 




1.2.1 Estimating CH4 emissions from Arctic lakes at present and under future 
climate conditions 
Another key contribution of this thesis is the development of a pan-Arctic scale 
landscape evolution model. The model is used to evaluate the influence of permafrost 
thawing on the distribution of thermokarst (thaw) lakes in this century under two 
representative warming scenarios. 
1.2.2 High resolution atmospheric inverse modeling of CH4 fluxes 
The third accomplishment of this thesis is the application of a nested grid 0.5° × 
0.667° resolution GEOS-Chem Adjoint model in the Arctic domain to better attribute 
Arctic CH4 fluxes into different sources and disclose their spatial distribution in more 
details. The well-corrected SCIAMACHY column mixing ratio retrievals were 
assimilated together with high-precision measurements from a global surface network. 
Different wetland emission schemes are used to test the sensitivity of the optimized CH4 
fluxes to initial wetland emissions. 
1.3 Organization of the thesis 
At first, the current progress of the quantification of Arctic CH4 emissions is 
revisited through a literature review. In Chapter 2, the development of a process-based 
lake biogeochemical model is described and its validation with observations from 
different lakes across the Arctic is presented. In Chapter 3, the application of the lake 
biogeochemical model with a high resolution lake database for the pan-Arctic scale 




emissions in the 21
st
 century with the assumption of static lake distribution is also given. 
Chapter 4 describes the development of a pan-Arctic scale landscape evolution model and 
evaluates the impact of permafrost thawing on the CH4 emissions. In chapter 5, the 
atmospheric CH4 data from satellites and a surface network is integrated into a high-
resolution chemical transport adjoint model to further constrain the Arctic CH4 emissions 
estimated by the biogeochemical models. Challenges, method limitations and future 








Figure 1.1. The global map of lakes and wetlands (Lehner and Döll, 2004). The dark blue color represents lakes, the red color 




CHAPTER 2: MODELING METHANE EMISSIONS FROM ARCTIC LAKES: 
MODEL DEVELOPMENT AND SITE-LEVEL STUDY 
2.1 Introduction 
CH4 is the second most powerful carbon-based greenhouse gas in the atmosphere 
behind CO2. It also plays a significant role in the production of ozone (O3) and reduction 
of hydroxyl radicals (OH) (Forster et al., 2007; Denman et al., 2007). With the outburst 
of emissions from human activities, perhaps exacerbated by natural emissions, the global 
CH4 burden has more than doubled since pre-industrial times (Etheridge et al., 1998). 
Earlier studies have demonstrated that large releases of CH4 from natural sources during 
warming events exert significant positive effects on atmospheric CH4 levels and may 
have potential synergistic effects leading to aggravated or sustained global warming 
(Dlugokencky et al., 2001 & 2009; Fisher et al., 2011; Kort et al., 2004; Zhuang et al., 
2004). Observations and climate model projections both confirm that Arctic land north of 
65°N is one of the most prominent global warming region, with a warming more than a 
factor of two greater than the global mean value in the past decades (Hansen et al., 2007). 
Large reservoirs of organic carbon (C), currently sequestered in permafrost soils (~1,466 
Pg) (Tarnocai et al., 2009), could be mobilized in the production and release of CO2 and 




predicted (Isaksen et al., 2011; Schuur et al., 2011; Harden et al., 2012; MacDougall et al., 
2012). Furthermore, since lakes are a prominent landscape feature in the Arctic, 
occupying up to 30% of land surface area (Zimov et al., 1997; Semiletov, 1999; Riordan 
et al., 2006), and could increase by 15%-25% in coverage by 2100 due to thawing 
permafrost (van Huissteden et al., 2011; Gao et al., 2013), the CH4 emissions from Arctic 
lakes could represent a potentially large and increasing source of greenhouse gases. Until 
now, the CH4 emissions from pan-Arctic lakes are poorly quantified. Earlier studies that 
aimed to assess CH4 emissions from lakes showed that heterogeneity in ebullition is a 
major obstacle to accurate estimation (Casper et al., 2000; Bastviken et al., 2004; Walter 
Anthony and Anthony, 2013). This contributes to the large uncertainty in the global lake 
CH4 emission estimates: 1-25 Tg CH4 yr
-1
 by Cicerone et al. (1988), 36-51 Tg CH4 yr
-1
 
by Casper et al. (2000), 8-48 Tg CH4 yr
-1
 by Bastviken et al. (2004), and 103 Tg CH4 yr
-1
 
by Bastviken et al. (2011). Furthermore, this lake CH4 source has often been ignored 
from the estimates of regional natural CH4 emissions. For instance, Walter et al. (2006) 
indicated that when incorporating the CH4 emissions from northern Siberian thermokarst 
(thaw) lakes, the total CH4 efflux from this region can increase significantly by 10-63%. 
Including the CH4 emissions from the lakes increased the previous estimate of natural 
CH4 sources in Alaska by 50-70% (Walter Anthony et al., 2012). Walter et al. (2007) 
projected that the CH4 emissions from northern high-latitude lakes, which were estimated 
to be 14-35 Tg CH4 yr
-1
, could rise to a level as high as 50 to 100 Tg CH4 yr
-1
, given that 




To date, the estimates of CH4 fluxes from regional lakes have been based on a 
limited number of site measurements using simple extrapolation techniques (e.g., 
bookkeeping approach) (Bastviken et al., 2004; Walter et al., 2006 & 2007; Zimov et al., 
1997; Gao et al., 2013). Since the processes resulting in CH4 production and release into 
the atmosphere depend highly and nonlinearly on the climate, those simple methods will 
result in a large uncertainty in future CH4 emission estimates. Recently, several numerical 
lake models have been developed to estimate the CH4 effluxes from the lakes in the 
permafrost zone by incorporating vital processes of permafrost thaw and CH4 cycling 
(Kessler et al., 2012; Stepanenko et al., 2011). For example, Greene et al. (2014) 
demonstrated the importance of winter ice cover impeding ebullition fluxes to the 
atmosphere, causing 80% of bubble CH4 content to diffuse into the lake water column 
before bubbles are encapsulated in lake ice. However, one or more important processes 
that determine CH4 content in ebullition bubbles have still been missed in these existing 
models, such as N2 stripping (Walter et al., 2008), sediment depth of bubble origin 
(Walter et al., 2008), water column gas exchange with bubbles (Leifer and Patro, 2002; 
McGinnis et al., 2006), and the role of ice cover in reducing water column thickness in 
winter. The objective of this study is to develop a process-based, climate-sensitive lake 
biogeochemical model that explicitly incorporates lake thermal dynamics, permafrost 
freeze-thaw dynamics, CH4 production and consumption, and gas transport within 
sediment and water columns (MacKay et al., 2009). This model will be capable of 
quantifying the impact of climate on the CH4 emissions from pan-Arctic lakes and the 
impact of N2 stripping and water-bubble gas exchange on CH4 content in bubbles during 




variance-based method (Sobol, 1993), and poorly-constrained parameters were calibrated 
with the SCE-UA global optimization algorithm (Duan et al., 1994). Model validity was 
verified by comparing the simulated and the observed lake temperature, dissolved CH4 
concentrations and CH4 emissions of several thermokarst and non-thermokarst lakes in 
Alaska and Siberia. 
2.2 Methods 
2.2.1 Model Description 
Since the processes controlling CH4 emissions from pan-Arctic lakes occur in 
both water and sediments, the developed lake biogeochemical model (bLake4Me) is 
structured as follows (Fig. 2.1): one-dimensional (1D) sediment and water columns are 
divided into 10 cm thick parallel layers. CH4 is produced by anaerobic reactions in 
sediments (including methanogenesis) and consumed by aerobic reactions in oxygenated 
portions of the water column (methanotrophy). For simplicity, the oxidation of CH4 by 
alternative electron acceptors, such as SO4, is not included. The methanogenic and 
methanotrophic rates at each layer are modeled as functions of layer temperature and 
substrate concentrations. Within each layer of the two columns, temperature and 
dissolved gas concentrations (CH4 and N2 in sediments; N2, O2, CO2 and CH4 in water) 
are calculated by solving 1D thermal and gas diffusion equations. The water phase 
change in the two columns is driven by the heat gain/loss of lake water to air above and 
to lake sediment underlain by permafrost below. In winter, ice grows downward from the 
top of the water column when layer temperature falls below 0 ºC; along shallow shores, 




accumulate in winter. The growth and decline rates of a single snow layer depend on 
snow fall, compaction, sublimation and melting (Fang and Stefan, 1994). In summer, heat 
penetrates sediments to thaw permafrost beneath the lake, facilitating the growth of a 
thaw bulb (lake talik) (Ling and Zhang, 2003; West and Plug, 2008).  
With CH4 is produced by methanogens, its concentration in a sediment layer 
grows until it exceeds the saturation threshold. Once above the saturation threshold, the 
excess CH4 enters bubbles and escapes sediments into the water column via bubbling. 
Yedoma thermokarst lakes were formed in the thick Pleistocene-aged, organic-rich, silty 
ice complex known as ‘yedoma’ (Zimov et al., 1997). Their surface sediments heat up in 
summer and release more bubbles with younger 
14
C-age CH4 via partial acetate 
fermentation (Walter et al., 2006 & 2008). Conversely, due to the lag effects of heat 
diffusion, deeper talik sediments warm up in later winter/early spring, releasing CH4 
bubbles consistently via CO2 reduction with older 
14
C ages (Walter et al., 2006 & 2008). 
With permafrost thawing at depth, an additional labile carbon substrate is added to deep 
sediments for methanogens (Walter Anthony et al., 2010, Sepulveda-Jauregui et al. 2014). 
As described by previous field studies (Scandella et al., 2011a) and lab experiments 
(Scandella et al., 2011b), when a sufficient volume of CH4 is produced or when the 
hydrostatic pressure drops enough to dislocate large bubbles in fine-grain sediments, the 
bubbles can break out, creating preferential flow channels (bubble tubes). Through those 
tubes, bubbles formed in deep sediments can escape the sediment column without losing 
much CH4 to pore water by dissolution. For non-yedoma lakes, bubbles are likely 




et al., 2014). For non-thermokarst lakes, the transport of OM to surface sediments from 
bank erosion could be relatively more limited (Wik et al., 2014) especially when wind-
driven bank erosion is inactive. Field studies reported that CH4 and N2 in bubbles were 
negatively correlated in Siberian and Alaskan lakes (Walter et al., 2008). Following 
similar observations in peatlands (Chanton et al., 1989), Walter et al. (2008) attributed 
this negative correlation in lakes to N2 stripping. When the rate of bubbling from 
sediments exceeds the rate of N2 diffusion into sediments, gas exchange between 
sediment pore water and free-phase bubbles depletes dissolved pore-water N2, resulting 
in N2-poor/CH4-rich bubbles released from sediments. Thus bubbles collected at the lake 
surface from high-flux ebullition seeps with deep sediment origins had high CH4/N2 
ratios. In contrast, when CH4 is produced in shallow sediments of Siberian and Alaskan 
lakes (low-flux point-source seeps and background bubbling), where bubbling is slower 
and dissolved N2 concentrations are relatively higher, released bubbles had lower CH4/N2 
ratios (Walter et al., 2008).     
In my process-based model, the concentrations of bubble gases are modeled with 
continuity equations. This approach is similar to that of Liang et al. (2011) for modeling 
bubbles and dissolved gases in the ocean. In a single bubble, gas concentrations are 
determined by hydrostatic pressure, bubble diameter in the water column, and ambient 
dissolved gas concentrations. 
2.2.2 Water and Sediments Thermal Dynamics Model 
The thermal dynamics of a lake body is governed by heat exchange between lake 




radiation, latent heat flux and sensible heat flux. Within the water column, except 
subsurface heating by the absorption of incident solar radiation, the heat flow is 
dominated by wind-driven eddy diffusion, molecular diffusion and buoyant convection 
(MacIntyre et al., 2009). The sediment column typically gains or loses heat solely from or 
to the water above it, and its internal heat transport is driven only by molecular diffusion. 
Water phase change is also explicitly parameterized in the two columns.   
The governing 1D thermal diffusion equation for the water column is (Hostetler 
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where Tw is water temperature (K), t is time (s), z is depth from the lake surface (m), A is 
the area of lake cross section (m
2




), De is 




),   is the incoming solar radiation (W m
-2
), w  
is water density (kg m
-3
), and 




). As described 
by Hostetler and Bartlein (1990), the area of water cross section A is a function of water 
depth and also depends on the lake shape. In the model, I confine the area effect just in 
the marginal areas of a lake and assume that the dimension of water cross section 
decreases linearly with depth. The heat diffusion of a lake water body can be highly 
amplified by surface wind movement during ice free seasons (MacIntyre et al., 2009). In 
the model, I follow the method of many existing lake models by defining this 
amplification as a wind-driven eddy diffusivity De, which is evaluated at each layer as a 






wN g z       ), and a latitude-dependent Ekman decay parameter (Hostetler 
and Bartlein, 1990). The solar radiation term in Eq. 2.1 is calculated in accordance with 
Beer’s law as:  
  01
    zL e ,     (2.2) 
where β is the proportion of shortwave radiation that is reflected by water, L0 is the 
incident solar radiation at lake surface (W m
-2
), and η is the light extinction coefficient of 
lake water (m
-1
). In the work of Subin et al. (2012), η was defined as a simple empirical 
function of lake depth using the Poole-Atkins expression: 
  0.4241.1925d ,      (2.3) 
where d is the lake depth (m). Eq. 2.3 reflects a negative correlation between lake trophic 
status and depth. However, as implied by the measurements at Lake Kossenblatter, 
Valkea-Kotinen and Karuјärv (Subin et al., 2012), this formula can severely 
underestimate the light extinction coefficient of high-latitude shallow lakes, causing lake 
models to overstate heat pulse effect in sediments. In this model, I modified the original 
equation by introducing a trophic state factor λ for shallow lakes (λ ≥ 1).    
The top boundary condition couples Eq. 2.1 with the balance of in -and- out heat 
fluxes at the lake surface (Hostetler and Bartlein, 1990): 
  01w d u e h
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where kw is the heat conductivity of water (   w pw m ec D D ), Ld is the incident thermal 
radiation (W m
-2
), Lu is the emergent thermal radiation (W m
-2
), Qe is the latent heat flux 
from lake (W m
-2
), and Qh is the sensible heat flux from lake (W m
-2




Eq. 2.4 are parameterized with the formulae given by Hostetler and Bartlein (1990). For 
lakes in the pan-Arctic region, heat exchange between the lake sediment and water 
columns normally exists. Thus, the bottom boundary condition of Eq. 2.1 is given by 
assuming heat balance at the water-sediment interface: 
w s







,     (2.5) 





). For small Arctic lakes, the lateral heat flow driven by wind is 
assumed to be negligible (Fang and Stefan, 1994; Stepanenko et al. 2011). The heat flow 
driven by a horizontal temperature gradient between the lake and surrounding permafrost 
at marginal areas is addressed by applying water freezing temperature at the periphery of 
the lake, a method similar to that of West and Plug (2008). 
During spring and fall, water temperature instabilities (i.e., warmer water 
underlying colder water) could trigger convective mixing of the whole water column. I 
employ a scheme after Hostetler and Bartlein (1990) to emulate this process, in which the 
distribution of extra energy to adjacent layers was assumed to occur immediately and 
recursively until the between-layer temperature difference is less than a small specified-
value.  
Snow thickness is determined by taking account of snow accumulation due to 
snow fall, snow compaction due to gravity, and snow melting due to heat conduction, 
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), defined as a sum of 
heat capacity of sediment components (  1          vs w pw i pi i s ps ic c c c , where ρi 
and ρs are the densities of ice and sediment solid particles (kg m
-3
), cpi and cps are the 




), θ is water content, and θi is 
ice content). As the heat conductivity of soils was observed to amplify dramatically when 
the water content starts to freeze (Hansson et al., 2004), the parameterization of ks in the 
bLake4Me model was handled with different equations based on the water and ice 
contents. For the ice-free or totally frozen sediments (Ts > 0 or Ts < 0), ks is calculated 
using the equations provided by Farouki (1981) in which ks is controlled by the heat 
conductivity of solid particle and water (or ice). For the partially thawed sediments at the 
thaw-bulb front (Ts = 0), ks is formulated as an empirical nonlinear function of sediment 
water and ice contents given by Hansson et al. (2004): 
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,  (2.7) 
where ki is the heat conductivity of ice, ksolid is the heat conductivity of sediment solid 
particle, a is a function of porosity, and 2
11  
F
iF F  ( 1 0.55C ,  2 0.8C ,  3 3.07C ,  




from Eq. 2.7 in two ways: 1) bubble movement in sediments could accelerate heat 
transfer, increasing ks; and 2) the much lower heat conductivity of bubble gases compared 
to water could decrease ks. Using the equation of De Vries (1963), when assuming 5-15% 
gas-filled porosity (Strack et al., 2005), the second effect alone can lower ks by 5.4-16.6%. 
The change of ks due to bubble movement is hard to estimate, but it could be larger than 
the second one in high CH4 flux zones of lakes. Thus, it is necessary to incorporate the 
effect of gaseous bubbles into Eq. 2.7 to better simulate heat transfer in yedoma-lake 
sediments in future model development.  
The variability of sediment temperatures is primarily driven by the heat exchange 
occurring at the water-sediment interface, as presented in Eq. 2.5. At the bottom of 










.     (2.8) 
The initial temperature of sediment bottom is derived from the annual mean air 
temperature (Fang and Stefan, 1998). The mean annual temperature of lake bottom 
(surface sediments) could be determined by climate, lake size and lake ice but precise 
relationships are not yet available. I assign initial temperatures to the bottoms of Lake 
Shuchi, Tube Dispenser, Goldstream, Claudi and Toolik (Table 2.1) from field 
measurements (Walter Anthony unpublished data; Giblin et al., 2010). 
2.2.3 Sediment Biogeochemical Model 
As sediment environment is highly anoxic and CO2 has high solubility, both O2 




measurements (Walter et al., 2008). Thus, gas concentrations in sediments are calculated 
by solving only two 1D gas diffusion equations involving CH4 production and the 
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  and 
2N
  are CH4 and N2 percentage in 
bubbles. Rather than incorporating CH4 alone as done by Stepanenko et al. (2011), the 
addition of N2 in the sediment biogeochemical module should be in favor of 
understanding CH4 percentage variability in bubbles (Walter et al., 2008; Walter Anthony 
et al., 2010). As suggested by Walter and Heimann (2000), column-average gas 
diffusivity in sediments is defined as a function of sediment coarse pore fraction (0.3 to 
0.6 (Hillel, 1980; Cornwell and Kipphut, 1992; Audry et al., 2011)). I also assume that 
CH4 and N2 cannot enter or escape the sediment column from its bottom; rather, sediment 
N2 is fed by gas diffusion from the atmosphere via the water column, and N2 is not 
produced or consumed in sediments. 
CH4 production by methanogenic Archaea (methanogenesis) has two major 




As acetate fermentation requires a higher activation energy than CO2 reduction (Barber, 
2007), the former is favored in the environment with high availability of labile organic 
substrates and high temperature, e.g. top sediment layers in summer. In contrast, CO2 
reduction has been observed in deep sediment layers where temperature is low and 
organic matter quality may vary, as well in upper sediment layers (Walter et al., 2008). 
Accordingly, I partition the CH4 production on the basis of two carbon pools in the pan-
Arctic region: new organic matter is added at the water-sediment interface (young 
14
C-
enriched organic carbon pool) and old organic matter added from thawing permafrost 
(old 
14
C-depleted organic carbon pool). For yedoma lakes, both carbon pools contribute 
to CH4 production in the surface sediments and the permafrost thaw bulb under lakes. For 
non-yedoma lakes, only the 
14
C-enriched carbon pool is responsible for CH4 production 
in surface lake sediments. Without considering carbon quality, the methanogenic 
activities of two pathways depend on the same factors: organic carbon availability, soil 
temperature, soil pH, and redox potentials (Walter and Heimann, 2000; Zhuang et al., 
2004). Since lake sediments are totally inundated and their pH and redox potentials are 
unknown, I simplify CH4 production rate as a function of labile carbon content and 
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where Rc is the fraction of carbon converted per year, Clabile is the labile carbon density 
(μmol m
-3
), PQ10 is a factor by which the production rate increases with a 10°C rise in 
temperature, and Tpr is a reference temperature of CH4 production. The model 
distinguishes two carbon pools with different pool parameters: 






C-enriched carbon pool within near-surface sediments, and 
,c oldR , 10,oldPQ  and 
,pr oldT  for the 
14
C-depleted carbon pool within thawed deep permafrost sediments. The 
values of Rc and PQ10 are calibrated. ,pr newT  and ,pr oldT are set to 3.5 °C and 0 °C 
respectively. I further assume that CH4 production completely shuts down when 
sediments freeze (Walter and Heimann, 2000). The sizes of the two carbon pools are 
derived from the published incubation data of mineral soils in yedoma permafrost and 
Arctic drained basins, and by linking with lake characteristics. According to Walter et al. 
(2007) and Walter Anthony et al. (2014), one-third of total carbon stock (Ctotal) in 
yedoma ice complex can be converted into labile carbon, half of which will be further 
decomposed to CH4. In contrast, soil incubations shows that 22% of shallow mineral soil 
carbon can be decomposed in aerobic conditions within 50 years (Schädel et al., 2014), of 
which 23.1~33.3% will be reduced to CH4 (Hodgkins et al., 2014). The pool size of 
14
C-
enriched carbon is determined by the deposition of both autochthonous carbon within the 
lake (Rudd et al., 1978) and allochthonous carbon from terrestrial ecosystems (Canham et 
al., 2004). The supply of organic matter to surface lake sediments was reported as a 
function of lake shape (Ferland et al., 2012), catchment soil organic matter (Cole et al., 
2007), site position (littoral vs profundal) (Benoy et al., 2007), and permafrost condition 
(thermokarst margin vs nonthermokarst margin) (Walter et al., 2006; Kessler et al., 2012). 
In the model, the 
14
C-enriched carbon pool is derived by comparing the relative 
properties of each lake to the average values of 13 boreal lakes in northern Québec 
(Ferland et al., 2012). Following Ferland et al. (2012) and Zhuang et al. (2004), I define 
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where ,tot refC   is the average carbon stock (8.94 kg C m
-2
) of the 13 Canadian boreal lakes, 
( , )shapef LA LH  is a multiplier (=
0.555( )LA LH  ) that defines the relationship of carbon 
stock to lake shape (LA is lake area (km
2
) and LH is mean lake depth (m) (Ferland et al., 
2012), ( )posf h  is a multiplier that defines the negative correlation of carbon stock to 
oxygen exposure time (h is lake depth) (Ferland et al., 2014), SOM is the average 
catchment soil carbon density of the studied lake, SOMref is the average catchment soil 
carbon density of the 13 Canadian lakes, and αerode is a multiplier that represents the 
increase of carbon stock by thermokarst eroding. Studies also showed that the flooding of 
rivers or streams could dramatically alter the 
14
C-enriched carbon pool (Kelly et al., 1997) 
but it is not practical to model it by a lake model alone. Because the 
14
C-enriched carbon 
is deposited continuously at the water-sediment interface, its pool size was deemed to 
decrease exponentially with a rate H  (units: m
-1
) from water-sediment interface to 
sediment bottom (Walter and Heimann, 2000; Zhuang et al., 2004). For the 
14
C-depeleted 
carbon pool, its pool size is determined by the amount of total carbon stock in thawed 
lake talik and the decomposition rate of organic matter. West and Plug (2008) suggested 
that the thickness (m) of talik under lake can be rather accurately approximated by using 
a classical formula tC t , where t is time from the initiation of a thermokarst lake (year) 
and Ct is a function of lake bottom temperature and sediment thermal conductivity (Burn, 
2002). The initial density of Pleistocene-age organic matter in talik is assigned uniformly 
as 29.3 kg m
-3




In the model, regardless of pathways, the yield of bubbles is modeled with the 
same scheme. Assuming bubbles in sediments consist only of CH4 and N2, the sum of 
partial pressures of both gases should equal the hydrostatic pressure exerted on bubbles. 
Through this equivalence, Stepanenko et al. (2011) derived an equation that links the 
critical concentration of CH4 ebullition to soil porosity, gas solubility and hydrostatic 
pressure as: 
 
4 2 4 2 2, , ,
, , , ( ) / ( )      CH cr a N H CH a w N H NC p h C K T p gh C K T , (2.13) 
where Π is the porosity of sediment, 
4,
( )H CHK T  and 2, ( )H NK T  are the temperature-
dependent henry constants of CH4 and N2 (Segers, 1998), Pa is air pressure, wgh  is the 
hydrostatic pressure of the water column, and 
2N
C  is the concentration of N2 in pores. 
With the existence of capillary and osmotic forces, saturated CH4 concentrations cannot 
be converted into bubbles instantly. The velocity of bubble formation depends on many 
factors, including pore size, ambient CH4 concentration, and CH4 diffusivity in pore 
water (Algar and Boudreau, 2009). Bubbles measured at the surface of the studied lakes 
had diameters within 5-20 mm. By applying the bubble formation equation of Algar and 
Boudreau (2009) with typical factor values and the above diameter range, I estimate that 







theoretically ebullition should start only when CH4 concentration exceeds the threshold 
4 ,CH cr
C , field studies in the past showed that it could be initiated well below saturation 
levels (Baird et al., 2004). By taking these findings into account, Stepanenko et al. (2011) 
proposed a formula of ebullition rate that assumes CH4 bubble formation is activated 
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where ce is the velocity of bubble formation (s
-1
), and 0.4 e  is the relative saturation 
level. For simplicity, CH4 bubbles formed in sediments are assumed to have diameters in 
the range of 5 - 20 mm with a uniform distribution of surface tension when reaching the 
water-sediment interface. 
2.2.4 Modeling Bubble Transport 
In the model, four types of substances (N2, O2, CO2 and CH4) are assumed to be 
involved in the gas transport via diffusion and ebullition within water column (Tang et al., 
2010). Earlier studies for simulating bubbles in oceans have tried to predict their 
evolution by modeling three processes: buoyant rising, gas exchange with ambient water, 
and bubble expansion (Woolf and Thorpe, 1991; Liang et al., 2011). The concentration of 
one gas in bubbles with radius r and location z is determined by a two-dimensional 
continuity equation (Liang et al., 2011):  
   
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, (2.15) 
where  , ,mn r z t  is the concentration of gas m (m=1, N2; m=2, O2; m=3, CO2; m=4, CH4), 
bw  is the rising velocity of bubble at radius r,  , ,bC r z t  is the number of bubbles at 
radius r and location z (Eq. 2.16), 
dr
dt






 is the gas exchange rate of a single bubble (Eq. 2.19). According to Woolf and 
Thorpe (1991), bw is a function of bubble radius and kinematic viscosity: 
   3
3
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 is the hydrostatic pressure 
decrease rate with bubble rising. The total pressure P is a sum of air pressure, hydrostatic 
pressure and pressure added by a curved surface (Liang et al., 2011): 
2
w aP gz p
r

   .     (2.18) 
Gas exchange between bubbles and ambient water is driven by the gradient of gas partial 
pressure in and out of bubbles (Thorpe, 1982): 
4      
bm
m m m m m
dn
rD Nu S P c
dt
,   (2.19) 
where Dm, Num and Sm are the diffusivity, Nusselt number and solubility of gas m, 
b
m  is 
the mixing ratio of gas m in bubbles, and mc  is the concentration of gas m dissolved in 
ambient water. Dm, Num and Sm are all calculated following Woolf and Thorpe (1991). 
Due to the kinetic energy of rising bubbles, I assume that bubble gases are 
released to the atmosphere immediately when the bubbles reach the lake surface during 




bubbling events could prevent ice from freezing when air temperature is higher than -15 
ºC (Zimov et al., 2001), the model is set to allow the penetration of  high-intensity 
bubbles even when the topmost layers of lake are frozen. In contrast, ice layers are set to 
trap the background and other low-intensity bubbles and the gases of trapped bubbles will 
be reallocated into four gas pools. With the melting of ice layers in spring, sixty percent 
of CH4 preserved in the winter CH4 pool will eventually be liberated into the atmosphere 
(Greene et al., 2014). 
2.2.5 Modeling Dissolved Gases 
Within the water column, the dissolved CH4 can either be oxidized by oxygen (O2) 
( 4 2 2 2CH 2O 2H O CO   ) or emitted via diffusion. The existence of this aerobic 
reaction implies that the magnitude of CH4 emissions can be adjusted by the abundance 
of dissolved O2 and the activity of methanotrophic bacteria. The oxygenated condition in 
lake water can be maintained by O2 diffusion from air and the photosynthesis of 
phytoplankton and macrophytes. To simplify, the production of O2 via photosynthesis is 
not included in the model because of the low productivity in pan-Arctic lakes (Vincent 
and Laybourn-Parry, 2008). I hypothesize that this simplification will just slightly 
downgrade the simulation of dissolved CH4 because without photosynthesis dissolved O2 
in the epilimnion can be replenished by O2 diffusion from the air in open-water seasons.  
Thus, the overall dynamics of four gases (N2, O2, CO2 and CH4) are governed by 
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k  and 
4,MM CH
k  are half-saturation constants of Michaelis-Menten kinetics for 
methanotrophic reaction (μmol m
-3
), ( )oxidV T  is the oxidation potential of Michaelis-
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D  and 
4 ,CH w
D are assumed to be equal to the 
thermal diffusivity of water. The potential rate of methanotrophy is defined as a function 
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where 
4CH





), OQ10 is a factor by which the oxidation potential increases with a 
10 °C rise in temperature, and Tor (= –5.5°C) is the oxidation reference temperature 
(Zhuang et al., 2004). 
For diffusion equations (2.19)-(2.22), the flux rate of gas m across the water-air 
interface is defined as  , , T m surf m m atmk C X p  (Riera et al., 1999), where ,T mk  is the 
piston velocity of gas m (m s
-1
), 




water interface (μmol m
-3
), and Xm is the mixing ratio of gas m in the air. The piston 
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At the water-sediment interface, the fluxes of O2 and CO2 are assumed to be zero 
and of CH4 and N2 are determined by the concentration gradients between the two 
mediums. 
2.2.6 Model Implementation and Simulation 
2.2.6.1  Numerical Techniques 
All models described above are discretized firstly in the spatial domains and then 
advanced in the time domain with a fourth-order adaptive Runge-Kutta-Fehlberg method 
(Burden et al., 1978). Specifically, I discretize the z and r dimension of the bubbling 
model by the first-order finite difference method and the z dimension of the dissolved gas, 
CH4 emissions, water thermal and sediment thermal models by the second-order finite 
difference method. Although modeling bubble dynamics in lakes can better quantify CH4 
emissions from this aquatic system, a critical challenge in the attempt is to guarantee the 
non-negativity of solutions in Eq. 2.15, as bubble gas concentrations could be very small. 




reduce model efficiency, distort model prediction, and lead to numerical instability. To 
ameliorate model simulations, I incorporate a scheme described by Shampine et al. (2005) 
into the fourth-order Runge-Kutta-Fehlberg method to recursively reduce the running 
time step when large negative gas concentrations are incorrectly simulated, until the 
negative values are small enough to assign safely as zero. 
2.2.6.2  Data Collection 
The bLake4Me model is driven by the following boundary conditions: air 
temperature, air dew-point temperature, air pressure, wind speed, rain fall and snow fall. 
The boundary conditions of each lake are downscaled from a dataset of European Center 
for Medium-Range Weather Forecasts (ECMWF) Interim re-analysis (ERA-Interim) at a 
0.75°×0.75° resolution (Dee and Uppala, 2009; http://apps.ecmwf.int/datasets/data/
interim_full_daily/) with the inverse-square distance interpolation method. The ECMWF 
ERA-Interim re-analysis dataset provides those parameters at a 12-hour scale from Jan 1, 
1979 to July 31, 2013. The density of catchment soil organic carbon is downscaled from 
a 0.05°×0.05° static soil organic carbon map of the Northern Circumpolar Soil Carbon 
Database version 2 (NCSCDv2) (Hugelius et al., 2013) also with the inverse-square 
distance interpolation method. 
I evaluated the bLake4Me modeling framework at five small lake sites in Siberia 
and Alaska (Table 2.1; Fig. 2.2): two thermokarst lakes formed in late Pleistocene-aged 
yedoma permafrost in the Kolyma River Basin of northeastern Siberia (Shuchi Lake and 
Tube Dispenser Lake), one yedoma-type thermokarst lake in the Tanana River Basin of 




permafrost zone of the northern Seward Peninsula, Alaska (Claudi Lake) and one kettle 
lake in the continuous permafrost region (non-yedoma and non-thermokarst) of northern 
Alaska (Toolik Lake). Here I refer to “a small lake” as a lake with area smaller than 2 
km
2
, and “a deep lake” as a lake with depth deeper than 20 m. The field data set includes 
daily water and sediment temperature from Goldstream Lake, water temperature and CH4 
concentration profiles from Shuchi Lake and Tube Dispenser Lake, and background 
ebullition, point-source seep ebullition and hotspot seep ebullition fluxes from both 
thermokarst and non-thermokarst sites of the five lakes (Table 2.1). The downscaled 
boundary conditions (air temperature, snow cover and wind speed) for these lakes are 
presented in Fig. 2.3–2.6. 
CH4 ebullition fluxes were measured at the validation lakes following methods 
described and employed on these by Walter et al. (2006, 2008), Walter Anthony et al. 
(2010), and Walter Anthony and Anthony (2013). Briefly, the Walter Anthony’s team in 
University of Alaska Fairbanks (UAF) estimated seep and non-seep (background) 
ebullition separately. Seeps are defined as point-source locations of repeated bubbling 
and identified by the appearance of trapped bubbles in ice as Type A – stacks of small 
individual bubbles, Type B – bubbles clustered in multiple ice layers, Type C – single 
large pockets of near 100% merged bubbles stacked in ice, and hotspot – ice-free hole in 
lake ice due to frequent bubbling. In the Siberian lakes, Lake Shuchi and Lake Tube 
Dispenser, the UAF team also estimated background ebullition in different thermokarst 
margin, non-thermokarst margin, and lake center zones of the lakes as the average 




2006). Diffusive flux at Shuchi and Tube Dispenser lakes, determined by Walter et al. 
(2006), was estimated from biweekly surface water concentrations of CH4 measured 





) following methodology of Kling et al. (1992). 
2.2.7 Model Sensitivity to Parameters 
As model parameters can vary in very broad ranges (Segers, 1998; Walter and 
Heimann, 2000; Tang et al., 2009), it is essential to firstly evaluate model sensitivity to 
parameters. Two index values for each parameter are evaluated, including first-order 
sensitivity index (FOSI) and total-order sensitivity index (TOSI) (Sobol, 1993; Sobol, 
2001). The first-order index is defined as the reduction of model output variance when 
the assessed parameter is fixed. The total-order index is defined as the reduction of model 
output variance when all other parameters except the assessed parameter are fixed (Sobol, 
1993). I employ a negativity-free scheme described in detail by Saltelli (2002) and Monte 
Carlo ensemble simulations (MC) to calculate those FOSI and TOSI indices. The 
uncertainties of FOSI and TOSI indices are estimated by using the bootstrap method 
(Davison and Hinkley, 1997).  
Fourteen parameters in Table 2.2 are tested at the 1.7 m deep thermokarst margin 
of Shuchi Lake from April 28, 2003 to June 30, 2004 by comparing the simulated daily 
mean CH4 ebullition fluxes. These parameters are assumed to be uniformly distributed 




2.2.8 Model Calibration 
Since many parameters listed in Table 2.2 are hard to measure, I employ a global 
parameterization scheme, the Shuffled Complex Evolution (SCE-UA) method, developed 
by Duan et al. (1994) to constrain their values. The SCE-UA method includes the 
following steps: (1) sample s points (parameter set) in parameter space and run one 
simulation with each parameter set; (2) sort the s points in order of ascending mean 
square root of model-simulation difference (DRMS) (the goal is to minimize DRMS); (3) 
partition the s points into p complexes, each contains m points. The partition principle is 
that the complex i contains every ( 1) p k i  ranked point, where k = 1, 2, …, m; (4) 
evolve each complex according to the competitive complex evolution (CCE) algorithm, 
which was modified from the Nelder-Mead method; (5) merge the points of all evolved 
complexes into a single sample population (new sample); and (6) check convergence, 
stop if the minimum DRMS has been smaller than the criteria or the whole population 
shrinks to a single point; otherwise continue with step (2). The optimum values of the 
number of sampling points s, the number of complexes p and the number of points in 
each complex m have been identified by Duan et al. (1994). 
In the model, instead of calibrating all parameters together with a single dataset, I 
partition them into three categories: temperature-, methanotrophy- and methanogenesis-
sensitive (denoted as “T-sen”, “Mo-sen” and “Mp-sen” respectively) parameters. The 
parameters of each category are evaluated separately with the observed lake water and 
sediment temperature, CH4 concentrations and CH4 emissions. Specifically, the “T-sen” 




area of Goldstream Lake. The “Mo-sen” parameters are calibrated with the observed 
dissolved CH4 profiles at an 11 m deep center of Shuchi Lake. The “Mp-sen” parameters 
are divided further for four subgroups: the 
14
C-depleted carbon pool, the 
14
C-enriched 
carbon pool of thermokarst margins, the 
14
C-enriched carbon pool of non-thermokarst 
margins, and the 
14
C-enriched carbon pool of lake centers. The “Mp-sen” parameters for 
the 
14
C-depleted and the 
14
C-enriched carbon pools at thermokarst margins are calibrated 
with the background and seep ebullition fluxes measured from the thermokarst margins 
of Shuchi Lake with a mean depth of 4 m. The “Mp-sen” parameters for the 
14
C-enriched 
carbon pool at non-thermokarst margins are calibrated with the background ebullition 
fluxes measured from the non-thermokarst margins of Shuchi Lake with a mean depth of 
3 m. The “Mp-sen” parameters of the 
14
C-enriched carbon pool at lake centers are 
calibrated with the background ebullition fluxes measured from the centers of Shuchi 
Lake with a mean depth of 8 m. The multiplier αerode is calibrated with the CH4 
background ebullition fluxes measured from the thermokarst margins with a mean depth 
of 4 m and the non-thermokarst margins with a mean depth of 3 m at Shuchi Lake 
together. The calibrated “T-sen” and “Mo-sen” parameters are applied to all sites or 
zones of the five studied lakes. The calibrated “Mp-sen” parameters of each subgroup are 
only applied to the corresponding lake zones. To reduce the simulation error due to seep 
flux heterogeneity over small (<10-m) spatial scales (Walter Anthony et al., 2013), CH4 





2.3 Results and Discussion 
2.3.1 Parameter Sensitivity Analysis 
From Table 2.2, the tested parameters can be allocated into three categories: 
sensitive parameters for CH4 ebullition fluxes (with FOSI ≥ 5% or TOSI ≥ 5%), 
insensitive parameters for CH4 ebullition fluxes (with FOSI ≤ 1% and TOSI ≤ 1%) and 
other weakly sensitive parameters (with 1% ≤ FOSI ≤ 5% and 1% ≤ TOSI ≤ 5%). 
Noticeably, both seep and background CH4 fluxes are susceptible to parameters related to 
substrate availability of methanogenesis (
,c newR  and ,c oldR ). This close correlation 
between methanogenetic magnitude and available carbon pool size implies that the 
thawing permafrost is likely to fuel carbon transfer from lakes sediments to the earth’s 
atmosphere. In addition to substrate availability, the parameters relevant to the thermal 
response of methanogenesis (
10,newPQ  and H ) can also influence background emissions 
significantly. The sensitivity of seep emissions to temperature (
10, oldPQ  ) is relatively 
small as the 
14
C-depleted carbon pool is within cold deep sediments. 





k , and 
2,MM O
k ) because the relatively short residence time 
of bubbles in high-intensity ebullition could limit CH4 dissolution. But the total CH4 
fluxes in non-thermokarst lakes where diffusive fluxes are relatively large can still be 
sensitive to methanotrophy-related parameters because much of diffused CH4 can be 
oxidized in the water column. Ebullition is also found insensitive to some soil 




and long-term process and its dependence on soil properties cannot be assessed in a two-
year simulation. The model shows that owing to the low gas diffusivity in sediments, 
produced CH4 is prone to accumulate locally, yielding bubbles rather than diffusing from 
sediments to the water column. As the produced CH4 is not able to transport to other 
layers quickly and the bubble formation rate and pore-water CH4 concentrations are 
negatively correlated, a lower ce in Eq. 2.14 will be compensated by the corresponding 
higher CH4 gradient, making the ebullition rates with different ce comparable. Thus, as 
shown in Table 2.2, the parameter ce has small FOSI and TOSI indices. 
2.3.2 Site-level Model Experiments 
2.3.2.1  Shuchi Lake 
Fig. 2.7 and Fig. 2.8 show a comparison of the model simulations to the 
observations on water temperature, CH4 concentrations and ebullition fluxes at Shuchi 
Lake, Siberia in 2003. The temperature profiles of the water column was recorded at the 
11 m deep lake center in both ice-cover (05/01 and 05/28) and ice-free days (06/14, 06/30, 
07/14, 07/28, 08/09, 09/09 and 10/01). As shown in Fig. 2.7, the model reproduced the 
observed temperature profiles at most of water layers with mean difference less than 1 °C 
(0.8 °C for 05/01, 0.69 °C for 05/28, 0.75 °C for 06/14, 0.8 °C for 06/30, 0.95 °C for 
07/14, 0.42 °C for 07/28, 1.1 °C for 08/09, 0.77 °C for 09/09 and 1.22 °C for 10/01). The 
position of thermocline zone was also accurately simulated in most of days. The model 
performed the best at the hypolimnion with an average deviation of 0.37 °C and the worst 
at the epilimnion with an average deviation of 1.51 °C. This performance inhomogeneity 




defining the strong exchange of energy and momentum occurring near to the water 
surface. However, the high accuracy of temperature simulations achieved in the 
hypolimnion, including the stable 2.5 °C water temperature at the lake bottom, is 
believed to furnish credible climatic driving of sediment methanogenesis. As indicated by 
Fig. 2.7a and 2.7b, the model performed well in simulating the ice season duration of 
Shuchi Lake. 
The dissolved CH4 concentration ([CH4]) profiles shown in Fig. 2.7 were also 
modeled and recorded at the 11 m deep lake center in the above days. My model results 
suggest that dissolved CH4 in the water column during summer originates primarily from 
surface sediment methanogenesis (99%), and secondarily from bubble dissolution (1%). 
For dissolved CH4, the mean difference between the simulations and the observations is 




) for 05/01, 0.1 μM for 05/28, 0.05 μM for 06/14, 0.12 
μM for 06/30, 0.06 μM for 07/14, 0.05 μM for 07/28, 0.05 μM for 08/09, 0.13 μM for 
09/09 and 0.12 μM for 10/01. Despite the high absolute deviations in deep waters, the 
relative deviations are the highest in layers near to the water surface, as the gas 
dissolution from breaking bubbles at surface is not fully modeled.  
Fig. 2.8 compares the simulated and observed CH4 ebullition or diffusive fluxes 
from Shuchi Lake at a thermokarst margin zone with a mean depth of 4 m (“SC-TKM”), 
a non-thermokarst margin zone with a mean depth of 3 m (“SC-NTKM”) and a non-
thermokarst center with a mean depth of 8 m (“SC-CT”) from April 28, 2003 to June 30, 
2004. My data suggest that relative to the Type C and hotspot ebullition, the background, 




summer heat pulse. For instance, at the SC-NTKM and SC-CT zones where background, 
Type A and Type B ebullition dominated, pronounced emission climax occurred about 
one month after the warmest day in each year when heat pulse reached the top of 
sediment layers (Fig. 2.8b and 2.8c). In contrast, at the SC-TKM zone, heat input only 
increased CH4 emissions slightly in August (Fig. 2.8a).  
Unlike the SC-NTKM and SC-CT zones, ebullition at the SC-TKM zone 
maintained high rates throughout the year, in spite of varied air temperature. The seasonal 
stability of CH4 fluxes in thermokarst margins can be explained by either the small 
methanogenetic Q10 values (close to one) of the 
14
C-depleted carbon pool (Zimov et al., 
1997; Walter et al., 2008) or the resistance of deep sediments where the Type C and 
hotspot ebullition originated to heat pulse. In addition to the emission maximum observed 
in August, field-observed CH4 emissions from the SC-TKM zone also peaked in October, 
but this was not reproduced by my model. This October maximum cannot be solely 
attributed to the transport of heat pulse to deeper sediment layers because with the 
attenuation of heat pulse in downward transport, the temperature of deep sediments in 
October was still much lower than that of shallow sediments in July. Alternatively, the 
vertical inhomogeneity of carbon content throughout yedoma permafrost is a possible 
cause. For ebullition fluxes, the mean daily difference between the simulations and the 













 for the SC-CT zone. As shown in Fig. 2.8, 
the daily variability of observed emissions (driven by hydrostatic pressure dynamics) is 




and simulations by a two-week moving average filter, the mean daily model-data 




. The poor 
representation of daily variability in ebullition is likely a result of using the global-scale 
climate dataset to drive the model instead of station measurements. However, this 
problem could also be caused by the deterministic structure of the model. As argued by 
Coulthard et al. (2009), modeling a stochastic bubble release process with deterministic 
equations is questionable. Previous studies demonstrated that ebullition is a dominant 
way of transporting CH4 from Arctic lakes: on a whole-lake basis, most of time over 90% 
of CH4 was released via ebullition and less than 10% was via diffusion (Walter et al., 
2006; Walter Anthony et al., 2010). Most of my simulations except in lake centers 
endorse this claim. In the lake centers, such as the SC-CT zone presented in Fig. 2.8d, the 
diffusive fluxes can be comparable to the zone’s ebullition fluxes.    
Fig. 2.9 shows the variability of simulated bubble CH4 percentage concentration 
(CH4 %) calculated at the lake surface from April 28, 2003 to December 31, 2004. Walter 
Anthony et al. (2010) previously observed that CH4 content in bubbles (%) varied 
significantly in different seep types across yedoma and non-yedoma pan-Arctic lakes 
(Type A: 73%; Type B: 75%; Type C: 76%; hotspot: 78%). In yedoma lakes, CH4% in 
seep bubbles tends to be higher than in non-yedoma lakes. For instance, Walter Anthony 
and Anthony (2013) reported the following mean seep class CH4% concentrations in 
Goldstream Lake: (Type A = 82 ± 3%, n = 6; Type B = 83 ± 7%, n = 3; Type C = 85 ± 
1%, n = 14; hotspot = 89 ± 1%, n = 19; reported as mean ± standard error, n is number of 




CH4/N2 bubble concentration ratios and ebullition flux rates indicated that atmospheric 
N2 diffusion was too slow to replenish N2 loss during bubble formation (a process termed 
N2 stripping; Chanton et al., 1989). As a result, more CH4 rather than N2 resided in 
bubbles forming in high-flux seeps (Walter et al., 2008). The high CH4% at the SC-TKM 
zone implies that it is a plausible argument. The results of the SC-TKM, SC-NTKM and 
SC-CT zones suggest that ebullition rate is the foremost control factor of CH4% (64%), 
and when ebullition rate is low lake depth is also an important control factor (16%). 
Another pattern shown in Figure 2.11 is the negative seasonal correlation between the 
thermokarst and the non-thermokarst areas on bubble CH4 concentration. For non-
thermokarst areas, the peak of ebullition fluxes in summer corresponded to the depleting 
of sediment N2 and the increase of CH4 concentration in bubbles. For thermokarst zones, 
where the ebullition rate was very high, heat input did not change the CH4/N2 ratio 
noticeably. In winter, ice layers can curtail bubble transport distance in the water column, 
causing the gas loss of rising bubbles due to dissolution to be reduced (20%). The 
simulated CH4% is 91±6% for the SC-TKM zone, 63±18% for the SC-NTKM zone and 
40±23% for the SC-CT zone. Previously, Walter et al. (2008) observed that bubbles from 
background ebullition contained 63.8±16.1% CH4. The relatively low CH4% in the 
modeled lake-center bubbles here may be explained by CH4 production in the surface 
sediments, where pore water N2, replenished through gas diffusion from the water 
column, is much higher than in the deeper underlying sediments. In addition, the 
overestimation of bubble N2 content fractions in Fig. 2.9 could also partly be explained 
by the missing terms of N2 sinks in the water and sediment columns, e.g. possible N2 




2.3.2.2  Tube Dispenser Lake 
Fig. 2.10 and Fig. 2.11 show a comparison of model simulations to observations 
on water temperature, CH4 concentrations and ebullition fluxes at Tube Dispenser Lake, 
Siberia in 2003. Fig. 2.10 presents the water temperature observations recorded at the 16 
m deep lake center in both ice-cover (05/03 and 05/30) and ice-free days (06/16, 07/02, 
07/16, 07/31, 08/11, 09/13 and 10/03). The mean difference of the simulated and the 
observed temperature is 1.29 °C in the epilimnion and 0.86 °C in the hypolimnion. The 
underestimated lake bottom temperatures in Fig. 2.10 could be caused by miss-
incorporating the effect of bottom currents produced by basin-scale seiching in the 
diffusivity equation (Wüest et al., 2000). Within the thermocline zone, the mean 
difference of the simulated and the observed water temperature at Tube Dispenser Lake is 
almost two-fold larger than that of Shuchi Lake (1.55 °C vs. 0.81 °C), reflecting the 
complexity of water vertical mixing in high-latitude lakes. Generally as located in the 
same region, the two lakes exhibited similar thermal characteristics: stable stratification 
in the summer, minor temperature variation in the hypolimnion, and strong water mixing 
in the late spring and fall.  
As shown in Fig. 2.10, the bottom [CH4] at the center of Tube Dispenser Lake 
was just 1/10 to 1/5 of [CH4] at Shuchi Lake. This difference is likely a result of weaker 
gas diffusivity in the relatively deeper, larger center of Tube Dispenser Lake. In addition, 
since the water of Tube Dispenser Lake was warmer (bottom 4 °C) and oxidation is more 
sensitive to temperature than CH4 production below 15 °C (Schulz et al., 1997; Whalen et 




than in Shuchi Lake. As the simulations at Shuchi Lake, my model reproduced CH4 
profiles at Tube Dispenser Lake with low deviations: 0.012 μM for 05/03, 0.015 μM for 
05/30, 0.013 μM for 06/16, 0.021 μM for 07/02, 0.014 μM for 07/16, 0.014 μM for 07/31, 
0.018 μM for 08/11, 0.027 μM for 09/13 and 0.054 μM for 10/03. There are two visible 
similarities between the two Siberian lakes regarding CH4 concentrations and emissions. 
Firstly, most of the dissolved CH4 in both lakes is depleted within layers from the bottom 
of epilimnion to the top of hypolimnion because beneath the oxycline O2 is consumed 
rapidly by heterotrophic respiration. Secondly, the ebullition in both lakes is at least an 
order of magnitude higher along the thermokarst margin than in the rest of the lake. This 
suggests that while dissolved CH4 originating from the 
14
C-enriched surface sediments 
may differ between the lakes based on different lacustrine characteristics; the ebullition 
dynamics, which are governed by spatio-temporal patterns of talik expansion (and 
associated methanogenesis from the 
14
C-depleted thawing permafrost organic matter), are 
the same. 
Fig. 2.11 compares the simulated CH4 ebullition and diffusive fluxes from Tube 
Dispenser Lake to observations at a thermokarst margin zone with a mean depth of 4 m 
(“TD-TKM”), a non-thermokarst margin zone with a mean depth of 4 m (“TD-NTKM”) 
and a non-thermokarst center zone with a mean depth of 12 m (“TD-CT”) from April 28, 
2003 to June 30, 2004. The mean daily difference of the simulated and the observed 













 for the TD-CT zone. As illustrated for 




variability of the ebullition fluxes due to the coarse resolution of climate dataset. If the 
long-term CH4 cycle between lake system and atmosphere is the primary interest, the 
model tends to have credible performance. Different from the SC-TKM zone, the October 
maximum of ebullition fluxes was absent at the TD-TKM zone. Fig. 2.8d and 2.11d both 
indicate that this model failed to reproduce high diffusive fluxes from lake centers prior 
to June. I suspect that the gas collection method used in this study is possibly responsible 
for the discrepancy between the model simulations and observations. In the model, Tube 
Dispenser Lake was still covered by ice in May or late April and assumed not to emit any 
gas via diffusion. It is conceivable that gas diffusion occurs through cracks of attenuated 
ice layers or the open holes of seeps (Greene et al. 2014).  
Fig. 2.12 presents the simulated CH4% in bubbles arriving at the top surface of 
Tube Dispenser Lake. As illustrated for Shuchi Lake, bubbles produced at the 
thermokarst margin zones were more likely to contain higher percentages of CH4 before 
being released to atmosphere (due to a higher density of high-flux ebullition seeps and 
more associated N2 stripping). Meanwhile, the peak values of bubble CH4 percentage 
occurred in summer for the non-thermokarst ebullition and in winter for the thermokarst 
ebullition. The simulated CH4% is 92±5% for the TD-TKM zone, 72±20% for the TD-
NTKM zone and 56±25% for the TD-CT zone. The comparison of bubble CH4% 
between the SC-CT and TD-CT zones shows that the higher ebullition rates of the Tube 
Dispenser center leaded to higher CH4 abundance in bubbles even though the centers of 
Lake Shuchi are much shallower, which supports my claim that ebullition rate (N2 




2.3.2.3  Goldstream Lake 
Fig. 2.13 compares the modeled and observed lake temperatures at a 1.5 m deep 
thermokarst margin and a 2.3 m deep lake center of Goldstream Lake, Alaska. For the 
lake center, temperature was measured and simulated at three layers: the water layer 1.5 
m deep beneath water-air interface, the water-sediment interface, and the sediment layer 
1 m deep beneath water-sediment interface. The mean difference of the simulated and the 
observed temperature is about 0.5 °C for the water layer, 0.59 °C for the water-sediment 
interface and 0.21 °C for the sediment layer. For the lake margin, temperature was 
measured and simulated at two layers: the water-sediment interface and the sediment 
layer 1 m deep beneath water-sediment interface. The mean difference of the simulated 
and the observed temperature is about 1.05 °C for the water-sediment interface and 
0.27 °C for the sediment layer. As implied, the horizontal heat exchange with peripheral 
permafrost at lake margins limited the warming of underlain talik, albeit the marginal 
zone has less water to impede heat penetration. Fig. 2.13 shows that the thermal 
maximum in different layers arrived in a chronological order with layer depth: from July 
in the mid-water layer, August at the lake bottom to September in the superficial 
sediment layer, reflecting heat pulse transported downward from air to sediments in 
summer. Burn (2002) observed that the coldest water temperatures throughout the lakes 
in Richards Island, Canada occurred in late September, just before the formation of ice 
cover, and with heat stored in surface sediments during summer diffusing back into the 




thermal patterns can also be observed in this Alaskan lake: in late September the sinking 
of cold surface water cooled the lake bottom dramatically. 
In Fig. 2.14, I compare the simulated CH4 ebullition fluxes to observations at a 
thermokarst margin zone with a mean depth of 1.5 m (“GS-TKM”) and a non-
thermokarst center zone with a mean depth of 2.3 m (“GS-CT”) of Goldstream Lake from 
January 1, 2004 to December 31, 2004. With methanogenesis fueled by abundant 
Pleistocene-age organic carbon from thawing retransported, yedoma-type permafrost 
(Brosius et al. 2012, Greene et al. 2014), CH4 ebullition at the GS-TKM zone was much 
stronger than that in GS-CT. As the observed CH4 fluxes have been smoothed, it is 
difficult to compare the simulated and observed diurnal variability of CH4 ebullition. 
After processing simulations with a two-week moving average filter, the mean daily 




 for the GS-




 for the GS-CT zone. As in Tube Dispenser Lake, 
the maximum flux rate was modeled to occur in August, lagging one month behind the 
warmest day in 2003. 
2.3.2.4  Lake Claudi and Toolik Lake 
In Fig. 2.15, I present the simulated CH4 ebullition fluxes by comparison to 
observations at a thermokarst zone with a mean depth of 4.3 m (“CD-TK”) and a non-
thermokarst zone with a mean depth of 6.5 m (“CD-NTK”) of Lake Claudi and a non-
thermokarst center zone with a mean depth of 7.5 m (“TLK”) of Toolik Lake, Alaska. 
Consistent with the TD-TKM zone, ebullition fluxes from CD-TK exhibit invariant base 




both temperature-insensitive CO2 reduction and temperature-sensitive acetate 
fermentation. Because yedoma environments are more productive than non-yedoma 
environments in my Siberia and Alaska study lakes by supplying more 
14
C-enriched 
carbon to lakes from both terrestrial and aquatic sources (Walter Anthony et al. 2014), the 
CH4 emission magnitude in non-yedoma Toolik Lake was lower than in the yedoma lakes. 
Other reasons accounting for its lowest fluxes include potentially higher concentrations 
of other electron acceptors, i.e. iron and manganese (Cornwell and Kipphut, 1992). By 
smoothing the simulated ebullition, I calculate the mean daily difference of the simulated 













 for the TLK zone. 
2.3.2.5 Model Applicability to Other High-latitude Lakes 
This model was only validated by the observations collected from the thermokarst 
and non-thermokarst areas of several yedoma lakes and the center areas of a non-
thermokarst non-yedoma lake. However, it is feasible to adapt the model to estimate CH4 
emissions from other types of unpolluted high-latitude freshwater lakes, such as peatland 
lakes. For peatland thaw lakes, such as those that occur in the Hudson Bay Lowlands 
(Sannel and Kuhry, 2011), a two-carbon-pool model should be still well-suited. In the 
deep sediments, old organic matter mobilized from previous permafrost can provide 
additional labile substrate to methanogens. In the surface sediments, methanogenesis can 
rely on newly deposited organic materials, the labile carbon content of which decreases 
with depth. Thus, CH4 emissions from peatland thaw lakes could also be quantified by 




densities of total carbon in the permafrost and in the lake surface sediments. When a 
peatland lake is not a thaw lake, CH4 production could mainly flourish in the surface 
sediments but be fueled by large amounts of organic matter added by active bank erosion 
or within-lake primary production. The enhancement of carbon transport by bank erosion 
can be represented by the multiplier αerode of the 
14
C-enriched carbon pool. In this 
circumstance, αerode should be either derived from the total carbon stock of the lake’s 
highly-eroded margins or calibrated with the observed CH4 ebullition fluxes. The 
deposition of organic matter from within-lake productivity can be modeled by 
parameterizing the production and respiration of within-lake organisms in both littoral 
and profundal zones (Hanson et al., 2004; Stefan and Fang, 1994; Zhuang et al., 2004). 
Additionally, following modeling methods of Zhuang et al. (2004) and Tang et al. 
(2010), it might be reasonable to take the transport of CH4 through the aerenchyma of 
plants into account when the studied lakes contain vascular plants. 
2.4 Conclusion 
I develop a process-based lake biogeochemical model involving physical and 
biogeochemical processes to quantify CH4 ebullition and diffusive fluxes from several 
pan-Arctic lakes. The model well simulates the temperature profiles in the lake water and 
sediment columns, the CH4 concentration profiles in the water column, and the CH4 
ebullition emissions at Shuchi Lake and Tube Dispenser Lake of Siberia and Goldstream 
Lake, Claudi Lake and Toolik Lake of Alaska. The mean differences of the simulated and 
the observed temperature and dissolved CH4 in most cases are less than 1 °C and 0.2 μM 




bubbles is controlled by ebullition magnitude and demonstrates that lake depth and ice 
cover formation are also important factors. As observed in the studied lakes, the 
simulated bubble fluxes from the thermokarst areas are much higher than from the non-
thermokarst areas. And the short-term variations of Type C and hotspot ebullition could 
be controlled by biogeochemical factors more complex than this model, such as microbial 
metabolism. Overall, since the magnitude of ebullition is well constrained in the 
simulations, the model appears to be capable to estimate the CH4 emissions from pan-









Tables and Figures 
Table 2.1. Lake Characteristics and Observation Data Types at study sites 












Goldstream Lake 64.9°N/147.7°W 2.9 1.0 C1 WT, ST UAF 
Shuchi Lake 69°N/161°E 11.0 5.8 C2 AP, E NCEAS, UAF 
Tube Dispenser Lake 69°N/161°E 17.0 11.0 C2 AP, E NCEAS, UAF 
Claudi Lake 66.6°N/164.5°W 10.0 16.3 C3 E UAF 
Toolik Lake 68.4°N/149.4°W 25.0 149.0 C4 E UAF 
a
C1, boreal, discontinuous permafrost, yedoma-type; C2, tundra/taiga treeline, continuous permafrost, yedoma; C3, tundra, 
continuous permafrost, yedoma; C4, kettle lake formed in continuous permafrost, non-yedoma lake. C1 to C3 are thermokarst 
lakes. 
b
WT, water temperature; ST, sediment temperature; AP, air pressure; E, ebullition. 
c
UAF, Water and Environmental Research Center at University of Alaska, Fairbanks (Walter Anthony et al., 2013); NCEAS, 








Table 2.2. Model Parameters involved in the Sensitivity Analysis. 
Parameter Prior Range 
Thermokarst Non-thermokarst 
References 
FOSI TOSI FOSI TOSI 












































 Hillel (1980) 































 Tang et al. (2009) 
4CH
Q  [0.1, 100] 8.2×10-5±1.4×10-6 0.0027±5.2×10-6 1.9×10-4±1.5×10-6 2.8×10-4±8.8×10-7 Segers (1998) 
4,MM CH
k  [1, 66.2] 1.6×10-4±1.6×10-6 0.0017±5.7×10-6 7.0×10-5±8.7×10-7 1.0×10-4±3.3×10-7 Segers (1998) 
2,MM O
k  [1, 200] 3.1×10-4±8.5×10-7 0.0019±5.6×10-6 2.7×10-4±1.5×10-6 3.4×10-4±1.0×10-6 
Segers (1998), 
van Bodegom et al. 
(2001) 
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Table 2.2. Continued. 
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Figure 2.1. The framework of the bLake4Me model (The lake model includes a water 
thermal model (WTM), a sediment thermal model (STM), a gas transport model (GTM), 
a sediment methane model (SGM), and a bubble transport model (BTM); the solid arrows 











Figure 2.2. Location of the studied five Arctic lakes (Toolik Lake, Goldstream Lake and 









Figure 2.3. The time series of the simulated snow cover thickness (top), the downscaled 
air temperature (middle) and the downscaled wind speed (bottom) at Shuchi Lake, 
Siberia from April 28, 2003 to June 30, 2004. Tube Dispenser Lake had the similar time 





Figure 2.4.  The time series of the simulated snow cover thickness (top), the downscaled 
air temperature (middle) and the downscaled wind speed (bottom) at Goldstream Lake, 





Figure 2.5. The time series of the simulated snow cover thickness (top), the downscaled 
air temperature (middle) and the downscaled wind speed (bottom) at Claudi Lake, Alaska 





Figure 2.6.The time series of the simulated snow cover thickness (top), the downscaled 
air temperature (middle) and the downscaled wind speed (bottom) at Toolik Lake, Alaska 





Figure 2.7. Comparison of the simulated (blue line) and observed (blue triangle) 
temperature profiles and comparison of the simulated (red line) and observed (red circle) 
CH4 concentration profiles at the 11 m deep center of Shuchi Lake in following days: a) 
05/01/2003; b) 05/28/2003; c) 06/14/2003; d) 06/30/2003; e) 07/14/2003; f) 07/28/2003; 





Figure 2.8. Comparison of the simulated (red) and the observed (black) CH4 fluxes at 
Shuchi Lake, Siberia on a) CH4 ebullition fluxes from the thermokarst margin zone SC-
TKM; b) CH4 ebullition fluxes from the non-thermokarst margin zone SC-NTKM; c) 
CH4 ebullition fluxes from the lake center zone SC-CT; and d) CH4 diffusive fluxes from 
SC-CT. Ebullition fluxes include ebullition from point-source seeps and non-point-source 





Figure 2.9. The variability of the modeled CH4 percentage concentrations in bubbles 
released from Shuchi Lake, Siberia from April 28, 2003 to December 31, 2004 (for 
yedoma lakes, the measured CH4% was from 73% to 90% at thermokarst margins and 
63.8±16.1% in other areas). SC-TKM: the thermokarst margin zone; SC-NTKM: the non-





Figure 2.10. Comparison of the simulated (blue line) and the observed (blue triangle) 
temperature profiles and comparison of the simulated (red line) and the observed (red 
circle) CH4 concentration profiles at the 16 m deep center of Tube Dispenser Lake in the 
following days: a) 05/03/2003; b) 05/30/2003; c) 06/16/2003; d) 07/02/2003; e) 





Figure 2.11. Comparison of the simulated (red) and the observed (black) CH4 fluxes at 
Tube Dispenser Lake, Siberia on a) CH4 ebullition fluxes from the thermokarst margin 
zone TD-TKM; b) CH4 ebullition fluxes from the non-thermokarst margin zone TD-
NTKM; c) CH4 ebullition fluxes from the lake center zone TD-CT; and d) CH4 diffusive 
fluxes from the center zone TD-CT. Ebullition fluxes include ebullition from point-






Figure 2.12. The variability of the modeled CH4 percentage concentrations in bubbles 
released from Tube Dispenser Lake, Siberia from April 28, 2003 to December 31, 2004 
(for yedoma lakes, the measured CH4% was from 73% to 90% at thermokarst margins 
and 63.8±16.1% in other areas). TD-TKM: the thermokarst margin zone; TD-NTKM: the 






Figure 2.13. Comparison of the simulated (solid lines) and observed (symbols) 
temperatures at Goldstream Lake, Alaska on a) the non-thermokarst lake center GS-CT 
and b) the thermokarst lake margin GS-TKM (For the 2.3 m deep non-thermokarst lake 
center, temperatures were recorded from July 3, 2008 to May 4, 2009; For the 1.5 m deep 






Figure 2.14. Comparison of the simulated (red) and the observed (black) CH4 ebullition 
fluxes at Goldstream Lake, Alaska on a) the thermokarst margin zone GS-TKM; and b) 
the lake center zone GS-CT. Ebullition fluxes only include ebullition from point-source 





Figure 2.15. Comparison of the simulated (red) and the observed (black) CH4 ebullition 
fluxes at Claudi and Toolik Lake, Siberia on a) the thermokarst zone of Lake Claudi (CD-
TK); b) the non-thermokarst zone of Lake Claudi (CD-NTK); and c) the center zone of 
Toolik Lake (TLK). Ebullition fluxes only include ebullition from point-source seeps. 




CHAPTER 3: ARCTIC LAKES ARE CONTINUOUS METHANE SOURCES TO 
THE ATMOSPHERE UNDER WARMING CONDITIONS 
3.1 Introduction 
The warming record of the Arctic has been shown to be more than a factor of two 
greater than the global mean value in recent decades (Hansen et al., 2007), and according 
to the projections of global climate models, the Arctic could be warmed by 2ºC-7.5ºC by 
2100 (IPCC, 2013). One possible ramification of this warming is the amplified 
vulnerability of the Arctic and boreal permafrost carbon, one of the largest organic 
carbon reservoirs (Schuur and Abbott, 2011). For instance, one estimate suggests that 
global warming could thaw 25% of the permafrost area by 2100, thus rendering about 
100 Pg carbon vulnerable to decay (Davidson and Janssens, 2006). Thawing of ice-rich 
permafrost can also transform the hydrologic landscape to aid in the formation/expansion 
of water-covered lands such as lakes and wetlands (Zimov et al., 1997; Shindell et al., 
2004). Subsequently, anaerobic decomposition of thawed organic carbon in these 
inundated areas fosters emissions of CH4, a greenhouse gas 33 times more potent than 
CO2 by mass on a 100 year time horizon (Shindell et al., 2009), which could constitute a 
positive feedback to the climate system (Zhuang et al., 2004; Walter et al., 2006; Striegl 




In comparison with the high-latitude wetlands, Arctic lakes draw less attention in 
the global CH4 cycling research, albeit lakes occupy up to 30% of land surface area in 
some Arctic regions (Zimov et al., 1997; Semiletov, 1999; Riordan et al., 2006). And 
satellite-based studies and models both showed that lakes in permafrost areas are 
undergoing dramatic changes (Smith et al., 2005; van Huissteden et al., 2011; Gao et al., 
2013). Recent field measurements showed that the CH4 fluxes from thaw lakes may be 
five times larger than the previously estimated and that the thawing permafrost along lake 
margins accounts for most of this CH4 release (Walter et al., 2006). When extrapolating 
the updated fluxes over Arctic regions, thermokarst lakes could emit as much as 3.8 and 2 
Tg CH4 yr
-1
 from northern Siberia and Alaska respectively (Walter et al., 2006; Walter 
Anthony et al., 2012). By using recent data on the area and distribution of inland waters, 
Bastviken et al. (2011) estimated that the total CH4 emissions from the lakes north of 60 
ºN is from 7.1 to 17.3 Tg CH4 yr
-1
, which is nearly a third of the CH4 emissions from 
northern high-latitude wetlands (Zhuang et al., 2004; Chen and Prinn, 2006; Riley et al., 
2011). 
Herein I applied a one-dimensional process-based climate-sensitive lake 
biogeochemical model (Tan et al., 2015) with data of lake and permafrost distribution to 
estimate CH4 emissions and their temporal and spatial variations from the lakes north of 
60ºN. Additionally, two model experiments driven with Coupled Model Intercomparison 
Project Phase 5 (CMIP5) RCP 2.6 and RCP 8.5 scenarios (Taylor et al., 2012) were also 







The one-dimensional process-based climate-sensitive lake biogeochemical model 
(bLake4Me) consists of a water thermal module (WTM), a sediment thermal module 
(STM), a sediment methane module (SGM), a bubble transport module (BTM), and a gas 
transport module (GTM) (Tan et al., 2015). The structure of this model has been 
presented in Fig. 2.1. The detailed model description and methods are documented in Tan 
et al. (2015). To apply it to regional simulations, I have constructed the thickness of water 
layers for different lakes with different schemes: 1) for very shallow lakes less than 0.5 m 
deep, each layer has a uniform 2 cm thickness; 2) for shallow lakes less than 5 m deep, 
each layer has a uniform 10 cm thickness; 3) for other lakes, the number of water layers 
is fixed at 50 and layer thickness increases exponentially from the lake surface to the 
bottom. The total thickness of soil layers, including thawed talik and frozen permafrost, is 
fixed at 25 m, the average depth of yedoma permafrost (Tarnocai et al., 2009). Unlike 
Tan et al. (2015) that only used the observed CH4 fluxes from Shuchi Lake to calibrate 




C-depleted carbon pools, the 
optimum parameters in this work is evaluated by minimizing the difference of the 
observed and modeled CH4 fluxes at all the five lakes (Shuchi, Tube Dispenser, 
Goldstream, Claudi and Toolik) with a Bayesian recursive parameter estimation method 
(Thiemann et al., 2001; Tang and Zhuang, 2009).  
Regional simulation with the bLake4Me model is shown in Fig. 3.1. For each lake 
pixel, I run the bLake4Me model separately using the data of lake surface boundary layer 




and rain fall), lake depth, catchment soil organic carbon density (SOC), thermokarst 
status (active or inactive), and yedoma status (yedoma or non-yedoma) (Tan et al., 2015). 
As described by Tan et al. (2015), climate data was derived by interpolation from a 
0.75°×0.75° resolution dataset of the European Center for Medium-Range Weather 
Forecasts (ECMWF) Interim re-analysis (ERA-Interim) (Dee and Uppala, 2009). The 
catchment SOC for lakes underlain by permafrost was extracted from a 0.05º×0.05º 
resolution static soil organic carbon map of the Northern Circumpolar Soil Carbon 
Database version 2 (NCSCDv2) (Hugelius et al., 2013) and for lakes within permafrost-
free zones from a 30 arc-second resolution Harmonized World Soil Database version 1.2 
(HWSD v1.2) (FAO/IIASA/ISRIC/ISSCAS/JRC, 2012). The distribution and depth of 
Arctic lakes were both extracted from a 30 arc-second resolution Global Lake Database 
(GLDB) (Kourzeneva et al., 2012), in which lake coverage was derived from 
ECOCLIMAP2 and lake depth was collected from ETOPO1 bathymetry dataset, the 
digitizing of graphic bathymetry maps, Kourzeneva’s personal communications and 
Wikipedia (Kourzeneva et al., 2012). Another widely used lake coverage dataset is the 
Global Lakes and Wetlands Database (Lehner and Döll, 2004; Fig. 1.1), which is also 30 





) in GLWD is about 5.96% lower than that in 
GLDB. The lake areas of major Arctic regions are shown in Table 3.2. Since the pixels of 
this high-resolution dataset are less than 0.5 km
2
 in high latitudes, it is feasible to deal 
with each lake pixel independently with homogenous bathymetry. I assigned a default 
depth of 3 meters to all lake pixels that depth information is unavailable in GLDB, as 




3 meters. Using this default value might introduce errors to my estimates because Brewer 
(1958) showed that Arctic thaw lakes fall into two depth classes of  0.6–0.9 m and 1.8–
2.7 m and shallow waters usually have higher CH4 fluxes (Bastviken et al. 2004; Walter 
et al., 2006; Wik et al., 2013). In addition, I treated any lake pixel in GLDB as a lake 
marginal zone if it connects with land pixels. The distribution of yedoma lakes was 
determined by overlaying the GLDB map to the geospatial map of Late Pleistocene Ice-
Rich Syngenetic Permafrost of the Yedoma Suite in East and Central Siberia and North 
America (Grosse et al., 2013b; Wolfe et al., 2009; Fig. 3.3). I selected 90% of lakes in the 
permafrost zone randomly as thermokarst-active lakes (Walter et al., 2007) for model 
simulations. The distribution of permafrost was extracted from a 12.5-km resolution 
Circum-Arctic permafrost and ground ice map (Brown et al., 2001; Fig. 3.2). 
To estimate CH4 fluxes from Arctic lakes in the period of 2005-2008, I firstly 
made a spin-up run of the model from 1990 to 2004 to construct the thermal and carbon 
pool initial states for Arctic lakes. As described by Tan et al. (2015), the organic carbon 
density of yedoma permafrost is set as 29.3 kg m
-3
 and the bottom water temperature of 
yedoma lakes and non-yedoma lakes are set as 3°C and 4°C respectively at the start of 
the spin-up run. Both the spin-up run and the run in the period of 2005-2008 were driven 
by the ECMWF climate data. To assess the response of this CH4 source to future climate 
changes, I conducted two prognostic runs driven with climate data of the Coupled Model 
Intercomparison Project Phase 5 (CMIP5) RCP2.6 and RCP8.5 scenarios (Taylor et al., 
2012; Table 3.1). Following the approach taken by Hay et al. (2000), I used a delta-ratio 




and an inverse-square distance interpolation method to correct the CMIP5 data. By the 
correction, the CMIP5 data was downscaled to a finer 0.75° × 0.75° resolution and its 
mean climate during 2006 and 2009 is consistent with the ECMWF climatology.   
3.3 Results and Discussion 
As shown in Fig. 3.4a, the lakes in the permafrost zone, especially yedoma 
permafrost, have high CH4 emissions, e.g. in Indigirka-Kolyma Lowlands of Russia, 
Seward Peninsula of Alaska and Mackenzie River delta of Canada, because the thawing 
carbon-rich permafrost at the margins of Arctic lakes fuels CH4 productions (Walter et al., 
2006 & 2007; Walter Anthony et al., 2012; Walter Anthony and Anthony, 2013). The 





, respectively, the highest in the Arctic. My estimate for northern Siberia is 




) from several Siberian 
thaw lakes when aggregated to total lake area, but lower than that observed from the 15-




) (Walter et al., 2006). There 
are two possible reasons for these differences. First, because many yedoma lakes are 
assigned by a default 3-meter depth and the area of thermokarst margins is hard to define, 
CH4 emissions from the central zones of yedoma lakes are thus probably overestimated. 
Second, other yedoma lakes in northern Siberia could be younger and shallower than the 
studied lakes by Walter et al. (2006), thus emit CH4 at different rates between 
observations and simulations. For Alaska, the estimate agrees with the observed fluxes 




) (Walter Anthony and Anthony, 




of yedoma thermokarst lakes in Alaska is higher, though the area of aeolian yedoma 
depositions is larger in Siberia (Wolfe et al., 2009; Grosse et al., 2013b). CH4 emissions 




. The low 
emission rates of lakes in northern Europe were also confirmed by an investigation on 
three lakes located in northern Sweden. The observed CH4 emissions from those lakes 




 (Wik et al. 2013). Due to the extensive 
distribution of thermokarst lakes (Brosius et al., 2012), the simulated CH4 emissions from 




, higher than the 
value of northern Europe. 
In total, mean annual CH4 fluxes from all lakes in the Arctic during 2005 and 
2008 are 11.86 Tg CH4 yr
-1
, which is in the range of 7.1 to 17.3 Tg CH4 yr
-1
 estimated by 
Bastviken et al. (2011), but lower than a recent first-order estimate of CH4 emissions 
from pan-Arctic lakes (24.2±10.5 Tg CH4 yr
-1
) (Walter et al., 2007). The modeled 
outgassing is equal to nearly one-third of CH4 emissions from northern high-latitude 
wetlands (north of 45°N) (Zhuang et al., 2004; Chen and Prinn, 2006; Riley et al., 2011). 
For the lakes of Alaska, northern Canada, northern Europe and northern Siberia, annual 
CH4 fluxes from 2005 to 2008 are 1.22 Tg CH4 yr
-1
, 5.02 Tg CH4 yr
-1
, 0.6 Tg CH4 yr
-1
 
and 4.96 Tg CH4 yr
-1
, respectively (Table 3.2). The larger emissions from northern 
Canada and northern Siberia can be attributed to two factors: 1) when measured by 
surface area, over 50% of Arctic lakes are located in northern Canada (Table 3.2), many 
of which are thermokarst lakes (Brosius et al., 2012); 2) due to the widespread 




Beringian area of northern Siberia (Walter et al., 2006; Strauss et al., 2013). For Alaskan 
lakes, my model estimates a lower CH4 emission than that of Walter Anthony et al. (2012) 
(1.5-2 Tg CH4 yr
-1
). However, the addition of this CH4 evasion to the regional CH4 
budget could still increase the present estimate of natural CH4 emissions from Alaskan 
wetlands (approximately 3 Tg CH4 yr
-1
 by Zhuang et al. (2007)) by 35%. Compared to 
the estimate (3.8 Tg CH4 yr
-1
) of Walter et al. (2006), the simulated CH4 emissions from 
lakes in northern Siberia are larger. This discrepancy could be caused by two reasons: 1) 
my estimate includes CH4 emissions from non-yedoma thermokarst lakes and non-
thermokarst lakes in northern Siberia, which were not considered by Walter et al. (2006); 
2) as illustrated, the modeled mean daily CH4 emissions are much higher than the value 
used by Walter et al. (2006). Using the average surface flux values from sub-Arctic and 
Arctic ponds, Laurion et al. (2010) estimated annual diffusive flux from Canadian 
permafrost thaw ponds of 1.0 Tg CH4. Because diffusive flux is regarded as inferior to 
ebullition flux in transporting lake CH4 (Bastviken et al., 2011), the modeled CH4 
emissions of 5.02 Tg yr
-1
 from northern Canadian lakes is possible. However, as ground 
ice, land topography and drainage systems (McGuire, 2013) are not included in this study 
to constrain the distribution of thaw lakes, the modeled thaw lakes and thus CH4 
emissions in northern Canada could be overestimated. 
Driven with CMIP5 RCP2.6 and RCP8.5 climate scenarios, the model estimated 
that CH4 emissions from Arctic lakes could increase by 10.3-16.2 Tg CH4 yr
-1
 by the end 
of the 21
st
 century when the evolution of lake landscape is not considered (Table 3.2). 




northern lakes, Thornton et al. (2015) predicted that the seasonal average lake CH4 
ebullition will increase by about 70% between the 2005-2010 period and the 2075-2079 
period, a comparable magnitude to this study. Without using process-based 
biogeochemical models, Gao et al. (2013) estimated a range of emission increases of 1.1-
3 Tg CH4 yr
-1
 for all lakes north of 45ºN. The low estimates of Gao et al. (2013) were 
mainly caused by their extremely conservative calculations for the present-day CH4 
emissions from Boreal and Arctic lakes (about 4 Tg CH4 yr
-1
).  This large difference 
underscores the importance of using process-based biogeochemical models to address the 
nonlinear response of future CH4 emissions to changing climate. Given that previous 
studies suggested that the area change of Arctic lakes would be at most 50% (van 
Huissteden et al., 2011; Gao et al., 2013), the estimated future emissions of 28.06 Tg CH4 
yr
-1
 might be reasonable, which will not exert a large positive feedback to the global 
climate system. Spatially, as show in Fig. 3.4, except for very large or deep Arctic lakes, 
CH4 emissions from lakes across the Arctic could rise due to energy input. CH4 emissions 
from lakes are projected to increase more in northern Europe (by 1.3 and 2.0 times) and 
northern Canada (by 1.2 and 1.9 times). Their higher increases could be caused by the 
inclusion of very shallow lakes (less than 0.5 m in depth) in GLDB. For shallow lakes, 
the response of sediment temperature to global warming is strong. In contrast, for 
yedoma lakes, as the mobilized labile carbon is usually in deep sediments, the climate 
warming will take much longer time to affect CH4 production. Consequently, the 





Fig. 3.5 shows the mean annual cycles of CH4 emissions from lakes in: (a) Alaska, 
(b) northern Canada, (c) northern Europe, and (d) northern Siberia from 2005 to 2008 and 
from 2096 to 2099. Basically, the monthly CH4 fluxes from Arctic lakes follow the 
variations of boundary conditions Fig. 3.6–3.9: 1) CH4 emissions are much higher in 
summer than in winter; and 2) the peak of CH4 emissions occurs in August when heat 
wave reaches surface sediments (Tan et al., 2015). These annual cycles are consistent 
with the claim that energy input is a primary control of CH4 bubbling in sub-Arctic lakes 
(Wik et al., 2014). As the water convection associated with hotspot bubbling events could 
prevent ice from freezing when air temperature is higher than -15ºC and CH4 continued 
being emitted from open holes at thermokarst margin zones of yedoma lakes (Zimov et 
al., 2001; Walter et al., 2006 & 2008), CH4 emissions from lakes in Alaska and northern 
Siberia are above zero in winter. Meanwhile, in yedoma lakes, with heat transporting 
from surface sediments to labile-carbon rich deep sediments, CH4 emissions from Alaska 
and northern Siberia do not decline in winter and even rise slightly in early spring (Fig. 
3.5a and 3.5d). In contrast, as low-rate ebullition from non-yedoma lakes could be 
trapped in frozen water layers, the simulated CH4 fluxes from lakes in northern Canada 
and Europe drop to almost zero from November to March. When lake ice is totally 
melted in the late spring, bubbles trapped in ice layers through background and point-
source ebullition (originated from 
14
C-depleted carbon pool) are released shortly, 
producing the steepest CH4 emission increase (e.g. in April for northern Europe and in 
May for northern Canada as shown in Fig. 3.5. Because northern Europe is much warmer 
than other Arctic regions in winter (Fig. 3.6–3.9), the lake ice there is thinner and less 
persistent. The model simulations for the 21
st




Arctic lakes, the number of days when lakes are covered by ice will be greatly reduced. 
Consequently, CH4 can be emitted in early spring and even winter when lake ice has been 
melted, as shown in Fig. 3.5. Compared to the difference between present-day and future 
simulations, the difference of CH4 emissions under the two future scenarios is less 
prominent, albeit the warming under RCP8.5 is much stronger (Fig. 3.6–3.9). In addition 
to the insulation effect of lake water, the minor difference can also be explained by that 
current climate has made the sediments of yedoma lakes thermally disequilibrium and 
thus the mobilization of yedoma permafrost carbon persistently fuels methanogenesis. 
The major limitation of my estimates is the lack of calculation for the change of 
CH4 emissions due to landscape evolution, such as the expansion and drainage of 
thermokarst lakes within the zones of thawing permafrost. As shown by van Huissteden 
et al. (2011) and Gao et al. (2013), CH4 emissions from the newly formed areas of Arctic 
lakes under warming conditions could be significant. 
3.4 Conclusion 
I used a process-based climate-sensitive lake biogeochemical model with 
geographical soil and climate data to estimate the CH4 emissions from Arctic lakes from 
2005 to 2008 and from 2096 to 2099. The mean annual CH4 emissions from Arctic lakes 
are on average 11.86 Tg CH4 yr
-1
 during 2005-2008. This estimate is nearly one third of 
the wetland CH4 emissions in northern high latitudes. CH4 emissions are the highest in 
the lakes of Alaska and northern Siberia, due to the extensive distribution of carbon-rich 
yedoma permafrost. By the end of the 21
st
 century, without considering the change of 






a weak warming scenario RCP2.6 and 28.06 Tg CH4 yr
-1
 under a strong warming 
scenario RCP8.5. Model simulations show that the increase of the CH4 emissions from 
Arctic lakes will not pause immediately when global warming is reduced. This study 
suggests that the feedback between the global climate system and Arctic freshwater CH4 

















Tables and Figures 
Table 3.1. A list of Coupled Model Intercomparison Project Phase 5 (CMIP5) models 














"Beijing Normal University, College of Global Change 
and Earth System Science" 
China 
CanESM2 Canadian Centre for Climate Modelling and Analysis Canada 
CCSM4 National Center for Atmospheric Research USA 
CESM1-CAM5 National Center for Atmospheric Research USA 
CNRM-CM5 
Centre National de Recherches Meteorologiques / Centre 




Commonwealth Scientific and Industrial Research 
Organisation in collaboration with the Queensland 
Climate Change Centre of Excellence 
Australia 
GFDL-CM3 Geophysical Fluid Dynamics Laboratory USA 
GFDL-ESM2G Geophysical Fluid Dynamics Laboratory USA 
IPSL-CM5A-LR Institut Pierre-Simon Laplace France 
IPSL-CM5A-
MR 
Institut Pierre-Simon Laplace France 
MIROC5 
Atmosphere and Ocean Research Institute, National 
Institute for Environmental Studies, and Japn Agency for 





Table 3.1. Continued. 
MIROC-ESM 
Atmosphere and Ocean Research Institute, National 
Institute for Environmental Studies, and Japn Agency for 




Atmosphere and Ocean Research Institute, National 
Institute for Environmental Studies, and Japn Agency for 
Marine-Earth Science and Technology 
Japan 
MPI-ESM-LR Max Planck Institute for Meteorology German 
MPI-ESM-MR Max Planck Institute for Meteorology German 
MRI-CGCM3 Meteorological Research Institute Japan 

















Table 3.2. The total CH4 fluxes (units: Tg CH4 yr
-1
) from the lakes north of 60ºN. The 
present-day CH4 fluxes are the average of the simulated CH4 fluxes from 2005 to 2008. 
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Figure 3.1. A schematic of regional simulation with the bLake4Me model: black point 
indicates lake pixels; “WTM” is the water thermal module; “STM” is the sediment 
thermal module; “SGM” is the sediment methane module; “GTM” is the gas transport 







Figure 3.2. The permafrost map in the circum-Arctic region, including continuous, 








Figure 3.3. The aeolian deposition map formed in the last glaciation in the circum-Arctic 
region. In the Alaskan and Siberian permafrost zone, the aerolian deposition formed ice-












). (a) the CH4 emissions averaged from 2005 to 2008, (b) the CH4 
emissions averaged from 2096 to 2099 (RCP 2.6), (c) the CH4 emissions averaged from 






Figure 3.5. Mean annual cycles of CH4 emissions from Arctic lakes for two time periods 
(2005-2008 and 2096-2099). (a) Alaska, (b) northern Canada, (c) northern Europe, and (d) 






Figure 3.6. Mean annual cycles of boundary conditions for lakes in Alaska for two 
periods (2005-2008 and 2096-2099). (a) Alaska, (b) northern Canada, (c) northern 
Europe, and (d) northern Siberia. Data have been weighted by lake area. There are 





Figure 3.7. Mean annual cycles of boundary conditions for lakes in northern Canada for 
two periods (2005-2008 and 2096-2099). (a) Alaska, (b) northern Canada, (c) northern 
Europe, and (d) northern Siberia. Data have been weighted by lake area. There are 





Figure 3.8. Mean annual cycles of boundary conditions for lakes in northern Europe for 
two periods (2005-2008 and 2096-2099). (a) Alaska, (b) northern Canada, (c) northern 
Europe, and (d) northern Siberia. Data have been weighted by lake area. There are 





Figure 3.9. Mean annual cycles of boundary conditions for lakes in northern Siberia for 
two periods (2005-2008 and 2096-2099). (a) Alaska, (b) northern Canada, (c) northern 
Europe, and (d) northern Siberia. Data have been weighted by lake area. There are 




CHAPTER 4: METHANE EMISSIONS FROM PAN-ARCTIC LAKES DURING 
THE 21ST CENTURY: AN ANALYSIS WITH PROCESS-BASED MODELS 
OF LAKE EVOLUTION AND BIOGEOCHEMISTRY 
4.1 Introduction 
Recent investigations have identified significant amounts of CH4 emitted from 
inland water systems including lakes, reservoirs, rivers and streams, which have not 
previously been incorporated in the CH4 budget calculations (Louis et al., 2000; 
Bastviken et al., 2004; Bastviken et al., 2011; Campeau et al., 2014; Sawakuchi et al., 
2014). For global lakes alone, Bastviken et al. (2011) estimated that their emission 
strength could be as large as 103 Tg CH4 yr
-1
, nearly a half of the amount of the CH4 
emissions from global wetlands. After incorporating those fluxes from yedoma and non-
yedoma thermokarst lakes with active permafrost carbon erosion, the CH4 emissions from 
pan-Arctic lakes were regarded to be much stronger than the previously claimed (Zimov 
et al., 1997; Walter et al., 2006; Walter et al., 2007; Wik et al., 2014; Thornton et al., 
2015). The response of this source to future climate changes is largely unknown but 
could be very sensitive to temperature changes. Because the thermokarst lakes in the 
Arctic are usually shallow (Kirpotin et al., 2008; West and Plug, 2008; Manasypov et al., 




Marotta et al., 2014; Thornton et al., 2015). The future warming could therefore 
destabilize the Arctic permafrost, causing the biogeochemical and hydrological changes 
of the thermokarst landscape, affecting its CH4 emissions (Smith et al., 2005; Walter et 
al., 2008; Spencer et al., 2015). For instance, Avis et al. (2011) predicted a striking 
reduction in areal extent of high-latitude wetlands in response to permafrost thaw. Smith 
et al. (2005) observed two contrasting trends in lake abundance and area from 1973 to 
1998 within a Siberian permafrost zone: the total lake area increased by 12% in the 
continuous permafrost area and declined by 13%, 12% and 11% in the discontinuous, 
sporadic and isolated permafrost areas, respectively. The expansion of lakes within 
continuous permafrost zone and the shrink of them within discontinuous permafrost zone 
were also observed in Alaska (Yoshikawa and Hinzman, 2003; Riordan et al., 2006). 
Under warming conditions, methanogenesis in sediments could be fueled by the 
mobilized permafrost carbon from lateral and vertical advancement of thaw lakes (Zimov 
et al., 1997; Walter et al., 2006) and by the increased energy input from water column 
(Wik et al., 2014; Yvon-Durocher et al., 2014). To date, these physical and biological 
effects on carbon cycling and CH4 emissions from the Artctic lakes have not been well 
modeled. For example, van Huissteden et al. (2011) examined the impact of thaw lake 
evolution on future CH4 emissions with a fixed emission rate while Gao et al. (2013) 
assessed the variations of the northern high-latitude CH4 emissions under permafrost 





This study models the whole cycle of thermokarst lakes in a lake evolution model 
at a pan-Arctic scale including: (1) ice-rich permafrost degradation initiated by climate 
change or surface disturbance, (2) development of small thaw ponds following ground 
subsidence, (3) expansion of thaw ponds by surface and subsurface thawing, (4) 
expansion into large lakes by bank erosion and subsurface thawing, (5) partial or 
complete drainage by stream capture or breaching, and (6) resettlement of ice wedges at 
the bottom of drained basins (Everett, 1980; Shirokova et al., 2013). The lake evolution 
model can provide detailed information of lake morphology and thermal dynamics, which 
are important for quantifying the fate of permafrost carbon in yedoma lakes for the lake 
biogeochemistry model. A process-based lake biogeochemical model is thus coupled 
with the lake evolution model. With the coupled model system, my model simulations 
focus on analyzing: (1) at which magnitude the distribution and abundance of 
thermokarst lakes in the circum-Arctic region will be shifted by climate change, (2) the 
variability of CH4 emissions from pan-Arctic lakes under this transition, and (3) at which 
magnitude the mobilized permafrost carbon will be mineralized via methanogenesis, 
during the 21
st
 century.  
4.2 Methods 
4.2.1 Model Description 
To assess the impact of global warming on the abundance of pan-Arctic thaw 
lakes, I adapt the landscape evolution model described by van Huissteden et al. (2011) 
from a regional scale (several hundred square kilometers) to a continental scale (high-




(NHLEM) consists of all processes integrated in the original model, including: 1) thaw 
lake initialization on ice-rich permafrost driven by high summer temperature and annual 
precipitation, 2) thaw lake expansion to neighboring icy permafrost pixels driven by high 
summer temperature, high annual precipitation and wind, 3) thaw lake drainage owing to 
connection with rivers, streams and drained basins, and 4) drained basin refreezing due to 
frost heave when annual air temperature is less than -7°C. The main adaptation of the 
NHLEM model is to initialize the landscape states of land pixels in the model with data 
of topography, permafrost, soil, and drainage networks. The modeling study of van 
Huissteden et al. (2011) was on Indigirka Lowlands, Northeast Siberia, where the 
distribution of soil ice content and drainage systems are known from intense 
investigations and the topography and because permafrost are relatively homogeneous. 
Here I assume that thermokarst lakes can only develop on non-sandy (silt- or clay-rich 
soils) ice-rich lowland permafrost zone (Allard et al., 1996; Jorgenson and Shur, 2007; 
Smith et al., 2007; McGuire, 2013; Bouchard et al., 2014). The permafrost extent of the 
pan-Arctic is extracted from a 12.5 km resolution Circum-Arctic Map of Permafrost and 
Ground Ice Conditions database (Brown et al., 2001; Fig. 3.2). This database also 
provides information about the abundance of ground ice in the upper 20 m permafrost 
that can be a reference for permafrost soil extra ice content (Lee et al., 2014). Permafrost 
soil is identified as non-sandy only when its sand fraction is less than 50%. The texture 
information of permafrost soils is retrieved from a 30 arc-second resolution 
(approximately 1 kilometer) soil texture map in Harmonized World Soil Database version 
1.2 (HWSD v1.2) (FAO/IIASA/ISRIC/ISSCAS/JRC, 2012). The distribution of lowlands 




grid spacing of 30 arc seconds (ftp://edcftp.cr.usgs.gov/data/gtopo30/) and its derivative 
geographic database HYDRO1K with comprehensive and consistent global coverage of 
geo-referenced auxiliary data sets (ftp://edcftp.cr.usgs.gov/data/gtopo30hydro/). I define 
“Lowland” terrain as land pixels with the standard deviation of the log-transformed 
elevation (ESD) less than 1.179 and meanwhile the compound topographic index (CTI) 
larger than 6.146 (McGuire, 2013), which are derived from GTOPO30 and HYDRO1K, 
respectively. For areas where the CTI data is not available (e.g. Greenland), “Lowland” 
terrain is identified by using the criteria (<300 m a.s.l.) of Smith et al. (2007). Chen et al. 
(2013) showed that the connectivity between lakes and rivers is an important factor for 
the dynamics of the lake area and the temporal evolution in the permafrost zone. In the 
NHLEM model, multiple drainage systems are included to control the evolution of lakes 
and ponds: rivers, streams, floodplains, drained basins, coastlines, permafrost-free 
lowlands and non-thermokarst lakes. The distribution of drained basins will be simulated 
by the model, and the distribution of other drainage systems is assumed to be static and 
retrieved from several geographical datasets. The channels of rivers and streams are 
extracted from the stream line data layer distributed with HYDRO1K. The coverage of 
floodplains is identified from the Global Lakes and Wetlands Database (GLWD) (Lehner 
and Döll, 2004; Fig. 1.1). Both non-thermokarst water bodies and permafrost-free 
lowlands are inferred from the Circum-Arctic Map of Permafrost and Ground Ice 
Conditions database. The distribution of yedoma permafrost is retrieved from the 
geospatial maps of Late Pleistocene Ice-Rich Syngenetic Permafrost of the Yedoma Suite 





The lake biogeochemical model (bLake4Me) used in this study has been detailed 
in Tan et al. (2015). This one-dimensional process-based climate-sensitive model consists 
of a water thermal module (WTM), a sediment thermal module (STM), a sediment 
methane module (SGM), a gas transport module (GTM), and a bubble transport module 
(BTM) (Tan et al., 2015; Fig. 2.1). In this study, instead of deriving it from several 
permafrost databases (Tan and Zhuang, 2015), the extent of thermokarst lakes is 
simulated directly using the NHLEM model. The morphology (talik thickness and water 
depth) of thermokarst lakes is calculated using a two-dimensional conductive heat 
transfer model driven with air temperature, soil ice content and ground ice thickness 
(West and Plug, 2008). As described by West and Plug (2008), the increase of water 
depth in a thaw lake depends on the development of its talik thickness and the conditions 
of soil ice content and ground ice thickness. For non-thermokarst lakes, I do not deal with 
their evolutions in the NHLEM model, instead assuming their extent to be constant 
throughout the 21st century. The depth information of non-thermokarst lakes is retrieved 
directly from a 30 arc-second resolution Global Lake Database (GLDB) (Kourzeneva et 
al., 2012; Tan and Zhuang, 2015). 
4.2.2 Simulation Protocol 
I spin up the NHLEM model following the method of van Huissteden et al. (2011). 
In the spin-up stage, the model is driven by an assumed climate change in 10,110 years 
starting from the level of Last Glacial Termination (LGT) to present (2006). Specifically, 
for the first 100 years, air temperature and precipitation are set to increase gradually from 




next 1000 years, air temperature and precipitation are set to increase linearly until 
reaching the present values. For the rest of time, the present climate is used for the spin-
up. During the spin-up, thaw lakes persisting for a long time will be drained 
stochastically with the mean age of 3000 years (Brosius et al., 2012). By the end of the 
spin-up, stable thaw lake extent is established. I then conduct transient simulations for the 
variations of thaw lakes from 2006 to 2099 driven with an ensemble of climate change 
scenarios. The water depth and talik thickness of thaw lakes are calculated yearly with 
the two-dimensional heat transfer model of West and Plug (2008). To accelerate the 
bLake4Me model simulations, I adopt a tile scheme to construct a 0.5°×0.5° resolution 
time-variant lake map from the simulated thaw lakes at less than 100 m resolutions. This 
tile scheme includes: 1) identifying lakes by detecting connected lake pixels with the 
flood-fill connected-component labeling method (Meijster and Wilkinson, 2002); 2) 
separating lake pixels in each 0.5°×0.5° grid into six groups (yedoma thaw lake margin, 
yedoma thaw lake center, non-yedoma thaw lake margin, non-yedoma thaw lake center, 
non-thaw lake margin, and non-thaw lake center) according to their soil and permafrost 
status; 3) calculating the shape factor of each lake by following the definition of Ferland 
et al. (2012) and assigning the value to all its pixels; and 4) congregating the lake pixels 
of each group that have comparable shape factors and depths into a tile (or called cohort) 
with the K-means clustering method (Seber, 1984). Once the thaw map is made, 
combining the non-thaw lake map from GLDB, I run the lake biogeochemical model in 




The past climate used in the spin-up is retrieved from a transient 21,000-year long 
ECBilt-CLIO Paleosimulation (SIM2b) which runs from 21,000 before present into the 
pre-industrial era (Timm and Timmermann, 2007; Timmermann et al., 2009; 
http://apdrc.soest.hawaii.edu/datadoc/sim2bl.php). The zonal and meridional spacing of 
climate fields in SIM2b are not homogeneous but close to 4.5°. To convert it to a finer 
0.5°×0.5° resolution for the NHLEM model, I apply a delta-ratio bias-correction method 
based on the observed half-degree 1900s’ climatology data from the Climate Research 
Unit (CRU2.0; http://www.cru.uea.ac.uk/data) and a thin-plate spline interpolation, which 
is similar to the approach taken by Hay et al. (2000) to downscale and bias-correct future 
climate scenarios. The future climate change in this study is synthesized from the 
Coupled Model Intercomparison Projection Phase 5 (CMIP5) RCP 2.6 (mild global 
warming) and RCP 8.5 (severe global warming) scenarios (Table 3.1) (Taylor et al., 
2012). The CMIP5 climate scenarios are downscaled with the inverse-square distance 
interpolation method and corrected with the delta-ratio bias correction method.  
In the NHLEM model, the coefficients of thaw lake expansion to temperature and 
precipitation change are calculated according to the observations of Jones et al. (2011) at 
northern Seward Peninsula, Alaska. The initiation rates of thaw lakes are calibrated by 
minimizing the deviation between the simulated and observed lake changes in West 
Siberia (Smith et al., 2005). Any other parameters used in the NHLEM model are kept 
consistent with the definitions of van Huissteden et al. (2011). Using the computationally 
efficient tile scheme, it is possible to quantify the uncertainty of the modeled CH4 




parameters sampled in line with their probability distribution functions (pdf). The pdfs of 
the model’s key parameters are evaluated with a Bayesian recursive parameter estimation 
method (Thiemann et al., 2001; Tang and Zhuang, 2009). Based on a parameter 
sensitivity experiment (Tan et al., 2015), I conduct the uncertainty analysis for five key 







C-enriched carbon pool’s Q10 factor by which methanogenic rate increases with a 
10°C rise in temperature, thermokarst margin erosion factor, and critical damping depth 
of 
14
C-enriched carbon density. 
4.3 Results and Discussion 
4.3.1 Thaw Lake Dynamics 
To evaluate the NHLEM model, I run it in the tested lowlands of van Huissteden 
et al. (2011) with map-derived environment conditions. The area fraction of the modeled 
thaw lakes is very close to the investigated value. As shown in Fig. 4.2, the size 
distribution and area dynamics of the modeled thaw lakes exhibit similar patterns to the 
work of van Huissteden et al. (2011). In the test, the modeled thaw lakes are more 
abundant in small sizes (less than 0.01 km
2
) and also those lakes in large sizes (larger 
than 1 km
2
) were not seen in van Huissteden et al. (2011). This disparity could be 
explained by the difference of the tested regions in the two studies. Limited by the model 
resolution, the tested region is almost three times larger in size than the 400 km
2
 region of 
van Huissteden et al. (2011). In my modeled region, in addition to lowlands and rivers, 
there exist highlands restricting the drainage of thaw lakes. Similar to van Huissteden et 




expansion, to over 25% of the lowlands in the 2050s and thereafter decline as a result of 
lake drainage to nearly the initial level in the 2090s. 
The NHLEM model is also tested in four Arctic regions with intense thermokarst 
activities reported: Beaufort Coastal Plain in Alaska (160°W–144°W, 72°N–69°N), 
Seward Peninsula in Alaska (170°W–160°W, 67°N–64°N), Banks Island in Canada 
(127°W–120°W, 75°N–71°N) and Indigirka-Kolyma Lowlands in Russia (140°E–160°E, 
73°N–68°N). In contrast to the identified lakes in GLWD (5,961.8 km
2
 for Beaufort 
Coastal Plain, 1,426.2 km
2
 for Seward Peninsula, 641.2 km
2
 for Banks Island, and 
24,914.2 km
2
 for Indigirka-Kolyma Lowlands), the areas of the modeled thaw lakes in 






, and 25,817.3 km
2
, respectively. 
As expected, the model is able to reproduce high areal percentage of thermokarst 
depressions in Beaufort Coastal Plain (7.8%) and Indigirka-Kolyma Lowlands (7.5%), 
owing to their flat topography and high-ratio ice contents, and restricted thaw lake 
coverage in Seward Peninsula (0.3%) and Banks Island (0.9%), owing to their 
widespread highlands. Since GLWD also includes lakes originated from tectonic, glacial 
and fluvial activities, the simulated thaw lake extent in Seward Peninsula and Banks 
Island could be overestimated. In addition, these simulations are also restricted by the 
coarse resolution of the HYDRO1K-derived river network map, in which some small 
rivers could be missed out. In contrast, however, because GLWD only contains lakes 
much larger than 0.1 km
2
 in size, the vast number of small thaw lakes (≤ 0.1 km
2
) 
captured by my model can be poorly identified in GLWD. Fig. 4.3 shows the relative 




century. Except for Seward Peninsula of which the thaw lake abundance declines 12% 
under RCP 2.6 and 20% under RCP 8.5, thaw lakes are projected to expand remarkably 
in other regions. The expansion of lakes in continuous permafrost zone has been observed 
(Smith et al., 2005; Kirpotin et al., 2008). The decline of thaw lakes in Seward Peninsula 
can be explained by its much higher annual temperature, which is unfavorable for 
epigenetic ice reworking in drained basins (van Huissteden et al., 2011). My projection 
for Seward Peninsula is supported by a long-term investigation at the peninsula’s 
northern lowlands from 1950 to 2007, in which 14.9% of the total lake area was found to 
be lost (Jones et al., 2011). The simulations at the four pan-Arctic regions indicate that 
the fastest lake expansion will likely happen in regions with the highest lake fractions at 
present, such as in Indigirka-Kolyma Lowlands and Beaufort Coastal Plain. In Indigirka-
Kolyma Lowlands, with the bound of river networks, the total area of thaw lakes declines 
after 2083 under the fast warming scenario. 
As shown in Fig. 4.4, the distribution of present-day thaw lake area simulated by 
the NHLEM model is consistent with that derived from GLWD in the zonal direction, 
which implies that the permafrost and topography conditions are effective controls for the 
thermokarst landscape in the pan-Arctic. The area of the modeled lakes is much lower 
than that of the mapped ones in northern Canada because the majority of lakes there are 









) of lakes in GLWD 
that are underlain by permafrost. Grosse et al. (2013a) estimated that, within the circum-




thermokarst lakes over 0.1 km
2




; when using correction 







. My estimate is well above the lower bound of this reported range. In 
addition, the simulated thermokarst lakes in Beringia, the largely unglaciated region from 




 (about 38% 
of all thaw lakes measured in area), which agrees with the estimate of Brosius et al. (2012) 







) of thermokarst lakes in the pan-Arctic. The higher ratio of the modeled Beringian 
lakes could be caused by the underestimation of thermokarst lake landscape in northern 
Canada. As illustrated in Section 2.1, thermokarst lakes are assumed to be initiated in 
permafrost zone with high ground ice content (McGuire, 2013). But some studies claimed 
that a large number of thermokarst lakes exist in Hudson Bay Lowlands (Bouchard et al., 
2014), a region with low to medium ground ice content identified from the coarse-
resolution circum-Arctic permafrost map. The modeled thaw lake area in Siberia deviated 
from that in GLWD in a relatively small degree because thermokarst lakes could 
comprise up to 90% of lakes in the Russian permafrost zone (Walter et al., 2006). By 
using the statistics of lake abundance-size relationship (Verpoorter et al., 2014), I 
estimate that, with the incorporation of lakes in the size of 0.01 km
2
 to 0.1 km
2
, the total 




. Then, the ratio of 




) to all lakes in northern Russia could be about 




The variations of thaw lake abundance under global warming differ remarkably in 
the zonal direction, shown in Fig. 4.5. In contrast to Smith et al. (2005 & 2007), my 
simulations indicate that the extent of thaw lakes in the pan-Arctic will expand during the 










). The heterogeneity of climate change in the pan-Arctic could be a 
reason for this discrepancy. West Siberia Lowlands, a region where Smith et al. (2005) 
observed the decline of thaw lakes, is similar to Seward Peninsula, in which the air 
temperature is higher compared to that in most area of Arctic lowlands. Consequently, 
the reworking of epigenetic ice at drained basins is suppressed by the relatively high 
temperature in West Siberia Lowlands but sustained in other Arctic regions, e.g. 
Indigirka-Kolyma Lowlands. Further, despite the decrease of the total lake area, Smith et 
al. (2005) also reported that the abundance of lakes increased in the continuous 
permafrost zone. As lowlands with high ground ice mostly reside within the continuous 
permafrost zone, along the coast areas of the Arctic Ocean (Fig. 4.3) (Brown et al., 2001), 
the overall trend of increasing thaw-lake abundance by global warming in the pan-Arctic 
is possible during the 21st century. This trend is also consistent with the simulation of 
near-surface permafrost thaw in the Arctic (Koven et al., 2015), suggesting that Arctic 
coastal lowlands are unlikely to thaw out before 2100. The NHLEM model predicts two 
zonal regions with the declining trend of thaw lakes from 2006 to 2099: southern 
Greenland (~ -24.5%) and European Russia (~ -7.2%). As noted, the decline of thaw 
lakes in southern Greenland could be overestimated because my model has not accounted 




zonal regions where the abundance of thaw lakes peaks in the middle of the 21st century, 
i.e. in about the 1960s between 165°W and 150°W, about 2073 between 75°W and 60°W, 
about 2059 between of 0° and 30°E, and about 2075 between 60°E and 90°E. The area of 
thaw lakes between 150°E and 180°E peaks in the 1980s under RCP 8.5 but rises steadily 
under RCP 2.6 during the 21st century. As illustrated before, the mechanisms that 
account for the stabilization of thaw lakes in those areas include the relatively high air 
temperature and the bounding of lake expansion by drained systems and highlands. 
4.3.2 Impact on Methane and Carbon Cycles 
When incorporating the effects of both air temperature and lake expansion, I 
estimate that CH4 emissions from pan-Arctic lakes will increase from 11.3±2.1 Tg CH4 
yr
-1
 to 28.3±4.5 Tg yr
-1
 (RCP 2.6) and 32.7±5.2 Tg CH4 yr
-1
 (RCP 8.5), respectively, as 
shown in Fig. 4.6. Specifically, the most striking rise is from yedoma lakes, where CH4 
emissions increase from 6.1±1.3 Tg CH4 yr
-1
 to 17.7±3.3 Tg CH4 yr
-1
 (RCP 2.6) and 
19.6±3.6 Tg CH4 yr
-1
 (RCP 8.5), respectively. CH4 emissions from non-thaw lakes will 
rise from 3.2±0.6 Tg CH4 yr
-1
 to 6.8±1.6 Tg CH4 yr
-1
 (RCP 2.6) and 8.7±1.8 Tg CH4 yr
-1
 
(RCP 8.5), respectively. The rising of CH4 emissions from non-yedoma thaw lakes is the 
mildest, which is from 2.0±0.5 Tg CH4 yr
-1
 to 3.8±0.8 Tg CH4 yr
-1
 (RCP 2.6) and 4.4±0.9 
Tg CH4 yr
-1
 (RCP 8.5), respectively. By considering CH4 emissions from the existing 
lakes and the newly created lake areas separately, I estimate that, on average, 68% of the 
emission increases are caused by sediment warming and only 32% are caused by lake 
initiation and expansion. When assuming 1 ppb equivalent to 2.75 Tg CH4 in the entire 




et al., 1995), I infer that approximately 55.0 to 69.3 ppb atmospheric CH4 will be added, 
contributing 0.020 to 0.026 W m
-2
 increase of radiative forcing (Denman et al., 2007). 
The simulated total CH4 fluxes from pan-Arctic lakes in 2006 fall in the range of 6.8–
13.4 Tg CH4 yr
-1
 emitted from lakes north of 60°N estimated by Bastviken et al. (2011) 
and is only slightly lower than my previous estimate (11.86 Tg CH4 yr
-1
) with using a 
static lake map (Tan and Zhuang, 2015). 
Several studies have been conducted to evaluate the variability of CH4 emissions 
from northern high-latitude lakes through either scaling up soil incubation data or running 
earth system models. For example, using soil incubations, Marotta et al. (2014) projected 
a 21 to 61% increase in anaerobic sediment production of CH4 for Boreal lakes by the 
end of the 21st century when assuming a temperature change according to the IPCC B1 
warming scenario. The estimate of Marotta et al. (2014) is much lower than my simulated 
increase under RCP 2.6 (~102%). There are two explicit distinctions between Boreal and 
Arctic lakes that could account for this discrepancy. First, under future climate scenarios, 
Arctic-lake regions are projected to undergo higher warming than Boreal-lake regions 
during the 21st century. Second, the pan-Arctic lakes, unlike Boreal lakes, include a large 
number of yedoma thermokarst lakes, in which CH4 production can be fueled by the large 
amount of labile Pleistocene-age carbon newly mobilized from permafrost (Walter et al., 
2006). If only non-yedoma thaw lakes and non-thaw lakes are considered, I estimate that 
the fraction change of CH4 emissions under RCP 2.6 is about 71%, close to the upper 
bound of the estimate given by Marotta et al. (2014). By constraining an atmospheric box 
model with atmospheric δ
13




increase of CH4 fluxes from thawing permafrost could be as large as 20 Tg CH4 yr
-1
 
under low warming scenarios and 80 Tg CH4 yr
-1
 under high warming scenarios, 
respectively. If assuming half of this increase originated from lakes (Riley et al., 2011; 
Tan and Zhuang, 2015), lake systems north of 60°N will contribute 10 to 40 Tg CH4 yr
-1
 
emission rise, consistent with my estimates (17 to 21.4 Tg CH4 yr
-1
). By using an earth 
system model without lake biogeochemical and hydrological modules, Gao et al. (2013) 
inferred very low CH4 emission increases from lakes north of 45°N. According to their 
simulations, CH4 fluxes from those lakes will rise by 1.1–1.8 Tg CH4 yr
-1
 under low 
warming scenarios and by 1.9–3.0 Tg CH4 yr
-1
 under high warming scenarios, of which 
yedoma and non-yedoma lakes contributed almost equally. The modeled present-day CH4 
emissions from Boreal and Arctic lakes in Gao et al. (2013) were extremely low (about 4 
Tg CH4 yr
-1
), substantially lower than the estimate (> 14 Tg CH4 yr
-1
) of Bastviken et al. 
(2011). The Q10 of methanogenesis used in Gao et al. (2013) is 3.0, which is lower than 
the Q10 (about 3.8) inferred from a recent global investigation (Yvon-Durocher et al., 
2014). In addition, Gao et al. (2013) calculated lake areas from inundation areas with a 
fixed wetland/lake area ratio. In this way, the total area of yedoma lakes in Siberian lake-
rich zones could be underestimated. Some studies suggested that CH4 emissions from 
Arctic yedoma lakes could be very large during the warming period of early Holocene. 
For instance, Walter et al. (2007a) estimated that the expansion of yedoma thermokarst 
lakes on the exposed yedoma surface alone, including the continental shelf currently 
inundated by the Arctic Ocean, could have released as much as 20–26 Tg CH4 yr
-1
 after 




Fig. 4.6c and Fig. 4.6d show that from 2006 to 2099, the loss of permafrost 
carbon via methanogenic mineralization is as large as 3.4±0.8 Pg C under RCP 2.6 and 
3.9±0.9 Pg C under RCP 8.5. In comparison, much larger amount of carbon mineralized 
by methanogens is non-permafrost carbon, either autochthonous or allochthonous origins. 
Relative to the soil organic carbon (SOC) that is currently sequestered in permafrost soils 
(about 1,466 Pg) (Tarnocai et al., 2009), the calculated loss of permafrost carbon is small. 
The estimated carbon loss here is similar to the projections of McCalley et al. (2014), 
which range from 2.76 to 4.49 Pg C loss as CH4 under a strong warming and 0.92 to 1.50 
Pg C loss as CH4 under a weak warming. Besides CH4 emissions, there are many recent 
studies that calculated the total permafrost carbon loss in the form of both CO2 and CH4 
emissions. For instance, Schuur et al. (2009) estimated that 0.8–1.1 Pg C yr
-1
 could be 
lost from the global surface permafrost carbon pool (818 Pg) if surface permafrost thaws. 
Model scenarios show that potential carbon release from the permafrost zone is in the 
range of 37-174 Pg carbon by 2100 under the future warming scenario RCP 8.5 (Schuur 
et al., 2015). If I assume 2.3% of the released permafrost carbon as CH4 (McCalley et al., 
2014), the estimates correspond to that 0.9 to 4.0 Pg C will be lost from the global 
permafrost carbon pool due to methanogenesis, encompassing my estimates of 3.9±0.9 
Pg carbon loss. 
Spatially, CH4 flux hotspots, such as Siberian coastal lowlands, contribute more 
CH4 emission increases than the regions with less CH4 fluxes at present (e.g. interior 
Alaska) (Fig. 4.7). Topography and yedoma permafrost extent are responsible for these 




quantities, some permafrost-free areas (e.g. Finland) where low-flux lakes reside, can 
contribute a significant amount of CH4 emissions. As shown in Fig. 4.7c, CH4 emissions 
under RCP 8.5 are not always larger than the emissions under RCP 2.6 in the pan-Arctic, 
even though air temperature in RCP 8.5 is always higher. The negative effect of air 
temperature on CH4 emissions from lakes can be explained by the dynamics of thaw 
lakes. In the warmer climate, the drainage risk of thaw lakes can be raised by their fast 
expansion (Fig. 4.7c). The modeled CH4 emissions from the lakes of four major Arctic 
regions (northern Siberia, northern Canada, northern Europe and Alaska) in 2006 and 
2099 are presented in Table 4.1. As estimated by Tan and Zhuang (2015), CH4 fluxes are 
the largest in northern Siberia and northern Canada. The estimated high CH4 emissions 
from these two regions are also supported by the studies of Walter et al. (2006) and 
Laurion et al. (2010). Due to the better representation of thermokarst lakes in this study, 
the modeled lake CH4 fluxes in Canada are much smaller than the estimate of Tan and 
Zhuang (2015). In addition, the simulation of small-size yedoma lakes (< 0.1 km
2
) that 
are not visible in GLDB but have higher-ratio marginal areas by the NHLEM model 
could be responsible for the larger total flux in Siberia than that of Tan and Zhuang 
(2015). With the thawing of carbon-rich yedoma permafrost, the lakes in Siberia are 
predicted to have the largest CH4 emission increase (Walter et al., 2006). The increase of 
CH4 emissions in northern Canada is driven by both the mineralization of yedoma 
permafrost carbon at the delta of Mackenzie River (Brosius et al., 2012) and the high lake 




The change of CH4 emissions from pan-Arctic lakes also varies with seasons. CH4 
emissions are boosted relatively more in cold months than in warm months (Fig. 4.8). I 
reckon that, with the warming of the Arctic, lake ice and snow covers will form later and 
melt down earlier, raising CH4 emissions from non-yedoma lakes. Fig. 4.8 shows that in 
June and July, the total CH4 emissions under RCP 2.6 even exceed the emissions under 
RCP 8.5. The possible cause is the difference of breaking time of lake ice covers under 
the two climate scenarios. In comparison with June and July under RCP 2.6, the pan-
Arctic lakes lose their ice covers earlier in April and May under RCP 8.5. Thus, with the 
release of CH4 accumulated under winter ice covers (Karlsson et al., 2013; Greene et al., 
2014), CH4 emissions from lakes under RCP 2.6 will be higher in the early summer. 
4.4 Conclusion 
By coupling the projected thaw lake extent from a landscape evolution model 
with a biogeochemical model, I estimate that, by 2100, CH4 emissions from pan-Arctic 
lakes will be 28.3±4.5 Tg CH4 yr
-1
 under a low warming scenario and 32.7±5.2 Tg CH4 
yr
-1
 under a high warming scenario, which are about 2.5 and 2.9 times of present-day 
emissions. The models estimate that methanogens will mineralize 3.4±0.8 Pg C (under 
RCP 2.6) and 3.9±0.9 Pg C (under RCP 8.5) of permafrost carbon from 2006 to 2099. 
Although the mineralized permafrost carbon only represents a small fraction of the global 
permafrost carbon pool, the projected CH4 emissions will increase atmospheric CH4 
concentration by almost 4%, exerting 0.02 to 0.026 W m
-2
 extra radiative forcing to the 
atmosphere. The mineralized carbon with non-permafrost origins is 7.0±1.9 Pg C under 




ratios or yedoma lakes will contribute more CH4 emission increases in the future. 
Seasonally, global warming will shorten the duration of lake ice covers, boosting CH4 
emissions in April and May substantially. My study suggests that increasing temperature 


















Tables and Figures 
Table 4.1. Modeled regional CH4 emissions (Tg CH4 yr
-1
) from lakes north of 60ºN under 
present boundary conditions and two future climate scenarios. The ± sign means standard 
deviation of CH4 emissions. 
Name Present RCP 2.6 RCP 8.5 
Alaska 1.0±0.2 2.4±0.4 2.8±0.5 
northern Canada 2.6±0.4 5.8±0.8 7.4±1.0 
northern Europe 1.2±0.2 2.2±0.5 2.4±0.4 





















Figure 4.2. Comparison of the size distribution of the modeled lakes in Kytalyk, Indigirka 
Lowlands, Siberia (lake sizes on a logarithmic scale) between the NHLEM model and 







Figure 4.3. Change ratios of thaw lake areas in the four Arctic regions under two CMIP5 
RCP climate scenarios. Solid lines represent RCP 2.6 simulations and dashed lines 
represent RCP 8.5 simulations. The ratio is the relative increase or decrease of lake areas 





Figure 4.4  Zonal distribution of the modeled present-day thaw lakes by the NHLEM 
model and the mapped lakes underlain by permafrost retrieved from GLWD north of 





Figure 4.5. Annual zonal evolution of the area of the modeled thaw lakes in the pan-
Arctic under two CMIP5 RCP climate scenarios at a 15° resolution. The white color 





Figure 4.6. The projected annual CH4 emissions from all Arctic lakes, all yedoma thaw 
lakes, and all non-yedoma lakes (non-yedoma thaw lakes and non-thaw lakes) and the 
projected cumulative amount of permafrost and non-permafrost carbon mineralization via 
methanogenesis in the pan-Arctic during the 21st century (shaded areas represent the 95% 
percentile confidence region of projections). (a) the projected annual CH4 emissions 
under CMIP5 RCP 2.6, (b) the projected annual CH4 emissions under CMIP5 RCP 8.5, (c) 
the projected cumulative carbon mineralization under CMIP5 RCP 2.6, and (d) the 






Figure 4.7. The projected evolution of the CH4 emissions from pan-Arctic lakes under the 
future climate scenarios: (a) CH4 emissions in 2006, (b) CH4 emissions in 2099 under 
CMIP5 RCP 2.6, (c) CH4 emissions in 2099 under CMIP5 RCP 8.5, and (d) the 






Figure 4.8. Seasonal variations of the CH4 emissions from pan-Arctic lakes in the period 




CHAPTER 5: MAPPING PAN-ARCTIC METHANE EMISSIONS AT HIGH 
SPATIAL RESOLUTION USING AN ADJOINT ATMOSPHERIC 
TRANSPORT AND INVERSION METHOD AND PROCESS-BASED 
WETLAND AND LAKE BIOGEOCHEMICAL MODELS 
5.1 Introduction 
The mixing ratio of CH4 has been two-fold more than a pre-industrial average of 
about 700 ppb (Etheridge et al., 1998), mainly due to the outburst of anthropogenic 
emissions. Although the major sources and sinks of CH4 have been identified (Denman et 
al., 2007), their individual strengths and the causes of the observed concentration trends 
and interannual fluctuations are not well known. For instance, scientists have not yet 
agreed on what caused the leveling off of atmospheric CH4 since the 1980s 
(Dlugokencky et al., 2003; Bousquet et al., 2006; Aydin et al., 2011; Kai et al., 2011; Tan 
and Zhuang, 2012) and the recent rebounding of its growth since 2007 (Rigby et al., 2008; 
Nisbet et al., 2014). 
There are generally two kinds of approaches used to estimate the contribution of 
individual CH4 source or sink to the overall CH4 budget: “bottom-up” and “top-down”. 
Bottom-up estimates are drawn from combining the measurements at specific sites (e.g., 




(e.g. wetlands) with environmental conditions for upscaling calculations (Fung et al., 
1991; Zhuang et al., 2004; Walter et al., 2006; Tan et al., 2015). Top-down estimates use 
in-situ or/and satellite observations of CH4 concentrations representative of large spatial 
scales with a chemical transport model to infer strengths of CH4 sources and sinks 
(Enting, 2002; Bergamaschi et al., 2009). But due to the defects of site-level 
measurements, environmental information, biogeochemical and chemical transport 
models, and CH4 observations, many studies with applying only one of the two 
approaches did not provide confident estimates. In the view of Bayesian theorem, the 
uncertainty of a top-down estimate can be further reduced when it is constrained by any 
bottom-up inference. This method has been successfully employed by dozens of studies 
to estimate global CH4 budget at coarse spatial resolutions (Bergamaschi et al., 2007, 
2009, 2013; Meirink et al., 2008; Cressot et al., 2014; Houweling et al., 2014; Alexe et al., 
2015). But the coarse-resolution inverse models are not sufficient to identify the 
individual strengths of different CH4 sources and CH4 flux hotspots (Fung et al., 1991; 
Wecht et al., 2014b). To address this issue, recently, some regional inverse models at fine 
spatial resolutions were developed (Miller et al., 2013; Wecht et al., 2014b; Thompson et 
al., 2015). For instance, Wecht et al. (2014b) and Turner et al. (2015) have successfully 
used the 0.5° × 0.667° horizontal resolution GEOS-Chem Adjoint model at the North 
America domain to correct the estimates of CH4 emissions from the United States. 
Estimating CH4 emissions from the Arctic is important for understanding global 
carbon cycle because considering the huge storage of the Arctic permafrost soil carbon 




emissions (Zhuang et al., 2006; Walter et al., 2007; Koven et al., 2011). Natural sources 
dominate the Arctic CH4 inventory (Fisher et al., 2011), e.g. wetlands (McGuire et al., 
2012), lakes (Walter et al., 2006; Bastviken et al., 2011), sea shelf (Shakhova et al., 2013) 
and ocean (Kort et al., 2012). As the variables affecting natural CH4 production 
(methanogenesis) and oxidation (methanotrophy) are notoriously heterogeneous, the 
estimates of the CH4 emissions from the Arctic are still poorly constrained even with 
decades of site-level and model studies (Zhuang et al., 2004; Bastviken et al., 2011; 
Schuur et al., 2015; Tan and Zhuang, 2015a; Tan and Zhuang, 2015b). Thus, it is 
valuable to employ a regional high-resolution inverse model with assimilating well 
evaluated satellite and surface measurements to constrain Arctic CH4 emissions. Realistic 
prior fluxes are critical to resolve the ill-posed problem of trace gas inversions (Kaminski 
and Heimann, 2001). Because wetland emissions are likely the largest Arctic CH4 source, 
it should be necessary to test the sensitivity of the optimized CH4 emissions to the initial 
wetland CH4 fluxes. CH4 emissions from lakes have never been included in the previous 
global or regional inverse studies of CH4 budget. But for the Arctic, recent studies 
indicated that this source could be comparable to the CH4 emissions from wetlands 
(Walter et al., 2006 and 2007; Bastviken et al., 2011; Tan and Zhuang, 2015a). It is vital 
to include the CH4 emissions from Arctic lakes into prior CH4 fluxes in the high-
resolution inverse model. 
In this study, I use the adjoint of a 3-D chemical transport model at high spatial 
resolution with the integration of both process-based wetland and lake biogeochemical 




emissions from the pan-Arctic for the period of July 2004–June 2005. Section 2 describes 
the satellite and surface CH4 observations that are used to infer CH4 fluxes and validate 
the estimates. Section 3 describes the details of the biogeochemical and chemical 
transport models and the adjoint method. The biogeochemical models for wetland and 
lake emissions are discussed in Section 3.1. The chemical transport model, the other prior 
CH4 emissions and the nested Arctic grid are discussed in Section 3.2. The adjoint 
method and its setup are discussed in Section 3.3. Section 4 presents the optimized CH4 
emissions and its validation. 
5.2 Observations 
5.2.1 Satellite Observations 
Space-borne observations of atmospheric CH4 concentrations provide a resource 
for constraining CH4 emissions as they deliver dense and continuous coverage 
unachievable by surface networks or aircraft campaigns (Bergamaschi et al., 2007). CH4 
has been retrieved from nadir satellite measurements of solar backscatter in the shortwave 
infrared (SWIR) and terrestrial radiation in the thermal infrared (TIR). SWIR retrievals 
are available from SCanning Imaging Absorption spectroMeter for Atmospheric 
CHartogrphY (SCAMACHY) for 2003–2012 (Frankenberg et al., 2006, 2008, 2011) and 
Greenhouse Gases Observing SATellite (GOSAT) for 2009 to present (Parker et al., 
2011). TIR retrievals are available from Atmospheric Infrared Sounder (AIRS) for 2002 
to present (Xiong et al., 2008) and Tropospheric Emission Spectrometer for 2004–2011 
(Worden et al., 2012). Within these instruments, SWIR retrievals were used in 




2013; Cressot et al., 2014; Houweling et al., 2014; Alexe et al., 2015) because they can 
provide column concentrations with near-uniform vertical sensitivity down to the surface. 
SCIAMACHY on board the European Space Agency’s environmental research 
satellite ENVISAT retrieves the column-averaged CH4 mixing ratio (XCH4) from the 
SWIR nadir spectra (channel 6: 1.66–1.67 μm) using the IMAP-DOAS algorithm 
(Frankenberg et al., 2006, 2008, 2011). The satellite operates in a near polar, sun-
synchronous orbit at an altitude of 800 km with a local equator crossing time of 
approximately 10:00 am. At channel 6, the ground pixel size of SCIAMACHY is about 
30 km (along-track) times 60 km (across-track). I use the version 6.0 proxy CH4 
retrievals from Frankenberg et al. (2011) that provide a weighted column average dry-
mole fraction of CH4 with 10-layer averaging kernels and prior CH4 profiles. The 
averaging kernels show near-uniform vertical sensitivity in the troposphere and declining 
sensitivity above the tropopause (Butz et al., 2010). Some auxiliary data, e.g. air mass 
factor AF, water column density and dry air column density, are also published with the 
IMAP-DOAS v6.0 XCH4 product. AF is defined as 1 cos 1 cos  , where θ is the solar 
zenith angle and ξ is the reviewing angle of the satellite. The estimated single-retrieval 
precision is scene-dependent and averages roughly 1.5% or 25 ppb (Frankenberg et al., 
2011). With this order of instrument precision, SCIAMACHY cannot resolve day-to-day 
variability of emissions but can strongly constrain a multi-year average. The retrieval in 
SCIAMACHY firstly calculates the CH4 total column density ΩCH4 (molecules cm
-2
) by 










where ω is the true 10-layer sub-column densities of CH4 on a vertical grid, ΩA is the 
corresponding a priori CH4 total column density, and a is an averaging kernel vector that 
defines the sensitivity of the retrieved total column to each sub-column in ω. To account 
for the impact of aerosol scattering and instrument effects on the observed light path, 
Frankenberg et al. (2006) used the CO2 column density ΩCO2 as a proxy to normalize and 
convert ΩCH4 to a column mixing ratio XCH4 (ppb): 
 
4 24 CH CO 2
XCH XCO   ,   (5.2) 
where XCO2 is the column-weighted mixing ratio of CO2. CO2 is used as a proxy because 
it is retrieved in a spectrally neighboring fitting window, it has similar sensitivity of 
instrument at height levels where the largest deviation from the expected light path occur, 
and its mixing ratio is known with much higher precision than CH4. 
As general retrieval quality deteriorates after November 2005 due to higher noise 
in most important detector pixel (Frankenberg et al., 2011), only observations during the 
period of January 2003 to October 2005 are used. Additionally, the quality of 
SCIAMACHY observations is controlled by a filtering scheme that only allows daytime, 
land and cloud free or partial cloud observations with good fitting accuracy for data 
assimilation (http://www.temis.nl/climate/docs/TEMIS_SCIA_CH4_IMAPv60_PSD
_v2_6.pdf). Further, a surface elevation filter is adopted to filter out observations that are 
different from the model grids at surface altitude by more than 250 m (Bergamaschi et al., 
2009; Alexe et al., 2015). This filtering process ensures that the atmospheric columns 




outliers that may have a large impact on the inversion, any XCH4 retrievals of less than 
1500 ppb or larger than 2500 ppb are discarded (Alexe et al., 2015). 
The importance of bias correction of satellite retrievals before assimilation has 
been emphasized in many past studies (Bergamaschi et al., 2007, 2009, 2013; Cressot et 
al., 2014; Houweling et al., 2014; Wecht et al., 2014b; Alexe et al., 2015; Turner et al., 
2015). These methods relied on optimizing a regression between a proxy parameter, i.e. 
latitude, air mass factor and specific humidity, and the retrieval bias. Air mass factor was 
chosen because of the co-variation of spectroscopic errors with the sampled air mass and 
residual aerosol errors (Cressot et al., 2014; Houweling et al., 2014) and specific 
humidity was chosen because water vapor was regarded as the cause of SCIAMACHY 
seasonal bias that lag variations in solar zenith angle (Houweling et al., 2014). Many 
studies used the seasonal and latitudinally varying functions for bias correction because it 
can represent the changes in both solar zenith angle and climate variables (Bergamaschi 
et al., 2007, 2009, 2013). But it is likely that the retrieval bias can be better parameterized 
if the effects of air mass change and climate system change can be accounted for together. 
Thus, I compare the performance of three traditional one-proxy strategies (latitude φ, air 
mass factor AF, specific humidity HS) and two new two-proxy strategies (latitude + 
humidity, air mass factor + humidity) to find the optimal way to do bias correction (Table 
1). The bias correction method that gives the least disparity between measurements and 
model will be used. The used specific humidity is retrieved from the European Centre for 
Medium-Range Weather Forecasts (ECMWF)’s ERA-20C reanalysis product 




surface and 3 km altitude (Houweling et al., 2014). And the air mass factor and central 
latitude of CH4 retrievals are directly available in the SCIAMACHY IMAP v6.0. For bias 
correction, I first optimize the GEOS-Chem 4-D CH4 state from the inversion using 
surface measurements and then sample values at the location and time of the 
SCIAMACHY observations and with local averaging kernels applied. The difference 
between SIAMACHY measurements and the GEOS-Chem values (Fig. 5.3a) is regressed 
with proxy factors to obtain the optimal bias correction. As suggested by Turner et al. 
(2015), I regard grid squares between 50°S and 50°N with residual standard deviation 
(RSD) in excess of 20 ppb to be dominated by model bias in prior emissions and thus 
exclude them in making the regression of model-data difference to proxy variable. All 
satellite measurements with low precisions (relative precision error > 3%) are removed 
from analysis. Unlike Bergamaschi et al. (2009), I will not further optimize bias 
correction functions in the inversion cycle because such an optimization could make bias 
correction functions account for uncertainties out of their interest, e.g. local CH4 flux 
hotspots (Houweling et al., 2014). In the experiment period, all bias correction functions 
are updated monthly. As shown in Table 5.1, within single proxy correction methods, the 
latitude only correction performs the best when evaluated by the reduction of mean 
absolute difference of GEOS-Chem and SCIAMACHY column mixing ratio. Further, the 
“latitude only” method is only slightly less accurate than the best correction method 
“latitude + humidity” in the test. It implies that the latitude polynomial correction used in 
the most of previous CH4 inversions is appropriate. This test also indicates that air mass 
factor and humidity have more independence in defining the satellite bias and thus could 




best, I chose to reduce the SCIAMACHY bias by updating the bias function 
2
0 11 12 21 Sp p p p H     monthly in the study. After removing the bias, I estimated the 
error variances of SCIAMACHY observations using a relative residual error (RRE) 
method of Heald et al. (2014), as shown in Fig. 5.3b. Fig. 5.3d indicates that the 
correction greatly reduces the model-satellite difference in the tropical areas of America, 
Africa and South Asia and also reduces the difference in Australia and some areas of the 
United States. And the consistence of GEOS-Chem and SCIAMACHY XCH4 is 
improved at the global scale (Fig. 5.3c). But as the difference in East Asia has opposite 
latitude dependence from that in other areas of the same latitude (Fig. 5.3a), the 
correction deteriorates the model-satellite agreement (Fig. 5.3d). 
5.2.2 Surface Observations 
The NOAA/ESRL Carbon Cycle Cooperative Global Air Sampling Network 
provides high-precision measurements of the surface atmospheric CH4 concentrations 
(Dlugokencky et al., 2014). CH4 measurements in the network have undergone a uniform 
calibration against the NOAA 2004 CH4 standard scale (Dlugokencky et al., 2005). Due 
to the coarse resolution of the GEOS-Chem model, I include only marine and continental 
background sites and exclude stations that locate near the coast or are strongly influenced 
by sub-grid local sources, as listed in Table 5.2 and presented in Fig. 5.1. The flask 
samples in the NOAA/ESRL network that were taken from regular ship cruises in Pacific 
Ocean serve to validate simulated surface mixing ratios of global inversions over the 
remote ocean and downwind the continental sources (Alexe et al., 2015). The 




error (~0.2%) and representation error. I use the standard deviation of CH4 residuals 
observed at the NOAA/ESRL network from the simulated using GEOS-Chem as a proxy 
for the presentation error. The CH4 residual is calculated by subtracting the simulated or 
observed CH4 by a fitted polynomial trend (Masarie and Tans, 1995). 
5.2.3 Aircraft Campaign Observations 
The modeled CH4 vertical profiles in the troposphere are validated by the Global 
Greenhouse Gas Reference Network’s aircraft program operated by the NOAA/ESRL 
laboratory (http://www.esrl.noaa.gov/gmd/ccgg/aircraft/data.html). In the aircraft 
campaign, CH4 was routinely collected using 0.7 L silicate glass flasks on planned flights 
with maximum altitude limits of 300–350 hPa. The sampling vertical resolution is up to 
400 m in the boundary layer and all samplings were analyzed by the NOAA/ESRL 
laboratory in Boulder, Colorado. Table 5.3 lists the locations and profiles used in 
validation. Their locations are also shown in Fig. 5.2. 
5.3 Modeling 
I optimize CH4 emissions in the pan-Arctic on the basis of SCIAMACHY and 
NOAA/ESRL observations using the adjoint of a 3-D chemical transport model, adjusting 
a priori emission field in order to minimize the difference in atmospheric CH4 between 




5.3.1 Wetland and Lake CH4 Emissions 
As illustrated by Bergamaschi et al. (2007), the CH4 emissions estimated by 
inverse modeling can be sensitive to the choice of the initial wetland CH4 inventory. To 
assess this sensitivity, I use the estimated wetland CH4 emissions from six different 
wetland biogeochemical models (CLM4Me, DLEM, LPJ-Bern, LPJ-WSL, ORCHIDEE 
and SDGVM) to setup the inverse model. All wetland CH4 simulations follow the same 
simulation protocol of WETland and Wetland CH4 Inter-comparison of Models Project 
(WETCHIMP) (Melton et al., 2013; Wania et al., 2013). Melton et al. (2013) 
demonstrated that the difference of these estimates is primarily caused by the model 
distinction in CH4 biogeochemistry and wetland hydrology. The estimated annual CH4 
fluxes from wetlands are in the range of 121.7–278.1 Tg yr
-1
: the largest in ORCHIDEE 
and the smallest in DLEM (Fig. 5.4 and Table 5.4). As shown in Fig. 5.4, CH4 fluxes 
from wetlands are the highest in tropical regions (e.g., Amazon, Southeast Asia and 
Tropical Africa) where extensive floodplains and warm environment coexist. CH4 fluxes 
are also prominent in Canada where wetlands can cover over 50% of land in some areas 
(Lehner and Döll, 2004). For the Arctic, the estimated annual CH4 fluxes from wetlands 
are in the range of 11.4–25.6 Tg yr
-1
: the highest in CLM4Me and the lowest in DLEM 
(Fig. 5.5 and Table 5.5). In these models, wetland CH4 fluxes in northern high latitudes 
are mainly controlled by the modeled or mapped wetlands (Melton et al., 2013). Fig. 5.5 
indicates that there is some consistency in these models in simulating wetland hydrology, 
as nearly all models infer high CH4 fluxes in West Siberia Lowlands, Finland and 




before 2004 only wetland CH4 emissions from LPJ-WSL are used in the inverse model 
because when using the non-optimized LPJ-WSL wetland emissions as a prior (Fig. 5.6), 
the GEOS-Chem modeled atmospheric CH4 can best fit with the GLOBALVIEW-CH4 
data (GLOBALVIEW-CH4, 2009). 
CH4 emissions from pan-Arctic lakes are simulated with a one-dimension 
process-based lake biogeochemical model (bLake4Me). The bLake4Me model explicitly 
parameterizes the control of temperature and substrate availability on methanogenesis, 
the control of temperature and oxygen level on methanotrophy and the transport of 
gaseous CH4 by diffusion and ebullition. The model also includes two thermal modules, 
governing the heat transport and water phase change in both lake water and sediments 
and the mixing of lake water. The detailed model description and evaluation were given 
by Tan et al. (2015). The model applications in estimating CH4 emissions from all lakes 
north of 60°N were described by Tan and Zhuang (2015a and 2015b). On average, the 
estimated CH4 emissions from pan-Arctic lakes during the studied period are 
approximately 11 Tg CH4 yr
-1
, shown as “Lake” in Fig. 5.5. 
5.3.2 GEOS-Chem Model 
The atmospheric CH4 is simulated by the GEOS-Chem v9-01-03 (http://acmg.seas.
harvard.edu/geos/index.html), a global 3-D chemical transport model (Bey et al., 2001). 
GEOS-Chem could be driven by either GEOS-4 or GEOS-5 meteorological (met) data 
from NASA’s Global Modeling Assimilation Office (GMAO). As GEOS-5 is available 
only from December 2003, in the study I use GEOS-4 met data from 1993 to 2005 for 




data from 2004 to 2005 for inverse simulations when both SCIAMACHY and surface 
measurements are assimilated. Both the GEOS-4 and GEOS-5 met data have the 
horizontal resolution of 1/2° latitude × 2/3° longitude and 6-hour temporal resolution. 
There are 55 and 72 hybrid sigma-pressure levels extending from earth surface to 0.01 
hPa for the GEOS-4 and GEOS-5 met data respectively. To simulate regional 
atmospheric CH4, the GEOS-Chem community has developed a new regional scale 
version of the model, called the nested-grid GEOS-Chem (Wecht et al., 2014a). In the 
nested-grid GEOS-Chem, the model can be run at the same resolution as the met data 
rather than the coarse resolution 4° × 5°. Different from the regular GEOS-Chem, the 
nested-grid model has not integrated algorithms to handle atmosphere advection near to 
North and South Poles (Lin and Rood, 1996). To avoid polar grid boxes, I crop the native 
1/2° × 2/3° resolution GEOS-5 met data into the following window region (180°W–
180°E and 80°N–56°N) for the nested Arctic grid. For the nested grid, its 3-hour 
boundary conditions are generated from the same period GEOS-Chem 4° × 5° resolution 
global scale forward runs. 
The GEOS-Chem CH4 simulation was originally introduced by Wang et al. (2004) 
and updated by Pichett-Heaps et al. (2011). As described by Wecht et al. (2014b), the 
prior anthropogenic sources, including oil/gas production, coal mining, livestock, waste 
treatment, rice paddies, biofuel burning and other processes, are extracted from Emission 
Database for Global Atmospheric Research v4.2 (EDGAR4.2) with 0.1° × 0.1° resolution 
and no seasonality (European Commission, Joint Research Centre/Netherlands 




burning are obtained from the study of Fung et al. (1991) and daily Global Fire Emissions 
Database Version 3 (GFED3) (van der Werf et al., 2010), respectively. CH4 emissions 
from wetlands and lakes are from the model simulations described in Section 3.1. 
Atmospheric CH4 is mainly destructed by tropospheric oxidation with OH, computed 
using a 3-D OH climatology of monthly average concentrations from a previous 
simulation of tropospheric chemistry (Park et al., 2004). The global mean pressure-




. For minor sinks, 
CH4 uptake by upland soils is derived from Fung et al. (1991) and CH4 oxidation in the 
stratosphere is calculated from the archived CH4 loss frequency described by Murray et al. 
(2012). The resulting atmospheric lifetime of CH4 is 8.9 years, consistent with the 
observational constraint of 9.1±0.9 years (Prather et al., 2012). I regrid and crop the 
anthropogenic and natural CH4 emissions in EDGAR4.2, GFED3 and Fung et al. (1991) 
into the nested Arctic domain by using the Harvard-NASA Emissions Component 
(HEMCO) software (Keller et al., 2014), marked as “other” in Fig. 5.5. Compared to CH4 
emissions from Arctic wetlands and lakes, these sources are pretty small (~3.2 Tg yr
-1
). 
5.3.3 Inversion Method 
Atmospheric inversion is a method using observations of atmospheric gases from 
air-borne or space-borne instruments or ground stations as constraints to estimate gas 
surface fluxes. The inverse problem can be characterized by solution of 
   y xF ,     (5.3) 
where y is a vector of observations, x is a state vector, F is a model operator that maps 




contributions from model error, representation error (sampling mismatch between 
observations and the model) and measurement error. In this study, F represents the 
GEOS-Chem forward model, x represents CH4 emissions to be constrained, and y 
includes both SCIAMACHY and NOAA/ESRL observations. 
By applying Bayesian theorem and assuming Gaussian errors, the inverse 
problem shown in Eq. (5.3) can be solved by minimizing the cost function J(x) that 
measures deviations from both prior assumptions and observations: 
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x x y C x y x x C x xJ F F , (5.4) 
where x0 is the a priori estimate of x, Cd is the observational error covariance matrix, and 
0x
C  is the parameter error covariance matrix (containing the uncertainties of the 
parameters and their correlations). After linearizing the operator F by a Jacobian matrix 
A, the resulting maximum a posteriori solution for the state vector ( x̂ ) and its associated 
error covariance ( ˆ xC ) can be calculated by (Rodgers, 2000): 













ˆ = +x xC A C A C .    (5.6) 
The algorithm is fulfilled with the GEOS-Chem adjoint model, developed by Henze et al. 
(2007) and previously applied to CO, CO2 and CH4 source inversions (Jiang et al., 2011; 
Deng et al., 2014; Wecht et al., 2014b). The GEOS-Chem adjoint model is a 4DVAR 
inverse modeling system that allows optimization of a very large number of parameters 
using at the same time very large sets of observational data, such as satellite data. Rather 




scale factors of true emissions relative to the prior at each grid cell to avoid negative 
emissions.  
For prior emissions, the uncertainties are set as 100% in each grid box and the 
spatial correlation is set as an e-folding function with correlation lengths of 500 km at the 
global coarse resolution and of 300 km at the nested grid resolution (Bergamaschi et al., 
2009). Following Turner et al. (2015), I construct time-dependent boundary conditions 
for the nested simulations of the adjoint model from the forward model at 4° × 5° 
horizontal resolution using the posterior emissions derived above. This is different from 
the method of Wecht et al. (2014b) in which both emissions and boundary conditions 
were optimized iteratively. The optimization of the scale factors of true emissions to the 
prior is run iteratively by at least 40 times until the reduction of the cost function 
becomes less than 0.5% (Wecht et al., 2014b). I run the optimization in three steps. At 
first, by assimilating only surface measurements, a global inversion using the LPJ-WSL 
wetland scheme is run from 1993 to 2005. This inversion serves to provide the optimized 
CH4 fields for the calculation of bias correction functions and the next step inversions as 
initial conditions. Then, I run six global inversions using the wetland schemes described 
in Section 5.3.1 at two time windows: 2004/01–2004/12 and 2004/07–2005/06. In these 
global inversions, both surface and SCIAMACHY measurements are assimilated. The 
inverse at the 1
st
 time block servers as a spin-up period and the analysis time period is 
from July 2004 to June 2005 (Deng et al., 2014; Alexe et al., 2015). Besides the estimates 
of global CH4 fluxes, the global inversions can provide boundary conditions for nested 




0.666° resolution to optimize Arctic CH4 emissions. The modeling period is from June 24, 
2004 to June 30, 2005 and the real analysis time is from July 1, 2004 to June 30, 2005. 
As described by Wecht et al. (2014b), observations in the first week are not assimilated. 
5.4 Results and Discussion 
5.4.1 Optimized Global CH4 Emissions 
As shown in Fig. 5.7, the simulated global and regional CH4 fluxes exhibit strong 
seasonal variability during 1993 and 2005, which is mainly driven by the sensitivity of 
methanogenesis in natural sources to temperature (e.g. wetlands). During this period, 
there are prominently positive CH4 flux anomalies in 1994 (+27.4 Tg CH4) and 1998 
(+34.6 Tg CH4), and prominently negative anomalies in 1997 (-18.4 Tg CH4), 2001 (-
20.5 Tg CH4) and 2005 (-22.3 Tg CH4). The 1998 CH4 flux peak has been documented in 
many studies (Dlugokencky et al., 2001; Rigby et al., 2008). Dlugokencky et al. (2001) 
attributed the growth to an increase in the imbalance between CH4 sources and sinks 
equal to ~24 Tg CH4 and suggested that an increase of wetland source (11.6 Tg CH4 from 
wetlands north of 30°N and 13 Tg CH4 for tropical wetlands) and a severe fire year in 
boreal regions (5.7 Tg CH4 from burned forest and peat land) could contribute the 1998 
anomaly. However, according to Fig. 5.7, wetlands only contributed a small amount of 
emission increase during 1998 (~9.1 Tg CH4) and most of increment was from other 
sources (e.g., biomass burning) in tropical and high-latitude regions. This finding is 
consistent with the claim of Langenfelds et al. (2002) that two CH4 emission pulses in 
1994 and 1998 could be linked with large biomass burning events in tropical and boreal 






, slightly lower than the estimate of 549±7 Tg CH4 yr
-1
 (Dlugokencky et al., 1998). 
During 1993–2005, there are no visible trends for wetland emissions in tropical, northern 
mid-latitude and northern high-latitude regions. Also, the annual mean of global CH4 
fluxes nearly did not change between 1993 and 2004, coinciding with the leaving off of 
CH4 growth rate since the 1990s (Dlugokencky et al., 1998 & 2003). Some studies 
claimed that the evolution of the CH4 mixing ratio was a result of long-term reduction in 
agricultural emissions (i.e. rice paddies) or another microbial source within the Northern 
Hemisphere (Kai et al., 2011). In Fig. 5.7b, the long-term decline of CH4 fluxes from 
tropical non-wetland sources seems to provide some support to this explanation. 
The optimized global CH4 fluxes using both NOAA/ESRL and SCIAMACHY 
measurements and different initial wetland scenarios are shown in Fig. 5.8 and also listed 
in Table 5.4. It is interesting that while the CH4 fluxes in six wetland scenarios are 
different in a wide range (471.5–627.8 Tg CH4 yr
-1
), the global total of the optimized CH4 
fluxes converge into a very narrow zone (496.4–511.5 Tg CH4 yr
-1
). Apparently, the used 
observations can provide sufficient constraints to pull the total value away from their 
prior value in Eq. 5.5. In opposite, as measurements are still not enough at regional scales, 
the differences of the optimized fluxes on the TransCom3 land regions are much larger 
(Table 5.4). There have been many studies that assimilated surface and/or satellite 
measurements into a chemical transport inverse model to constrain global CH4 fluxes. 
For instance, using the same measurements, Bergamaschi et al. (2009) estimated that in 
2004 the total amount of CH4 fluxes at the globe, tropical area (30°S–30°N), northern 






, 323.5 Tg CH4 yr
-1
, 172.8 Tg CH4 yr
-1
 and 10.4 Tg CH4 yr
-1
, respectively. 
Besides the global CH4 fluxes, those large-scale estimates in Bergamaschi et al. (2009) 
are also close to my calculations: 284.5–319.6 Tg CH4 yr
-1
 (tropical), 165.3–206.6 Tg 
CH4 yr
-1
 (northern extratropical) and 10.0–13.9 Tg CH4 yr
-1
 (southern extratropical). This 
consistence reflects the robustness of the inverse models and also the bias correction 
method for SCIAMACHY. In contrast to Bergamaschi et al. (2009), my inversions tend 
to allocate more emissions into extratropical regions and thus the tropical total (SATr + 
NAF + SAF + TrA) of the six inversions are in the range of 114.1–169.7 Tg CH4 yr
-1
 that 
is much lower than their estimate of 203.2 Tg CH4 yr
-1
. The most likely reason is the over 
correction of SCIAMACHY bias in tropical regions. The posterior CH4 fluxes from 
wetlands in four scenarios (Bern, CLM4Me, SDGVM and WSL) are close to the estimate 
(~161 Tg CH4 yr
-1
) of Anthony Bloom et al. (2010) for the period of 2003–2007 with the 
use of Methane and Gravity Spaceborne Data to constrain large-scale methanogenesis. 
My estimates are also close to the inferred CH4 emissions (175±33 Tg CH4 yr
-1
) from 
natural wetlands by Kirschke et al. (2013). By using artificial neural networks, Zhu et al. 
(2013) estimated that from 1990 to 2009 the annual wetland CH4 sources from the 
northern high latitudes (>45°N) is in the range of 44.0–53.7 Tg CH4 yr
-1
, agreeing with 
the estimates of Bern, CLM4Me and SDGVM. 
The renewed growth of atmospheric CH4 since 2007 has been observed by several 
studies (Rigby et al., 2008; Dlugokencky et al., 2009; Nisbet et al., 2014). According to 
Nisbet et al. (2014), the growth rate on global average is about 6 ppb yr
-1
. When 




the estimated global CH4 fluxes during 2010–2011 should be at most 49.5 Tg larger than 
the estimated during 2004–2005. And this claim is supported by the difference of the 
optimized global CH4 fluxes between this study and Alexe et al. (2015). As listed Table 
5.4, the estimate in Alexe et al. (2015) is 29–44.1 Tg larger than my inversions. The 
higher CH4 fluxes after 2007 are also demonstrated by other top-down studies. For 
instance, the recent estimates of the total posterior emission in Turner et al. (2015), 
Cressot et al. (2014) and Kirschke et al. (2013) are 539 Tg CH4 yr
-1







 Tg CH4 yr
-1
, respectively. In addition, by assimilating SCIAMACHY CH4, 
Houweling et al. (2014) indicated that the difference in global CH4 emissions between 2-
year period before and after July 2006 was at 27–35 Tg CH4 yr
-1
 (Houweling et al., 2014) 
and the global value was close to 500 Tg CH4 yr
-1
 in 2004, consistent with my estimates. 
In contrast, this value was 510.6±18.4 Tg CH4 yr
-1
 for the period June 2009–December 
2010 in the inverse experiment of Fraser et al. (2013) involving GOSAT measurements, 
probably an overestimate.  
As shown in Fig. 5.8a, the highest CH4 flux located in China, Southeast Asia, 
North America and Europe where either extensive wetlands or anthropogenic sources 
exist. And all inversions listed in Table 5.4 point out that the Eurasian temperate zone, 
including China, North America and Europe, emitted much higher CH4 than other regions, 
showing the dominance of anthropogenic sources in global CH4 inventory. Fig. 5.8c 
demonstrates that in my inversions, CH4 emissions from China, Amazon basin and 
Eurasian boreal region are reduced (scale factor < 1) and the emissions in Europe and 




caused by the constraint of measurements but the impact of satellite bias correct also 
exists. Thus, the distribution of emissions is significantly different in three studies (Table 
5.4). 
5.4.2 Optimized Arctic CH4 Emissions 
Unlike the optimized global CH4 emissions, the optimized Arctic CH4 emissions 
do not converge to a narrow range and the posterior fluxes are strongly influenced by the 
initial wetland emissions (Fig. 5.9 and Table 5.7). It implies that surface and satellite 
measurements do not provide sufficient constrains to the cost function to pull out the 
optimized emissions away from the initials in Eq. (5.5). The lack of convergence seems 
to be mainly caused by the under constraint of wetland CH4 fluxes and specifically in 
Siberia. The estimated Arctic flux (14.6–30.4 Tg CH4 yr
-1
) is the 29.2-60.8% of the 
estimated emission (50 Tg CH4 yr
-1
) from high-latitude Northern Hemisphere (> 50°N) 
by the inverse modeling of Monteil et al. (2013). My tests demonstrate that the CH4 
emissions from wetlands, lakes and other sources are overestimated by the 
biogeochemical models and EDGAR4.2. In contrast to wetlands and other sources, 
except for the ORCHIDEE scenario, all posterior estimates of CH4 emissions from Arctic 
lakes are above 7 Tg CH4 yr
-1
, which is near to the lower bound of the estimate (7.1 Tg 
CH4 yr
-1
) in Bastviken et al. (2011) by the upscaling of site-level observations. Although 
there is on average 40% reduction of the bLake4Me modeled fluxes, this value (~7.6 Tg 
CH4 yr
-1
) is still much higher than the previous estimate of ~4 Tg CH4 yr
-1
 in Gao et al. 
(2013). Thus, my study supports the importance of Arctic lakes in the carbon cycle of 




lakes in Alaska, northern Canada, northern Europe and northern Siberia are 1.0 Tg CH4 
yr
-1
, 3.1 Tg CH4 yr
-1
, 0.6 Tg CH4 yr
-1
 and 2.8 Tg CH4 yr
-1
, respectively. They correspond 
to 1.2 Tg CH4 yr
-1
, 5.0 Tg CH4 yr
-1
, 0.6 Tg CH4 yr
-1
 and 5.0 Tg CH4 yr
-1
 in Tan and 
Zhuang (2015a) without optimization. Apparently, CH4 fluxes from Canadian 
thermokarst lakes and Siberian yedoma thermokarst lakes are adjusted downward. For 
Europe, Saarnio et al. (2009) estimated that lakes are a CH4 source of 1.48 Tg CH4 yr
-1
 
and thus CH4 fluxes from lakes in northern Europe (>60°N) could constitute 40% of CH4 
fluxes from European lakes. Laurion et al. (2010) obtained that the annual diffusive CH4 
flux from Canadian thaw ponds was 1.0 Tg CH4. Considering the higher area of thaw 
lakes than of thaw ponds, my estimate of 3.1 Tg CH4 yr
-1
 should be credible. 
Arctic tundra is regarded as an important source of CH4 in the northern high 
latitudes. By using process-based models and atmospheric CH4 observations, McGuire et 
al. (2012) estimated that Arctic tundra is a source of CH4 to the atmosphere of 25 Tg CH4 
yr
-1
. And by using the TM5-4DVAR inverse model with SCIAMACHY and 
NOAA/ESRL observations, Alexe et al. (2015) estimated that CH4 emissions in the 
Arctic are 18.2 Tg CH4 yr
-1
. My estimates (8.8–20.4 Tg CH4 yr
-1
) are closer to the claim 
of Alexe et al. (2015). Regionally, when excluding the ORCHIDEE scenario, the mean 
annual CH4 fluxes from wetlands in Alaska, northern Canada, northern Europe and 
northern Siberia are 1.0 Tg CH4 yr
-1
, 3.3 Tg CH4 yr
-1
, 4.2 Tg CH4 yr
-1
 and 5.8 Tg CH4 yr
-
1
, respectively. The estimated total CH4 flux in Alaskan wetlands is much lower than the 
inference (4.1 Tg CH4 yr
-1
) of Lu and Zhuang (2012) for the Alaskan Yukon River basin 




scale hydrology and also lower than the estimate (~3 Tg CH4 yr
-1
) of Zhuang et al. (2007) 
for Alaska. As European wetlands dominantly locate in the northern area, my estimate for 
northern Europe is close to the inference of 3.6 Tg CH4 yr
-1
 by Saarnio et al. (2009). As 
discussed, CH4 fluxes in Siberia are not well constrained and in the wide range of 2.0–
12.7 Tg CH4 yr
-1
, which is much lower than the annual mean CH4 flux (21.63 ± 5.25 Tg 
CH4 yr
-1
) in 2005–2010 estimated for the whole Siberia by Kim et al. (2012). 
5.4.3 Method Evaluation 
Fig. 5.10 shows the difference of the modeled and observed CH4 mixing ratios at 
NOAA ship cruise stations and aircraft campaign sites before and after global 
optimization. Apparently, for most of scenarios, the assimilation of measurements 
improves the modeled CH4 mixing ratio at both marine and inland boundary layers and 
free troposphere. Specifically, the CLM4Me scenario performs the best in the validation 
(its reduction is more than 10 ppb). Considering its consistence on the estimates of global 
and wetland CH4 fluxes described in Section 4.1, the spatial pattern of CH4 fluxes 
produced by the CLM4Me model could be more realistic at the global scale. 
Fig. 5.11 shows the comparison of the modeled CH4 mixing ratios to the aircraft 
measured CH4 profiles at Poker Flat, Alaska before and after the nested grid optimization 
is done. The reduction of the difference by nested-grid optimization is not as apparent as 
Fig. 5.10, implying the lack of high-precision measurements to constrain the models. 
Within the tests, only the DLEM scenario produces the near to 10 ppb reduction. It 
indicates that CH4 fluxes from Siberian wetlands could be not as strong as what earlier 





In the study, I used a nested-grid high-resolution chemical transport inverse model 
for the Arctic domain to constrain the CH4 emissions from Arctic wetlands, lakes and 
anthropogenic sources. The sensitivity of the CH4 emissions to different initial wetland 
flux scenarios is also tested. With assimilating NOAA/ESRL and SCIAMACHY 
measurements, I estimate that the mean CH4 fluxes in the globe during July 2004–June 
2005 are in the range of 496.4–511.5 Tg CH4 yr
-1
 and the mean CH4 fluxes from global 
wetlands for the period are in the range of 130.0–203.3 Tg CH4 yr
-1
, both of which are 
consistent with some widely accepted estimates. Relatively, the posterior CH4 fluxes in 
the Arctic are sensitive to the initial CH4 fluxes, especially in Siberia. But the posterior 
CH4 fluxes from Arctic lakes are still converged into a narrow range, except for the 
ORCHIDEE scenario. The average estimate of ~7.6 Tg CH4 yr
-1
 for Arctic lake source 
demonstrates the importance of the inland water to the regional carbon cycle. The 
average CH4 fluxes from lakes in Alaska, northern Canada, northern Europe and northern 
Siberia are estimated as 1.0 Tg CH4 yr
-1
, 3.1 Tg CH4 yr
-1
, 0.6 Tg CH4 yr
-1
 and 2.8 Tg CH4 
yr
-1
, respectively. The constrained CH4 fluxes from Arctic wetlands are lower than most 
of the earlier studies. The mean annual CH4 fluxes from wetlands in Alaska, northern 
Canada, northern Europe and northern Siberia are 1.0 Tg CH4 yr
-1





 and 5.8 Tg CH4 yr
-1
, respectively. The validations with independent datasets 






Tables and Figures 
Table 5.1. Summary of bias correction methods and the mean absolute satellite-model 
difference (ppb) in the period of 2003-2005 before and after applying bias correction. 
Mean absolute difference is the absolute of the mean difference between the modeled and 
the measured CH4 mixing ratios. 





No correction  9.271 
Latitude only 
2
0 1 2p p p     6.305 
Air mass factor only 0 1 Fp p A   7.071 
Humidity only 0 1 Sp p H  6.786 










  6.230 
Air mass factor + Humidity 0 11 21F Sp p A p H    6.396 
*
0p , 1p , 2p , 11p , 12p  and 21p  are regression parameters. AF is air mass factor, φ is 











Table 5.2. NOAA/ESRL stations used in the inversion (their locations are shown in Fig. 5.1). 
Station ID Latitude Longitude Altitude [m] Station Name 
ALT 82.45 -62.52 210.0 Alert, Nunavut, Canada 
ZEP 78.90 11.88 475.0 Ny-Alesund, Svalbard (Spitsbergen), Norway and Sweden 
SUM 72.58 -38.48 3238.0 Summit, Greenland 
BRW 71.32 -156.60 11.0 Barrow, Alaska, USA 
ICE 63.34 -20.29 127.0 Heimay, Vestmannaeyjar, Iceland 
CBA 55.20 -162.72 25.0 Cold Bay, Alaska, USA 
SHM 52.72 174.10 40.0 Shemya Island, Alaska, USA 
UUM 44.45 111.10 914.0 Ulaan Uul, Mongolia 
NWR 40.05 -105.58 3526.0 Niwot Ridge, Colorado, USA 
AZR 38.77 -27.38 40.0 Terceira Island, Azores, Portugal 
WLG 36.29 100.90 3810.0 Mt. Waliguan, Peoples Republic of China 
BMW 32.27 -64.88 30.0 Tudor Hill, Bermuda, UK 
IZO 28.30 -16.48 2360.0 Tenerife, Canary Islands, Spain 
MID 28.21 -177.38 7.7 Sand Island, Midway, USA 
ASK 23.18 5.42 2728.0 Assekrem, Algeria 









Table 5.2. Continued. 
KUM 19.52 -154.82 3.0 Cape Kumukahi, Hawaii, USA 
GMI 13.43 144.78 6.0 Mariana Islands, Guam 
RPB 13.17 -59.43 45.0 Ragged Point, Barbados 
CHR 1.70 -157.17 3.0 Christmas Island, Republic of Kiribati 
SEY -4.67 55.17 7.0 Mahe Island, Seychelles 
ASC -7.92 -14.42 54.0 Ascension Island, UK 
SMO -14.24 -170.57 42.0 Tutuila, American Samoa, USA 
CGO -40.68 144.68 94.0 Cape Grim, Tasmania, Australia 
CRZ -46.45 51.85 120.0 Crozet Island, France 
TDF -54.87 -68.48 20.0 Tierra Del Fuego, La Redonda Isla, Argentinia 
PSA -64.92 -64.00 10.0 Palmer Station, Antarctica, USA 
SYO -69.00 39.58 14.0 Syowa Station, Antarctica, Japan 
HBA -75.58 -26.50 33.0 Halley Station, Antarctica, UK 

















Start Date End Date 
PFA Poker Flat, Alaska, United States 65.07 -147.29 06/27/1999 06/05/2015 
ESP Estevan Point, British Columbia, Canada 49.6 -126.4 11/22/2002 06/09/2015 
DND Dahlen, North Dakota, USA 48.1 -98.0 09/21/2004 05/31/2015 
LEF Park Falls, Wisconsin, USA 45.9 -90.3 04/10/1998 05/28/2015 
FWI Fairchild, Wisconsin, USA 44.7 -91.0 09/20/2004 11/18/2005 
NHA Worcester, Massachusetts, USA 43.0 -70.6 09/21/2003 06/10/2015 
BGI Bradgate, Iowa, USA 42.8 -94.4 09/13/2004 11/18/2005 
HFM Harvard Forest, Massachusetts, USA 42.5 -72.2 11/11/1999 11/18/2007 
WBI West Branch, Iowa, USA 42.4 -91.8 09/14/2004 05/28/2015 
OIL Oglesby, Illinois, USA 41.3 -88.9 09/16/2004 11/19/2005 
THD Trinidad Head, California, USA 41.0 -124.2 09/02/2003 05/16/2015 
BNE Beaver Crossing, Nebraska, USA 40.8 -97.2 09/15/2004 05/11/2011 
CAR Briggsdale, Colorado, USA 40.6 -104.6 11/09/1992 04/21/2015 
HIL Homer, Illinois, USA 40.1 -87.9 09/16/2004 05/21/2015 
TGC Sinton, Texas, USA 27.7 -96.9 09/09/2003 06/05/2015 
HAA Molokai Island, Hawaii, USA 21.2 -158.9 05/31/1999 04/22/2008 








Table 5.4. The estimated annual CH4 fluxes (units: Tg CH4 yr
-1
) on the TransCom 3 land regions (NAB: North American Boreal, 
NAT: North American Temperate, SATr: South American Tropical, SAT: South American Temperate, NAf: Northern Africa, SAf: 
Southern Africa, ErB: Eurasian Boreal, ErT: Eurasian Temperate, TrA: Tropical Asia, Aus: Australasia, and Eur: Europe). Initial 







Alexe et  
al. (2015) 
Bern CLM4Me DLEM ORCHIDEE SDGVM WSL 
NAB 7.9–26.0 24.3 16.2 16.8 27.4 12.0 20.7 5.1±1.1 10.3 
NAT 38.5–59.2 33.2 32.8 42.8 49.2 51.2 39.7 62.5±4.4 45.6 
SATr 29.6–100.0 43.0 60.8 31.4 61.0 62.3 42.1 49.6±6.4 71.8 
SAT 29.1–55.8 31.2 27.1 35.2 39.1 25.6 30.5 55.8±9.5 40.2 
NAf 26.8–31.2 34.0 41.3 27.9 28.0 27.7 32.0 46.9±7.3 50.6 
SAf 16.0–27.0 18.4 16.2 19.0 24.2 15.6 18.7 36.6±5.8 42.0 
ErB 11.5–32.7 19.2 14.3 16.5 18.7 22.2 14.9 16.5±3.8 15.4 
ErT 114.9–133.5 97.0 84.9 146.1 92.7 98.3 99.8 115.9±7.3 109.6 
TrA 33.1–45.8 47.3 51.4 35.8 33.1 36.4 45.1 43.5±3.2 76.8 









Table 5.4. Continued. 
Eur 43.6–53.5 54.9 52.2 46.4 43.5 56.5 54.1 39.6±3.7 28.9 
Wetlands 121.7–278.1 166.8 164.6 130.0 203.3 161.8 160.7 192.1±16.1 169 


















Table 5.5. The summary of the posterior CH4 emissions (Tg CH4 yr
-1
) from the Arctic from July 2004 to June 2005. Initial range is 
the range of the initial CH4 emissions of the six different CH4 inventory scenarios. 
 Initial range 
Posterior 
Bern CLM4Me DLEM ORCHIDEE SDGVM WSL 
Alaska 2.8–3.9 3.3 2.5 2.2 2.6 1.8 2.3 
Northern Canada 6.2–12.4 7.2 9.0 6.9 5.2 4.4 4.3 
Northern Europe 5.6–9.7 8.5 5.8 4.8 4.6 6.7 7.5 
Northern Siberia 7.0–18.0 8.2 12.7 3.8 2.0 7.2 8.8 
Arctic total 25.7–39.9 27.8 30.4 18.1 14.6 20.3 20.0 
Wetlands 11.4–25.6 18.7 20.4 9.2 8.8 12.5 10.9 
Lakes 11.1 7.7 7.9 7.5 5.4 7.0 7.7 






Figure 5.1. Stations (circle) in the NOAA/ESRL flask sampling network. Different colors 





Figure 5.2. Stations (circle) in the NOAA/ESRL aircraft campaign program. Most of the 







Figure 5.3. Comparison of the SCIAMACHY observations to the GEOS-Chem model 
with prior emissions. (a and b) show the mean bias and residual standard deviation of the 
satellite-model difference, (c) shows the comparison of the model (x axis) and satellite (y 
axis) XCH4 after applying the “latitude + humidity” correction from the linear regression 
(weighted R
2
 is shown inset and the red 1:1 line is also shown), and (d) shows the 





Figure 5.4. Initial average wetland CH4 emissions during 2004 and 2005 from different 
wetland biogeochemical models CLM4Me (CLM), DLEM, LPJ-Bern (BERN), LPJ-WSL 
(WSL), ORCHIDEE and SDGVM which are used for the GEOS-Chem global inversion 







Figure 5.5. Initial average CH4 emissions from wetlands (CLM4Me (CLM), DLEM, LPJ-
Bern (BERN), LPJ-WSL (WSL), ORCHIDEE and SDGVM), lakes (“Lake”) and other 
(“Other”) sources (i.e. anthropogenic and biomass burning) during 2004 and 2005 used in 
the GEOS-Chem Arctic nested grid inversion at 0.5° × 0.666° resolution. The annual 
total fluxes are shown in units of Tg CH4 yr
-1








Figure 5.6. The comparison between the GEOS-Chem simulated and GLOBALVIEW-
CH4 atmospheric CH4 (units: ppbv) at five stations (Mace Head, Ireland; Trinidad, 
California; Ragged Point, Barbados; Cape Matatula, Samoa; Cape Grim, Tasmania). The 






Figure 5.7. The optimized total (green, larger) and wetlands (orange, smaller) CH4 fluxes 
from 1993 to 2005 by assimilating NOAA/ESRL measurements for (a) global, (b) tropics 
(30°S–20°N), (c) northern mid-latitude (20°N–50°N) and (d) northern high-latitude 
(>50°N). The smooth lines indicate the 12-month average of total and wetlands CH4 





Figure 5.8. The optimized global CH4 emissions and emissions scale factors in the period 
of July 2004 to June 2005 at 4° × 5° resolution using both SCIAMACHY and 
NOAA/ESRL observations. a) The posterior CH4 emissions averaged over six inversions; 
b) the posterior CH4 emissions standard deviation over six inversions; c) the optimized 





Figure 5.9. The optimized Arctic CH4 emissions in the period of July 2004 to June 2005 
at 0.5° × 0.666° resolution using both SCIAMACHY and NOAA/ESRL observations. a) 





Figure 5.10. Evaluation of the optimized GEOS-Chem CH4 concentrations from the 
global inversions with independent data sets. The plot shows the root mean square (rms) 
of differences between modeled and observed CH4 mixing ratios. APRI indicates the 





Figure 5.11. Evaluation of the optimized GEOS-Chem CH4 concentrations from the 




CHAPTER 6: LIMITATIONS AND FUTURE DIRECTIONS 
6.1 Biogeochemistry Modeling 
The 1-D process-based lake biogeochemical model presented in Chapter 2 was 
only validated with the observations collected from the yedoma thermokarst lakes and 
non-yedoma lakes. There are still other types of unpolluted freshwater lakes in the 
northern high-latitude regions, for instance, non-yedoma thermokarst in the West Siberia 
Lowlands and peatland lakes in the Hudson Bay Lowlands. It is possible that the model 
parameters calibrated from the studied five lakes are not entirely consistent with the 
biogeochemical properties of those lakes. In addition, there are some processes that are 
important for those lakes, but not incorporated into the current model. For instance, high 
CH4 emission rates can be observed at a thermokarst inactive peatland lake when its 
methanogenesis is fueled by the decomposition of large amounts of allochthonous and 
autochthonous organic carbon. This carbon can be from wind-driven bank erosion, 
within-lake primary production and terrestrial ecosystem soil carbon (Cole et al., 2007). 
In addition, as low pH, high chemical contents and dense macrophytes have been 
observed at some Arctic thermokarst lakes (Marushchak et al., 2013; Manasypov et al., 
2015), the effects of pH, redox potential and plants to CH4 emissions deserve to be 




pool size of surface sediments unchanged with time. In reality, with the change of 
environment, the deposition of organic carbon can vary with the variability of in-lake 
primary production and terrestrial-origin carbon input. To fully represent this process, the 
lake biogeochemical model needs to be revised to include the cycling of dissolved 
organic carbon, dissolved inorganic carbon and particulate organic carbon. This 
development shall involve incoproating the processes of photosynthesis and respiration of 
phytoplankton and macrophytes, the photochemical and microbial degradation of 
dissolved organic carbon, and the control of allochthonous carbon input by active layer 
thickness, runoff and land vegetation productivity. Finally, the current model could thus 
affect the regional simulations when applying the parameters derived from site-level 
studies (Tan et al., 2015). 
The accuracy of the projection of CH4 emissions from Arctic lakes in the 21
st
 
century can be limited by the reliability of data sources and the uncertainty of carbon 
pool sizes. For instance, the precision of lake coverage and bathymetry in the used lake 
database can be questionable. It might have missed small lakes with area much less than 
1 km
2
 (Lehner and Döll, 2004; Kourzeneva et al., 2012). As illustrated, there are a large 
number of lakes with bathymetry unassigned in the database. Also the estimate of thaw 
lake extent is controlled by the distribution of lowlands, permafrost ice content and river 
networks. Howevere the complex hydrological dynamics are is still modeled at coarse 
resolutions. Thus it is valuable to rerun the simulations when some new high-precision 
databases are available. Another limitation for the projection is that the landscape 




impact of groundwater on the change of lacustrine hydrology. But after permafrost thaws, 
this impact could become substantial and it might accelerate the drainage of thermokarst 
lakes (Yoshikawa and Hinzman, 2003; Wellman et al., 2013). Thus it will be valuable to 
integrate the related processes into the landscape evolution model. In Chapter 4, 
thermokarst lakes are assumed to only develop in non-sandy, ice-rich lowland permafrost. 
This assumption could be too stringent to make the area of thermokarst lakes 
underestimated because Hinkel et al. (2012) observed that Alaskan thaw lakes can exist 
in areas underlain by sand. Albeit these limitations, the application of the landscape 
evolution model shows that it is an effective method to study the expansion and drainage 
of thermokarst lakes based on the information of topography, soil, permafrost, and 
drainage networks as well as the stochastic initiation of thermokarst depressions (Harris, 
2002; Bouchard et al., 2014). 
6.2 Atmospheric Inverse Modeling 
Chapter 5 presents that the nested-grid high resolution atmospheric inverse model 
is an effective tool to constrain CH4 emissions in the Arctic. Similarly, there is much 
room to improve it. At first, the estimate uncertainty of atmospheric inverse modeling can 
be reduced by assimilating more representative high-precision atmospheric CH4 data. For 
the surface network, while the northern Eurasian has the wide distribution of wetlands 
and lakes, there is no surface station. It will inevitably make CH4 emissions in northern 
Siberia less constrained. For satellite observations, due to the geographic reason, CH4 
retrievals in the northern high latitudes have poorer precision. It will be necessary to take 




Europe, such as from HIPPO (Wofsy et al., 2011), INTEX-B (Arellano et al., 2007) and 
MAMM (OʹShea et al., 2014). The newly launched next-generation airborne CH4 monitor 
GOSAT (Butz et al., 2011), as well as aircraft measurements, can be used with the 
described nested grid adjoint model to estimate CH4 emissions after 2008. The GOSAT 
observations have proven to have much less errors and thus need much less efforts to 
correct bias (Turner et al., 2015). Wecht et al. (2014a) demonstrated that high-precision 
continuous aircraft measurements help reduce the estimate uncertainty of regional inverse 
modeling. The incorporation of aircraft measurements can also make the estimation of 
CH4 fluxes in the winter time possible when the short-wave infrared monitor cannot 
provide credible observations. 
Another issue of this inverse experiment is the difficulty in partitioning the total 
CH4 emissions in each grid into different sources. Currently, because only the total CH4 
emissions are optimized, the fraction of each CH4 source is kept constant before and after 
optimization. This kind of handling, albeit widely used, is questionable. For biological 





C can be more depleted in biological sources than in non-biological 
sources (e.g., oil and gas exploration) (Fisher et al., 2011). But this is not the case when 
both sources are biological origins, e.g. for wetlands and lakes. One possible solution is 
to constrain it through geographical investigations. For instance, the ratio of CH4 
emissions from wetlands to CH4 emissions from lakes should be positively correlated to 
the ratio of wetland area to lake area. So the allocation of CH4 fluxes between wetlands 




mapped. Another possible solution is to jointly constrain CO2 and CH4 fluxes. As known, 
due to high vegetation productivity, wetlands are the CO2 sink and CH4 source (Zhu et al., 
2013). But lakes are usually CO2 and CH4 sources at the same time (Walter Anthony et 
al., 2014). When integrating this correlation into the adjoint model, CH4 and CO2 
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