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Abstract
In the first part of this note, we review and compare various instances of the notion of
twisted coefficient system, a.k.a. polynomial functor, appearing in the literature. This notion
hinges on how one defines the degree of a functor from C to an abelian category, for various
different structures on C. In the second part, we focus on twisted coefficient systems defined
on partial braid categories, and explain a functorial framework for this setting.
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1. Introduction
This note is concerned with twisted coefficient systems, by which we mean simply functors
from a category C equipped with a certain structure to an abelian category A. The structure on C
depends on the precise situation that one wishes to study, and is used to define a notion of degree
for any functor C → A. The main goal of this note is to compare different structures on the source
category C, and the resulting notions of degree.
Twisted coefficient systems of finite degree, also known as polynomial functors, are often used
to study the homology of interesting spaces or groups (or other abelian invariants, such as the
filtration quotients in the lower central series of a group), for example automorphism groups of free
groups and congruence groups (cf. [DV19, §5]). Indeed, polynomial functors first appeared in the
paper [EM54] of Eilenberg and MacLane (see §9), where they were used to compute the homology,
in a certain range of degrees, of the Eilenberg-MacLane spaces K(A, n) for n > 2. This involves
assembling the objects of interest (e.g. the homology of congruence subgroups) into a polynomial
functor, and leveraging the fact that it has finite degree to study them.
On the other hand, polynomial functors may also appear as the coefficients in homology
groups: one may also be interested in the homology of a family of spaces or groups, with respect to
a corresponding family of local coefficient systems that assemble into a polynomial functor – it is in
this guise that polynomial functors are more commonly referred to as twisted coefficient systems (of
finite degree). Many families of groups or spaces are known to be homologially stable with respect to
(appropriately-defined) finite-degree twisted coefficient systems, including the symmetric groups,
braid groups, configuration spaces, general linear groups, automorphism groups of right-angled
Artin groups and mapping class groups of surfaces and of 3-manifolds.1
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1 Symmetric groups: [Bet02]; braid groups: [CF13, RW17, Pal18]; configuration spaces: [Pal18]; general linear
groups: [Dwy80, Kal80]; automorphism groups of free groups: [RW17]; automorphism groups of right-angled Artin
groups: [GW16]; mapping class groups of surfaces: [Iva93, CM09, Bol12, RW17]; mapping class groups of 3-
manifolds: [RW17]. Note that these are references for the proofs of twisted homological stability; in many cases,
homological stability with untwisted coefficients was known much earlier.
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Cross-effects vs. endofunctors. There are two common approaches to defining the degree of
a functor C → A. One approach uses certain structure on C to define the cross-effects of a given
functor, which consists of an N-graded set of objects of A, and the degree is then determined by the
vanishing of these objects. The idea is that the cross-effects encode information about the functor;
if they vanish above a certain level, then this information is concentrated in an essentially finite
amount of data, which makes it possible to prove certain things about the given functor (such as
homological stability with coefficients in this functor). For example, this is the approach taken
in the paper [Pal18], from which this note arose, to prove homological stability for configuration
spaces with finite-degree twisted coefficients.
The second approach is a recursive definition, depending on the choice of an endofunctor s of C
and a natural transformation id→ s. This allows one to prove things about functors of finite degree
(in this sense) by induction on the degree. For example, the main theorem of [RW17], providing a
“machine” for proving twisted homological stability for families of groups, is an inductive proof of
this kind, and the degree of their twisted coefficient systems is defined recursively.
Degree and height. In this note, we will use the word degree to refer to a definition of the second
kind, i.e., a recursive definition, and we will use the word height to refer to a definition of the first
kind, given by the vanishing of certain cross-effects above a certain “height”.
In sections 2 and 3 (respectively) we compare various notions of degree and height appearing in
the literature. We will focus on comparisons between [DV19], [RW17], [Iva93], [CM09], [Bol12] and
[Pal18] for the degree, and between [DV19], [HV11], [HPV15], [CDG13] and [Pal18] for the height.
We do not pursue here the relationship between the height and the degree of a functor C → A
(when both are defined) in the greatest possible generality (although this is discussed in certain
special cases, see Remark 3.16 for a summary). Rather, we focus on comparing (and unifying) with
each other the various different notions of degree appearing in the literature, and similarly for the
various different notions of height in the literature.
Historical remarks. The notion of what we term the height of a functor was first introduced by
Eilenberg and MacLane (who used the name degree) in [EM54, §9], where it was used to compute
the integral homology of Eilenberg-MacLane spaces in a range of degrees. Somewhat later, it was
used by Dwyer [Dwy80] to formulate and prove a twisted homological stability theorem for general
linear groups. The height of a functor also appears in [Pir00] (see §2.3) and was used in [Bet02]
to prove a twisted homological stability theorem for the symmetric groups. More recently, it also
appears in [HV11], [HPV15], [CDG13] (in which it is used to prove a homological stability theorem
for automorphism groups of free products of groups) and [DV19] (which also introduces the notion
of weak polynomial functors, in contrast to strong polynomial functors – see also Definition 2.1
below, which is inspired by their definition).
The notion of what we term the degree of a functor appeared first (as far as the author is
aware) implicitly in the work of Dwyer [Dwy80] and (slightly later) explicitly in the work of van der
Kallen [Kal80] (see §5.5).2 This notion was also used by Ivanov [Iva93] to formulate and prove a
twisted homological stability theorem for mapping class groups, and analogous (not quite identical)
definitions were used also by [CM09] and [Bol12] in similar contexts (cf. §2.5). The notion also
appears in the work of Djament and Vespa [DV19], who use both degree-like (cf. Définitions 1.5 and
1.22) and height-like (cf. Proposition 2.3) descriptions of their polynomial functors. It is also used
by Randal-Williams and Wahl [RW17] in their general framework for proving twisted homological
stability theorems for sequences of groups.
Outline. In section 2 we describe a general framework for defining the degree of a functor C → A
using the structure of an endofunctor s of C together with a natural transformation id→ s (more
generally, a collection of such data), and specialise this to several settings in the literature, including
symmetric monoidal categories (§2.2), labelled braid categories (§2.3) and categories of decorated
surfaces (§2.5). In section 3 we set up a general framework for defining the degree of a functor
2 Dwyer [Dwy80] explicitly defines a height-like notion (at the beginning of §3), but there is a degree-like notion
implicit in his work (cf. Theorem 2.2 and the proof of Lemma 3.1). Van der Kallen [Kal80], on the other hand, uses
techniques similar to those of [Dwy80], but explicitly uses a degree-like notion (see §5.5), and remarks that functors
of finite degree (in his sense) can be obtained from functors of finite degree in the sense of [Dwy80].
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using cross-effects (which we call the height of the functor), and specialise this to various settings in
the literature, including symmetric monoidal categories (§§3.4–3.8), wreath products of categories
(§3.9) and labelled braid categories (§3.11). In sections 4 and 5 we consider the special case of
labelled braid categories C = B(M,X) in more detail, and describe a functorial (in M and X)
setting for the notions of degree and height of functors B(M,X)→ A.
2. Recursive degree
To relate different notions of degree in the literature, we use a notion of category with stabilisers,
which is roughly a category C equipped with endofunctors si : C → C and natural transformations
id → si. These are the objects of a category Catst (see Definition 2.1). There is then a natural
notion of degree for any functor C → A with C ∈ Catst and A an abelian category. There is
a functor Monini → Catst which is compatible with the definition of [DV19] of the degree of a
functor with source a monoidal category with initial unit object (§2.2). This construction also
generalises to left modules over such a monoidal category (Remark 2.6). There is another functor
B : Mfdc → Catst, which we will define later in §4.2,3 where Mfdc is a category whose objects are
smooth manifolds-with-boundary equipped with a collar neighbourhood and a basepoint on the
boundary. The operation of boundary connected sum of manifolds gives B(Dn) the structure of
a monoidal category (with initial unit object) and B(M) the structure of a left module over it,
so B(M) may also be viewed as an object of Catst using the previous construction. These two
objects of Catst are not equal, but nevertheless result in the same definition of the degree of a
functor B(M) → A (this is Proposition 2.7). See §§2.1–2.3 for the details of this brief summary.
In §§2.4 and 2.5 we also discuss how the general Definition 2.1 relates to the notion of degree used
in [RW17] and the notions of degree used in relation to mapping class groups. Throughout this
section, A will denote a fixed abelian category.
2.1. A general definition.
Definition 2.1 Let Catst be the category whose objects are small 1-categories C equipped with a
collection {si : C → C}i∈I of endofunctors and natural transformations {ıi : id → si}i∈I . We call
such an object a category with stabilisers. A morphism in Catst from (C, I, s, ı) to (D, J, t, ) is a
functor f : C → D together with a function σ : I → J and a collection of natural isomorphisms
{ψi : f ◦ si → tσ(i) ◦ f}i∈I such that σ(i) ∗ idf = ψi ◦ (idf ∗ ıi) for all i ∈ I. We denote by Cats the
full subcategory on objects where |I| = 1 (i.e., categories with just one stabiliser – we will restrict
to this subcategory later, in §4). It also contains Cat as the full subcategory on objects where
I = ∅, but this will not be relevant for us.
We define the degree of functors from C ∈ Catst to the abelian category A as follows. The
function deg : Fun(C,A) → {−1, 0, 1, . . . ,∞} is the largest function such that deg(0) = −1 and
such that for non-zero T we have deg(T ) 6 d if and only if
deg(coker(T ıi : T → Tsi)) 6 d− 1, (2.1)
for all i.
We may also vary the definition slightly and define the split degree to be the largest function
sdeg: Fun(C,A)→ {−1, 0, 1, . . . ,∞} such that sdeg(0) = −1 and such that for non-zero T we have
sdeg(T ) 6 d if and only if
T ıi : T → Tsi is a split monomorphism in Fun(C,A) and
sdeg(coker(T ıi : T → Tsi)) 6 d− 1,
(2.2)
for all i. In between these two definitions, there is the injective degree ideg(T ), where the condition
that T ıi is a split monomorphism in Fun(C,A) is weakened to the condition that ker(T ıi) = 0.
Another variation of the definition is inspired by the notion of weak degree (degré faible)
introduced by Djament and Vespa [DV19]. Note that ker(T ıi : T → Tsi) is a subobject of T in the
abelian category Fun(C,A) for all i, and therefore so is the sum
∑
i ker(T ıi : T → Tsi), which we
3 The functor that we define later in fact has source Mfdc ×Top◦ and target Cats, so we are implicitly composing
with the inclusions M 7→ (M, ∗) : Mfdc → Mfdc × Top◦ and Cats ⊂ Catst, where ∗ ∈ Top◦ is the one-point space.
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denote by κ(T ), following the notation of [DV19]. We then define the weak degree to be the largest
function wdeg : Fun(C,A)→ {−1, 0, 1, . . . ,∞} such that
wdeg(T ) = −1 if and only if κ(T ) = T,
and otherwise we have wdeg(T ) 6 d if and only if wdeg(coker(T ıi : T → Tsi)) 6 d− 1 for all i.
Remark 2.2 A simple inductive argument shows that
wdeg(T ) 6 deg(T ) 6 ideg(T ) 6 sdeg(T )
for all functors T : C → A. Moreover, if C ∈ Catst has the property that each ıi has a left-inverse,
i.e., a natural transformation πi : si → id such that πi ◦ ıi = idid, then all four types of degree are
equal for all functors T : C → A.
Remark 2.3 In §4.3 below we discuss the question of when the degree of a functor C → A is
preserved under precomposition, in the setting where C ∈ Cats ⊂ Catst.
4 That discussion extends
easily to the setting of Catst, and also to the other variations of degree defined above, so, for
completeness, we mention the general statement here. Let f = (f, σ, ψ) : C → D be a morphism in
Catst. Lemma 4.2 generalises to say that for any functor T : D → A we have xdeg(Tf) 6 xdeg(T ),
with equality if f is essentially surjective on objects and σ is surjective, for x ∈ {∅, i, s}. For the
weak degree we have wdeg(Tf) 6 wdeg(T ) if σ is surjective, and we have equality wdeg(Tf) =
wdeg(T ) if σ is bijective and f is essentially surjective on objects. We may then generalise Definition
4.3 by saying that an object (C, I, s, ı) of Catst is braidable if there are certain natural isomorphisms
Ψi : si ◦ si → si ◦ si for each i ∈ I. Corollary 4.4 generalises exactly as stated to objects of Catst.
Remark 2.4 The above remark, specialised to the setting of Djament and Vespa (see below) and
with x = ∅, recovers Proposition 1.7 of [DV19]. With x = w, it implies the analogous statement
for the weak degree of functors from a monoidal category with initial unit object. In the notation
of [DV19], this says that if α : M → M′ is a strict monoidal functor between strict monoidal
categories whose unit objects are initial, and if α is moreover surjective on objects, then it induces
a functor Poln(M′,A)→ Poln(M,A).
2.2. Specialising to the setting of Djament and Vespa. In the article [DV19], Djament and
Vespa work with the categoryMonini whose objects are small strict symmetric monoidal categories
whose unit object is initial, and whose morphisms are strict monoidal functors. Now, one may
define a functor
Ψ: Monini −→ Catst
as follows: the underlying category of Ψ(M) is just M and the indexing set for the collection of
endofunctors is the set ob(M) of objects ofM. For each x ∈ ob(M), the endofunctor sx : M→M
is x⊕− and the natural transformation ıx : id→ sx consists of the morphisms ix⊕ idy : y = 0⊕y →
x ⊕ y, where ix : 0 → x is the unique morphism from the initial object 0 to x. If F : M → N is
a strict monoidal functor, then Ψ(F ) : Ψ(M)→ Ψ(N ) is simply the functor F , together with the
function ob(F ) from the indexing set ob(M) of Ψ(M) to the indexing set ob(N ) of Ψ(N ), and
the natural isomorphisms are identities.
Given M ∈ ob(Monini), an abelian category A and a functor T : M→ A, we may view M
as an object of Catst via the functor Ψ, and therefore obtain notions of degree deg(T ) and weak
degree wdeg(T ). These coincide with the definitions of strong degree and weak degree, introduced in
[DV19], respectively (cf. Définition 1.5 for the strong degree, and for the weak degree see Définitions
1.10, 1.16 and 1.22, as well as Proposition 1.19, which provides the key property – using the notation
of [DV19] – that δx and πM commute).
The article [DV19] in fact sets up a detailed theory of weak polynomial functors (those with
finite weak degree) by considering the quotient category Fun(M,A)/Sn(M,A), where Sn(M,A)
is the full subcategory of functors T with wdeg(T ) < 0. Since the notion of weak degree may be
described very generally, whenever the source category is an object of Catst, it may be interesting
to try to export this theory fromMonini to other settings to which the general definition for Catst
specialises, such as twisted coefficient systems for mapping class groups (cf. §2.5 below).
4 In §4 we also set A = Ab, but the only reason for this is to preserve notational similarity with [Pal18], and
everything in that section generalises verbatim to the setting of an arbitrary abelian category A.
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Remark 2.5 We note that the construction Ψ above does not use the symmetry ofM ∈Monini ,
and in fact works equally well for any strict monoidal category whose unit object is initial. Another
remark is that, if the unit object ofM is null, i.e., initial and terminal, then the natural transforma-
tions ıx : id→ sx have left-inverses πx : sx → id given by the morphisms tx⊕ idy : x⊕y → 0⊕y = y,
where tx : x→ 0 is the unique morphism from x to the terminal object 0. So for functors M→A
from a monoidal category with null unit object, the three types of degree coincide, by Remark 2.2.
Remark 2.6 (Modules over monoidal categories.) Recall that a strict left-module over a strict
monoidal categoryM is a category C and a functor ⊕ : M×C → C such that ⊕◦ (1M× idC) = idC
and ⊕◦ (idM ×⊕) = ⊕ ◦ (⊕× idC), where 1M : ∗ →M takes the unique object to the unit object
IM of M. If IM is initial in M, then any strict left-module C overM naturally has the structure
of an object of Catst, generalising exactly the construction above, which is the case of M as a
module over itself: the indexing set is ob(M), the endomorphisms are defined by x ⊕ − and the
natural transformations are formed using the fact that IM is initial.
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2.3. Partial braid categories. In §4 below we define another functor
B : Mfdc × Top◦ −→ Cats ⊂ Catst
sending a manifold M (equipped with a collar neighbourhood and a basepoint on its boundary)
and a space X to the (labelled) partial braid category B(M,X), whose objects are the non-negative
integers. See §§4.1 and 4.2 for the full details of this construction (alternatively §2.4 for a descrip-
tion of the underlying category B(M,X), without the functoriality or the structure as an object
of Cats). For the next few paragraphs we will denote this object instead by B(M,X)† in order
to distinguish it from a different structure (which we will define next) on the same underlying
category, also making it into an object of Catst.
For n > 2 let Dn denote the closed unit disc in Euclidean n-space, equipped with a collar
neighbourhood and basepoint on its boundary. This is an object of Mfdc, and for any X ∈ Top◦
the category B(Dn, X) can be made into a strict monoidal category with the number zero as its
(null) unit object. For any object M of Mfdc of dimension n, the category B(M,X) then has the
structure of a strict left-module over B(Dn, X). Both the monoidal and the module structure are
induced by the operation of boundary connected sum of two manifolds in Mfdc. Thus, by Remark
2.6 above, there is another structure on B(M,X) making it into an object of Catst, coming from
this module structure. Denote this object of Catst by B(M,X)‡.
The objects B(M,X)† and B(M,X)‡ of Catst have the same underlying category B(M,X), so
any functor T : B(M,X)→ A has a degree with respect to each of these structures; denote these
by deg†(T ) and deg‡(T ) respectively.
Proposition 2.7 In this setting, for any functor T : B(M,X)→ A, we have deg†(T ) = deg‡(T ).
We will prove this as a corollary of a more general statement about modules over monoidal
categories. For any object (C, I, s, ı) ∈ Catst and functor T : C → A, we have a degree deg(T ).
But for any element x ∈ I we may also forget part of the structure, considering just the object
(C, sx, ıx) ∈ Cats, and compute the degree of T with respect to this structure – denote this by
degx(T ). An easy inductive argument shows that degx(T ) 6 deg(T ).
Proposition 2.8 Let C be a strict left-module over a strict braided monoidal category M, whose
unit object IM is null, and which is generated by x ∈ ob(M), in the sense that every object of
M is isomorphic to x⊕n for some non-negative integer n. Consider C as an object of Catst as in
Remark 2.6 and let T : C → A be a functor. Then degx(T ) = deg(T ).
We prove an analogous comparison result for heights in Proposition 3.5. See Remark 3.16 for
a summary of how these facts are related. Also see Remark 2.10 for generalisations of Proposition
2.8 and references to related results.
5 For the author, the idea of generalising from monoidal categories to modules over monoidal categories came
from a conversation in 2015 with Aurélien Djament.
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Proof of Proposition 2.7. First note that the monoidal category B(Dn, X) is braided (since n > 2)
and is generated by the object 1. Thus the category C = B(M,X)‡ satisfies the hypotheses of
Proposition 2.8, which implies that deg‡(T ) = deg(T ) = deg1(T ) = deg†(T ).6
To prove Proposition 2.8, we first establish a lemma, which will allow us to apply Corollary 4.4
from §4 below in the present setting. Let C be as in the statement of the proposition, considered as
an object of Catst, i.e., equipped with an endofunctor and natural transformation ιy : idC ⇒ y⊕−
for each object y of M. Write Cx for the object (C, x⊕−, ιx) of Cats, where we have forgotten all
but one of the endofunctors. (For example if C = B(M,X)‡ and x = 1 then Cx = B(M,X)†.)
Lemma 2.9 The object Cx ∈ Cats is braidable in the sense of Definition 4.3.
Proof. We need to find a certain natural automorphism Ψ of the functor s ◦ s = x⊕ x⊕ −. Note
that ı ∗ ids and ids ∗ ı are the natural transformations s ⇒ s ◦ s consisting of the morphisms
x⊕ c→ x⊕ x⊕ c, for each c ∈ ob(C), given by the matrices

 0 0idx 0
0 idc

 and

 idx 00 0
0 idc

 (2.3)
respectively. We need to show that these differ by a natural automorphism Ψ. This may be
constructed from the braiding ofM, as follows. Write i for the inclusion C →M×M×C given by
c 7→ (x, x, c) and write f for the flip functorM×M→M×M given by (y, z) 7→ (z, y). Then the
braiding ofM is a natural isomorphism b : ⊕ ⇒ ⊕◦f : M×M→M. Taking products with C and
identities, this induces a natural isomorphism b× id: ⊕× idC ⇒ (⊕◦f)× idC : M×M×C →M×C.
Then we may take Ψ to be the automorphism ⊕ ∗ (b× id) ∗ i of x⊕ x⊕−. Diagrammatically:
C M×M× C
M×M× C
M× C C.
i ⊕× idC
⊕× idCf × idC
⊕
b× id (2.4)
In components, we may write this as the collection of morphisms bx,x ⊕ idc for c ∈ ob(C), where
bx,x denotes the braiding of M on the object x. The fact that ı ∗ ids and ids ∗ ı differ by Ψ then
follows from the equation:

 bx,x 00
0 0 idc

 ·

 idx 00 0
0 idc

 =

 0 0idx 0
0 idc

 , (2.5)
where we are using the matrix notation of (2.3).
Proof of Proposition 2.8. It is always true that degx(T ) 6 deg(T ), as observed just before the
statement of Proposition 2.8. So we just need to prove, for all d > −1, that, if degx(T ) 6 d, then
deg(T ) 6 d. The proof will be by induction on d. The base case, when d = −1, is clear, since both
statements are equivalent to T being equal to the zero functor.
Now let d > 0 and assume by induction that the implication is true for smaller values of d.
We assume that degx(T ) 6 d and we need to show that deg(T ) 6 d. We showed in Lemma 2.9
that Cx = (C, sx, ıx) ∈ Cats is braidable, so Corollary 4.4 implies that deg
x(T ◦ sx) 6 deg
x(T ).
Here we are writing sx as shorthand for x⊕−. Iterating this argument, we see that
degx(T ◦ (sx)
i) 6 degx(T ) 6 d
for all i > 0. By the recursive definition of degx(−), this means that
degx
(
coker
(
T ◦ (sx)
i ∗ ıx : T ◦ (sx)
i −→ T ◦ (sx)
i+1
))
6 d− 1
6 For the final equality deg1(T ) = deg†(T ) to be valid, one has to be slightly more precise with the definition of
the structure of B(M,X) as a module over B(Dn, X): it must be induced by the boundary connected sum between
Dn and M , using the component of ∂M containing the basepoint.
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for all i > 0. Since the unit object IM of M is null, not just initial, we know that the natural
transformations ıy, for objects y ∈ ob(M), are all split-injective. Now, for any n > 0, the natural
transformation T ∗ ıx⊕n is equal to the composition(
T ◦ (sx)
n−1 ∗ ıx
)
◦ · · · · · · ◦
(
T ◦ (sx)
2 ∗ ıx
)
◦
(
T ◦ sx ∗ ıx
)
◦
(
T ∗ ıx
)
.
This is a composition of split-injective morphisms in the abelian category Fun(C,A), so we have
coker(T ∗ ıx⊕n) ∼=
n−1⊕
i=0
coker(T ◦ (sx)
i ∗ ıx) (2.6)
and hence
degx(coker(T ∗ ıx⊕n)) = max
i=0,...,n−1
(
degx(coker(T ◦ (sx)
i ∗ ıx))
)
6 d− 1.
Now let y be any object ofM. By assumption, y is isomorphic to x⊕n for some n > 0. Thus there
is a natural isomorphism Φ: T ◦ sx⊕n → T ◦ sy such that Φ ◦ (T ∗ ıx⊕n) = T ∗ ıy, and so
coker(T ∗ ıy) ∼= coker(T ∗ ıx⊕n).
Thus, for any object y ofM, we have degx(coker(T ∗ ıy)) 6 d− 1. By the inductive hypothesis we
therefore also have, for any y ∈ ob(M),
deg(coker(T ∗ ıy)) 6 d− 1.
By the recursive definition of deg(−), this implies that deg(T ) 6 d.
Remark 2.10 (Generalisations.) 7 For Lemma 2.9, and thus for Proposition 2.8, it is possible to
weaken the assumption that M is braided to the assumption that it is pre-braided (a notion that
was introduced in [RW17, Definition 1.5]). By definition, this means that its underlying groupoid
M∼ is braided and the braiding bx,y : x⊕ y → y ⊕ x of M∼ satisfies the equation
(
bx,y
)
·
(
idx
0
)
=
(
0
idx
)
: x −→ y ⊕ x, (2.7)
for any two objects x, y of M. The existence of the braiding on M∼ allows one to construct the
automorphism Ψ (replace each appearance of M with M∼ in the diagram (2.4)) and the relation
(2.7) implies the relation (2.5). By the same reasoning, we could dually weaken the assumption
thatM is braided to the assumption that it is preop-braided, meaning thatM∼ is braided and its
braiding satisfies the equation
(
bx,y
)
·
(
0
idy
)
=
(
idy
0
)
: y −→ y ⊕ x, (2.8)
for any two objects x, y of M.
The assumption that IM is null in Proposition 2.8 was convenient to make the homological
algebra simpler, by giving us the decomposition (2.6), but we expect the proposition to hold more
generally whenever IM is initial (cf. Proposition 1.8 of [DV19]; see also Proposition 3.9 of [Sou17]).
One can of course also generalise this proposition to the setting in which M has a given set of
objects that generate it, instead of a single object (cf. the two references just cited).
When IM is not null, the four versions of degree defined in §2.1 do not necessarily coincide,
so one may ask whether Proposition 2.8 is also true if deg is replaced by xdeg for x ∈ {i, s,w}.
For the weak degree (x = w) this is true, by Proposition 1.24 of [DV19] (their statement is for a
symmetric monoidal category, rather than a left-module over a pre-braided monoidal category, but
their methods should extend to this more general setting too), and for x = i or s the above proof
goes through with minor modifications, making use of Remark 2.3.
7 The author would like to thank Aurélien Djament for pointing out an error in an earlier version of this remark.
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2.4. Relation to the degree of Randal-Williams and Wahl. In their paper [RW17], Randal-
Williams and Wahl use a notion of degree of twisted coefficient systems which is slightly different
to that of [DV19], and which they remark is inspired by the work of Dwyer [Dwy80], van der
Kallen [Kal80] and Ivanov [Iva93].
Setting. The starting point in [RW17] is a homogeneous category C – meaning a monoidal category
whose unit object is initial, satisfying two axioms H1 and H2 described in Definition 1.3 of [RW17]
– which is also pre-braided – see Remark 2.10 above – together with two objects a and x of C. Let
Ca,x denote the full subcategory on the objects x⊕m ⊕ a ⊕ x⊕n. There is an endofunctor of this
category given by x ⊕ − and a natural transformation id → (x ⊕ −) since the unit of C is initial,
so Ca,x is in this way an object of Cats ⊂ Catst. A twisted coefficient system in [RW17] is a functor
T : Ca,x → A. For each N > 0 they define a notion of degree at N and split degree at N for T (see
Definition 4.10); when N = 0 these correspond to the injective degree and the split degree of T as
defined in §2.1.
Remark 2.11 (Comparison to degree for modules over monoidal categories.8) If we denote by Cx
the full (monoidal) subcategory of C on the objects x⊕n for n > 0, then Ca,x is a left-module over
Cx, so there is a notion of (injective, split, etc.) degree of functors Ca,x → A coming from Remark
2.6. If the unit object of C is null,9 this exactly coincides with the degree (at N = 0) of [RW17].
To see this, note first that the degree of T (at N = 0) according to [RW17] is precisely degx(T ) in
the notation of Proposition 2.8.10 Then Proposition 2.8 plus Remark 2.10 imply that this is equal
to the degree of T according to the structure of Ca,x as a module over Cx.
Injective braid categories. As mentioned above (§2.3), we define in §4 below the partial braid
category B(M,X) associated to a manifold M and space X , which is naturally a category with
stabiliser, in other words, an object of Cats. It may be described as follows: its objects are finite
subsets c of M equipped with a function ℓ : c→ X (“labelled by X”). A morphism from ℓ : c→ X
to m : d→ X is a braid between subconfigurations of c and d labelled by paths in X . More precisely,
it is a path γ in the configuration space Ck(M,X) for some integer k, up to endpoint-preserving
homotopy, such that γ(0) is the restriction of ℓ to some subset of c and γ(1) is the restriction of
m to some subset of d.
In fact, this defines a slightly larger category Bˆ(M,X), of which B(M,X) is a skeleton. Both
M and X are assumed to be path-connected, so the isomorphism classes of the objects ℓ : c→ X of
Bˆ(M,X) are determined by the cardinality |c|. Then B(M,X) is the full subcategory on the objects
cn → {x0} ⊆ X , where x0 is the basepoint of X and cn is a certain nested sequence of subsets ofM
of cardinality n. We may therefore think of the objects of B(M,X) as the non-negative integers.
See §§4.1 and 4.2 for more details, including the functoriality of this definition with respect to M
and X and the structure making B(M,X) into an object of Cats.
There is a subcategory of B(M,X), denoted Bf(M,X) and called the injective braid category,
also with the non-negative integers as objects, but with only those morphisms (using the description
of the previous paragraph) where γ(0) = ℓ. Morphisms in Bf(M,X) may be thought of as “fully-
defined injective braids onM”, whereas those in B(M,X) are “partially-defined injective braids on
M”. The stabiliser (endofunctor plus natural transformation) of B(M,X) restricts to Bf(M,X),
making it into a subobject in the category Cats.
The simplest example corresponds to taking X a point and M = Rn for n > 3, in which case
Bf(M,X) is equivalent to the category FI of finite sets and injections, and B(M,X) is equivalent
to the category FI♯ of finite sets and partially-defined injections.
Which braid categories are homogeneous? One may wonder whether the categories B(M,X)
and Bf(M,X) are pre-braided homogeneous. First of all, if M splits as M = R ×M ′, they are
both monoidal with initial unit object, and if moreover M ′ also splits as M ′ = R ×M ′′ they are
8 The author is grateful to Manuel Krannich for the observation that Ca,x can be viewed as a module over a
monoidal category.
9 We expect that this assumption is not necessary, since we expect that Proposition 2.8 should hold assuming
only that IM is initial, and also with deg replaced by either ideg or sdeg (the case of wdeg seems more subtle).
10 The four types of degree coincide since the unit object of C is null (cf. Remark 2.2), which is why we can write
degx(T ) instead of, say, idegx(T ).
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braided (and hence pre-braided). The category B(M,X) is, however, never homogeneous: it fails
axiom H1 for homegeneity. On the other hand, the category Bf(M,X) always satisfies axiom H1,
and it satisfies axiom H2 if and only if M = R2 ×M ′ has dimension at least 3, i.e., dim(M ′) > 1.
In particular, the category Bf(R
2) is not homogeneous. The “natural” pre-braided homoge-
neous category whose automorphisms groups are the braid groups is denoted Uβ in [RW17], and
comes with a natural functor Uβ → Bf(R2). Using the graphical calculus for Uβ described in §1.2
of [RW17], this functor may be described as taking a braid diagram representing a morphism of
Uβ and forgetting all strands with “free” ends.
Comparison of twisted homological stability results. As an aside, we discuss briefly the
overlap between the twisted homological stability results of [RW17] and those of [Pal18] (where
this note originated). For the purposes of this paragraph, a sequence of (based, path-connected)
spaces Xn indexed by non-negative integers is homologically stable if for each i the group Hi(Xn) is
independent of n (up to isomorphism) once n is sufficiently large. (Given a sequence of groups Gn
we consider their classifying spaces Xn = BGn.) If C is a category whose objects are non-negative
integers and AutC(n) = π1(Xn), then a functor T : C → Ab determines a local coefficient system
on each Xn, and the sequence is homologically stable with coefficients in T if the corresponding
local homology groups stabilise.
Theorem A of [RW17] says that the groups AutC(a ⊕ x⊕n) are homologically stable with
coefficients in any finite-degree twisted coefficient system on Ca,x, as long as C is pre-braided
homogeneous and a certain simplicial complex built out of Ca,x is highly-connected.
Taking C = Bf(M,X) and M = R2 ×M ′ for a manifold M ′ of dimension at least one, we
saw above that C is pre-braided homogeneous. Taking a = 0 and x = 1, we have Ca,x = C, which
is equivalent to the category FIG of [SS14] with G = π1(M × X). As noted in [RW17] (at the
bottom of page 596), the associated simplicial complex is known to be highly-connected by a result
of [HW10], and so Theorem A of [RW17] applies in this setting. In fact, it yields a particular
case of their Theorem D, saying that the sequence of fundamental groups Gn = π1(Cn(M,X)) ∼=
π1(M ×X) ≀ Σn satisfies twisted homological stability for finite-degree coefficient systems on the
category Bf(M,X) = U(⊔nGn). On the other hand, in this setting, Theorem A of [Pal18] says
that the sequence of (non-aspherical) spaces Cn(M,X) satisfies twisted homological stability for
finite-degree coefficient systems on the larger category B(M,X).
If M = S is a surface and X = BG is an aspherical space, then the configuration spaces
Cn(S,BG) are also aspherical with fundamental groups Gn = G ≀ βSn , where β
S
n denotes the nth
surface braid group. In this case Theorem A of [Pal18] says that this sequence of groups satisfies
twisted homological stability for finite-degree coefficient systems on B(S,BG). In this setting,
Theorem D of [RW17] also says that this sequence of groups satisfies twisted homological stability,
but for finite-degree coefficient systems on the category U(⊔nGn). This is more general, since
there is a natural functor U(⊔nGn)→ Bf(S,BG) ⊂ B(S,BG), and precomposition by this functor
preserves the degree of twisted coefficient systems (cf. Lemma 4.2).
Remark 2.12 WhenM has dimension greater than 2 or when X has non-trivial higher homotopy
groups, the spaces Cn(M,X) are not aspherical, so in this setting the twisted homological stability
result of [Pal18] is not comparable to the results of [RW17], since the latter paper is concerned
only with sequences of groups. On the other hand, the framework of [RW17] has been generalised
by Krannich [Kra17] to a topological setting, which includes the setting of configuration spaces,
even when they are not aspherical. See Remark 1.5 of [Pal18] for a comparison.
2.5. Degree of twisted coefficient systems on mapping class groups. There are several
different settings that have been considered for twisted coefficient systems on mapping class groups
and their degrees, all using the notion of “split degree” (or slight variations thereof) described in
§2.1. We will describe and compare these different settings, using the language of §2.1, without
defining in all details the categories involved.
There is a certain category C, introduced by Ivanov [Iva93], whose objects are compact, con-
nected, oriented surfaces F equipped with an embedded arc in ∂F . Morphisms are, roughly,
embeddings together with a path between the midpoints of the two arcs, all considered up to
ambient isotopy. There is an endofunctor t : C → C and a natural transformation id → t defined
by Ivanov, which on objects takes the boundary connected sum with F1,1, the torus with one
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boundary component. There is another such endofunctor a : C → C, introduced by Cohen and
Madsen [CM09], which instead takes the boundary connected sum with an annulus.
The coefficient systems of Ivanov are indexed on C and his degree is the split degree (as defined
in §2.1), considering C as an object of Catst using just the endomorphism t. Cohen and Madsen use
a slight variation of C to index their coefficient systems, and their degree is again the split degree,
but this time using both t and a to turn C into an object of Catst. As a side note, their definition
very slightly deviates from this, in fact. They do not require that the splittings of T → T t and of
T → Ta are functorial, i.e., they do not have to be natural transformations. They only require that
T (F )→ T t(F ) and T (F ) → Ta(F ) split for each F , and that these splittings are equivariant for
the action of the automorphism group of the object F in C (which is the mapping class group of F ).
In other words, T → T t and T → Ta are only required to be split mono natural transformations
after restricting C to the subcategory Caut ⊂ C of all automorphisms in C.
Boldsen [Bol12] uses the same C as Cohen and Madsen and the same two endofunctors, and he
also introduces another functor p : C(2)→ C, defined on a certain subcategory C(2) of C in which
objects all have at least two boundary components, which glues a pair of pants onto two boundary
components of a given surface. His coefficient systems are indexed on C, as for Cohen and Madsen.
The endofunctors t and a turn C into an object of Catst, and therefore give a notion of split degree.
However, Boldsen’s definition of degree is slightly stricter: the recursive condition (2.2) is modified
to say that T → T t and T → Ta must be split mono and sdeg(coker(T → T t)) 6 d − 1 and
sdeg(coker(T → Ta)) 6 d− 1, and also T |C(2) → Tp must also be split mono, in Fun(C(2),A).
Randal-Williams and Wahl also consider mapping class groups as an example of their general
twisted homological stability machine, and their setup is again slightly different to the previous
settings. They consider two subcategories of C separately. One is the full subcategory on surfaces
with any genus but a fixed number of boundary components, to which the endofunctor t restricts.
They then consider coefficient systems indexed on this subcategory, and define the split degree of
such coefficient systems by using the restriction of t to view the subcategory as an object of Catst.
(For simplicity we are taking N = 0 in their definition of split degree.) Separately, they consider
the subcategory on surfaces with a fixed genus and any number of boundary components, to which
the endofunctor a restricts. They then consider coefficient systems indexed on this subcategory,
and define the split degree by using the restriction of a to view it as an object of Catst. Finally,
they also consider a non-orientable analogue of Ivanov’s category C, with objects all non-orientable
surfaces with a given fixed number of boundary components and any (non-orientable) genus. This
admits an endofunctor m defined on objects by taking the boundary connected sum with a Möbius
band, and they then consider coefficient systems indexed on this category, with the split degree
defined by using m to view it as an object of Catst.
3. Vanishing of cross-effects
In this section, we give a general definition of the height of a functor C → A, for an abelian
category A and a category C equipped with certain structure,11 and relate it to various notions of
height appearing in the literature, including that of [DV19] (much of this section has been directly
inspired by the definitions given in that paper). In particular, this encompasses the setting where
C is monoidal and its unit object is either initial or terminal (see §3.4 and §3.7), and also the
setting where C is any category equipped with a functor I → C, where I is the category defined
just below at the beginning of §3.1 (see §3.11). In §3.12 we study the intersection between these
two settings. This is analogous to §2.3 above (which is concerned with the intersection between
two different ways of defining the degree of a functor with source C); see in particular Remark 3.16.
Throughout this section A will denote a fixed abelian category. In proofs we will often assume
that A is a category of modules over a ring, so that its objects have elements, which is justified by
the Freyd-Mitchell embedding theorem.
3.1. First definition. Let I be the category whose objects are the non-negative integers, and
whose morphismsm→ n are subsets of {1, . . . ,min(m,n)}, with composition given by intersection.
The endomorphism monoid EndI(n) is denoted In, and is the monoid of subsets of n = {1, . . . , n}
11 In fact, we give three definitions, each depending on a slightly different structure on C, and show that they agree
whenever two are defined (Lemma 3.2).
10
under the operation ∩ with neutral element n itself. We will also think of In as a category on the
single object •. There is an operation cr(−) that takes a functor f : In → A as input and produces
the following object of A:
cr(f) = im
(∑
S⊆n
(−1)|S|f(nr S) : f(•) −→ f(•)
)
as output. Now suppose that we are given a category C equipped, for each n > 0, with a collection
of functors {fj : In → C}j∈Jn . Then the height ht(T ) ∈ {−1, 0, 1, 2, . . . ,∞} of a functor T : C → A
is defined by the criterion that ht(T ) 6 h if and only if for all n > h and all j ∈ Jn, cr(T ◦ fj) = 0.
3.2. Second definition. Let I¯n denote the set of all subsets of n, considered as a partially-
ordered set – and thus as a category – under the relation of inclusion of subsets. There is an
operation cr(−) taking a functor f : I¯n → A as input and producing the following object of A:
cr(f) = coker
(⊕
S(n
f(S →֒ n) :
⊕
S(n
f(S) −→ f(n)
)
as output. Now suppose that we are given a category C equipped, for each n > 0, with a collection
of functors {fj : I¯n → C}j∈Jn . Then the height ht(T ) ∈ {−1, 0, 1, 2, . . . ,∞} of a functor T : C → A
is defined by the criterion that ht(T ) 6 h if and only if for all n > h and all j ∈ Jn, cr(T ◦ fj) = 0.
3.3. Relationship between the definitions. There is a functor z : I¯n → In given by sending
each morphism S ⊆ T in I¯n to the morphism nr(T rS) in In. (More generally, any lattice L may
be viewed as a monoid L∧ under the meet operation, and there is an analogous functor L→ L∧ if
L is a Boolean algebra.) This relates the two constructions above as follows:
Lemma 3.1 For any functor f : In → A the objects cr(f) and cr(f ◦ z) are isomorphic.
A category C equipped with collections of functors {In → C} as in the first definition may
be viewed via z as a category equipped with collections of functors {I¯n → C} as in the second
definition. Hence – a priori – functors T : C → A have two possibly different heights, ht(T ) and
ht(T ). But the above lemma implies that these coincide, i.e. ht(T ) = ht(T ). The second definition
is therefore more general, reducing to the first definition in the special case where the given functors
I¯n → C all factor through z : I¯n → In.
Proof of Lemma 3.1. This is proved exactly as Proposition 2.9 of [DV19]. We will give the details
here, in order to identify (for later; see §3.10) where we use the fact that f preserves the identity.
First of all we will show that:
ker(g) =
∑
S(n
im(f(S)) where g =
∑
S⊆n
(−1)|S|f(nr S). (3.1)
(⊇) : Let x = f(T )(y) for y ∈ f(•) and T ( n. Choose i ∈ nr T and write
g(x) =
∑
S⊆nr{i}
(
(−1)|S|f(nr S)f(T )(y) + (−1)|S|+1f((nr S)r {i})f(T )(y)
)
.
Since (T r S)r {i} = T r S the terms cancel pairwise and x ∈ ker(g).
(⊆) : Suppose x ∈ f(•) and g(x) = 0. Since f preserves the identity, i.e. f(n) = id, we may write
x =
∑
∅ 6=S⊆n
(−1)|S|+1f(nr S)(x)
=
∑
S(n
(−1)n−|S|+1f(S)(x) ∈
∑
S(n
im(f(S)).
Now note that the right-hand side of (the left-hand equation of) (3.1) is equal to the image of
h =
⊕
S(n
f(S) :
⊕
S(n
f(•) −→ f(•).
Hence we have cr(f) = im(g) ∼= f(•)/ker(g) = f(•)/im(h) = coker(h) = cr(f ◦ z).
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3.4. Specialising to the setting of Djament and Vespa. Let C be a symmetric monoidal
category whose monoidal unit is null (simultaneously initial and terminal). In [DV19], Djament
and Vespa define the notion of a strong polynomial functor C → A of degree d. Their definition is
recovered by the first definition of a functor of height d above by equipping C with the following
collections of functors {In → C}. Take Jn to be the set of n-tuples (x1, . . . , xn) of objects of C.
The associated functor In → C sends the unique object • to
⊕n
i=1 xi and a subset S ⊆ n to the
endomorphism
⊕n
i=1 φi where φi = id for i ∈ S and φi = 0 otherwise.
More generally, let C be a symmetric monoidal category whose monoidal unit is initial. The
general definition of Djament and Vespa is for this setting, and corresponds to the second definition
of a functor of height d above by equipping C with the following collections of functors {I¯n → C}.
Take Jn to be the set of n-tuples (x1, . . . , xn) of objects of C as before. The associated functor
I¯n → C sends the object S ⊆ n to
⊕
i∈S xi and the inclusion S ⊆ T to the canonical morphism⊕
i∈S xi
∼=
⊕
i∈T yi →
⊕
i∈T xi where yi = xi if i ∈ S and yi = 0 otherwise.
Of course, our general definition of a functor of height d introduced above specialises very
naturally to this setting as it was directly inspired by the work of Djament and Vespa.12 Soon we
will generalise it slightly (§3.10) so that it also recovers the notion of height used in [Pal18]. First
we describe the dual of our second definition of height and specialise it to the setting of [HPV15].
3.5. Third definition. There is an operation cr′(−) that takes a functor f : I¯opn → A as input
and produces the following object of A:
cr′(f) = ker
(⊕
S(n
f(S →֒ n) : f(n) −→
⊕
S(n
f(S)
)
as output. Suppose that we are given a category C equipped, for each n > 0, with a collection of
functors {fj : I¯opn → C}j∈Jn . The height ht
′(T ) ∈ {−1, 0, 1, 2, . . . ,∞} of a functor T : C → A is
defined by the criterion that ht′(T ) 6 h if and only if for all n > h and all j ∈ Jn, cr′(T ◦ fj) = 0.
3.6. Relation between all three definitions. This may be related to the first and second
definitions as follows. There is a functor z′ : I¯opn → In given by sending each morphism S ⊆ T in
I¯opn to the morphism nr (T r S) in In. Using this and the functor z : I¯n → In from above, any
functor In → A induces functors I¯n → A and I¯opn → A.
Lemma 3.2 For any functor f : In → A we have isomorphisms cr(f ◦ z) ∼= cr(f) ∼= cr′(f ◦ z′).
A category C equipped with collections of functors {In → C} as in the first definition may
be viewed as a category equipped either with collections of functors {I¯n → C} as in the second
definition or collections of functors {I¯opn → C} as in the third definition. The above lemma implies
that in this situation the three possible notions of height for functors C → A all coincide.
Proof of Lemma 3.2. By Lemma 3.1 it suffices to prove that cr(f ◦ z) ∼= cr′(f ◦ z′), in other words:
coker
(⊕
S(n
f(S) : f(•)n!−1 −→ f(•)
)
∼= ker
(⊕
S(n
f(S) : f(•) −→ f(•)n!−1
)
(3.2)
where we have written f(•)n!−1 to denote
⊕
S(n f(•). Since the morphisms f(S) are idempotent
and pairwise commute, there is a decomposition
f(•) ∼=
⊕
T⊆P′(n)
(⋂
S∈T
ker(f(S)) ∩
⋂
S∈P′(n)rT
im(f(S))
)
,
where P ′(n) denotes the set of proper subsets of n.13 The direct sum of all components except the
12 To see that it specialises as claimed to the setting of Djament and Vespa, combine Définition 2.1, Proposition
2.3, Définition 2.6 and Proposition 2.9 of [DV19].
13 Cf. the first part of the proof of Lemme 2.7 in [CDG13].
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one corresponding to T = P ′(n) is equal to
∑
S(n im(f(S)), so we have:
f(•) ∼=
⋂
S(n
ker(f(S)) ⊕
∑
S(n
im(f(S))
∼= ker
(⊕
S(n
f(S) : f(•) −→ f(•)n!−1
)
⊕ im
(⊕
S(n
f(S) : f(•)n!−1 −→ f(•)
)
,
which implies the isomorphism (3.2), as desired.
3.7. Specialising to the setting of Hartl-Pirashvili-Vespa. Let C be a monoidal category
whose monoidal unit is null, and which is not necessarily symmetric. In [HPV15], Hartl, Pirashvili
and Vespa define the notion of a polynomial functor C → A of degree d. (When C is symmetric
it agrees with the definition of [DV19].) Their definition is recovered by our third definition of
a functor of height d by equipping C with the following collections of functors {I¯opn → C}.
14 As
before, take Jn to be the set of n-tuples (x1, . . . , xn) of objects of C. The associated functor I¯opn → C
sends the object S ⊆ n to the object
⊕
i∈S xi and the inclusion S ⊆ T to the canonical morphism⊕
i∈T xi →
⊕
i∈T yi
∼=
⊕
i∈S xi where yi = xi if i ∈ S and yi = 0 otherwise. Note: since C is not
symmetric, to correctly define
⊕
i∈S xi we must consider n as a totally-ordered set and use the
inherited ordering of each subset S ⊆ n.
We note that the definition of [HPV15] only requires the monoidal unit to be terminal. Also,
the definition given earlier (§3.4) for a symmetric monoidal category with initial unit works equally
well when the monoidal structure is not symmetric, as long as one is careful, as in the previous
paragraph, to use the natural total ordering on n. Thus there is a general notion of height for
functors C → A whenever C is monoidal and its unit is either initial or terminal, and these notions
coincide when the unit is null.
3.8. Categories with finite coproducts; relation to the Taylor tower. In [HV11] there
is a definition of polynomial functor C → A of degree d in the setting where C has a null object
and finite coproducts, and where A is either Ab or Grp, the category of groups. When A = Ab
this is a special case of the definition of [HPV15], since C has a monoidal structure given by the
coproduct. When A = Grp it falls outside the scope of the discussion in this section, since Grp
is not an abelian category. It is, however, a semi-abelian category (see [JMT02, Bor04]), which
suggests that it would be interesting to try to extend the general notion of the height of a functor
C → A in this section to the case where A is only semi-abelian (for example the category of groups
or the category of non-unital rings).
As an aside, we recall that when the monoidal structure on C is given by the coproduct, one
can do more than just define the height of a functor T : C → A: one can also approximate it by
functors of smaller height, and these approximations form its so-called Taylor tower. The key
property of the coproduct that allows this is that its universal property equips us with “fold maps”
c+ · · ·+ c → c. In the next paragraph, we recall briefly the construction from [HV11], using the
terminology of the present section.
Recall that the structure on C used to define the height of a functor defined on it is a collection
of functors f(c1,...,cn) : I¯
op
n → C, one for each n-tuple of of objects in C (and for each n > 0), and
the cross-effect cr′(Tf(c1,...,cn)) is a subobject of T (c1 + · · ·+ cn), where + denotes the coproduct
in C. Now take c1 = · · · = cn = c. The universal property of the coproduct gives us a morphism
c+ · · ·+ c→ c, to which we may apply T and then compose with the inclusion of the cross-effect
to obtain a morphism cr′(Tf(c,...,c))→ T (c). Define pn−1T (c) to be the cokernel of this morphism.
This construction is functorial in c and defines a functor pn−1T of height 6 n− 1, which is to be
thought of as the best approximation of T by such a functor. There are also natural transformations
p0T ← p1T ← · · · ← pn−1T ← pnT ← · · · and T → lim(p•T ), which between them constitute the
“Taylor tower” of T .
3.9. Specialising to the setting of Collinet-Djament-Griffin. Let Sefin denote the category
of finite sets and partially-defined functions and let Σ denote its subcategory of finite sets and
14 See Definition 3.6 and Proposition 3.3 of [HPV15].
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partially-defined injections. For any intermediate category Σ 6 Λ 6 Sefin and any category C we
may define the wreath product C ≀Λ to have finite tuples of objects of C as objects, and a morphism
from (c1, . . . , cm) to (d1, . . . , dn) to consist of a morphism φ : m→ n of Λ together with morphisms
αi : ci → dφ(i) of C for each i on which φ is defined. We write this morphism as (φ ; {αi}i∈dom(φ)).
We may then equip C ≀Λ with collections of functors {In → C ≀Λ}, as follows. As before, take
the indexing set Jn to be the set of n-tuples of objects of C. The functor In → C ≀ Λ associated to
the n-tuple (c1, . . . , cm) takes the unique object • of In to (c1, . . . , cm) and a subset S ⊆ n to the
endomorphism (rS ; {idci}i∈S) where rS(i) = i for i ∈ S and rS(i) is undefined otherwise.
This defines a notion of height for any functor T : C ≀Λ→ A into an abelian category A, using
the first definition (§3.1) above. This exactly recovers the definition of height given by Collinet,
Djament and Griffin [CDG13] in this setting. To see this, we may by Lemma 3.2 use the third
definition (§3.5) above instead. Unravelling this definition, we see that it is precisely the definition
of [CDG13], given in Définitions 2.5 together with the sentence before Proposition 2.11.15
3.10. Semi-functors. The construction in §3.1 taking a functor f : In → A as input and return-
ing an object cr(f) of A works also if f is just a semi-functor, in other words preserving composition
but not necessarily identities.16 So if C is a category equipped, for each n > 0, with a collection
of semi-functors {fj : In → C}j∈Jn , then we may define the height of a semi-functor T : C → A
exactly as before: ht(T ) 6 h if and only if for all n > h and all j ∈ Jn, cr(T ◦ fj) = 0. The second
(§3.2) and third (§3.5) definitions of height generalise in the same way: if C is a category equipped
with collections of semi-functors {I¯n → C}j∈Jn or {I¯
op
n → C}j∈Jn then we have a notion of the
height of any semi-functor C → A, defined exactly as in the case of functors.
Lemma 3.1 is no longer true for semi-functors: the fact that f preserves the identity was
used to prove one of the two inclusions for the equality (3.1). However, the rest of the proof goes
through and shows that there is an exact sequence cr(f ◦z)→ cr(f)→ 0 in this setting. The proof
of Lemma 3.2 does not use that f preserves the identity, so we still have that cr(f ◦ z) ∼= cr′(f ◦ z′)
when f is a semi-functor. As a result, if C is a category equipped with collections of semi-functors
{In → C} and T : C → A is a semi-functor, then:
ht(T ) 6 ht(T ) = ht′(T ).
In fact, ht(T ) is often infinite when the semi-functors {I¯n → C} are not functors (cf. Proposition
3.10) so the right notion in this case is ht(T ), which we will use in the next subsection.
3.11. Specialising to partial braid categories. As before, we denote by I the category with
objects 0, 1, 2, . . . and morphisms m → n corresponding to subsets of {1, . . . ,min(m,n)}, with
composition given by intersection. We will sometimes think of these morphismsm→ n as partially-
defined functions {1, . . . ,m} → {1, . . . , n} that are the identity wherever they are defined. We will
usually abbreviate {1, . . . , n} as n.
Let C be a category equipped with a functor s : I → C. For example, C could be an object
of CatI , in the notation of §4.5 below, which in particular includes the case where C is the partial
braid category B(M,X) defined in §4.2 (see also §2.4).
Now equip C with the following collections of semi-functors {fm : In → C}m∈Jn . Take the
indexing set Jn to be N ∩ [n,∞). Then for m > n let fm be the composite semi-functor
In → Im = EndI(m) →֒ I
s
−→ C,
where In → Im takes a subset S of n to the subset S +m− n = {s+m− n | s ∈ S} of m. This
defines a notion of height for each semi-functor T : C → A. Unwinding the definition, it says that
ht(T ) 6 h if and only if for all m > n > h the following subobject of Ts(m) vanishes:
im
( ∑
S⊆{m−n+1,...,m}
(−1)|S|Ts(fS∪{1,...,m−n})
)
. (3.3)
15 A small difference is that they additionally assume that T (∅) is the zero object of A. So, for example, a functor
C ≀ Λ→ A taking every object to a fixed object a 6= 0 of A and every morphism to ida has height zero according to
our definition, whereas it does not have any finite height according to the definition of [CDG13]. The difference is
analogous to the difference between linear and affine functions.
16 In fact, for this construction, there is no need even for it to preserve composition – but we will want this later.
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Here fT : m→ m is the partially-defined function that “forgets” T ⊆ m, in other words fT (i) = i
if i ∈ mr T and is undefined if i ∈ T .
Lemma 3.3 The subobject (3.3) of Ts(m) is equal to the subobject
im(Ts(f{1,...,m−n})) ∩
m⋂
i=m−n+1
ker(Ts(f{i})). (3.4)
As a corollary, we deduce that the definition of height used in the paper [Pal18] (see Definition
3.15 of that paper) is recovered when we specialise in this way, taking C = B(M,X) equipped with
the canonical functor I → B(M,X) (see the paragraph below (4.4)).
Corollary 3.4 The height of a functor B(M,X)→ Ab given by Definition 3.15 of [Pal18] agrees
with the definition above, specialised to the case C = B(M,X) and A = Ab.
Proof. By Definition 3.15 of [Pal18], the height of a functor T : B(M,X)→ Ab is bounded above
by h if and only if for all m > n > h we have T nm = 0. Looking at the definition of T
n
m (see
Definition 3.10 of [Pal18]) we see that it is precisely (3.4), and therefore (3.3), by Lemma 3.3.
Proof of Lemma 3.3. We think of A as a concrete category of modules over a ring, by the Freyd-
Mitchell embedding theorem, so that we may talk about the elements of its objects.
• (3.4) ⊆ (3.3) : Suppose that x is an element of (3.4), say x = Ts(f{1,...,m−n})(y). If S is a
non-empty subset of {m− n+ 1, . . . ,m} then we may pick some i ∈ S and compute that
Ts(fS∪{1,...,m−n})(y) = Ts(fS) ◦ Ts(f{i}) ◦ Ts(f{1,...,m−n})(y)
= Ts(fS) ◦ Ts(f{i})(x) = 0.
Hence we deduce that
∑
S⊆{m−n+1,...,m}
(−1)|S|Ts(fS∪{1,...,m−n})(y) = x,
so in particular x ∈ (3.3).
• (3.3) ⊆ (3.4) : Now suppose that we begin with an element x of the form
x =
∑
S⊆{m−n+1,...,m}
(−1)|S|Ts(fS∪{1,...,m−n})(y).
Then for m− n+ 1 6 i 6 m we have
Ts(f{i})(x) =
∑
S⊆{m−n+1,...,m}r{i}
(−1)|S|Ts(f{i}) ◦ Ts(fS∪{1,...,m−n})(y)
+ (−1)|S|+1Ts(f{i}) ◦ Ts(fS∪{i}∪{1,...,m−n})(y)
which vanishes since the terms pairwise cancel, so x ∈ ker(Ts(f{i})). One can similarly show that
Ts(f{1,...,m−n})(x) = x, so x ∈ im(Ts(f{1,...,m−n})).
3.12. Two notions of height on a cyclic monoidal category. There is an overlap between
the definition in §3.4 of the height of a functor C → A when C is equipped with a monoidal
structure17 with null unit and the definition in §3.11 of the height of a functor C → A when C is
equipped with a functor I → C.
Recall that I and Σ have objects 0, 1, 2, . . ., morphisms m → n of Σ are partially-defined
injections m → n and morphisms of I are those partially-defined injections that are the identity
wherever they are defined. Let B have the same objects and take the morphisms m → n of B to
be partially-defined braided injections from m to n. In other words, it is the category B(R2) from
§4.2. There is an embedding I ⊂ B and a functor B → Σ which compose to an embedding I ⊂ Σ.
17 In §3.4 it was assumed that the monoidal structure is symmetric, but, as remarked in §3.7, the symmetry is not
really necessary for the definition.
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Now let C be a strict monoidal category and pick an object x of C. There is then a natural
functor s : I → C that takes n to x⊕n. If C is braided then s extends to a monoidal functor B → C
and if it is symmetric then s extends further to a monoidal functor Σ→ C.18
Now assume that the unit object of C is null and that C is generated by x in the sense that
every object of C is isomorphic to x⊕n for some (not necessarily unique) non-negative integer n. In
this sense we may say that C is a cyclic monoidal category. For example, if the manifold M splits
as R × N for some manifold N , then the category B(M,X) defined in §4.2 is a cyclic monoidal
category generated by the object 1. The natural functor s : I → B(M,X) taking 1 to 1 is exactly
the one constructed in the paragraph below (4.4). If N splits further as R ×N ′ then B(M,X) is
braided, and if N = R2 × N ′′ then it is symmetric. One may then define the height of a functor
T : C → A either using the monoidal structure of C as in §3.4 – this will be denoted ht⊕(T ) – or
using the functor s : I → C as in §3.11 – this will be denoted htI(T ).
Proposition 3.5 For any functor T : C → A we have htI(T ) 6 ht⊕(T ). If we assume that C is
braided we have an equality htI(T ) = ht⊕(T ).
We will prove this as a corollary of a slightly more general setup.
Definition 3.6 Fix m,n > 0. An ordered shifted partition λ of m of length n – written λ ⊢ m
and |λ| = n – is an ordered (n+1)-tuple (λ0, λ1, . . . , λn) of non-negative integers whose sum is m.
Associated to this there is a semigroup homomorphism ψλ : In → Im taking a subset S of n to the
subset Sλ of m, where Sλ is defined as follows:
Sλ =
⋃
i∈S
{i}λ {i}λ = {λ0 + · · ·+ λi−1 + 1, . . . , λ0 + · · ·+ λi}.
We are viewing In as a monoid under intersection, with identity element n, so ψλ is a monoid
homomorphism if and only if λ0 = 0.
Definition 3.7 Now let C be any category and s : I → C a functor. We obtain (semi-)functors
fλ : In → C defined by
In
ψλ−−→ Im = EndI(m) →֒ I
s
−→ C.
For any functor T : C → A, we define htI(T ) and ht⊕(T ) by the condition that (for  = I or ⊕)
ht(T ) 6 h if and only if for each ordered shifted partition λ ⊢ m of length |λ| > h,
( = ⊕) with λ0 = 0,
( = I) with λ1 = · · · = λn = 1,
the cross-effect cr(Tfλ) vanishes. We similarly define ht(T ) using cr(Tfλz) in place of cr(Tfλ). In
other words, when  = I we define the height using (for each n > 0) the collection of semi-functors
{fλ : In → C | λ ⊢ m, |λ| = n, λ1 = · · · = λn = 1} and when  = ⊕ we define the height using the
collection of functors {fλ : In → C | λ ⊢ m, |λ| = n, λ0 = 0}.
In the previous setup, with a cyclic monoidal category C generated by the object x, we had
a natural functor s : I → C taking 1 to x. For a functor T : C → A we defined htI(T ) to be the
height of T as defined in §3.11, using the structure given by the functor s. This is exactly the
same as the definition of htI(T ) given in Definition 3.7. Moreover, we defined ht⊕(T ) to be the
height of T as defined in §3.4, using the monoidal structure of C. Unravelling the definitions, one
can see that this is exactly the same as the definition of ht⊕(T ) given in Definition 3.7, using just
the functor s : I → C. (For this fact, it is critical that C is generated by the object x.)
Thus Definition 3.7 for a category C equipped with a functor s : I → C generalises the setting
described at the beginning of this subsection, where the functor s arose from the structure of C as
a cyclic monoidal category.
For the rest of this subsection, unless otherwise stated, we assume that we are in the general
setting of a category C equipped with a functor s : I → C, and we use the definitions of height from
Definition 3.7.
18 In the notation of §4.2, Σ is B(R∞) and B is B(R2), whereas I is a (non-monidal) subcategory of B(R). For any
monoidal category C and object x of C, there is a unique monoidal functor B(R)→ C sending 1 to x; its restriction
to I ⊂ B(R) is the “natural” functor s to which we are referring.
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Remark 3.8 It is not hard to see that if λi = 0 for some i > 1 then cr(Tfλ) = 0. Thus, if λ0 = 0
too (so that fλ is a functor and Lemma 3.1 applies), we have cr(Tfλz) = 0. So in Definition 3.7,
when  = ⊕, we may assume that λ1, . . . , λn > 1.
Remark 3.9 When  = ⊕ the fλ involved in the definition are all functors, so ht⊕(T ) = ht⊕(T ),
by the discussion following Lemma 3.1. When  = I we only know that htI(T ) 6 htI(T ), as
discussed in §3.10. We first show that htI(T ) is in fact almost always infinite.
Proposition 3.10 Let T : C → A be any functor. Then htI(T ) > 0 implies that htI(T ) =∞.
So it remains to compare htI(T ) and ht⊕(T ), which we do after the next definition.
Definition 3.11 We say that a functor T : C → A admits conjugations if the composite functor
Ts : I → A extends to some category S ⊃ I and for each n > 0 and R,S ⊆ n with |R| = |S| there
exists an automorphism φ ∈ AutS(n) such that φrRφ−1 = rS , where rR ∈ EndI(n) denotes the
endomorphism that restricts to R, i.e., is the identity on R and undefined on nrR.
Example 3.12 If C is a strict braided monoidal category with null unit object, generated by the
object x, then the natural functor s : I → C extends to B ⊃ I, as explained at the beginning of
this subsection. In this case every functor C → A admits conjugations: we may take S = B and
for φ choose any braid connecting the points R with the points S and the points nr R with the
points nr S. In particular, this applies to C = B(M,X) as defined in §4.2 when M is of the form
R2 ×N .
Example 3.13 In fact, for any M (of dimension at least two), if we take C = B(M,X) with the
natural functor s : I → B(M,X) (cf. (4.4)), then every functor C → A admits conjugations: we may
take S to be B(M,X) itself and for φ choose any braid on M that connects the points {ai | i ∈ R}
with the points {ai | i ∈ S} and the points {ai | i ∈ nrR} with the points {ai | i ∈ nr S}.
Proposition 3.14 For any functor T : C → A we have htI(T ) 6 ht⊕(T ). If T admits conjugations
then htI(T ) = ht⊕(T ). However, in general the inequality may be strict: for any h ∈ {2, . . . ,∞}
there exists a functor Th : I → Ab such that htI(Th) = 1 but ht⊕(Th) = h.
Proof of Proposition 3.5. This now follows from Proposition 3.14 and Example 3.12.
Remark 3.15 Proposition 3.5 applied to the cyclic monoidal category C = B(R× N,X) tells us
that htI(−) 6 ht⊕(−) with equality if N = R × N
′. But by Proposition 3.14 and Example 3.13
we know that in fact htI(−) = ht⊕(−) for C = B(M,X) for any M (of dimension at least two).
This suggests that it should be possible to generalise Proposition 3.5 to a setting where C is a left
module over a cyclic monoidal category, analogously to Proposition 2.8 for degree.
Remark 3.16 (Summary.) For a functor T : C → A we have the following square of equalities:
degx(T ) deg(T )
htI(T ) ht⊕(T )
=
(a)
=
(b)
=(c) = (d) (3.5)
(using notation of §2.3 in the top row), where
(a) holds when C is a left-module over a braided monoidal category with null unit and generating
object x (Proposition 2.8);
(b) holds when C is a braided monoidal category with null unit and generating object x (Propo-
sition 3.5) or C = B(M,X) (Remark 3.15);
(c) holds when C = B(M,X), by Lemma 3.16 of [Pal18]
(d) holds when C = B(R3 × N,X), by Proposition 2.3 of [DV19] — more generally, they prove
this for C a symmetric monoidal category with initial unit.
Putting these together, we see that in fact (d) holds whenever C = B(M,X) for any M , via (a)–(c).
Also, (c) holds whenever C is a symmetric monoidal category with null unit and generating object
x, via (a), (b) and (d).
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This suggests that (c) should generalise to C any left-module over a braided monoidal category
with null unit and generating object x and (d) should generalise to C any left-module over a braided
monoidal category with initial unit. This would imply that (b) also generalises to C any left-module
over a braided monoidal category with null unit and generating object x (cf. Remark 3.15).
In the remainder of this subsection we prove Propositions 3.10 and 3.14.
Proof of Proposition 3.10. Let us abbreviate Ts(n) to Tn and for a subset S ⊆ {1, . . . ,min(k, l)}
let us write simply rS : Tk → Tl instead of Ts(rS). (Recall that rS : k → l is the identity on S and
undefined elsewhere.)
Now suppose that htI(T ) <∞. In particular this implies that, for some h > 0 and any k > 0,
Tk+h =
∑
S(h
im(rS+k).
But each im(rS+k) is contained in im(r{k+1,...,k+h}), so r{k+1,...,k+h} : Tk+h → Tk+h is surjective.
Also note that rk : Tk+h → Tk is surjective, since it has a right-inverse. The commutative square
Tk+h Tk
Tk+h Tk
rk
r{k+1,...,k+h}
r∅
r∅ (3.6)
therefore tells us that r∅ : Tk → Tk is also surjective. So for any m > n > 0 we have
Tm = im(r∅) =
∑
S(n
im(rS+m−n),
and so htI(T ) 6 0.
Proof of Proposition 3.14. We first prove the inequality htI(T ) 6 ht⊕(T ), then give the promised
example of T where it is strict, and then finally show that the additional assumption that T admits
conjugations rules out this possibility, i.e., that htI(T ) = ht⊕(T ) for such T .
(a) Proof of the inequality. We use the notation of the previous proof, abbreviating Ts(rS) to rS .
Let m > n > ht⊕(T ). We need to show that
∑
S⊆n
(−1)|S|r(nrS)+m−n (3.7)
is the zero morphism. Let λ be the ordered shifted partition of length n with λ0 = 0, λ1 = m−n+1
and λi = 1 otherwise. Then (3.7) is equal to
∑
S⊆n
(−1)|S|r{m−n+1,...,m} ◦ rSλ = r{m−n+1,...,m} ◦
(∑
S⊆n
(−1)|S| ◦ rSλ
)
.
Since |λ| = n > ht⊕(T ), the morphism in brackets on the right-hand side is zero, and so (3.7) is
zero, as required. ⋄
(b) Example of strict inequality. For this example we will take C to be I itself, with s = id: I → I.
Fix h ∈ {2, 3, 4, . . . ,∞} and define a functor Th : I → Ab as follows. The object n is taken to the
free abelian group
Z{S ⊆ n | |S| 6 h and S has no consecutive elements}
and for R ⊆ {1, . . . ,min(m,n)} the morphism rR : m→ n is taken to the homomorphism Th(m)→
Th(n) that sends the basis element S ⊆ m to the basis element rR(S) = S ∩R ⊆ n.
This will turn out to have htI(Th) = 1 < h = ht⊕(Th). The idea is that both htI(−) and
ht⊕(−) examine a functor T using certain partitions – but the former only uses partitions in which
18
each piece has size 1 and is therefore sensitive to “interference” from the condition above that
subsets have no consecutive elements and therefore measures the “wrong” height, whereas the
latter uses partitions with pieces of arbitrary size, and so is insensitive to such interference.
To show that ht⊕(Th) = h we take λ ⊢ m with λ0 = 0 and |λ| = n and a basis element R ⊆ m
for Th(m), and consider the element ∑
S⊆n
(−1)|S|(Rr Sλ) (3.8)
of Th(m). We need to show that it is always zero when n > h, whereas when n = h there exist λ
and R such that it is non-zero. If n > h there must be some i ∈ {1, . . . , n} such that R∩{i}λ = ∅.
Then we may write (3.8) as the sum over S ⊆ nr{i} of (−1)|S|(RrSλ)+(−1)|S|+1((Rr{i}λ)rSλ),
which cancels to zero since Rr {i}λ = R. When n = h we may take λ with λ0 = 0 and λi = 2 for
i > 1 (so m = 2n) and R = {2, 4, . . . , 2n}. This completes the proof that ht⊕(Th) = h.
Now we show that htI(Th) = 1. To begin with, note that to have htI(Th) 6 0 would require
that Th(r∅) = id, which is not the case, so instead we have htI(Th) > 1. To see that it is exactly
equal to 1 we need to show that, for all m > n > 2 and any basis element R of Th(m), the element∑
S⊆{m−n+1,...,m}
(−1)|S|(R r S)
is zero. The trick is to rewrite this element as the sum over subsets S ⊆ {m−n+1, . . . ,m− 2} of
(−1)|S|
(
Q+ (Qr {m− 1,m})− (Qr {m− 1})− (Qr {m})
)
where we have written Q = Rr S. Since R (and therefore also Q) cannot contain both m− 1 and
m (these would be consecutive elements), the four terms above cancel to zero. This completes the
proof that htI(Th) = 1. ⋄
(c) Equality when T admits conjugations. To show this we will use the following fact, which is an
immediate generalisation of Lemma 3.3.
Fact 3.17 If λ ⊢ m is an ordered shifted partition of length n and T : C → A is a functor, then
im
(∑
S⊆n
(−1)|S|Ts(f{1,...,λ0}∪Sλ)
)
= im(Ts(f{1,...,λ0})) ∩
n⋂
i=1
ker(Ts(f{i}λ)).
Let T : C → A be a functor and assume that T admits conjugations. Suppose that htI(T ) 6 h.
Our aim is to show that ht⊕(T ) 6 h. In detail, this means the following. Fix λ ⊢ m with λ0 = 0
and λi > 1 for i > 1 (cf. Remark 3.8) and |λ| = n > h. In the light of Fact 3.17, our aim is to
show that
n⋂
i=1
ker(Ts(f{i}λ)) (3.9)
is zero. Since htI(T ) 6 h, we know (using Lemma 3.3 and the fact that T admits conjugations)
that for any S ⊆ m of size |S| > h,
im(Ts(fmrS)) ∩
⋂
i∈S
ker(Ts(f{i})) = 0.
We claim that the following equality always holds:
n⋂
i=1
ker(Ts(f{i}λ)) =
⊕
S
im(Ts(fmrS)) ∩
⋂
i∈S
ker(Ts(f{i})), (3.10)
where the direct sum on the right-hand side is taken over all subsets S ⊆ m such that for each
i ∈ {1, . . . , n} we have S ∩ {i}λ 6= ∅. Any such subset must have size |S| > |λ| = n > h, so – in
our situation – its contribution to the sum vanishes, and therefore (3.9) is zero, as required. So it
just remains to prove the equality (3.10).
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• (⊇) : Let S ⊆ m satisfy the condition above and suppose that Ts(f{i})(x) = 0 for all i ∈ S. For
each j ∈ {1, . . . , n} we may choose i ∈ S ∩ {j}λ and compute that
Ts(f{j}λ)(x) = Ts(f{j}λ) ◦ Ts(f{i})(x) = 0.
• (⊆) : Since the idempotents Ts(f{i}) on Ts(m) pairwise commute there is a decomposition
Ts(m) =
⊕
S⊆m
⋂
i∈S
ker(Ts(f{i})) ∩
⋂
i∈mrS
im(Ts(f{i}))
=
⊕
S⊆m
⋂
i∈S
ker(Ts(f{i})) ∩ im(Ts(fmrS)). (3.11)
Now suppose that x ∈ Ts(m) and Ts(f{i}λ)(x) = 0 for each i ∈ {1, . . . , n}. We may write
x =
∑
S⊆m
xS
corresponding to the decomposition (3.11). Note that the endomorphism Ts(f{i}λ) preserves the
decomposition (3.11). Since it is a decomposition as a direct sum, we must have Ts(f{i}λ)(xS) = 0
for each S ⊆ m.
Now, to see that x is contained in the right-hand side of (3.10) we just need to show that if
there exists i ∈ {1, . . . , n} such that S ∩ {i}λ = ∅ then xS = 0. But we have xS ∈ im(Ts(fmrS))
and {i}λ ⊆ mr S, so xS ∈ im(Ts(f{i}λ)). Since Ts(f{i}λ) is idempotent, this means that
xS = Ts(f{i}λ)(xS) = 0. ⋄
3.13. The injective braid category. Recall from §2.4 that the injective braid category Bf(M,X)
is the subcategory of B(M,X) having the same objects (the non-negative integers) and where a
morphism of B(M,X) – i.e. a (labelled) braid in M × [0, 1] from some subset of {a1, . . . , am}×{0}
to some subset of {a1, . . . , an} × {1} – lies in this subcategory if and only if it has precisely m
strands.
The equivalence between the different notions of height discussed in this section suggests how
one may extend the notion of height for functors T : B(M,X)→ A to a notion of height for functors
T : Bf(M,X)→ A. If we take our definition of the height of a functor defined on B(M,X), which
uses the first definition (§3.1) of height (see the discussion in §3.11 above), and reinterpret it using
instead the second definition (§3.2) of height, it may be rewritten in such a way that it involves only
morphisms from the subcategory Bf(M,X). Thus, the height of T depends only on its restriction
to Bf(M,X), and indeed one may use this observation to directly define the height of a functor
T : Bf(M,X) → A. Explicitly, the definition unravels to the following: height(T ) 6 h if and only
if for all m > n > h we have∑
S
coker
(
T (b(φm,S)) : T (s) −→ T (m)
)
= 0,
where the sum is taken over all proper subsets S of {m−n+1, . . . ,m} and s denotes {1, . . . , |S|}.
The notation φm,S means the unique order-preserving injection s → m whose image is equal to
S ⊆ m. In general, given any order-preserving injection φ : s → m, there is a canonical braid
b(φ) in M × [0, 1] from {a1, . . . , as} × {0} to {aφ(1), . . . , aφ(s)} × {1} that realises φ, specified
as follows. Recall from §4.1 that the manifold M comes equipped with a collar neighbourhood
c : ∂M × [0,∞] →֒M and a basepoint p ∈ ∂M . Let L be the embedded arc c({p} × [1,∞]) in the
interior of M . Then b(φ) is uniquely determined by specifying its endpoints, as above, and that it
must be contained in the embedded square L × [0, 1] in M × [0, 1]. Labelling each strand of b(φ)
by the constant path at the basepoint x0 of X makes it into a morphism s→ m of Bf(M,X).
3.14. Possible extensions. We finish this section by suggesting potential extensions of the gen-
eral definitions of height given in §§3.1—3.5. One generalisation, which we have already discussed
in detail, is to consider categories C equipped with collections of semi-functors Jn → C, i.e., “func-
tors” that are not required to preserve identities (the notation Jn denotes any one of In, I¯n or I¯opn ).
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Another potential generalisation, which was mentioned in §3.8, is to consider twisted coefficient
systems (i.e., functors or semi-functors) T : C → A whose target is a semi-abelian category, such as
the category Grp of groups. This is motivated by the work of Hartl, Pirashvili and Vespa [HPV15],
who study functors of the form C → Grp when C admits finite coproducts and a null object.
More fundamentally, one could weaken the structure on C by replacing Boolean algebras with
posets possessing less structure. If we work in the setting of §3.2, then the structure on C is given
by collections of functors I¯n → C, where I¯n is the poset of subsets of {1, . . . , n} under inclusion,
which is a Boolean algebra. It would be interesting to set up a theory of polynomial functors
C → A when C is instead equipped with collections of functors L(n) → C, where the L(n) are
lattices with less structure than a Boolean algebra, for example orthocomplemented lattices (in
which ∨ and ∧ do not necessarily distribute over each other). The lattice of closed subspaces of
a Hilbert space is an orthocomplemented lattice, for example, so a natural example to consider
would be to take L(n) as the lattice of subspaces of the Hilbert space Cn.
4. Partial braid categories
The paper [Pal18] is concerned with proving twisted homological stability for the labelled
configuration spaces Cn(M,X), for M a connected, open manifold and X a path-connected space.
Its twisted coefficient systems are indexed by certain partial braid categories B(M,X) associated
to these data; in that paper they are defined in a slightly ad hoc way, and the height and degree
of a twisted coefficient system on B(M,X) is defined in this specific context. In this section, we
explain a natural functorial framework into which these constructions fit.
Remark 4.1 The notions of degree and height used in this section agree with those discussed in
the previous two sections (whenever both are defined), but the domains of definition are slightly
different. The degree in this section is simply defined as a special case of the degree of §2, assuming
that the source category is an object of Cats rather than of the larger category Catst. The height in
this section is defined when the source category is an object of CatI . Such an object is in particular
a category C equipped with a functor I → C, where I is a certain category (cf. §3.1). The general
definition of height given in §3 specialises to this case, as described in §3.11, and it agrees with the
definition given in this section (see Remark 5.6).
For this section, we will take the abelian category A to be the category Ab of abelian groups.
However, this is just in order to preserve notational similarity with [Pal18], and in fact everything
generalises directly to the setting of an arbitrary abelian category A.
4.1. Some categories. We first introduce some (2, 1)-categories that we will consider. Only the
first one has non-identity 2-morphisms; the other two are really just 1-categories.
• Mfdc: Objects are smooth manifolds M (of dimension at least two) equipped with a collar
neighbourhood and a basepoint on the boundary. The 1-morphisms are embeddings preserving
collar neighbourhoods and basepoints and 2-morphisms are isotopies of such embeddings.
More precisely, a collar neighbourhood means a proper embedding
c : ∂M × [0,∞] −→M
such that c(x, 0) = x for all x ∈ ∂M . A 1-morphism from (M, cM , p) to (N, cN , q) is then an
embedding f : M →֒ N taking p ∈ ∂M to q ∈ ∂N and commuting with the collar neighbourhoods,
meaning that f(cM (x, t)) = cN (f(x), t) for all x ∈ ∂M and t ∈ [0,∞]. A 2-morphism from f0 to
f1 is an isotopy fs such that fs(p) = q and fs(cM (x, t)) = cN (fs(x), t) for all x, t and s.
• Top◦: The category of based, path-connected topological spaces and based continuous maps.
• Cats: Objects are small 1-categories C equipped with an endofunctor s : C → C and a natural
transformation ı : id → s. A 1-morphism from (C, s, ı) to (D, t, ) is a functor f : C → D together
with a natural isomorphism ψ : f ◦s→ t◦f of functors C → D such that ∗ idf = ψ◦(idf ∗ ı), where
∗ denotes horizontal composition of natural transformations. (Note that this is a subcategory of
the category Catst defined in §2.1.)
4.2. The partial braid functor. This is a 2-functor
B : Mfdc × Top◦ −→ Cats (4.1)
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such that, for any manifold M ∈ Mfdc and any space X ∈ Top◦, the object B(M,X) ∈ Cats agrees
with the category B(M,X) defined in §2.3 of [Pal18] together with the extra data defined in §3.1
of [Pal18].
The definition is as follows. Given objects (M, c, p) ∈ Mfdc and (X,x0) ∈ Top◦, first set
at = c(p, t) ∈ M for t ∈ [0,∞] and define an embedding e : M →֒ M by e(c(m, t)) = c(m, t + 1)
for (m, t) ∈ ∂M × [0,∞] and by the identity outside of the collar neighbourhood. The objects of
B(M,X) are the non-negative integers. A morphism m → n is a choice of k 6 min(m,n) and a
path in Ck(M,X), up to endpoint-preserving homotopy, from a subset of {(a1, x0), . . . , (am, x0)}
to a subset of {(a1, y0), . . . , (an, y0)}. These may be thought of as braids inM×[0, 1] whose strands
have been labelled by loops in X based at x0. Composition is defined by concatenating paths, and
then deleting configuration points for which the concatenated path is defined only half-way. For
example, omitting the labels, we have the heuristic picture:
◦ = (4.2)
The endofunctor s : B(M,X)→ B(M,X) sends the object n to n+1 and sends a morphism γ,
which is a path in Ck(M,X), to the morphism sk ◦ γ, where sk : Ck(M,X)→ Ck+1(M,X) sends
a configuration {(m1, x1), . . . , (mk, xk)} to {(a1, x0), (e(m1), x1), . . . , (e(mk), xk)}.
The natural transformation ı : id→ s consists of the morphisms n→ n+1 given by the paths
t 7→ {(a1+t, x0), . . . , (an+t, x0)}.
Given 1-morphisms φ : (M, cM , p)→ (N, cN , q) and f : (X,x0)→ (Y, y0), we need to specify a
functor F : B(M,X)→ B(N,Y ) and a natural isomorphism ψ : F ◦s→ s◦F . In fact, we will define
F such that F ◦ s = s◦F and take ψ to be the identity. On objects, we define F to be the identity.
A morphism γ in B(M,X) – represented by a path in Ck(M,X) for some k – is sent by F to the
morphism in B(N,Y ) represented by the path Ck(φ, f)◦γ, where Ck(φ, f) : Ck(M,X)→ Ck(N,Y )
sends a configuration {(m1, x1), . . . , (mk, xk)} to {(φ(m1), f(x1)), . . . , (φ(mk), f(xk))}.
If φ′ is another 1-morphism (i.e., embedding) that is connected to φ by a 2-morphism (i.e., is
isotopic to φ respecting basepoints and collar neighbourhoods), then applying the above construc-
tion to φ′ and f , instead of φ and f , results in exactly the same functor F : B(M,X)→ B(N,Y ).
Thus B extends to a 2-functor by sending all 2-morphisms to identities.
4.3. Degree. Definition 2.1 from §2 specialises to associate a degree
deg(T ) ∈ {−1, 0, 1, 2, 3, . . . ,∞}
to any functor T : C → Ab for any object C ∈ Cats. In particular, via the functor (4.1) above, it
associates a degree to any functor B(M,X)→ Ab, and recovers the notion of degree used in [Pal18].
Lemma 4.2 If f : C → D is a morphism in Cats and T : D → Ab is any functor, then we have the
inequality deg(Tf) 6 deg(T ). If f is essentially surjective on objects then it is an equality.
Proof. We need to show that deg(T ) 6 n ⇒ deg(Tf) 6 n for each n > −1, and that the reverse
implication also holds if f is essentially surjective on objects. The base case n = −1 is clear, since
deg(T ) = −1 simply means that T = 0. It is then an exercise in elementary 2-category theory to
show that (∆T )f ∼= ∆(Tf), from which the inductive step follows.
Definition 4.3 Say that a category (C, s, ı) ∈ Cats is braidable if there exists a natural isomorphism
Ψ: s ◦ s → s ◦ s such that ı ∗ ids = Ψ ◦ (ids ∗ ı). Note that this is equivalent to saying that the
endofunctor s : C → C itself may be extended to a morphism of Cats.
Corollary 4.4 If (C, s, ı) ∈ Cats is braidable, and T : C → Ab is any functor, then we have the
inequality deg(Ts) 6 deg(T ), which is an equality if s is essentially surjective on objects.
4.4. Uniformly-defined twisted coefficient systems. Given C ∈ Cats, a twisted coefficient
system is simply a functor C → Ab. More generally, we may start with a diagram F : D → Cats
and define a twisted coefficient system for each object of D in a compatible way, as follows. By
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abuse of notation, write F also for the composition D → Cats → Cat of F with the forgetful functor
down to the category of small categories. A uniformly-defined twisted coefficient system for F is
then a functor
T : D
∫
F −→ Ab
with domain the Grothendieck construction of F . For each object d ∈ D there is a natural functor
jd : F (d)→ D
∫
F , so this determines a twisted coefficient system Td : F (d)→ Ab for each d ∈ D.
Lemma 4.5 The category D
∫
F is naturally an object of Cats and jd is a morphism of Cats.
Thus we have a well-defined degree deg(T ) of a uniformly-defined twisted coefficient system
T , and by Lemma 4.2 we know that deg(T ) > deg(Td), in other words it is an upper bound on the
degrees of the individual twisted coefficient systems Td : F (d)→ D
∫
F → Ab.
Proof of Lemma 4.5. For each object d ∈ D the category F (d) is equipped with an endofunctor,
which we will denote sd : F (d) → F (d), and a natural transformation ιd : 1F (d) ⇒ sd. Recall that
D
∫
F has objects (d, x) for d ∈ D and x ∈ F (d) and morphisms (f, g) : (d, x) → (d′, x′) where
f : d→ d′ in D and g : F (f)(x)→ x′ in F (d′). One may then define an endofunctor s¯ on D
∫
F by
setting s¯(d, x) = (d, sd(x)) and s¯(f, g) = (f, sd′(g)), and a natural transformation ι¯ : 1D
∫
F
⇒ s¯ by
setting ι¯(d,x) = (1d, (ιd)x).
This makes D
∫
F into an object of Cats and the functor jd : F (d) → D
∫
F , together with
ψ = id: jd ◦ sd → s¯ ◦ jd, into a morphism of Cats.
For example, we could take D to be Mfdc×Top◦ and F to be the functor (4.1), in which case a
“uniformly-defined twisted coefficient system” determines twisted coefficient systems for all partial
braid categories B(M,X) simultaneously.
Remark 4.6 Fix F : D → Cats and suppose we are given a cocone on F (i.e. an object C ∈ Cats
and a natural transformation α : F ⇒ constC) together with a functor T : C → Ab. This determines
a functor T : D
∫
F → Ab given on objects by T(d, x) = T (αd(x)). One can show inductively that
in this setting we have an inequality deg(T) 6 deg(T ).
Note that the category Σ of finite cardinals and partially-defined injections is naturally an
object of Cats if one equips it with the endofunctor taking n to n + 1 and a morphism f to the
morphism defined by 1 7→ 1 and i 7→ f(i−1)+1 for i > 2, together with the natural transformation
given by the collection of morphisms ιn : n → n + 1 defined by ιn(i) = i + 1. We may therefore
consider the slice category (Cats ↓ Σ). A lift of a functor F : D → Cats to the slice category is the
same thing as a cocone on F with Σ ∈ Cats at its “tip”. So if we fix a functor F : D → (Cats ↓ Σ),
any twisted coefficient system on Σ (i.e. functor Σ→ Ab) automatically induces a uniformly-defined
twisted coefficient system (i.e. functor D
∫
F → Ab) of the same or smaller degree.
In particular, the functor B (4.1) naturally lifts to the slice category19 (cf. the construction of
(4.4) below), so a twisted coefficient system for Σ induces a uniformly-defined twisted coefficient
system for B, and thence twisted coefficient systems for each B(M,X).
4.5. Height. The definition of the height of a twisted coefficient system T : C → Ab requires a
different structure on the source category C.
Recall from §3.12 that I and Σ have objects 0, 1, 2, . . ., morphisms m→ n of Σ are partially-
defined injections m → n and morphisms of I are those partially-defined injections that are the
identity wherever they are defined. Their automorphism groups are the symmetric groups Σn and
trivial respectively. Denote their endomorphism monoids by Pn = EndΣ(n) and In = EndI(n).
Note that In is the submonoid of Pn of all idempotent elements. It may also be described as the
monoid of subsets of {1, . . . , n} under the operation ∩ with neutral element {1, . . . , n}, or under
the operation ∪ with neutral element ∅. The latter identification is given by associating to a subset
S ⊆ {1, . . . , n} the morphism fn,S ∈ In that “forgets” S, in other words the partial injection from
{1, . . . , n} to itself that is undefined on S and the identity on {1, . . . , n}r S.
19 One may see this claim as follows. The category Mfdc × Top◦ has a cofinal subcategory consisting of (collared,
basepointed) Euclidean halfspaces of dimension > 3 in Mfdc, together with the one-point space ∗ ∈ Top◦. Cofinality
of this subcategory follows from the Whitney Embedding Theorem, or, more precisely, its analogue for manifolds
with collared boundary (see Lemma A.1). The functor B sends this whole subcategory to the object Σ (and its
identity morphism) in Cats (cf. §2.4 of [Pal18]), thus automatically providing a lift of B to (Cats ↓ Σ).
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Definition 4.7 Let CatI be the category whose objects are small categories C equipped with
functors s : I → C and π : C → Σ such that π ◦ s is the inclusion, and such that the following two
conditions are satisfied:
• The homomorphisms π : EndC(s(n))→ Pn and π : AutC(s(n))→ Σn are surjective.
• (“Locality”) Fix n > 0 and φ ∈ EndC(s(n)). For each i there exists j and for each j there
exists i such that
φ ◦ s(fn,{i}) = s(fn,{j}) ◦ φ. (4.3)
Morphisms from (C, s, π) to (C′, s′, π′) are functors f : C → C′ such that f ◦ s = s′ and π = π′ ◦ f .
There is an analogue of the functor (4.1) for this setting, which we denote by the same letter,
B : Mfdc × Top◦ −→ CatI , (4.4)
and which is defined as follows. Given objectsM ∈ Mfdc andX ∈ Top◦, the category B(M,X) itself
is defined as in §4.2. Now we define functors s : I → B(M,X) and π : B(M,X)→ Σ. On objects,
s is the identity. If f : m→ n is the morphism in I that is the identity on S ⊆ {1, . . . ,min(m,n)}
and undefined elsewhere, define s(f) to be the (homotopy class of the) constant path in C|S|(M,X)
at the point {(as, x0) | s ∈ S}. The functor π is also the identity on objects. A morphism m→ n
in B(M,X) is determined by a path of configurations from some subconfiguration of {a1, . . . , am}
to some subconfiguration of {a1, . . . , an} (together with some labels, which we are ignoring). This
induces a partial injection from m to n, and the functor π records precisely this information.
The locality property (4.3) is satisfied since deleting the ith strand of a braid from one end
corresponds to deleting the jth strand from the other end for some j. If there is no ith strand,
according to the ordering at one end, then we may take j to be a number such that there is no jth
strand at the other end, so that both sides of (4.3) are equal to φ. The surjectivity property holds
since any (partial) injection may be realised by a (partial) braid on M , since manifolds M ∈ Mfdc
are required to have dimension at least two.
An alternative viewpoint. Since a category C ∈ CatI in particular comes equipped with a
functor s : I → C, we have from §3 a definition of the height
height(T ) ∈ {−1, 0, 1, 2, 3, . . . ,∞}
of any functor T : C → Ab, as described in §3.11. In particular, via the functor (4.4), it associates
a height to any functor B(M,X)→ Ab, and recovers the notion of height used in [Pal18].
In the next section we describe the definition of the height from a different viewpoint, which
depends on the full structure of C as an object of CatI , not just on the functor s : I → C. This
may be summarised as follows. An object C ∈ CatI has associated categories and faithful functors
A → B ⊆ C, together with an N-grading of the objects of A. We may therefore filter the category
A by defining A>n ⊆ A to be the full subcategory on objects with grading more than n, for n ∈
{−1, 0, 1, 2, . . . ,∞}. Now given any functor T : C → Ab, there is an associated functor T ′ : A → Ab
related to T by the fact that the induced functor IndA→B(T
′) is isomorphic to T on the subgroupoid
B∼ (the underlying groupoid of B). The height of T is then
height(T ) = min
{
n
∣∣ T ′ ≡ 0 on A>n}.
The idea is that the functor T ′ : A → Ab records all of the cross-effects of T : C → Ab simul-
taneously, with the grading indicating which cross-effects correspond to which objects of C. This
viewpoint could perhaps be useful in generalising the notion of height to more sophisticated situa-
tions, by allowing the structure of the category A indexing the cross-effects to be more complicated
(here it is just a disjoint union of monoids).
The details of this alternative viewpoint on the height of a functor are given in §5.4, using
some facts about induction for representations of categories, which may be of interest in their own
right, which we discuss in §§5.1–5.3. We explain in Remark 5.6 why this alternative viewpoint
agrees exactly with the definition from §3.11 above.
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5. Induction for representations of categories
In this section we give details of the alternative viewpoint on the height of a twisted coefficient
system T : C → A, when C is an object of the category CatI defined in §4.5 immediately above. We
begin with a detour through the notion of induction for representations of categories in §§5.1–5.3,
and then return to the alternative definition of the height of a twisted coefficient system in §5.4.
5.1. Induction for representations of categories. We will take Z as our ground ring in this
section, but everything works equally well over an arbitrary commutative unital ring. Suppose
that we have a functor f : A → B and we wish to extend representations of A, i.e., functors
g : A → Ab = Z-mod, along f to B. We will define a functor (“induction along f”)
Indf : Fun(A,Ab) −→ Fun(B,Ab) (5.1)
that does this, and prove a few of its properties. We note that what we will be defining is simply
the left Kan extension operation along the functor f , but we would like to have explicit formulas
for this, so we will give an elementary definition instead of using this universal characterisation.
First we explain the notion of a category ring. Given any category A, its category ring ZA
is defined as follows: as an abelian group it is freely generated by the morphisms of A, and the
product of two morphisms is their composition if they are composable and zero otherwise.20 Note
that ZA is unital if and only if A has finitely many objects, in which case the unit is given by the
formal sum of the identities 1a over all objects a of A. This definition was given by B. Mitchell
in §7 of [Mit72], see also §2 of [Web07]. (We note that the definition of Mitchell is more general:
it associates a ring [C] to each preadditive (Ab-enriched) category C; the above definition of ZA is
recovered as [AAb], where AAb denotes the free preadditive category generated by A.) Now, to a
functor f : A → B and an object b of B we may associate the following right ZA-module:
Z(f, b) = Z
〈
(β, a)
∣∣ a ∈ ob(A), β : f(a)→ b in B〉
with the ZA action defined as follows: a morphism α : a1 → a2 sends (β, a) to zero if a 6= a2 and
to (β ◦ f(α), a1) otherwise. (This could be written more compactly in terms of “heteromorphisms”
[Ell07] as
⊕
a ZHetf (a, b), but this will not be relevant for us here.)
Given a representation g : A → Ab we may define a left ZA-module:
g(obA) =
⊕
a∈ob(A)
g(a),
with α : a1 → a2 sending x ∈ g(a) to zero if a 6= a1 and to g(α)(x) ∈ g(a2) otherwise. We now
define Indf (g) : B → Ab as follows:
on objects: Indf (g)(b) = Z(f, b) ⊗ZA g(obA)
on morphisms: Indf (g)(γ : b→ b
′) : (β, a)⊗ x 7→ (γ ◦ β, a)⊗ x.
(5.2)
We note that Indf (g)(b) is generated by elements of the form (β, a) ⊗ x with x ∈ g(a).21 This
defines the functor Indf on objects, i.e. representations of A. Given a natural transformation
τ : g ⇒ g′ we define the natural transformation Indf (τ) : Indf (g)⇒ Indf (g
′) by
Indf (τ)b : (β, a)⊗ x 7→ (β, a)⊗ τa(x). (where x ∈ g(a))
This completes the definition of the induction functor (5.1).
As mentioned above, one can check that this explicit construction is left adjoint to the restric-
tion functor (−) ◦ f ; in other words, it is the left Kan extension operation: Indf = Lanf .
20 More generally, there is a ring associated to any semigroup with absorbing element, i.e. semigroup S containing
an element∞ such that s∞ =∞s =∞ for all s ∈ S. This ring is ZS/Z{∞}: the free ring without unit ZS generated
by S quotiented by the two-sided ideal Z{∞} generated by∞. A category C may be regarded as a partial semigroup
and then turned into a semigroup with absorbing element C◦ by adjoining a new element ∞: any composition fg
that is undefined in C is defined to be ∞ in C◦. This recovers the definition of category ring given above. The
construction is similar to that of [Böt16], which associates a ring to any partial monoid, going via a monoid with
absorbing element, called a binoid in the cited paper.
21 This is because it is clearly generated by elements of this form with x ∈ g(a′) for a′ possibly different to a, but
if a 6= a′ this element is in fact zero, since then (β, a) ⊗ x = (β, a) ⊗ g(ida′ )(x) = (β, a) · ida′ ⊗ x = 0⊗ x = 0.
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5.2. Comparison to induction for modules over category rings. The construction men-
tioned above, taking a representation g : A → Ab to the ZA-module g(obA), in fact defines an
embedding
Fun(A,Ab) −→ ZA-mod
of the representation category of A as a full subcategory of the category of left ZA-modules. The
image is the full subcategory on those ZA-modules M such that for each element m ∈ M the set
{a ∈ ob(A) | 1a ·m 6= 0} is finite. Hence if A has only finitely many objects, this is an equivalence
of categories. This is Theorem 7.1 of [Mit72]; see also Proposition 2.1 of [Web07].
A functor f : A → B induces a homomorphism of abelian groups Zf : ZA → ZB that is a
homomorphism of (non-unital) rings if and only if f is injective on objects (see Proposition 2.2.3
of [Xu07] and Proposition 3.1 of [Web07]). In this case ZB may be considered as a right module
over ZA via the ring homomorphism Zf and hence there is an induction functor
ZB ⊗ZA − : ZA-mod −→ ZB-mod. (5.3)
This agrees with our definition above:
Lemma 5.1 When f is injective on objects so that the right-hand vertical arrow below exists, the
following square commutes up to natural isomorphism:
Fun(A,Ab) ZA-mod
Fun(B,Ab) ZB-mod
Indf ZB ⊗ZA − (5.4)
Proof. As a right ZB-module, ZB itself is isomorphic to the direct sum
⊕
b ZHomB(B, b) where the
sum is over all objects b of B and the notation HomB(B, b) denotes the disjoint union of the sets
HomB(b
′, b) over all objects b′ of B. This may be viewed as an isomorphism of right ZA-modules
via Zf . Moreover, under the hypothesis that f is injective on objects, the right ZA-module Z(f, b)
is isomorphic to ZHomB(B, b). Hence we have isomorphisms of right ZA-modules
ZB ∼=
⊕
b Z(f, b).
Now the result of sending a functor g : A → Ab clockwise around the diagram is ZB ⊗ZA g(obA)
whereas the result of sending it anticlockwise around the diagram is
⊕
b Z(f, b)⊗ZA g(obA).
It does not seem clear how to extend Indf to an induction functor ZA-mod→ ZB-mod in the
case when f is not injective on objects.
Remark 5.2 Under certain conditions (although certainly not in general) induction followed by
restriction is isomorphic to the identity. More precisely, write Resf (−) = (−) ◦ f : Fun(B,Ab) →
Fun(A,Ab), so that Resf ◦ Indf is an endofunctor of Fun(A,Ab). Then there is a natural trans-
formation id ⇒ Resf ◦ Indf (the unit of the adjunction Indf ⊣ Resf ) with the property that for
each g ∈ Fun(A,Ab) and a ∈ A its component g(a) → Indf (g)(f(a)) is surjective if f is full and
bijective if f is also faithful. So when f is fully faithful the composition Resf ◦Indf is isomorphic to
the identity. We leave this assertion without proof since we will not use it (but see §3 of [Web07],
especially Prop. 3.2(1), for further discussion).
5.3. Special cases. We note that the formula (5.2) for the induced functor simplifies in some
special cases. Suppose first that A is a disjoint union of monoids, i.e., has no morphisms between
distinct objects. Then ZA splits as a direct sum of rings
⊕
a ZEndA(a). Also, the right ZA-module
Z(f, b) splits as a direct sum of modules
⊕
a ZHomB(f(a), b) and the left ZA-module splits as a
direct sum of modules
⊕
a g(a). The tensor product therefore splits in the same way, and we have:
Indf (g)(b) ∼=
⊕
a
(
ZHomB(f(a), b)⊗ZEndA(a) g(a)
)
.
If the category B is also a disjoint union of monoids, then this simplifies further to
Indf (g)(b) ∼=
⊕
a∈f−1(b)
(
ZEndB(b)⊗ZEndA(a) g(a)
)
.
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Under certain conditions, this may be written purely in terms of automorphism groups, rather
than endomorphism monoids, using the following elementary lemma.
Lemma 5.3 Suppose that the square of submonoids
C D
A B
satisfies the following condition (∗): there is a subset X ⊆ B × C such that the multiplication
map X → D is surjective and whenever b1c1 = b2c2 for (bi, ci) ∈ X there exists a ∈ A such that
b1 = b2a and ac1 = c2. Then for any ZC-module M there is an isomorphism of ZB-modules:
ZD ⊗ZC M ∼= ZB ⊗ZAM.
One may also write this as ResDB (Ind
D
C (M))
∼= IndBA(Res
C
A(M)).
Proof. There is an obvious ZB-module homomorphism i : ZB ⊗ZA M → ZD ⊗ZC M given by
b ⊗m 7→ b ⊗m. To define an inverse, note that by property (∗) there is a well-defined function
D×M → ZB⊗ZAM given by sending (d,m) to b⊗ c ·m, where (b, c) ∈ X such that bc = d. This
is linear in the second entry, and it sends (dc,m) and (d, c ·m) to the same element for any c ∈ C,
so it induces a homomorphism ZD ⊗ZC M → ZB ⊗ZAM . This is an inverse for i.
The condition (∗) in Lemma 5.3 will be valid in our setting by the following lemma. Let Pn
be the monoid of partial bijections of {1, . . . , n} and write Pk × Pn−k for its submonoid of those
partial bijections that preserve the partition into {1, . . . , n− k} and {n− k+1, . . . , n}. Write D∼
for the underlying group of a monoid D, so for example (Pn)∼ = Σn is the nth symmetric group.
Lemma 5.4 Suppose that π : D → Pn is a surjective monoid homomorphism such that the homo-
morphism of underlying groups D∼ → Σn is also surjective. Define C = π−1(Pk × Pn−k). Then
the square of submonoids
C D
C∼ D∼
(5.5)
satisfies condition (∗) of Lemma 5.3.
Proof. Write n = k + l and A = C∼, B = D∼. First note that the square above is a pullback
diagram, i.e., A = C ∩B, which follows from the fact that Σk × Σl = Σn ∩ (Pk × Pl).
Define X ⊆ B × C as follows: (b, c) ∈ X if and only if the partial bijection π(b) is order-
preserving on im(π(c))⊥ := {1, . . . , n}r im(π(c)). We need to show that (a) every d ∈ D is of the
form bc for (b, c) ∈ X and that (b) if b1c1 = b2c2 for (bi, ci) ∈ X then b2a = b1 and ac1 = c2 for
some a ∈ A.
(a). Given any d ∈ D, the partial bijection π(d) will not in general preserve the partition
{1, . . . , l} ⊔ {l + 1, . . . , n}, but we may find some permutation σ ∈ Σn such that σ
−1π(d) does
preserve it, i.e., lies in the submonoid Pk × Pl. Moreover, it does not matter how σ−1 acts away
from the image of π(d) so we may assume that it is order-preserving on im(π(d))⊥. We assumed
that the restriction of π to underlying groups is surjective, so we may pick b ∈ B = D∼ such that
π(b) = σ. Now define c = b−1d, so of course bc = d. Since π(c) = σ−1π(d) ∈ Pk × Pl we know
that c ∈ C. It remains to show that (b, c) is in X , i.e., that π(b) is order-preserving on im(π(c))⊥.
But we ensured that σ−1 is order-preserving on im(π(d))⊥, which is equivalent to saying that σ is
order-preserving on im(σ−1π(d))⊥, which is precisely the required condition.
(b). Define a = b−12 b1 ∈ B. It then immediately follows that b2a = b1 and ac1 = c2, so we just
have to show that a ∈ A. Since A = C ∩ B this means we just need to show that a ∈ C, in other
words that π(a) ∈ Pk×Pl — i.e. that π(a) preserves the partition {1, . . . , l}⊔{l+1, . . . , n}. First,
since π(a)π(c1) = π(c2) with π(ci) both preserving the partition, it follows that π(a) restricted
to im(π(c1)) preserves the partition. We will now show that π(a) restricted to im(π(c1))
⊥ is
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order-preserving — which will imply that π(a) preserves the partition on all of {1, . . . , n}. By
the definition of X , we know that π(b2) is order-preserving on im(π(c2))
⊥. Hence π(b2)
−1 is
order-preserving on
π(b2)
(
im(π(c2))
⊥
)
= im(π(b2c2))
⊥ = im(π(b1c1))
⊥ = π(b1)
(
im(π(c1))
⊥
)
.
Combined with the fact that π(b1) is order-preserving on im(π(c1))
⊥ this tells us that π(a) =
π(b2)
−1π(b1) is order-preserving on im(π(c1))
⊥, as required. This completes the proof of property
(b) of X ⊆ B × C, so the square of submonoids (5.5) satisfies condition (∗) of Lemma 5.3.
5.4. Returning to the definition of height. Following on from §4.5, we give details of the
alternative definition of the height of a twisted coefficient system with indexing category C ∈ CatI .
For the first step we define a subcategory B ⊆ C, a faithful functor A → B and an N-grading
of the objects of A. For the second step, given a functor T : C → Ab, we define the cross-effect
functor T ′ : A → Ab associated to T , and show that IndA→B(T ′)|B∼ ∼= T |B∼ , where B∼ denotes
the underlying groupoid of B. As stated in §4.5, the height of T is then the smallest n such that T ′
is supported on the subcategory A6n ⊆ A, in other words vanishes on the subcategory A>n ⊆ A.
In Remark 5.6, we explain why this agrees with the height of T as defined in §3.11.
The first step. Recall that C ∈ CatI comes equipped with functors s : I → C and π : C → Σ.
The objects of B are non-negative integers and those of A are pairs of non-negative integers.
Both are simply disjoint unions of monoids, i.e. they consist only of endomorphisms, so we just
need to specify EndA(k, l) and EndB(n). As in §4.5 and in Lemma 5.4 above, let Pn denote the
monoid EndΣ(n) of partial bijections of {1, . . . , n} and write l = n− k for convenience. There is a
submonoid isomorphic to Pk × Pl consisting of those partial bijections that respect the partition
{1, . . . , l} ⊔ {l + 1, . . . , n} wherever they are defined. We now define
EndB(n) = EndC(s(n))
EndA(k, l) = preimage of Pk × Pl under the map π : EndB(n) −→ EndΣ(n) = Pn.
This completes the definitions of B and A. The grading of the objects of A is given by setting
deg((k, l)) = k. There is an obvious faithful functor A → B, given on objects by (k, l) 7→ k + l,
and an embedding of categories B →֒ C.
The second step. Recall that the monoid In = EndI(n), which is the submonoid of Pn consisting
of all idempotent elements, is isomorphic to the power set P({1, . . . , n}), which is a commutative
monoid via the operation ∪. The correspondence sends a subset S ⊆ {1, . . . , n} to the idempotent
element fS ∈ Pn that is undefined on S and the identity elsewhere.
Thus, given an object C ∈ CatI and a functor T : C → Ab, we have a collection of idempotents
Ts(fS) : T (s(n)) −→ T (s(n)) for S ⊆ {1, . . . , n}.
Write l = n− k for convenience. In order to define the functor T ′ : A → Ab we need to specify an
EndA(k, l)-module for each pair (k, l) of non-negative integers. As an abelian group, we define it
to be
T ′(k, l) = im
(
Ts(f{1,...,l})
)
∩
n⋂
i=l+1
ker
(
Ts(f{i})
)
6 T (s(n)). (5.6)
The monoid EndC(s(n)) acts on T (s(n)) via the functor T , and it turns out (see 3 lines below) that
each element φ of its submonoid EndA(k, l) sends the subgroup T
′(k, l) to itself. Hence T ′(k, l) is
an EndA(k, l)-module — and so we have defined the functor T
′ : A → Ab.
The claim in the previous paragraph follows from the fact that φ commutes with the element
s(f{1,...,l}) and with the set of elements
{
s(f{l+1}), . . . , s(f{n})
}
. This in turn follows from the fact
that π(φ) ∈ Pk × Pl together with the “locality” property (4.3) of C ∈ CatI .
It remains to show the following:
Proposition 5.5 The functors IndA→B(T
′) and T are isomorphic on the subgroupoid B∼.
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Proof. Since B is a disjoint union of monoids, this is just a more elaborate way of saying that for
each n > 0 there is an isomorphism of modules over AutC(s(n)) = AutB(n):
T (s(n)) ∼= IndA→B(T
′)(n). (5.7)
The proof of Proposition 3.5 of [Pal18] generalises verbatim to this setting to show that the left-
hand side of (5.7) is isomorphic to
⊕
k+l=n
(
ZAutB(n)⊗ZAutA(k,l) T
′(k, l)
)
.
The categories A and B are both disjoint unions of monoids, so, as remarked in §5.3, the right-hand
side of (5.7) may be written as follows:
⊕
k+l=n
(
ZEndB(n)⊗ZEndA(k,l) T
′(k, l)
)
.
To finish the proof we will apply Lemma 5.3, so we need to know that for each k + l = n > 0 the
square of submonoids
EndA(k, l) EndB(n)
AutA(k, l) AutB(n)
satisfies condition (∗) of that lemma. This will be given by Lemma 5.4 as long as the homomorphism
π : EndB(n) = EndC(s(n)) −→ EndΣ(n) = Pn
(as well as its restriction to maximal subgroups) is surjective. But this is true by definition for any
C ∈ CatI (see Definition 4.7).
Remark 5.6 Finally, we note that this description of height(T : C → Ab) for an object C ∈ CatI
agrees with the definition of height(T : C → Ab), given in §3.11, for any category C equipped with
a functor I → C (such as any object of CatI). In other words, it is just a different way of packaging
the same definition. To see this: the height of T , as defined in this section, is the largest k such
that (5.6) is non-zero for some value of l, whereas the height of T , as defined in §3.11, is the largest
n such that (3.4) is non-zero for some value of m−n. But the objects (5.6) and (3.4) are the same,
with k ↔ n and l↔ m− n.
A. Whitney’s embedding theorem for manifolds with collared boundary
The Whitney Embedding Theorem implies that any (paracompact) smooth manifold without
boundary admits an embedding into some Euclidean space. In footnote 19 on page 23, the anal-
ogous statement for manifolds with collared boundary was used. We could not find an explicit
reference for this in the literature, so we explain here briefly how to deduce the statement for
manifolds with collared boundary from the statement for manifolds without boundary.
Lemma A.1 Any (paracompact) smooth manifold M equipped with a collar neighbourhood admits
a neat embedding into some Euclidean half-space Rk+ = {(s1, . . . , sk) ∈ R
k | sk > 0}.
A collar neighbourhood means a proper embedding c : ∂M × [0, 1] →֒M such that c(p, 0) = p.
An embedding f : M →֒ Rk+ is neat if it takes ∂M into R
k−1 = ∂(Rk+) and the interior of M into
the interior of Rk+ and, moreover, there is ε > 0 such that for all (p, t) ∈ ∂M × [0, ε) we have
f(c(p, t)) = (f(p), t).
Proof. First, we may embed M into a manifold without boundary, either by gluing two copies of
M together along their common boundary or simply by attaching an open collar to the boundary
of a single copy of M . By Whitney’s Embedding Theorem we therefore obtain an embedding
g : M →֒ Rk−1 for some k. Now choose a smooth embedding (x, y) : [0, 1] →֒ [0, 1]2 such that
• for 0 6 t 6 14 we have x(t) = 0 and y(t) = t,
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• for 34 6 t 6 1 we have x(t) = t and y(t) = 1.
We may then define the required neat embedding f : M →֒ Rk+ as follows. If p ∈ M r image(c)
then f(p) = (g(p), 1). If p ∈ ∂M and t ∈ [0, 1] then we define f(c(p, t)) = (g(c(p, x(t))), y(t)).
The idea is that most of M – the part far away from its boundary – is embedded into the
affine hyperplane Rk−1 × {1}, and its collar neighbourhood is bent smoothly downwards towards
the linear hyperplane Rk−1 ×{0}, using the functions x and y, such that the boundary of M is on
this hyperplane and the part of the collar neighbourhood closest to the boundary ofM is embedded
so that it rises vertically upwards from the hyperplane.
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