[Article] A frequency-domain-based master stability function for synchronization in nonlinear periodic oscillators 
I. Introduction
The synchronized state in networks of coupled dynamical systems (cells) -namely the phenomenon that occurs when coupled systems adjust their different trajectories to a unison one due to the mutual interactions-is a deeply studied subject [1] - [3] . Beyond rising researchers curiosity per se and the amazing fact that many real world systems exhibit it [1] , synchronization is believed to play an important role in information processing in biological neural networks [4] , [5] , for instance as a way to filter noise [6] .
The existence of (locally) stable synchronous states is generally investigated by computing the spectrum of Lyapunov Exponents (LEs) [7] of the whole network. Unfortunately, even when dealing with networks composed of a small number of cells, the size of the problem requires long CPU time and may show numerical instabilities [8] - [10] .
In 1998, Pecora and Caroll [11] proposed a technique, subject to some constraints, to simplify this task. The problem of identifying conditions for stable synchronization was split in two parts: one related to network topology and the other requesting the computation of LEs of a system of the same order as a single uncoupled oscillator. This second step involves the evaluation of the so called Master Stability Function (MSF) [11] . Notwithstanding a great simplification, as in this case we have to deal with one nonlinear oscillator at a time, the computational effort remains important: for each value of the MSF, one has to identify an attractor and the algorithm estimating the LEs has to reach convergence. The attractor is usually obtained by means of time-domain methods, discarding transient behavior. Moreover, the choice of initial conditions may have an important impact.
In order to take advantage of the periodicity of attractors, spectral methods -for instance Harmonic Balance (HB)-can be employed for identifying an accurate approximation of steadystate periodic oscillations in nonlinear oscillators [12] .
The main aim of this manuscript is then to present an efficient method, based on the joint use of HB and MSF techniques, in order to evaluate synchronization properties in networks composed of coupled identical nonlinear oscillators, focusing on periodic behavior [13] . Beyond the reduction in CPU time, the HB-based method makes it possible to investigate nonlinear oscillators described by Differential Algebraic Equations (DAEs) [14] .
The manuscript is organized as follows. In Section II, we briefly recap the main ideas of HB and how to study stability of periodic state in the frequency domain. In Section III we show how to combine the stability analysis in the frequency domain with the MSF. In Section IV we present some examples to highlight the reduction in CPU time and the accuracy of the resulting algorithm. In particular, we study some cases which are new in literature, to the best of our knowledge, as they could not be investigated with the classic time-domain version of the MSF. Some conclusions are drawn at the end of the paper.
II. Harmonic balance and stability of periodic solutions For the sake of completeness and to introduce the proper notation, this Section is devoted to briefly summarize how HB technique can be used for: a) finding cycles; b) analyzing their stability. In general, we consider systems whose dynamic is described by [14] - [16] 
with the state variable x(t) ∈ R L , and suppose they admit at least a T -periodic solution, which we denote by x T (t). Point (a)-We recall that any scalar function ψ T (t) which is T -periodic can be approximated with the truncated Fourier series
where a 0 , a k , and b k are the Fourier coefficients and ω = 2π/T . Using M = 2K + 1 equally spaced time samples x(t m ) in (0, T ], with t m = mT /M , m = 1, . . . , M , we can link the Fourier coefficients and the time samples ψ(t m ) using an appropriate matrix Γ with inverse
whose entries are given by
We have then
We can link the Fourier coefficients of the time derivativeψ(t), gathered in the column vectorΨ F , to the ones of ψ(t) asΨ
where Ω is a M × M matrix whose only nonzero entries are Ω 2k,2k+1 = k and Ω 2k+1,2k = −k, for k = 1, . . . , K. Defining the direct product ⊗ between matrices A ∈ R N1×M1 and B ∈ R N2×M2 as
and denoting with Γ L = 1 L ⊗Γ, we have that the vector of the Fourier coefficient
T (t) is linked to the time samples
where the apex denotes transposition, via X F = Γ L X. As described in [17] , [18] , this formalism can be used to look for the Fourier coefficients of limit cycles for a systemẋ = f (x) (setting g(x) = −f (x) and q(x) = x) or, more generally, of the form of (1) [14] .
with C(t) and A(t) T -periodic L × L matrices, the corresponding L Floquet Multipliers (FMs) λ = e µ T are such that u (t) e µ t are L linearly independent solutions of (7), with u (t) T -periodic. The Floquet (or characteristic) Exponents (FEs) are the values µ and their real part coincide with the LEs [7] . If C(t) and A(t) in (7) are the Jacobian matrices of the vector fields q(·) and −g(·) of (1) evaluated on a periodic solution (a cycle), then the FMs carry information about the local stability of that cycle.
Following [14] , we can express the FMs in the HB setting as an eigenvalue problem: e µ T is a FM corresponding to the solution u (t) (whose time samples form U and whose truncated Fourier coefficients form U F , such that U F = Γ L U ) if µ and U are solution to the following generalized eigenvalue problem
where A M and C M are LM × LM block matrices constructed expanding each element of A and C in a diagonal block of time samples
and Ω L = 1 L ⊗ Ω. The solutions of (8) gives LM different eigenvalues. These correspond to a subset of the infinitely many FEs µ , which determine L independent FM e µ T . These eigenvalues are distributed along L vertical lines in the complex plane (see Figure 1 for an example where C is the identity matrix, L = 3 and K = 5). As noted in [14] , to get precise results, we should look for the FEs with smaller imaginary part. 
III. The Master Stability Function in the frequency domain
The MSF permits to study synchronization conditions for networks of coupled nonlinear systems [11] . We summarize the main ideas to point out how spectral methods can be successfully used to conceive efficient algorithms for evaluating synchronization on limit cycles.
We consider networks of N cells described by the model
where
for the nonlinear dynamics of the uncoupled cell, Z ∈ R N ×N is the positive semidefinite and with zero row sum matrix describing the coupling among cells, v, w ∈ R are overall coupling strengths, and h : R L → R L and r : R L → R L describe the nonlinear interactions among the cells. Through the paper, we call dynamic and static the couplings described by matrices V = vZ and W = wZ, respectively.
We are interested in studying conditions on the network topology described by Z in (10) so that the synchronous manifold
It is worth noting that the synchronous manifold corresponds to the in-phase periodic oscillation, i.e. there are zero phase shifts among all oscillators.
Denoting by x T the common T -periodic dynamics on the synchronous manifold -which coincides with the solution of the isolated oscillator described in (1), as the matrix Z has zero row sum-we consider the variational equations associated to (10)
where δ n is an infinitesimal perturbation, with respect to the synchronous solution x T , of the n-th cell. Taking the first order expansions of q, g and h and neglecting second-order terms, we get (12) where
and Dh(x T ) are the Jacobian matrices of q, r, g and h, respectively, evaluated on the solution x T . As x T (t) is the solution of (1), we have that (12) simplifies to the following
We have now a system of equations of the form studied in [15] , where Floquet theory is applied to differential-algebraic systems. To complete the bridge with the MSF, we should rewrite (13) using the direct product defined in Section II. Denoting with
where 1 N is the identity matrix of rank N . LetẐ be the matrix withẑ 1 , . . . ,ẑ N , the eigenvalues of Z, on the diagonal and Q the matrix with the corresponding eigenvectors as columns. Multiplying both sides of (14) by
The stability of the synchronous manifold is determined by the evolution of the solution θ n of (16), as studied in Floquet theory. Let us call µ(vẑ n , wẑ n ) the FE with greatest real part of (16), with x T (t) solution of (1). Since for periodic solutions LEs and the real part of FEs coincide [7] , we set Λ(vẑ n , wẑ n ) = Re(µ(ŵ n )).
If we forget thatẑ n is an eigenvalue of Z and we treat it as a parameter, we could calculate the value of Λ(vẑ, wẑ) for vẑ, wẑ in certain subsets of C, resorting to numerical techniques. Thus, given the topology described by matrix Z with spectrum 0 =ẑ 1 , . . . ,ẑ N , and given coupling strenghts v and w, we have that if Λ(vẑ n , wẑ n ) > 0 for at least one n ∈ {2, . . . , N }, then the synchronous state is an unstable configuration for that coupling. The value Λ(vẑ 1 , wẑ 1 ) = Λ(0, 0) = 0. It refers indeed to the uncoupled oscillator, namely gives the FE with greatest real part of the cycle x T (t), and should be 0.
Considering symmetric couplings, the eigenvalues of Z are real. The evaluation of µ(·, ·) can be restricted on real intervals, namely Λ(vẑ n , wẑ n ), vẑ ∈ I dynamic ⊂ R and wẑ ∈ I static ⊂ R.
The MSF is often evaluated using time-domain based numerical algorithms that compute the maximum LE of (16), on the synchronous manifold [9] , [11] . This approach usually requests a series of time consuming steps: (a) numerical integration of the differential equations, (b) discarding the transient to reach the synchronous state, (c) further time to have the algorithm to estimate the Lyapunov exponents at the convergence. Focusing on periodic behavior, we can compute the MSF in a more efficient way working in the frequency domain. The periodic solution x T is accurately identified by means of HB and then the eigenvalue problem of (8) is solved with A M and C M corresponding to A(t) and C(t), respectively, given by
As already mentioned in Section II, to get accurate results when looking for the FE with greatest real part, we should concentrate on the eigenvalues with smaller imaginary part, as pointed out in [14] . The main steps of the proposed approach are summarized in Algorithm 1.
Algorithm 1 Frequency-domain based MSF, for periodic oscillatory networks with static and dynamic couplings
Input: Equation
= 0 determining the evolution of the L-dimensional free oscillator; Jacobian matrices of the functions Dq(·), Dr(·), Dg(·), and Dh(·); sets I static and/or I dynamic where the MSF Λ(·, · · · ) has to be evaluated Output: Λ(vẑ, wẑ) for each value vẑ ∈ I dynamic , wẑ ∈ I static .
1: Determine the steady state solution x T and its Fourier coefficients X F through the HB 2: for each vẑ ∈ I dynamic do 3: for each wẑ ∈ I static do 4: Solve (8) with A M and C M constructed using A and C given by −(Dg + wẑDh) and Dq + vẑDr, respectively, evaluated on the limit cycle X F ; LM eigenvalues are obtained
5:
Among the LM eigenvalues provided by the previous step, select the L eigenvalues with smaller imaginary part µ 1 , . . . , µ L 6:
end for 8: end for
IV. Numerical results
This Section is devoted to present some numerical examples to validate the proposed technique. We divide them in three cases: A) static couplings (Section IV-A), B) dynamic coupling (Section IV-B), C) mixed static and dynamic couplings (Section IV-C). Case (A) is the one usually considered in literature and allows us a comparison with known results to assess the precision of the proposed method. From a circuital point of view, case (A) describes networks of oscillators coupled with linear or nonlinear resistor, whereas case (B) represents networks of oscillators coupled with linear or nonlinear capacitors, inductors, or memristors. Case (C) is more general, as both kinds of coupling elements are considered.
A. Static coupling
In order to verify the accuracy of the proposed algorithm, we study the stability of synchronous states in networks composed of Rössler's or Chua's oscillators, coupled in a static diffusive way, i.e. with v = 0, wẑ =ŵ, and linear function h(·). The networks of oscillators are then described by the following differential equationsẋ
. This is a well known framework, which allows us to validate the accuracy of the proposed algorithm. The matrix W describes the coupling among different cells as in (10) and the coupling function h(x n ) is a linear function, i.e. Hx n . Here, we stick to the examples of [19] , where the matrices H are determined by H ij ∈ {0, 1}, ∀i, j ∈ {1, 2, 3}, and
As a consequence of (19) , H has only one nonzero entry, which is equal to 1. For example, if H is everywhere 0 but for H 12 = 1, then the x n 2 component influences x n1 . The MSFs for Rössler's and Chua's oscillators are derived according to Algorithm 1, without the loop starting at line 2 and setting wẑ =ŵ. The results are then compared to those obtained by means of time-domain based MSFs [9] , [11] .
The isolated Rössler's oscillator [20] , with state variable ξ = [ξ 1 , ξ 2 , ξ 3 ] ∈ R 3 , is described by the following set of normalized differential equations
and we assume a = 0.1, b = 0.1, and c = 6. The limit cycle is approximated with K = 35 harmonics.
The isolated Chua's oscillator , with state variable ξ = [ξ 1 , ξ 2 , ξ 3 ] ∈ R 3 , is described by the following set of normalized differential equations
We assume α = 8, β = 15, η(ξ 1 ) = −8/7ξ 1 + 4/63ξ 1 3 , and we focus on one of the two asymmetric limit cycles [17] , that are accurately approximated using K = 30 harmonics. Figure 2 shows the MSF computed for the Rössler's oscillator in the 9 possible configurations determined by (19) , using both the time-domain and the frequency-domain version. Figure 3 shows the MSF computed for the Chua's oscillator in the same configurations as above. The time-domain and the frequency-domain versions almost coincide and discrepancies, which are indeed present, do not alter the qualitative behavior, which is determined by the sign of the MSF. In particular, changes of sign of the MSF occur for similar values of the coupling parameterŵ. On the other hand, while giving results as accurate as the time-domain based MSF, the frequency-domain MSF proposed in Algorithm 1 can be evaluated in a much shorter time: in the considered examples, the reduction in CPU time is about 90% compared to standard time-domain techniques [9] , [10] not explicitly tailored for periodic attractors. The comparison is based on several numerical simulations run on the same standard desktop under MatLab. In each considered case, the MSFs are evaluated for the same number of points on the x-axis; the number of harmonics for the frequency version is chosen in order to have a distortion index [21] lower than 10 −3 and 10 −1 for the Chua's and Rössler's oscillator, respectively. Convergence parameters for the time-domain version are chosen looking for the minimum time to allow the algorithm to converge, on a trial and error basis. We remark that the Rössler's oscillator is more critical and a low distortion index is not achieved neither with more than 35 harmonics. However, even in this case, the qualitative behavior of the MSF is correctly reconstructed, albeit greater discrepancies are present between the time-domain and the frequencydomain versions. A mixed time-frequency approach, based on the algorithm described in [22] and applied as in [17] , could lead to performances more similar to those of our algorithm, being able to exploit the periodicity of attractors as well. As a substantial difference, our version avoids to come back from the frequency domain to the time domain (gaining in robustness and in computational time) and allows an easy treatment of systems described by DAEs). 
B. Dynamic coupling
As a further advantage, Algorithm 1 allows one to investigate synchronization in oscillatory networks with dynamic coupling (w = 0, vẑ =v). In Figure 4 we study the MSF for the Chua's oscillator with a dynamic coupling given by r(x) = Hx, with the same H determined by (19) . We use Algorithm 1 without the loop starting at line 3 and setting vẑ =v. This example has never been shown in literature, to the best of our knowledge, and the results are validated with time-domain based simulations.
As a figure of merit of synchronization, we choose the mean square error among the oscillators, defined as
where t 0 is a time instant such that the transient has vanished, τ is a sufficiently long time interval (values in the simulations are t 0 = 1000 and τ = 1000), and
with and std(·) is the standard deviation. Hence, the lower is the mean square error, the better is the synchronization achieved by the network.
We focus on the two most interesting behaviors: second state variable influencing the first one and first state variable influencing the second one, corresponding to panel (1, 2) and (2, 1) in Figure 4 , respectively.
Two kinds of networks are used in our simulations, to highlight the contribution of the overall coupling strength and the topology, two aspects which are jointly captured with the MSF approach:
• Fully connected networks, • Ring networks.
Fully connected networks-We consider a fully connected network of 11 identical Chua's oscillators, so thatv ∈ {0, 11v}, where v is the global coupling strength and the matrix describing the coupling has only 2 distinct eigenvalues: 0 (with multiplicity 1) and 11 (with multiplicity 10).
When looking at the second state variable influencing the first state variable, from the MSF shape of panel (1, 2) in Figure 4 , we expect to have synchronization when 11v 2.5 or 11v 17, namely v 0.227 or v 1.546.
When looking at the first state variable influencing the second state variable, from the MSF shape of panel (2, 1) in Figure 4 , we expect to have synchronization when 11v 2, namely v 0.18.
We compute e varying the value of v in [0, 2], to verify that the predicted threshold are numerically verified in the time-domain: Figure 5 shows e as a function of v for the first and the second coupling configuration on the left and the right panel respectively.
Ring networks-We consider a ring of 11 identical Chua's oscillators. The spectrum of matrix V describing this coupling is given by 0, 0.318v, . . . , 3.919v.
When examining the second state variable influencing the first one, from the MSF shape of panel (1, 2), Figure 4 , we expect to have synchronization when 3.919v 2.5 or when 0.318v 17, namely when v 0.638 or v 53.459.
When examining the first state variable influencing the second one, from the MSF shape of panel (2, 1) in Figure 4 , we expect to have synchronization when 0.317v 2 namely v 6.309.
We compute e varying the value of v in [0, 60], for the configuration (1, 2) and varying v ∈ [0, 10] for the configuration (2, 1), to verify that the predicted thresholds are numerically verified in the timedomain: Figure 6 shows e as a function of v for the first and the second coupling configuration on the left and the right panel respectively.
C. Static and dynamic coupling
As a final case, we consider both dynamic and static couplings, so that the MSF is really a function of both vẑ and wẑ. The results are given in Figure 7 , setting r(x) = Hx and h(g) = Hx, for the possible configurations determined by (19) . The value of vẑ are on the x-axis, the values of wẑ are on the y-axis, and the shade of gray codifies the value of Λ(vẑ, wẑ): white correspond to Λ(vẑ, wẑ) < 0, gray to Λ(vẑ, wẑ) > 0.
These results, which are new in literature, are again validated through numerical simulations. We focus on fully connected networks of 11 Chua's oscillators, so thatẑ ∈ {0, 11}, and consider three cases among the possible configurations to test:
• second state variable influencing the first state variable, Figure 4 
V. Conclusion
We have proposed an efficient and accurate method to study condition for stable local synchronization in networks of identical nonlinear periodic oscillators exploiting the MSF approach in the . MSF for Chua's oscillator with static and dynamic coupling, with the 9 different configurations defined by (19) . Panel i, j, in the row i from the top and column j from the left, refers to the case of component j influencing the component i, so that, for example, the panel (1, 2) refers to x 2n influencing x1n. frequency domain. Once limit cycles of uncoupled oscillators are approximated using a HB technique, an eigenvalue problem is solved to study stability. The proposed method presents advantages in terms of computational time and can also deal with oscillators described by implicit differential equations. This means that both static and dynamic coupling can be studied.
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