Abstract. We propose that sharp stability estimates are essential for evaluating the predictive capability of atomistic-to-continuum coupling methods up to the limit load for atomistic instabilities such as fracture, dislocation movement, or crack tip propagation. Using rigorous analysis, asymptotic methods, and numerical experiments, we obtain such sharp stability estimates for the basic conservative quasicontinuum methods in a one-dimensional model problem. Our results show that consistent QC methods such as the quasi-nonlocal coupling method reproduce the stability of the atomistic system, whereas the inconsistent energy-based quasicontinuum method predicts instability at a significantly reduced applied load.
Introduction
An important application of atomistic-to-continuum coupling methods is the study of the quasistatic deformation of a crystal under loading to model instabilities such as dislocation formation during nanoindentation, crack tip growth, or the deformation of grain boundaries [16] . In each of these applications, the quasistatic deformation provides an accurate approximation of the crystal deformation until the equilibrium equations become singular, which occurs, for example, when a dislocation forms or moves or when a crack tip advances. Depending on the nature of the singularity, the crystal will then typically undergo a dynamic process when further loaded.
The quasicontinuum (QC) approximation is an atomistic-to-continuum coupling method that models the continuum region by using a continuum energy density that exactly reproduces the lattice-based energy density at uniform strain (the Cauchy-Born rule) [16, 18, 23] . Several variants of the quasicontinuum approximation have been proposed that differ in how the atomistic and continuum regions are coupled [3, 8, 16, 24] . In this paper, we present sharp stability analyses for the main examples of energy-based quasicontinuum methods as a means to evaluate their relative predictive properties for defect formation and motion. Although we present our methods here in a precise mathematical format, we think the main techniques can be utilized in a more informal way by computational scientists to evaluate the predictive capability of other atomistic-to-continuum or multiphysics models as they arise.
The accuracy of various quasicontinuum methods and other atomistic-to-continuum coupling methods is currently being investigated by both computational experiments and numerical analysis [1, 2, 4, 5, 7, 9, 10, 11, 12, 13, 14, 17, 19, 21, 22] . The main issue that has been studied to date in the mathematical analyses is the rate of convergence with respect to the smoothness of the continuum solution (however, see [2, 7, 19, 21] for analyses of the error of the QC solutions with respect to the atomistic solution, possibly containing defects). Some error estimates have been obtained that give theoretical justification for the accuracy of a quasicontinuum method for all loads up to the critical atomistic load for the singularity (the limit load for the atomistic model) [5, 19, 21] , but other error estimates that have been presented do not hold near the atomistic limit loads. It is important to understand whether the break-down of these error estimates is an artifact of the analysis, or whether the particular quasicontinuum method actually does incorrectly predict an instability before the applied load has reached the correct limit load of the atomistic model.
Two key ingredients in any approximation error analysis are the consistency and stability of the scheme. For energy minimization problems, consistency means that the truncation error for the equilibrium equations is small in a suitably chosen norm, and stability is usually understood as the positivity of the Hessian of the functional. For the highly non-convex problems we consider here, stability must necessarily be a local property: The configuration space can be divided into stable and unstable regions, and the question we ask is whether the stability regions of different QC methods approximate the stability region of the full atomistic model in way that can be controlled in the setup of the method (for example, by a judicious choice of the atomistic region).
In this work, we initiate such a systematic study of the stability of quasicontinuum methods. In the present paper, we investigate conservative QC methods, that is, QC methods which are formulated in terms of the minimization of an energy functional. In a companion paper [6] , we study the stability of a force-based approach to atomistic-to-continuum coupling that is nonconservative. In [19] , the stability properties of the quasi-nonlocal QC method are analyzed in the presence of finite deformations and defects.
In computational experiments, one often studies the evolution of a system under incremental loading. There, the critical load at which the system "jumps" from one energy well to another is often the goal of the computation. Thus, we will also study the effect of the "stability error" on the error in the critical load.
We will formulate a simple model problem, a one dimensional periodic atomistic chain with pairwise next-nearest neighbour interactions of Lennard-Jones type potential, for which we can analyze the issues layed out in the previous paragraphs. It is well known that the uniform configuration is stable only up to a critical value of the tensile strain (fracture). We use analytic, asymptotic, and numerical approaches to obtain sharp results for the stability of different quasicontinuum methods when applied to this experiment.
In Section 2, we describe our one-dimensional model and the various quasicontinuum methods that we will analyze. In Section 3, we study the stability of the atomistic model as well as two consistent quasicontinuum methods: the local QC method (QCL) and the quasinonlocal QC method (QNL). We prove that the critical applied strains for both of these methods are equal to the critical applied strain for the atomistic model, up to second-order in the atomistic spacing. A similar analysis for the inconsistent QCE method is more difficult because the uniform configuration is not an equilibrium. Thus, in Section 4, we construct a first-order correction of the uniform configuration to approximate an equilibrium configuration, and we study the positive-definiteness of the Hessian for the linearization about this configuration. We explicitly construct a test function with strain concentrated in the atomistic-continuum interface that is unstable for applied strains bounded well away from the atomistic critical applied strain.
In Section 5, we analyze the accuracy in predicting the critical strain for onset of instability in our periodic model problem. For QCL and QNL, this involves comparing the effect of the difference between their modified stability criteria and that of the atomistic model. For QCE, since the solution to the nonlinear equilibrium equations are non-trivial, we provide computational results in addition to an analysis of the critical QCE strain predicted by the approximations derived in Section 4.
2. The atomistic and quasicontinuum models 2.1. The atomistic model problem. Suppose that the infinite lattice εZ is deformed uniformly into the lattice y F := F εZ, where F > 0 is the macroscopic deformation gradient and where ε > 0 scales the reference atomic spacing, that is, (y F ) ℓ := F ℓε for − ∞ < ℓ < ∞.
We admit 2N-periodic perturbations u = (u ℓ ) ℓ∈Z from the uniformly deformed lattice y F . More precisely, for fixed N ∈ N, we admit deformations y from the space
where U is the space of 2N-periodic displacements with zero mean, U := u ∈ R Z : u ℓ+2N = u ℓ for ℓ ∈ Z, and N ℓ=−N +1 u ℓ = 0 . We set ε = 1/N throughout so that the reference length of the periodic domain is fixed. Even though the energies and forces we will introduce are well-defined for all 2N-periodic displacements, we require that they have zero mean in order to obtain locally unique solutions to the equilibrium equations. These zero mean constraints are an artifact of our periodic boundary conditions and are similarly used in the analysis of continuum problems with periodic boundary conditions. We assume that the stored energy per period of a deformation y ∈ Y F is given by a next-nearest neighbour pair interaction model,
and where φ is a Lennard-Jones type interaction potential (see also Figure 1 ): (i) φ ∈ C 4 ((0, +∞); R), (ii) there exists r * > 0 such that φ is convex in (0, r * ) and concave in (r * , +∞).
Assumptions (i) and (ii) are used throughout our analysis, while assumption (iii) serves primarily to motivate that next-nearest neighbour interaction terms are typically dominated by nearest-neighbour terms. We note, however, that even with assumption (iii), the relative size of next-nearest and nearest neighbour interactions is comparable when strains approach r * .
In the absence of external forces, the uniformly deformed lattice y = y F is an equilibrium of the atomistic energy under perturbations from U, that is,
We identify the stability of y F with linear stability under perturbations from the space U.
To make this precise, we compute the second variation of E a , evaluated at a deformation y,
for u, v ∈ U. We will say that the equilibrium y F is stable in the atomistic model if
We will use analogous definitions to describe whether a deformation is stable in the various QC methods. Note that if y = y F , then y 
(We will use A F later.) The quantities φ ′′ F and φ ′′ 2F will play a prominent role in the analysis of the stability of the atomistic model and its QC approximations. We similarly define the quantities φ (k) G for all k ∈ N and for all G > 0. For most realistic interaction potentials the second-nearest neighbour coefficient is non-positive, φ ′′ 2F ≤ 0, except in the case of extreme compression (see Figure 1) . Therefore, in order to avoid having to distinguish several cases, we will assume throughout our analysis that F ≥ r * /2. In this case, property (ii) of the interaction potential shows that φ ′′ 2F ≤ 0. We also note that, for u ∈ U, both u ′ and u ′′ are understood as 2N-periodic chains, that is, u ′ , u ′′ ∈ U, where the centered second difference u ′′ ∈ U is defined by
For u, v ∈ U, we also define the weighted ℓ p -norms
as well as the weighted ℓ 2 -inner product
2.2.
The local QC method. Before we introduce different flavors of quasicontinuum approximations, we note that we can rewrite the atomistic energy as a sum over the contributions from each atom,
where
, and where φ cb (r) := φ(r) + φ(2r) is the so-called Cauchy-Born stored energy density. In this case, we may expect that the atomistic model is accurately represented by the local QC (or continuum) model
The main feature of this continuum model is that the next-nearest neighbour interactions have been replaced by nearest neighbour interactions, thus yielding a model with more locality. Such a model can subsequently be coarse-grained (i.e., degrees of freedom are removed) which yields efficient numerical methods.
2.3.
The energy-based QC method. If y ′ ℓ is "smooth" in the majority of the computational domain, but not in a small neighbourhood, say, {−K, . . . , K}, where K > 1, then we can obtain sufficient accuracy and efficiency by coupling the atomistic model to the local QC model by simply choosing energy contributions E a ℓ in the atomistic region A = {−K, . . . , K} and E c ℓ in the continuum region C = {−N + 1, . . . , N} \ A. This approximation of the atomistic energy is often called the energy based QC method [18] and yields the energy functional
It is now well-understood [3, 4, 5, 8, 23 ] that the energy-based QC method exhibits an inconsistency near the interface. This means that y F is not an equilibrium of E qce (under perturbations from U), and consequently, we will need to analyze the stability of the Hessian E ′′ qce (y qce ) where y qce = y F is an appropriately chosen equilibrium of E qce . Since y qce solves a nonlinear equation, we will replace it by an approximate equilibrium in our analysis.
The first remedy of this lack of consistency was the ghost force correction scheme [23] which eventually led to the derivation of the force-based QC method [3] and which we analyze in [6] and [7] .
2.4. Quasi-nonlocal coupling. An alternative approach was suggested in [24] , which requires a modification of the energy at the interface. This idea is best understood in terms of interactions rather than energy contributions of individual atoms (see also [8] where this has been extended to longer range interactions). The nearest neighbour interactions are left unchanged. A next-nearest neighbour interaction φ(ε −1 (y ℓ+1 − y ℓ−1 )) is left unchanged if at least one of the atoms ℓ + 1, ℓ − 1 belong to the atomistic region and is replaced by a Cauchy-Born approximation,
if both atoms belong to the continuum region. This idea leads to the energy functional
where A qnl = {−K − 1, . . . , K + 1} and C qnl = {−N + 1, . . . , N} \ A qnl are the modified atomistic and continuum regions, respectively. The QNL method is consistent, that is, y = y F is an equilibrium of the QNL energy functional. The label QNL comes from the original intuition of considering interfacial atoms as quasi-nonlocal, i.e., they interact by different rules with atoms in the atomistic and continuum regions.
Sharp Stability Analysis of Consistent QC Methods
In this section, we analyze the stability of the atomistic model and two consistent QC methods: the local QC method and the quasi-nonlocal QC method. In each case, we will give precise conditions on F under which y F is stable in the respective method: . The inconsistent energy-based QC method (QCE) is analyzed in Section 4. The corresponding result for QCE is less exact than for QCL and QNL, but shows that there is a much more significant loss of stability.
Atomistic model. Recalling the representation of E
′′ a (y F ) from (2) and noting that
we obtain
is the elastic modulus of the continuum model. To quantify the influence of the strain gradient term, we define
Since u is periodic, it follows that u ′ has mean zero. In this case, the eigenvalue µ ε is known to be attained by the eigenfunction ψ ′ ℓ = sin(εℓπ) and is given by [25, Exercise 13.9]
Since sin(t) = t + O(t 3 ) as t ց 0, it follows that µ ε = π + O(ε 2 ) as ε ց 0. Thus, we obtain the following stability result for the atomistic model.
stable in the atomistic model if and only if
where µ ε is the eigenvalue defined in (5). Proof. By the definition of µ ε , and using (4), we have
3.2. The Local QC method. The equilibrium system, in variational form, for the QCL method is
Since u ′ has mean zero, it follows that y = y F is a critical point of E qcl for all F . The Hessian of the local QC energy, evaluated at y = y F , is given by
Thus, recalling our definition of stability from Section 2.1, we obtain the following result.
Proposition 2. The deformation y F is a stable equilibrium of the local QC method if and only if A F > 0.
Comparing Proposition 2 with Proposition 1 we see a first discrepancy, albeit small, between the stability of the full atomistic model and the local QC method (or the Cauchy-Born approximation).
3.3. Quasi-nonlocal coupling. By the construction of the QNL coupling rule at the interface, the deformation y = y F is an equilibrium of E qnl [24] . The Hessian of E qnl evaluated at y = y F is given by
We use (3) to rewrite the second group on the right-hand side (the nonlocal interactions) in the form
to obtain
Except in the case K ∈ {N − 1, N}, it now follows immediately that y F is stable in the QNL method if and only if A F > 0. 
Stability Analysis of the Energy-based QC method
Since y F is not a critical point of E qce , we must be careful in extending the previous definition of stability to the QCE method. We cannot simply consider the positive-definiteness of E ′′ qce (y F ), and we will indeed see later in this section, as well as in Section 5, that such an approach would not give the correct limit strain.
Instead, we need to analyze the Hessian E ′′ qce (y qce ) where y qce ∈ Y F solves the QCE equi-
We will see that, when the second-neighbour interactions are small compared with the first neighbour interactions (which we make precise in Proposition 4), there is a locally unique solution y qce of the equilibrium equations, which is the correct QCE counterpart of y F . However, due to the nonlinearity and nonlocality of the interaction law, we cannot compute y qce explicitly. Instead, we will construct an approximationŷ qce which is accurate whenever second-neighbour terms are dominated by first-neighbour terms. In the following paragraphs, we first present a semi-heuristic construction and then a rigorous approximation result, the proof of which is given in Appendix B.
In (21) in the appendix, we provide an explicit representation of E ′ qce . Inserting y = y F , we obtain a variational representation of the atomistic-to-continuum interfacial truncation error terms that are often dubbed "ghost forces,"
We note that (7) makes our claim precise that y F is not a critical point of E qce .
Motivated by property (iii) of the interaction potential φ, we will assume that the parameters
are small, and construct an approximation for y qce which is asymptotically of second order as δ 1 , δ 2 → 0. Although such an approximation will not be valid near the critical strain for the QCE method, it will give us a rough impression how the inconsistency affects the stability of the system.
A non-dimensionalization of (7) shows that y qce = y F + O(δ 1 ). If δ 1 is small, then we can linearize (6) about y F and find the first-order correction y lin ∈ Y F , which is given by
We note that this linear system is precisely the one analyzed in detail in [4] . However, instead of using the qualitative construction presented there, we use the assumption that δ 2 is small to simplify (9) further and obtain a more explicit approximation. Writing out the bilinear form E ′′ qce (y F )[u, u] explicitly (using (23) as a starting point) gives
where we have only displayed the terms in the right half of the domain and indicated the terms in the left half by dots. Ignoring all terms involving φ ′′ 2F , which are of order δ 2 relative to the remaining terms, we arrive at the following approximation of (9):
the solution of which is given byŷ qce = y F + δ 1ĝ . The following lemma makes this approximation rigorous. A complete proof is given in Appendix B.
Lemma 4. If δ 1 and δ 2 are sufficiently small, then there exists a (locally unique) solution y qce of (6) such that
, where C may depend on φ (and its derivatives) and on F , but is independent of ε.
From now on, we will also assume that δ 3 := φ ′′′ 2F /φ ′′ F is small, and combine the three small parameters into a single parameter δ := max(|δ 1 |, |δ 2 |, |δ 3 |).
We will neglect all terms which are of order O(δ 2 ).
In the following, we will again only show terms appearing on the right half of the domain. Our goal in the remainder of this section is to obtain an estimate for the smallest eigenvalue of E ′′ qce (ŷ qce ). Using (23), we can represent E ′′ qce (ŷ qce ) as
We expand all terms containing δ 1 and neglect all terms which are of order O(δ 2 ) relative to φ ′′ F , which is the order of magnitude of the coefficient of the diagonal term of E ′′ qce (ŷ qce ). For example, we have, for some ϑ ∈ (0, 1),
Thus, the O(δ 1 ) perturbation of a second-neighbour term will not affect our final result. On the other hand, expanding a nearest neighbour term gives
as δ 1 → 0. Proceeding in the same fashion for the remaining terms, we arrive at
Clearly, our focus must be the coefficients of the terms |u 
Depending on the sign of 
Note that the constant 2 in front of φ ′′ F φ ′′ 2F was replaced by 5 due to the strain gradient terms in (11) which slightly stabilize the system. If
we use the alternative test function w ∈ U, defined by
to test (11) , which gives
In this case, only a single strain gradient term affects the final result, and therefore this correction is only small. Due to the stabilizing effect of the strain gradient terms for our perturbation, the right hand sides of (13) and (15) might both be bounded below by A F , so our estimate will involve a min over three terms. Recalling that y qce =ŷ qce + O(δ 2 ), we obtain the following result:
Proposition 5. There exist constantsδ andĈ, which may depend on φ and its derivatives and on F but not on ε, such that, if δ ≤δ, then
Proof. The bounds (13) and (15) are rigorous provided δ is sufficiently small so that F − 
Remark 1. Proposition 5 as well as the subsequent discussion clearly shows that the spurious QCE instability is due to a combination of the effect of the"ghost force" error and of the anharmonicity of the atomistic potential. ≤ λ K ≤ 1. The lower bound can be obtained using the test function (14) in the bilinear form E ′′ qce (y F ) [u, u] given explicitly by (10) , while the upper bound can be obtained from the estimate
which also follows from (10) (see also [5, Lemma 2.1]). Thus, the lower bound is related to the second term in (16) which we have noted above is generally greater than the first term, and we can conclude that the limit strain for QCE obtained by linearizing about y F , rather than the equilibrium solution y qce , significantly underestimates the loss of stability (see also Figure 2 ). The study of the positive-definiteness of E ′′ qce (y F ) is relevant to the stability of the ghostforce correction iteration and is discussed in more detail in [6] .
Remark 3. While our rigorous results, Lemma 4 and Proposition 5, are proven only for sufficiently small δ, one usually expects that such asymptotic expansions have a wider range of validity than that predicted by the analysis. For this reason, we have neglected to give more explicit bounds on how small δ needs to be.
Nevertheless, a relatively simple asymptotic analysis such as the one we have presented cannot usually give complete information near the onset of instability. Our aim was mainly to demonstrate that the inconsistency at the interface leads to a decreased stability of the QCE method when compared to the full atomistic model or the consistent QC methods. We will see in Section 5 that, if we use (16) to predict the onset of instability for QCE, then we observe a fairly significant loss of stability of the QCE approximation when compared to the full atomistic model. In numerical experiments, we will also see that the prediction given by (16) is qualitatively very accurate for the Morse potential.
Prediction of the Limit Strain for Fracture Instability
The deformation y F ∈ Y F is an equilibrium of the atomistic energy for all F > 0. However, it is established in Proposition 1 that y F is stable if and only if F < F * a where F * a is the solution of the equation
We call F * a the critical strain for the atomistic model. The goal of the present section is to use the stability analyses of the different QC methods in Sections 3 and 4 to investigate how well the critical strains for the different QC methods approximate that of the atomistic model.
In order to test our predictions against numerical values, we will use the Morse potential 2 and 3) is the solution to the equation
We note that the critical strain F * c for the QCL and QNL models is independent of N which is convenient for the following analysis. Inserting F * c into (17) gives
, we find that the relative error satisfies
where F 0 is the energy-minimizing macroscopic deformation gradient which satisfies
In Table 1 we display numerical values of C err (φ) for the Morse potential φ = φ α , with α = 2, . . . , 7, and for the Lennard-Jones potential φ = φ lj . We observe that the constant decays exponentially as the stiffness increases, and that it is fairly moderate even for very soft interaction potentials (C err (φ 2 ) ≈ 1.0877).
5.2.
Limit strain for the QCE method. In Section 4, we have computed a rough estimate for the coercivity constant of the QCE method. We argued that, for as long as the second neighbour interaction is small in comparison to the nearest neighbour interaction, we have the bound
Even though this bound will, in all likelihood, become invalid near the critical strain, it is nevertheless reasonable to expect that solving will give a good approximation for the exact critical strain, F * qce . The latter is, loosely speaking, defined as the maximal strain F > 0 for which a stable "elastic" equilibrium of E qce exists in Y F . A deformation y can be called elastic if y We could use the same argument as in the previous subsection to obtain a representation of the error; however, sinceF * qce depends only on F but not on ε we can simply solve forF * qce directly. For the Morse potential (18), with stiffness parameter 2 ≤ α ≤ 7, we have computed both F * qce (for N = 40, K = 10 as well as for N = 100, K = 20) andF * qce numerically and have plotted these critical strains in Figure 2 , comparing them against F 0 and F * c . We have also included the critical strain F y F qce , below which E ′′ qce (y F ) is positive definite, to demonstrate that it bears no relation to the stability or instability of the QCE method. We discuss F y F qce in detail in [6] where we argue that it describes the stability of the ghost-force correction scheme.
In Figure 3 , we plot the relative errors
We observe that the prediction for the critical strain, as well as the prediction for the relative error, obtained from our asymptotic analysis is insufficient for very soft potentials but becomes fairly accurate with increasing stiffness. In particular, it provides a good prediction of the relative errors for the limit strains for α ≥ 3.5.
For a correct interpretation of our results, we must first of all note that the relative errors for the critical strains decay exponentially with increasing stiffness α. While, for small α (18) with varying α. These two curves are very close and may be hard to distinguish. Additionally, we show the critical strain for loss of positive definiteness of E ′′ qce (y F ), which does not predict the loss of stability that the QCE experiences correctly for any parameter value.
(soft potentials) the error is quite severe, one could argue that it is insignificant (i.e., well below 10%) for moderately large α (stiff potentials). However, our point of view is that, by a careful choice of the atomistic region one should be able to control this error, as is the case for consistent QC methods such as QNL. For the QCE method, this is impossible: the error in the critical strain is uncontrolled.
Conclusion
We propose sharp stability analysis as a theoretical criterion for evaluating the predictive capability of atomistic-to-continuum coupling methods. Our results clearly indicate that a sharp stability analysis is as important as a sharp truncation error (consistency) analysis for the evaluation of atomistic-to-continuum coupling methods, and provides a new means to distinguish the relative merits of the various methods. Our results also provide an approach to establish a theoretical basis for the conclusions of the benchmark numerical tests reported in [15] , in particular for the poor performance of the QCE method in predicting the movement of a dipole of Lomer dislocations under applied shear. 
The first variation is a linear form on U, given by
Collecting terms related to element strains u ′ ℓ , we obtain
Similarly, the Hessian can be written in the form
Using (3) to replace all second-neighbour terms in (22), we obtain the alternative representation
While somewhat unwieldy at first glance, this representation is particularly useful for the stability analysis in Section 4.
Appendix B. Proof of Lemma 4
In this section, we complete the proof of Lemma 4 which was merely hinted at in the main text of Section 4. Recall thatŷ qce = y F + δ 1ĝ whereĝ is given by (8) , and recall, moreover, thatŷ qce solves the linear system
Our strategy is to prove thatŷ qce has a residual of order O(δ 2 1 + δ 1 δ 2 ) and that E ′′ qce (ŷ qce ) is an isomorphism between suitable function spaces. We will then apply a quantitative inverse function theorem to prove the existence of a solution y qce of the QCE criticality condition (6) which is "close" toŷ qce . Before we embark on this analysis, we make several comments and introduce some notation that will be helpful later on.
To ensure that E qce is sufficiently differentiable in a neighbourhood ofŷ qce we only need to assume that F > 0 and that δ 1 is sufficiently small, e.g., δ 1 ≤ F . In that case, E qce is three times differentiable at y for any y ∈ Y F such that y ′ −ŷ ′ qce ℓ ∞ < 1 2 δ 1 . We will interpret E ′ qce as a nonlinear operator from U 1,∞ to U −1,∞ which are, respectively, the spaces U and U * endowed with the Sobolev-type norms,
for u ∈ U, and T U −1,∞ = sup
Consequently, for y ∈ Y F , E ′′ qce (y) can be understood as a linear operator from U 1,∞ to U −1,∞ . Our justification for definingŷ qce as we did in (24) is the bound
where c 1 = 5, which follows from (10). We can formulate this bound equivalently as
We also remark that L 1 : 
We will estimate the two groups on the right-hand side of (28) separately. Using (7) and (25), we obtain
To estimate the second group in (28) we simply use the regularity of the interaction potential (we assumed that φ ∈ C 3 (0, +∞)) and Hölder's inequality to obtain
where (φ c 1 δ 2 ) , provided that the denominator is positive. Thus, for δ 1 , δ 2 sufficiently small, we obtain the bound
We now apply the following version of the inverse function theorem.
Lemma 6. Let X, Y be Banach spaces, U an open subset of X, and let F : U → Y be Fréchet differentiable. Suppose that x 0 ∈ U satisfies the conditions
and 2Lσ −2 η < 1, then there exists x ∈ X such that F (x) = 0 and x − x 0 X ≤ 2ησ −1 .
Proof. The result follows, for example, by applying Theorem 2.1 in [20] with the choices R = 2ησ −1 , ω(x 0 , R) = LR andω(x 0 , R) = For our purposes, we set X = U 1,∞ , Y = U −1,∞ , F (u) = E ′ qce (ŷ qce + u), and x 0 = 0. Assuming that δ 1 , δ 2 are sufficiently small, our previous analysis gives the residual and stability estimates η = φ A modification of (30) then allows the choice L = 2φ ′′ F c 2 for the local Lipschitz constant. Thus, the condition ensuring the existence of a solution y qce of (6) becomes 4Lσ −2 η = 64c 1 c 2 δ 1 δ 2 + 16c 2 2 δ 2 1 < 1, which is satisfied, once again, if we assume that δ 1 and δ 2 are sufficiently small. An application of Lemma 6 concludes the proof of Lemma 4.
