ABSTRACT Video-based facial expression recognition is a long-standing problem owing to a gap between visual features and emotions, difficulties in tracking the subtle movement of muscles and limited datasets. The key to solving this problem is to exploit effective features characterizing facial expression to perform facial expression recognition. We propose an effective framework to solve these problems. In our work, both spatial information and temporal information are utilized through the aggregation layer of a framework that fuses two state-of-the-art stream networks. We investigate different strategies for pooling across spatial information and temporal information. We find that it is effective to pool jointly across spatial information and temporal information for video-based facial expression recognition. Our framework is end-to-end trainable for whole-video recognition. In addressing the problem of facial recognition, the main contribution of this project is the design of a novel, trainable deep neural network framework that fuses spatial information and temporal information of video according to CNNs and LSTMs for pattern recognition. The experimental results on two public datasets, i.e., the RML and eNTERFACE05 databases, show that our framework outperforms previous state-of-the-art frameworks.
I. INTRODUCTION
Facial expression is a nonverbal form of communication that is very important for social interaction. The six facial expressions defined by Ekman and Friesen [1] are anger, disgust, fear, joy, sadness and surprise. These are popular emotional expressions exchanged between individuals and are universally employed in a number of areas, including human computer interaction (HCI) systems [2] , games [3] , medicine [4] , surveillance [5] , [6] , computer engineering [7] , physical sciences, health [8] , natural sciences [9] , and industrial academic areas [10] - [12] . Due to the potential applications of facial expressions, many researchers have investigated ways to automatically recognize facial expression. However, this problem remains unsolved. The most important hurdle is
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Over the past decade, many methods have been designed to recognize video-based facial expression (VFER), which are categorized into low-level and high-level feature methods. Low-level feature methods employ static appearance or geometry descriptors to model facial textures [13] , which is very popular for image processing [14] - [18] . High-level feature methods employ deep learning method to model facial textures [19] . Previous studies mainly aimed to employ low-level feature methods to recognize VFER and achieve successful results. However, these low-level features may be intrinsically poor. As a result, the development of high-level feature methods necessary for successful static image classification have attracted great interest. Ultimately, however, these high-level features are not much better than lowlevel features because they, too, are not well adapted to directly address existing problems in the facial expression domain.
To obtain a facial recognition method capable of properly capturing facial appearances and movement, we propose an effective framework with a spatial and temporal aggregation layer for VFER. We explore the potentials of spatial features and temporal features in this work. In addressing these features, we extend the Convolutional Neural Network and Long Short-Term Memory(LSTM) to spatial and temporal Convolutional Neural Networks and LSTMs with aggregation descriptors across the entire video, inspired by the NetVLAN aggregation layer and successful action recognition by fusing Bi-Directional LSTMs and CNNs [20] , [21] . The features learned by our framework are more compact and effective in characterizing facial expressions. We investigate different aggregation strategies for pooling across spatial information and temporal information and find that we can improve the facial expression recognition performance by jointly pooling across spatial information and temporal information. We also explore the role of spatial information and temporal information on facial expression recognition and find that temporal information can provide complementary information for video-based facial expression recognition.
II. RELATED WORK AND MOTIVATION

A. LOW-LEVEL FEATURE-BASED METHODS
Low-levels feature are also known as hand-crafted features. Many researchers employ low-level feature-based algorithms to address facial expression problems, which achieves stateof-the-art performance in areas of pattern recognition and image understanding [22] - [27] .
One or a number of key frames are selected for extracting hand-crafted features. For example, the approaches reported in [28] , [29] employ facial landmarks to represent the entire facial texture. In addition, the method of [30] employs the scale-invariant feature transform (SIFT) features to represent facial texture, which is then fed into a support vector machine (SVM) to recognize facial expression [31] . The method of [32] employs Gabor-DCT to extract facial textures and avoid redundancy of features. The method of [33] utilizes LBP and SVM for VFER. NED Elmadany and Friesen, utilize Gabor wavelet features to achieve state-of-the-art performance on the RML database [34] . Zhalehpour et al. utilize LPQ features to achieve state-of-the-art performance on the eNTERFACE05 database [35] . These hand-crafted features successfully achieve VFER, but they are low-level and thus cannot recognize facial expressions better than higher-level feature methods in videos.
B. HIGH-LEVEL FEATURE-BASED METHODS
Recent studies have achieved promising performance in learning video representation with deep learning models. For instance, the work of [36] shows promising results with training convolutional neural networks from video datasets. Deep learning models aim to extract high-level representations by using nonlinear transformations. The method of [37] utilizes multiple convolutional neural networks to recognize novel facial expressions and generates state-of-the-art results. The work of [38] presents a new network called FaceNet2ExpNet, which incorporates face domain knowledge through the face net to recognize facial expressions. The work of [39] presents a new identity-aware CNN with two sub-CNNs; one stream extracts discriminative features, and the other stream extracts identity-related features. Additionally, the work of [40] proposes a multisignal CNN to focus on emotional signals, incorporating loss functions of expression recognition and face verification. Another deep learning model, called the Deep Belief Network (DBN), first detects faces and then emotion-related region. Finally, the parsed facial components are fed to a stacked auto encoder for emotion classification [41] . These methods explicitly model the spatial structure and temporal structure of emotional video, but the features extracted are not strongly associated with facial expressions.
C. MOTIVATION
To address the abovementioned problems, it is important that VFER generate effective features. We propose an end-to-end convolutional neural network framework with feature aggregation over spatial information and temporal information in video. We utilize state-of-the-art CNNs to extract the feature vector of each video frame. Then, the feature vectors of the entire video are fed to an LSTM [42] , and the second-to-last fully connected (FC) layer of the spatial structure LSTM and the temporal structure LSTM are connected by the proposed AggregationLayer layer. This AggregationLayer aims to pool the spatial information and temporal information of the video. Finally, the outputs of AggregationLayer layer are fed to Softmax layers to recognize facial expressions. CNNs are popularly utilized to extract features and can capture static textures of facial appearances, while LSTMs can capture the movements of muscle and are advantageous in processing dynamic sequence data. However, CNNs cannot directly process dynamic sequence data, and LSTMs cannot directly process video. The proposed framework can address these problems and give full play to the advantages of each kind of network.
Our contributions are as follows: 1. We design an effective deep neural network framework to recognize facial expression in video. A novel aggregation layer is employed to unite spatial features and temporal features. 2. The proposed framework is end-to-end trainable and outperforms previous existing methods on two public datasets. 3. We utilize state-of-the-art deep learning networks to avoid limited datasets. The rest of this paper is organized as follows. The proposed method is shown in Section III. Extensive experiments are shown in Section IV. The conclusions and future work are shown in Section V. 
III. THE PROPOSED METHOD
Video possesses both spatial and temporal information. The spatial information corresponds to static facial appearance. while, the temporal information corresponds to the movement of facial muscles; also called optical flow signals, temporal information also consists of critical facial region movement. For example, disgust consists of movement of the eyebrows, eyes and mouth. The proposed framework is inspired by these two kinds of information. To generate comprehensive visual features, a trainable end-to-end model for VFER is proposed.
To attain this goal, the proposed method is described in Figure 1 . This method uses two individual streams, i.e., the temporal stream and the spatial stream. The temporal stream is designed to process the dynamic sequence movement relationship of the muscles. The spatial stream is designed to process the static facial structure relationship shown in the video. Both streams contain CNNs and an LSTM. The CNNs only process a single image and cannot directly process multiple images. Therefore, they are employed to process individual videoframes and can extract effective features from them. The LSTM processes and effectively classifies only dynamic sequence vectors and not process matrices. Therefore, it is employed to process the sequence feature vectors extracted by CNNs. Thus, we make full use of the advantages of CNNs and LSTMs and avoid the shortcoming of their independently processing video directly.
Then, an AggregationLayer layer is designed to pool the output of the temporal and spatial streams. The output of the temporal stream is also called the temporal feature of the video, and the output of the spatial stream is also called the spatial feature of the video. The output of the AggregationLayer layer represents the visual features of the whole video, and it is used as the input to the Softmax layer. The Softmax layer is utilized by the classification task. A training stage is employed to obtain the best parameters of the proposed framework.
The temporal stream is utilized to make full use of temporal information. It has two parts, the CNNs and the LSTM. The optical flow image is fed into the CNNs. The CNNs are not necessary to compute the movement of facial muscles implicitly but make facial expression recognition easier. A video can generate a certain number of temporal features that are extracted by the CNNs. These features are fed into the LSTM to extract the temporal relation between the video frames. The output of the LSTM represents the final temporal feature of the whole video.
The spatial stream is designed to make full use of spatial information from the video. Like the temporal stream, it also consists of CNNs and an LSTM. The CNNs are utilized to process the static appearance textures of the face, which has a strong correlation with emotions. A video can generate a certain number of spatial features extracted by the CNNs. These features are fed into the LSTM to extract the spatial relationship between the video frames. The output of the LSTM represents the final spatial feature of the whole video.
To overcome small datasets of emotional videos, the temporal CNNs and spatial CNNs have the same architecture as the VGG-19 [43] . The proposed CNNs have 16 convolution layers, 5 max-pooling layers, and 2 fully connected layers. The last fully connected layers of the VGG-19 are removed, because we only utilize the CNNs to extract features. The first two FC layers have 4096 units each. To overcome overfitting, the max-pooling layers are utilized. The fc7 layer is utilized to extract the spatial visuals feature and temporal visual features, which are fed into the 2-layer LSTM(1024-512) to generate the final spatial feature and temporal feature. These features are then fed into the AggregationLayer layer to extract the whole video feature. Finally, the Softmax is utilized to classify emotions. The CNNs input is 224×224×3. First, the existing parameters of the VGG-19 network are utilized to initialize each stream of CNNs. Then, our framework is fine-tuned on training datasets. It is noted that the CNNs are employed to extract features; 16 video frames generate 15 temporal features and 16 spatial features, which are fed into their respective LSTMs followed by the AggregationLayer layer for performing VFER.
A. THE PROPOSED AGGREGATIONLAYER
v s ∈ R D represents the final D-dimensional spatial feature extracted from the video, and v t ∈ R D represents the final D-dimensional temporal feature extracted from the video. To pool v t and v s to form the whole video feature, the entire spatial and temporal features are fed into one of the AggregationLayer layer cells. The AggregationLayer layer has 128 cells, each represented by.
where a i is a tunable parameter of the i-th cell, (1) is calculated for every cell. The proposed framework employs end-to-end schema to learn all parameters. Formula (1) is differentiable, and back-propagating error gradients can be utilized in the proposed framework. In theory, the spatial or temporal feature can be extracted by any of the fully connected layers. Therefore, the fc6 and fc7 layers of the CNNs and different LSTM architectures are investigated. The 128-dimensional spatial feature and temporal feature are pooled in every video. We found that the fc7 layer of the CNNs and the LSTM(1024-512) are the best strategies for performing VFER.
B. VIDEO PREPROCESSING
Every video consists of a different number of frames, designated as an integer L. After testing every even L in the range [2] , [20] , selecting L = 16 results in the best recognition performance for VFER, as shown in Table 1 . [44] . The third channel d t z of I t is computed as follows:
It should be noted that the original video frame size is 720 × 480 × 3 in the RML set and 720 × 576 × 3 in the eNTERFACE05 set; both are directly computed by the robust real-time face detector. Reference [45] to crop a facial image. Then, the resulting facial image is also directly computed by Horn-Schunck method. After video preprocessing, the resulting facial and optical flow images are resized to 224 × 224 × 3 by nearest neighbor interpolation [46] to act as input to the CNNs. Although facial expression recognition would be easier using this method, it is not required to compute the facial motion implicitly.
C. NETWORK TRAINING
The proposed framework has two types of training, one for the CNNs and one for the LSTMs. For each of the two CNNs,
, where b i represents the input data of CNNs, y i is the label, and i represents the index of video. For the proposed spatial CNNs B, the back propagation method is employed to solve formula (3), also called Softmax layer:
where W B represents the weights of the Softmax layer and v B (b i ; λ B ) indicates the output of second-to-last layer in B with parameters λ B , which is fed into the Softmax layer. The log-loss of the Softmax layer is obtained by
y B j indicates the j-th output of the Softmax layer and k represents the total number of emotions. The training of the temporal CNNs is the same as for the spatial CNNs.
The LSTMs also employ the Softmax layer to train the parameters with a trainable AggregationLayer layer. Softmax is employed to output the prediction probabilities. For each stream, the LSTM is inserted after the second-to-last layer of the CNNs, the AggregationLayer layer is inserted after the second-to-last layer of LSTM, and the Softmax layer is inserted after the AggregationLayer layer. The detailed formulas are as follows:
where H t−1 represents the state of the previous frame, i t represents the result of the input gates at time t, f t represents the result of the forget gates at time t, R t represents the result of input translation at time t, O t represents the result of the output gates at time t, C t represents the memory cell at time t, w x represents the weight matrix of each unit, and the lower corner label x represents the corresponding unit. Similarly, b x represents the offset matrix of each unit, X t represents the input data at time t, which is computed by the fc7 layer in the CNNs. v s represents the second-to-last layer output of the LSTM in the spatial structure, which is the same as the v s of formula (1) . v t represents the second-to-last layer output of the LSTM in the temporal structure, which is the same as the v t of formula (1). v s + v t of formula (1) represents the fusion of spatial information and temporal information in the AggregationLayer layer, and the V [i] of formula (1) is the input of the Softmax layer. σ represents the sigmoid function. The formulas of (5), (6), (7), (8), (9), (10), (11), (1) and (3) are the training stage of the LSTM. The back propagation method is also employed to solve these formulas. In other words, the proposed framework has two stages of network training. In the first stage, we replace the last layer of the CNNs with a new FC layer based on the number of emotional categories. The temporal images and spatial images are fed into the temporal CNNs and spatial CNNs simultaneously. Finally, to minimize formula (3) in the training stage, we utilize the algorithm of standard back propagation to obtain the parameters of our CNNs. The proposed framework adopts the above trained CNNs to extract temporal features and spatial features simultaneously. A segment of video will have 15 temporal features and 16 spatial features extracted by their respective CNNs. These temporal features and spatial features are fed into the temporal LSTM and spatial LSTM respectively. For the second stage, the AggregationLayer is inserted after the second-to-last layer of the LSTM, pooling the output of the temporal LSTM and spatial LSTM. We also utilize the algorithm of standard back propagation to obtain the parameters of our LSTMs as CNNs. Note that in the process of training the CNNs, the optical image and static image are resized to 224 × 224 × 3.
IV. EXPERIMENTAL STUDIES
To test the performance of our framework for VFER, extensive experiments on the RML [47] and eNTERFACE05 [48] datasets are conducted. For the CNNs and LSTMs, the minibatch is 30, the learning rate is 0.001, and the maximum epoch number is 6000. The proposed framework utilizes an NVIDIA GPU with 25 GB memory. The proposed framework employs a subject-independent cross-validation schema to evaluate recognition performance [49] . The eNTERFACE05 database has more than 10 subjects; the experiments utilize Leave-One-Subject-Group-Out (LOSGO) with five subject groups. The average accuracy is calculated to evaluate recognition performance.
A. DATASETS
The RML database has 720 videos from 8 persons and contains the emotions of anger, disgust, fear, joy, sadness and surprise. Each video lasts approximately five seconds. The video frame size is 720×480×3. Some examples of cropped facial images are depicted in Figure 2 . 
B. EXPERIMENTAL RESULTS AND ANALYSIS
To test the effectiveness of the proposed framework, it is compared with nontrained schema. We train the parameters of the layers before and after including the AggregationLayer layer. As described in Table 2 , in the nontrained strategy, we remove the last layers of temporal LSTM and spatial LSTM and utilize the AggregationLayer layer to fuse the temporal feature and spatial feature extracted by the temporal LSTM and spatial LSTM. Then, the output of the AggregationLayer layer is fed into logistic regression, a hidden Markov model (HMM), VOLUME 7, 2019 a Gaussian mixture model (GMM) and a support vector machine (SVM) to classify emotions [49] - [57] . In the trained strategy, the parameters of the AggregationLayer layer are trained together with the preceding layers. We can see that the trained strategy outperforms the nontrained strategy. Because the VFER is NP-hard problem, the generalization ability of non-trained strategy is limited, and we can obtain the optimal solution through training steps. And the more comprehensive and effective features are extracted by the trained strategy.
We also investigate the features extracted by different CNNs to recognize facial expression, such as AlexNet [58] , VGG-16 [43] , and VGG-19 [43] . Notably, we replace only the CNNs; the LSTMs and other networks are fixed. Table 3 shows that the feature extracted by VGG-19 has the best recognition performance. Because VGG-19 has deeper network layers than AlexNet and VGG-16, it can extract more comprehensive and effective features from emotional video. We also investigate the different LSTM structures to recognize facial expression, such as 1-layer LSTMs and 2-layer LSTMs. For example, the 1-layer LSTM(256) indicates that there are 256 recurrent units in each LSTM layer. Notably, we only replace the LSTMs; the CNNs and the other networks are fixed. In addition, the AggregationLayer layer is inserted after the second-to-last layer of the different LSTMs, pooling the output of the temporal LSTM and spatial LSTM. Table 4 shows that the 2-layer LSTM(1024-512) achieves the best recognition performance.
We also investigate the different locations within in CNNs we can utilize to extract features. Here, we only change the structures of the CNNs and fix the other networks. Particularly, we compare the use of the two fully connected layers, fc6 and fc7. In each case, the output of the layer is treated as the input to the LSTM. The results of Table 5 show that the feature extracted by fc7 achieves the best performance; features extracted by fc7 are more semantic and varied than those from fc6. We next test the recognition performance of only utilizing temporal features and only utilizing spatial features. Table 6 describes the recognition performance of the different structures on the RML and eNTERFACE05 databases. The spatial structure recognition accuracy indicates that only spatial information, extracted using the CNNs and LSTM in the upper part of Figure 1 , is utilized to recognize emotions. The temporal structure recognition accuracy indicates that only temporal information, extracted using the CNNs and LSTM in the lower part of Figure 1 , is utilized to recognize emotion. The spatial-temporal information indicates that both spatial information and temporal information are utilized to recognize emotions. All three methods utilize the trained strategy. Table 6 shows that temporal-spatial streams are most helpful for performing VFER and can improve recognition accuracy; this is because the temporal-spatial structure employs both spatial information and temporal information to recognize facial expression. The spatial and temporal structures only employ spatial and temporal information, respectively, and are therefore not as effective in performing VFER. Finally, the proposed framework is also compared with other popular methods, 3DCNN-DAP and 3DCNN [59] , which also utilize both spatial information and temporal information. Table 6 and Table 7 show that, consequently, 3DCNN and 3DCNN-DAP outperform the spatial-only structure and the temporal-only structure, because they also employ spatial information and temporal information rather than single information. In addition, our proposed method can outperform both 3DCNN and 3DCNN-DAP, indicating that the proposed framework can extract more comprehensive and 48812 VOLUME 7, 2019 effective features. The video quality of the emotional datasets suffers from low intensity and short duration. Because of the short duration of the video, 3DCNN and 3DCNN-DAP have difficulties detecting features. Additionally, the low intensity of the video makes it difficult for these two methods to extract discriminative information. The proposed method utilizes the CNNs to enlarge discriminative spatial information and employs LSTMs to enlarge the discriminative temporal information. Therefore, the proposed method can detect the short duration of emotion and the low intensity of facial variations. To show the recognition accuracy as a function of emotion, Figure 4 and Figure 5 show the confusion matrices of the best recognition accuracy obtained by utilizing the proposed method on the RML database and the eNTER-FACE05 database, respectively. Figure 4 and Figure 5 show that ''fear'' is classified badly (approximately 50% in both databases) because ''fear'' is very similar to the other emotions. In addition, the proposed framework cannot effectively classify ''fear'' owing to the limited and low-quality datasets. Large-scale and quality datasets are most important for the proposed framework.
C. COMPARISONS WITH STATE-OF-THE-ART FRAMEWORKS
The proposed method is compared with previous works on the RML and eNTERFACE05 databases. They all utilize the same subject-independent test runs. state-of-the-art frameworks, highlighting the advantages of the proposed framework over previous methods. Our proposed method improves upon the previous best method on the RML database, increasing accuracy from 64.58% to 65.72%. Our method also improves upon the accuracy of the previous best method on the eNTERFACE05 database, from 42.16% to 42.98%. These previous methods all utilize the hand-crafted method to generate low-level features, and so the table also indicates that high-level features can perform better than hand-crafted features. The VGG-19 networks and LSTMs consume expensive computing time owing to a large number of parameters. However, the proposed framework is based on these networks; it will be difficult to adjust the parameters of the proposed framework.
V. COMPARISON AND DISCUSSION
The results indicate that the proposed framework can effectively solve the problem of VFER. Two types of structures are designed to separately process spatial information and temporal information. The spatial structure can effectively characterize the static appearance of the video, and the temporal structure can effectively capture the dynamic optical flow information of the video; in this way, the temporal structure can complement the spatial structure for performing VFER. Every structure employs state-of-the-art networks to avoid overfitting to a limited dataset. It is difficult to pool the spatial structure and temporal structure. Therefore, we investigate trained and nontrained strategies, strategies utilizing the feature extracted from different places in the CNNs, and strategies with different LSTM and CNN structures. As a result, utilizing the trained strategy, the feature extracted by the fc7 layer of the CNNs, VGG-19 and LSTM((1024-512) together achieve the best recognition accuracy compared to other strategies as shown in Table 2, Table 3, Table 4 and Table 5 . The proposed framework can extract more comprehensive features for VFER than other state-of-the-art methods owing to the AggregationLayer layer, which is a trainable aggregation layer that can pool the temporal feature and spatial feature extracted by the respective LSTMs.
VI. CONCLUSIONS
This paper proposes a novel method of performing VFER. It can aggregate spatial features and temporal features across the entire video extent to recognize video-based facial expressions and effectively address the gap between visual features and emotions. The proposed framework uses an aggregating layer, is end-to-end trainable and achieves better recognition accuracy than other state-of-the-art frameworks. It can avoid overfitting to limited datasets, and the trainable schema can learn better features for performing VFER. The proposed framework can separately improve from 64.58% to 65.72% on the RML database and from 42.16% to 42.98% on the eNTERFACE05 database as described in the experiment results. Therefore, it is demonstrated that the proposed framework is helpful for future VFER performance. However, the shortcoming of the proposed framework is that it contains a large number of parameters and consumes expensive computing time. Investigations on how to accelerate the computing time by reducing framework parameters will be the focus of further study.
