




























In this article, we study the cohomology of some analytic sheaves on the complementary
in the projective space of a suitable infinite collection of hyperplane like the Drinfel’d
symetric space. In particular, the sheaf of invertible functions on these rigid spaces has no
cohomology in degree greater or equal to 1. This proves the vanishing of the Picard goup
and the methods used give a convenient description of the global invertible functions.
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Soit p un nombre premier. Cet article est lié à une série de travaux récents [CDN20a,
CDN20b, CDN], portant sur la géométrie et la cohomologie p-adique des espaces symétriques
de Drinfeld et de leurs revêtements. Ces espaces sont des cas particuliers d’arrangements (infinis)
d’hyperplans et l’objet de cet article est de comprendre ce qui se passe pour des arrangements
plus généraux d’hyperplans. L’étude de la cohomologie étale p-adique de tels arrangements
semble délicate (en effet, les travaux cités utilisent des propriétés spécifiques de l’espace de
Drinfeld), nous nous intéresserons plutôt à la cohomologie analytique de tels arrangements, à
coefficients dans le faisceau Gm des fonctions inversibles. Notre résultat principal affirme que
beaucoup d’arrangements (mêmes infinis) d’hyperplans sont acycliques pour ce faisceau. Par
exemple, cela entraîne que le groupe de Picard des espaces de Drinfeld est trivial, ce qui ne
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semble pas être connu. Il serait intéressant d’avoir des résultats analogues pour la cohomologie
étale, au lieu de celle analytique, mais cela nous semble inaccessible pour le moment. En effet,
le calcul de H2ét(X,Gm) pour l’espace de Drinfeld X de dimension plus grande que 1 semble
déjà délicat (la partie de torsion est cependant bien comprise grâce aux résultats de Schneider-
Stuhler [SS91] et Colmez-Dospinescu-Niziol [CDN]).
Avant de préciser nos résultats principaux, mentionnons-en certaines motivations et appli-
cations à l’étude du premier revêtement des espaces de Drinfeld. Soit K une extension finie
de Qp, OK son anneau d’entiers, F = Fq son corps résiduel et ̟ une uniformisante. Soit C
le complété d’une clôture algébrique de K. On note HdK l’espace symétrique de Drinfeld de







avec H l’ensemble des hyperplans K-rationnels et PdK l’espace projectif rigide analytique de




Deligne. Soit D l’algèbre à division sur K d’invariant 1
d+1
et ΠD une uniformisante, un théorème
fondamental de Drinfeld [Dri76] fournit une interprétation modulaire de l’espace HdOK , et cette
description entraîne l’existence d’un OD-module formel universel X sur HdOK . Les points de
ΠD-torsion X[ΠD] forment un schéma formel en Fp-espaces vectoriels de Raynaud. Ces derniers
admettent une classification [Ray74] et sont caractérisés par la donnée des parties isotypiques
(Li)i∈Z/(d+1)Z de O(X[ΠD]) pour certains caractères de Fqd+1, dits fondamentaux. Comprendre
les fibrés en droites (Li)i universels sur HdOK est essentiel pour comprendre la géométrie du
premier revêtement Σ1 de HdK . En fibre spéciale, les faisceaux (Li)i sont relativement bien
compris et sont étudiés dans [Tei89], [Tei90], [Tei93] et [GK04]. L’annulation du groupe de
Picard de HdK , qui découle de nos résultats, fournit donc une description en fibre générique de
ces faisceaux localement libres de rang 1 sur HdOK . Dans un travail ultérieur, nous obtiendrons
une classification des µN -torseurs sur HdK avec N = q
d+1 − 1 et nous donnerons une équation
explicite du revêtement modéré de l’espace symétrique de Drinfeld.
Passons maintenant à notre résultat principal. Gardons les notations ci-dessus. Soit A une
partie fermée (par exemple une partie finie) de l’espace profini H et posons




Alors Int(A) possède encore une structure naturelle d’espace rigide analytique sur K. Si L est
une extension complète de K et si X est un K-espace analytique, on note XL = X ⊗K L.
Théorème A. Avec les notations ci-dessus, pour toute partie fermée A de H et toute extension
complète L de K on a Hian(Int(A)L,Gm) = 0 pour i ≥ 1.




est valable pour tout espace analytique X. Ainsi le groupe de Picard et les fonctions
inversibles sur X peuvent être déterminées en calculant sa cohomologie analytique. Ce
n’est malheureusement pas le cas des groupes de cohomologie en degrés strictement plus
grands que 1.
2. Nous prouvons aussi une version du théorème dans laquelle le faisceau Gm est remplacé
par le sous-faisceau O∗∗ = 1 + O++ des fonctions 1 + f telles que |f | < 1 (la norme
étant celle spectrale). Si O+ désigne le faisceau des fonctions f telles que |f | ≤ 1, il est
probable que Hian(Int(A)L,O
+) = 0 pour i ≥ 1, mais nous n’arrivons pas à le démontrer.
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Le résultat analogue avec Int(A)L remplacé par une boule fermée est un théorème de
Bartenwerfer [Bar82] (il est crucial d’utiliser la topologie analytique pour ce genre de
résultat car il est totalement faux pour la topologie étale). Nos méthodes permettent de
démontrer que si le résultat de Bartenwerfer est aussi valable pour les poly-couronnes,
alors Hian(Int(A)L,O
+) = 0 pour i ≥ 1.
Notons Z JAK le dual du Z-module LC(A,Z) des fonctions localement constantes sur A, à
valeurs dans Z. On voit les éléments de Z JAK comme des mesures sur A, à valeurs dans Z.
On note Z JAK0 le sous-groupe des mesures de masse totale 0 (i.e. l’orthogonal de la fonction
constante 1).
Théorème B. Pour toute partie fermée A de H et toute extension complète L de K il existe
un isomorphisme naturel
O
∗(Int(A)L)/L∗ ≃ Z JAK
0 .
Remarque 0.2. 1. Ce théorème a été récemment obtenu par Gekeler [Gek20] pour l’espace
symétrique de Drinfeld. Notre méthode est complètement différente.
2. Si l’on combine le théorème ci-dessus avec la suite exacte de Kummer et l’annulation du
groupe de Picard, on obtient une description du groupe H1ét(Int(A)L,Z/nZ) pour tout
entier n. Cela semble suggérer qu’il existe des descriptions explicites de la cohomologie
étale en degré cohomologique plus grand. Voir [CDN] pour le cas de l’espace de Drinfeld.
Nous finissons cette introduction en expliquant les grandes étapes de la preuve de nos résul-
tats principaux. L’ingrédient technique principal est un résultat d’annulation de van der Put
[VdP82], qui affirme que pour tout r ∈ pQ le faisceau O (r) des fonctions de norme spectrale stric-
tement plus petite que r est acyclique sur les boules fermées et les polycouronnes de dimension
arbitraire. Pour se ramener à ce type d’espaces nous utilisons les constructions géométriques
de Schneider et Stuhler [SS91]. Plus précisément, l’espace Int(A) possède un recouvrement de
type Stein par des affinoides Int(An) obtenus en enlevant de PdK les tubes ouverts d’épaisseur
|̟|n autour des hyperplans dans A. Cela nous amène à étudier la géométrie d’un arrangement
tubulaire




où Hi(|̟|n) est le voisinage tubulaire ouvert d’épaisseur |̟|n de l’hyperplan Hi. Nous allons
supposer que ces voisinages tubulaires sont deux à deux distincts. Suivant Schneider et Stuhler,
pour comprendre la géométrie de X, il s’agit de comprendre la géométrie des espaces de la
forme




avec J ⊂ I. Le point essentiel est que les espaces YJ sont des fibrations localement triviales en
boules fermées au-dessus d’espaces projectifs (dont la dimension dépend de la combinatoire des
hyperplans). Cela permet d’utiliser les résultats d’annulation de van der Put et nous ramène
à l’étude de certains complexes de Cech relativement explicites. Pour transférer l’étude des
faisceaux sur les YJ à XI nous montrons un lemme combinatoire (essentiellement basé sur la
suite de Mayer-Vietoris), qui remplace la suite spectrale utilisée par Schneider et Stuhler (et
dont l’étude devient assez compliquée dans notre situation). Cela permet de démontrer que les
faisceaux O (r) sont acycliques sur XI . Un argument basé sur le logarithme tronqué permet d’en
déduire l’acyclicité du faisceau O∗∗ = 1 + O++ des fonctions 1 + f vérifiant |f | < 1 sur les XI .
Enfin, l’étude du quotient Gm/O∗∗ fait apparaître des complexes de Cech identiques à ceux
apparaissant en géométrie algébrique, ce qui permet de passer de O∗∗ à Gm.
Le paragraphe précédent explique la preuve de l’acyclicité de Gm sur les espaces XI . Le
passage de ces espaces à Int(A) n’est pas trivial et représente en fait le coeur technique de
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l’article. Pour expliquer la difficulté, notons que l’on dispose d’un recouvrement Stein Int(A) =
∪n≥1XIn, où les XIn sont des espaces du même type que ceux introduits ci-dessus, les In étant














Pour cela, on se ramène à démontrer le même résultat avec les faisceaux O∗∗ et O (r) à la place de
Gm. Le point crucial à démontrer est alors une version en dimension quelconque du lemme 1.12
de [CDN20a], qui permet de comprendre la flèche de restriction O∗∗(XIn+1) → O
∗∗(XIn). Plus
précisément, par application du logarithme, nous montrons pour r assez petit, qu’il existe une






des éléments de L de norme strictement inférieure ou égale à r. C’est le point le plus délicat
de l’article et la preuve en est assez indirecte car nous n’avons pas de description explicite des
groupes O (r)(XIn).
Notations et conventions
Dans tout l’article, on fixe un nombre premier p et une extension finie K de Qp. On note
OK son anneau des entiers, ̟ une uniformisante et F = Fq son corps résiduel. On note C = K̂
la complétion d’une clôture algébrique de K et K̆ la complétion de l’extension maximale non
ramifiée de K. Soit L ⊂ C une extension complète de K susceptible de varier (par exemple
K, K̆, C), d’anneau des entiers OL, d’idéal maximal mL et de corps résiduel κ.
Soit S un L-espace rigide analytique. On note Anrig,S (respectivement P
n
rig,S) l’espace affine
(resp. projectif) rigide analytique de dimension relative n sur S. Si s = (si)1≤i≤n est une famille
de nombres rationnels, le polydisque rigide fermé sur S de polyrayon (|̟|si)i sera noté BnS(|̟|
s)
ou BnS(s) par abus. L’espace B
n
S sera la boule unité et les boules ouvertes seront notées B̊
n
S et
B̊nS(s). Si S est maintenant un schéma, A
n
zar,S sera l’espace affine sur S et P
n
zar,S l’espace projectif.
Si X est un L-espace analytique réduit, on note O+X le faisceau des fonctions à puissances
bornées, O++X le faisceau des fonctions topologiquement nilpotentes, O
(r)
X le faisceau des fonc-
tions bornées strictement en norme par r et O∗∗X le faisceau 1 + O
++





X (X). Pour tout ouvert affinoïde U ⊂ X, on munit O
∗
X(U) de la topologie induite
par le plongement O∗X(U) → OX(U)
2 : f 7→ (f, f−1) (muni de la norme spectrale). On notera
K(x) le corps valué associé au point x ∈ X.
Si X est un espace analytique sur L (resp. un schéma), la cohomologie d’un faisceau F
sur le site analytique (resp. de Zariski) sera notée H∗an(X,F ) (resp. H
∗
zar(X,F )). Si U est
un recouvrement de X (pour une des topologies précédemment nommées), la cohomologie de
Cech de X pour le faisceau F par rapport au recouvrement U sera notée Ȟ∗(X,F ,U) et le
complexe de cochaînes sera noté Č∗(X,F ,U). Pour toutes ces théories cohomologiques, quand
U ⊂ X est un ouvert de X, la cohomologie à support dans le complémentaire de U sera notée
H∗(X,U). Si Λ est un groupe cyclique d’ordre N premier à p et X = X⊗̂C, le morphisme de
Kummer sera noté κ : O∗(X) → H1ét(X,ΛX) et κ : O
∗(X)→ H1ét(X,ΛX) sera le restriction de
O∗(X)→ H1ét(X,ΛX).
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1 L’espace des hyperplans K-rationnels
On note H l’ensemble des hyperplans K-rationnels dans Pd. L’ensemble H est profini car il
s’identifie à Pd(K).
Définissons maintenant quelques données relatives à l’ensemble H. Si a = (a0, . . . , ad) ∈
Cd+1p \{0}, la désignera l’application




Ainsi H s’identifie à {ker(la), a ∈ Kd+1\{0}} et à Pd(K).
Le vecteur a = (ai)i ∈ Cd+1p est dit unimodulaire si max(|ai|) = 1. L’application a 7→ Ha :=
ker(la) induit une bijection entre le quotient de l’ensemble des vecteurs unimodulaires a ∈ Kd+1
par l’action évidente de O∗K et l’ensemble H.
Pour a ∈ Kd+1 unimodulaire et n ≥ 1 on considère l’application l(n)a
b ∈ (OCp/̟
n)d+1 7→ 〈a, b〉 ∈ OCp/̟
n
et on note
Hn = {ker(l(n)a ), a ∈ K
d+1\{0} unimodulaire} ≃ Pd(OK/̟n).
Alors H = lim
←−n
Hn et chaque Hn est fini.
Soit a ∈ Kd+1 unimodulaire et z ∈ Pd(Cp). La quantité |la(b)| ne dépend pas du choix du
représentant unimodulaire b de z, et ne dépend que de la classe de a dans Pd(K). Cela permet
de définir les tubes fermés et ouverts de rayon ε > 0 autour de l’hyperplan H = ker(laH ) ∈ H
par
H(ε) = {z ∈ PdK , |laH (z)| ≤ ε} et H̊(ε) = {z ∈ P
d
K , |laH (z)| < ε}





L. Il est à noter que H(|̟|
n) (resp. H̊(|̟|n)) ne dépend que de la
classe de H dans Hn (resp. Hn+1).
2 Géométrie des arrangements
2.1 Définitions et exemples










Définition 2.1. Une collection A de parties de Pdrig,K est appelée
• arrangement algébrique (resp. algébrique généralisé) (d’hyperplans K-rationnels) si A est
un sous-ensemble fini (resp. fermé) de H.
• arrangement tubulaire ouvert (resp. fermé) d’ordre n si A est une famille finie de voisinages
tubulaires fermés (resp. ouverts) H(|̟|n) (resp. H̊(|̟|n)) avec H ∈ H.
Remarque 2.2. — Se donner un arrangement tubulaire ouvert (resp. fermé) d’ordre n revient
à se donner une partie de Hn (resp. Hn+1).
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— Si m > n, tout arrangement tubulaire ouvert (ou fermé) d’ordre m induit un arrangement
tubulaire ouvert (ou fermé) d’ordre n, appelé sa projection. Plus précisément, la projec-
tion d’un arrangement défini par une collection de voisinages tubulaires (H(|̟|m))H∈I
est l’arrangement défini par la collection de voisinages tubulaires (H(|̟|n))H∈I . Cela re-
vient à considérer la projection d’une partie de Hm (resp. Hm+1) sur Hn (resp. Hn+1).
Cette construction s’étend bien sûr au cas d’un arrangement algébrique (resp. algébrique
généralisé).
— Une famille d’arrangements tubulaires (An)n telle que l’ordre de An soit n est dite com-
patible si, pour tout m > n, An est la projection de Am. Si A ⊂ H est un arrangement
algébrique généralisé, on construit par projection deux familles compatibles d’arrange-
ments tubulaires ouverts (resp. fermés) (An)n par projection.
— Dans tous les cas Int(A) et Uni(A) possèdent des structures naturelles d’espaces rigides
analytiques sur K. Le seul cas non trivial est celui d’un arrangement algébrique généralisé,
qui découle du point précédent.
— Plus précisément, l’espace Int(A) est un affinoïde (resp. Stein) si A est un arrangement
tubulaire fermé (resp. ouvert) voir [SS91, Proposition 4].
Exemple 2.3. L’espace symétrique de Drinfeld HdK est l’arrangement d’hyperplan généralisé
Int(H).
Nous allons définir le rang d’un arrangement A, qui permettra de décrire la géométrie de
Uni(A)
Définition 2.4. Nous donnons la notion de rang pour des parties finies de H et de Hn. D’après
la première observation de 2.2, cela induit une notion pour les arrangements algébriques et
tubulaires ouverts ou fermés.
— Si A ⊂ H, on se donne pour tout H ∈ A un vecteur aH unimodulaire tel que H = ker(laH ).
On pose rg(A) = rgOK (
∑
H∈AOKaH).
— SiA ⊂ Hn, on se donne pour toutH dansA, aH un vecteur unimodulaire dansOd+1K /̟
nOd+1K
tel que H = ker(laH ) et ãH un relevé dans O
d+1








pour (ei) une base de Od+1K bien choisie. On pose alors rg(A) = card{i : αi < n}.
Cette quantité ne dépend pas des choix des aH et de leur relevé. Intuitivement, le rang
correspond à rg(A) = rgOK/̟nOK (
∑
H∈A(OK/̟nOK)aH).
2.2 La suite spectrale associée à un arrangement
Dorénavant, pour tout arrangement d’hyperplans A, nous verrons Int(A) et Uni(A) comme
des L-espaces analytiques par extension des scalaires. Si H désigne la cohomologie de de Rham
ou la cohomologie d’un faisceau F sur le site étale ou analytique, on a par un argument général






où A est un arrangement algébrique, tubulaire d’ordre n ouvert ou fermé et H(X, Y ) représente
la cohomologie de X à support dans X \ Y .
1. αi peut être infini et dans ce cas on adopte la convention ̟
αi = 0.
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Soit A un arrangement (algébrique, tubulaire ouvert ou fermé) et B ⊂ A non vide de
cardinal r + 1, nous allons donc chercher à décrire la géométrie de Uni(B) suivant si A est
algébrique, tubulaire ouvert ou fermé. Si r = 0, Uni(B) devient un espace affine dans le cas
algébrique, une boule ouverte dans le cas tubulaire ouvert et une boule fermée dans le cas
tubulaire fermé.
Supposons maintenant r 6= 0 et posons t + 1 = rg(B). Par hypothèse, on a t 6= 0. Nous
allons construire en suivant [SS91, §1, Proposition 6] une fibration f : Uni(B) → Ptrig,L. Les
fibres seront des espaces affines dans le cas algébrique, des boules ouvertes dans le cas tubulaire
ouvert et des boules fermées dans le cas tubulaire fermé. Pour chaque Hi ∈ B, choisissons un







OKei où (ei) est la base canonique de Kd+1. Réalisons un changement de base




̟αiOKei ⊂ M0 =
∑
0≤i≤d
OKei. On a alors les descriptions suivantes
de Uni(B)c, avec la convention que pour la suite on choisit un représentant unimodulaire de
chaque point [b0, · · · , bd], i.e. tel que max0≤i≤d |bi| = 1 :
• dans le cas algébrique
Uni(B) = Zdt := {z = [b0, · · · , bd] ∈ P
d
rig,L, ∃i ≤ t, bi 6= 0}
• dans le cas tubulaire fermé posons β = (βi)0≤i≤t = (n− αi)0≤i≤t et notons
Uni(B) = Xdt (β) := {z = [b0, · · · , bd] ∈ P
d
rig,L, ∃i ≤ t, |bi| ≥ |̟|
βi}
• dans le cas tubulaire ouvert posons γ = (γi)0≤i≤t = (n+ 1− αi)0≤i≤t et notons
Uni(B) = Y dt (γ) := {z = [b0, · · · , bd] ∈ P
d
rig,L, ∃i ≤ t, |bi| > |̟|
γi}
La flèche f donnée par [b0, · · · , bd] 7→ [b0, · · · , bt] induit bien des fibrations Xdt (β)→ P
t
rig,L,







2. Soit V(β) = {V (β)i}, V̊(γ) = {V̊ (γ)i}, V = {Vi} les recouvre-
ments admissibles de Ptrig,L où














Vi = {z = [z0, · · · , zt] ∈ Ptrig,L, zi 6= 0}
Alors, Xdt (β)→ P
t








rig,L sur V ie.
f−1(V (β)i) ∼= V (β)i × Bd−tL (−βi)
f−1(V̊ (γ)i) ∼= V̊ (γ)i × B̊d−tL (−γi)
f−1(Vi) ∼= Vi × Ad−t
par le biais de l’application
[z0, · · · , zd]→ [z0, · · · , zt]× (
zt+1
zi




Appelons U = {Ui} le recouvrement adapté (au cas algébrique, tubulaire ouvert ou fermé) et Fi
la fibre sur Ui (soit Bd−tL (−βi) pour les tubulaires fermés, B̊
d−t
L (−γi) pour les tubulaires ouverts,
2. La flèche f est bien définie sur ces espaces
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Ad−t en algébrique). La variable sur la base Ptrig,L sera notée z = [z0, · · · , zt] et celle de la fibre











∼ // U{i,j} × Fj
où m zi
zj
est l’homothétie de rapport zi
zj
. On écrira f ∗(V(β)) = {f−1(V (β)i)}, f ∗(V̊(γ)) =





Dans le cas algébrique, les intersections d’éléments du recouvrement f ∗(V) sont des produits
de copies de A1 et de A1\{0}. Dans le cas tubulaire fermé, les intersections sur f ∗(V(β)) sont
des produits de polycouronnes et de polydisques fermés.
Remarquons que si t = d, Xdd (β) = P
d
rig,L , la famille des (X
d
t (β))β,m,t contient les espaces






3 Enoncés et stratégies
Dans les énoncés ci-dessous nous utiliserons systématiquement la topologie analytique. Nous
allons prouver (voir 4.8, 4.9, 5.1, 5.6, 7.1) :
Théorème 3.1. 1. Les espaces projectifs, les fibrations Zdt , les arrangements tubulaires fer-
més et les arrangements algébriques généralisés Int(A) sont O (r)-acycliques.
2. Les sections globales de O (r) sur les arrangements algébriques généralisés sont constantes.
3. La cohomologie de O (r) sur Xdt (β) est concentrée en degrés 0 et t. Quand t 6= 0, les sections








Voir 4.8, 4.9, 5.13, 7.1 pour le résultat suivant :
Théorème 3.2. 1. Les espaces projectifs, les fibrations Zdt , les arrangements tubulaires fer-
més et les arrangements algébriques généralisés Int(A) sont O∗∗-acycliques.
2. Les sections globales de O∗∗ sur les arrangements algébriques généralisés sont constantes.
3. La cohomologie de O∗∗ sur Xdt (β) est concentrée en degrés 0 et t. Les sections globales
sont constantes quand t 6= 0.
Le résultat suivant est une combinaison de 6.1, 6.6, 6.7, 7.1.







L∗ si k = 0
Z si k = 1
0 sinon
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2. La fibration f : Xdt (β)→ P
t
rig,L induit une décomposition en produit direct :
H∗an(X
d








De plus, les sections globales sont constantes quand t 6= 0.
3. Les arrangements tubulaires fermés Int(A) sont Gm-acycliques et
O
∗(Int(A))/L∗O∗∗(Int(A)) = Z[A]0
4. Les arrangements algébriques généralisés Int(A) sont Gm-acycliques et
O
∗(Int(A))/L∗ = Z JAK0
Pour obtenir ces résultats, il faut d’abord calculer la cohomologie de O (r) sur Xdt (β) (point
3. de 3.1) grâce aux résultats d’acyclicité de Van der Put et au calcul de la cohomologie de
Cech sur le recouvrement f ∗(V(β)) (cf 5.1). Plus précisément, la fibration f permet de relier le
complexe de Cech de Xdt (β) aux complexes de P
t
rig,L pour les faisceaux tordus O
(r)(k) (point
1. de 3.1 et 5.3 pour un énoncé plus fin). Le résultat se déduit de la cohomologie des faisceaux
O(k) sur les espaces projectifs algébriques sur OL.
Le résultat d’acyclicité pour les arrangements tubulaires fermés découle de l’annulation de
la cohomologie de Xdt (β) à partir du degré t+1 et de l’argument combinatoire 5.7 qui remplace
la suite spectrale (1).
Le transfert des énoncés sur O (r) à ceux de O∗∗ résulte d’un argument sur les logarithmes
tronqués 5.12. Pour le faisceau Gm, on calcule encore la cohomologie de Cech des fibrations
Xdt (β) sur le recouvrement f
∗(V(β)). Mais on a pour tout I ⊂ J0, tK une décomposition
O
∗(f−1(V (β)I)) = L∗O∗∗(f−1(V (β)I))× 〈
zi
zj
: i, j ∈ I〉Z -Mod
qui induit les décompositions de la cohomologie du point 2. de 3.3 (cf 6.1) et celle des sections
inversibles dans 3.3 point 3. (cf 5.13). Nous notons aussi que le complexe induit par les facteurs
directes 〈 zi
zj
: i, j ∈ I〉Z -Mod est celui apparaissant en géométrie algébrique, ce qui permet
d’établir le point 1. de 3.3 par comparaison. D’après ce qui précède, on sait que la cohomologie
de Xdt (β) s’annule à partir du degré t + 1 ce qui nous donne l’acyclicité des arrangements
tubulaires fermés pour Gm toujours grâce au lemme combinatoire 5.7.
Pour les arrangements algébriques généralisés A, ils peuvent être approximés par des arran-









Le calcul dans le cas tubulaire fermé induit l’annulation de la cohomologie de Gm pour s > 1 et
l’égalité H1an(Int(A),Gm) = R
1 lim←−n O
∗(Int(An)). Il s’agit alors de prouver R
1 lim←−n O
∗(Int(An)) =
0. D’après la décomposition 3.3 point 3. et le lemme 4.5, il suffit de trouver une constante c






Pour établir cette identité, on raisonne par récurrence sur le rang de Int(An) et on se ramène à





est contenu dans ̟Hrg(An)−1an (Uni(An−1),O
(r)). Grâce à 3.1 point 1., on peut voir ces groupes
de cohomologie comme des sous-groupes des fonctions bornés de polycouronnes (cf 5.5) dont
les flèches de restriction sont explicites et bien comprises 4.2. Le résultat découle alors de ce
cas particulier.
Etudier la cohomologie des arrangements tubulaires fermés les espaces Xdt (β) est semblable
à la stratégie de [SS91]. Par exemple, le point 3. de 3.1 mimique l’axiome d’homotopie de [SS91,
§2]. S’intéresser à O (r) puis à O∗∗ et enfin à Gm rappelle la preuve de [VdP82, théorème 3.25].
L’argument de passage à la limite s’inspire de [CDN20a, sous-section 1.2].
Tous nos calculs utilisent de manière cruciale le résultat suivant de van der Put [VdP82, th.
3.10, th. 3.15, th. 3.25], décrivant la cohomologie de quelques affinoïdes simples.
Théorème 3.4 (Van der Put). Les produits de polycourrones et polydisques fermés 3 n’ont pas
de cohomologie analytique en degré strictement positif pour :
1. les faisceaux constants
2. le faisceaux O (r)
3. le faisceau O+ en dimension 1
4. le faisceau Gm
Remarque 3.5. Un théorème de Bartenwerfer affirme que les boules fermées sont aussi acycliques
pour le faisceau O+, en toute dimension. Nous ne savons pas si le théorème ci-dessus est valable
pour le faisceau O+ (sauf en dimension 1, comme indiqué). Si c’était le cas, beaucoup des
résultats à suivre pourraient aussi être énoncés pour ce faisceau.
4 Cas des arrangements algébriques
Nous traitons d’abord le cas des arrangements algébriques. L’énoncé suivant est un analogue
de 5.11 dans le cas particulier des polycouronnes où le résultat est direct. Pour la généralisa-
tion 5.11, nous nous ramenons à ce cas particulier grâce au point technique 5.4. Une fois ces
deux résultats établis, les méthodes dans le cas algébrique sont relativement similaires au cas
algébrique généralisé.
Lemme 4.1. On considère le produit de polycouronnes et de polydisques suivant
U = {x = (x1, · · · , xd) ∈ Adrig,L : ∀i, |̟|
−ri ≥ |xi| ≥ |̟|
si}
où (ri)i et (si)i sont des entiers (on s’autorisera si = ∞ pour les facteurs isomorphes à une
boule fermée). De même on considère
V = {x = (x1, · · · , xd) ∈ Adrig,L : ∀i, |̟|




+(V ) ⊂ OL +̟O+(U)
Démonstration. La description des espaces U et V nous fournit un système de coordonnées








)νj )ν∈Zd forme une base de






























3. Plus généralement les polydisques généralisés au sens de [VdP82, 3.9]
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Il est alors aisé de voir que si une section à puissance bornée de V n’a pas de terme constant,
sa restriction est dans ̟O+(U).
Nous avons une version relative de ce résultat
Lemme 4.2. Soit Y un affinoïde sur L et U ,V les affinoïdes définis dans le lemme précédent,
alors la flèche naturelle de restriction induit un morphisme
O
+(Y × V ) ⊂ O+(Y ) +̟O+(Y × U)
Démonstration. C’est le même argument que pour 4.1 et cela s’obtient en comparant les déve-
loppements uniques en série sur les deux espaces U ,V :
Lemme 4.3. Soit Y = Sp(A) un affinoïde sur L et U comme précédemment. Toute section de




α avec fα ∈ O(Y ) et ‖fα‖Y ‖Z
α‖U → 0
où la variable α parcourt l’ensemble des vecteurs de Zd tel que αi ≥ 0 quand si =∞. De plus,
la norme spectrale vérifie l’identité ‖
∑
α fαZ
α‖Y ×U = maxα ‖fα‖Y ‖Z
α‖U
Démonstration. Par récurrence immédiate sur la dimension de U , et quitte à renormaliser







plaçons dans le deuxième cas car le premier se traite de manière similaire. Écrivons A =







∼= L 〈X1, · · · , Xn, Z1, Z2〉 /(I, Z1Z2 − p)
On en déduit l’écriture en somme voulue.








)m et appelons π : Y ×U → Y la projection. Pour tout y ∈ Y (C), la restriction de

















la norme spectrale sur π−1(y) est donnée par maxn,m(|fn(y)|, |fm(y)|). La norme spectrale totale
vérifie ‖f‖Y ×U = maxy maxn,m(|fn(y)|, |fm(y)|) = maxn,m(|fn|, |fm|) et on en déduit l’égalité
voulue.
Nous avons aussi un résultat similaire pour les fonctions inversibles des couronnes relatives.
Lemme 4.4. Soient I ⊂ J1, nK, (si)I , (ri)I des nombres rationnels tels que si ≥ ri pour tout i,
Sp(A) un L-affinoïde réduit et connexe, et soit C la polycouronne
{(x1, . . . , xn) ∈ BnL | |̟|
si ≤ |xi| ≤ |̟|
ri si i ∈ I}.
Alors
O
∗(C × Sp(A)) = O∗(Sp(A))O∗∗(C × Sp(A))× 〈xi : i ∈ I〉Z -Mod .
Le résultat reste vrai si la polycouronne C est ouverte.
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Démonstration. Par récurrence sur n, on se ramène au cas n = 1 et à la distinction I = {1} ou
I = ∅. La variable sur C sera notée x. Le cas où C est une couronne fermée sur A une extension
complète du corps L est traité dans [FvdP04, 2.2.6].
On se place toujours dans le cas où A est un corps, mais où C est une couronne ouverte.
On se donne un recouvrement croissant C =
⋃
















Prenons u dans cette intersection écrivons u = λn(1 + hn) dans chaque A∗O∗∗(Cn). Fixons















∗∗(Cn) = O∗∗(C) et ainsi u ∈ λn0O
∗∗(C). L’autre inclusion étant
claire, on en déduit le résultat pour les couronnes ouvertes.
On suppose maintenant la couronne C ouverte ou fermée, nous allons en déduire le résultat
pour A général. Soit u une section inversible de Sp(A)×C, alors pour tout z ∈ Sp(A) on a une
décomposition
u(z) = λz(1 + hz)xβz ∈ O∗(Sp(K(z))× C)
avec λz ∈ K(z)∗, hz ∈ K++(z) et βz ∈ Z. Si I = ∅, on a βz = 0. Par connexité de A, β = βz
ne dépend pas de z. Quitte à multiplier u par x−β , on peut supposer β = 0. On écrit u comme
une somme 4.3 ∑
ν∈Z
aνx
ν = a0 + ũ
Si I = ∅, on a aν = 0 si ν < 0. En évaluant sur chaque point z, on a
a0(z)
λz
− 1 + ũ(z)
λz
∈
O++(Sp(K(z))× C). Comme ũ(z)
λz
n’a pas de terme constant, on a
a0(z)
λz




D’où pour tout z, |a0(z)| = |λz| > |ũ(z)| et |a0(z)| 6= 0. Donc a0 est inversible et ũa0 ∈
O++(Sp(A)× C). On a exhibé la décomposition escomptée.
Le résultat intermédiaire 4.2 est utile au vu du point technique général suivant :




n Sp(An) une réunion croissante de L–affinoïdes. Sup-
posons l’existence d’une constante c indépendante de n tel que
O
+(Un+c) ⊂ OL +̟O+(Un)
Alors les sections globales des faisceaux O+, O (r), O∗∗ et L∗O∗∗ sont constantes et on a
R1 lim←−
n
F (Un) = 0
pour F = O+,O (r),O∗∗, L∗O∗∗.
Cela découle du résultat suivant :
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Lemme 4.6. Soit une suite décroissante de groupes abéliens complets (Gn)n dont la topologie
est induite par des bases de voisinage par des sous groupes ouverts (G(i)n )i avec Gn = G
(0)
n .
Supposons G(i)n+1 ⊂ G
(i)
n pour tous i, n (en particulier les inclusions sont continues).
S’il existe un sous-groupe H ⊂
⋂





n+c ⊂ H +G
(i+1)
n (2)









Démonstration. On rappelle que pour un système projectif de groupes additifs (Γn)n∈N de
fonctions de transition ϕn : Γn+1 → Γn, le groupe R
1 lim
←−n








(gn)n 7→ (gn − ϕn(gn+1))n
Par abus, les éléments de
∏
n Γn seront appelés cocycles et ceux de l’image de δ seront des
cobords.
Revenons à Gn. On veut prouver la première égalité de l’énoncé et donc l’inclusion
⋂
nGn ⊂
H (l’autre étant vérifiée par hypothèse). D’après (2), on vérifie aisément par récurrence l’inclu-
sion Gcn ⊂ H +G
(n)






H +G(n)0 = H
par hypothèse de fermeture de H .
Calculons maintenant le groupe R1 lim←−nGn. Prenons un cocycle (fn)n et montrons que c’est
un cobord. Toujours d’après (2), on peut trouver par récurrence immédiate un élément hn ∈ H
tq pour tout k, r < c, on a
fn+kc+r − hn+kc+r ∈ G
(k)
n
Dans ce cas, la somme
∑




fm − λm)n) = (fn)n − (hn)n
Donnons-nous h̃0 ∈ H et construisons par récurrence une suite (h̃n)n tq h̃n+1 = h̃n − hn ie.
δ((h̃n)n) = (hn)n. On en déduit que (fn)n est en fait en cobord.
Démonstration. (4.5) Les constantes F (Un) ∩ L forment des fermés de F (Un) pour F =
O+,O (r),O∗∗, L∗O∗∗. Les suites décroissantes (O+(Un))n et (O (r)(Un)n) de groupes topologiques
vérifient clairement l’inclusion (2) par hypothèse. Montrons que c’est encore le cas pour les
suites (L∗O∗∗(Un))n et (O∗∗(Un)n). Raisonnons uniquement pour le second, le premier s’en
déduira aisément. Soit 1 + ̟kf avec f ∈ O++(Un), on peut trouver une constante λ ∈ mL tq







Le résultat 4.5 est alors une conséquence directe du lemme précédent.
4. Dans le cas où on a un préfaisceau F sur un espace topologique X =
⋃
n∈N Un où U = {Un} est




Ȟ1(X,U , F )
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Corollaire 4.7. La base canonique (ei)0≤i≤d de Kd+1 définit une collection de d+ 1 hyperplans
V +(zi) ⊂ Pdrig,L et on note B l’arrangement {V
+(zi)}0≤i≤r. L’espace Int(B) est acyclique pour
les faisceaux O (r), O∗∗ et Gm. Les sections globales de O+ et O∗∗ sont constantes et






Démonstration. On voit cet arrangement d’hyperplans comme le produit (A1rig,L\{0})
r×Ad−rrig,L
On le recouvre par (Xn)n où (en posant xi = zi/z0)
Xn = {x = (x1, · · · , xd) ∈ Adrig,L : ∀i ≤ r, |̟|
−n ≥ |xi| ≥ |̟|
n, ∀j ≥ r + 1, |̟|−n ≥ |xj |}
On a la suite exacte :
0→ R1 lim
←−







n Xn est un recouvrement admissible constitué de produits de polycouronnes
et polydisques, chacun des termes est acyclique pour les faisceaux O (r), O∗∗ et Gm d’après 3.4.
Grâce au résultat 4.2 on peut appliquer 4.5 et on en déduit l’énoncé pour les faisceaux O (r) et
O∗∗.
D’après 4.4, on a pour tout n
O



































Nous pouvons maintenant énoncer le théorème principal de cette section :
Théorème 4.8. Les arrangements algébriques sont O (r), O∗∗-acycliques et les sections globales
sont constantes.
Démonstration.
Lemme 4.9. Les fibrations Zdt sont acycliques pour O
(r) et O∗∗, et les sections globales sont
constantes.
Démonstration. On raisonne sur la suite spectrale de Cech pour le recouvrement f ∗(V) de
Zdt . D’après le théorème 3.4 point 2., chaque intersection est O
(r)-acyclique et on se ramène à
calculer la cohomologie de Cech sur le recouvrement f ∗(V). Mais par 4.7, le complexe de Cech
est isomorphe au complexe de Cech sur f ∗(V) associé au faisceau constant O(r)L . Mais le nerf
du recouvrement est le simplexe standard ∆t de dimension t, qui est contractile. Ceci montre
l’annulation de la cohomologie en degré supérieur ou égal à 1. On obtient aussi aisément que
O (r)(Zdt ) = O
(r)
L . On raisonne de même pour O
∗∗.
La flèche d’inclusion Zdt → P
d













(r)). Alors la suite spectrale (1) dégé-
nère et on obtient Hsan(P
d
rig,L, Int(A),O








L si s = 0
0 sinon
.
On raisonne de même pour O∗∗.
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5 Cohomologie analytique à coefficients dans O (r)
5.1 Cohomologie des fibrations Xdt (β).
Nous allons chercher à déterminer la cohomologie des espaces Xdt (β). Commençons par
faire quelques rappels sur les faisceaux localement libres de rang 1 sur Ptrig,L et P
t
zar,L. Dans le
cas algébrique, ils sont décrits par les faisceaux tordus OPt
zar,L
(k) avec k dans Z. Ce faisceau se

















∼ // OVj |Vi






puissance bornée) et O (r)
Pt
rig,L




























On rappelle que l’on a bien z̃i
z̃j






(k). D’après GAGA (voir aussi 6.1), les OPt
rig,L
(k) sont les seuls faisceaux loca-
lement libres de rang 1. Nous pouvons aussi définir ces faisceaux tordus sur les fibrations Xdt (β)





(k) = f ∗O+
Pt
rig,L







(k). L’un des points techniques de l’argument 6.4 montrera que OXdt (β)(k) = OPdrig,L(k)|Xdt (β).
En algébrique, la cohomologie de Zariski de ces faisceaux tordus est connue et peut être
trouvée dans ([Har77, théorème 5.1 section III]) par exemple. Pour tout anneau A et k un
entier, la cohomologie de OPt
zar,A
(k) est concentrée en degré 0 si k est positif et en degré t si k
est négatif. Plus précisément, on a des isomorphismes :
H0zar(P
t









, . . . ,
1
Tt
])k si k est négatif
où A[T0, . . . , Tt]k désigne l’ensemble des polynômes homogènes de degré k.
On se propose de calculer la cohomologie de O (r) des fibrations Xdt (β). Plus précisément,
nous souhaitons montrer :
Théorème 5.1. — La cohomologie à coefficients dans O (r)(k) de l’espace projectif Ptrig,L est
concentrée en degré 0 si k est positif et en degré t si k est strictement négatif. De même
la cohomologie des fibrations Xdt (β) est concentrée en degrés 0 et t.









,O(k)) ∼= O(r)L [T0, . . . , Tt]k
5. Dans ce qui suit, on note aussi z̃ la variable sur Ptzar,A ie. P
t






















































Démonstration. Les intersections d’éléments du recouvrement V(β) et f ∗(V(β)) sont des pro-
duits de polycouronnes et de polydisques fermés dont les polyrayons sont dans |L∗|. Ainsi,
on se ramène à calculer la cohomologie de Cech sur les recouvrements V(β) et f ∗(V(β))
(cf 3.4). De plus, pour toute section non nulle h de O (r)(V (β)I) (resp. O (r)(f−1(V (β)I))), il









(r)(k), f ∗(V(β))) = Č•(Ptrig,L; O








Par platitude, on obtient les isomorphismes au niveau des groupes de cohomologie
Ȟ∗(Ptrig,L; O
(r)(k), f ∗(V(β))) = Ȟ∗(Ptrig,L; O








et l’injectivité des inclusions quand r varie. Le reste de cette section sera consacré au calcul de
ces groupes de cohomologie de Cech sur O+. Cela repose sur le lemme général suivant :
Lemme 5.2. Soit (C•n)n≥1 une suite de complexes de Zp-modules plats et soit C = ⊕n≥1Cn le
complexe somme directe. Si Hj(C•n) est sans p-torsion pour tous j, n, alors on a un isomorphisme
naturel Hj(Ĉ•) ≃ Ĥj(C•).
Démonstration. Soit A = Im(d : Cj−1 → Cj) et B = ker(d : Cj → Cj+1). On a donc une suite
exacte 0 → A → B → Hj(C•) → 0 et Hj(C•) = ⊕n H
j(C•n) est sans p-torsion par hypothèse.
En passant aux complétés p-adiques on obtient donc encore une suite exacte 0 → Â → B̂ →
Ĥj(C•) → 0. Il suffit donc de montrer que Â = Im(d̂ : Ĉj−1 → Ĉj) et B̂ = ker(d̂ : Ĉj → Ĉj+1).
La première égalité est immédiate, et pour la deuxième il suffit de vérifier que B est dense dans
ker(d̂). Soit x ∈ ker(d̂) et soit xn ∈ Cj une suite tendant vers x pour la topologie p-adique.
On a donc limn→∞ dxn = 0 dans Cj+1 et donc il existe une suite d’entiers kn → ∞ et une
suite yn ∈ Cj+1 telles que dxn = pknyn. Ainsi pkndyn = 0 et donc dyn = 0 puisque Cj+1 est
sans p-torsion. La classe de yn dans H
j+1(C•) est tuée par pkn puisque dxn = pknyn, et comme
Hj+1(C•) est sans p-torsion cette classe est nulle, donc yn = dzn pour un certain zn ∈ Cj . Ainsi
xn − p
knzn ∈ B et limn→∞(xn − pknzn) = x, ce qui permet de conclure.
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Corollaire 5.3. La cohomologie de Cech de O+
Pt
rig,L
(k) sur le recouvrement V (β) est concentrée
en degré 0 si k est positif et en degré t si k est strictement négatif. Plus précisément, on a des
isomorphismes :
Ȟ0(Ptrig,L,O
+(k), V (β)) ∼= OL[T0, . . . , Tt]k si k est positif
Ȟt(Ptrig,L,O
+(k), V (β)) ∼= (
1




, . . . ,
1
Tt
])k si k est négatif













par la description des sections de OPt
zar,OL
(k) sur les ouverts de l’espace projectif. D’après
la description des fonctions analytiques de norme spectrale au plus 1 sur un polydisque ou




(k),V(β)) est la complétion p-adique du com-
plexe Č•(Ptzar,OL; OPtzar,OL











(k)). Comme ces derniers sont de type fini sur OL, la complétion est en
fait inutile, ce qui permet de conclure.
Corollaire 5.4. Soit k un entier. La cohomologie de Cech de O+(k) sur Xdt (β) pour le recou-
vrement f ∗(V(β)) est concentrée en degrés 0 et t. De plus on dispose d’isomorphismes
Ȟ0(Xdt (β),O








en particulier elle est nulle si k < 0 et s’identifie à OL si k = 0. Enfin, Ȟt(Xdt (β),O
+(k), f ∗(V(β)))








Démonstration. Pour tout i ∈ I ⊂ J0, tK, on a une trivialisation f−1(V (β)I) ∼= V (β)I ×
Bd−tL (−βi) et donc 4.3 tout λI ∈ O









où z = [z0, · · · , zt] désigne la variable de V (β)I vu comme ouvert de Ptrig,L, w
(i) = (w(i)1 , · · · , w
(i)
d−t)
est la variable de Bd−t(βi), les sections λI,α sont dans O+(k)(V (β)I) et tendent vers 0 p-
adiquement.
























définit une section de O+(−|α|)(Ptrig,L)







D’après la discussion précédente Čs(Xdt (β); O
+
Xdt (β)
(k), f ∗(V(β))) s’identifie au complété p-
adique des complexes (C•α)α. Le lemme 5.2 permet alors de conclure.
Remarque 5.5. En fixant une trivialisation f−1(V (β)I) ∼= V (β)I × Bd−tL (−βi) pour i ∈ I =
J0, tK, on peut voir le groupe Ȟt(Xdt (β); O
+, f ∗(V)) comme un facteur direct de O+(V (β)I ×
Bd−tL (−βi))/O
+(V (β)I)
5.2 Cohomologie des complémentaires de tubes d’hyperplans
Nous pouvons maintenant déterminer la cohomologie de O (r) d’un arrangement A tubulaire
fermé d’ordre n. Nous souhaitons établir :
Théorème 5.6. Les arrangements tubulaires fermés A sont O (r)-acycliques.
Cela découle du principe général suivant :
Lemme 5.7. Soit X un L-espace analytique et U = {Ui : i ∈ I} une famille d’ouverts de X.
Soit H une théorie cohomologique vérifiant la suite exacte longue de Mayer-Vietoris tel que pour
toute famille finie J de U , les unions
⋃
i∈J
Ui n’ont pas de cohomologie en degré supérieur ou égal
à |J |. Sous ces hypothèses, toute intersection finie
⋂
i∈J
Ui sont acycliques pour la cohomologie H.
Il est à noter que d’après 5.4, les complémentaires des voisinages tubulaires d’hyperplans
vérifient les hypothèses pour H la cohomologie analytique à coefficients dans O (r). En effet,
pour A un arrangement tubulaire fermé, la cohomologie d’un espace de la forme Uni(B), avec
B ⊂ A, s’annule en degré supérieur ou égal à rg(B) ≤ |B|.
Démonstration. On peut supposer que I = J1, nK et on raisonne par récurrence sur n, le cas
n = 1 étant évident. Supposons que le résultat est vrai pour n − 1. Il suffit de démontrer
l’acyclicité de Y = ∩ni=1Ui (les autres intersections étant traitées par l’hypothèse de récurrence).
Notons Vi = Ui ∩ Un pour 1 ≤ i ≤ n − 1 et observons que Y = V1 ∩ ... ∩ Vn−1. Il suffit donc
(grâce à l’hypothèse de récurrence) de montrer que la cohomologie de ∪i∈JVi s’annule en degré
supérieur ou égal à |J | quand J ⊂ {1, 2, ..., n−1}. Soit donc k ≥ |J | et V J = ∪i∈JVi = UJ ∩Un,
où UJ = ∪i∈JUi. Une partie de la suite de Mayer-Vietoris s’écrit
Hk(UJ ∪ Un)→ H
k(UJ )⊕ Hk(Un)→ H
k(V J)→ Hk+1(UJ ∪ Un).
Puisque k+ 1 ≥ |J ∪{n}|, le terme Hk+1(UJ ∪Un) s’annule par hypothèse, et il en est de même
de Hk(Un) et H
k(UJ), donc aussi de Hk(V J), ce qui permet de conclure.
Nous pouvons aussi tirer des informations importantes sur les sections globales à puissances
bornées des arrangements Int(A). Nous commencerons par ce lemme général.
Lemme 5.8. Soit X un espace analytique, F un faisceau en groupe abélien et U = {Ui} une





où EI = {J ⊂ I : J 6= ∅ et H|J |−1an (
⋃
j∈J Uj ,F ) 6= 0} et rJ,I : F (UJ) → F (UI) est la flèche de
restriction.
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Démonstration. On raisonne par récurrence sur le cardinal de I. Le résultat est trivial quand ce
dernier vaut 1. Fixons I et supposons le résultat pour toute partie stricte de I. Si H|I|−1an (
⋃
i∈I Ui,F ) 6=




Ui,F ) = Ȟ|I|−1(
⋃
i∈I
Ui, {Ui : i ∈ I},F ) = F (UI)/
∑
i∈I
rI\{i},I(F (UI\{i})) = 0
















Démonstration. On reprend les notations du lemme précédent. On remarque EA = {B ⊂ A :
|B| = rg(B) < d+ 1} d’après 5.4 et on conclut.
Lemme 5.10. Soit An un arrangement tubulaire fermé d’ordre n > d et An−d la restriction de






Démonstration. D’après le résultat précédent, on peut supposer |An| = rg(An) < d + 1. On
raisonne par récurrence sur t = rg(An) − 1. Plus précisément, nous montrons que pour tout





Quand t = 0, cela découle du cas de la boule qui a été traité dans 4.1. Supposons l’énoncé
vrai pour t−1 et montrons le résultat pour l’arrangement An de rang t+ 1. On a le diagramme














(r)(Int(An−1\{a})) // O (r)(Int(An−1)) // Htan(Uni(An−1),O
(r)) // 0
(3)
avec An−1 la projection de An d’ordre n− 1. On veut montrer
Im(ϕ(r)) ⊂ ̟Htan(Uni(An−1),O
(r)) (4)
Quand rg(An−1) < rg(An), l’inclusion est triviale car Htan(Uni(An−1),O
(r)) = 0.
Si rg(An−1) = rg(An), on a des isomorphismes compatibles
Uni(An) ∼= Xdt (β) et Uni(An) ∼= X
d




(r)) est un facteur direct de O (r)(V (β)I × BL(−βi))/O (r)(V (β)I)
pour I = J0, tK, i ∈ I fixé (idem pour Int(An−1)). De plus, la flèche φ(r) est induite par la
restriction (notons l’égalité V (β)I = V (β̃)I) naturelle
O
(r)(V (β)I × BL(−βi))/O (r)(V (β)I)→ O (r)(V (β)I × BL(−(βi − 1)))/O (r)(V (β)I)
dont l’image est contenue dans ̟O (r)(V (β)I × BL(−(βi − 1)))/O (r)(V (β)I) d’après 4.2 ce qui
entraîne (4).
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avec fa ∈ O (r)(Int(An−1\{a})) et g ∈ O (r|̟|)(Int(An−1)). Comme rg(An−1\{a}) < rg(An),
on a fa ∈ O
(r)
L + O
(r|̟|)(Int(An−1−(t+1)\{a})) par hypothèse de récurrence ce qui établit le
résultat.
Corollaire 5.11. Soit An un arrangement tubulaire fermé d’ordre n > 2d et An−2d la projection
de An d’ordre n− 2d. On a l’inclusion :
O
+(Int(An)) ⊂ OL +̟O+(Int(An−2d))
Démonstration. Posons r = |̟|−1 et prenons une fonction f dans O+(Int(An)) et donc dans




2O (r)(Int(An−2d)). Comme ̟2O (r)(Int(An−2d)) ⊂ ̟O+(Int(An−2d)), la fonction f
s’écrit
f = λ+̟f̃
avec f̃ ∈ O+(Int(An−2d)) et λ ∈ O
(r)
L . En particulier, λ = f − ̟f̃ ∈ OL et on en déduit la
décomposition voulue.
5.3 Cohomologie analytique à coefficients dans 1 + O++ = O∗∗
Nous allons maintenant nous intéresser aux faisceaux 1 + O++ et démontrer un théorème
d’acyclicité semblable au théorème 5.6. Le résultat suivant est le point clé de cette section.
C’est une application du logarithme tronqué qui permet d’étudier 1 + O++ par le biais de O (r).
Le cas affinoïde a été énoncé dans ([VdP82, 3.26 remarque fin de page 195]) par Van Der
Put. Nous allons donner les détails de la preuve et généraliser ce résultat à quelques espaces
quasi-compacts très particuliers.
Lemme 5.12. Soit X un affinoïde, s’il est O (r)-acyclique pour tout r > 0, alors il est 1+O++-
acyclique.
Plus généralement, soit X quasi-compact avec un recouvrement fini U par des affinoïdes tel
que toute intersection d’ouverts de U soit O (r)-acyclique pour tout r > 0, alors :
1. si X est O (r)-acyclique pour tout r > 0, alors X est 1 + O++-acyclique
2. si la cohomologie de X à coefficients dans O (r) est concentré en degrés 0 et t pour tout
r > 0, et la flèche naturelle Htan(X,O
(r)) → Htan(X,O
(r′)) est injective pour r′ ≥ r, alors
la cohomologie de X à coefficients dans 1 + O++ est concentrée en degrés 0 et t.
Démonstration. On suppose que la cohomologie de X à coefficients dans O (r) est concentrée
en degrés 0 et t pour tout r > 0, et la flèche naturelle Htan(X,O
(r)) → Htan(X,O
(r′)) est
injective pour r′ ≥ r. Les autres cas s’en déduisent en supposant X affinoïde ou t = 0. Soit
s 6= 0 ou t, on veut l’annulation de la cohomologie de 1 + O++ en degré s. Remarquons que
1 + O++ = lim
−→r→1−
1 + O (r) donc (quasi-compacité) :
Hsan(X; 1 + O
++) = lim−→
r→1−
Hsan(X; 1 + O
(r))
On fixe r < 1. On a la suite exacte :
0→ 1 + O (r
2) → 1 + O (r) → O (r)/O (r
2) → 0
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où la surjection est donnée par (1 + x) 7→ x. Par hypothèse, O (r)/O (r
2) a une cohomologie
analytique concentrée en degrés 0 et t d’après la suite exacte :
0→ O (r
2) → O (r) → O (r)/O (r
2) → 0
Il est à noter que l’on a besoin de l’hypothèse d’injectivité de Htan(X,O
(r)) → Htan(X,O
(r′))
quand s = t− 1. On a donc une surjection :
Hsan(X; 1 + O
(r2))→ Hsan(X; 1 + O
(r)). (5)
Supposons maintenant X affinoïde. Il suffit de prouver que Hsan(X; 1 + O
(r)) = 0 pour r








Les séries usuelles du logarithme et de l’exponentielle sont bien définies et vérifient
‖ log(1 + x)‖ = ‖ exp(x)− 1‖ = ‖x‖
et elles induisent des morphismes inverses l’un de l’autre
log : 1 + O (r) ∼−→ O (r) et exp : O (r) ∼−→ 1 + O (r).
D’où la nullité, par hypothèse. On a même prouvé l’acyclicité pour tous les faisceaux intermé-
diaires 1 + O (r) par surjectivité dans (5).
Si X est quasi-compact et U est un recouvrement vérifiant les hypothèses de l’énoncé, d’après
la discussion du cas affinoïde, si r < |p| alors pour tout n
Hsan(X; 1 + O
(r2
n
)) ∼= Ȟs(X; 1 + O (r
2n ),U).
Du point de vue des complexes de Cech, les flèches de (5) sont induites par les inclusions
naturelles
Čs(X; 1 + O (r
2n+1 ),U)→ Čs(X; 1 + O (r
2n ),U).
Soit c un cocycle de Čs(X; 1 + O (r),U), l’assertion (5) implique l’existence d’une suite (cn)n
avec cn dans Čs−1(X; 1 + O (r




∈ Čs(X; 1 + O (r
2n ),U).








et c est un cobord (la famille de sous-complexes (Čs(X; 1 + O (r
2n ),U))n forme une base de
voisinages de 0 pour la toplogie p-adique). On a montré l’annulation de Hsan(X; 1 + O
(r)).
Les estimés 5.6, 5.3, 5.4 et 5.1 de la section 5 permettent d’appliquer directement ce résultat
et d’obtenir (on utilise partout la topologie analytique) :
Corollaire 5.13. On a
1. Les arrangements tubulaires fermés A sont O∗∗-acycliques.
2. Les espaces projectifs Pdrig,L sont O
∗∗-acycliques.
3. La cohomologie des fibrations Xdt (β) pour le faisceau O
∗∗ est concentrée en degrés 0 et t.










6 Cohomologie analytique à coefficients dans Gm
6.1 Cohomologie des fibrations Xdt (β)
Nous souhaitons montrer le théorème suivant :
Théorème 6.1. Soit s ≥ 1, les fonctions inversibles de Xdt (β) sont constantes et l’application
f ∗ en cohomologie donnée par la fibration f : Xdt (β)→ P
t
rig,L induit une décomposition :
Hsan(X
d








De plus, l’inclusion ι : Xdt (β) → P
d




rig,L,Gm) et le facteur
direct H∗an(P
t











Z si s = 1
{0} si s > 1
Démonstration. D’après 3.4 point 3., les recouvrements V(β) et f ∗(V(β)) ont des intersections
Gm-acycliques et on se ramène à calculer la cohomologie de Cech sur ces recouvrements. Pour
toute intersection V (β)I , on fixe f−1(V (β)I) ∼= V (β)I × Bd−tL (−βi0) pour i0 ∈ I et on a 4.4 :
O







































: i, j ∈ J0, tK
〉
Z -Mod
et i0 est un élément de I fixé.
Introduisons le complexe







avec pour différentielles les sommes alternées des inclusions. C’est un facteur direct du complexe
de Cech Č•(Xdt (β);Gm, f
∗(V(β))) et on en déduit un isomorphisme
Ȟs(Xdt (β);Gm, f
∗(V(β))) ∼= Ȟs(Xdt (β);L
∗
O
∗∗(f ∗(V(β)))×Hs(C∗(T (t)• )) (7)
Pour toute partie I, on a une suite exacte de groupes :
1→ 1 + mL → L∗ × O∗∗(f−1(V (β)I))→ L∗O∗∗(f−1(V (β)I))→ 1
D’où une suite exacte au niveau des complexes de Cech et une suite exacte longue entre les
cohomologies de Cech sur le recouvrement f ∗(V(β)). Comme le nerf du recouvrement f ∗(V(β))
est contractile, on a Ȟs(Xdt (β); 1 + mL, f
∗(V(β))) = Ȟs(Xdt (β);L
∗, f ∗(V(β))) = 0 pour s ≥ 1,




∗∗, f ∗(V(β))) ∼= Ȟs(Xdt (β); O




Le dernier isomorphisme s’obtient par acyclicité des polycouronnes (3.4 point 2. et 5.12).
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En degré 0, on vérifie aisément
O




∗∗, f ∗(V(β))) = L∗O∗∗(Xdt (β)) = L
∗
car H0(C∗(T (t)• )) = 0 et O
∗∗(Xdt (β)) = 1 + mL (voir 5.4).
Si t = d, f = Id, on traite alors le cas de l’espace projectif. Mais on sait que Ptrig,L n’a pas de
cohomologie pour le faisceau O∗∗ en degré strictement positif d’où l’isomorphisme pour s ≥ 1
Ȟs(Ptrig,L;Gm, f
∗(V(β))) ∼= Hs(C∗(T (t)• ))
et la décomposition (7) s’écrit alors
Hsan(X
d








Remarque 6.2. Pour s ≥ 1, nous avons pu prouver Ȟs(Xdt (β);A, f
∗(V(β))) = 0 pour tout
faisceau constant A ce qui établit Hsan(X
d
t (β);A) = 0 par 3.4. Enfin, grâce à 5.7, nous obtenons
pour tout arrangement tubulaire A l’annulation Hsan(Int(A), A).
Il reste à calculer la cohomologie du complexe (C∗(T (t)• )).
Proposition 6.3. On a pour tout corps F
Hszar(P
t
zar,F ;Gm) ∼= H




Z si s = 1
{0} si s > 1
Démonstration. On note toujours V le recouvrement standard de Ptzar,F . Chaque intersection
d’ouverts de V est le spectre d’une algèbre factorielle de type fini sur un corps et est donc
Gm-acyclique d’où Hszar(P
t
zar,F ;Gm) ∼= Ȟ
s(Ptzar,F ;Gm,V). En effet, pour une telle intersection
UI , on dispose d’une suite exacte
0→ Gm → KUI → Div→ 0
où KUI est le faisceau constant des fonctions rationnelles. Comme UI est irréductible, chaque
faisceau KUI , Div est flasque donc acyclique. On a de plus la surjectivité K(UI)→ Div(UI) de
la flèche ce qui entraîne l’annulation voulue. En calculant explicitement le complexe de Cech,
on montre
Ȟs(Ptzar,F ;Gm,V) = Ȟ
s(Ptzar,F ;F
∗,V)×Hs(C∗(T (t)• )) = H
s(C∗(T (t)• ))
La dernière égalité s’obtient toujours par contractibilité du nerf de V. On rappelle comment
calculer Hszar(P
t
zar,F ;Gm). On reprend la suite exacte





, Div sont encore acycliques par irréductibilité des espaces projectifs. Par
suite exacte longue, on en déduit
Hszar(P
t
zar,F ;Gm) = 0 si s ≥ 2
H1zar(P
t




Montrons maintenant la compatibilité de la décomposition (6).
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Lemme 6.4. L’inclusion ι : Xdt (β)→ P
d












Démonstration. Il suffit de montrer l’isomorphisme en degré 1 car les groupes en degrés supé-
rieurs sont nuls et les sections constantes sont identifiées en degré 0. On a, d’après 4.7 et la




rig,L;Gm) ∼= Z. Ainsi un fibré en droite O(k)






















∼ // OVj |Vi




Comme ces dernières vivent sur Ptrig,L, l’image de ι
∗ tombe dans le facteur direct H1an(P
t
rig,L,Gm)























où ϕ est le morphisme de Ptrig,L dans P
d
rig,L donné par [z0, . . . , zt] 7→ [z0, . . . , zt, 0 . . . , 0]. Par
contre, les morphismes au niveau des espaces ne commutent pas.
Ainsi tous les points ont été démontrés.
6.2 Cohomologie des arrangements tubulaires fermés
D’après le calcul précédent, on a montré que les unions de r + 1 voisinages tubulaires
d’hyperplans ont une cohomologie nulle en degré supérieur ou égal à r + 1 pour Gm et cela
entraîne via 5.7 :
Théorème 6.6. Pour tout arrangement tubulaire fermé A, les intersections Int(A) sont Gm-
acycliques.
Nous terminons cette section par ce résultat de structure sur les sections inversibles d’un
arrangement tubulaire fermé.
Théorème 6.7. Soit A un arrangement tubulaire fermé, on a un isomorphisme
O
∗(Int(A))/L∗O∗∗(Int(A)) ≃ Z[A]0.
Remarque 6.8. Si A est arrangement tubulaire fermé, nous faisons le choix d’un système de
représentants des éléments de A par des éléments de H puis par des vecteurs unimodulaires.
Cela permet d’identifier, pour tout n, Z[A]0 à un sous groupe de O∗(Int(A)).
Démonstration. Pour tout voisinage tubulaire a ∈ A, on fixe un vecteur unimodulaire encore
noté a telle que a = ˚ker(la)(|̟n|). On introduit un faisceau T grâce aux suites exactes suivantes
0→ O∗∗ → Gm → Gm/O∗∗ → 0
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0→ L∗/(1 + mL)→ Gm/O∗∗ → T → 0
D’après 6.1, les flèches naturelles Hsan(Uni(A),O
∗∗) → Hsan(Uni(A),Gm) sont injectives et les









L∗/(1 + mL) Si s = 0
Z Si s = 1 et |A| 6= 1
0 Sinon
Hsan(Uni(A), T ) =
Hsan(Uni(A),Gm/O
∗∗)





Z Si s = 1 et |A| 6= 1
0 Sinon
d’où l’acyclicité des espaces Int(A) pour les faisceaux Gm/O∗∗ et T par 5.7. On sait aussi que
O∗∗ et les faisceaux constants 6.2 n’ont pas de cohomologie en degré supérieur ou égal à 1 sur
Int(A) d’où les égalités :
(Gm/O∗∗)(Int(A)) = O∗(Int(A))/O∗∗(Int(A)) et T (Int(A)) = O∗(Int(A))/L∗O∗∗(Int(A))
Nous chercherons à décrire les sections globales de T sur Int(A). Montrons par récurrence sur
|A|, l’isomorphisme







avec a0 ∈ A une direction à l’infini privilégiée.
Quand |A| = 1, l’espace Int(A) est une boule et on a directement O∗(Int(A))/L∗O∗∗(Int(A)) =
0.
Pour |A| = 2, on note la, lb les deux formes linéaires associées. La suite exacte de Mayer-
Vietoris établit un isomorphisme T (Int(A)) ∼= H1an(Uni(A), T ) ∼= Z. D’après la preuve de 6.4,
ce dernier induit l’identification H1an(Uni(A), T ) ∼= Pic(Uni(A)) ∼= (
la
lb
)Z ce qui prouve le cas
|A| = 2.
Si |A| = 3, on se donne encore la, lb, lc des formes linéaires associées. Nous nous intéressons
au complexe Č•(Uni(A),U , T ) où U est le recouvrement naturel de Uni(A) par les complé-
mentaires des voisinages tubulaires de A. En observant l’annulation Č0(Uni(A),U , T ) = 0 =
Ȟ2(Uni(A),U , T ), on obtient une suite exacte
0→ H1an(Uni(A), T )→ Č
1(Uni(A),U , T )→ T (Int(A))→ 0










)Z → T (Int(A))→ 0
où la première flèche est l’inclusion diagonale et le résultat s’en déduit dans ce cas.
Maintenant |A| ≥ 4, et supposons le résultat pour tout arrangement tubulaire B tel
que |B| < |A|. On connaît l’annulation des groupes de cohomologie H|A|−1an (Uni(A), T ) =








Z[A\{c}]0 → T (Int(A))→ 0
Il reste à établir l’isomorphisme Z[A]0 ∼= Coker(ϕ). Chaque fraction lalb peut se voir dans










Chacune des familles (( la
lb
)(c,d))a,b,c,d∈A, (( lalb )
(c))a,b,c∈A engendre
⊕
c,d∈A Z[A\{c, d}]0 et
⊕
c∈A Z[A\{c}]0
respectivement. Le groupe Im(ϕ) est engendré par les éléments ϕ(( la
lb















induit l’isomorphisme Coker(ϕ) ∼= Z[A]0 voulu.
7 Etude des arrangements algébriques généralisés
Théorème 7.1. Si A est un arrangement algébrique généralisé, alors Int(A) est acyclique pour
les faisceaux O (r), O∗∗ et Gm en topologie analytique. Les sections sur Int(A) de O+, O (r), O∗∗
sont constantes et on a une suite exacte :
0→ L∗ → O∗(Int(A))→ ZJAK0 → 0
Démonstration. Considérons la famille (An)n d’arrangements tubulaires fermés compatible dé-
finie dans (2.2). On obtient alors un recouvrement croissant de Int(A) =
⋃
Int(An) qui en fait














lim←−n F (Int(An)) si i = 0
R1 lim←−n F (Int(An)) si i = 1
0 si i ≥ 2
On peut appliquer 4.5 grâce au point technique 5.11 pour obtenir l’acyclicité de Int(A) pour
O (r), O∗∗. On en déduit aussi la description des sections globales de O+, O (r), O∗∗ ce qui donne
en particulier une autre démonstration du résultat [Ber95a, lemme 3].
Pour Gm, on a une suite exacte de systèmes projectifs 6.7 :
0→ (L∗O∗∗(Int(An))n → (O∗(Int(An)))n → (Z[An]0)n → 0.
En appliquant le foncteur lim
←−n
, on obtient une suite exacte longue :










On a R1 lim
←−n
L∗O∗∗(Int(An)) = R1 lim←−n Z[An]
0 = 0 d’après la surjectivité de Z[An−1]0 →
Z[An]0 et 4.5. Donc




et la suite suivante est exacte
0→ L∗ → O∗(Int(A))→ ZJAK0 → 0
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8 Quelques commentaires sur la cohomologie étale et de
de Rham des arrangements d’hyperplans
8.1 Cohomologie étale l-adique et de de Rham
En appliquant la suite exacte de Kummer, on obtient d’après 6.6, 6.7, 7.1
Corollaire 8.1. Soit m un entier premier à p. On a les diagrammes :
1. si An est un arrangement tubulaire fermé
O∗(Int(An))/L∗O∗∗(Int(An))







2. si A est un arrangement algébrique généralisé







Proposition 8.2. Soit n un entier, A un arrangement tubulaire ouvert d’hyperplans d’ordre n
et Ã sa projection fermée d’ordre n − 1. Alors l’inclusion Int(Ã) → Int(A) induit un isomor-
phisme au niveau des groupes de cohomologie de de Rham (de même pour la cohomologie étale
l-adique pour L = C = K̂).
Démonstration. Écrivons H l’une des deux cohomologies considérées (avec L = C pour la
cohomologie étale l-adique). La suite spectrale (1) calculant H pour l’arrangement A sera notée
E−r,sj (A) et E
−r,s
j (Ã) celle pour l’arrangement Ã. Nous allons les comparer pour établir le
résultat.
Considérons B une partie de A et B̃ sa projection dans Ã. On a rg(B) = rg(B̃) = t+1. Alors
il existe β ∈ Nt+1 tel Uni(B) ∼= Y dt (β) et Uni(B̃) ∼= X
d
t (β). L’inclusion est la flèche naturelle.
Les deux cohomologies H vérifient l’axiome d’homotopie ie. pour tout espace analytique X, on
a des isomorphismes induits par les projections naturelles :
H∗(X × B) ∼= H∗(X) ∼= H∗(X × B̊)
Ainsi, les fibrations induisent des isomorphismes entre la cohomologie de Ptrig,L et celles de
Y dt (β), X
d














Par somme directe, on obtient un isomorphisme entre les suites spectrales, d’où le résultat.
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8.2 Cohomologie étale p-adique des arrangements algébriques d’hy-
perplans
Ici, L = C et on verra Int(A) comme un C-espace analytique par extension des scalaires
pour A un arrangement d’hyperplans K-rationnels.
Proposition 8.3. Soit A un arrangement algébrique K-rationnel, on a un isomorphisme ca-
nonique
H∗ét(Int(A),Qp)⊗ C ∼= H
∗
dR(Int(A)).
Remarque 8.4. Le résultat récent [CDN, Theorem 5.1. ] semble suggérer que l’on a encore le
résultat pour les arrangements algébriques généralisés.
Démonstration. Appelons E−r,sj (ét) et E
−r,s
j (dR) les suites spectrales calculant respectivement
la cohomologie étale p-adique et la cohomologie de de Rham. Nous allons exhiber un isomor-
phisme canonique E−r,sj (ét)⊗C → E
−r,s
j (dR). Considérons alors une union Uni(B) et écrivons
la Zdt . Nous allons montrer
H∗ét(Z
d





Appelons Λ le faisceau constant Z/pnZ. D’après un résultat de Berkovitch ([Ber95b, lemme




i ≥ 1. On a alors, par la suite spectrale de Leray, pour toute intersection f−1(VI) de f ∗(V),
Rψ∗Λf−1(VI ) = Rψ∗ΛVI où ψ : X → Sp(C) pour tout C-espace analytique X. Par Cech, on
obtient que Rψ∗ΛZdt = Rψ∗ΛPtrig,C d’où un isomorphisme
Hiét(Z
d




















rig,C ,Qp). On construit alors un isomorphisme en identifiant les classes
logarithmiques. Ces morphismes commutent bien aux différentielles de la suite spectrale. On
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