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Hydrodynamic interactions play an important role in many areas of soft matter science. In simu-
lations with implicit solvent, various techniques such as Brownian or Stokesian dynamics explicitly
include hydrodynamic interactions a posteriori by using hydrodynamic diffusion tensors derived
from the Stokes equation. However, this equation assumes the interaction to be instantaneous
which is an idealized approximation and only valid on long time scales. In the present paper, we go
one step further and analyze the time-dependence of hydrodynamic interactions between finite-sized
particles in a compressible fluid on the basis of the linearized Navier-Stokes equation. The theoreti-
cal results show that at high frequencies the compressibility of the fluid has a significant impact on
the frequency-dependent pair interactions.
The predictions of hydrodynamic theory are compared to molecular dynamics simulations of
two nanocolloids in a Lennard-Jones fluid. For this system we reconstruct memory functions by
extending the inverse Volterra technique. The simulation data agree very well with the theory,
therefore, the theory can be used to implement dynamically consistent hydrodynamic interactions
in the increasingly popular field of non-Markovian modeling.
I. INTRODUCTION
It is well known that hydrodynamic interactions be-
tween different macromolecules crucially influence many
physical processes (some examples: colloid diffusion with
applications to microrheology [1, 2], colloid crystalliza-
tion [3], protein folding and diffusion [4] or polymer ag-
gregation [5]). In coarse-graining, however, this hydro-
dynamic interaction is often lost because of the use of
implicit solvent potentials. Therefore, many mesoscopic
models explicitly include hydrodynamic interactions be-
tween molecules to achieve an accurate representation of
the underlying fine-grained system. The most important
simulation techniques that explicitly account for hydro-
dynamic interactions are Brownian dynamics [6, 7] (in-
cluding fluctuations) and Stokesian dynamics [8] (with-
out fluctuations).
The input for these techniques is the hydrodynamic dif-
fusion tensor, describing the hydrodynamic interactions
between two spherical particles on a pairwise level. This
diffusion tensor can be determined by the method of re-
flections [9, 10]. In first order it was derived by Oseen
(Oseen tensor) [11] and in second order by Rotne and
Prager (Rotne-Prager tensor) [12]. The velocity fields
used as input for the method of reflections are solutions
of the steady-state Stokes equations [13],
η∇2u(r)−∇p(r) + F(1)1 (r) = 0 (1)
∇ · u(r) = 0 (2)
which describe the velocity-field u(r) that is created by
a force density F
(1)
1 (r) acting on particle 1 in an incom-
pressible fluid. The parameter η describes the shear vis-
cosity of the underlying fluid and p(r) the pressure field.
∗ jungge@uni-mainz.de
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The steady-state description is limited to cases, where
the relaxation of the fluid can be assumed to be much
faster than the relaxation of the macromolecules. In
the case of overdamped dynamics (Brownian or Stoke-
sian dynamics), this assumption is reasonable. On small
time scales, however, one needs to consider frequency-
dependent interactions by applying the unsteady Stokes
equations [13],
ρ
∂u(r, t)
∂t
+ η∇2u(r, t)−∇p(r, t) + F(1)1 (r, t) = 0 (3)
∇ · u(r, t) = 0 (4)
with constant fluid mass density ρ. The most prominent
consequence of adding the time-derivative in Eq. (3) is
that the motion of the macromolecule will create vortex-
like structures propagating with finite velocity. This is
the origin of the famous Basset force, which leads to the
long-time tail in the velocity auto-correlation function
of a macromolecule submerged in a fluid [14–16]. The
unsteady Stokes equation can also be used to calculate
cross-correlations between two macromolecules. For that
case Ardekani et al. [17] derived a frequency-dependent
generalization of the Oseen tensor.
The Stokes equations are, however, restricted to in-
compressible fluids. This implies that the speed of sound
is infinite. In the present paper we go one step further
and consider the linearized Navier-Stokes equations [18],
ρe
∂u(r, t)
∂t
= −∇P(r, t) + F(1)1 (r, t)
∂ρ(r, t)
∂t
= −ρe∇ · u(r, t) (5)
with the uniform equilibrium density of the fluid ρe. The
pressure tensor Pij(r, t) is given by,
Pij = pδij − η(∂iuj + ∂jui) +
(
2
3
η − ζ
)
∇ · uδij , (6)
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2with bulk viscosity ζ. For these equations we will de-
rive similar relations as presented by Ardekani et al. [17]
generalized to compressible fluids. We can show, that the
resulting equations are equivalent to a comparable gener-
alization obtained by Co´rdoba et al. [19]. Subsequently,
we derive a correction for finite-sized particles, which en-
ables the quantitative comparison to results from molec-
ular dynamics (MD) simulations.
To this end, we perform MD simulations of two
nanocolloids in a Lennard-Jones fluid, each trapped in
a harmonic potential. For this system we determine
self- and pair-memory functions by extending the in-
verse Volterra method [20] as well as velocity correla-
tion functions. Compared to previous studies of single
particles in fluids [21–23], the main contribution of this
work is to move from the analysis of self-correlations to
cross-correlations of a pair of particles. This finally al-
lows to better understand the frequency-dependence of
particle pair interactions. With this paper we therefore
combine recent advancements in hydrodynamic theory
[17, 19, 24, 25], computer simulations and experiments
of single particles in (viscoelastic) fluids [21–23] and non-
Markovian modeling [26, 27].
Our paper is organized as follows: In Sec. II, we will
explain the theoretical details and derive the frequency-
dependent interaction between two solid spheres. To
compare the theory to molecular dynamics (MD) simu-
lations of nanocolloids in a Lennard-Jones fluid, we char-
acterize the fluid in Sec. III. This enables us to deter-
mine all necessary input parameters like viscosities, hy-
drodynamic radius and speed of sound. In Sec. IV, we
will shortly recapitulate the notion of memory and the
generalized Langevin equation. We then can establish
relations for time correlation functions in Fourier space
and show how to reconstruct the pair memory function
from MD time correlation functions. These results will
be compared to theory in Sec. V at the example of two
nanocolloids submerged in a Lennard-Jones fluid. We
summarize and conclude in Sec. VI.
II. THEORY
The starting point of the derivation is the set of lin-
earized Navier-Stokes equations (see Eqs. (5) and (6))
combined with a linearized relation between pressure and
density gradient,
∇p(r, t) = c20∇ρ(r, t), (7)
with the adiabatic speed of sound c0 of the fluid. To solve
these equations we transform them into Fourier space,
which leads to the following coupled differential equa-
tions:
(−iωρe − η∆)uˆ(r, ω) = −µ∇ρˆ(r, ω) + Fˆ(1)1 (r, ω) (8)
(−ω2 − c2∆)ρˆ(r, ω) = −∇ · Fˆ(1)1 (r, ω), (9)
with the Fourier transform of the velocity field
uˆ(r, ω) =
∫ ∞
−∞
eiωtu(r, t) (10)
and similarly the Fourier transforms of the density field
ρˆ(r, ω) and the external force density Fˆ
(1)
1 (r, ω). The
coefficient µ and the frequency-dependent speed of sound
c are given by
µ = c20 − iω
(
1
3
η + ζ
)
ρ−1e (11)
c2 = c20 − iω
(
4
3
η + ζ
)
ρ−1e , with Im(c) > 0. (12)
We will now follow the derivation of Bedeaux et al. (see
Eqs. (2.16)-(2.22) in [18]) and introduced the transversal
and longitudinal Green’s functions Gtr and Gl,
Gtr(r, ω) = (4piηr)
−1 exp(−αr) (13)
Gl(r, ω) = (4pic
2r)−1 exp(−iωr/c), (14)
with distance r = |r| and α = (−iωρe/η) 12 with Re(α) >
0. This allows us to write down a formal solution of the
linearized Navier-Stokes equation:
uˆ(r, ω) =
∫
dr′(Gtr(r− r′, ω) + α−2 ∂
∂r′
⊗ ∂
∂r′
(15)
× [η−1c2Gl(r− r′, ω)−Gtr(r− r′, ω)]) · Fˆ(1)1 (r′, ω).
A. Point Force
With the formal solution for the velocity field (see
Eq. (15)) and the assumption of a point force acting on
the center of particle 1 in the origin,
Fˆ
(1)
1 (r, ω) = Fˆ
(1)
1 (ω)δ(r), (16)
we can write down the velocity field explicitly
uˆ(r, ω) = − 1
8piη
[
A(r, ω)Fˆ
(1)
1 (ω) +B(r, ω)(Fˆ
(1)
1 (ω) · n)n
]
(17)
with n = r/r and the parameters A(r, ω) and B(r, ω)
given by:
A(r, ω) = Al(r, ω) +Atr(r, ω) (18)
B(r, ω) = Bl(r, ω) +Btr(r, ω), (19)
with
Al(r, ω) = −
(
2iω
r2α2c
+
2
r3α2
)
e−iωr/c
Atr(r, ω) =
(
2
r
+
2
αr2
+
2
α2r3
)
e−αr
Bl(r, ω) =
(
−ω
2
c2
2
α2r
+
6iω
r2α2c
+
6
r3α2
)
e−iωr/c
Btr(r, ω) = −
(
2
r
+
6
αr2
+
6
α2r3
)
e−αr. (20)
3Since the governing equations are linear, it is possible
to decompose the velocity field and apply the method of
reflections [9, 10]. This means that we evaluate the veloc-
ity field uˆ(r, ω) at the center of particle 2 and determine
the friction force Fˆ
(1)
2 (ω) = −γˆ(ω)(vˆ2 − uˆ(r, ω)), where
vˆ2 is the velocity of particle 2 and γˆ(ω) the frequency-
dependent response of the solitary sphere in the flow
uˆ(ω). An explicit expression for γˆ(ω) will be given at
the end of Sec. II B. Here, we also assumed a uniform
flow and disregarded Faxen’s theorem. This approxima-
tion is therefore only valid at small radius to distance
ratios R/d. For details we refer to Ref. [17] Eqs. (28)-
(34) as they use the same formalism, just with different
parameters A(r, ω) and B(r, ω).
The final result can be written as,
Fˆ1,‖(d, ω) = −γˆ11,‖(d, ω)vˆ1,‖(ω)− γˆ12,‖(d, ω)vˆ2,‖(ω),
(21)
with the frequency-dependent self- and cross-memory
functions,
γˆ11,‖(d, ω) =
γˆ(ω)
1−D‖(d, ω)2 (22)
γˆ12,‖(d, ω) = −
γˆ(ω)D‖(d, ω)
1−D‖(d, ω)2 , (23)
and the Fourier transformed velocities of particle i,
vˆi,‖(ω). Here, ‖ denotes the direction parallel to the
line of centers of the two spheres. The same equations
hold for the perpendicular direction ⊥. The coefficients
DPF‖ (d, ω) and D
PF
⊥ (d, ω) for the point force are then
given by:
DPF‖ (d, ω) =
γˆ(ω)
8piη
(A(d, ω) +B(d, ω)) (24)
DPF⊥ (d, ω) =
γˆ(ω)
8piη
A(d, ω), (25)
where d is the distance vector between the two spheres
and d = |d|. Our solution is equivalent to Eq. (7)
in Ref. [19], if one uses the mapping G∗ = −iωη and
1/3G∗ +K∗ = −iω(1/3η + ζ) + ρec20.
These equations represent the frequency-dependent re-
sponse of two solid spheres - under the assumption that
the velocity fields are produced by point forces. Simi-
lar to the assumption of uniform flow, this restricts the
applicability of the relations to small ratios R/d. Analo-
gous to Ardekani et al. [17] we now improve this Ansatz
by considering an unsteady velocity field created by the
movement of a finite-sized particle.
B. Unsteady velocity field
The Fourier transformed velocity field described in
Eq. (17) can be written as,
uˆ(r, ω) =− eˆF∆Ψˆtr(r, ω)
+ (eˆF · ∇)∇
(
Ψˆl(r, ω) + Ψˆtr(r, ω)
)
, (26)
with Ψˆl(r, ω) =
Ql
r e
−iωr/c, Ψˆtr(r, ω) = Qtrr e
−αr and eˆF =
Fˆ
(1)
1 /Fˆ
(1)
1 . By choosing
Ql = − 2
α2
1
8piη
Fˆ
(1)
1 (27)
Qtr =
2
α2
1
8piη
Fˆ
(1)
1 , (28)
we recover Eq. (17) and hence Eqs. (24) and (25).
To generalize this solution for spheres with finite ra-
dius, we use Eq. 26 as an Ansatz with adjustable param-
eters Ql, Qtr, which are chosen such that the flow field
satisfies the appropriate boundary conditions at the sur-
face of the spheres. This Ansatz is similar to the Burgers’
solution in Ref. [28] with the extension that the longitu-
dinal motion is not instantaneous due to the compress-
ibility of the fluid (for Burgers’ solution the limit c→∞
has to be taken). Here, we consider no-slip boundary
conditions, i.e.
uˆ(r, ω) = −Fˆ(1)1 /γˆ(ω) at |r| = R (29)
uˆ(r, ω) = 0 as |r| → ∞, (30)
with the radius R of the solid sphere. From these bound-
ary conditions we can determine the coefficients Ql, Qtr:
Ql =
Fˆ
(1)
1
γˆ(ω)
c2R(3 + 3Rα+R2α2)eiωR/c
w2(1 + αR+ α2R2)− 2α2c2 − 2iα2cRw
≡ − Fˆ
(1)
1
γˆ(ω)
Qˆl, (31)
Qtr = − Fˆ
(1)
1
γˆ(ω)
R(3c2 + 3Ricω −R2ω2)eRα
w2(1 + αR+ α2R2)− 2α2c2 − 2iα2cRw
≡ − Fˆ
(1)
1
γˆ(ω)
Qˆtr. (32)
Similar to Sec. II A we can apply the method of re-
flections to determine the final solution for the self- and
cross-memory functions. In this way we can determine
the coefficients DUV‖ (d, ω) and D
UV
⊥ (d, ω) for the un-
steady velocity field:
DUV‖ (d, ω) = D
UV
‖,l (d, ω) +D
UV
‖,tr(d, ω) (33)
DUV⊥ (d, ω) = D
UV
⊥,l (d, ω) +D
UV
⊥,tr(d, ω), (34)
with
DUV‖,l (d, ω) = Qˆl
(
2
d3
+
2iω
cd2
− ω
2
c2d
)
e−iωd/c
DUV‖,tr(d, ω) = 2Qˆtr
(
1
d3
+
α
d2
)
e−αd
DUV⊥,l (d, ω) = −Qˆl
(
1
d3
+
iω
cd2
)
e−iωd/c
DUV⊥,tr(d, ω) = −Qˆtr
(
1
d3
+
α
d2
+
α2
d
)
e−αd. (35)
To close Eqs. (22) and (23) we need to find an explicit
expression for the frequency-dependent response γˆ(ω) of
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FIG. 1. Frequency-dependence of the response functions γˆ(ω)
and D(ω) as derived in Sec. II. The input parameters are
obtained in Sec. III, the distance was chosen to be d = 8.5σ.
the solitary sphere. In the following we will use the so-
lution by Bedeaux et al. [18] (rewritten into the form of
Ref. [29]) for a compressible fluid with no-slip boundary
conditions:
γˆ(ω) =
4pi
3
ηRX2 [(1− Y )Q+ 2(X − 1)P ] , (36)
with
X = −αR (37)
Y = −iωR/c (38)
Q =
3
∆
(
3− 3X +X2) (39)
P = − 3
∆
(Y 2 − 3Y + 3) (40)
∆ = 2X2(3− 3Y + Y 2)− Y 2(3− 3X +X2). (41)
In Fig. 1 the frequency-dependence of the response func-
tions that were derived in this section are illustrated.
The response function of the solitary sphere γˆ(ω) is di-
vergent for ω →∞, leading to a divergent instantaneous
response γ(t = 0). We will therefore expect discrepan-
cies between theory and simulations for high frequencies
or small times (as reported in Ref. [23], Fig. 1). This can
be explained by the particle character of the fluid for high
frequencies, that is not captured in the continuum de-
scription of hydrodynamic theory. The multiplication of
γˆ(ω) with D‖/⊥(ω) to determine the cross-memory func-
tion γ12,‖(ω), however, corresponds to a low-pass filter
(see Eq. (23) and Fig. 1). Thus high frequency contribu-
tions to the cross-memory function are damped.
III. CHARACTERIZATION OF THE FLUID
In the simulations, we considered the diffusion of a
pair of nanocolloids in a Lennard-Jones (LJ) fluid. The
LJ particles are initially placed on a fcc-lattice with lat-
tice constant a = 1.71σ and therefore have a reduced
density of ρ∗ = ρσ3 = 0.8. The reduced temperature
was set to T ∗ = kBT/ = 1.0. The LJ diameter σ,
energy  and time τ = σ
√
m/ = 1 are defining the
length, energy and time units of the simulation. The
LJ cutoff was set to rc = 2.5σ and the particle mass
to m∗ = 1m. The nanocolloids were created by fixing
the inter-particle distances of 80 LJ particles in the fcc-
lattice with a radius R = 3σ. The resulting nanocolloids
are not perfectly isotropic (see Fig. 2), however, the dis-
crepancies do not have a significant impact on the inter-
action. The nanocolloids are trapped in a harmonic po-
tential, so that the distance between the nanocolloids is
approximately constant. We applied periodic boundary
conditions in all three dimensions to the cubic simulation
box and equilibrated the system using a Langevin ther-
mostat. The system was then integrated with a time
step of ∆tMD = 0.001 τ in the NVE -ensemble. The
simulations were performed with the simulation package
Lammps [30].
To calculate theoretical predictions for the memory
functions using Eq. (23), it is necessary to determine the
input parameter that characterize the fluid, namely the
shear viscosity η, bulk viscosity ζ, hydrodynamic radius
RH and speed of sound c0.
A. Shear and bulk viscosity
To determine the shear viscosity η and bulk viscosity
ζ we simulated a bulk LJ fluid without colloids and box
size LB = 43.09σ. The viscosities can then by calculated
using the Green-Kubo relations [31–33]:
η =
V
kBT
∫ ∞
0
dt′ 〈σxy(t′)σxy(0)〉 , (42)
ζ =
V
kBT
∫ ∞
0
dt′ 〈δp(t′)δp(0)〉 , (43)
with the off-diagonal component of the stress ten-
sor σxy(t) and the pressure fluctuations δp(t) =
1
3
∑
α σαα(t)− 〈σαα〉.
To validate the results for the shear viscosity, we have
also performed non-equilibrium molecular dynamics sim-
ulations (NEMD) using the Mu¨ller-Plathe method [34].
In this method, the simulation box is divided into several
slabs. The momentum of particles in different slabs is
frequently exchanged to create a shear flow. This mech-
anism conserves total momentum and energy and allows
the determination of the shear viscosity η by determin-
ing the momentum flux between the slabs (for details, see
Ref. [34]). The results can be found in Tab. I. The agree-
ment between Green-Kubo relations and NEMD is very
good, therefore, the values for the viscosities are reliable.
5GK NEMD
shear viscosity η [τ/σ3] 2.11± 0.01 2.11± 0.03
bulk viscosity ζ [τ/σ3] 0.88± 0.01 -
TABLE I. Shear and bulk viscosity of a Lennard-Jones fluid
with T ∗ = 1 and ρ∗ = 0.8. The values are obtained using
Green-Kubo relations (GK) and non-equilibrium molecular
dynamics simulations (NEMD).
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FIG. 2. Radial distribution function g(r) between the center-
of-mass of the nanocolloid and the solvent particles. The first
solvation shell is located at a distance of around rm = 3.2σ.
The small peak at around 2.9σ occurs due to the structure of
the nanocolloid, which is built from LJ particles (see Sec. III).
B. Hydrodynamic radius
The most straightforward way to determine the hy-
drodynamic radius RH is to calculate the radial distri-
bution function g(r) (RDF, see Fig. 2). The first maxi-
mum rm in the RDF corresponds to the distance between
the nanocolloid and the first solvation shell and therefore
gives a first estimate for the hydrodynamic radius,
RRDFH = rm −RS (44)
≈ 2.7σ. (45)
with RS = 0.5σ, the radius of the fluid particles.
To get a more reliable value for the hydrodynamic ra-
dius, we use the finite size scaling of the diffusion constant
in a system with periodic boundary conditions [35]:
DL = D∞
(
1− 2.837 R
LB
)
, (46)
with the asymptotic diffusion coefficient D∞ for an infi-
nite system and the box size LB. The value D∞ can be
determined from the zero-frequency limit of the memory
function γˆ(ω) using the Einstein relation:
D∞ =
kBT
γ
=
kBT
γˆ(ω → 0) =
kBT
6piηR
. (47)
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FIG. 3. Finite size scaling of the diffusion constant DL of
a single nanocolloid for different box sizes LB. The linear
regression yields a hydrodynamic radius RDH = (2.63±0.02)σ
by applying Eq. (46).
The finite-size diffusion constantDL is calculated using
a Green-Kubo relation, by integrating over the velocity
autocorrelation function (VACF) of a solitary nanocol-
loid:
DL =
1
3
∫ ∞
0
dt′ 〈v(t′)v(0)〉 , (48)
with v(t) the velocity of the nanocolloid.
The resulting diffusion constants DL for different in-
verse box sizes 1/LB are presented in Fig. 3. As expected,
one can observe a linear behavior, allowing us to deter-
mine RDH by linear regression:
RDH = (2.63± 0.02)σ. (49)
In the following, we will use the value RH = R
D
H = 2.63 σ
as reference value for the hydrodynamic radius.
C. Speed of sound
The adiabatic speed of sound c0 is defined as,
c0 =
√(
∂p
∂ρ
)
S
=
√
1
ρβS
=
√
CP
ρβTCV
, (50)
with the isentropic compressibility βS , isothermal com-
pressibility βT and the heat capacities at constant pres-
sure CP and constant volume CV , respectively. These
thermodynamic observables can be determined by equi-
librium fluctuations [36]:〈
δH2〉
NV T
= kBT
2CV , (51)〈
δV 2
〉
NPT
= V kBTβT , (52)〈
δ(H+ pV )2〉
NPT
= kBT
2CP , (53)
6CV /N βT [σ
3/] CP /N c0 [σ/τ ]
2.38 0.076 4.59 5.63
TABLE II. Several thermodynamic observables and speed of
sound of a Lennard-Jones fluid with T ∗ = 1 and ρ∗ = 0.8.
with the total energy H. The subscripts connected to
the equilibrium fluctuations denote the thermodynamic
ensembles.
We therefore performed two MD simulations in the
isothermal and isothermal-isobaric ensemble at box size
LB = 43.09σ or 〈LB〉 = 43.09σ, respectively, by apply-
ing a Nose-Hoover style thermo- and barostat [37]. The
results for the thermodynamic observables and the speed
of sound can be found in Tab. II.
IV. GENERALIZED LANGEVIN EQUATION
AND MEMORY FUNCTIONS
In Sec. II we already derived the memory function that
determines the dissipative motion of a pair of spherical
particles (see Eqs. (21)-(23)). This memory function can
be used as input for the generalized Langevin equation
(GLE),
F(t) = M v˙(t) = FC(x(t))−
∫ t
−∞
dt′γ(t−t′)v(t′)+∂F(t),
(54)
with the conservative force FC(x(t)), the memory func-
tion matrix γ(t) and the random force ∂F(t), given by
the fluctuation dissipation theorem (FDT),
〈∂F(t)∂F(t′)〉 = kBTγ(t− t′). (55)
The GLE is the outcome of the Mori-Zwanzig for-
malism, a theoretical tool to understand the process of
coarse-graining a microscopic system [38–40]. In our
case, the systematic coarse-graining procedure connects
a system with explicit solvent to an effective model that
contains colloidal particles only (implicit solvent model).
In this paper we utilize the GLE twofold: (a) We de-
rive theoretical predictions for auto- and cross-correlation
functions using the memory kernels derived in Sec. II and
(b) we invert the derived equations to determine memory
kernels from MD simulations. In the following analysis,
we focus on the parallel dynamics, without explicitly in-
cluding the subscript ‖. For the orthogonal component,
the calculations are equivalent. For the conservative force
we assume the particles to be trapped in a harmonic po-
tential, FC(x(t)) = −K(x(t)− x0) = −Kδx(t), allowing
us to assume a constant distance between the particles.
The starting point of the derivation are the equations
of motion for the first particle,
F1(t) = −Kδx1(t)−
∫ t
0
ds[γ11(t− s)v1(s)
+ γ12(t− s)v2(s)] + ∂F1(t). (56)
This can be transformed into noise-free equations for the
velocity auto-correlation function by multiplying with
v1(0) and taking the time-average. Using the relation
〈∂F(t)v(0)〉 = 0 we get,
MC˙V11(t) =−
∫ t
0
ds[KCV11(s) + γ11(t− s)CV11(s)
+ γ12(t− s)CV12(s)], for t ≥ 0, (57)
with CVij (t) = 〈vi(t)vj(0)〉. Similarly, one can multiply
Eq. (56) with v2(0) to get the analogon of Eq. (57) for
the cross-correlation function. These coupled differential
equations can be decoupled by constructing equations for
the relative and additive velocity correlation functions
CV± (t),
MC˙V± (t) = −
∫ t
0
ds[KCV± (s) + γ±(t− s)CV± (s)], (58)
with CV± (t) = C
V
11(t)±CV12(t) and γ±(t) = γ11(t)±γ12(t).
Starting from this equation, we can now derive relations
to solve the previously mentioned tasks a) and b):
a) By one-sided Fourier transform of Eq. (58) we can
derive relations for auto- and cross-correlations in
Fourier space (similar to Ref. [23]):
C˜V± (ω) =
kBT
−iωM − Kiω + γ˜±(ω)
. (59)
Here, C˜V± (ω) denotes the one-sided Fourier trans-
form of the velocity correlation functions,
C˜V± (ω) =
∫ ∞
0
dteiωtCV± (t), (60)
similarly γ˜±(ω) the one-sided Fourier transform of
the memory function and we have used MCV± (0) =
M
〈
v2
〉
= kBT . For C
V
± (−t) = CV± (t) = CV±∗(t),
the one-sided Fourier transform can be related to
the Fourier transform.
CˆV± (ω) =
∫ ∞
−∞
dteiωtCV± (t) = 2Re
{
C˜V± (ω)
}
. (61)
To compare theory and simulations, we can there-
fore numerically invert the Fourier transform of the
correlation functions in Eq. (59) and the Fourier
transform of the FDT,
C˜∂Fij (ω) = kBT γ˜ij(ω), (62)
using Eq. (61).
b) Similar to Shin et al. [20] we take the derivative
of Eq. (58) to write down a Volterra equation of
second kind:
MC¨V± (t) =−KCV± (t)− γ±(t)CV± (0)
−
∫ t
0
dsγ±(t− s)C˙V± (s). (63)
7This equation can be inverted numerically to de-
termine the memory function by the recursive al-
gorithm,
γ±(k∆t) =
{
CV± (0) +
∆t
2M
CV F± (0)
}−1
(64)
×
 1MCF±(k∆t)−KCV± (k∆t)
−∆t
k−1∑
j=0
wjC
V F
± ((k − j)∆t)γ±(j∆t)
 ,
where wj = 0.5 for j = 0 and wj = 1 otherwise is
the weight-factor for the numerical integration. We
also introduced the relative and additive force and
velocity-force correlation functions,
CF±(t) = 〈F1(t)F1(0)〉 ± 〈F1(t)F2(0)〉
= −M2C¨V± (t) (65)
CV F± (t) = 〈F1(t)v1(0)〉 ± 〈F1(t)v2(0)〉
= MC˙V± (t). (66)
The initial condition for the above algorithm is
given by,
γ±(0) =
1
M
CF±(0)
CV± (0)
−K. (67)
V. RESULTS
In the following, the results of the theoretical evalu-
ation will be presented and compared to numerical ex-
periments. First, we will analyze the differences between
the two theoretical approaches (point force and unsteady
velocity field) derived in Sec. II. Then we will compare
the theoretical results to MD simulations of nanocolloids
in a Lennard-Jones fluid.
A. Hydrodynamic theory
Before analyzing the time-dependence of the memory
function, we compare the results presented in this pa-
per to the well-known distance-dependent hydrodynamic
interaction tensors: the Oseen tensor,
DOseenii (d) = −
1
6piηR
, (68)
DOseenij (d) =
1
4piηR
(
R
d
)
, i 6= j, (69)
and the Rotne-Prager (RP) tensor,
DRPii (d) = −
1
6piηR
, (70)
DRPij (d) =
1
4piηR
(
R
d
− 2
3
(
R
d
)3)
, i 6= j, (71)
with the distance d between the centers of the nanocol-
loids of radius R. For the comparison, we have to invert
these diffusion tensors to derive the hydrodynamic fric-
tion tensors,
Fi,‖ = −γijvj,‖, (72)
with
γOseenii (d) =
24piRη
4− 9(Rd )2
, (73)
γOseenij (d) = −
1
d
36piR2η
4− 9(Rd )2
, i 6= j, (74)
and
γRPii (d) =
24piRη
4− 9(Rd )2 + 12(Rd )4 − 4(Rd )6
, (75)
γRPij (d) = −
1
d
36piR2η(1− 23 (Rd )2)
4− 9(Rd )2 + 12(Rd )4 − 4(Rd )6
, i 6= j.(76)
A comparison between the off-diagonal component of
γOseenij and γ
RP
ij to the time-integrated memory kernel,
γ12,‖ =
∫ ∞
0
dtγ12,‖(t) = γˆ12,‖(ω = 0), (77)
can be found in Fig. 4. The figure shows that the point
force approach and the Oseen friction tensor are equiv-
alent when applying the Markovian approximation and
integrating out the time-dependence. Furthermore, the
unsteady velocity field approach already represents a sig-
nificant improvement over the point force method but is
not yet similar to the Rotne-Prager approximation. The
improvement can be explained by the use of the correct
boundary conditions for sphere 1 (see Eq. (29)). The
flow-field is, however, evaluated at the center of sphere 2,
which does not take the correct boundary conditions for
sphere 2 into account (see Eqs. (33)-(35)). This explains
the deviation from the Rotne-Prager solution.
Fig. 5 shows the inverse Fourier transform of the theo-
retically derived frequency-dependent hydrodynamic in-
teractions. An unphysical instantaneous interaction be-
tween the two spheres can be observed in the incompress-
ible limit (c0 →∞). In contrast, for a more realistic com-
pressible fluid, the interaction between the two spheres
is mediated by a sound wave with finite speed of sound
c0. The huge difference between the two limits shows,
that the compressibility has an important impact on the
time-dependence of the interaction. In fact, the interac-
tion through sound waves seems to dominate, at least for
small distances. This is a noteworthy result, because the
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FIG. 4. Distance-dependence of the integrated memory ker-
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(UV) approach. The results from hydrodynamic theory pre-
sented in this paper are compared to friction tensors derived
from the well-known Oseen and Rotne-Prager tensors [11, 12].
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FIG. 5. Inverse Fourier transform of the frequency-dependent
interactions derived in Sec. II. The distance between the two
spheres was chosen to be d = 8.5σ.
frequency-dependent self-interaction of a solitary sphere
can be very well described by an incompressible fluid. To
summarize, we conclude that the self-interaction is dom-
inated by transversal waves, while the pair-interaction is
dominated by longitudinal waves, at least for the case of
nanocolloids.
B. Comparison to MD simulations
The results discussed in the last section can now be
compared to MD simulations. To this end, we per-
formed large-scale simulations of the system described
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FIG. 6. Comparison between the results from hydrodynamic
theory and the memory functions obtained from MD simula-
tions. The distance between the two spheres was chosen to
be d = 8.5σ. The corrected theory includes a distance-shift
of ∆d = 1.0σ.
in Sec. III with box size LB = 51.2993σ and harmonic
constant K = 5σ−2. We applied the algorithm derived
in Eq. (64) to reconstruct the memory kernel from the
MD results and determined the velocity cross-correlation
function CV12,‖(t). Additionally, we show results for the
distance-dependence of the memory self-correlation func-
tion.
1. Cross-Correlations
The results presented in Fig. 6 illustrate that the corre-
spondence between theory and simulations is not yet per-
fect. The shock wave induced by the first colloid hits the
second colloid at smaller times than expected by theory.
This can be explained by the already mentioned discrep-
ancies in the definition of the boundary conditions. To
correct for this problem, we introduced a small distance-
shift of ∆d = 1.0σ to the solution of the unsteady ve-
locity field. While this does not completely resolve the
differences, it shows that the theory is able to reproduce
the results from MD simulations fairly accurately.
The discrepancies between theory and simulations al-
most vanish at larger particle distances (see Fig. 7, upper
panel). Especially for d > 4R the agreement is remark-
able. This observation therefore confirms the statements
made in the previous paragraph and shows that we are in-
deed able to precisely model the longitudinal waves that
mediate the interaction between the two nanocolloids.
This statement also holds for the orthogonal component
of the cross-memory function (see Fig. 7, lower panels).
The statistical errors of the data are very large due to the
small amplitude of the cross-correlations. Nevertheless,
the theoretical curve and simulation results agree very
well.
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Similar to Fig. 6 a distance-shift of ∆d = 1.0σ was included.
The upper panel shows the parallel component (‖) and the
lower panels the orthogonal component (⊥).
It is important to note that the results from MD sim-
ulations are affected by finite size effects. The impact of
these are, however, not distinguishable from the statisti-
cal noise due to sampling accuracy.
The observation that the interaction is dominated by a
sound wave can be used to determine the speed of sound
c0 in a straightforward analysis. In Fig. 8 the distance-
dependence of the time tw needed by the sound wave to
mediate the interaction is illustrated. This time is defined
as the minimum of the cross memory function γ12,‖(t).
The figure shows a linear dependence and therefore al-
lows for a calculation of the speed of sound by linear
regression. Additionally, one can get an estimate of the
hydrodynamic radius from the intersection of the line
with the y-axis.
Fig. 9 shows the distance-dependence of the velocity
cross-correlation function. While the qualitative agree-
ment between theory and simulations is very good, there
are larger deviations for medium times. This can be
explained by the fact that the frequency-dependent re-
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FIG. 8. Distance-dependence of the time tw needed by the
sound wave to propagate through the medium and interact
with another nanocolloid. As expected, the slope of the linear
curve is similar to the speed of sound cfit0 = 5.48 and the
intersection with the y-axis corresponds to the diameter of
the nanocolloids 2RfitH = 6.23.
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FIG. 9. Distance-dependence of the velocity cross-correlation
function. Similar to Fig. 6 a distance-shift of ∆d = 1.0σ was
included.
sponse of the solitary sphere γˆ(ω) enters the velocity
cross-correlation directly (see Eq. (59)). For high fre-
quencies, this will therefore lead to significant deviations
from simulations. As mentioned above, this will not af-
fect the memory kernel, since the multiplication with the
interaction parameter D‖/⊥(ω) acts as low-pass filter (see
Sec. II B and Fig. 1).
2. Auto-Correlations
In this section we analyze whether the self-memory
kernel also shows a dependence on the distance of the
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kernel. Similar to Fig. 6 a distance-shift of ∆d = 1.0σ was
included. All curves are normalized by the simulation value
γs11,‖(t = 0). The upper and lower figure show the same data
with different zoom.
two nanocolloids. For an extensive analysis of the auto-
correlations of a solitary colloid, we refer to Ref. [23]. The
upper panel of Fig. 10 shows the normalized self-memory
kernel in coarse resolution. This figure illustrates that
there is no significant difference between the self-memory
kernels for different particle distances. When comparing
theory and simulations one observes completely different
behavior for small times and good agreement for larger
times. The discrepancy at small times is related to the
already mentioned difference between particle and con-
tinuum description. The long time hydrodynamic prop-
erties are, however, perfectly reproduced.
The zoomed view of Fig. 10 (see bottom panel) demon-
strates that there are indeed very small differences
between the auto-correlations in the vicinity of other
nanocolloids. These differences can be described with the
hydrodynamic theory derived in this paper. In this fine
resolution the statistical error of the simulations are vis-
ible, however, it is still possible to distinguish the curve
this paper Dysthe et al.[41]
σ 0.29 · 10−9 m 0.29 · 10−9 m
 4.0 · 10−21 J 5.5 · 10−21 J
τ 8.0 · 10−13 s -
TABLE III. Mapping of the reduced units describing the LJ
fluid studied in this paper to water. The results are compared
to the triple point mapping performed in Ref. [41].
LJ fluid water (30 ◦C)
shear viscosity η [τ/σ3] 2.11 6.23
bulk viscosity ζ [τ/σ3] 0.88 18.69
speed of sound c0 [σ/τ ] 5.63 4.05
TABLE IV. Transport coefficients and speed of sound of the
LJ fluid compared to water at room temperature. The map-
ping of units was performed according to Tab. III.
for the smallest distance d = 8.5σ from the curves for
d > 10σ.
C. Identification of units and time scales
To interpret our results, we will first qualitatively map
the LJ fluid to water by identifying the units of length
σ, energy  and time τ , respectively. This enables us to
determine the LJ fluid transport coefficients. In a second
step we compare the time scales of our simulations with
realistic systems of colloids and nanocolloids.
1. Mapping of reduced units
To perform a mapping of the reduced system to water
we use three assumptions:
• the mass m of a LJ particle corresponds to 18u
(the mass of a water molecule)
• the mass density of the LJ fluid corresponds to
1000 kg/m3 (the density of water)
• the temperature T = /kB corresponds to 300 K.
The results of this mapping can be found in Tab. III. The
values correspond very precisely to results of Dysthe et
al.[41] achieved by mapping the triple points of both flu-
ids. The conversion from reduced to real units allows us
to compare the dynamical fluid properties (see Tab. IV).
These results indicate, that the model LJ fluid is similar
to water. The only significant difference is the bulk vis-
cosity ζ of the LJ fluid, which is about 20 times smaller
than in water. These differences will lead to quantita-
tively different results since longitudinal waves will decay
faster, but the overall picture remains.
11
colloid nanocolloid
Sonic time τs = R/c0 10
−10 s 10−12 s
Kinematic time τv = ρR
2/η 10−8 s 10−12 s
Brownian relaxation time τB = ρR
2/η 10−8 s 10−12 s
Colloid diffusion time τd = ηR
3/kBT 10
−3 s 10−9 s
TABLE V. Different time scales that are relevant in colloidal
suspensions. The time scales of colloids (R ≈ 100 nm) are
compared to nanocolloids (R ≈ 1 nm).
2. Comparison of the simulations with colloidal time scales
In colloidal suspensions we can identify four different
important time scales [42].
• The sonic time τs over which sound propagates one
colloidal radius. This time scale describes the in-
teraction of colloids by longitudinal waves.
• The kinematic time τv over which momentum dif-
fuses one colloidal radius. On this time scale,
transversal waves propagate between the colloids.
• The Brownian relaxation time τB over which the
velocity correlation function of a colloid decays.
• The colloid diffusion time τD over which a colloid
diffuses over its radius.
With the above determined fluid parameter, we can esti-
mate these time scales for both nanocolloids (R ≈ 1 nm)
and colloids (R ≈ 100 nm). In our simulations, the
nanocolloids have a radius of R ≈ 1 nm according to the
mapping discussed above.
The results are summarized in Tab. V. For colloids
there is a distinct time scale separation between the dif-
fusion of the colloid and the Brownian relaxation time.
This fact is often used when performing Brownian dy-
namics simulations (overdamped dynamics). Further-
more, the sonic time scale seems to be much smaller than
the Brownian relaxation time, indicating, that the effects
of compressibility may not be relevant on this time scale.
However, this picture totally changes for nanocolloids. In
this case, there is an overlapping of the sonic, the kine-
matic and the Brownian relaxation time.
We can therefore conclude, that the consequences of
compressibility on the hydrodynamic pair interaction are
significant for nanocolloids, while for colloids differences
will only be observable for very high frequencies.
VI. CONCLUSIONS AND OUTLOOK
In this paper we derived theoretical expressions for the
hydrodynamic interaction of two solid spheres in a com-
pressible fluid. We could show that the compressibility
of the fluid has an important impact on the frequency-
dependence of the hydrodynamic interaction. In fact, the
most pronounced feature of the pair memory function
that describes this hydrodynamic interaction is a sound
wave that propagates with speed of sound c0. Moreover,
we determined pair memory functions from molecular
dynamics simulations of two nanocolloids in a Lennard-
Jones fluid and showed that there is very good agreement
between simulations and theory.
Our work can have an impact in various different ways.
The results from hydrodynamic theory can be used as
input to perform dynamically consistent coarse-grained
simulations, for example in combination with the gener-
alized Langevin equation [26, 27]. Additionally, when it
is experimentally possible to measure velocity correlation
functions with optical tweezers [43], the theory might be
used to understand and evaluate experimental results.
This could be seen as update to the classical two-point
microrheology that targets the determination of fluid rhe-
ology by investigating the correlations of macromolecules
submerged in this fluid.
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