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Abstract
A function f from the symmetric group Sn into R is called a class function if it is constant on
each conjugacy class. Let df be the generalized matrix function associated with f, mapping
the n-by-n Hermitian matrices to R. For example, if f . / D sgn. /, then df .A/ D det A.
Let Kn.Kn.R// denote the closed convex cone of those f for which df .A/ > 0 for all n-by-n
positive semidefinite Hermitian (real symmetric) matrices. For n D 1; 2; 3; 4 it is known that
Kn and Kn.R/ are polyhedral and there is a finite set of “test” matrices Tn.Tn.R// such
that f belongs to Kn.Kn.R// if and only if df .A/ > 0 for each A in Tn.Tn.R//. We show
here that K5 and K5.R/ are not polyhedral. Thus, for n D 5 there is no finite set of “test”
matrices sufficient to establish which generalized matrix functions are nonnegative on the
positive semidefinite matrices. © 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let PSDn.PSDn.R// be the convex cone of n-by-n positive semidefinite Her-
mitian (real symmetric) matrices. A matrix A 2 PSDn.PSDn.R// all of whose di-
agonal entries are 1 is called a correlation matrix. We denote by CORn.CORn.R//
the set of all n-by-n correlation matrices. Let SYMn.R/ be the space of all n-by-
n real symmetric matrices. Let In denote the identity matrix of order n and Jn the
matrix of order n all of whose entries are equal to 1.
A function f from the symmetric group Sn into R is called a class function if
f ./ D f ./ whenever  is conjugate to  . Let Fn be the vector space of all such
class functions. It is well known that the dimension of Fn is the number of conjugacy
classes of Sn and this is also the number of partitions of n.
To each class function, we associate the generalized matrix function
df V PSDn ! R defined by
df .A/ D
X
2Sn
f . /
nY
kD1
ak.k/:
For example, if f ./ D sgn. /, df .A/ D det A, and if f  1, then df .A/ D per A,
the permanent of A. Also, df is linear in f; i.e., dfCg D df C dg for any f; g 2 Fn
and df D df for any  2 R; f 2 Fn.
An important class of generalized matrix functions are the so-called immanants.
An immanant is a generalized matrix function for which f is an irreducible character
on Sn. While we do not consider immanants explicitly in this paper, the connection
between our work and the intensively studied immanantal inequalities (including the
permanent on top conjecture) is discussed in our previous paper [3].
Define now
Kn D

f 2 Fn V df .A/ > 0 for each A 2 PSDn
}
and
Kn.R/ D

f 2 Fn V df .A/ > 0 for each A 2 PSDn.R/
}
:
It is of particular interest whether Kn.Kn.R// is a polyhedral cone. We prove in
Section 2 that this is equivalent to the existence of a finite set Tn.Tn.R// of “test”
matrices, in PSDn.PSDn.R//, such that f 2 Kn.f 2 Kn.R// if and only if df .T / >
0 for each test matrix T.
For n D 2 it is straightforward to check thatK2 is a polyhedral cone. Equivalently,
f 2 K2 if and only if df .I2/ > 0 and df .J2/ > 0. For n D 3, James [4] (see also [3])
showed that K3 is polyhedral by establishing that f 2 K3 if and only if
df .I3/ > 0; df .J3/ > 0 and df .Y3/ > 0;
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where
Y3 D
264 1 −
1
2 − 12
− 12 1 − 12
− 12 − 12 1
375 :
Since the test matrices for n D 2; 3 are real, K2 D K2.R/ and K3 D K3.R/.
James [4] asked: Are there finitely many test matrices in the case n D 4, and if so,
what are they? We answered this question affirmatively in [3] by finding the extreme
rays of K4, and established some surprising immanantal inequalites. Exactly seven
test matrices are required. Furthermore, we showed thatK4.R/ is also polyhedral, is
again determined by seven test matrices, and that K4 is strictly contained in K4.R/.
It is natural to extend James’ question to n > 5. We will show that the answer for
n D 5 is negative; i.e., K5 is not polyhedral, so there is no finite set of test matrices.
Likewise, K5.R/ is not polyhedral.
In Section 2 we present some notations and preliminary observations. Sections
3 and 4 develop a series of further lemmas needed for the main result, which is
contained in Section 5.
2. Preliminaries
Recall that F5 is the seven-dimensional vector space consisting of all class func-
tions from S5 into R. Since the conjugacy class of a permutation is determined
exactly by the sizes of its disjoint cycles, we may identify F5 with R7 by choosing
a basis correponding to the partitions of the integer 5. Using exponents to indicate
repeated cycle sizes, these seven partitions are .15/; .2; 13/; .22; 1/; .3; 12/; .3; 2/;
.4; 1/, and .5/. The components of f 2 F5 are thus f.15/ D f .id/I f.2;13/ D f ..ij//
for any 2-cycle .ij/; f.22;1/ D f ..ij/.k‘// for any product of disjoint 2-cycles .ij/
and .k‘/; f.3;12/ D f ..ijk// for any 3-cycle .ijk/; f.3;2/ D f ..ijk/.‘m// for any
product of a 3-cycle .ijk/ and a 2-cycle .‘m/ which are disjoint; f.4;1/ D f ..ijk‘//
for any 4-cycle .ijk‘/; and f.5/ D f ..ijk‘m// for any 5-cycle.
The diagonal product associated with an n-by-n complex matrix A D .aij / and
 2 Sn is QniD1 ai.i/. Given a partition p of 5, we define cp.A/ to be the sum of
all diagonal products of A coming from permutations in the conjugacy class cor-
responding to p. We similarly define Ep.A/ as the sum of all products of principal
minors that can be obtained as follows: Partition f1; 2; 3; 4; 5g into disjoint subsets of
cardinalities determined by p, and form the product of the corresponding principal
minors. Each distinct realization of the partition contributes one term to the sum.
If A is Hermitian, then by pairing the diagonal product associated with  and the
diagonal product associated with −1, which is conjugate to  , we see that cp.A/ is
real-valued. Of course Ep.A/ is also real-valued.
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For example, c.15/.A/ D E.15/.A/ D
Q5
iD1 aii , and
c.2;13/.A/Da12a21a33a44a55 C a13a31a22a44a55 C a14a41a22a33a55
Ca15a51a22a33a44 C a23a32a11a44a55 C a24a42a11a33a55
Ca25a52a11a33a44 C a34a43a11a22a55 C a35a53a11a22a44
Ca45a54a11a22a33;
while
E.2;13/.A/Ddet ATf1; 2gUa33a44a55 C det ATf1; 3gUa22a44a55
C det ATf1; 4gUa22a33a55 C det ATf1; 5gUa22a33a44
C det ATf2; 3gUa11a44a55 C det ATf2; 4gUa11a33a55
C det ATf2; 5gUa11a33a44 C det ATf3; 4gUa11a22a55
C det ATf3; 5gUa11a22a44 C det ATf4; 5gUa11a22a33:
Thus, for any 5-by-5 Hermitian matrix A, we can define the following two vectors in
R7:
c.A/D(c.15/.A/; c.2;13/.A/; c.22;1/.A/;
c.3;12/.A/; c.3;2/.A/; c.4;1/.A/; c.5/.A/
t
;
and
E.A/D(E.15/.A/;E.2;13/.A/;E.22;1/.A/;E.3;12/.A/;
E.3;2/.A/;E.4;1/.A/;E.5/.A/
t
:
A straightforward computation shows that
E.A/ D Bc.A/; (1)
where
B D
2666666664
1 0 0 0 0 0 0
10 −1 0 0 0 0 0
15 −3 1 0 0 0 0
10 −3 0 1 0 0 0
10 −4 2 1 −1 0 0
5 −3 1 2 0 −1 0
1 −1 1 1 −1 −1 1
3777777775
:
Returning to class functions, for every f 2 F5 and A 2 PSD5 we have
df .A/ D hf; c.A/i; (2)
where h; i denotes the standard inner product on R7. In particular, f 2 K5.K5.R//
if and only if
hf; c.A/i > 0 for everyA 2 PSD5.PSD5.R//: (3)
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Before proceeding to analyzeK5, we make two simple observations.
Remark 1. Let V be a finite dimensional real vector space, and let C be a closed
convex cone in V. Let T be an invertible linear operator on V. Then T .C/ is a closed
convex cone. Moreover, C is polyhedral if and only if T .C/ is polyhedral.
Remark 2. LetA 2 PSD5 and letD D diag .d1; d2; d3; d4; d5/ be a real, invertible,
diagonal matrix. Let d DQ5iD1 di . Then E.DAD/ D d2E.A/, and in particular, if
d D 1; E.DAD/ D E.A/. If aii D 0 for some 1 6 i 6 5 then A contains a zero row,
so E.A/ D 0. Otherwise, aii > 0 for all 1 6 i 6 5, and there exists B 2 PSD5 such
that bii D 1; i D 1; 2; 3; 4 and E.B/ D E.A/. Similarly, if A 2 PSD5.R/, and aii >
0 for all 1 6 i 6 5, there exists B 2 PSD5.R/ such that bii D 1; i D 1; 2; 3; 4 and
E.B/ D E.A/.
Let S be a nonempty subset of Rn, equipped with the standard inner product. The
dual of S, denoted S, is defined by
S D fy 2 Rn V hx; yi > 0 for every x 2 Sg:
For example, K5 D fc.A/ V A 2 PSD5g. Let QS denote the smallest closed convex
cone containing S (that is, the intersection of all closed convex cones containing S). It
is well-known from the theory of convex sets that S is always a closed convex cone,
and S D . QS/. For basic results concerning cones, see [5]. Since the second dual of
a closed convex cone C is always equal to C, we conclude that for any nonempty
subset S of Rn
S D QS: (4)
It is also known that for a closed convex cone C in Rn we have
C is polyhedral if and only if C is polyhedral: (5)
Define now
E D fE.A/ V A 2 PSD5g ; E.R/ D fE.A/ V A 2 PSD5.R/g : (6)
We establish several properties of E. Since every principal minor of a positive semi-
definite matrix is nonnegative, it is clear that E  R7C, the nonnegative orthant of R7.
Also, for every  2 R and A 2 PSD5; E.A/ D 5E.A/, so E  E for all  > 0.
We claim that E is closed. To show this, for k D 1; 2; : : : let uk D .uk1; : : : ; uk7/;
be a convergent sequence of elements of E. Then for each k, uk D E.Ak/;Ak D
.a
.k/
ij / 2 PSD5. Let u D limk!1 uk . It is clear that if uk1 D 0 then Ak must contain
a zero row, so uk D 0. So if uk1 D 0 for all k sufficiently large, then u D 0 D E.0/.
Hence we may assume (by going to an appropriate subsequence if necessary) that
uk1 > 0 for all k > 1. It follows that for each k > 1 all the main diagonal entries of
Ak are positive. By Remark 2 we may assume that for each k > 1; a.k/11 D a.k/22 D
a
.k/
33 D a.k/44 D 1. Moreover, since the sequence fuk1g converges, it is bounded, and
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therefore the sequence fa.k/55 g is also bounded. We conclude that there exists M > 0
such thata.k/ij  6 M 81 6 i; j 6 5; 8k > 1:
Hence the sequence Ak; k D 1; 2; : : : contains a subsequence that converges to a
matrix A. Then A 2 PSD5 and u D E.A/. This shows that E is closed.
Consider now QE, the smallest closed convex cone containing E. We claim that
QE consists of all finite sums of vectors from E. Note that every such finite sum
can be written as a sum of seven vectors from E (some of them might be 0), by
Caratheodory’s theorem, and since E  E for every  > 0. Indeed, let E0 be the
set of all such finite sums. Then E0 is closed under addition and multiplication by
nonnegative scalars, so E0 is a convex cone. To show that E0 is closed, consider a
convergent sequence
uk D u.1/k C u.2/k C    C u.7/k ; k D 1; 2; : : :
of elements of E0 (so u.j/k 2 E; j D 1; 2; : : : ; 7/. Let u D limk!1 uk . Let 1 6 j 6
7. Since fukg is bounded and 0 6 u.j/k 6 uk, the sequence fu.j/k g is also bounded.
Hence we may assume without loss of generality that it converges to a vector uj ,
and since E is closed we must have uj 2 E. This implies that u DP7jD1 uj 2 E0, so
E0 is closed.
It is clear that E0 is the smallest closed convex cone containing E, so QE D E0.
Similar arguments applied to E.R/ show that E.R/  R7C, E.R/  E.R/ for all
 > 0, E.R/ is closed, and QE.R/ consists of all finite sums of vectors from E.R/.
Since K5 D fc.A/ V A 2 PSD5g, (1) gives us E D .Bt /−1K5. We now have:
Proposition 1. Suppose that K5 is a polyhedral cone and let E be the set defined by
(6). Then QE is also a polyhedral cone.
Proof. Since E D .Bt /−1K5, E is a polyhedral cone by Remark 1. It follows from
(4) and (5) that QE D E is also a polyhedral cone. 
Similarly, we have:
Proposition 2. Suppose that K5.R/ is a polyhedral cone and let E.R/ be the set
defined by (6). Then QE.R/ is also a polyhedral cone.
To conclude this section, we explain why the polyhedrality of K5.K5.R// is
equivalent to the existence of a finite set of test matrices.
Proposition 3. The cone K5.K5.R// is polyhedral if and only if there is a finite set
of test matrices such that f 2 K5 .f 2 K5.R// if and only if df .T / > 0 for each test
matrix T.
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Proof. First assume there exist test matrices T1; : : : ; Tr 2 PSD5, i.e., f 2 K5 if
and only if df .Ti/ > 0; i D 1; : : : ; r . Then K5 is the solution set of r linear homo-
geneous inequalities in seven variables, so K5 is the intersection of finitely many
half-spaces. HenceK5 is a polyhedral cone (see [5]).
Now suppose that K5 is polyhedral. Then QE is also polyhedral by Proposition 1.
Since each vector in QE is a sum of a finite number of vectors in E, each extreme
vector of QE must lie in E. Let T1; : : : ; Tr be matrices in PSD5 such that the poly-
hedral cone QE is generated by E.Ti/; i D 1; : : : ; r . Assume that hf; c.Ti/i > 0 for
each i D 1; : : : ; r and let A 2 PSD5. Then E.A/ 2 E  QE, so there exist b1; : : : ; br
such that E.A/ DPr1 biE.Ti/. Multiplying by B−1, we have by (1) that c.A/ DPr
1 bic.Ti/. Then hf; c.A/i D
Pr
1 bihf; c.Ti/i >
Pr
1 bi  0 D 0, which implies that
f 2 K5. Therefore T1; : : : ; Tr are the required test matrices.
The same argument applies to K5.R/. 
In Section 5 we shall use the information obtained on the structure of QE. QE.R//
for the sets E.E.R// defined by (6).
3. The class G5
In this section we prove a series of lemmas needed for our main result. These
lemmas are also of independent matrix theoretic interest.
Definition. Let G5 D fA 2 COR5.R/ V Ae D 0g, where e 2 R5 is the all ones vec-
tor.
Remark 3. Let A 2 G5 and express A as a Gram matrix of unit vectorsw1; : : : ; w5
2 Rk; k 6 5, i.e., aij D wtiwj . Since Ae D 0 we have
0 D etAe D
5X
iD1
5X
jD1
aij D
5X
iD1
5X
jD1
wtiwj D kw1 C w2 Cw3 Cw4 C w5k2;
where k  k denotes the Euclidean norm. It follows that P5iD1 wi D 0.
Conversely, if w1; : : : ; w5 2 Rk; k 6 5 are unit vectors satisfying P5iD1 wi D 0
andA 2 COR5.R/ is defined by aij D wtiwj ; 1 6 i; j 6 5, then for each i,
P5
jD1 aij
D wti .w1 C    Cw5/ D 0 and A 2 G5.
It is our main goal in this section to find a (sharp) upper bound for tr A2, as
A ranges over G5. It is easy to show that G5 is a compact convex set, and sincep
tr A2 D ptr AA D kAkF (the Frobenius norm of A) is a convex function, it suf-
fices to consider tr A2 on the extreme points of G5. The rank of these matrices is
determined in Lemma 1.
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Lemma 1. The set G5 is a compact convex set, and if A is an extreme point of G5,
then rank A D 2.
Proof. It is clear that ifA;B 2 G5 and 0 6  6 1, then TAC .1− /BUe D Ae C
.1− /Be D 0, so it follows immediately that G5 is convex. Since G5 is a closed
subset of COR5.R/, it is also compact.
IfA 2 COR5.R/ and rankA D 1, then jaij j D 1 for i; j D 1; 2; : : : ; 5. SoAe =D 0
and A =2 G5. Hence, any matrix A which is an extreme point of G5 must have rank
at least 2.
Let A be an extreme point of G5 and let r D rank A, which is at most 4. Suppose
that r > 3 and choose x such that e and x span the null space of A. Let
FA D

B D .bij / 2 SYM5.R/ V Be D Bx D 0; bii D 0; i D 1; : : : ; 5
}
:
The dimension of SYM5.R/ is 15, and there are at most 14 linear constraints defining
the subspace FA: 5 constraints each from Be D 0 and the bii D 0, and, if r D 3, at
most four additional constraints from Bx D 0, since the last row of B is minus the
sum of the other four. Thus we have dimFA > 1, and there is a nonzero B 2 FA.
For sufficiently small  > 0 we have A B 2 G5, implying that A is not an
extreme point of G5. Thus r D 2 and the proof is complete. 
Now suppose A 2 G5 and rank A D 2. By the spectral theorem for symmetric
matrices
A D uut C .5− /vvt;
where , 5−  are the two positive eigenvalues of A, u; v 2 R5, kuk D kvk D 1, and
u ? v. Moreover, since e is an eigenvector of A corresponding to 0, u ? e and v ?
e. Without loss of generality assume  > 5− . Let x D pu and y D p5− v:
Then
A D xx t C yy t:
Since the diagonal entries of A are 1, x2i C y2i D 1, i D 1; 2; 3; 4; 5. Choose 1; : : : ; 52 T0; 2/ such that xi D cos i; yi D sin i . Then aij D xixj C yiyj D cos.i − j /
for 1 6 i; j 6 5 and  D x tx DP51 cos2 i D 52 C 12 P51 cos 2i . Furthermore, the
orthogonality relations x ? y, x ? e, y ? e become
5X
1
sin 2i D
5X
1
cos i D
5X
1
sin i D 0:
We summarize these observations as:
Lemma 2. Let A 2 G5 have rank 2. Then there exist 0 =D x; y 2 R5 and 0 6 k <
2; k D 1; 2; 3; 4; 5 such that
(a) A D xx t C yy t.
(b) xk D cos k; yk D sin k; k D 1; 2; 3; 4; 5.
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(c) aij D cos.i − j /; 1 6 i < j 6 5.
(d) The maximum eigenvalue  of A is
 D x tx D 5
2
C 1
2
5X
1
cos 2i;
(e) P51 sin 2i D 0.
(f) P51 cos i D 0.
(g) P51 sin i D 0.
Recall that our aim is to maximize tr A2 overG5. By Lemma 1 and the paragraph
immediately preceding it, it suffices to do so over the rank 2 matrices in G5. Let M
be the maximum value of tr A2 and let
M5 D

A 2 G5 V rank A D 2; tr A2 D M
}
:
For A 2 G5 of rank 2, we have tr A2 D 2 C .5− /2, and as the function t2 C
.5− t/2 is strictly increasing on T2:5; 5U, it follows that the set of rank 2 matrices in
G5 where the maximum of tr A2 is attained coincides with the set of rank 2 matrices
in G5 where the maximum  (i.e., the spectral radius) is attained.
We will show that M D 125=8 and that this value is attained at the unique (up to
permutation similarity) matrix
T D
2666666664
1 1 − 14 − 78 − 78
1 1 − 14 − 78 − 78
− 14 − 14 1 − 14 − 14
− 78 − 78 − 14 1 1
− 78 − 78 − 14 1 1
3777777775
: (7)
(The matrix T is permutation similar to a matrix in the one parameter family A.x/
defined immediately after Lemma 5.) Since tr T 2 D 125=8, corresponding to  D
15=4, we must haveM > 125=8.
Our next step is:
Lemma 3. If A 2 M5, then for some i =D j; jaij j D 1.
Proof. Represent A as in Lemma 2. By part (d), maximizing  is equivalent to
maximizing
P5
1 cos 2i subject to the constraints given by (e), (f), and (g). SinceP5
1 cos 2i D 52 for 1; : : : ; 5 corresponding to the matrix T, it suffices to consider
.1; : : : ; 5/ 2 R5 satisfying P51 cos 2i > 1. Let
L D
5X
1
cos 2i C a
5X
1
sin 2i C b
5X
1
cos i C c
5X
1
sin i: (8)
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The Jacobian matrix corresponding to the three constraints is242 cos 21 2 cos 22 2 cos 23 2 cos 24 2 cos 25− sin 1 − sin 2 − sin 3 − sin 4 − sin 5
cos 1 cos 2 cos 3 cos 4 cos 5
35 :
We verify that it has rank 3. Since x; y =D 0 and perpendicular (by (e)), so are rows 2
and 3. But if row 1 is a linear combination of rows 2 and 3, then, because of (f) and
(g),P51 cos 2i D 0 contradictingP51 cos 2i > 1. Therefore the Jacobian matrix has
rank 3. It follows, see e.g. [1, p. 209; 2, p. 153], that at a maximum of P51 cos 2i
subject to the constraints (e), (f), (g) we must have oL=oi D 0; i D 1; : : : ; 5;which
yields
−2 sin 2i C 2a cos 2i − b sin i C c cos i D 0; i D 1; : : : ; 5: (9)
The sum of the five equations in (9) is by Lemma 2, parts (e), (f), (g)
2a
5X
1
cos 2i D 0;
so a D 0. Substituting in (9),
−2 sin 2i − b sin i C c cos i D 0; i D 1; : : : ; 5: (10)
We now consider two cases:
Case 1. b D 0. Then
−4 sin i cos i C c cos i D 0; i D 1; : : : ; 5;
or
cos i.c − 4 sin i/ D 0; i D 1; : : : ; 5: (11)
Subcase i. cos i D cos j D 0 for some 1 6 i < j 6 5. Then j sin i j D j sin j j
D 1 and
jaij j D j cos.i − j /j D j sin i sin j j D 1;
the desired conclusion.
Subcase ii. cos i =D 0 for four distinct i’s. By (11), sin i D c=4, for these i’s.
Consequently i D j for some i =D j and aij D cos.i − j / D 1.
Case 2. b =D 0. Then by (10),
−4 sin i cos i − b sin i C c cos i D 0: (12)
If cos i D 0 for some i, b sin i D 0 which implies sin i D 0 D cos i , a contradic-
tion. Therefore, every cos i =D 0. Dividing (12) by cos i ,
−4 sin i − b tan i C c D 0;
so
16 sin2 i D .b tan i − c/2:
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Since sin2 i D tan2 i=.1C tan2 i/,
16 tan2 i D .b tan i − c/2.1C tan2 i/; i D 1; : : : ; 5;
and the five numbers tan i satisfy a fourth degree polynomial,
16t2 D .bt − c/2.1C t2/:
It follows that tan i D tan j for some 1 6 i < j 6 5. We may assume that i 6 j .
Then either j D i or j D i C  . If i D j , then
aij D cos 0 D 1;
and if j D i C  ,
aij D cos.−/ D −1:
This concludes the proof. 
Lemma 4. If A 2 G5 with rank A D 2 and jaij j D 1 for some 1 6 i < j 6 5, then
tr A2 6 125=8. Moreover, up to permutation similarity, equality is attained only at
the matrix T given by (7).
Proof. Without loss of generality, assume that ja12j D 1.
Case 1. a12 D −1. Then since the row sums of A are 0, there exist a; b; c 2 R
such that
A D
266664
1 −1 a b −a − b
−1 1 −a −b a C b
a −a 1 c −1− c
b −b c 1 −1− c
−a − b a C b −1− c −1− c 1
377775 ;
and furthermore, c D −1=2. The eigenvalues of ATf3; 4; 5gU are 3=2; 3=2; 0. By the
interlacing inequalities, the smaller of the positive eigenvalues of A, 5− , is at least
3=2, so  6 7=2. Since tr A2 D 2 C .5− /2 is increasing for 5=2 6  6 7=2,
tr A2 6

7
2
2
C

3
2
2
D 29
2
<
125
8
:
Case 2. a12 D 1: Then A must have the form
A D
266664
1 1 a b −2− a − b
1 1 a b −2− a − b
a a 1 c −1− 2a − c
b b c 1 −1− 2b − c
−2− a − b −2− a − b −1− 2a − c −1− 2b − c 1
377775 :
Since the fifth row sums to 0, c D −.5=2/− 2a − 2b, and
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AD
26666664
1 1 a b −2− a − b
1 1 a b −2− a − b
a a 1 − 52 − 2a − 2b 2b C 32
b b − 52 − 2a − 2b 1 2a C 32
−2− a − b −2 − a − b 2b C 32 2a C 32 1
37777775: (13)
It is straightforward to check that
det ATf3; 4; 5gU D −

21C 40a C 40b C 20a2 C 20b2 C 52abC 16a2b C 16ab2

;
.1− a34/.1− a35/.1− a45/
D 1
8

7C 32a C 32b C 16a2C 16b2C 144abC 64a2b C 64ab2

;
and
tr A2 D 89
2
C 48a C 48b C 24a2 C 24b2 C 24ab:
It follows that
tr A2 C 3
2
det ATf3; 4; 5gU C 3.1− a34/.1− a35/.1− a45/ D 1258 ; (14)
and since A is positive semidefinite, tr A2 6 125=8:
If A is permutation similar to T we obtain tr A2 D 125=8: Conversely, if tr A2 D
125=8, we must have .1− a34/.1− a35/.1− a45/ D 0. Applying if necessary a per-
mutation similarity, we may assume that a45 D 1, so a D −.1=4/. The condition
det ATf3; 4; 5gU D 0 now yields the equation 64b2 C 112bC 49 D 0, whose unique
solution is b D −.7=8/. This proves the uniqueness part of the lemma. 
The remark following Lemma 2 implies the following:
Corollary 1. We have
maxftr A2 V A 2 G5g D 1258 :
4. An optimization problem forE.22;1/.A/
Our proof that K5 is not polyhedral depends on the following optimization prob-
lem. Let Q5 denote the set of all matrices in COR5 whose eigenvalues are 5=2; 5=2;
0; 0; 0: Find maxfE.22;1/.A/ V A 2 Q5g:
We first establish some basic properties of Q5: Let A 2 Q5. By the spectral
theorem,
A D 5
2
.uu C vv/;
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with u; v 2 C5, kuk D kvk D 1, and u ? v. Since the diagonal entries of A are equal
to 1, we have
jukj2 C jvkj2 D 25 ; k D 1; : : : ; 5:
Write
uk D
r
2
5
eik cosk; vk D
r
2
5
eik sink; k D 1; : : : ; 5:
Since u ? v,
5X
1
ei.k−k/ cosk sin k D 0;
so on setting k D k − k; k D 1; : : : ; 5, we have
5X
1
cos k cosk sin k D
5X
1
sin k cosk sin k D 0: (15)
Also, kuk D 1 gives 2=5P51 cos2 k D 1, or
5X
1
cos 2k D 0: (16)
(kvk D 1 gives the same result.)
Define w1; : : : ; w5 2 R3 by
wk D .cos 2k; cos k sin 2k; sin k sin 2k/ ; k D 1; : : : ; 5: (17)
Then w1; : : : ; w5 are unit vectors in R3 and because of (15) and (16),
P5
1 wk D 0.
Furthermore,
ajkD 52
(
uj Nuk C vj Nvk
 D ei.j−k/ cosj cosk C ei.j−k/ sin j sin k
Dei.j−k/
h
ei.j−k/ cosj cosk C sin j sink
i
;
so
jajkj2 D

ei.j−k/ cosj cosk C sin j sink



e−i.j−k/ cosj cosk C sin j sink

D cos2 j cos2 k C sin2 j sin2 k C 2 cos.j − k/
 (cosj cosk sinj sin k
D 1C cos 2j
2
1C cos 2k
2
C 1− cos 2j
2
1− cos 2k
2
C1
2
(
cos j cos k C sin j sin k

sin 2j sin 2k
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D 1
2
C 1
2

cos 2j cos 2k C cos j sin 2j cos k sin 2k
C sin j sin 2j sin k sin 2k

D 1
2

1Cwtjwk

:
Thus, we have
jajkj2 D 12

1Cwtjwk

; (18)
where w1; : : : ; w5 are given by (17).
We note that if A is a real matrix, then wk D .cos 2k; sin 2k; 0/; i.e., we may
regard the wk as vectors in R2.
Our next lemma gives an expression for E.22;1/.A/ in terms of the moduli of the
ajk.
Lemma 5. Let A D .aij / 2 Q5. Then the following hold:
(a) P16i<j65 jaij j2 D 15=4.
(b) Let B D .bij / be any 4-by-4 principal submatrix of A. Then B has eigenvalues
5=2; 3=2; 0; 0 and
P
16i<j64 jbij j2 D 9=4.
(c) For any 1 6 j 6 5; P5iD1
i =Dj
jaij j2 D 3=2.
(d) E.22;1/.A/ D 165=32C 1=2
P
16i<j65 jaij j4:
Proof.
(a) This follows from
25
2
D tr A2 D tr AA D 5C 2
X
16i<j65
jaij j2:
(b) The interlacing inequalities relating the eigenvalues of A and B imply that 5=2;
0; 0 are eigenvalues of B. Since tr B D 4 the remaining eigenvalue of B is 3=2.
Therefore,
25
4
C 9
4
D tr B2 D 4C 2
X
16i<j64
jbij j2;
implying what we need.
(c) We compute E.2;13/.A/ in two ways. First, we note that since A is a correlation
matrix, E.2;13/.A/ is equal to the sum of all principal minors of A of order 2, so
E.2;13/.A/ D 5=2  5=2 D 25=4; the product of the two nonzero eigenvalues of
A. On the other hand, if we letA.j/ denote the principal submatrix of A obtained
by deleting row and column j, and sj the sum of all principal minors of order 2
of A.j/, then
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E.2;13/.A/ D sj C
5X
iD1
i =Dj

1− jaij j2

:
By part (b), sj D 5=2  3=2 D 15=4. Hence
5X
iD1
i =Dj
jaij j2 D 154 C 4−
25
4
D 3
2
:
In particular, we may conclude from this part that
jai5j2 D 32 −
4X
jD1
j =Di
jaij j2; i D 1; 2; 3; 4: (19)
(d) We have
2E.22;1/.A/Ddet ATf1; 2gU .det ATf3; 4gU C det ATf3; 5gU C det ATf4; 5gU/
C det ATf1; 3gU .det ATf2; 4gU C det ATf2; 5gU C det ATf4; 5gU/
C det ATf1; 4gU .det ATf2; 3gU C det ATf2; 5gU C det ATf3; 5gU/
C det ATf1; 5gU .det ATf2; 3gU C det ATf2; 4gU C det ATf3; 4gU/
C det ATf2; 3gU .det ATf1; 4gU C det ATf1; 5gU C det ATf4; 5gU/
C det ATf2; 4gU .det ATf1; 3gU C det ATf1; 5gU C det ATf3; 5gU/
C det ATf2; 5gU .det ATf1; 3gU C det ATf1; 4gU C det ATf3; 4gU/
C det ATf3; 4gU .det ATf1; 2gU C det ATf1; 5gU C det ATf2; 5gU/
C det ATf3; 5gU .det ATf1; 2gU C det ATf1; 4gU C det ATf2; 4gU/
C det ATf4; 5gU .det ATf1; 2gU C det ATf1; 3gU C det ATf2; 3gU/ :
We compute one summand. Using (b) and (19),
det ATf3; 4gU C det ATf3; 5gU C det ATf4; 5gU
D 3− ja34j2 − ja35j2 − ja45j2
D 3− ja34j2 − 32 C ja13j
2 C ja23j2 C ja34j2 − 32 C ja14j
2 C ja24j2 C ja34j2
D ja13j2 C ja14j2 C ja23j2 C ja24j2 C ja34j2
D 9
4
− ja12j2:
Therefore,
det ATf1; 2gU .det ATf3; 4gU C det ATf3; 5gU C det ATf4; 5gU/
D

1− ja12j2
9
4
− ja12j2

D 9
4
− 13
4
ja12j2 C ja12j4:
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By symmetry, the other summands are obtained in the same way, so if we substi-
tute into E.22;1/.A/ and use (a) we obtain
2E.22;1/.A/ D
90
4
− 13
4
15
4
C
X
16i<j65
jaij j4 D 16516 C
X
16i<j65
jaij j4:
This completes the proof of Lemma 5. 
We introduce the following one parameter family of real symmetric matrices that
will be used in the next lemma and the proof of our main result:
A.x/ D
266664
1 1 2x2 − 1 2x2 − 1 x
1 1 2x2 − 1 2x2 − 1 x
2x2 − 1 2x2 − 1 1 1 x
2x2 − 1 2x2 − 1 1 1 x
x x x x 1
377775 : (20)
It can be checked thatA.x/ 2 COR5.R/ if and only if−1 6 x 6 1, and rankA.x/ 6
2 for every x. Then we have
E.2;13/.A.x// D 4.1− x2/.1C 4x2/;
E.22;1/.A.x// D 32x2.x2 C 1/.x2 − 1/2:
(21)
We now prove:
Lemma 6.
max

E.22;1/.A/ V A 2 Q5
} D 825
128
:
Proof. Substituting (18) into (d) of Lemma 5, we have
E.22;1/.A/D
165
32
C 1
2
X
16i<j65

1
2
(
1Cwtiwj
2
D 165
32
C 1
16
0@ 5X
i;jD1
(
1Cwtiwj
2 − 20
1A
D 165
32
C 1
16
0@25C 0C 5X
i;jD1
(
wtiwj
2 − 20
1A
D 175
32
C 1
16
tr W 2;
where W is the 5-by-5 matrix whose i; j entry is wtiwj . Note that W 2 G5 by
Remark 3, so, by Corollary 1, trW 2 6 125=8. ThenE.22;1/.A/ 6 175=32C 125=128
D 825=128.
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Now let
H D A
 r
3
8
!
D
26666666664
1 1 − 14 − 14
q
3
8
1 1 − 14 − 14
q
3
8
− 14 − 14 1 1
q
3
8
− 14 − 14 1 1
q
3
8q
3
8
q
3
8
q
3
8
q
3
8 1
37777777775
: (22)
The eigenvalues of H are 5=2; 5=2; 0; 0; 0; so H 2 Q5. Moreover,
E.22;1/.H/ D 32

3
8

3
8
C 1

3
8
− 1
2
D 825
128
;
so maxfE.22;1/.A/ V A 2 Q5g D 825=128. 
5. K5 is not polyhedral
In this section we prove our main result:
Theorem 1. The closed convex cone K5 is not polyhedral.
We need one additional lemma.
Lemma 7. Let A 2 PSD5 and suppose that E.A/ =D 0. Then the last four compon-
ents of E.A/ are equal to 0 if and only if r D rank A 6 2.
Proof. If r 6 2, then all principal minors of A of order 3; 4; 5 vanish, so the last four
components of E.A/ will also. To show the converse, note that E.A/ =D 0 implies
that all main diagonal entries of A are positive. Since A is Hermitian, A has a nonsin-
gular principal submatrix of order r. If r > 3 then at least one of E.3;12/.A/;E.4;1/
.A/; E.5/.A/ must be positive, a contradiction. 
Proof of Theorem 1. Suppose that K5 is polyhedral. Let E be the set defined by
(6), and let QE be the smallest closed convex cone containing E. Proposition 1 implies
that QE is a polyhedral cone. Define
F D QE \ x 2 R7 V x4 D x5 D x6 D x7 D 0} :
Then F is a face of QE (for a definition of a face and basic properties of faces, see [5]),
and since QE is polyhedral so is F.
Let
C D F \ x 2 R7 V x1 D 1} :
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Recall from the discussion in Section 2 that QE consists of all finite sums of vectors
from E. From this, Remark 2, and Lemma 7 it follows that C is the convex hull of
the set
fE.A/ V A 2 COR5 and rank A 6 2g : (23)
Moreover C is a bounded polyhedral convex set, so C is a polygon. By (23), the
convex hull of the set in R2 defined by
.E.2;13/.A/;E.22;1/.A// V A 2 COR5 and rank A 6 2
} (24)
is a polygon. Denote it byP.
Let A 2 COR5 with eigenvalues ; 5 − ; 0; 0; 0, where  > 5− . Note that
E.2;13/.A/ is just the sum of all principal minors of order 2, so it is equal to .5 − /.
Since max2:5665 .5 − / D 25=4, it follows that the line x D 25=4 in R2 is a sup-
porting line to P. Also, the maximum value 25=4 is attained for all matrices in Q5
and no other matrices. Then Lemma 6 implies that the point .25=4; 825=128/ is a
vertex of P. Therefore there is a vertex .a; b/ of P adjacent to it, with a < 25=4,
such thatP lies on or below the line passing through .a; b/ and .25=4; 825=128/.
Incidentally, we mention that there are matrices A in Q5 with E.22;1/.A/ <
825=128. For k D 1; : : : ; 5, let uk D .cos.2k=5/; sin.2k=5// and let U D .uij /
be the Gram matrix of u1; u2; u3; u4; u5. Then U is a rank 2 correlation matrix
and E.2;13/.U/ D E.22;1/.U/ D 25=4. Consequently, there is anm 6 25=4 such that
.25=4;m/ is also a vertex of P.
Consider now the one parameter family of matrices A.x/ defined by (20) for
−1 6 x 6 1. Let t D x2, so 0 6 t 6 1, substitute in (21) and let
E2.t/ D 4.1− t/.1 C 4t/; E2;2.t/ D 32t .t C 1/.t − 1/2:
As in Lemma 6,
E2

3
8

D 25
4
and E2;2

3
8

D 825
128
:
Since
E02.t/ D 4.3− 8t/ and E02;2.t/ D 32.4t3 − 3t2 − 2t C 1/;
we have
E02

3
8

D 0 and E02;2

3
8

D 5
4
:
Thus the curve .E2.t/; E2;2.t// lies in P and has a vertical tangent at the point
p D .25=4; 825=128/ as shown in Fig. 1.
However, this contradicts the fact thatP lies on or below the line passing through
.a; b/ and .25=4; 825=128/. This completes the proof thatK5 is not polyhedral. 
One can follow the line of proof of Theorem 1 in the real case as well replacing
the set E by the set E.R/ which is also defined by (6). We obtain again a polygon
W. Barrett et al. / Linear Algebra and its Applications 302–303 (1999) 535–553 553
Fig. 1.
P.R/ defined as in (24) with the restriction that A 2 COR5.R/. Since the family
A.x/ is real, Fig. 1 applies also to P.R/ and we obtain the same contradiction.
Therefore, we have:
Theorem 2. The closed convex cone K5.R/ is not polyhedral.
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