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Abstract—In this paper, we analyze the benefits of includ-
ing downlink pilots in a cell-free massive MIMO system. We
derive an approximate per-user achievable downlink rate for
conjugate beamforming processing, which takes into account
both uplink and downlink channel estimation errors, and power
control. A performance comparison is carried out, in terms of
per-user net throughput, considering cell-free massive MIMO
operation with and without downlink training, for different
network densities. We take also into account the performance
improvement provided by max-min fairness power control in
the downlink. Numerical results show that, exploiting downlink
pilots, the performance can be considerably improved in low
density networks over the conventional scheme where the users
rely on statistical channel knowledge only. In high density
networks, performance improvements are moderate.
I. INTRODUCTION
Cell-Free massive multiple-input multiple-output (MIMO)
refers to a massive MIMO system [1] where the base station
antennas are geographically distributed [2], [3], [4]. These
antennas, called access points (APs) herein, simultaneously
serve many users in the same frequency band. The distinction
between cell-free massive MIMO and conventional distributed
MIMO [5] is the number of antennas involved in coherently
serving a given user. In canonical cell-free massive MIMO,
every antenna serves every user. Compared to co-located
massive MIMO, cell-free massive MIMO has the potential
to improve coverage and energy efficiency, due to increased
macro-diversity gain.
By operating in time-division duplex (TDD) mode, cell-
free massive MIMO exploits the channel reciprocity property,
according to which the channel responses are the same in
both uplink and downlink. Reciprocity calibration, to the
required accuracy, can be achieved in practice using off-the-
shelf methods [6]. Channel reciprocity allows the APs to
acquire channel state information (CSI) from pilot sequences
transmitted by the users in the uplink, and this CSI is then
automatically valid also for the downlink. By virtue of the
law of large numbers, the effective scalar channel gain seen
by each user is close to a deterministic constant. This is called
channel hardening. Thanks to the channel hardening, the users
can reliably decode the downlink data using only statistical
CSI. This is the reason for why most previous studies on
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massive MIMO assumed that the users do not acquire CSI
and that there are no pilots in the downlink [1], [7], [8]. In co-
located massive MIMO, transmission of downlink pilots and
the associated channel estimation by the users yields rather
modest performance improvements, owing to the high degree
of channel hardening [9], [10], [11]. In contrast, in cell-free
massive MIMO, the large number of APs is distributed over
a wide area, and many APs are very far from a given user;
hence, each user is effectively served by a smaller number of
APs. As a result, the channel hardening is less pronounced
than in co-located massive MIMO, and potentially the gain
from using downlink pilots is larger.
Contributions: We propose a downlink training scheme
for cell-free massive MIMO, and provide an (approximate)
achievable downlink rate for conjugate beamforming process-
ing, valid for finite numbers of APs and users, which takes
channel estimation errors and power control into account. This
rate expression facilitates a performance comparison between
cell-free massive MIMO with downlink pilots, and cell-free
massive MIMO without downlink pilots, where only statistical
CSI is exploited by the users. The study is restricted to the
case of mutually orthogonal pilots, leaving the general case
with pilot reuse for future work.
Notation: Column vectors are denoted by boldface letters.
The superscripts ()∗, ()T , and ()H stand for the conju-
gate, transpose, and conjugate-transpose, respectively. The
Euclidean norm and the expectation operators are denoted by
‖ · ‖ and E{·}, respectively. Finally, we use z ∼ CN (0, σ2)
to denote a circularly symmetric complex Gaussian random
variable (RV) z with zero mean and variance σ2, and use
z ∼ N (0, σ2) to denote a real-valued Gaussian RV.
II. SYSTEM MODEL AND NOTATION
Let us consider M single-antenna APs1, randomly spread
out in a large area without boundaries, which simultaneously
serve K single-antenna users, M > K , by operating in TDD
mode. All APs cooperate via a backhaul network exchanging
information with a central processing unit (CPU). Only pay-
load data and power control coefficients are exchanged. Each
AP locally acquires CSI and precodes data signals without
1We are considering the conjugate beamforming scheme which is imple-
mented in a distributed manner, and hence, an N -antenna APs can be treated
as N single-antenna APs.
sharing CSI with the other APs. The time-frequency resources
are divided into coherence intervals of length τ symbols
(which are equal to the coherence time times the coherence
bandwidth). The channel is assumed to be static within a
coherence interval, and it varies independently between every
coherence interval.
Let gmk denote the channel coefficient between the kth user
and the mth AP, defined as
gmk =
√
βmkhmk, (1)
where hmk is the small-scale fading, and βmk represents
the large-scale fading. Since the APs are not co-located, the
large-scale fading coefficients {βmk} depend on both m and
k. We assume that hmk, m = 1, ...,M , k = 1, ...,K , are
i.i.d. CN (0, 1) RVs, i.e. Rayleigh fading. Furthermore, βmk
is constant with respect to frequency and is known, a-priori,
whenever required. Lastly, we consider moderate and low user
mobility, thus viewing {βmk} coefficients as constants.
The TDD coherence interval is divided into four phases:
uplink training, uplink payload data transmission, downlink
training, and downlink payload data transmission. In the uplink
training phase, users send pilot sequences to the APs and each
AP estimates the channels to all users. The channel estimates
are used by the APs to perform the uplink signal detection,
and to beamform pilots and data during the downlink training
and the downlink data transmission phase, respectively. Here,
we focus on the the downlink performance. The analysis on
the uplink payload data transmission phase is omitted, since
it does not affect on the downlink performance.
A. Uplink Training
Let τu,p be the uplink training duration per coherence
interval such that τu,p < τ . Let
√
τu,pϕk ∈ Cτu,p×1, be the
pilot sequence of length τu,p samples sent by the kth user,
k = 1, ...,K . We assume that users transmit pilot sequences
with full power, and all the uplink pilot sequences are mutually
orthonormal, i.e., ϕHk ϕk′ = 0 for k′ 6= k, and ‖ϕk‖2 = 1.
This requires that τu,p ≥ K , i.e., τu,p = K is the smallest
number of samples required to generate K orthogonal vectors.
The mth AP receives a τu,p × 1 vector of K uplink pilots
linearly combined as
yup,m =
√
τu,pρu,p
K∑
k=1
gmkϕk + wup,m, (2)
where ρu,p is the normalized transmit signal-to-noise ratio
(SNR) related to the pilot symbol and wup,m is the additive
noise vector, whose elements are i.i.d. CN (0, 1) RVs.
The mth AP processes the received pilot signal as follows
yˇup,mk = ϕ
H
k yup,m =
√
τu,pρu,p gmk +ϕ
H
k wup,m, (3)
and estimates the channel gmk, k = 1, ...,K by performing
MMSE estimation of gmk given yˇup,mk, which is given by
gˆmk =
E{yˇ∗up,mkgmk}
E{|yˇup,mk|2} yˇup,mk = cmkyˇup,mk, (4)
where
cmk ,
√
τu,pρu,pβmk
τu,pρu,pβmk + 1
. (5)
The corresponding channel estimation error is denoted by
g˜mk , gmk − gˆmk which is independent of gˆmk.
B. Downlink Payload Data Transmission
During the downlink data transmission phase, the APs
exploit the estimated CSI to precode the signals to be trans-
mitted to the K users. Assuming conjugate beamforming, the
transmitted signal from the mth AP is given by
xm =
√
ρd
K∑
k=1
√
ηmk gˆ
∗
mkqk, (6)
where qk is the data symbol intended for the kth user, which
satisfies E{|qk|2} = 1, and ρd is the normalized transmit SNR
related to the data symbol. Lastly, ηmk, m = 1, ...,M , k =
1, ...,K , are power control coefficients chosen to satisfy the
following average power constraint at each AP:
E{|xm|2} ≤ ρd. (7)
Substituting (6) into (7), the power constraint above can be
rewritten as
K∑
k=1
ηmkγmk ≤ 1, for all m, (8)
where
γmk , E{|gˆmk|2} = √τu,pρu,pβmkcmk (9)
represents the variance of the channel estimate. The kth user
receives a linear combination of the data signals transmitted
by all the APs. It is given by
rd,k =
M∑
m=1
gmkxm + wd,k =
√
ρd
K∑
k′=1
akk′qk′ + wd,k, (10)
where
akk′ ,
M∑
m=1
√
ηmk′gmkgˆ
∗
mk′ , k
′ = 1, ...,K, (11)
and wd,k is additive CN (0, 1) noise at the kth user. In order
to reliably detect the data symbol qk, the kth user must have
a sufficient knowledge of the effective channel gain, akk .
C. Downlink Training
While the model given so far is identical to that in [2], we
now depart from that by the introduction of downlink pilots.
Specifically, we adopt the Beamforming Training scheme
proposed in [9], where pilots are beamformed to the users. This
scheme is scalable in that it does not require any information
exchange among APs, and its channel estimation overhead is
independent of M .
Let τd,p be the length (in symbols) of the downlink training
duration per coherence interval such that τd,p < τ − τu,p.
The mth AP precodes the pilot sequences ψk′ ∈ Cτd,p×1,
k′ = 1, ...,K , by using the channel estimates {gˆmk′}, and
Rk = E


log2

1 + ρd
∣∣E{akk ∣∣ aˆkk}∣∣2
ρd
K∑
k′=1
E
{|akk′ |2 ∣∣ aˆkk}− ρd ∣∣E{akk ∣∣ aˆkk}∣∣2 + 1




. (19)
beamforms it to all the users. The τd,p × 1 pilot vector xm,p
transmitted from the mth AP is given by
xm,p =
√
τd,pρd,p
K∑
k′=1
√
ηmk′ gˆ
∗
mk′ψk′ , (12)
where ρd,p is the normalized transmit SNR per downlink pilot
symbol, and {ψk} are mutually orthonormal, i.e. ψHk ψk′ = 0,
for k′ 6= k, and ‖ψk‖2 = 1. This requires that τd,p ≥ K .
The kth user receives a corresponding τd,p × 1 pilot vector:
ydp,k =
√
τd,pρd,p
K∑
k′=1
akk′ψk′ + wdp,k, (13)
where wdp,k is a vector of additive noise at the kth user, whose
elements are i.i.d. CN (0, 1) RVs.
In order to estimate the effective channel gain akk , k =
1, ...,K , the kth user first processes the received pilot as
yˇdp,k = ψ
H
k ydp,k =
√
τd,pρd,p akk +ψ
H
k wdp,k
=
√
τd,pρd,p akk + np,k, (14)
where np,k , ψHk wdp,k ∼ CN (0, 1), and then performs linear
MMSE estimation of akk given yˇdp,k, which is, according to
[12], equal to
aˆkk = E{akk}+
+
√
τd,pρd,p Var{akk}
τd,pρd,pVar{akk}+ 1(yˇdp,k −
√
τd,pρd,p E{akk}).
(15)
Proposition 1: With conjugate beamforming, the linear MMSE
estimate of the effective channel gain formed by the kth user,
see (15), is
aˆkk =
√
τd,pρd,p ςkk yˇdp,k +
M∑
m=1
√
ηmk γmk
τd,pρd,p ςkk + 1
, (16)
where ςkk ,
∑M
m=1 ηmkβmkγmk.
Proof: See Appendix A.
III. ACHIEVABLE DOWNLINK RATE
In this section we derive an achievable downlink rate for
conjugate beamforming precoding, using downlink pilots via
Beamforming Training. An achievable downlink rate for the
kth user is obtained by evaluating the mutual information
between the observed signal rd,k given by (10), the known
channel estimate aˆkk given by (16) and the unknown trans-
mitted signal qk: I(qk; rd,k, aˆkk), for a permissible choice of
input signal distribution.
Letting a˜kk be the channel estimation error, the effective
channel gain akk can be decomposed as
akk = aˆkk + a˜kk. (17)
Note that, since we use the linear MMSE estimation, the
estimate aˆkk and the estimation error a˜kk are uncorrelated, but
not independent. The received signal at the kth user described
in (10) can be rewritten as
rd,k =
√
ρd akkqk + w˜d,k, (18)
where w˜d,k ,
√
ρd
∑K
k′ 6=k akk′qk′ + wd,k is the effective
noise, which satisfies E
{
w˜d,k
∣∣ aˆkk} = E{q∗kw˜d,k ∣∣ aˆkk} =
E
{
a∗kkq
∗
kw˜d,k
∣∣ aˆkk} = 0. Therefore, following a similar
methodology as in [13], we obtain an achievable downlink
rate of the transmission from the APs to the kth user, which
is given by (19) at the top of the page. The expression given
in (19) can be simplified by making the approximation that
akk′ , k
′ = 1, ...,K , are Gaussian RVs. Indeed, according to
the Crame´r central limit theorem2, we have
akk′ =
M∑
m=1
√
ηmk′ gmkgˆ
∗
mk′
d−→ CN (0, ςkk′) , as M →∞,
(20)
akk =
M∑
m=1
√
ηmk|gˆmk|2 +
M∑
m=1
√
ηmkg˜mkgˆ
∗
mk
≈
M∑
m=1
√
ηmk|gˆmk|2 d−→ N
(
M∑
m=1
√
ηmkγmk,
M∑
m=1
ηmkγ
2
mk
)
,
as M →∞, (21)
where ςkk′ ,
∑M
m=1 ηmk′βmkγmk′ , and
d−→ denotes conver-
gence in distribution. The Gaussian approximations (20) and
(21) can be verified by numerical results, as shown in Figure 1.
The pdfs show a close match between the empirical and the
Gaussian distribution even for small M . Furthermore, with
high probability the imaginary part of akk is much smaller
than the real part so it can be reasonably neglected.
Under the assumption that akk is Gaussian distributed, aˆkk
in (16) becomes the MMSE estimate of akk . As a conse-
quence, aˆkk and a˜kk are independent. In addition, by following
a similar methodology as in (20) and (21), we can show that
any linear combination of akk and akk′ are asymptotically
(for large M ) Gaussian distributed, and hence akk and akk′
2Crame´r central limit theorem: Let X1,X2, ...,Xn are independent circu-
larly symmetric complex RVs. Assume that Xi has zero mean and variance
σ2
i
. If s2n =
∑
n
i=1
σ2
i
→ ∞ and σi/sn → 0, as n → ∞, then∑
n
i=1
Xi
sn
d
−→ CN (0, 1), as n→∞.
Rk =


log2

1 + ρd
(
M∑
m=1
√
ηmkγmk
)2
ρd
K∑
k′=1
M∑
m=1
η
mk′βmkγmk′+1

 for statistical CSI,
(23) for Beamforming Training,
E

log2

1 + ρd|akk|2
ρd
K∑
k′ 6=k
|a
kk′ |2+1



 for perfect CSI.
(24)
Fig. 1. The approximate (Gaussian) and the true (empirical) pdfs of akk and
akk′ for a given βmk realization (the large-scale fading model is discussed
in detail in Section IV). Here, M = 20 and K = 5.
are asymptotically jointly Gaussian distributed. Furthermore,
akk and akk′ are uncorrelated so they are independent. Hence,
the achievable downlink rate (19) is reduced to3
Rk≈E


log2

1+ ρd|aˆkk|
2
ρdE{|a˜kk|2}+ ρd
K∑
k′ 6=k
E{|akk′ |2}+ 1




.
(22)
Proposition 2: With conjugate beamforming, an achievable
rate of the transmission from the APs to the kth user is
Rk ≈ E


log2

1 + ρd|aˆkk|
2
ρd
ςkk
τd,pρd,pςkk+1
+ ρd
K∑
k′ 6=k
ςkk′ + 1




.
(23)
Proof: See Appendix B.
3 A formula similar to (22) but for co-located massive MIMO systems, was
given in [9], [10] with equality between the left and right hand sides. Those
expressions were not rigorously correct capacity lower bounds (although very
good approximations), as akk is non-Gaussian in general.
IV. NUMERICAL RESULTS
We compare the performance of cell-free massive MIMO
for three different assumptions on CSI: (i) Statistical CSI,
without downlink pilots and users exploiting only statistical
knowledge of the channel gain [2]; (ii) Beamforming Training,
transmitting downlink pilots and users estimating the gain
from those pilots; (iii) Perfect CSI, where the users know the
effective channel gain. The latter represents an upper bound
(genie) on performance, and is not realizable in practice. The
gross spectral efficiencies for these cases are given by (24) at
the top of the page.
Taking into account the performance loss due to the down-
link and uplink pilots, the per-user net throughput (bit/s) is
Sk = B 1− τoh/τ
2
Rk, (25)
where B is the bandwidth, τ is the length of the coherence
interval in samples, and τoh is the pilots overhead, i.e., the
number of samples per coherence interval spent for the training
phases.
We further examine the performance improvement by using
the max-min fairness power control algorithm in [2], which
provides equal and hence uniformly good service to all users
for the Statistical CSI case. When using this algorithm for
the Beamforming Training case (and for the Perfect CSI
bound), we use the power control coefficients computed for the
Statistical CSI case. This is, strictly speaking, not optimal but
was done for computational reasons, as the rate expressions
with user CSI are not in closed form.
A. Simulation Scenario
Consider M APs and K users uniformly randomly dis-
tributed within a square of size 1 km2. The large-scale fading
coefficient βmk is modeled as
βmk = PLmk · 10
σ
sh
z
mk
10 (26)
where PLmk represents the path loss, and 10
σ
sh
z
mk
10 is the
shadowing with standard deviation σsh and zmk ∼ N (0, 1).
We consider the three-slope model for the path loss as in
[2] and uncorrelated shadowing. We adopt the following
parameters: the carrier frequency is 1.9 GHz, the bandwidth
is 20 MHz, the shadowing standard deviation is 8 dB, and the
noise figure (uplink and downlink) is 9 dB. In all examples
(except for Figures 4 and 5) the radiated power (data and
pilot) is 200 mW for APs and 100 mW for users. The
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Fig. 2. The cumulative distribution of the per-user downlink net throughput
with and without max-min power control (PC), for the case of statistical,
imperfect and perfect CSI knowledge at the user, M = 50 and K = 10.
corresponding normalized transmit SNRs can be computed by
dividing radiated powers by the noise power, which is given
by
noise power = bandwidth× kB × T0 × noise figure (W),
where kB is the Boltzmann constant, and T0 = 290 (Kelvin) is
the noise temperature. The AP and user antenna height is 15 m,
1.65 m, respectively. The antenna gains are 0 dBi. Lastly, we
take τd,p = τu,p = K , and τ = 200 samples which corresponds
to a coherence bandwidth of 200 kHz and a coherence time
of 1 ms. To avoid cell-edge effects, and to imitate a network
with an infinite area, we performed a wrap-around technique,
in which the simulation area is wrapped around such that the
nominal area has eight neighbors.
B. Performance Evaluation
We focus first on the performance gain, over the con-
ventional scheme, provided by jointly using Beamforming
Training scheme and max-min fairness power control in the
downlink. We consider two scenarios, with different network
densities. Figure 2 shows the cumulative distribution function
(cdf) of the per-user net throughput for the three cases, with
M = 50, K = 10. In such a low density scenario, the
channel hardening is less pronounced and performing the
Beamforming Training scheme yields high performance gain
over the statistical CSI case. Moreover, the Beamforming
Training curve approaches the upper bound. Combining max-
min power control with Beamforming Training scheme, gains
can be further improved. For instance, Beamforming Training
provides a performance improvement of 18% over the statis-
tical CSI case in terms of 95%-likely per-user net throughput,
and 29% in terms of median per-user net throughput.
By contrast, for higher network densities the gap between
statistical and Beamforming Training tends to be reduced
due to two factors: (i) as M increases, the statistical CSI
0 10 20 30 40 50 60 70 80
Per-User Downlink Net Throughput (Mbits/s)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
C
u
m
u
la
ti
ve
D
is
tr
ib
u
ti
on
Statistical CSI w/o PC
Beamforming Training w/o PC
Perfect CSI w/o PC
Statistical CSI w/ PC
Beamforming Training w/ PC
Perfect CSI w/ PC
Fig. 3. The cumulative distribution of the per-user downlink net throughput
with and without max-min power control (PC), for the case of statistical,
imperfect and perfect CSI knowledge at the user, M = 100 and K = 20.
knowledge at the user side is good enough for reliable
downlink detection due to the channel hardening; (ii) as K
increases, the pilot overhead becomes significant. In Figure
3 the scenario with M = 100, K = 20 is illustrated. Here,
the 95%-likely and the median per-user net throughput of the
Beamforming Training improves of 4% and 13%, respectively,
the performance of the statistical CSI case.
Max-min fairness power control maximizes the rate of the
worst user. This philosophy leads to two noticeable conse-
quences: (i) the curves describing with power control are
more concentrated around their medians; (ii) as K increases,
performing power control has less impact on the system
performance, since the probability to have users experiencing
poor channel conditions increases.
Finally, we compare the performance provided by the two
schemes by setting different values for the radiated powers.
In Figure 4, the radiated power is set to 50 mW and 20 mW
for the downlink and the uplink, respectively, with M = 50
and K = 10. In low SNR regime, with max-min fairness
power control, Beamforming Training scheme outperforms the
statistical CSI case of about 26% in terms of 95%-likely per-
user net throughput, and about 34% in terms of median per-
user net throughput. Similar performance gaps are obtained
by increasing the radiated power to 400 mW for the downlink
and 200 mW for the uplink, as shown in Figure 5.
V. CONCLUSION
Co-located massive MIMO systems do not need downlink
training since by virtue of channel hardening, the effective
channel gain seen by each user fluctuates only slightly around
its mean. In contrast, in cell-free massive MIMO, only a
small number of APs may substantially contribute, in terms
of transmitted power, to serving a given user, resulting in less
channel hardening. We showed that by transmitting downlink
pilots, and performing Beamforming Training together with
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Fig. 4. The same as Figure 2, but the radiated power for data and pilot is 50
mW for APs and 20 mW for users.
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Fig. 5. The same as Figure 2, but the radiated power for data and pilot is
400 mW for APs and 200 mW for users.
max-min fairness power control, performance of cell-free
massive MIMO can be substantially improved.
We restricted our study to the case of mutually orthogonal
pilots. The general case with non-orthogonal pilots may be
included in future work. Further work may also include pilot
assignment algorithms, optimal power control, and the analysis
of zero-forcing precoding technique.
APPENDIX
A. Proof of Proposition 1
• Compute E{akk′}:
From (11), and by using gmk , gˆmk + g˜mk, we have
akk′ =
M∑
m=1
√
ηmk′ gˆmkgˆ
∗
mk′ +
M∑
m=1
√
ηmk′ g˜mkgˆ
∗
mk′ .
(27)
Owing to the properties of MMSE estimation, g˜mk and
gˆmk are independent, k = 1, . . . ,K . Therefore,
E{akk′} = E
{
M∑
m=1
√
ηmk′ gˆmkgˆ
∗
mk′
}
=


0 if k′ 6= k
M∑
m=1
√
ηmk γmk if k′ = k.
(28)
• Compute Var{akk}:
Var{akk} = E{|akk|2} − |E{akk}|2. (29)
According to (27), we get
E{|akk|2} = E


∣∣∣∣∣
M∑
m=1
√
ηmk|gˆmk|2
∣∣∣∣∣
2


+ E


∣∣∣∣∣
M∑
m=1
√
ηmkg˜mkgˆ
∗
mk
∣∣∣∣∣
2


(a)
= E
{
M∑
m=1
M∑
m′=1
√
ηmk|gˆmk|2√ηm′k|gˆm′k|2
}
+
M∑
m=1
ηmk(βmk − γmk)γmk
=
M∑
m=1
M∑
m′=1
√
ηmkηm′k E
{|gˆmk|2|gˆm′k|2}+
+
M∑
m=1
ηmk(βmk − γmk)γmk
=
M∑
m=1
ηmk(βmk − γmk)γmk +
M∑
m=1
ηmk E
{|gˆmk|4}
+
M∑
m=1
M∑
m′ 6=m
√
ηmkηm′k E
{|gˆmk|2|gˆm′k|2}
(b)
=
M∑
m=1
ηmk(βmk − γmk)γmk + 2
M∑
m=1
ηmkγ
2
mk
+
M∑
m=1
M∑
m′ 6=m
√
ηmkηm′k γmkγm′k, (30)
where (a) follows from the fact that E{|g˜mk|2} = βmk−
γmk, and (b) from E
{
|gˆmk|4
}
= 2γ2mk.
From (28), we have
|E{akk}|2 =
∣∣∣∣∣
M∑
m=1
√
ηmkγmk
∣∣∣∣∣
2
=
M∑
m=1
M∑
m′=1
√
ηmkηm′k γmkγm′k
=
M∑
m=1
ηmkγ
2
mk +
M∑
m=1
M∑
m′ 6=m
√
ηmkηm′k γmkγm′k.
(31)
Substituting (30) and (31) into (29), we obtain
Var{akk} =
M∑
m=1
ηmkβmkγmk = ςkk. (32)
Substituting (28) and (32) into (15), we get (16).
B. Proof of Proposition 2
• Compute E{|akk′ |2} for k′ 6= k:
From (27) and (28), we have
E{|akk′ |2} = Var{akk′}
= E


∣∣∣∣∣
M∑
m=1
√
ηmk′ gˆmkgˆ
∗
mk′
∣∣∣∣∣
2


+ E


∣∣∣∣∣
M∑
m=1
√
ηmk′ g˜mkgˆ
∗
mk′
∣∣∣∣∣
2


=
M∑
m=1
ηmk′E
{
|gˆmkgˆ∗mk′ |2
}
+
M∑
m=1
ηmk′E
{
|g˜mkgˆ∗mk′ |2
}
(a)
=
M∑
m=1
ηmk′γmkγmk′ +
M∑
m=1
ηmk′ (βmk − γmk)γmk′
=
M∑
m=1
ηmk′βmkγmk′ = ςkk′ , (33)
where (a) is obtained by using (9) and the fact that g˜mk
has zero mean and is independent of gˆmk. Moreover, we
have that E{|g˜mk|2} = βmk − γmk.
• Compute E{|a˜kk|2}:
From (16) and (17), we have
E{|a˜kk|2} = E{|akk − aˆkk|2}
= E


∣∣∣∣∣akk −
√
τd,pρd,pςkk yˇdp,k
τd,pρd,pςkk + 1
−
∑M
m=1
√
ηmkγmk
τd,pρd,pςkk + 1
∣∣∣∣∣
2


(a)
= E
{∣∣∣∣∣akk
(
1− τd,pρd,pςkk
τd,pρd,pςkk + 1
)
−
∑M
m=1
√
ηmkγmk
τd,pρd,pςkk + 1
−
√
τd,pρd,pςkknp,k
τd,pρd,pςkk + 1
∣∣∣∣
2
}
= E


∣∣∣∣∣akk −
∑M
m=1
√
ηmkγmk −√τd,pρd,pςkknp,k
τd,pρd,pςkk + 1
∣∣∣∣∣
2


(b)
=
E
{∣∣akk − E{akk} − √τd,pρd,p ςkknp,k∣∣2}
(τd,pρd,pςkk + 1)
2
(c)
=
Var{akk}+ τd,pρd,pς2kk
(τd,pρd,pςkk + 1)
2
=
ςkk + τd,pρd,pς
2
kk
(τd,pρd,pςkk + 1)
2
=
ςkk
τd,pρd,pςkk + 1
, (34)
where (a) is obtained by using (14), and (b) by using
(28). Instead, (c) follows from the fact that akk−E {akk},
np,k are independent and zero-mean RVs. Moreover, np,k
has unitary variance.
Substituting (33) and (34) in (22), we arrive at the result
in Proposition 2.
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