We consider only primitive binary cyclic codes of length n = 2 m ? 1. A BCH-code with designed distance is denoted B(n; ). A BCH-code is always a narrow-sense BCH-code. A codeword is identi ed with its locator polynomial, whose coe cients are the symmetric functions of the locators. The de nition of the code by its zeros-set involves some properties for the power sums of the locators. Moreover the symmetric functions and the power sums of the locators are related with the Newton's identities.
Introduction
In this paper, we deal with primitive binary cyclic codes. We are going to introduce a method for nding the true minimum distance of these codes.
We will rst recall usual de nitions in section 2, as they are introduced in 10]. Our aim is to have a algebraic approach of the codewords in a cyclic code, which are studied through their locator polynomial. We describe the Newton's identities which allow us to study the properties of the locator polynomial of a codeword.
In section 3, we will show how to use the Newton's identities. In fact we explore the identities in an progressive manner, using a symbolic computation software. We have two strategic options : trying to establish a contradiction to the existence of solutions to the identities ; or trying to nd an e ective solution for the identities. This method enables us to complete the table of the minimum distance of the BCH codes in length 255, and to progress in the table of BCH codes in length 511. However the proofs are long and are given in the appendices A, B and C.
In section 4 we give a description of the set of the minimum weight codewords of the BCH codes of length 2 m ? 1 and designed distance 2 m?2 ? 1 (Theorem 6). We prove that the locator polynomials of such codewords are, in fact, linearized polynomials. We obtain this result by studying the Newton's Identities associated to the minimum weight codewords of the BCH-codes of designed distance 2 h ? 1, h 2 2; m ? 1] . Some properties yield a complete characterization when h = m ? 2. When h 6 = m ? 2, our proof involves an algorithm constructing cyclic codes whose minimumweight codewords have linearized locator polynomials.
Presentation and notations
In this whole chapter we recall the usual conventions and notations used in 10].
The BCH codes and their minimum distance
We denote by GF(q) the Galois Field of order q, where q = 2 m and by a primitive n-root of unity in GF(q). Any cyclic code C of length n can be de ned by its generator polynomial whose roots are called the zeros of the code C. Thus we say that the de ning set of C is the set :
I(C) = fi 2 0::n ? 1] j i is a zero of Cg (1) We denote by cl(s) the cyclotomic class of s modulo n :
cl(s) = fs; 2s; 2 2 s : : : ; 2 m?1 s modulo 2 m ? 1g (2) If i is a zero of C then 2i is also a zero of C, so we can see that I(C) is a reunion of cyclotomic classes cl(s).
Thus we can de ne the primitive narrow-sense BCH of length n of designed distance , denoted by B(n; ), as the cyclic code of length n whose de ning set is the union of the cyclotomic classes cl(1); cl(2) : : : cl( ? 1) . This terminology of \designed distance" is used because of the well known BCH-bound theorem :
Theorem 1 If the de ning set of the cyclic code C contains a set of ?1 consecutive integers (0 is treated consecutive to n-1), then the minimum distance of C is at least .
So the code B(n; ) has minimum distance at least . But one will not be content with such a result. In general the designed distance is equal to the minimum distance, but we have no way to know systematically the true minimum distance.
Of course there exists many other bounds for cyclic codes (J.H. van Lint deeply treats the subject in 12]), but still these are bounds and it is a di cult problem to nd the true minimum distance of a given BCH code, as soon as the length increases.
The problem encountered in nding the true minimum distance is to work with the real structure of the nite eld GF(q), which deeply in uences the properties of cyclic codes, while bounds obtained with the properties of the de ning set of cyclic codes do not re ect the underlying algebraic structure of GF(q).
Mattson-Solomon polynomial and locator polynomial
De nition 1 The Mattson-Solomon polynomial of the word x = (x 0 ; x 1 : : : x n?1 ) is the polynomial of GF(q) : A
where
Remark :
A 2i mod n = A 2 i A i+n = A i So there is only one signi cant A i for every cyclotomic class.
De nition 2 The locator polynomial (Z) of a word x is the following polynomial :
(1 ? X i Z) (5) where the X i are the elements of GF(q) which are not zeros of the Mattson-Solomon polynomial of x. They are called the locators of x.
De nition 3 The elementary symmetric functions of the locators X 1 ; X 2 : : : X w are the i : 0 < i w i = (?1) i P 1 k 1 <k 2 <k i w X k 1 X k 2 X k i i = 0 0 = 1 And we have :
In other words, the zeros of the locator polynomial are the locations of the non zero coordinates of x, since A( i ) = a i , thanks to the inversion formula ( 10] p.240).
In case of binary codes, the notion of localisators becomes very interesting , since the binary words can be identi ed by their locators, and so by their locator polynomial.
We have the following property :
Proposition 1 Let x a word of length n of weight w, with locators X 1 ; X 2 : : :X w . Then x is in the cyclic code of de ning set f i 1 ; i 2 ; : : : i l g if and only if the following power sum symmetric functions of its locators are zeros :
Recall that the k th power sum symmetric function of X 1 : : : X w is :
and is the k th coe cient of the Mattson-Solomon polynomial of x.
The followings relations known as the NEWTON's identities allow us to study the elementary symmetric functions, knowing the power sum symmetric functions.
Proposition 2 Let X 1 ; X 2 : : : X w be indeterminates over a eld K, i the elementary symmetric functions of the X i , A i the power sum symmetric functions of the X i . Then we have the following relations : i w; I r : A r + P i=r?1 i=1 A r?i i + r r = 0 i > w; I r :
A r + P i=w i=1 A r?i i = 0
The locator polynomial and BCH codes
From the NEWTON's identities, we have the following result ( 10] Ch. 9 Lemma 4 p.260) :
be a polynomial over GF(2 m ). Then (Z) is the locator polynomial of a codeword x of B(n; ) if and only if :
So we can try to nd the true minimum distance of a B(n; ) code by nding locator polynomials which satisfy conditions (i) and (ii) of lemma 1. w 2 (i) is the weight of the binary representation of i.
The codes
It is well known that the locators of any minimum weight codewords of the punctured Reed-Muller code of length 2 m ? 1 and order k, plus zero, forms a k-dimensionnal GF(2)-subspace. So their locator polynomials have the following form :
In section 4, we will use such a characterization of the minimum weight codewords of codes R(k; m). 3 The minimum distance of some BCH codes Let C be any cyclic code of length n. GF(2 m ) is the smallest eld containing the n th roots of unity.
We consider the Newton's identities (9) written : for a weight w : that is for w locators X 1 ; X 2 ; : : : ; X w . for a cyclic code C : for all i in the de ning set of C, A i is substituted by 0. We call this set of equations, the Newton's identities for the code C and for the weight w.
We call solution of this system, a set of A i 's and i 's that verify these identities, and such that the polynomial (z) = P w i=0 i z i is square-free and splits in GF(2 m ). Thus, the existence of solutions to the Newton's identities for a code C and a weight w is equivalent to the existence of codewords of weight w in C.
We therefore have two ways for exploring the identities : either we prove the absence of solution, so there is no codeword of this weight in the code, either we nd a solution, and this solution gives us a codeword of the given weight. We use a symbolic computation software to make this exploration, this enables us to manipulate the very large equations in their most general form (some of the biggest equations have hundreds of terms). The method we use in both cases can roughly be described as follows :
1. We write the Newton's identities for a given code and a given weight. 2. We introduce in the equations all the simpli cations due to the kind of exploration we are about to do. 3. We examine the equations one after another, trying either to nd the expression of an indeterminate depending on the others, either to nd a (simple) necessary condition on a small number of indeterminates. Up to now we are not able to make this exploration in a fully automatic manner, it is necessary to have a user interface to make the proper choice at the critical stages of the research. There are many possible decisions at step 3., including the decision to discard a too large equation, and it is di cult to make this choice e ciently within a program.
However we are able to determine empirically a program able to make most of the choices automatically.
We will use the following properties of the A i 's : A 2 i = A 2i and A i+n = A i , so there is exactly one signi cant A i for each cyclotomic class. A 2 m 0 i = A i where m 0 is the cardinal of the cyclotomic class of i (this is a consequence of the previous property).
If a codeword is shifted each A i is multiplied by i where is the n th root of unity choosen for the de nition of the code. So, since A w 6 = 0, if n and w are relatively prime one can suppose that A w = 1. For codes of length 511 we also made an other kind of research from the Newton's identities : nding particular solutions by restricting the eld of research. We introduced the following simpli cations in the equations : all the A i 's and i 's are equal to 0 or 1. From the following lemma, this is exactly looking for the idempotents of given weight.
De nition 6 The support of a word x 2 GF(q) n is the set of its positions di erent from zero. We denote it supp(x).
Lemma 2 Let C be a binary cyclic code of length n, and let GF(2 m ) be the smallest eld containing a n th root of unity. Let x be a word of C, the following assertions are equivalent : (i) x is an idempotent (ii) the support of x is the union of cyclotomic classes (in GF(2 m )) (iii) the coe cients of the locator polynomial of x (the i 's) are in GF(2) (iv) the power sum symmetric functions of x (the A i 's) are in GF (2) Proof (i))(ii) we have x = x 2 . For any i :
(ii))(iii) The roots of the locator polynomial (z) are the inverses of the locators, so the set of the roots is the union of cyclotomic classes and therefore (z) 2 GF (2) This lemma is useful for two things : rst it gives a way to nd the idempotents from the Newton's identities, and it also gives us a way to describe very simply an idempotent by giving its support as union of cyclotomic classes.
We are able to nd idempotents of given weight in some codes, for this research we give values in GF (2) to some of the non-zero A i 's (8 of them for instance), and then the set of equations usualy becomes easy to solve. It is possible to implement this exploration in a fully automatic manner. Proof We look for codewords with power sum symmetric functions in GF (2) . From Lemma 2, these words are idempotents, and they are fully described by the cyclotomic classes partitionning their supports. (43) cl (51) cl (55) cl (61) cl (63) cl(219) = 79; !(x) = 79; supp(x) = cl(0) cl (3) cl (13) cl (39) cl (41) cl (61) cl (73) cl (77) cl (107) cl (117) cl(219) = 83; !(x) = 84; supp(x) = cl (11) cl (15) cl (23) cl (43) cl (53) cl (79) cl (123) cl (183) cl (191) cl(219) = 91; !(x) = 91; supp(x) = cl(0) cl (7) cl (13) cl (25) cl (37) cl (41) cl (59) cl (61) cl (117) cl (175) cl(239) = 103; !(x) = 103; supp(x) = cl(0) cl (7) cl (13) cl (19) cl (27) cl (31) cl (87) cl (91) cl (95) cl (191) cl (219) cl (223) cl (255) Since the true minimum distance d is odd, showing a word of weight + 1 is su cient to prove that d = . 2 remarks:
the weight of an idempotent cannot be any integer, this integer has to be a sum of cardinal of cyclotomic classes. For instance in GF(512) we have one class with one element, 2 classes with 3, and 57 this 9. So an idempotent has a weight multiple of 9 plus 0, 1, 3, 4, 6 or 7 (each class can be used once). For instance 29 cannot be the weight of an idempotent. We didn't found an idempotent for every possible weight, however this is not surprising, the surprise is that we did found some. Since the set of idempotent and the set of minimum weigth words are (very) small, their intersection should have been empty most of the time. Some other minimum distance are known for length 511. Table 1 gives a list of them as well as the way they were found. We try to give as reference the rst author known to us which explicitly gives the code and its true minimum distance. 
The LetT = cl(9) I(B(3)) . Since ! 2 (9) = 2, thenT S 3 .Now we examine a code C whose de ning-set T is such thatT T S 3 , where the right inclusion is strict. Thus C contains R(m ? 3; m) and is contained in I(B(3) ). Moreover each codeword of C is such that its power sum symmetric function A 9 equals zero. If m 2 f6; 7g, it is easy to see thatT equals S 3 . When m > 7, 17 is in S 3 and not inT. In conclusion:
1. Assume that m > 7. Then a cyclic code C with de ning-set T satisfying:
cl (1) cl (3) cl (5) cl (9) 
Suppose that H r 0 is true for r 0 < r and consider the term A 2i 0 +3r?k k . If k is odd, then k = 0. If k is even , let r ? k = 2k 0 ; we have: A 2(i 0 +r)+r?k k = A 2 i 0 +r+k 0 k ; k 2 1; i 0 :
Then k 0 > 0 ) k < r ) k = 0, from H k (k cannot be in J h , since r 2 h?1 ). k 0 < 0 and r + k 0 6 = 0 ) r + k 0 < r ) A i 0 +r+k 0 = 0 (if r + k 0 > 0 apply H r+k 0 else i 0 + r + k 0 is an element of the de ning-set of B(h)). r + k 0 = 0 is obtained when it is possible to have k = 3r; since r < i 0 , this condition implies r i 0 ?1 3 . In conclusion, the identity I 2i 0 +3r is reduced to (4) (ii) Let r 2 2; 2 h?1 , r even such that i 0 + r 6 2 I(B(h)). Then : 2i 0 + 3r 2 I(B(h)) and i 0 + 3r 2 I(B(h)) : (iii) Let Proof The notations are those previously de ned; moreover assume that h = m ? 2.
We shall prove that, for this particular value of h, H r is true for all r 2 1; i 0 : If r is odd, we know that H r is true; we suppose that H r 0 is true for all r 0 2 2; r and we want to prove that H r is true. It is well-known that the automorphism group of the binary punctured Reed-Muller codes is the linear group, denoted GL(2; m) 10]. Hence a code C which has the property (RM h ) is such that its automorphism group is contained in GL(2; m). Moreover such a code cannot be generated by Mw(C), since R(m ? h; m) is strictly contained in it. Thus: Corollary 2 m > 5. The automorphism group of the BCH-code B(m ? 2) is contained in GL(2; m).
The code generated by the set of the minimum weight codewords of B(m ? 2) is strictly contained in B(m ? 2).
The property (RM 3 
by explaining the hypotheses on the mwc's of the codes B(h). The main idea is that the Newton's identities yield some conditions on the power sum symmetric functions of these codewords. In accordance with Theorem 5 and Lemma 4, we can state a su cient condition for a cyclic code to have the property (RM h ):
Corollary 3 Let us de ne T h = s2U h cl(s) ; U h = f s 2 i 0 + 1; 2i 0 j s 6 2 B(h); ! 2 (s) < h g :
Let a cyclic code C such that its de ning-set T satis es I(B(h)) T h T f s 2 S j ! 2 (s) < h g :
If R(m ? h; m) is strictly contained in C then C has the property (RM h ).
Proof Suppose that C 6 = R(m ? h; m). Then the second inclusion in (24) 2. There exists a cyclic code C, the de nition-set of which is strictly contained in I(B(h)) T h , which has the property (RM h ). We give later some examples which prove that the second conjecture is true for m = 7 and m = 8. We use the fact that the proof of Theorem 6, applied to the general case h 6 = m ? 2, provides an algorithm constructing a cyclic code which has the property (RM h ), for a given m. In the following, C is a cyclic code such that R(m ? h; m) C B(h); T denotes its de ning-set. The proof of the proposed algorithm is obvious: using the results of Lemmas 4, 5 and 6, we construct T such that H r is true for all r 2 1; i 0 ; if r is such that the Newton's identities, given by 17 or 18 or 20, do not imply A i 0 +r = 0, then we add i 0 + r in T.
Algorithm constructing T The other values are 0 = 1, by de nition, and i = 0 for odd i, given by the rst identities.
After substitution of the i 's by their values, the remaining equations are sorted in increasing size (number of monomials) order : 186, 190, 188, 194, 198, 192, 202, 123, 184, 189, 191, 196, 206, 254, 127, 195, 200, 210, 135, 193, 187, 199, 214, 125, 131, 204, 252, 197, 222, 203 We consider the Newton's identities I r for 0 < r n = 255, for the code B(255; 59), and for the weight = 59. We want to prove that there exists no codeword of such weight.
The non-null power sum symmetric functions of the code are : we successively check the equations in the order given above, up to a \solvable" one. After solving one equation, we restart from the beginning. We give here in the resolution order all the \solvable" equations, and the way we used them. We consider the Newton's identities for 0 < i n = 511 for the code B(511; 123), and for the weight = 123. We want to prove that there exists no codeword of such weight. And since 511 and 123 are relatively prime we can suppose A 123 = 1. We will show for this code a shorter proof. The complete proof would be too long to appear here.
We will rst solve the linear triangular system giving the i 's for even i as polynomials depending on the non-null A i 's. The i 's for odd i are null. We consider that the i 's have been substituted in the equations.
Furthermore we will suppose A 125 6 = 0 (when A 125 = 0, we found a contradiction).
We give here the equations we used for the resolution, and the way we used them. 
