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We introduce amodified alternating directionmethod for structuredmonotone variational
inequalities by performing an additional projection step at each iteration and another
optimal step length is employed to reach substantial progress in each iteration. Thismethod
only needs functional values for given variables in the solution process and avoids the task
of estimating the co-coercive modulus. All the computing process are easily implemented
and the global convergence is also presented under mild assumptions. Some preliminary
computational results are given.
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1. Introduction
Let A ∈ Rm×n and b ∈ Rm,X ⊂ Rn be a nonempty closed convex set and f be a continuous and monotone mapping from
Rm into itself. In this paper, we focus on the following constrained variational inequality problem
find x∗ ∈ S such that (x− x∗)T f (x∗) ≥ 0, ∀x ∈ S (1.1)
where
S = {x ∈ Rn | Ax = b, x ∈ X} (1.2)
or
S = {x ∈ Rn | Ax ≤ b, x ∈ X}. (1.3)
Throughout this paper, we assume that f does not have any explicit form and only its value can be evaluated for given
variables. Moreover, we assume that the projection onX is simple to carry out.
By introducing the Lagrange multiplier y ∈ Y = Rm and y ∈ Y = Rm+ to the linear constraints Ax = b and Ax ≤ b,
respectively, problem (1.1) can be translated to an enlarged variational inequality VI(Ω ,F ):
find u∗ ∈ Ω such that (u− u∗)T F(u∗) ≥ 0, ∀u ∈ Ω (1.4)
where
u =

x
y

, F(u) =

f (x)− ATy
Ax− b

and Ω = X× Y. (1.5)
A typical method for solving the structured VI(Ω ,F ) is the Alternating Direction Method proposed by Gabay [1] and Gabay
and Mercier [2].
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Given uk = (xk, yk) ∈ X× Y, find xk+1 ∈ X, such that
(x′ − xk+1)T {f (xk+1)− AT [yk − (Axk+1 − b)]} ≥ 0, ∀x′ ∈ X, (1.6)
then update yk via
yk+1 = yk − (Axk+1 − b). (1.7)
The alternating direction method is attractive for large-scale problems since it decomposes the original problem into
a series of small-scale problems. However, note that subproblem (1.6) is still a variational inequality problem, which is
usually difficult to solve as the original problem. To overcome this difficulty, He and Zhou [3] proposed amodified alternating
direction method for a special case of VI(S,f ), where the mapping is f (x) = Hx+ c,H is a symmetric positive semi-definite
matrix and c ∈ Rn is a given vector. This method only needs a projection onto the simple set S and calculate some matrix-
vector products instead of solving the structurally difficult variational inequality problem (1.6) at each iteration. This is
advantageous especially for large-scale problems. The method was extended for nonlinear variational inequality problems
with co-coercivemappings [4] andmonotone linear variational inequality problems by using an alternative rule [5]. Han [6]
proposed a modified alternating direction method for VI(Ω ,F ) with nonlinear monotone mappings. Most recently, Zhang
and Han [7] proposed a new alternating direction method for solving co-coercive VI(Ω ,F ). Numerical results of the method
are very promising, but in order to determine the optimal step size, this method needs to know co-coercive modulus in
advance. He [8] pointed out that it is difficult to evaluate the modulus even if f is an affine mapping, and a conservative
estimation will lead to an extremely slow convergence.
Inspired and motivated by the above research, we suggest and analyze a newmethod for solving VI(Ω ,F ) by performing
an additional projection step at each iteration and another optimal step length is employed to reach substantial progress
in each iteration. Note that in our method, we do not need the co-coercive modulus to design the algorithm, just cost a
relatively minor amount of computation for obtaining projections of some vectors onΩ during computing the approximate
value of the new iterate.
2. Preliminaries
In this section, we summarize some basic properties and related definitions which is essential in the following
discussions. We denote ‖v‖ = √vTv as the Euclidean norm of vector v. Let Ω be a nonempty closed convex subset of
Rn. The projection under Euclidean norm will be denoted by PΩ(·), i.e.,
PΩ(v) = argmin{‖v − u‖ | u ∈ Ω}.
The following well-known results will be often used in this paper. We summarize them in the following lemmas. For the
complete proofs, the readers can see the references.
Lemma 2.1. Let Ω be a closed convex set in Rn, then the following statements hold:
(1) (v − PΩ(v))T (u− PΩ(v)) ≤ 0, ∀v ∈ Rn and ∀u ∈ Ω; (2.1)
(2) ‖PΩ(v)− u‖2 ≤ ‖v − u‖2 − ‖v − PΩ(v)‖2, ∀v ∈ Rn and ∀u ∈ Ω. (2.2)
Proof. See [9]. 
Lemma 2.2. Let Ω be a closed convex set in Rn+m. Then u∗ is a solution of VI(Ω , F ) if and only if
u∗ = PΩ [u∗ − βF(u∗)], ∀β > 0. (2.3)
Proof. See [10], 267. 
Lemma 2.3. Let y¯ = PY[y− β(Ax− b)], the VI(Ω , F ) problem (1.4)–(1.5) can be equivalently solved by seeking a zero point of
the mapping
e(u, β) :=

e1(u, β)
e2(u, β)

=

x− PX[x− β(f (x)− AT y¯)]
y− PY[y− β(Ax− b)]

. (2.4)
Lemma 2.4. For any u ∈ Rn+m and β˜ ≥ β > 0, we have
‖e(u, β)‖ ≤ ‖e(u, β˜)‖ (2.5)
and
‖e(u, β˜)‖
β˜
≤ ‖e(u, β)‖
β
. (2.6)
Proof. See [11] for a simple proof. 
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Lemma 2.5 ([6]). If u ∈ Ω is not a solution of VI(Ω , F ), then there exist δ ∈ (0, 1/2) and ϵ1 > 0, such that for all β ∈ (0, ϵ1],
β‖f (x)− f (x− e1(u, β))‖ ≤ δ‖e(u, β)‖. (2.7)
Definition 2.1. A mapping f : Rn → Rn is said to be monotone if
(x− x′)T (f (x)− f (x′)) ≥ 0, ∀x, x′ ∈ Rn.
Throughout this paper, we make the following standard assumptions.
Assumptions. A. X and Y are simple closed convex sets. Here a set is said to be simple means that the projection on the
set is simple to carry out, for example, the non-negative orthant, a ball or a box.
B. f (x) is monotone and continuous with respect toX.
C. The solution set of VI(Ω ,F ), denoted byΩ∗, is nonempty.
3. Main results
In this section, we prove some useful results which will be used in the subsequent analysis; we present our method and
then investigate the strategy of how to chose the step size.
Lemma 3.1. Let β ≤ βU < +∞, suppose that βU‖A‖ < 1. Then, for any k ≥ 0, we have
‖e1(u, β)‖2 + ‖e2(u, β)‖2 − βe2(u, β)TAe1(u, β) ≥ 12 (‖e1(u, β)‖
2 + ‖e2(u, β)‖2).
Proof. Using the Cauchy–Schwarz inequality, we obtain
‖e1(u, β)‖2 + ‖e2(u, β)‖2 − βe2(u, β)TAe1(u, β) ≥ ‖e1(u, β)‖2 + ‖e2(u, β)‖2 − β‖A‖ ‖e2(u, β)‖ ‖e1(u, β)‖
≥ ‖e1(u, β)‖2 + ‖e2(u, β)‖2 − ‖e2(u, β)‖ ‖e1(u, β)‖
≥ 1
2
(‖e1(u, β)‖2 + ‖e2(u, β)‖2). 
Lemma 3.2. Let u∗ = (x∗, y∗) ∈ Ω∗ be a solution of VI(Ω , F ) then for any u = (x, y) ∈ Rn+m and β > 0, we have
(u− u∗)Td(u, β) ≥ φ(u, β)
where
d(u, β) :=

e1(u, β)− βf (x)+ βf (x− e1(u, β))
e2(u, β)− βAe1(u, β)

(3.1)
and
φ(u, β) := ‖e1(u, β)‖2 + ‖e2(u, β)‖2 − βe2(u, β)TAe1(u, β)− βe1(u, β)T (f (x)− f (x− e1(u, β))). (3.2)
Proof. Setting v := x− β(f (x)− AT y¯) and u := x∗ in (2.1), we have
{x− β(f (x)− AT y¯)− PX[x− β(f (x)− AT y¯)]}T {PX[x− β(f (x)− AT y¯)] − x∗} ≥ 0,
i.e.,
(e1(u, β)− β(f (x)− AT y¯))T (x− x∗ − e1(u, β)) ≥ 0,
that is
e1(u, β)T (x− x∗) ≥ ‖e1(u, β)‖2 + β(f (x)− AT y¯)T (x− x∗ − e1(u, β)). (3.3)
On the other hand, from the assumption that u∗ = (x∗, y∗) is a solution of VI(Ω ,F ), we get
(f (x∗)− ATy∗)T (PX[x− β(f (x)− AT y¯)] − x∗) ≥ 0,
i.e.,
β(f (x∗)− ATy∗)T (x− x∗ − e1(u, β)) ≥ 0. (3.4)
Using the monotonicity of f , we obtain
β(f (PX[x− β(f (x)− AT y¯)])− f (x∗))T (PX[x− β(f (x)− AT y¯)] − x∗) ≥ 0,
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i.e.,
βf (x− e1(u, β))T (x− x∗) ≥ βe1(u, β)T (f (x− e1(u, β))− f (x∗))+ β(x− x∗)T f (x∗). (3.5)
Adding (3.3)–(3.5), we have
(x− x∗)T (e1(u, β)+ βf (x− e1(u, β))) ≥ ‖e1(u, β)‖2 + β(x− x∗ − e1(u, β))T (f (x)− AT y¯)
+βe1(u, β)T f (x− e1(u, β))+ β(x− x∗ − e1(u, β))TATy∗
= ‖e1(u, β)‖2 + β(x− x∗)T f (x)+ βe1(u, β)T (f (x− e1(u, β))− f (x))
−β(x− x∗ − e1(u, β))TAT (y¯− y∗)
= ‖e1(u, β)‖2 + β(x− x∗)T f (x)+ βe1(u, β)T (f (x− e1(u, β))− f (x))
−β(x− x∗ − e1(u, β))TAT (y− y∗ − e2(u, β)). (3.6)
In a similar way, setting v := y− β(Ax− b) and u := y∗ in (2.1), we have
{y− β(Ax− b)− PY[y− β(Ax− b)]}T (PY[y− β(Ax− b)] − y∗) ≥ 0,
i.e.,
(e2(u, β)− β(Ax− b))T (y− y∗ − e2(u, β)) ≥ 0. (3.7)
From the assumption that u∗ = (x∗, y∗) is a solution of VI(Ω ,F ), we get
(PY[y− β(Ax− b)] − y∗)Tβ(Ax∗ − b) ≥ 0
i.e.,
(y− y∗ − e2(u, β))Tβ(Ax∗ − b) ≥ 0. (3.8)
Adding (3.7) and (3.8), we obtain
(y− y∗)T e2(u, β) ≥ ‖e2(u, β)‖2 + β(x− x∗)TAT (y− y∗ − e2(u, β)). (3.9)
The assertion of this lemma follows directly from (3.6) and (3.9). This completes the proof. 
Remark 3.1. If u ∈ Ω is not a solution of VI(Ω ,F ), from Lemmas 2.5, 3.1 and 3.2, we have
(u− u∗)Td(u, β) ≥ φ(u, β) ≥

1− 2δ
2

‖e(u, β)‖2, (3.10)
whichmeans that−d(u, β) is a descent direction of the distance function at u. So along−d(u, β), one can find a new iterate
which is closer to the solution set. This fact has motivated us to construct the following algorithm.
Algorithm 3.1. Step 0. Given ϵ > 0, γ ∈ [1, 2), µ ∈ (0, 1), β > 0, δ ∈ (0, 1), δ0 ∈ (0, 1) and u0 ∈ Ω , set k = 0.
Step 1. Set βk = β . If ‖e(uk, β)‖ < ϵ, then stop; otherwise, find the smallest non-negative integermk, such that βk = βµmk
satisfying
‖βk(f (xk)− f (PX[xk − βk(f (xk)− AT y¯k)]))‖ ≤ δ‖e(uk, βk)‖, (3.11)
where
y¯k = PY[yk − βk(Axk − b)].
Step 2. Compute d(uk, βk) and φ(uk, βk) from (3.1) and (3.2) respectively, and the step size
αk = φ(u
k, βk)
‖d(uk, βk)‖2 (3.12)
and uˆk = PΩ [uk − αkd(uk, βk)].
Step 3. Get the next iterate
uk+1(τ ) = PΩ [uk − τ(uk − uˆk)]. (3.13)
Step 4. If
‖βk(f (xk)− f (PX[xk − βk(f (xk)− AT y¯k)]))‖ ≤ δ0‖e(uk, βk)‖,
then set β = βk
µ
, else set β = βk. Set k := k+ 1, and go to Step 1.
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The next lemma shows that αk is lower bounded away from zero.
Lemma 3.3. Suppose that βU‖A‖ < 1. Then, for any k ≥ 0, if uk is not a solution of VI(Ω , F ), we have
αk ≥ 1− 2δ2(3+ δ)2 . (3.14)
Proof. It follows from (3.1) and (3.11) that
‖d(uk, βk)‖ ≤ (3+ δ)‖e(uk, βk)‖.
Otherwise, from (3.10) we have
φ(uk, βk) ≥

1− 2δ
2

‖e(uk, βk)‖2
Combining the above two inequalities and using the definition of αk, we have the assertion immediately. 
We now consider the criteria of τ , which ensures that uk+1(τ ) is closer to the solution set than uk. For this purpose, we
define
Γ (τ ) := ‖uk − u∗‖2 − ‖uk+1(τ )− u∗‖2. (3.15)
Theorem 3.1. Let u∗ ∈ Ω∗. Then we have
Γ (τ ) ≥ τ {‖uk − uˆk‖2 +Θk(αk)} − τ 2‖uk − uˆk‖2 (3.16)
where
Θk(αk) := ‖uk − u∗‖2 − ‖uˆk − u∗‖2. (3.17)
Proof. It follows from (3.13) that
Γ (τ ) ≥ ‖uk − u∗‖2 − ‖uk − τ(uk − uˆk)− u∗‖2
= 2τ(uk − u∗)T (uk − uˆk)− τ 2‖uk − uˆk‖2
= 2τ {‖uk − uˆk‖2 − (u∗ − uˆk)T (uk − uˆk)} − τ 2‖uk − uˆk‖2. (3.18)
Using the following identity
(u∗ − uˆk)T (uk − uˆk) = 1
2
(‖uˆk − u∗‖2 − ‖uk − u∗‖2)+ 1
2
‖uk − uˆk‖2,
implies
‖uk − uˆk‖2 − 2(u∗ − uˆk)T (uk − uˆk) = ‖uk − u∗‖2 − ‖uˆk − u∗‖2. (3.19)
Substituting (3.19) into (3.18) and using the notation ofΘk(αk), we obtain (3.16), the required result. 
Theorem 3.2. Let u∗ ∈ Ω∗, and let φ(uk, βk) andΘk(αk) be defined by (3.2) and (3.17) respectively. Then we get
Θk(αk) ≥ αkφ(uk, βk). (3.20)
Proof. From (3.10) and (3.12) we obtain
Θk(αk) = ‖uk − u∗‖2 − ‖uˆk − u∗‖2
≥ ‖uk − u∗‖2 − ‖uk − u∗ − αkd(uk, βk)‖2
= 2αk(uk − u∗)Td(uk, βk)− α2k‖d(uk, βk)‖2
≥ αkφ(uk, βk). 
Using Theorems 3.1 and 3.2, we get
Γ (τ ) ≥ Λ(τ ), (3.21)
where
Λ(τ ) = τ {‖uk − uˆk‖2 + αkφ(uk, βk)} − τ 2‖uk − uˆk‖2. (3.22)
A. Bnouhachem et al. / Computers and Mathematics with Applications 62 (2011) 626–634 631
The above inequality tells us how to choose a suitable τk. SinceΛ(τk) is a quadratic function of τk and it reaches itsmaximum
at
τ ∗k =
‖uk − uˆk‖2 + αkφ(uk, βk)
2‖uk − uˆk‖2
and
Λ(τ ∗k ) =
τ ∗k {‖uk − uˆk‖2 + αkφ(uk, βk)}
2
. (3.23)
It easy to show that
τ ∗k ≥ 12 , (3.24)
and
Λ(τ ∗k ) ≥
αkφ(uk, βk)
4
≥

1− 2δ
4(3+ δ)
2
‖e(uk, βk)‖2. (3.25)
For fast convergence, we take a relaxation factor γ ∈ [1, 2) and the step size τk by τk = γ τ ∗k . Simple calculations show that
Λ(γ τ ∗k ) = γ τ ∗k {‖uk − uˆk‖2 + αkφ(uk, ρk)} − (γ 2τ ∗k )(τ ∗k ‖uk − uˆk‖2)
= γ (2− γ )Λ(τ ∗k ) (3.26)
4. Convergence results
In this section, we begin to investigate convergence of the proposed method.
Theorem 4.1. Let u∗ be a solution of VI(Ω , F ) and let uk+1 be the sequence obtained from Algorithm 3.1. Then uk is bounded and
‖uk+1 − u∗‖2 ≤ ‖uk − u∗‖2 − 1
16
γ (2− γ )

1− 2δ
3+ δ
2
‖e(uk, βk)‖2. (4.1)
Proof. Let u∗ be a solution of VI(Ω ,F ). Then, from (3.21), (3.25) and (3.26), we have
‖uk+1 − u∗‖2 = ‖uk − u∗‖2 − Γ (γ τ ∗k )
≤ ‖uk − u∗‖2 − γ (2− γ )Λ(τ ∗k )
≤ ‖uk − u∗‖2 − 1
16
γ (2− γ )

1− 2δ
3+ δ
2
‖e(uk, βk)‖2.
Since γ ∈ [1, 2)we have
‖uk+1 − u∗‖ ≤ ‖uk − u∗‖ ≤ · · · ≤ ‖u0 − u∗‖.
Then the sequence uk is bounded. 
Now, the convergence of the proposed method could be proved as follows.
Theorem 4.2. The sequence {uk} generated by the proposed method converges to a solution point of VI(Ω , F ).
Proof. It follows from (4.1) that
∞−
k=0
‖e(uk, βk)‖2 <∞,
which means that
lim
k→∞ ‖e(u
k, βk)‖ = 0, (4.2)
and it follows from Lemma 2.4 that
min{1, βk}‖e(uk, 1)‖ ≤ ‖e(uk, βk)‖. (4.3)
Combining (4.2) and (4.3), we get
lim
k→∞βk‖e(u
k, 1)‖ = 0. (4.4)
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We have two possible cases. First, suppose that
lim
k→∞ supβk > 0.
It follows from (4.4) that
lim
k→∞ inf‖e(u
k, 1)‖ = 0.
Since {uk} is bounded, it has a cluster point u¯ such that ‖e(u¯, 1)‖ = 0, which implies u¯ is a solution of VI(Ω ,F ).
Now, we consider the second possible case
lim
k→∞βk = 0.
By the choice of βk we know that (3.11) was not satisfied formk − 1. Then for k large enough such that βk < µ, we obtain
‖f (xk)− f (xk − e1(uk, βk/µ))‖ > δµ‖e(uk, βk/µ)‖/βk ≥ δ‖e(uk, 1)‖,
where the second inequality follows from (2.6).
Let u¯ be a cluster point of {uk} and the subsequence {ukj} converges to u¯. Then, we have
‖e(u¯, 1)‖ = lim
j→∞ ‖e(u
kj , 1) ‖ ≤ lim
j→∞ ‖ (f (x
k)− f (xk − e1(uk, βk/µ)))‖/δ = 0,
which means that u¯ is a solution of VI(Ω ,F ).
In the following, we prove that the sequence {uk} has exactly one cluster point. Assume that u˜ is another cluster point
and satisfies
ζ := ‖u˜− u¯‖ > 0.
Since u¯ is a cluster point of the sequence {uk}, there is a k0 > 0 such that
‖uk0 − u¯‖ ≤ ζ
2
.
On the other hand, since u¯ ∈ Ω∗ and from (4.1), we have
‖uk − u¯‖ ≤ ‖uk0 − u¯‖ for all k ≥ k0,
it follows that
‖uk − u˜‖ ≥ ‖u˜− u¯‖ − ‖uk − u¯‖ ≥ ζ
2
∀k ≥ k0.
This contradicts the assumption that u˜ is cluster point of {uk}, thus the sequence {uk} converges to u¯ ∈ Ω∗. 
5. Numerical experiments
In this section, we present some numerical results for the proposed method. The example used here is taken from the
test problems of Han [6], in which the constraint set S and the mapping f are taken, respectively, as
S =

x ∈ R5+
 5−
i=1
xi = 10

and
f (x) = Mx+ ρC(x)+ q
whereM is an R5×5 asymmetric positive matrix and Ci(x) = arctan(xi − 2), 1 ≤ i ≤ 5. The parameter ρ is used to vary the
degree of asymmetry and nonlinearity, and data of example are illustrated as follows:
M =

0.726 −0.949 0.266 −1.193 −0.504
1.645 0.678 0.333 −0.217 −1.443
−1.016 −0.225 0.769 0.943 1.007
1.063 0.587 −1.144 0.550 −0.548
−0.256 1.453 −1.073 0.509 1.026
 and q =

5.308
0.008
−0.938
1.024
−1.312
 .
In this experiment, we take the stopping criterion ϵ = 10−6, y0 = 5 as the initial point. We take βk = 0.06, γ = 1.35
when ρ = 10 and βk = 0.05, γ = 1.35 when ρ = 20. All codes were written in Matlab. The iteration numbers and the
computational time for ρ = 10 and ρ = 20 are given in Tables 1 and 2, respectively.
Tables 1 and 2 show that the proposed method is more effective than the method presented in [6] in the sense that the
proposed method needs fewer iterations, which clearly illustrate its efficiency.
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Table 1
Numerical results for ρ = 10.
Starting point The method in [6] The proposed method
k CPU k CPU
[25, 0, 0, 0, 0] 19 0.015 13 0.015
[10, 0, 10, 0, 10] 22 0.015 22 0.015
[10, 0, 0, 0, 0] 58 0.031 22 0.015
[0, 2.5, 2.5, 2.5, 2.5] 50 0.031 22 0.015
Table 2
Numerical results for ρ = 20.
Starting point The method in [6] The proposed method
k CPU k CPU
[25, 0, 0, 0, 0] 15 0.015 12 0.015
[10, 0, 10, 0, 10] 13 0.015 11 0.015
[10, 0, 0, 0, 0] 11 0.015 11 0.015
[0, 2.5, 2.5, 2.5, 2.5] 65 0.015 39 0.015
6. Conclusions
In this paper, we suggest and analyze a new alternating direction method for solving variational inequalities, which only
needs functional values for given variables in the solution process. It thus avoids the difficult task of estimating the co-
coercive modulus. Furthermore, numerical experiments show that the proposed methods are attractive in practice. How to
design other methods for solving variational inequalities is worthy of further investigations in the future.
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