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Abstract
This thesis is an exploration of two seemingly unrelated questions: First, how do
water vapor and ozone variations radiatively influence the thermal structure of the
tropopause region? Second, what sets the thermodynamic limits of tropical cyclone
intensity across the seasonal cycle? The link between these subjects is tropical cy-
clone outflow, which often reaches into the tropopause region, allowing the thermal
structure there to impact tropical cyclone potential intensity.
A radiative transfer model is employed to calculate the radiative effects of the 2000
and 2011 tropopause region abrupt drops—events in which temperatures, water vapor,
and ozone plunge suddenly to anomalously low levels. Results show that radiative
effects partially offset in the region above the tropopause, but nonlocally combine to
cool the layers below the tropopause. Persistently low water vapor concentrations
associated with the abrupt drops spread to extratropical latitudes, and produce a
total negative radiative forcing that offsets ∼12% of the carbon dioxide forcing over
1990-2013.
Next, the importance of local and nonlocal radiative heating/cooling for tropo-
pause region temperature seasonal cycles is examined. The radiative effects of water
vapor seasonality are weak and local to the tropopause, whereas ozone radiatively
amplifies temperature seasonality in the tropopause region by 30%, in part because
stratospheric ozone seasonality nonlocally affects the tropopause region thermal struc-
ture.
To determine how the tropopause region thermal structure affects thermodynamic
limits on tropical cyclone intensity, this study presents the first comprehensive sea-
sonal cycle climatology of potential intensity. Perennially warm sea surface temper-
atures in the Western Pacific result in outflow altitudes that are near the tropical
tropopause region throughout the seasonal cycle, whereas the seasonalities of other
ocean basins are less influenced by the tropopause region. Probing the potential
intensity environmental drivers reveals that the seasonality of near-tropopause tem-
peratures in the Western Pacific damps potential intensity seasonal variability by
∼30%. Incorporating a best track tropical cyclone archive shows that this result
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is relevant for real-world tropical cyclones: the tropopause region thermal structure
permits intense Western Pacific tropical cyclones in every month of the year, which
may have critical consequences for coastal societies.
Thesis Supervisor: Susan Solomon
Title: Lee and Geraldine Martin Professor of Environmental Studies
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Chapter 1
Overview
The famous "Blue Marble" image is at once stunning in its colorful contrast with
the dark depths of space, and evocative of our home planet’s vulnerability and isola-
tion. The striking hues of blue and white that cover Earth reveal the presence of the
molecule that sets our home planet apart from most others in the known universe:
water (Fig. 1-1a). Water is not only critical for life, but is also an essential piece of
the climate system in each of its three phases. The earth’s oceans regulate and store
heat. Clouds, ice, and snow strongly impact the Earth’s solar reflectivity. Tropical
cyclones and midlatitude storms redistribute atmospheric heat horizontally and ver-
tically. Water vapor is an extremely active radiative species and warms the surface
as a powerful greenhouse gas. (And this list is by no means comprehensive.)
Though it may be the least obvious in the Blue Marble depiction, this latter
property of water vapor—its radiative effect—is perhaps most compelling. Water
vapor molecules are strong absorbers and emitters of longwave terrestrial radiation
(and to a much lesser extent, absorbers of solar radiation). Water vapor warms
the surface by emitting longwave radiation downward (its greenhouse effect) and
simultaneously net cools the middle troposphere by emitting radiation from relatively
warm atmosphere layers back out to space. This cooling effect persists with height,
though its magnitude falls off as temperatures cool and water vapor concentrations
are reduced. Temperature and water vapor are strongly linked through the Clausius-
Clapeyron relationship; vapor pressures that exceed the saturation vapor pressure (a
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function of temperature alone) will condense or deposit out, so as the temperature
falls off with the tropospheric lapse rate, water vapor concentrations do as well.
(a) (b)
Figure 1-1: (a) The "Blue Marble", a satellite composite true-color image of Earth.
Created by Stöckli, Nelson, and Hasler (2000, Laboratory for Atmospheres, Goddard
Space Flight Center, NASA). (b) A satellite composite of the 2015 "ozone hole"
on October 2nd. Created by the NASA Ozone Hole Watch (Goddard Space Flight
Center, NASA).
Rather than continue to fall off with height, higher in the atmosphere the tem-
perature profile warms considerably, in the region known as the stratosphere. Ozone
molecules, which are produced and reside in the stratosphere, dominate its thermal
profile through absorption of high energy solar radiation. This absorption is critical
for life on earth, as harmful ultraviolet rays are largely unable to penetrate the ozone
layer and reach the planet’s surface. Ozone also absorbs and emits longwave radia-
tion, a property which enables satellite observations to provide a global perspective
on ozone. Although satellites were not the first instruments to detect the "ozone
hole," in the late 1980s they produced a second famous image in earth science (e.g.
Fig. 1-1b) which confirmed the extent of polar ozone depletion and helped galva-
nize public opinion against ozone-destroying chlorofluorocarbons (Morrisette, 2009).
The ozone hole presents a clear narrative: ozone’s dominant radiative absorption
and emission diminishes with reduced concentrations, presenting public health risks
and altering the stratospheric radiative budget. At low latitudes, lower stratospheric
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ozone depletion is lessened, and ozone’s radiative warming persists even though mean
concentrations are much smaller and local ultraviolet radiation is weaker (having been
largely absorbed above).
These distant layers, the troposphere radiatively cooled by water vapor and the
stratosphere radiatively warmed by ozone, collide at an interface known as the "tropo-
pause region." This transition region is caught between the distinct properties and
circulations of troposphere and stratosphere, and displays elements of both (e.g.
Fueglistaler et al., 2009a). It is the barrier that must be traversed by any air parcels
(and the chemicals they contain) propagating into the stratosphere. The stratosphere
is incredibly dry, with a mean water vapor concentration of only about 5 parts per
million by volume. The extremely dry air and the spatial structure of the ozone layer
both proved to be historically important. Brewer (1949) and Dobson (1956) used
these respective stratospheric observations to infer a global stratospheric circulation
that bears their names, with rising motion in the tropics (through the tropopause
region) and sinking motions at the poles.
The Brewer-Dobson circulation implies that there must be net radiative heat-
ing in the tropical tropopause region to balance its dynamical cooling (e.g. Brewer,
1949; Holton et al., 1995). The radiative sensitivities of water vapor and ozone,
sharp opacity changes, and temperature contrasts between the tropopause and the
surrounding atmospheric layers mean that both species are critical to the region’s ra-
diative balance (Gettelman et al., 2004). Variations in either will transiently change
the region’s thermal structure and could simultaneously affect the local circulation.
Tropical near-tropopause water vapor and ozone concentrations are also strongly tied
to the circulation: positive anomalies in upwelling adiabatically cool temperatures,
reduce water vapor (via flash-freezing across the very cold tropopause), and advect
lower ozone concentrations up through the tropopause region—and vice versa for
negative anomalies in upwelling.
Variability in tropical tropopause region upwelling is not infrequent, and it has
both stratospheric ("top-down") and tropospheric ("bottom-up") origins (see section
6.2.1). These variations manifest in observations as dramatic temperature and chem-
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ical constituent changes. But when water vapor and ozone concentrations change in
the radiatively sensitive tropopause region, their radiative impacts do as well. While
many studies have explored the individual radiative effects of water vapor and ozone
anomalies (e.g. Forster and Shine, 1997, 1999; Randel et al., 2006; Grise et al., 2009;
Solomon et al., 2010), their combined radiative impacts (in space and time) are not
well understood. To what extent do the colliding deviations in the molecules coloring
the Blue Marble and the molecules highlighting the ozone hole radiatively influence
their interface’s thermal structure? Establishing these radiative contributions, and
linked nonlocal impacts on the troposphere below, is important for a more complete
understanding of climate.
A specific feature on the Blue Marble that often draws the eye (and may be found
in Fig. 1-1a) is a violent vortex known as a tropical cyclone; surprisingly, these storms
are linked in part to the tropopause region thermal structure. It is difficult to overstate
the importance of understanding tropical cyclones. These storms, especially very
intense tropical cyclones, cause billions of dollars in damage annually and can exact
a heavy human toll on vulnerable populations (Mendelsohn et al., 2012; Rappaport,
2014). But although skill in predicting tropical cyclone tracks has increased over the
last three decades, much less progress has been made on predicting tropical cyclone
intensities (e.g. Landsea and Franklin, 2013). Gaining a better understanding of the
factors important for tropical cyclone intensity is an endeavor with not only scientific
but societal benefits.
The tropopause region and tropical cyclone intensities are connected through the
tropical cyclone outflow, which often resides in the tropopause region. Fully developed
tropical cyclones may be idealized as Carnot heat engines which are supplied energy
by enthalpy transfer from the sea surface (e.g. Emanuel, 2003). The efficiency of the
heat engine is proportional to the temperature differential between the surface and
the tropical cyclone outflow. The associated power output of the idealized heat engine
is a limit on the wind speeds of the tropical cyclone, known as potential intensity.
Processes which cool or warm tropical cyclone outflow temperatures—such as the
radiative effects of tropopause region water vapor and ozone anomalies—will affect
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the efficiency and hence the maximum intensity at which a tropical cyclone may spin.
The maximum lifetime intensity of an observed tropical cyclone is correlated with,
and often limited by, potential intensity (e.g. Emanuel, 2000; Wing et al., 2007).
I seek to answer two questions in this thesis. First, how do the important radiative
effects of water vapor and ozone combine in the tropical tropopause region to alter
its thermal structure? Then, how do tropopause region temperatures affect tropical
cyclone intensities?
In the first half of the thesis (chapters 2 and 3) I begin with an exploration of
tropopause region radiative processes. In chapter 2 I employ and test a radiative
transfer model to investigate how large interannual anomalies (known as "abrupt
drops", e.g. Randel et al. (2006)) in water vapor and ozone can radiatively drive
changes in the temperatures of the tropopause region. Although there are local ra-
diative effects related to water vapor and ozone changes in the region just above the
tropopause, I also find nonlocal radiative impacts on the thermal structure of the lay-
ers just below the tropopause. Unlike the heterogeneous distribution of visible clouds
on the Blue Marble, the tropical abrupt drop leads to large patches of low water vapor
invisible to the naked eye, which propagate poleward and cover the subtropical lower
stratospheric regions. This horizontal redistribution of anomalously low water vapor
concentrations contributes about half of its overall radiative effect. Following the
2000 and 2011 abrupt drops, the climate system as a whole was nonlocally affected
by large persistent reductions in lower stratospheric water vapor through negative
radiative forcing; I find that persistently low abundances of tropopause region water
vapor offset about 12% of anthropogenic carbon dioxide forcing over 1990-2013.
The vertically distributed radiative impacts in chapter 2 hint that any consistent
vertical structures in water vapor and ozone could have important radiative impli-
cations. The most iconic of these is the tropical "tape recorder" signal first fully
described by Mote et al. (1996). Following temperature variability through the flash-
freezing process in tropopause region, water vapor has a consistent annual cycle of
slowly ascending anomalies, with anomalously dry air appearing at the tropopause
in the boreal winter, and anomalously moist air appearing in the summer (Fig. 1-2).
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The seasonal cycles of tropopause region temperatures in both hemispheres predom-
inantly follow the seasonal cycle of stratospheric wave-driving (Yulaeva et al., 1994),
with a minimum in the boreal winter, a maximum in the boreal summer, and an am-
plitude of nearly 8 K. Accompanying these is a seasonal cycle in ozone that also has a
distinct vertical structure: a miniature ozone tape recorder in the lowermost strato-
sphere. I explore tropopause region water vapor and ozone seasonality in chapter 3,
using the radiative transfer methods introduced in the previous chapter to evaluate
their "radiative seasonal cycles". I show that water vapor seasonal cycles have a
highly localized effect on the lower stratospheric seasonal cycles, damping tempera-
ture seasonality there by ∼10%. In contrast, ozone reasserts its role as the dominant
stratospheric gas through the lower stratospheric thermal seasonal cycle, amplifying
temperature seasonality there by ∼30%. Furthermore, the horizontal structures of
ozone seasonality suggests that this amplifying effect is stronger in the northern hemi-
sphere than the southern hemisphere, and vertical structures indicate that about a
third of ozone’s effect is related to nonlocal longwave radiation from ozone in the
stratospheric layers about the tropopause region.
Figure 1-2: The "tropical tape recorder" (e.g. Mote et al., 1996) of stratospheric water
vapor averaged between 20∘S-20∘N from the combined SWOOSH data product (Davis
and Rosenlof, 2013). Contours are every 0.5 ppmv and saturate at the colorbar’s
extent.
The second half of this thesis explores how the seasonal cycles of the tropopause
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region thermal structure affect tropical cyclone intensity (chapters 4 and 5). I begin by
computing and presenting the first complete climatological analysis of tropical cyclone
potential intensity seasonal cycles in chapter 4. This seasonal cycle climatology is
particularly relevant in the Western Pacific ocean basin, where tropical cyclones have
been historically observed in all months of the year. Western Pacific sea surface
temperatures are always warm, allowing tropical cyclone outflow to reach up into
the tropopause region year-round. The very cold tropopause temperatures in the
boreal winter and warmer tropopause temperatures in the boreal summer combine
with a limited sea surface temperature seasonality to flatten the seasonal cycles of
Western Pacific tropical cyclone potential intensity, thermodynamically permitting
powerful (Saffir-Simpson Category 5) tropical cyclones in every month of the year.
North Atlantic (and other ocean basin) potential intensities do not likewise "feel" the
tropopause region thermal structure throughout the year, because their sea surface
temperatures are more variable. Instead, potential intensities in these regions vary
with large seasonal amplitudes, driven almost completely by sea surface temperature
seasonal cycles. Lastly, I briefly consider how seasonal potential intensities would
change in the absence of ozone layer variations, quantifying ozone’s importance for
storms with outflow reaching the tropical lower stratosphere.
One may wonder how relevant these tropical cyclone potential intensity seasonal
cycles are for the intensities of storms actually observed on the Blue Marble; this
is the subject of chapter 5. I combine best track archives of tropical cyclones over
the satellite-era with climatological potential intensities to develop a dataset of trop-
ical cyclone maximum intensities along the tracks of each observed historical storm
over 1980-2015. The methodology allows me to determine how seasonal differences in
real-world tropical cyclone tracks and monthly frequencies affect the interpretation of
tropical cyclone potential intensity in the seasonal cycle context. In every month with
at least 25 storms, regional along-track seasonal cycles of potential intensity compare
favorably with the lifetime maximum intensities of observed tropical cyclones. While
most ocean basins have limited storm frequencies outside a traditional hurricane sea-
son, observed Western Pacific storms occur year-round, and have maximum intensities
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that maintain a relatively flat seasonality. There is a Western Pacific storm intensity
depression that is found to be related to warm tropopause region temperatures in
the boreal summer, and an accompanying intensity amplification in the colder tropo-
pause months of November and December. This result is a strong indication that the
tropopause region thermal structure influences the real-world intensities of tropical
cyclones, particularly in the seasonal cycle context.
A summary of the key results from this thesis is presented chapter 6. I connect
the broad strokes of my research and consider some open questions that arise at the
interface of the Blue Marble and the ozone layer. First, what are the origins of the
large persistent water vapor anomalies (i.e. abrupt drops) in the tropopause region,
and are they contextually important for lower stratospheric temperatures? Second,
what are the respective contributions of radiation and dynamics in the thermal budget
of the tropopause region? Third, when tropical cyclone intensities are normalized by
their potential intensity are these distributions truly uniform? And what are the
implications for tropical cyclone maximum intensities subject to changes caused by,
for instance, anthropogenic climate change? Finally, how do tropical cyclone outflow
temperatures respond to climate change, and what are the implications for potential
intensity? I conclude with a reflection on how our study at the interface speaks to a
simple but meaningful question inextricably linking humans and the climate system.
A brief note: Outside the scope of this thesis, but still within the scope of my
professional development at MIT, I participated in two major ventures that warrant
mention:
First, I co-authored a study (Zickfeld et al., 2017) where we investigated the
irreversibility of sea-level rise when the climate system is subjected to the emissions
of short-lived climate pollutants (e.g. methane). The primary conclusion of this
work was that even if such emissions are ceased altogether, sea level will continue to
rise for centuries because of the ocean’s thermal inertia. My specific contribution to
Zickfeld et al. (2017) was the development/testing of a simple 0-D model to describe
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the relationship between radiative forcing, temperature anomalies, and sea-level rise,
and the inspiration that climate sensitivity was a key parameter in the simple model.
Second, I served as a teaching assistant (TA) for the course "Global Warming
Science" (MIT 12.340x, co-taught by Profs. Kerry Emanuel, Dan Cziczo, and David
McGee). Unlike traditional courses at MIT, it was a Massive Open Online Course
(MOOC), with over seven thousand students across the globe initially enrolled and
hundreds of students actively engaged during the term. As a TA I learned how to
manage the logistics of a large/broad course, to moderate climate discussions among
students and keep them civil yet engaging, and to rigorously yet clearly teach the
science of global warming in an on-call forum.
These opportunities enriched my learning, improved my communication and teach-
ing abilities, and broadened my perspectives on climate science.
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Chapter 2
Radiative Impacts of the 2011 Abrupt
Drops in Water Vapor and Ozone in
the Tropical Tropopause Layer
Abstract
An abrupt drop in tropical tropopause layer (TTL) water vapor, similar to that
observed in 2000, recently occurred in 2011, and was concurrent with reductions
in TTL temperature and ozone. Previous studies have indicated that such large
water vapor variability can have significant radiative impacts. This study uses Aura
Microwave Limb Sounder observations, the Stratospheric Water Vapor and Ozone
Satellite Homogenized dataset, and two radiative transfer models to examine the
radiative effects of the observed changes in TTL water vapor and ozone on TTL
temperatures and global radiative forcing (RF). The analyses herein suggest that
quasi-isentropic poleward propagation of TTL water vapor reductions results in a
zonal-mean structure with "wings" of extratropical water vapor reductions, which
account for about half of the 2011 abrupt drop global radiative impact. RF values
associated with the mean water vapor concentrations differences between 2012/13
and 2010/11 are between -0.01 and -0.09 𝑊𝑚−2, depending upon the altitude above
This chapter was published in the Journal of Climate (Gilford et al., 2015) and is reproduced
with permission. The publication is available at https://doi.org/10.1175/JCLI-D-15-0167.1.
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which perturbations are considered. TTL water vapor and ozone variability during
this period jointly lead to a transient radiative cooling of ∼0.25-0.5K in layers below
the tropopause. The 2011 abrupt drop also prolonged the reduction in stratospheric
water vapor that followed the 2000 abrupt drop, providing a longer-term radiative
forcing of climate. Water vapor concentrations from 2005 to 2013 are lower than those
from 1990 to 1999, resulting in a RF between these periods of about -0.045 𝑊𝑚−2,
approximately 12% as large as, but of opposite sign to, the concurrent estimated CO2
forcing.
2.1 Introduction
Transport of air from the troposphere to the stratosphere largely occurs across the
tropical tropopause layer (TTL), typically located between 20∘S to 20∘N latitude and
from 150 to 70 hPa (Fueglistaler et al., 2009a). Water vapor and ozone concentrations
vary in the TTL as air parcels cross the cold point tropopause (CPT, ∼ 90hPa) into
the stratosphere, and have been shown to have substantial radiative impacts within
the lower stratosphere and on the troposphere below (e.g. Forster and Shine, 1999;
Gettelman et al., 2004; Randel et al., 2006; Solomon et al., 2010; Maycock et al., 2014).
In this chapter, we examine the local and nonlocal radiative effects associated with a
recently observed 2011 sudden drop in TTL water vapor (Dessler et al., 2013; Urban
et al., 2014; Dessler et al., 2014) that was accompanied by reductions in temperature
and ozone. We also examine the radiative effects of longer-term changes in water
vapor from 1990 through 2013.
A sudden reduction in TTL water vapor was observed in 2000, and was described
by Randel et al. (2006) as an "abrupt drop". They showed that the water vapor
reductions were also associated with reductions in ozone, reductions in temperature,
and increases in TTL upwelling circulation. Their model results showed that idealized
ozone reductions in a single lower stratospheric layer played a radiative role in the
local 2000 temperature reductions, but nonlocal radiative impacts on layers below
the reductions were not fully assessed. Solomon et al. (2010) explored the radiative
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effects of water vapor reductions during the 2000 abrupt drop, and found decreases in
net downwelling LW radiation at the tropopause (a negative climate radiative forcing
of -0.098 𝑊𝑚−2), suggesting a contribution to the "slow down" of global warming
during 2000-2009. Other studies (e.g. Forster and Shine, 1999; Shindell, 2001; Forster
and Shine, 2002; Joshi and Jones, 2009; Wenshou, 2009; Joshi et al., 2010; Maycock
et al., 2011; Dessler et al., 2013; Maycock et al., 2014) have similarly shown that lower
stratospheric water vapor is radiatively important for surface as well as stratospheric
climate.
In addition to the notable 2000 reductions, another such "abrupt drop" in water
vapor occurred in 2011-2012 (Dessler et al., 2013; Urban et al., 2014; Dessler et al.,
2014), again accompanied by reductions in TTL temperatures and ozone concentra-
tions. Following the 2000 abrupt drop, water vapor concentrations remained relatively
low compared with 1990-1999 concentrations (see section 2.3.4), but increased to a
peak in September 2011 before suddenly dropping to a local minimum anomaly in
May 2013 (Figure 2-1); herein for convenience we refer to this ∼21 month variability
event (maximum to minimum) as the "2011 abrupt drop". The 2011 abrupt drop
provides a unique opportunity to explore the structure of such changes and to assess
its radiative impacts on climate and tropospheric temperatures, due to improved data
coverage compared to the earlier event in 2000. The advent of the Aura Microwave
Limb Sounder (MLS, Livesey et al. (2014)) offers a robust dataset with which to
characterize this recent 2011 abrupt drop event. Aura MLS measurements are an
improvement on the earlier Halogen Occultation Experiment (HALOE) record be-
cause they have increased horizontal resolution and accurate observations of ozone
and water vapor in the TTL (Livesey et al., 2014; Hegglin et al., 2013; Tegtmeier
et al., 2013).
The TTL radiative timescale ranges from 15-100 days (e.g. Fueglistaler et al.,
2009a), a timescale shorter than the ∼21 month period of the 2011 abrupt drop. This
suggests that short-term radiative adjustments associated with the 2011 abrupt drop
would have impacted atmospheric temperatures. Furthermore, the long-term radia-
tive impacts on the climate system could be important if relatively low concentrations
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Figure 2-1: Standardized monthly time series of temperature (solid black curve),
water vapor (dashed black curve), and ozone (gray curve) deseasonalized anomalies
from 2005-2013 Aura MLS observations averaged over 20∘S-20∘N at 82 hPa.
persist. Here we show that water vapor concentrations in the period of MLS observa-
tions from 2005-2013 have remained low relative to the 1990-1999 period (see Figure
2-9), leading to a long-term negative radiative forcing on the troposphere that is in
part related to the 2011 abrupt drop. The structure of the 2011 abrupt drop is charac-
terized in this chapter, and the radiative effects of TTL concentration changes (both
short-term and long-term) are investigated using raw Aura MLS observations and the
combined Stratospheric Water Vapor and OzOne Satellite Homogenized (SWOOSH)
data set (Davis and Rosenlof, 2013), along with two radiative transfer models.
The largest perturbations in water vapor and ozone during the 2011 abrupt drop
are found at or just below the CPT altitude. The "substratosphere" (Folkins et al.,
1999, 2000; Thuburn and Craig, 2002)—a region of the TTL defined as above the
main convective outflow level (typically ∼150hPa) and below the CPT (∼90hPa)—is
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a region where temperature variability is radiatively rather than dynamically domi-
nated, and generally small in magnitude compared with the variability at and above
the CPT (Randel and Wu, 2014). Thus, short-term radiative adjustments related
to TTL chemical constituent perturbations could be an important contribution to
temperature variability in the substratosphere. A goal of this study is to ascertain
the magnitude of substratospheric radiative temperature adjustments associated with
the 2011 abrupt drops in water vapor and ozone.
This chapter is organized as follows. Section 2.2 describes the data used in this
study, defines the 2011 abrupt drop, and analyzes the abrupt drop structure. The
three-dimensional structure of the abrupt drop is used to perturb TTL ozone and
water vapor concentrations in two offline radiative transfer models. In section 2.3, we
describe the radiative transfer models and study methods, and present the radiative
forcing and resulting temperature adjustments associated with the abrupt drop per-
turbations. Furthermore, the role of the 2011 abrupt drop is examined in the context
of the long-term changes in water vapor and the associated radiative forcing over
about the past two decades. A summary of study results follows in section 2.4.
2.2 Abrupt Drop Analysis
2.2.1 Satellite Observations and TTL Relationships
This study uses measurements of water vapor, ozone, and temperature from the Aura
Microwave Limb Sounder (MLS) Level-2 version 3.3 dataset (Livesey et al., 2014)
from 2005-2013. Satellite swaths are quality controlled according to NASA’s quality
field recommendations and are regridded onto a 5∘ x 5∘ horizontal grid. For water
vapor there are 31 recommended useful vertical levels from 316-1 hPa, whereas for
ozone and temperature there are 29 recommended useful vertical levels from 216-1
hPa. Aura MLS measurements of TTL water vapor and ozone generally compare well
with multi-instrument means in comprehensive SPARC instrument studies (Hegglin
et al., 2013; Tegtmeier et al., 2013).
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For analyses of satellite data earlier than the Aura MLS period (prior to 2005) and
for analyses on isentropic surfaces, we use observations from the Stratospheric Water
Vapor and OzOne Satellite Homogenized (SWOOSH) dataset (Davis and Rosenlof,
2013). SWOOSH is a monthly and zonal-mean data product available on isentropic
and pressure surfaces (identical to those of Aura MLS Level-2 data), and separated by
every 2.5∘ latitude. The "combined" SWOOSH dataset homogenizes measurements
from the HALOE, UARS MLS, SAGE-II, SAGE-III, and Aura MLS instruments to
form a coherent observational dataset of stratospheric water vapor concentrations. To
retain coherence between coincident space and time instrument measurements dur-
ing the overlap time period (2004-2005), the SWOOSH methodology adds corrective
offsets to the HALOE, SAGE, and UARS MLS data to force agreement with Aura
MLS (as in Solomon et al., 2010; Maycock et al., 2014). These offsets vary in latitude
and height, but are constant in time. Following the discontinuation of HALOE and
SAGE contributions in mid-2005, the SWOOSH combined dataset and Aura MLS
measurements are identical.
The gridded Aura MLS data are used to examine the linkages between ozone,
water vapor, and temperature in the TTL. At each grid point, monthly averages
of temperature, water vapor, and ozone are deseasonalized to determine monthly
anomalies. Time series of water vapor, ozone, and temperature anomalies at 82 hPa
averaged zonally and meridionally over 20∘S-20∘N show significant correlations with
one another in Figure 2-1 (time series are standardized for illustration). Pearson cor-
relation coefficients (R) between these time series are determined by first detrending
the data. A null-hypothesis that each correlation is significantly different from zero is
tested with a two-sided student t-test using an effective number of degrees of freedom
accounting for the lag-1 autocorrelations of each individual time series (e.g. Brether-
ton et al., 1999; Santer et al., 2000; Bandoro et al., 2014). Correlation coefficients
corresponding to these tropical time series (20∘S-20∘N, 2005-2013) at each vertical
level are shown in Figure 2-2.
Ozone and temperatures in the TTL are linked both dynamically and radiatively.
Anomalous increases in upwelling are associated with adiabatic decreases in tem-
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Figure 2-2: TTL vertical profiles of correlation coefficients (R) between water va-
por/temperature (dashed black curve), ozone/temperature (gray curve), and water
vapor/ozone (solid black curve), calculated from detrended MLS observed monthly
deseasonalized anomaly time series from 2005-2013 averaged over 20∘S-20∘N. Stars
indicate correlations that are significant at 95% confidence, determined with a two-
sided student t-test and with the effective degrees of freedom adjusted to account for
autocorrelation (see text).
perature, and act on the positive vertical gradient of ozone in the TTL, advecting
ozone-poor air up from below and decreasing ozone mixing ratios (e.g. Randel et al.,
2006; Schoeberl et al., 2008; Lamarque and Solomon, 2010). Conversely, anomalous
decreases in upwelling are associated with increases in temperature and increased
ozone mixing ratios. The ozone perturbations have a positive radiative feedback,
with negative ozone anomalies locally cooling the TTL and positive ozone anoma-
lies locally warming the TTL. This radiative feedback enhances the seasonal cycle of
temperatures in the TTL, for instance, and long-term changes in TTL ozone can be
associated with local long-term temperature trends (e.g. Folkins et al., 2006; Chae
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and Sherwood, 2007; Fueglistaler et al., 2011; Polvani and Solomon, 2012). Thus a
notable portion of TTL temperature variability is due to ozone radiative effects, as
a response to an initial change in TTL circulation. In accordance with these pro-
cesses, Figure 2-2 shows that ozone and temperature are significantly and positively
correlated at levels near and above the CPT (100 hPa, 82 hPa and 68 hPa). This
relationship increases with height in the TTL, both because of the increasing ozone
gradient with height and the increasing radiative influence of ozone on temperature at
these altitudes. Relationships between dynamic influences and ozone concentrations
during the 2011 abrupt drop are discussed further in section 2.2.2.
Water vapor and temperature are significantly and positively correlated locally
at and below the CPT (121 hPa, 100 hPa, and 82 hPa). Anomalously cold temper-
atures (related to adiabatic cooling through anomalous increased upwelling) reduce
the water vapor content of parcels traveling up through the TTL and into the lower
stratosphere (e.g. Dhomse et al., 2008); conversely, anomalous warm temperatures
related to adiabatic warming through reduced upwelling lead to positive water vapor
anomalies in the upward propagating parcels. Stratospheric water vapor can also
vary in response to the ozone radiative feedback on temperatures discussed above,
an additional mechanism of water vapor variability that has been shown to be radia-
tively important for tropospheric forcing (Stuber et al., 2001). Above 82 hPa in the
tropics, the CPT has been traversed by upward propagating parcels and water vapor
concentrations are near constant (with slight increases due to methane oxidation and
mixing in of older stratospheric air, e.g. (Fueglistaler et al., 2009a)). These parcels
propagate further into the stratosphere in accordance with the concept of a tropi-
cal "tape recorder" Mote et al. (1996), and poleward along quasi-isentropic surfaces
(Holton et al., 1995, section 2.2.2 and Figure 2-4).
The correlations between water vapor and ozone deseasonalized anomalies at TTL
heights show which regions of the TTL display linked changes in water vapor and
ozone. We find that ozone and water vapor are significantly positively correlated
over 100-82 hPa over the full period of record. If only 2011-2012 are considered, the
vertical range of significant positive correlations increases to 121-68 hPa, suggesting
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a common origin in anomalous TTL upwelling during the 2011 abrupt drop.
2.2.2 2011 Abrupt Drop Temporal and Spatial Structure
Following Rosenlof and Reid (2008) and Solomon et al. (2010) we define the 2011
abrupt drop in water vapor and ozone as the mean difference between the annual
average mixing ratios from 2012-2013 and the annual average mixing ratios from
2010-2011. This definition is chosen so that the maximum/minimum in TTL concen-
trations reside in the earlier/later periods, respectively (see Figure 2-1). Abrupt drop
mean differences are calculated at every three-dimensional location within the useful
ranges of Aura MLS. Because of the sensitivity of radiative forcing calculations to the
tropopause (Forster et al., 1997), we define a "cutoff altitude" at and above which we
consider changes during the abrupt drop, and changes below the cutoff altitude are
set to zero. The cutoff altitude is the three-dimensionally varying, monthly-averaged,
cold-point tropopause (CPT). As sensitivity tests, we also vary the cutoff altitude by
selecting it to be one or multiple levels above or below the CPT (MLS vertical levels
are separated by ∼1.3 log-pressure km). Varying the cutoff altitude demonstrates the
sensitivity of changes relative to the tropopause level, which is particularly relevant
because large perturbations associated with the 2011 abrupt drop are observed below
the CPT but within the substratosphere.
The 2011 abrupt drop zonal-mean structures of percentage changes in water vapor
and ozone are shown in Figure 2-3. These results are shown on the PORT radiative
transfer model’s grid (described in Appendix B, section 2.6) for direct comparison with
model output results described in section 2.3.2. For reference, the model’s zonal- and
annual mean climatological tropopause is plotted (black dashed curve) along with
the zonal-mean 380K isentropic surface (white dashed curve) calculated with MLS
temperature data.
The largest percentage water vapor reductions during the 2011 abrupt drop (Fig-
ure 2-3a) are observed in the TTL region, maximizing at the level nearest the CPT
(82hPa). Much of the recent emphasis on connections between changes in strato-
spheric water vapor and their links to climate has focused on these tropical regions
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Figure 2-3: Zonal-mean distribution of Aura MLS observed percent mean differences
in (a) water vapor and (b) ozone during the 2011 abrupt drop (between 2012-2013 and
2010-2011 concentrations). These changes are used to perturb the radiative transfer
model (PORT), and thus are shown on the PORT grid for comparison with radiation
results, and down to one level below the tropopause for illustration. The dashed black
curve is the zonal- and annual mean tropopause. The dashed white curve is the 380K
zonal-mean isentropic surface averaged from 2010-2013. Contour intervals are 1.5%
(a, water vapor) and 1% (b, ozone) respectively.
(e.g. Randel et al., 2006; Rosenlof and Reid, 2008; Solomon et al., 2010). A key re-
sult of this chapter, however, is the substantial role of extratropical changes in water
vapor that are associated with the tropical anomalies. Figure 2-3a shows that there
is a "wing" behavior in the reductions of water vapor, with considerable reductions
at higher latitudes in both hemispheres. These extratropical reductions, maximizing
at 50∘S and 40∘N respectively, have important radiative influences (see sections 2.3.2
and 2.3.3). These reductions appear to be associated with poleward quasi-isentropic
transport away from anomalous upwelling in the tropics (Holton et al., 1995; Rosenlof
et al., 1997; Randel and Jensen, 2013). The 380 K isentropic surface (dashed white
curve in Figure 2-3a) is indicative of this, with water vapor reductions approximately
following the adiabat and then sinking below it as the pole is approached in both
hemispheres.
Water vapor anomalies on a time/latitude section of the 380 K surface (similar to
Randel and Jensen (2013)) are plotted in Figure 2-4a using SWOOSH data. Zonal-
mean water vapor anomalies of up to ±15% originate at tropical latitudes during
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both the early and the late periods of the 2011 abrupt drop (2010-2011 and 2012-2013,
respectively) and propagate poleward in time along the surface to the extratropics, see
Figure 2-3a. To analyze this propagation in greater detail, we compute the lead/lag
cross-correlations between the zonal- and monthly mean time series of deseasonalized
water vapor anomalies on the 380 K isentropic surface averaged over 20∘S-20∘N, and
the corresponding time series at each latitude bin (separated by every 2.5∘) from
90∘S-90∘N. The lead/lag correlation coefficients between these time series are shown
in Figure 2-4b. The significance of these correlations is computed using the two-sided
student t-test described in section 2.2.1. Figure 2-4b shows that tropical anomalies are
significantly correlated with anomalies propagating out of the tropics and poleward
in both hemispheres, typically reaching 60∘ latitude in 3-4 months. This is consistent
with the timescale of poleward isentropic propagation in this region estimated by
Rosenlof et al. (1997). Results are qualitatively similar if we consider anomalies
only during the 2011 abrupt drop period (2010-2013), with extratropical anomalies
lagging tropical anomalies by 1-4 months with significant correlations. In addition
to this quasi-isentropic transport, horizontal mixing between the midlatitudes and
tropics in the lower stratosphere may have also impacted the water vapor changes
associated with the 2011 abrupt drop (e.g. Mote et al., 1998; Ploeger et al., 2011).
The ozone reductions during the 2011 abrupt drop (Figure 2-3b) appear promi-
nently in a shallow region of the TTL, and maximize from 30∘S to the equator at
100 hPa. North of the equator there are slight increases in lower stratospheric ozone,
showing that ozone changes are much less spatially extensive than the water vapor
changes during the 2011 abrupt drop. This suggests that processes besides vertical
advection, such as horizontal mixing and photochemistry, are likely impacting ozone’s
spatial distribution (Konopka et al., 2009; Ploeger et al., 2011). In contrast to the
tropical reductions, ozone increases during the 2011 abrupt drop over the pole in
northern hemisphere (NH), and also increases in the "collar" region of the jet stream
(e.g. Randel et al., 2002b) and poleward in the southern hemisphere (SH). This result
appears to be consistent with an increased stratospheric circulation averaged over the
abrupt drop period.
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Figure 2-4: (a) Zonal- and monthly mean time/latitude cross-section of deseasonalized
water vapor anomalies (%) on the 380 K isentropic surface (denoted by dashed white
line in Figure 2-3). Contour intervals are 3%. (b) The monthly lead/lag correlation
coefficients, on the 380 K isentropic surface, between the deseasonalized zonal- and
monthly mean time series of water vapor anomalies averaged over 20∘S-20∘N, and the
zonal- and monthly mean time series at each latitude. Contour intervals are every
0.1. The thick black contour denotes where R=0.0. Hatching indicates significant
correlations at 95% confidence, determined with a two-sided student t-test and with
the effective degrees of freedom adjusted to account for autocorrelation (see text).
Data for (a) and (b) are drawn from the combined SWOOSH dataset from 2005-
2013.
To investigate this further, we determine the linear congruence of the anomaly
time series of temperature and ozone concentrations, averaged zonally and over 68-
100hPa, as in Thompson and Solomon (2009). Details of this analysis are found in
Appendix A (section 2.5). The analysis is intended to isolate the correlated nature
of the ozone and temperature relationship in these atmospheric layers across lati-
tude bands, with positive temperature anomalies relating to positive ozone anomalies
both dynamically and radiatively as discussed in section 2.2.1 (the analysis cannot
distinguish between these physical processes). Results are shown in Figure 2-5. The
temperature anomalies congruent with ozone display a consistent pattern, with oppo-
site signed anomalies between the equator and the poles, especially during periods of
large temperature variability in the tropics (e.g. 2006, 2011, 2013). These results sup-
port the hypothesis that increased stratospheric circulation played a role in tropical
ozone reductions and polar ozone increases (Figure 2-3b) during the 2011 abrupt drop
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period. This offsetting ozone variability between low and high latitudes has radiative
consequences in the troposphere, which we discuss in sections 2.3.2 and 2.3.3.
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Figure 2-5: Zonal- and monthly mean time/latitude cross-sections of (a) temperature
anomalies (K) and (b) absolute ozone anomalies (ppmv), (c) temperature anomalies
congruent with ozone anomalies (K) [as computed from Equation 2.1] and (d) the
residual temperature anomalies (K) [i.e. the difference between (a) and (c)]. All
quantities are averaged over 100-68 hPa from Aura MLS. Contour intervals are 0.5 K
and 0.02 ppmv, Color bars saturate above ±2.5 K and ±0.1 ppmv for temperature
and ozone, respectively.
We note that the processes controlling water vapor and ozone variability are dis-
tinct, as discussed in section 2.2.1. Water vapor anomalies originating in the TTL
are largely set by the temperatures near the CPT and stratospheric water vapor is
long-lived, such that its abundance is conserved as parcels travel into the stratosphere
away from locations of anomalous vertical motion (e.g. the tropical tape recorder sig-
nal). In contrast, the chemical lifetime for ozone decreases rapidly as air rises in the
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tropical lower stratosphere (Brasseur and Solomon, 1986), such that ozone concen-
trations are not conserved as parcels travel away from the regions of upwelling or
downwelling (e.g. Schoeberl et al., 2008). Observations from both species are consis-
tent with an overall increase in stratospheric circulation between the two periods of
the 2011 abrupt drop (2012-2013 and 2010-2011).
2.3 Radiation
2.3.1 Methods
The primary tool used herein to investigate the radiative influences of the 2011 abrupt
drop in water vapor and ozone is the Parallel Offline Radiative Transfer model (PORT,
Conley et al. (2013)), a configuration of the Community Atmosphere Model (CAM4)
in the Community Earth System Model (CESM1) which runs the radiative transfer
code offline. The model uses seasonally evolving fixed-dynamical heating (FDH, (Fels
et al., 1980; Forster et al., 1997)) to determine temperature adjustments (𝑇𝑎𝑑𝑗) and
adjusted radiative forcing (RF) at the tropopause (IPCC, 2013) associated with per-
turbations in chemical constituents (a description of the model and implementation
details are found in Appendix B, section 2.6). Use of PORT facilitates comparison
to a wide range of studies using the CESM framework.
PORT results are compared to the line-by-line (LBL) model used in Solomon
et al. (2010) in Appendix C (section 2.7). Therein we also present an evaluation of
PORT following the approach of Maycock and Shine (2012). Overall, there is good
agreement between PORT and the LBL code, and PORT performs within the level
of uncertainty found for other broadband models compared to the line-by-line model
in Maycock and Shine (2012).
We perturb PORT using the definition of the 2011 abrupt drop described and an-
alyzed in section 2.2.2, imposing the three-dimensional absolute mixing ratio changes
in water vapor and ozone above various cutoff altitudes. Our methodology is for-
mulated to consistently apply observed constituent changes vertically in the model
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and account for the extreme radiative sensitivity to the tropopause altitude. Specif-
ically, water vapor and ozone MLS gridded abrupt drop perturbations lie on a log
pressure vertical grid relative to the log pressure height of the CPT, and are linearly
interpolated to PORT’s log pressure vertical grid relative to the log pressure height
of PORT’s tropopause. This method preserves the vertical distribution of changes
in water vapor and ozone relative to the tropopause and thus the radiative effects of
that distribution.
Water vapor and ozone perturbations are applied in separate runs to isolate their
individual effects. We then linearly add water vapor and ozone outputs to obtain
the total effect of their perturbations (there is a less than 1% quantitative difference
between nonlinearly imposed and linearly added results). To determine both RF and
radiative temperature changes associated with the 2011 abrupt drop in water vapor
and ozone, PORT is run in two distinct modes:
1) RF is computed at the climatological tropopause assuming FDH in the strato-
sphere (all atmospheric layers above the CPT). In this mode the cutoff altitude is
varied to determine the sensitivity of perturbations relative to the tropopause level.
RF results are shown in Figures 2-7 and 2-8 and are discussed in sections 2.3.3 and
2.3.4.
2) In addition to the FDH stratospheric temperature adjustments in mode (1),
temperatures below the CPT (within 400 hPa of the tropopause) are also allowed
to adjust radiatively to the imposed composition perturbations, assuming FDH. In
this mode water vapor and ozone perturbations are only imposed at and above the
tropopause (the cutoff altitude is not varied). Radiative adjustments can be expected
in the substratosphere just below the tropopause. While dynamical temperature ad-
justments would also be expected at altitudes below the tropopause in the real world,
runs in this mode estimate the impact of radiation on temperatures alone. Radia-
tive temperature adjustment (hereafter simply "temperature adjustment") results are
shown in Figure 2-6 and are discussed in section 2.3.2.
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Figure 2-6: Temperature adjustments (K) from radiative calculations using PORT
and assuming fixed-dynamical heating. Results are associated with applications of
three-dimensional perturbations (mean absolute differences between 2012-2013 and
2010-2011 concentrations) above the climatological tropopause to (a) water vapor and
(b) ozone fields, respectively. The dashed black curve is the zonal- and annual mean
tropopause. Contour intervals are 0.1 K.
2.3.2 Radiative Temperature Adjustments
Zonal-mean temperature adjustments associated with the 2011 abrupt drop perturba-
tions in water vapor and ozone are shown in Figure 2-6. The total zonal-mean temper-
ature adjustment associated with the perturbations in both constituents is the sum of
Figure 2-6a and 2-6b (as noted in section 2.3.1). As in Figure 2-3, PORT’s zonal- and
annual mean climatological tropopause is plotted for reference (black dashed curve).
Water vapor-related temperature adjustments (Figure 2-6a) display a distinct pat-
tern of radiative warming above the tropopause and radiative cooling below the tropo-
pause. Because water vapor locally cools the TTL (Gettelman et al., 2004), reductions
during the 2011 abrupt drop locally warm the layers above the tropopause. This local
warming increases the layer emission temperatures and therefore implies a nonlocal
warming response in the surrounding layers. However, in the case of water vapor the
net nonlocal response below the tropopause (i.e. below levels where the perturba-
tions are applied), is a cooling rather than a warming. This result suggests another
radiative effect, in particular a reduced exchange term in the layers below the tropo-
pause due to the reductions in water vapor above the tropopause, is larger and more
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important than the aforementioned changes in the emission temperatures.
The largest local warming above the climatological tropical tropopause, about
0.4-0.5 K, is found at 70 hPa over the equator and near 100 hPa at 20∘S and 20∘N. A
minimum in warming is found in the equatorial 100hPa layer that arises from portions
of the tropopause (here, the fixed cutoff altitude) lying above these levels over the
Pacific Warm Pool region. Cooling occurs across the substratospheric levels just
below the tropopause, with adjustments ranging from about -0.2 K to -0.3 K from
20∘S-20∘N at 118 hPa. Below this level, the cooling remains broad across tropical
latitudes and is between -0.02 K and -0.17 K over 192-139 hPa.
Temperature adjustments in the extratropical wings show a similar behavior to
those in the tropics, but with larger swaths of warming above the tropopause in agree-
ment with large absolute reductions in water vapor. There is deep warming above
the tropopause in the extratropics, with adjustments between +0.3 K and +0.55 K in
the NH wing and between +0.35 K and +0.5 K in the SH wing. While substantially
contrasting with the warming above, cooling below the extratropical tropopause (ad-
justments between about -0.1 K to -0.2 K) is weaker than that found in the tropical
substratosphere. Here we note that although the extratropical percentage water vapor
changes are smaller than those in the TTL, their radiative effect is similar in mag-
nitude. This is because a) at higher pressures the absolute concentration change in
water vapor is large, b) spectral absorption line widths are larger at higher pressures,
and c) the temperatures adjust through a larger depth above the tropopause in the
extratropics than the tropics (as in Maycock et al., 2011). Thus extratropical water
vapor reductions, which are linked in part to the quasi-isentropic poleward propaga-
tion of tropical anomalies, are important for the overall radiative signal associated
with the 2011 abrupt drop.
Ozone-related temperature adjustments (Figure 2-6b) show strong local radiative
effects. Ozone reductions locally cool the atmosphere whereas ozone increases locally
warm the atmosphere. Large cooling adjustments above the tropopause of between
-0.3 K and -1.45 K are found the deep tropics, over 40∘S-20∘S, and over 30∘N-50∘N.
These local radiative signals are largely dominated by shortwave absorption, with
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longwave emission changes playing a smaller role. Ozone reductions and the resulting
local cooling reduces these layers’ blackbody emission temperatures. This in turn
reduces the longwave emission down into the troposphere, and results in cooling
below the layers of ozone reductions (e.g. Grise et al., 2009). The majority of this
nonlocal longwave exchange term cooling associated with the 2011 abrupt drop in
ozone is found at the levels just below the tropical tropopause (Figure 2-6b), leading
to adjustment of about -0.2 K between the equator and 20∘S at 118 hPa. Adjustments
range from 0.0 K to -0.2 K in other parts of the tropical substratosphere.
The lack of spatial coherence in the ozone signal (discussed in section 2.2.2) im-
pacts these nonlocal radiative effects, with warming adjustments over 10∘N-20∘N,
and cooling adjustments over 40∘S-30∘S and 30∘N-50∘N. Large high latitude ozone
increases—likely a consequence of increased stratospheric circulation during the 2011
abrupt drop (see Figure 2-5 and discussion in section 2.2.2)—are associated with local
warming anomalies above the polar tropopause (NH∼ +0.2 K, SH∼ +0.5 K) that
similarly reach into the layers below the tropopause.
The temperature adjustments associated with the 2011 abrupt drops in water
vapor and ozone are of the same sign in the tropical substratosphere. The consequence
of this is net radiative cooling just below the tropical tropopause varying from about
-0.25 K to -0.5 K. The mean total cooling associated with water vapor and ozone
reductions at 118 hPa and averaged over 20∘S-20∘N is about 0.4 K. Lowering the
cutoff level in these experiments produces a qualitatively similar result (not shown),
with an increased magnitude of net radiative cooling adjustments that are located
just below the tropical layers where the 2011 abrupt drop perturbations are applied.
2.3.3 Radiative Forcing Associated with the 2011 Abrupt Drop
Figure 2-7 shows the latitudinal structure of the calculated RFs associated with the
2011 abrupt drops in water vapor and ozone. The globally averaged RF from each run
is reported in the legend. The global RF associated with the water vapor reductions
with the tropopause as the cutoff altitude is -0.057𝑊𝑚−2, ∼42% less than the forcing
associated with the 2000 abrupt drop as reported in Solomon et al. (2010). The forcing
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difference is largely due to smaller water vapor changes in 2011 because of the shorter
timescale of the 2011 abrupt drop compared with the 2000 abrupt drop (two-year
as opposed to four-year windows used to define the periods for mean differencing,
section 2.2.2); water vapor reductions have not yet fully propagated into the mid-
upper stratosphere (Figure 2-3a) compared with the 2000 abrupt drop, leading to a
shallower signal and smaller magnitude 2011 abrupt drop water vapor forcing. In the
latter months in the 2011 abrupt drop period, water vapor concentrations began to
climb, in contrast with the temporal structure of the 2000 abrupt drop. We consider
the long-term changes in stratospheric water vapor (along with the role of the 2011
abrupt drop) and the associated radiative forcing in section 2.3.4.
Negative RF is pronounced in the extratropical wing regions (Figure 2-7); RF
poleward of 35∘ accounts for ∼57% of the cosine-weighted global radiative impact.
Thus a large part of the radiative water vapor forcing associated with the 2011 abrupt
drop is attributable to anomalies in the extra-tropics. Although not shown explicitly
herein, examination of the latitudinal variation of the RF associated with 2000 abrupt
drop (using the definition of Solomon et al. (2010)) reveals that extratropical water
vapor reductions were similarly important for the 2000 abrupt drop global radiative
forcing, with changes over 65∘S-35∘S and 35∘N-65∘N accounting for ∼42% of the
cosine-weighted global radiative impact.
Figure 2-7 and Table 2.1 show the results from varying the cutoff altitude. By
lowering the cutoff level and allowing deeper reductions in water vapor to perturb
the climate system and affect radiative calculations, the global RF increases com-
pared with calculations using the tropopause as the cutoff altitude (Table 2.1). The
largest differences appear in the extratropical wings, where there are considerable ob-
served reductions below the climatological tropopause. The tropical RF increases only
slightly when deeper reductions are passed to the model, suggesting reduced tropo-
pause sensitivity at lower latitudes, and emphasizing the importance of the depth
that reductions reach at higher latitudes (e.g. Maycock et al., 2011). When raising
the cutoff altitude, the RF signal is reduced across the globe (Table 2.1). With the
exception of the contrasting small increases in water vapor just below the tropopause
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Figure 2-7: Radiative forcing (𝑊𝑚−2) by latitude from radiative calculations using
PORT and assuming fixed-dynamical heating. Results are associated with appli-
cations of three-dimensional perturbations (mean absolute differences between 2012-
2013 and 2010-2011 concentrations) to water vapor (black, blue, and magenta curves)
and ozone (red curves) fields, respectively. Several lines are associated with pertur-
bations applied 1 level above (1LA) or 1 level below (1LB) the model tropopause
(CPT), to illustrate the radiative sensitivity to tropopause height (see text). The
global average radiative forcing from each run is shown in the legend.
at 50∘N, a notable portion of the observed water vapor reduction signal is found below
the climatological tropopause in our abrupt drop definition (Figure 2-3a), but is still
in the substratospheric portion of the TTL. Because these substratospheric changes
are likely to be radiatively important, applying constituent changes only above the
tropopause (i.e. using the tropopause as the cutoff altitude, yielding RF = -0.057
𝑊𝑚−2) is conservative.
Ozone reductions in the TTL have two main radiative effects (Ramanathan and
Dickinson, 1979): 1) they locally reduce temperatures through the FDH temperature
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Table 2.1: Global radiative forcing (𝑊𝑚−2) associated with water vapor or ozone
mean differences between specific periods (each row, described in text), determined
with radiative calculations using PORT assuming fixed-dynamical heating. The cut-
off altitude at and above which perturbations are applied is denoted by column,
where "LA" is levels above the tropopause and "LB" is levels below the tropopause
(described in text), illustrating the radiative sensitivity of changes relative to the
tropopause height. The mean differences for the 2011 Abrupt Drop period are calcu-
lated as 2012-2013 minus 2010-2011; the mean differences for the 2000 Abrupt Drop
period are calculated as Aug. 2004-Dec. 2013 minus 1990-1999, excluding Pinatubo.
Drop Period 2 LB 1 LB Tropopause 2 LA 1 LA
& Constituent
𝐻2𝑂 (2011) -0.094 -0.075 -0.057 -0.028 -0.010
𝑂3 (2011) -0.014 -0.010 -0.004 -0.001 -0.001
𝐻2𝑂 (2000) — -0.050 -0.045 -0.036 -0.029
adjustment (Forster et al., 1997), limiting LW fluxes downward through the tropo-
pause and 2) they nonlocally increase the SW fluxes penetrating into the troposphere.
The LW flux reductions are the larger of these two competing effects associated with
the 2011 abrupt drop perturbations, and the result is a net cooling of the tropical
troposphere as shown in Figure 2-7. The global RF associated with the 2011 abrupt
drop in ozone is -0.005 𝑊𝑚−2, but a new finding in this study is that this near-zero
result arises from offsetting negative RF at low latitudes and positive RF at high
latitudes. Whereas the near-exact offset of ozone radiative forcing is not necessarily
constrained to be so, the nature of stratospheric circulation with anomalous advective
upwelling in the tropics correlated with anomalous advective downwelling at higher
latitudes (e.g. Randel et al., 2002b, Figure 2-5) suggests that ozone radiative effects
during abrupt dynamically-driven variability events should offset to some extent when
averaging globally.
2.3.4 Long-term Changes in Water Vapor and 2011 Abrupt
Drop Implications
In the preceding sections we have discussed the short-term radiative impacts of the
large variability in water vapor during the 2011 abrupt drop. The extent to which RF
associated with abrupt drops in water vapor cool surface climate and offset greenhouse
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gas warming is dependent not only on the spatial extent but also on the temporal
extent of the reductions, compared to a reference value of water vapor. Short-term
variability, such as the four-year period considered in this study’s definition of the
2011 abrupt drop, will transiently force the climate system, whereas low water vapor
concentrations in the longer-term would result in prolonged forcing of the climate
system (e.g. over time scales of a decade or more).
To examine the long-term changes in water vapor and their radiative effects in
greater detail, we use observations from the SWOOSH dataset. Following Randel
et al. (2009), the two-year period following the Pinatubo eruption (June 1991-May
1993) is excluded from each of the following analyses. We compute the mean dif-
ferences between water vapor concentrations in the Aura MLS period (August 2004-
December 2013) and in the decade prior to the 2000 abrupt drop (1990-1999). Results
are very similar if 1996-1999 (the period employed in Solomon et al. (2010)) is instead
used as the period prior to the 2000 abrupt drop, or if 2000-2013 is used instead of
the Aura MLS period alone following the 2000 abrupt drop. We consider only mean
differences observed at 100hPa or above because HALOE observations (on which a
portion of the pre-2005 SWOOSH water vapor data are based) below 100hPa are of
limited quality (Harries et al., 1996).
The absolute observed mean differences are used to perturb PORT following the
methodology described in section 2.3.1. The zonal-mean structure of these mean
differences is shown in Figure 2-8 on the PORT radiative transfer model’s grid. Mean
differences falling below 100 hPa in Figure 2-8 indicate that at some longitude in
that latitudinal band the PORT mean tropopause has a lower altitude than the Aura
MLS mean tropopause. The adjusted RFs from the associated radiative calculations
with PORT (assuming FDH in the stratosphere, mode 1 in section 2.3.1) are shown
in Table 2.1.
Figure 2-8 shows that through most of the stratosphere, water vapor concentra-
tions are ∼4-8% lower in the Aura MLS period than in 1990-1999. Adopting a cutoff
altitude at the tropopause, the global RF associated with these changes is -0.045
𝑊𝑚−2, as shown in Table 2.1. This forcing is smaller than the forcing associated
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Figure 2-8: Zonal-mean distribution of percentage mean water vapor differences be-
tween the Aura MLS period (Aug. 2004-Dec. 2013) and 1990-1999 (excluding the two-
year period following the Pinatubo eruption, June 1991-May 1993) using SWOOSH
combined data. These changes are used to perturb the radiative transfer model
(PORT), and thus are shown on the PORT grid for comparison with radiation re-
sults. Contour intervals are 2%.
with the 2000 abrupt drop as reported in Solomon et al. (2010), in part because the
water vapor averaged over the Aura MLS period from 2004-2013 is higher than the
period from June 2001-May 2005 used in Solomon et al. (2010). For comparison the
average carbon dioxide radiative forcing between 2004-2014 and 1990-1999 as calcu-
lated by the NOAA Annual Greenhouse Gas Index (Hofmann et al., 2006; Butler and
Montzka, 2015) is +0.37 𝑊𝑚−2.
To illustrate the 2011 abrupt drop in the context of the long-term concentrations
of water vapor, a time series of SWOOSH water vapor anomalies at 82 hPa and
averaged over 30∘S-30∘N is shown in Figure 2-9 (solid black curve). Anomalies are
deseasonalized and are relative to the SWOOSH water vapor time mean over 1990-
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2013 (horizontal solid black line). The anomalies during the Aura MLS period are
highlighted (solid blue curve) in Figure 2-9, along with the 5-year running mean at
82 hPa over 30∘S-30∘N for reference (solid gray curve). The time means of anoma-
lies over 1990-1999 and the Aura MLS period are shown as black dashed and blue
dashed horizontal lines, respectively, whereas the time means of anomalies during the
2010-2011 and 2012-2013 periods of the 2011 abrupt drop are shown as red dashed
horizontal lines. The global radiative forcing values (with the tropopause as the cutoff
altitude) associated with the long-term changes in water vapor (RF1) and the 2011
abrupt drop (RF2) are shown on the right hand side of the figure.
Figure 2-9 shows the evolution of TTL water vapor concentrations since 1990.
Following the 2000 abrupt drop, water vapor concentrations slowly rose toward their
1990-1999 mean values, reaching a local maximum in September 2011. However, water
vapor concentrations did not remain high; instead the occurrence of the 2011 abrupt
drop over the next ∼21 months reduced the mean water vapor propagating through
the TTL, keeping stratospheric water vapor concentrations low relative to the 1990-
1999 levels (note the 5-year mean values remain close to the Aura MLS period mean
following the 2011 abrupt drop). In the context of long-term changes in stratospheric
water vapor therefore, the role of the 2011 abrupt drop was to extend the period of
relatively low concentrations after the 2000 abrupt drop and to prolong their radiative
impacts. Whether water vapor concentrations following the 2011 abrupt drop will
remain low has yet be determined; observations following 2013 will be needed to
make this assessment.
2.4 Summary
Aura Microwave Limb Sounder (MLS) observations show that beginning in 2011
an abrupt drop in temperatures, water vapor, and ozone occurred in the tropical
tropopause layer (TTL). Temperature, water vapor, and ozone are all significantly
positively correlated over the 100-82 hPa levels and during the two years (2011-2012)
of the abrupt drop event. The abrupt drop is likely related to increased stratospheric
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Figure 2-9: Monthly time series of deseasonalized water vapor anomalies from the
combined SWOOSH dataset averaged over 30∘S-30∘N at 82 hPa. The combined
SWOOSH data product is a weighted mean of HALOE, UARS MLS, SAGE, and Aura
MLS satellite measurements. The two-year period following the Pinatubo eruption
(June 1991-May 1993) is excluded from these analyses. The 5-year running mean
anomaly is calculated from the SWOOSH combined product over 30∘S-30∘N at 82
hPa (grey curve). SWOOSH combined data during the Aura MLS period (Aug.
2004-Dec. 2013) is shown in the blue curve, while SWOOSH combined data prior
to the Aura MLS period (Jan. 1990-July 2004) is shown in the black curve. The
solid black horizontal line denotes the mean of the SWOOSH combined data from
1990-2013, averaged over 30∘S-30∘N at 82 hPa. The dashed black curve indicates
the average level of water vapor from 1990-1999 relative to the SWOOSH combined
data mean. The dashed blue horizontal line indicates the average level of water vapor
during the Aura MLS period relative to the SWOOSH combined data mean. The
dashed red horizontal lines indicate the average water vapor levels during 2010-2011
and 2012-2013, respectively, relative to SWOOSH combined data mean. The globally
averaged radiative forcings associated with the total water vapor differences above
the tropopause are shown on the right-hand side of the figure: RF1) between the
Aura MLS period (blue dashed line) and 1990-1999 (black dashed line), and RF2)
between the 2010-2011 and 2012-2013 periods of the 2011 abrupt drop (red dashed
lines).
circulation and anomalous upwelling in the TTL (e.g. Dessler et al., 2013) enhanced
by local ozone radiative feedback (e.g. Polvani and Solomon, 2012), and is accompa-
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nied by positive ozone anomalies at higher latitudes that likely result from increased
downwelling. In this study we have focused on the radiative effects of water vapor
and ozone changes associated with the 2011 abrupt drop. The global radiative forcing
associated with the 2011 abrupt drops in water vapor and ozone as calculated by the
Parallel Offline Radiative Transfer (PORT) model (Conley et al., 2013) are -0.057
𝑊𝑚−2 and -0.005 𝑊𝑚−2, respectively (Figure 2-7), and similar values are obtained
with an independent line-by-line code (-0.049𝑊𝑚−2 and +0.003𝑊𝑚−2, Figure 2-10).
The radiative forcing varies by latitude in agreement with the latitudinal dependence
of the ozone and water vapor abrupt drop patterns.
In this study we have shown several new results that have increased understanding
of TTL abrupt drops and their radiative effects:
1) The quasi-isentropic poleward propagation of water vapor reductions during
the 2011 abrupt drop led to considerable reductions in the extratropics, displaying
a "wing" reduction behavior (Figure 2-3). Reductions in extratropical water vapor
concentrations contribute considerably to the global radiative impacts associated with
the 2011 abrupt drop period, with ∼57% of the global cosine-weighted radiative
forcing attributable to reductions poleward of 35∘.
2) Ozone reductions in the TTL during the 2011 abrupt drop are offset by high-
latitude increases in ozone, congruent with temperature anomalies and consistent
with increases in stratospheric circulation and anomalous ozone advection during the
period. The radiative result of these anti-correlations during the 2011 abrupt drop is a
near-zero global cosine-weighted radiative forcing, due to offsetting radiative impacts
between the low and high latitudes. This offset appreciably reduces the overall global
radiative impact of the ozone abrupt drop. Such behavior should be expected when-
ever large ozone variability is congruent with large temperature variability, related to
increased/decreased stratospheric circulation (see Figure 2-5 for useful diagnostics of
such signatures).
3) The 2011 abrupt drops in TTL water vapor and ozone lead to same-signed
cooling radiative temperature adjustments in the atmospheric layers just below the
tropopause (Figure 2-6). Purely radiative adjustments are between about -0.25 K
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and -0.5 K across the 192-118 hPa levels, in the radiatively dominated region referred
to as the substratosphere (e.g. Thuburn and Craig, 2002).
The magnitude of the radiative forcing associated with water vapor reductions
is sensitive to the level chosen as the cutoff altitude (the level at and above which
perturbations are considered), indicating that radiative calculations are very sensitive
to constituent changes close to the tropopause (Forster et al., 1997). Selecting the
tropopause as the cutoff altitude is conservative in calculating radiative forcing, as
a large portion of observed water vapor reductions during the 2011 abrupt drop are
found just below the cold-point tropopause (Figure 2-3 and Table 2.1).
A consequence of the 2011 abrupt drop is prolonged low concentrations of strato-
spheric water vapor relative to the mean concentrations from 1990-1999. Although
stratospheric water vapor appeared to be rising to near the mean levels prior to the
2000 abrupt drop, the 2011 abrupt drop prevented concentrations from reaching those
levels for several more years (Figure 2-9). Stratospheric water vapor concentrations
from 1990-1999 were 4-8% higher than concentrations during the Aura MLS period
(August 2004-December 2013) as shown in Figure 2-8, resulting in a global radiative
forcing of -0.045 𝑊𝑚−2 between these two periods (Table 2.1). Such forcing is about
12% of, and opposite in sign to, the carbon dioxide forcing over the period. This result
suggests a significant climate role for stratospheric water vapor changes on decadal
time scales between 1990 and 2014. Future forcing associated with stratospheric wa-
ter vapor, and the long-term impacts of the 2011 abrupt drop, will depend on the
future evolution of water vapor concentrations.
The use of fixed-dynamical heating to assess temperature changes permits under-
standing of pure radiative impacts, but this study has only assessed the first-order
radiative feedback associated with dynamical driving of water vapor and ozone during
the 2011 abrupt drop period. Dynamical changes themselves during the abrupt drop
period (which are large) have not been accounted for in this study, and a dynam-
ical feedback following the assessed radiative impacts has not been determined. In
addition, this study has not accounted for other radiative active components of the
climate system that may have been perturbed during the abrupt drop period, such as
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aerosols and clouds. More work is needed to understand the role of these constituents
in affecting the TTL and surface climate during abrupt drops.
2.5 Appendix A: Linear Decomposition of Ozone and
Temperature Time Series
Following on (Thompson and Solomon, 2009), we decompose anomalous time series
of temperature and ozone in the lower stratosphere. Specifically, the portion of zonal-
mean temperature anomalies linearly congruent with ozone anomalies (𝑇𝑂3) is found
with:
𝑇𝑂3(𝑦, 𝑡) =
𝑇 (𝑦, 𝑡)𝑂3(𝑦, 𝑡)
[𝑂3(𝑦, 𝑡)]2
×𝑂3(𝑦, 𝑡) (2.1)
where 𝑂3 are zonal-mean anomalies of ozone averaged over 68-100 hPa, 𝑇 are
zonal-mean anomalies of temperature averaged over 68-100 hPa, 𝑦 is latitude de-
pendence, 𝑡 is time dependence, and the overbar denotes the time average. The
fraction term in Equation 2.1 is the temporal regression of temperature anomalies
onto ozone anomalies: a constant value at each latitude. Temperature anomalies can
thus be divided into a linearly congruent portion (𝑇𝑂3) and a residual (such that
𝑇 = 𝑇𝑂3 + 𝑇𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙). Residuals represent the portion of the temperature anomaly
time series not correlated with ozone anomalies at particular latitudes. We perform
this analysis with the Aura MLS data (from 2005-2013) described in section 2.2.1.
Anomalies, congruent temperatures, and residuals are plotted in Figure 2-5.
2.6 Appendix B: PORT Model Description and Im-
plementation
The Parallel Offline Radiative Transfer (PORT) model, described in Conley et al.
(2013), employs radiative parameterizations developed by Briegleb (1992), Collins
(1998),Ramanathan and Downey (1986), and Collins (2002). There is no scattering
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in the longwave, and absorption/emission are calculated with a broadband model
using 8 longwave bands. In the shortwave, PORT uses parallel-plane compositions
and a two-stream method to compute multiple scattering and absorption over 18
shortwave bands. More detailed descriptions of the model radiative calculations are
found in Neale et al. (2010).
For each calculation, PORT is run for 16 months total: a 4-month spin-up period
and 12-month period for analysis. The 12-month analysis period is averaged to yield
radiative forcing at the tropopause and temperature adjustments. Analysis time steps
of just over 1.5 days are used to optimize model efficiency and accuracy (Conley et al.,
2013), subsampled from 73 individual 30-minute PORT calculation time steps. As
noted in the PORT documentation (Conley et al., 2013), this choice of subsampling
evenly samples all seasons and samples numerous solar angles representative of its
annual variability. There is a less than 0.1% relative error between fully sampled
model time step (72-daily) net fluxes and subsampled net fluxes averaged over the
12-month analysis period, see Table 1 in Conley et al. (2013). In total there are 240
analysis time steps in the 12-month analysis period.
PORT has 26 vertical levels from 992.6 to 3.54 in hybrid sigma/pressure coordi-
nates. There are 16 total levels from 313.5 hPa to 3.54 hPa. The model is run at
a horizontal resolution of 10∘ latitude by 15∘ longitude. Constituent perturbations
on the MLS horizontal grid (5∘x5∘, see section 2.2.1) are regridded to the PORT
horizontal grid before they are applied to the model.
Background (boundary) model conditions, including temperature, water vapor,
ozone, and clouds, are generated with a 16-month simulation of CESM1 (in accor-
dance with the methodology outlined in Conley et al. (2013)) using a present-day
climatology component-set (with monthly-fixed aerosols, fixed topography, and fixed
present-day concentrations of methane, carbon dioxide, nitrous oxide and chlorofluo-
rocarbons). PORT runs are all-sky and include background cloud fields determined
during the CESM1 simulations (the cloud fields are unchanged between PORT runs).
Results are not sensitive to the background cloud fractions or optical depths.
PORT uses a seasonally evolving fixed-dynamical heating (FDH) approximation
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to calculate temperature adjustments to heating rate perturbations implied by per-
turbations in composition (Conley et al., 2013; Forster et al., 1997). Temperature
adjustments (𝑇𝑎𝑑𝑗) assuming FDH are computed above a level specified by the user
(taken in this study to be the model’s climatological tropopause in run mode [1],
or 400 hPa below the climatological tropopause in run mode [2], see section 2.3.1),
and reach quasi-equilibrium (with changes due to changes in climatological back-
ground compositions or seasonal solar heating) after the model’s 4-month spin-up
period. The use of FDH also allows computation of adjusted radiative forcing (RF)
as defined by the IPCC (2013). RF values are calculated from PORT by differenc-
ing the perturbed and unperturbed net radiative fluxes at the tropopause after FDH
adjustments, where the unperturbed fluxes are calculated from a control-run with
model background compositions. The model tropopause altitude varies by latitude,
longitude, and month.
2.7 Appendix C: PORT Model Evaluation and Per-
formance
PORT is compared to the line-by-line (LBL) code in Solomon et al. (2010). It is found
that the magnitude of the adjusted RF kernel function is larger for PORT than the
LBL, particularly at the tropopause levels, suggesting that in general PORT is more
sensitive to changes in water vapor at and above the tropopause. For further valida-
tion, we compare the adjusted RF results reported herein (see section 2.3.2) computed
with PORT to those computed with the LBL model (Figure 2-10). Consistent with
the kernel function comparison, globally averaged RF associated with the abrupt drop
in water vapor is smaller in magnitude for LBL results than for PORT results, but the
latitudinal patterns in both model results are consistent. Similarly, for ozone, RF is
smaller in magnitude in the LBL results but similar in spatial pattern. Weaker mag-
nitudes could arise due to differences in model background concentrations, radiation
parameterizations, or gridding differences.
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Figure 2-10: Radiative forcing by latitude comparing results from the PORT (solid
curves) and LBL (dashed curves) radiative codes. Results are associated with appli-
cations of three-dimensional perturbations (mean absolute differences between 2012-
2013 and 2010-2011 concentrations) to water vapor (blue curves) and ozone (red
curves) fields, respectively. All perturbations were applied at and above the CPT
native to the models. The global average radiative forcing from each run is shown in
the legend.
Previously, Maycock and Shine (2012) examined the instantaneous radiative forc-
ing calculation uncertainties associated with stratospheric water vapor changes by
comparing a LBL radiative model and three broadband radiative models. Setting
the background levels of stratospheric (from the CPT to 3.54 hPa) water vapor uni-
formly to 3 ppmv, they perturbed their atmosphere by adding 0.7 ppmv uniformly in
the stratosphere and calculated the resulting instantaneous radiative forcing (𝑅𝐹𝑖𝑛𝑠𝑡)
at the tropopause. For their LBL model (averaged for a standard tropical profile)
they found 𝑅𝐹𝑖𝑛𝑠𝑡 = 0.260 𝑊𝑚−2, while the broadband codes 𝑅𝐹𝑖𝑛𝑠𝑡 differed non-
systematically by up to ±40%. Major differences/uncertainties likely arise from water
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vapor transmittance parameterizations. For comparison, we repeat the Maycock and
Shine (2012) methodology by setting the stratospheric water vapor background in
PORT to 3 ppmv and then perturb it by uniformly adding 0.7 ppmv. Averaging over
the tropics (20∘S-20∘N), we find that PORT 𝑅𝐹𝑖𝑛𝑠𝑡 = 0.189 𝑊𝑚−2 which is ∼27%
smaller 𝑅𝐹𝑖𝑛𝑠𝑡 than the Maycock and Shine (2012) reported LBL model forcing from
the same water vapor perturbation. This forcing is within the range of broadband
code uncertainties described in Maycock and Shine (2012) and is similar (within 0.02
𝑊𝑚−2) to the results of the radiative transfer code of Zhong and Haigh (1995) based
on a common radiation scheme (Morcrette, 1991). This gives confidence that PORT
is performing similarly to typical broadband codes, and simultaneously cautions that
there are some uncertainties with PORT radiative forcing calculations compared with
LBL calculations.
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Chapter 3
Radiative Effects of Stratospheric
Seasonal Cycles in the Tropical Upper
Troposphere and Lower Stratosphere
Abstract
Water vapor and ozone are powerful radiative constituents in the tropical lower strato-
sphere, impacting the local heating budget and nonlocally forcing the troposphere
below. Their near-tropopause seasonal cycle structures imply associated "radiative
seasonal cycles" in heating rates that could affect the amplitude and phase of the
local temperature seasonal cycle. Overlying stratospheric seasonal cycles of water va-
por and ozone could also play a role in the lower stratosphere and upper troposphere
heat budgets through nonlocal propagation of radiation. Previous studies suggest
that the tropical lower stratospheric ozone seasonal cycle radiatively amplifies the
local temperature seasonal cycle by up to 35%, while water vapor is thought to have
a damping effect an order of magnitude smaller. This study uses Aura Microwave
Limb Sounder observations and an offline radiative transfer model to examine ozone,
water vapor, and temperature seasonal cycles and their radiative linkages in the lower
This chapter was published in the Journal of Climate (Gilford and Solomon, 2017) and is
reproduced with permission. The publication and its supplement are available at https://doi.
org/10.1175/JCLI-D-16-0633.1.
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stratosphere and upper troposphere. Radiative sensitivities to ozone and water vapor
vertical structures are explicitly calculated, which has not been previously done in a
seasonal cycle context. Results show that the water vapor radiative seasonal cycle
in the lower stratosphere is not sensitive to the overlying water vapor structure. In
contrast, about one-third of ozone’s radiative seasonal cycle amplitude at 85 hPa is
associated with longwave emission above 85 hPa. Ozone’s radiative effects are not
spatially homogenous: for example, the Northern Hemisphere tropics have a seasonal
cycle of radiative temperature adjustments with an amplitude 0.8 K larger than the
Southern Hemisphere tropics.
3.1 Introduction
Hemispheric asymmetries in stratospheric wave driving suggest a seasonal cycle in
tropical lower stratospheric upwelling (Yulaeva et al., 1994; Rosenlof, 1995; Ran-
del et al., 2002a,b; Ueyama and Wallace, 2010; Fueglistaler et al., 2011). Whereas
dynamical-forcing in each hemisphere commonly maximizes in its respective winter
season, Northern Hemisphere wave driving is large compared with Southern Hemi-
sphere wave driving. Consequently, there is stronger tropical lower stratospheric
upwelling in boreal winter than in boreal summer. Corresponding to this seasonal
cycle of upwelling are seasonal cycles in temperature, water vapor, and ozone above
the tropical tropopause (among other tracer-like chemical constituents such as car-
bon monoxide, Schoeberl et al., 2006, 2008; Folkins et al., 2006; Abalos et al., 2012,
2013), each with distinct spatial patterns of variability (e.g. Fueglistaler et al., 2009a;
Ploeger et al., 2011). A portion of the tropical lower stratospheric temperature sea-
sonal cycle is likely related to the dynamically-driven ozone seasonal cycle through
radiative amplification (Chae and Sherwood, 2007; Fueglistaler et al., 2011). Wa-
ter vapor and ozone are strong radiatively-active constituents in the tropical lower
stratosphere, having both local radiative impacts on temperature and long-term im-
plications for radiative forcing of climate change (Forster et al., 1997; Forster and
Shine, 1999; Stuber et al., 2001; Gettelman et al., 2004; Randel et al., 2006; Solomon
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et al., 2010; Maycock et al., 2011, 2014; Dessler et al., 2013; Wang et al., 2016, as
we showed in chapter 2, see also). In this chapter we investigate the radiative effects
of water vapor and ozone seasonal cycles in the lower stratosphere in detail. In par-
ticular we explore radiative sensitivities to the overlying vertical structures of these
seasonal cycles along with their latitudinal variability.
Tropical lower stratospheric water vapor displays a consistent seasonal cycle known
as the "tropical tape recorder" (Mote et al., 1996). Water vapor anomalies are created
when air parcels are freeze dried as they pass upward through the cold tropopause
region (e.g. Hartmann et al., 2001; Liu et al., 2007; Schoeberl and Dessler, 2011). As
the parcels propagate into the warmer stratosphere, water vapor anomalies are pre-
served, creating a "tape recorder" effect (see Fig. 3-1b). At any given point in a year,
the consistent tape recorder spatial structure results in seasonal anomalies at higher
stratospheric levels (above about 20 km) that overlie opposite-signed seasonal anoma-
lies maximizing at lower levels near the tropopause. Mixing with older stratospheric
air, increases in stratospheric water vapor from methane oxidation, and vertical dif-
fusion jointly lead to reductions in tape recorder anomalies at middle stratospheric
altitudes (Mote et al., 1996, 1998). However, memory of tropopause temperatures in
the overlying water vapor structure may still be observed up to at least 30 hPa in the
tropics (see Fig. 3-1b).
The seasonal cycle of tropical lower stratospheric ozone is driven primarily by lo-
cal vertical advection near the tropopause (Randel et al., 2007; Schoeberl et al., 2008;
Abalos et al., 2012). Unlike water vapor, ozone seasonal anomalies decay rapidly as
they propagate away from their near-tropopause source because ozone’s chemical life-
time becomes shorter than the transport time scale at increasing heights (e.g. Brasseur
and Solomon, 1986). This results in a seasonal signal in tropical lower stratospheric
ozone that is shallower than the water vapor tape recorder (see Fig. 3-1c). Horizon-
tal in-mixing from the extra-tropics during each hemisphere’s respective summer also
contributes to ozone’s tropical seasonal cycle, amplifying it and contributing to hemi-
spheric asymmetries (Konopka et al., 2010; Ploeger et al., 2011, 2012; Stolarski et al.,
2014, discussed further in sections 3.2 and 3.3). The tropical ozone seasonal cycle
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transitions from an annual to a semi-annual cycle between about 55 and 30 hPa. The
tropical semi-annual oscillation in temperature (SAO, e.g. Reid, 1994; Reed, 1962)
observed at higher stratospheric levels (∼30 hPa and above) is related to the semi-
annual signal in ozone (Hirota, 1980; Maeda, 1987; Perliski et al., 1989; Gebhardt
et al., 2013) through chemical and radiative coupling, with a much smaller effect on
water vapor (Mote et al., 1998).
Previous studies have shown that the local water vapor seasonal cycle is not very
radiatively important for local lower stratospheric temperatures, whereas local ozone
changes strongly influence the seasonal cycle in tropical lower stratospheric radiative
heating (Folkins et al., 2006) and may radiatively amplify the lower stratospheric
temperature seasonal cycle by 20-35% (Chae and Sherwood, 2007; Fueglistaler et al.,
2011). While some studies have examined long-term vertical radiative coupling be-
tween ozone and temperature using decadal trends (Forster et al., 2007; Grise et al.,
2009), nonlocal radiative impacts associated with the overlying constituent seasonal
cycles have not been previously studied. If the vertical structures do have notable
nonlocal radiative effects, then accurate representation of constituent seasonal cycles
with altitude would be important for evaluation of diabatic heat budgets (Fueglistaler
et al., 2009b; Wright and Fueglistaler, 2013). It is important to understand the radia-
tive dependencies of near-tropopause temperatures because several processes, such as
the amount of water vapor entering the stratosphere (Mote et al., 1996; Randel, 2010;
Randel et al., 2006; Fueglistaler and Haynes, 2005; Fueglistaler et al., 2005; Schoeberl
and Dessler, 2011; Dessler et al., 2016) and the intensity of tropical cyclones (e.g.
Bister and Emanuel, 1998; Emanuel et al., 2013), are sensitive to near-tropopause
temperatures.
The primary goals of this study are: (1) quantify and compare the radiative
impacts of observed stratospheric water vapor and ozone seasonal cycles in the tropical
lower stratosphere and upper troposphere; (2) investigate the sensitivity of radiative
responses to the overlying vertical structures of water vapor and ozone seasonal cycles,
in order to identify local and nonlocal radiative influences; (3) separate longwave
and shortwave radiative effects to determine their individual contributions to the
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results, and (4) elucidate the latitudinal variability of the results. The chapter is
organized as follows. Section 3.2 describes the satellite observations of water vapor
and ozone seasonal cycles along with the broadband radiative transfer model used to
calculate their radiative impacts. Radiative calculations, sensitivity test results, and
the latitudinal variability of results are discussed in section 3.3, and conclusions are
summarized in section 3.4.
3.2 Data and Methods
3.2.1 Observations
To study the radiative impacts of constituent seasonal cycles, we use the Aura Mi-
crowave Limb Sounder (MLS) observations of water vapor, ozone, and temperature
described in chapter 2 (section 2.2.1). The ∼300 km native horizontal resolution in
the tropical tropopause region is fine enough to explore the latitudinal structure of
the ozone seasonal cycle and its radiative effects (see section 3.3.2). The Aura MLS
cold-point tropopause is estimated as the coldest level in a given temperature pro-
file; this estimate compares well with estimates from higher vertical resolution GPS
occultation measurements (e.g. Kim and Son, 2012; Randel and Wu, 2014).
We extract monthly mean seasonal cycles of temperature, water vapor, and ozone
from Aura MLS data at each horizontal and vertical location. We define the amplitude
of each seasonal cycle as the absolute range between the seasonal cycle minimum and
maximum (i.e. the "peak-to-peak" amplitude at monthly temporal resolution). Note
that the Quasi-Biennial Oscillation (QBO) is also an important driver of stratospheric
variability (e.g. Schoeberl et al., 2008). To ensure that the QBO was not aliased in
our seasonal cycle, we examined the seasonal cycles of individual years with high
and low QBO-index values (from Berlin, 2016) during our period of record (2005-
2013). Depending on the phasing between the lower stratospheric seasonal cycles and
the QBO, differences between the easterly and westerly phases of QBO in any given
month are up to ∼3 K in temperature, 25% in water vapor, and 10% in ozone (not
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shown). However, we find that the annual cycle remains the prominent feature in
lower stratospheric temperature, water vapor, and ozone variability. Therefore while
the details (amplitude and phase) of stratospheric ozone and water vapor seasonal
cycles vary with the QBO, our results are representative of typical seasonal cycle
variability within this time period.
We define the tropics in this study as an average between the 20∘S and 20∘N
latitude band. A recent study by Stolarski et al. (2014) found that asymmetrical
upwelling and mixing between the northern and southern hemispheres (NH and SH,
respectively) leads to a larger amplitude ozone seasonal cycle in the NH (0∘-20∘N) than
the SH (20∘S-0∘). In particular, lower stratospheric upwelling and horizontal mixing
impacts on ozone are in phase and additive in the NH tropics, whereas they are out
of phase in the SH tropics. We explore the radiative impacts of such hemispheric
variability in ozone’s seasonal cycle in section 3.3.2.
Fig. 3-1 shows the tropical mean MLS temperature, water vapor, and ozone
seasonal cycles relative to the long-term mean (2005-2013). Seasonal cycles are shown
on the radiative transfer model’s grid for direct comparison with radiative results (see
model description in section 3.2.2). The climatological tropical monthly-mean model
tropopause is shown as the white-dashed curve for reference.
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Figure 3-1: Observed Aura MLS seasonal cycles of (a) temperature (b) water vapor,
and (c) ozone, averaged between 20∘S-20∘N on PORT’s grid. Contour intervals are
0.75 K in (a) and 5% in (b) and (c). The white dashed curve denotes the PORT
climatological tropopause averaged between 20∘S-20∘N. The solid yellow line in (c)
illustrates the 85 hPa pressure level used in a radiative sensitivity experiment (see
text).
In the tropical lower stratosphere the observed seasonal cycles of temperature,
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ozone, and water vapor are approximately in phase because of their common origins
in anomalous seasonal upwelling. The tropical-mean amplitude of observed seasonal
temperature oscillations maximizes with a ∼7 K amplitude at the 85 hPa level (Fig.
3-1a). Ozone has a very shallow tape-recorder like signal stretching from the upper
troposphere up to about 50 hPa (Fig. 3-1b), as noted by Randel et al. (2007).
Above the tropical tropopause, ozone’s tropical-mean seasonal amplitude ranges from
about 40% of the mean at 100 hPa to 17% of the mean at 53 hPa. Between 53 hPa
and the upper stratosphere, ozone and temperature show a similar SAO pattern
that propagates downward in time (e.g. Hirota, 1980; Reid, 1994). Throughout the
stratosphere, the water vapor structure matches the typical tropical tape-recorder
signal, maximizing near the annual-mean tropopause level (∼100 hPa) with a tropical-
mean amplitude of about half of the mean. Next, we use the water vapor and ozone
seasonal cycle structures to perturb a radiative transfer model and determine radiative
impacts.
3.2.2 Radiative Transfer Calculations
Radiative calculation are performed with the Parallel Offline Radiative Transfer model
(PORT Conley et al., 2013) employed and described in chapter 2. PORT’s background
heating rates are similar to those of previous studies (e.g. Gettelman et al., 2004;
Fueglistaler and Fu, 2006; Abalos et al., 2012), though there are some differences likely
associated with radiative code and constituent backgrounds (Supplemental Fig. S1).
In this chapter, PORT is run on a 1.9∘ x 2.5∘ horizontal grid, and above the tropopause
we replace the climatological backgrounds of water vapor and ozone with Aura MLS
annual concentrations averaged over 2005-2013. As in chapter 2, PORT simulations
are run for 16-months, with a 4-month spin-up period followed by a 12-month analysis
period. We retain our perturbation methodology preserving the distribution of water
vapor and ozone seasonal cycles relative to the tropopause (white dashed curves in
Fig. 3-1 and 3-2). Further descriptions of PORT radiative calculations can be found
in Conley et al. (2013), Neale et al. (2010), and in chapter 2 of this thesis (sections
2.3 and 2.6).
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As noted in chapter 2, PORT assumes seasonally evolving fixed-dynamical heating
(SEFDH Forster et al., 1997) to calculate the radiative responses of heating rates and
temperatures to the seasonal cycles of water vapor and ozone. These temperature
changes are referred to as "temperature adjustments." The fixed-dynamical heating
approach has been commonly used in studies of lower stratospheric radiative tem-
perature adjustments and radiative forcing (e.g. Forster et al., 2007; Maycock et al.,
2014; Grise et al., 2009; Solomon et al., 2010, and chapter 2). Dynamical forcing is
the leading cause of composition and temperature seasonal cycles in the tropical lower
stratosphere (see section 3.1), and SEFDH assumes that the temperature seasonal cy-
cle is primarily driven by dynamics with a fixed seasonal cycle (Forster et al., 1997).
In reality a percentage of seasonal radiative heating perturbations from constituent
seasonal cycles may be balanced by amplification or damping of upwelling rather than
changes in temperature (e.g. Ming et al., 2016). A limitation of the SEFDH method,
therefore, is that computed temperature adjustments are an upper bound on how
radiative heating impacts temperatures.
Fueglistaler et al. (2011) previously applied SEFDH to explore the radiative im-
pacts of water vapor and ozone seasonal cycles on lower stratospheric temperatures.
Chae and Sherwood (2007) instead used a radiative-convective model including an
imposed seasonal cycle of residual vertical velocity to study radiative seasonal cycle
effects. Both studies consistently showed that ozone significantly amplified the tem-
perature seasonal cycle in the tropical lower stratosphere by 2-3 K. Taken together,
these studies suggest that seasonal variations in ozone heating will be realized in
the lower stratosphere’s temperature seasonal cycle, and that to first-order SEFDH
is a good approximation for these effects. SEFDH is therefore a useful formulation
for our purpose of bracketing and describing the radiative impacts of constituent
seasonal cycles. Irrespective of potential limitations of the SEFDH formulation (ex-
cepting longwave Planck feedbacks associated with ozone heating, see discussion in
section 3.2.2 and Supplemental Fig. S2), changes in radiative heating rates associ-
ated with the ozone and water vapor seasonal cycles will be important for the lower
stratospheric heating budget.
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We perform radiative experiments by applying three-dimensional seasonal cycles
of water vapor and ozone as perturbations to the background climatology, and then
run PORT assuming SEFDH. The pure radiative temperature adjustments associ-
ated with these perturbations are hereafter referred to as "radiative seasonal cycles."
Following our method in chapter 2, temperatures are allowed to adjust up to 400
hPa below the tropopause level. Water vapor and ozone seasonal cycle perturbations
(illustrated in Fig. 3-1) are applied between the tropopause and top of the model (∼3
hPa); we refer to the output of these runs as the "full structure" radiative seasonal
cycles. Consistent with chapter 2 (section 2.3.1), water vapor and ozone radiative
effects remain approximately linearly additive.
To test the dependence of radiative impacts of the vertical structures of water va-
por and ozone seasonal cycles, we also perform sensitivity experiments with seasonal
cycle perturbations applied only between the tropopause and three vertical levels: 53
hPa, 70 hPa, and 85 hPa (i.e. a thin layer right above the tropopause). For example,
in the 85 hPa sensitivity experiment, three-dimensional concentration perturbations
from the seasonal cycles of water vapor and ozone are applied between the tropopause
and PORT’s 85 hPa level (yellow line in Fig. 3-1c). Above the 85 hPa level in this
sensitivity experiment, ozone and water vapor concentrations remain at their clima-
tological average values (i.e. they have no seasonal cycles). Sensitivity experiments
with larger vertical ranges were performed and found to be qualitatively consistent
with those presented here (not shown for brevity).
We apply seasonal cycle perturbations at and above the tropopause, as in previ-
ous studies (Grise et al., 2009; Solomon et al., 2010; Maycock et al., 2011, 2014, and
chapter 2). However, radiative effects are vertically coupled (as we show in section
3.3.2) and seasonal cycles at levels below the tropopause may also impact tempera-
tures above the tropopause. Accordingly, we also performed runs where constituent
seasonal cycles down to 5 vertical model levels below the tropopause (∼6 km) were
included as radiative perturbations (cf. "cutoff" experiments in 2.3.3). The key re-
sults from these runs are: (1) temperature adjustments are qualitatively similar to
those when only perturbations above the tropopause are considered; increasing the
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depth of seasonal cycle perturbations expands the regions of local and nonlocal tem-
perature adjustments in the upper troposphere, (2) ozone seasonal cycles below the
tropopause have small absolute amplitudes (<70 ppbv) and smaller impacts on lower
stratospheric temperatures than ozone seasonal cycles above the tropopause (consis-
tent with the findings of Forster et al. (2007)), (3) the radiative response of upper
tropospheric water vapor is largest in the tropopause region, and is therefore very
sensitive to the location of the tropopause (e.g. Forster et al., 1997; Solomon et al.,
2010, and chapter 2). However, these effects are local to the immediate tropopause
levels (between 85 and 118 hPa); consistent local temperature adjustments associ-
ated with the water vapor seasonal cycle fall off sharply below 118 hPa. We therefore
choose to restrict our analyses in the following section to results with perturbations
considered only above the tropopause.
3.3 Results
3.3.1 Full Structure Temperature Adjustments and Heating
Rates
The tropical-mean seasonal cycles of temperature adjustments associated with the
full structures of water vapor and ozone seasonal cycles (i.e. the "radiative seasonal
cycles") are shown in Fig. 3-2. The tropical-mean peak-to-peak amplitudes (in K)
of the MLS observed temperature seasonal cycle, the water vapor radiative seasonal
cycle, and the ozone radiative seasonal cycle are shown in Fig. 3-3 relative to the
annual-mean tropopause height (along with sensitivity experiments discussed in sec-
tion 3.3.2). Positive amplitudes in Fig. 3-3 show where the radiative seasonal cycles
have a similar phase to the temperature seasonal cycle at that altitude (e.g. lower
stratospheric ozone and temperature minimizing in boreal winter/spring and max-
imizing in boreal summer/fall); negative amplitudes show where radiative seasonal
cycles have a phase opposite to the temperature seasonal cycle at that altitude. Sea-
sonal cycle radiative adjustments represent the upper bound on ozone and water
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vapor radiative contributions to amplifying (in the case of ozone) or damping (in the
case of water vapor) stratospheric temperature seasonal cycles.
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Figure 3-2: Vertical structure of radiative temperature adjustments (K) associated
with observed (a) water vapor and (b) ozone seasonal cycles (see Fig. 3-1), averaged
between 20∘S-20∘N. Contour intervals are 0.1 K in (a) and 0.3 K in (b). The white
dashed curve denotes the PORT tropopause averaged between 20∘S-20∘N.
Radiative adjustments (Fig. 3-2) lag seasonal cycle perturbations (Fig. 3-1) by
1-2 months in the tropical lower stratosphere. This lag is associated with the seasonal
heating rate anomalies (i.e. temperature adjustments maximize when heating rate
anomalies transition from positive to negative or vice versa, see Fig. 3-4) and is on
the order of the thermal radiative damping timescales near the tropical tropopause
(Newman and Rosenfield, 1997; Randel et al., 2002a; Gettelman et al., 2004; Randel
and Wu, 2014). In the tropical lower stratosphere there are significant correlations
between temperature, water vapor, and ozone primarily through upwelling and ther-
modynamics (see section 2.2.1). The lower stratospheric radiative time-lag therefore
implies that radiative contributions to the temperature seasonal cycle should act to
shift its phase (consistent with Chae and Sherwood (2007)). The phase-shift implies
that amplifying or damping effects will have a smaller effect on the total ampli-
tude of lower stratospheric temperatures than they would if there was no time-lag,
particularly for water vapor contributions (discussed below). However, radiative con-
tributions from ozone and water vapor still remain important terms in the overall
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Figure 3-3: The peak-to-peak seasonal cycle amplitudes (K) relative to the tropo-
pause height (log-pressure km) of observed MLS temperature (green curve), ozone
and water vapor radiative temperature adjustments (𝑇𝑎𝑑𝑗) associated with seasonal
cycles between the tropopause and the top of the stratosphere (red and blue solid
curves, respectively), ozone and water vapor radiative temperature adjustments as-
sociated with seasonal cycles considered between the tropopause and 85 hPa (red
and blue dashed curves, respectively), and ozone radiative temperature adjustments
associated with seasonal cycles considered between the tropopause and 70 hPa (red
circles) and 53 hPa (red diamonds). All amplitudes are averaged between 20∘S-20∘N.
Positive amplitudes represent potential amplification of the temperature seasonal cy-
cle (i.e. the maxima occurs in summer/fall), while negative amplitudes represent
potential damping of the temperature seasonal cycle (i.e. the maxima occurs in win-
ter/spring).
budgets of lower stratospheric seasonal cycles of temperatures and heating rates.
The tropical-mean full structure of the water vapor radiative seasonal cycle (Fig.
3-2a) shows radiative adjustments that maximize just above the tropopause (∼85
hPa) with a range of 0.9 K, and then propagate upward into the stratosphere: a
radiative tape-recorder effect. Above the tropopause, water vapor’s radiative seasonal
cycle is consistent with its role of net cooling to space (Gettelman et al., 2004):
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reductions in water vapor lead to net warming in the boreal winter/spring, whereas
increases in water vapor lead to net cooling in the boreal summer/fall. If these
purely radiative adjustments were linearly removed from the temperature seasonal
cycle, the seasonal temperature amplitude at 85 hPa would be increased by ∼0.2
K (about 3%). Because of the phase offset between temperature and water vapor’s
radiative seasonal cycle, water vapor’s radiative effect acts to shift the temperature
seasonal cycle towards earlier annual extrema. Water vapor’s radiative seasonal cycle
maximizes in the lower stratosphere both because a) it is the location of water vapor’s
maximum seasonal cycle amplitude (Fig. 3-1b) and because b) it is the location of
maximum radiative sensitivity to tropical water vapor perturbations (e.g. Forster and
Shine, 1999; Solomon et al., 2010).
Below the tropical tropopause, the radiative response to the tropical water va-
por tape recorder switches sign: there is net cooling in the boreal winter/spring, net
warming in the boreal summer/fall, and near-zero temperature adjustments across
the tropopause level itself, consistent with our previous study of the radiative effects
of lower stratospheric water vapor anomalies (section 2.3.2). Physically, an opposite-
signed radiative effect in the upper troposphere arises because of a) changes in the
amount of longwave radiation propagating down through the tropopause (which scale
with water vapor concentration), and b) changes in the lower stratosphere opacity
(allowing the layers below to transmit longwave radiation and cool more or less effi-
ciently to space).
The tropical-mean radiative seasonal cycle associated with ozone’s full structure
shows radiative adjustments that maximize at 70-85 hPa (Fig. 3-3). Ozone pertur-
bations drive changes in shortwave absorption that strongly affect local temperature,
and in turn lead to changes in longwave emission through a Planck feedback (Ra-
manathan and Dickinson, 1979; Gettelman et al., 2004; Grise et al., 2009, and chapter
2). The SEFDH methodology enables exploration of the Planck feedback; its impacts
on ozone’s tropical lower stratospheric radiative heating are explicitly shown in Sup-
plemental Fig. S2. The net radiative effect of ozone’s seasonal cycle is to cool the
tropical lower stratosphere in the boreal winter/spring and warm the tropical lower
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stratosphere in the boreal summer/fall. The amplitude of ozone’s radiative seasonal
cycle at 85 hPa is about 3 K (∼31% of the Aura MLS temperature amplitude at that
altitude).
Changes in tropical lower stratospheric ozone’s longwave propagation also result
in a radiative seasonal cycle below the tropopause that cools upper tropospheric
temperatures in the boreal winter/spring and warms in the boreal summer/fall (Ra-
manathan and Dickinson, 1979; Grise et al., 2009). Shortwave heating from changes
in the penetration of solar radiation slightly damps the longwave effect (not shown).
Ozone’s radiative seasonal cycle in the upper troposphere falls off sharply with depth:
the 1.75 K seasonal cycle range near the tropopause is reduced to about 0.5 K at 139
hPa. In the upper troposphere, water vapor radiative effects are same-signed and ap-
proximately in-phase with ozone effects, leading to the sum of their radiative seasonal
cycle amplitudes at 139 hPa being about 1 K. Water vapor effects between 139 hPa
and the tropopause are smaller because it is the crossover (near-zero adjustment) re-
gion between local stratospheric effects and nonlocal upper tropospheric effects, while
nonlocal ozone effects continue to fall off below this level. Therefore, there is a specific
vertical region in the upper troposphere where both the overlying stratospheric water
vapor and ozone are significant contributors to a radiative seasonal cycle.
Fueglistaler et al. (2011) found that the seasonal ozone radiative response in the
lower stratosphere (67 hPa level) was an order of magnitude larger than the water
vapor response. In this chapter we find that the amplitude of the tropical-mean ozone
radiative seasonal cycle at 70 hPa is ∼5 times larger than the water vapor seasonal
cycle (∼3.1 K compared with ∼ -0.6 K). However, it is clear from Fig. 3-2 and Fig.
3-3 that the water vapor radiative seasonal cycle maximizes at altitudes below the 70
hPa level, whereas the ozone radiative seasonal cycle maximizes more broadly over
70-85 hPa. This is likely because of a) water vapor’s strong radiative sensitivity to
the tropopause altitude (e.g. Solomon et al., 2010), and b) the amplitude of ozone’s
concentration seasonal cycle is larger at higher altitudes. At the two levels just above
the annual mean tropopause (85 and 100 hPa), the tropical-mean ozone radiative
seasonal cycle is ∼3.4 times larger than the water vapor radiative seasonal cycle (∼3
84
K compared with ∼ -0.9 K, and ∼1.75 K compared with ∼ -0.5 K, respectively, Fig.
3-3). Therefore at near-tropopause levels we find that water vapor seasonal radiative
effects are small compared with ozone, but not negligible.
Fig. 3-4 shows the seasonal cycles of computed lower stratospheric heating rate
anomalies (from the climatological background heating rates) associated with ozone
and water vapor seasonal cycles. For comparison, the absolute value of the annual-
mean net heating rate at 85 hPa is 0.33 K/day (see Supplemental Fig. S1). PORT-
computed radiative heating rates in the tropical lower stratosphere have similar sea-
sonal cycles and absolute magnitudes to those of Abalos et al. (2012), though there
are some differences likely related mainly to seasonal cycle depictions and background
climatology.
We find that ozone’s lower stratospheric radiative temperature amplification is a
mixture of longwave and shortwave effects (consistent with Forster et al., 2007) that
have different phases but result in net warming rates from April to August and net
cooling rates from September to March (Fig. 3-4). Shortwave effects follow ozone
seasonal cycle concentrations, while longwave effects are modulated by a nearly lin-
ear combination of the radiation a) following ozone concentrations, and b) tracking
increases or decreases in local temperature adjustments (Planck feedback, see Sup-
plemental Fig. S2). The net ozone radiative heating rate anomaly amplitude at 85
hPa is ∼0.06 K/day, of similar magnitude to the ozone heating rate seasonal cycle
amplitude found at 17 km (∼90 hPa) by Folkins et al. (2006, their Figure 4), although
our calculations are adjusted rather than instantaneous heating rates.
Observational estimates of lower stratospheric dynamical cooling through tropical
upwelling by Abalos et al. (2012) are of comparable magnitude to radiative heat-
ing and vary inversely, driving seasonal temperature tendencies in the tropical lower
stratosphere towards zero K/day (see also Rosenlof, 1995). The amplitude of the
seasonal cycle of the dynamical cooling at 80 hPa is about 0.2 K/day (Abalos et al.,
2012, their Figure 5). The ozone seasonal cycle radiative heating anomalies (Fig. 3-4)
share a similar phase with adiabatic cooling anomalies (minimum heating in boreal
winter and maximum in boreal summer), and ozone’s radiative heating amplitude is
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Figure 3-4: Seasonal cycles of calculated radiative heating rate anomalies (K/day)
from the climatological average heating rates, averaged between 20∘S-20∘N on the
85hPa level. Heating rate anomalies are associated with the seasonal cycles of ozone
(top panel) and water vapor (bottom panel). Heating rates are separated into long-
wave (red curves), shortwave (blue curves), and net (black curves) components. Solid
curves show the heating rates obtained when the constituent seasonal cycles are con-
sidered throughout the stratosphere (from the tropopause to model top, ∼3 hPa). The
heating rates obtained when constituent seasonal cycles are considered only between
the tropopause and 85 hPa are shown with the dashed curves. The green dashed curve
in each panel denotes zero K/day, where heating rates pass from positive (converging
towards warmer temperatures) to negative (converging towards cooler temperatures),
or vice versa. For reference, the annual-mean heating rate at 85 hPa is shown in the
figure title.
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about a third of the dynamical seasonal amplitude. Because of its relative magnitude,
we conclude that ozone radiative heating is an important term in the seasonal heating
budget and acts to amplify the seasonal cycle of lower stratospheric temperatures.
This agrees well with our comparison between temperature adjustments and observed
temperatures (with temperature adjustments at 85 hPa having an amplitude that is
∼31% of the MLS observed temperature amplitude), and the previous findings of
Chae and Sherwood (2007) and Fueglistaler et al. (2011).
Water vapor seasonal cycles of shortwave and longwave heating rates in the lower
stratosphere have opposing signs (e.g. Gettelman et al., 2004) with longwave radiation
being the larger term. The competing effects result in net cooling in the boreal
summer and warming in the boreal winter (an amplitude of a little less than ∼0.02
K/day at 85 hPa). We conclude that while water vapor’s seasonal radiative effects
near the tropical tropopause are not negligible (in contrast to Folkins et al. (2006)
who found no seasonal water vapor radiative signal at ∼90 hPa), they are about a
third of those associated with ozone.
3.3.2 Sensitivity Experiments and Latitudinal Variability
We now explore the importance of overlying seasonal cycle structures for lower strato-
spheric radiative seasonal cycles. Fig. 3-5 shows the radiative seasonal cycles of water
vapor and ozone on the 85 hPa level associated with full structure experiments and
the 85 hPa, 70 hPa, and 53 hPa sensitivity experiments. The MLS observed seasonal
cycle of temperature anomalies (divided by two for scale) is also shown in Fig. 3-5
for comparison with the radiative seasonal cycles. MLS temperature seasonal cycle
anomalies minimize in February (∼ -3 K) and maximize in August (∼4.5 K) with a
total amplitude of ∼7.5 K. For reference, Fig. 3-3 also shows the tropical-mean peak-
to-peak amplitudes of full structure experiments vs. select sensitivity experiments.
At 85 hPa the water vapor radiative seasonal cycle associated with the full vertical
structure of perturbations (solid blue curve) is very similar to the radiative seasonal
cycles when changes above 85 hPa (dashed blue curve), 70 hPa (blue diamonds), or
53 hPa (blue circles) are not considered (there is <10% difference, <0.1 K, between
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Figure 3-5: Seasonal cycles of MLS observed temperatures divided by two (green
curve), and the temperature adjustments associated with the observed seasonal cy-
cles in water vapor (blue curves/symbols) and ozone (red curves/symbols) on the 85
hPa pressure level and averaged between 20∘S-20∘N. The solid curves show the ra-
diative seasonal cycles obtained when the constituent seasonal cycles are considered
throughout the stratosphere (from the tropopause to model top, ∼3 hPa). Radiative
seasonal cycles obtained when constituent seasonal cycles are considered only between
the tropopause and 85 hPa are shown with the dashed curves. Likewise for constituent
seasonal cycles considered between the tropopause and 70 hPa (diamonds), and 53
hPa (circles).
the amplitudes of any of their radiative cycles). This result indicates that the ra-
diative effect of water vapor’s seasonal cycle on the temperature seasonal cycle at 85
hPa is almost entirely local, and is insensitive to the vertical structure of overlying
water vapor anomalies. While this result is consistent in the context of the water
vapor radiative kernel function maximum at near-tropopause levels (e.g. Solomon
et al., 2010), the radiative seasonal cycle was not constrained to be strictly local.
The lack of overlying effects demonstrates that understanding what sets the season-
ality of water vapor concentrations right at the tropical tropopause level is the most
important factor in determining water vapor’s lower stratospheric seasonal radiative
effects. Comparison with the amplitudes in Fig. 3-3 shows that the radiative effect
88
of water vapor between the tropopause and 85 hPa falls off to near zero in the layers
above 85 hPa, missing the canonical tape-recorder structure evident in full structure
calculations. Given the smaller magnitude of water vapor radiative seasonal cycle
in the lower stratosphere and its lack of vertical structure sensitivity, we focus the
remainder of our analysis on the ozone radiative seasonal cycle.
An important finding of this study is that, in contrast to water vapor, ozone’s
seasonal radiative effects in the lower stratosphere are sensitive to nonlocal overlying
changes in ozone. The deviations between radiative seasonal cycles associated with
ozone’s full vertical structure and the sensitivity experiments (Fig. 3-3 and Fig. 3-5)
indicate that the amplitude of ozone’s radiative seasonal cycle at 85 hPa depends
on both local and nonlocal ozone changes. By considering perturbations between
the tropopause and the 85 hPa or 70 hPa levels, for instance, only ∼66% or ∼87%
(respectively) of the full radiative seasonal cycle amplitude is recovered (amplitude
differences of ∼1 K and 0.4 K, respectively). To capture >90% of the full radiative
seasonal cycle amplitude, the ozone seasonal cycles up to ∼50 hPa or above must
be considered. Overlying stratospheric ozone anomalies are therefore important for
seasonal lower stratospheric radiative impacts. Therefore, simulating ozone’s seasonal
radiative influences on lower stratospheric temperatures and dynamics requires ozone
anomalies both near and away from the tropopause to be well depicted. Further, fu-
ture long-term trends in the seasonal cycles of tropical lower and middle stratospheric
ozone should be significant for the future evolution of the near-tropopause diabatic
heat budget and temperatures (e.g. Forster et al., 2007; Polvani and Solomon, 2012).
Heating rate anomalies show that ozone sensitivities to the overlying vertical struc-
ture are related to changes in longwave heating (Fig. 3-4). When seasonal cycles above
85 hPa are not considered in the sensitivity experiment (red dashed curve, top panel
of Fig. 3-4), the radiative seasonal amplification of temperatures in the layers above
85 hPa disappears (in fact these seasonal cycles damp slightly, see the dashed red
curve in Fig. 3-3), reducing these layers’ transmission of nonlocal Planck feedbacks
to the 85 hPa level. The damped overlying temperature seasonality combined with
the lack of overlying ozone concentration seasonality damps the longwave heating at
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85 hPa, driving ozone’s vertical structure sensitivity shown in Fig. 3-3 and Fig. 3-5.
Shortwave contributions to the 85 hPa ozone radiative seasonal cycle (blue curves,
top panel of Fig. 3-4) are local to the layer between the tropopause and 85 hPa to
within <1%.
The latitudinal structure of the area-weighted (multiplied by the cosine of lati-
tude) ozone radiative seasonal cycle at 85 hPa is shown in Fig. 3-6b. Temperature
adjustments from the full vertical structure of the ozone seasonal cycle are shown,
along with temperature adjustments when considering only the ozone seasonal cycle
between the tropopause and 85 hPa (i.e. the 85 hPa sensitivity experiment) minus
the temperature adjustments from the full vertical structure experiment. Contours
overlying shading of opposite sign indicate where excluding the ozone seasonal cycle
above 85 hPa damps the amplitude of the ozone radiative seasonal cycle at 85 hPa
(cf. Fig. 3-5). For reference, Fig. 3-6a shows the latitudinal structure of Aura MLS
area-weighted ozone seasonal cycles on the 85 hPa surface. The full range of results
from 75∘S-75∘N is shown for comparison with Fueglistaler et al. (2011, their Figure
5); the yellow lines in Fig. 3-6b denote the tropical region specifically considered in
this study. The full structure of the radiative seasonal cycle in Fig. 3-6 is qualita-
tively consistent with that in Fueglistaler et al. (2011, their Figure 5b) at 67 hPa,
but further elucidates the spatial structure of the lowermost stratosphere’s sensitivity
to overlying ozone seasonal cycles. To clarify the differences between the two hemi-
spheres, Fig. 3-7 shows the observed ozone seasonal cycles and their associated full
structure radiative seasonal cycles averaged between the SH tropics (20∘S-0∘, Fig.
3-7a and 3-7c) and the NH tropics (0∘-20∘N, Fig. 3-7b and 3-7d).
Just above the tropopause in the NH tropics (0∘-20∘N), the full vertical structure
ozone radiative seasonal cycle has a maximum amplitude at ∼12∘N, with maximum
radiative cooling (adjustments of ∼ -.2 K) between February and March, and max-
imum radiative warming (adjustments of up to ∼ 2.2 K) in September (Fig. 3-6).
The amplitude averaged between 0∘-20∘N is about 3.8 K. When ozone perturbations
above 85 hPa are not considered, the amplitude of the NH tropical ozone radiative
seasonal cycle is reduced by ∼35%. There is only a 1-month phase shift in the NH
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Figure 3-6: (a) The area-weighted ozone seasonal cycle on the 85 hPa pressure level
(%); the contour interval is 5%. (b) Colored shading shows the area-weighted latitudi-
nal structure of temperature adjustments, on the 85 hPa pressure level, obtained when
the full structure of the ozone seasonal cycle is considered throughout the stratosphere
(from the tropopause to model top, ∼3 hPa). The shading contour interval is 0.5 K.
White contours show the area-weighted temperature adjustments obtained when the
ozone seasonal cycles is considered only between the tropopause and 85 hPa minus
the temperature adjustments obtained when considering the full structure (i.e. the
shading). Positive/negative differences are denoted with solid/dash-dot white lines.
The bold black line is the 0 K contour line for the differences. The white contour
interval is 0.2 K. The yellow lines denote the tropical range from 20∘S to 20∘N.
ozone radiative seasonal cycle when seasonal cycles above the 85 hPa level are not
considered (Fig. 3-6), because the ozone seasonal cycle in the NH tropics is nearly
in-phase between 100 and 50 hPa (Fig. 3-7b).
The SH radiative seasonal cycle (ranging between 20∘S-0∘) associated with the full
vertical structure of the ozone seasonal cycle has a smaller amplitude than the NH
tropics (3 K compared with 3.8 K) and is less homogenous across the SH tropical band
(Fig. 3-6). The maximum radiative cooling is found in April, ranging from -1.8 K at
20∘S to -1 K at 10∘S. The maximum radiative warming is found in October, ranging
from 2.3 K at 20∘S to 1.2 K at 10∘S. This result is consistent with Stolarski et al.
(2014), who emphasized that the tropical lower stratosphere ozone seasonal cycle is
smaller in the SH than the NH, and SH seasonal cycle lags the NH cycle by 1-2 months
(cf. Fig. 3-6a, Fig. 3-7a-b). At latitudes between the equator and 15∘S, there is less
sensitivity to overlying changes than in the NH tropics; the radiative seasonal cycle
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Figure 3-7: (a) and (b) following Fig. 3-1c, except for ozone observations averaged be-
tween 20∘S-0∘ (a) and 0∘-20∘N (b). The contour interval is 5%. (c) and (d) following
Fig. 3-2b, except for radiative temperature adjustments associated with ozone aver-
aged between 20∘S-0∘ (c) and 0∘-20∘N (d). The contour interval is 0.375 K. The white
dashed curve in each figure denotes each region’s PORT climatological tropopause.
averaged over this range is damped by only ∼27% when contributions from the ozone
seasonal cycle above 85 hPa are not considered (compared with a ∼35% damping in
the NH tropics), and phase-changes are also small. The SH tropical (20∘S-0∘) ozone
seasonal cycle (Fig. 3-7a) and the associated full structure radiative seasonal cycle
(Fig. 3-7c) are shallower than those of the NH (Fig. 3-7b and 3-7d), contributing to
the reduced radiative sensitivity to seasonality above 85 hPa.
At higher southern latitudes largely outside the traditional tropical band, there is a
strong ozone concentration and radiative seasonal cycle on the 85 hPa level stretching
from 35∘S-15∘S (Fig. 3-6). This feature arises because of the migration of the tropical
92
region on the 85 hPa pressure surface, moving northward in the boreal summer and
southward in the austral summer (Stolarski et al., 2014). Strong upwelling and weak
horizontal in-mixing across the subtropical jet promotes reductions in ozone at these
latitudes from January to March (Chen, 1995; Stolarski et al., 2014). As the tropical
lower stratosphere retreats northward in the boreal summer, it is replaced in this
region by extra-tropical air with higher concentrations of ozone. The result is a
consistent strong seasonal cycle of ozone that is in-phase between the tropopause and
∼50 hPa, with large seasonal cycle amplitudes between 50% and 23%, respectively
(Supplemental Fig. S3). Because the overlying seasonal cycles are in-phase with the
cycles below (Fig. S3), the local and nonlocal radiative effects compound and lead
to a radiative seasonal cycle that maximizes at ∼24∘S with an amplitude of 4.9 K.
When the seasonal cycle above 85 hPa is not considered, the average amplitude of
the radiative seasonal cycle between 35∘S-15∘S at 85 hPa is reduced to about 3.1 K
(a 26% reduction from the full structure ozone radiative seasonal cycle). While these
changes are physical, they are only relevant for the tropical lower stratosphere during
the austral summer months when the SH tropics extend to these latitudes.
The distinct horizontal patterns in NH and SH ozone, related to the increased
mixing in the NH surf-zone region, the migration of the tropical lower stratosphere,
and the phasing of upwelling and horizontal mixing in the two hemispheres (Stolarski
et al., 2014), result in meridionally asymmetric radiative effects in the tropics. When
considering the impacts of radiative effects on lower stratospheric or near-tropopause
phenomena in detail (such as the outflow of tropical cyclones or the amount of water
vapor entering the stratosphere), the latitudinal variability examined here should be
accounted for. Notably, seasonal cycle amplitudes of tropical lower stratospheric
temperatures maximize in the NH tropics (Reed and Vlcek, 1969; Randel, 2003;
Fueglistaler et al., 2009a; Grise and Thompson, 2013). Our results indicate that
the ozone radiative effects amplify this hemispheric asymmetry.
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3.4 Summary
This study has used Aura Microwave Limb Sounder (MLS) observations of tropical
stratospheric water vapor and ozone and a radiative transfer model to determine their
purely radiative impacts on the upper troposphere and lower stratosphere. The radia-
tive sensitivities to the specific vertical structures of water vapor and ozone seasonal
cycles have been investigated to ascertain how overlying seasonal cycles nonlocally
impact radiative temperature adjustments in the lower stratosphere. Hemispheric
asymmetries in ozone’s seasonal radiative effects and sensitivities have also been elu-
cidated.
The key findings of this chapter are:
1) Ozone’s seasonal radiative effect is broad across the tropical lower stratosphere,
whereas water vapor’s seasonal radiative effect maximizes just above the tropopause.
Ozone is the larger contributor to the seasonal radiative impacts in the tropical lower
stratosphere—at levels just above the tropical tropopause, ozone’s seasonal cycle of
radiative temperature adjustments has a peak-to-peak amplitude that is ∼3.4 times
that of water vapor—but water vapor’s seasonal radiative effects are more influen-
tial than was previously thought, suggesting that neglecting water vapor seasonality
when considering the radiative budget of the tropical stratosphere could miss impor-
tant variability (Folkins et al., 2006; Chae and Sherwood, 2007; Fueglistaler et al.,
2011). Water vapor’s signal is about a third that of ozone primarily because of off-
setting longwave and shortwave effects. Ozone’s larger heating rates are the sum of
shortwave effects following ozone concentrations and longwave effects following both
concentrations and associated temperature adjustments (Planck feedback).
2) The radiative impacts of water vapor’s seasonal cycle in the lower stratosphere
are not sensitive to the overlying water vapor structure. That is, local radiative re-
sponses largely drive water vapor’s "radiative tropical tape-recorder". In contrast,
33% of the radiative effects of ozone’s seasonal cycle at 85 hPa are associated with
longwave emission from ozone seasonal cycles overlying the 85 hPa level. To recover
90% or more of ozone’s seasonal radiative response near the tropical tropopause,
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ozone seasonal cycles up to at least ∼50 hPa must be included in radiative calcula-
tions. It is therefore important that ozone’s nonlocal radiative effects above the lower
stratosphere be accounted for when characterizing the seasonal radiative budget in
the tropical lower stratosphere.
3) Ozone’s lower stratospheric seasonal radiative effects are asymmetric about
the equator: the radiative seasonal cycle amplitude in the northern hemisphere trop-
ics (0∘-20∘N) is 27% larger (0.8 K) than that in the southern hemisphere tropics
(20∘S-0∘). Additionally, ozone radiative impacts in the northern hemisphere tropi-
cal lower stratosphere have 8% greater absolute sensitivity to the overlying seasonal
ozone structure than the southern hemisphere tropics. These results are linked to
the observed asymmetrical ozone concentration seasonal cycle detailed by Stolarski
et al. (2014). More work is needed to understand how ozone’s radiative asymmetry
about the equator contributes to the observed meridional asymmetry in tropical lower
stratospheric temperature seasonal cycles (e.g. Randel, 2003).
In this study we have not assessed the seasonal radiative effects of other lower
stratospheric constituents such as nitrous oxide or methane (although these effects
would likely be minor, Gettelman et al. (2004)), aerosols, or clouds, each of which
could play a role in the seasonal radiative budget in the tropical lower stratosphere
(e.g. Fueglistaler et al., 2009a). A further limitation of this study is the reliance on
seasonally evolving fixed dynamical heating (SEFDH, Forster et al., 1997) to estimate
the radiative seasonal cycles of water vapor and ozone. Whereas SEFDH is useful for
determining the pure radiative temperature response to observed constituent changes
in the stratosphere, it is only an upper bound estimate of radiative effects on tem-
perature, because dynamics could to some extent respond, thus balancing seasonal
anomalies in radiative heating (e.g. Ming et al., 2016). Radiative contributions to
temperatures in the lower stratosphere may consequently be lower than the upper
bound determined herein.
We have also calculated the heating rates associated with observed water vapor
and ozone seasonal cycles, which are observationally constrained and only depend
on SEFDH to the extent that it is used to estimate longwave adjusted heating rates
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(Planck feedback). The amplitude of ozone heating rates is about a third of esti-
mated dynamical heating rate amplitudes in the tropical lower stratosphere (Abalos
et al., 2012), suggesting that ozone does substantially contribute to the seasonal heat-
ing budget and by extension the seasonal temperature budget in the tropical lower
stratosphere.
As the stratospheric circulation is expected to change over this century in response
to climate change (e.g. McLandress and Shepherd, 2009; Fu et al., 2015), understand-
ing the factors which impact radiative heating in the tropical lower stratosphere will
be important for model and reanalysis representations of the stratosphere and tropo-
pause. The work presented herein suggests that misrepresenting the ozone seasonal
cycle in the lower stratosphere and the layers above will have consequences for sea-
sonal radiative heating near the tropical tropopause. Along with seasonal trends in
stratospheric temperatures and/or stratospheric circulation (such as those suggested
by Fu et al. (2010)), seasonal radiation could also change and indirectly affect physical
phenomena that depend on future near-tropopause temperatures, such as the amount
of water vapor entering the overworld or the intensity of tropical cyclones.
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Chapter 4
On the Seasonal Cycles of Tropical
Cyclone Potential Intensity
Abstract
Recent studies have investigated trends and interannual variability in the potential
intensity (PI) of tropical cyclones (TCs), but relatively few have examined TC PI
seasonality or its controlling factors. Potential intensity is a function of environmen-
tal conditions that influence thermodynamic atmosphere-ocean disequilibrium and
the TC thermodynamic efficiency—primarily sea surface temperatures and the TC
outflow temperatures—and therefore varies spatially across ocean basins with differ-
ent ambient conditions. This chapter analyzes the seasonal cycles of TC PI in each
main development region using reanalysis data from 1980 to 2013. TC outflow in
the western North Pacific (WNP) region is found above the tropopause throughout
the seasonal cycle. Consequently, WNP TC PI is strongly influenced by the seasonal
cycle of lower-stratospheric temperatures, which act to damp its seasonal variability
and thereby permit powerful TCs any time during the year. In contrast, the other
main development regions (such as the North Atlantic) exhibit outflow levels in the
troposphere through much of the year, except during their peak seasons. Mathemat-
ical decomposition of the TC PI metric shows that outflow temperatures damp WNP
This chapter was published in the Journal of Climate (Gilford et al., 2017) and is reproduced
with permission. The publication and its supplement are available at https://doi.org/10.1175/
JCLI-D-16-0827.1.
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TC PI seasonality through thermodynamic efficiency by a quarter to a third, whereas
disequilibrium between SSTs and the troposphere drives 72-85% of the seasonal am-
plitude in the other ocean basins. Strong linkages between disequilibrium and TC PI
seasonality in these basins result in thermodynamic support for powerful TCs only
during their peak seasons. Decomposition also shows that the stratospheric influence
on outflow temperatures in the WNP delays the peak month of TC PI by a month.
4.1 Introduction
It is important to understand the intensity of tropical cyclones (TCs) because coastal
societies are vulnerable to their dangerous and costly impacts (e.g. Pielke and Pielke,
1997). Studies over the last few decades have established a theoretical framework
for investigating the "potential intensity" (PI) that a TC may reach given local envi-
ronmental conditions (e.g. Emanuel, 1986; Holland, 1997; Bister and Emanuel, 1998,
2002). Evidence suggests that variations in actual tropical cyclone intensities scale
with variability in potential intensity on multiple timescales (Emanuel, 2000; Wing
et al., 2007, explored further in chapter 5). While it is recognized that warming sea
surface temperatures (SSTs) have been and will continue to be a key driver for TC
PI trends under anthropogenic climate forcing (e.g. Henderson-Sellers et al., 1998;
Emanuel, 2005; Knutson et al., 2010; Holland and Bruyère, 2014; Strazzo et al., 2014;
Walsh et al., 2016, and references therein), recent work has also focused on how
lower stratospheric temperatures influence TC PI (e.g. Emanuel et al., 2013; Ram-
say, 2013; Wang et al., 2014). Some studies have explored stratospheric linkages with
TC PI trends over the past three decades (Emanuel et al., 2013; Wing et al., 2015),
in the future under anthropogenic climate forcing (Vecchi et al., 2014; Sobel et al.,
2016; Walsh et al., 2016), and in a Montreal Protocol world-avoided scenario (Polvani
et al., 2016). Less attention has been given to interannual variability in TC PI and
its connections with the upper atmosphere (Wing et al., 2015), and only a few studies
have considered the seasonality of potential intensity (Free et al., 2004; Tonkin et al.,
2000). In this chapter we calculate the seasonal cycles of tropical cyclone potential in-
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tensity in the main TC development regions with 34-years of reanalysis data, and use
a decomposition method to determine the main factors that drive TC PI seasonality
in these regions.
Tonkin et al. (2000) investigated the seasonal cycles of TC potential intensity
with a set of radiosonde stations in the Northwest Pacific, Australian Southwest
Pacific, and North Atlantic regions. Potential intensity calculations using the early
Emanuel (1986, 1991) method and the Holland (1997) method were compared to one
another and to observed TC intensities. Tonkin et al. (2000) found that both methods
generally performed well at predicting observed seasonal intensities in the tropics
(though each was overly sensitive to certain environmental conditions). However,
their study did not directly attribute the seasonal cycles to local thermodynamic
contributions beyond SSTs, and their data were spatially limited. Free et al. (2004)
also explored potential intensity seasonal cycles. Using data from fourteen radiosonde
stations, they showed that there were seasonal differences in TC PI across the tropics.
In the Caribbean these differences were attributed to each station’s distance from
the equator (with calculations showing larger seasonal cycle amplitudes at stations
farther from the equator), whereas no explanation was offered for the Pacific basin
differences. Further, no analysis was performed to determine the thermodynamic
conditions contributing to the seasonal cycles in each ocean basin. In this chapter,
we will show that spatial differences in the seasonal cycles of TC PI are linked to the
seasonality of each ocean basin’s sea surface temperatures, TC outflow levels, and
outflow temperatures. Note that we do not explore the seasonality of other factors
known to be important for the genesis or intensity of tropical cyclones, such as vertical
wind shear (e.g. Frank and Ritchie, 2001; Emanuel, 2006).
The goals of this chapter are to characterize the seasonal cycles of TC PI pertaining
to the main TC development regions in each ocean basin, and to identify the key
factors contributing to these cycles. In section 4.2, we describe the TC PI calculation
and decomposition, along with the reanalysis data used to compute TC PI. Section
4.3 shows the resulting TC PI seasonal cycles and quantifies the thermodynamic
contributions to these cycles. The study is summarized in section 4.4.
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4.2 Data and Methods
Tropical cyclone potential intensity (𝑉𝑝) is defined following Bister and Emanuel
(1998) as:
(𝑉𝑝)
2 =
𝐶𝑘
𝐶𝐷
(𝑇𝑆 − 𝑇0)
𝑇0
(ℎ*𝑜 − ℎ*) (4.1)
where 𝐶𝑘 and 𝐶𝐷 are the enthalpy and momentum surface exchange coefficients,
respectively, 𝑇𝑆 is the sea surface temperature, 𝑇0 is the mean outflow temperature,
ℎ*𝑜 is the saturation moist static energy at the sea surface, and ℎ* is the moist static
energy of the free troposphere. The ratio 𝐶𝑘
𝐶𝐷
is an uncertain quantity and determining
its value is an area of active research (e.g. Emanuel, 2003, and references therein), but
it is typically taken to be a constant. Here we set 𝐶𝑘
𝐶𝐷
= 0.9 following the precedent
of previous studies (Wang et al., 2014; Wing et al., 2015), but we have tested a range
of reasonable ratios (0.4−1.0) and found our results to be qualitatively insensitive to
the choice. The term (𝑇𝑆−𝑇0)
𝑇0
is the thermodynamic efficiency of the potential tropical
cyclone. It is readily determined that kelvin-for-kelvin the efficiency term is more
sensitive to 𝑇0 than 𝑇𝑆. However, 𝑇𝑆 seasonal amplitude is generally larger than
that of 𝑇0, and 𝑇𝑆 and 𝑇0 may be related to one another through the outflow level,
with key implications for the seasonal cycles of TC PI (see section 4.3). The final
term, (ℎ*𝑜 − ℎ*), is the thermodynamic disequilibrium between the sea surface and
the free troposphere, which is principally controlled by sea surface temperatures (e.g.
Emanuel, 2007).
We compute the potential intensity using the algorithm of (Bister and Emanuel,
2002, hereafter BE02). The BE02 scheme is more accurate for TC PI calculations in
the tropics than directly calculating and summing each individual term on the right-
hand-side of Equation 4.1 because of its incorporation of water loading and virtual
temperature (Garner, 2015; Wing et al., 2015). Besides its increased accuracy over
direct computation of Equation 4.1, the BE02 algorithm is advantageous because it
has been frequently employed in previous studies of PI (e.g. Emanuel, 2007; Sobel
and Camargo, 2011; Emanuel et al., 2013; Wang et al., 2014; Wing et al., 2015;
102
Polvani et al., 2016), allowing straightforward comparisons between those studies
and this work. We computed TC PI directly with Equation 4.1 and found that
the thermodynamic disequilibrium term is larger than that inferred from the BE02
algorithm by 10-25%, but results are qualitatively similar to those in section 4.3.
The BE02 algorithm requires profiles of temperature and humidity, along with sea
surface temperatures and mean sea-level pressures. The algorithm is configured to
output 𝑉𝑝, the outflow temperature, and the outflow temperature level (OTL). The
OTL is the level of neutral buoyancy for an air parcel saturated at sea-level pres-
sure, corresponding to the outflow temperature. Outflow temperatures allow direct
calculation of the efficiency term (second term on the right-hand-side of Equation
4.1) at each temporal and spatial location. Given the output potential intensity and
efficiency, the thermodynamic disequilibrium (ℎ*𝑜−ℎ*) can be derived from Equation
4.1. In the BE02 algorithm, parcels are lifted assuming reversible adiabatic ascent.
Assuming pseudo-adiabatic ascent instead leads to qualitatively similar results, ex-
cept that OTLs are typically found at higher altitudes, allowing more stratospheric
influence on TC PI in all regions (see section 4.3). We decompose Equation 4.1 by
taking the natural logarithm of both sides:
2× 𝑙𝑜𝑔(𝑉𝑝) = 𝑙𝑜𝑔(𝐶𝑘
𝐶𝐷
) + 𝑙𝑜𝑔(
𝑇𝑆 − 𝑇0
𝑇0
) + 𝑙𝑜𝑔(ℎ*𝑜 − ℎ*) (4.2)
This log-additive model is advantageous because it is quantifies thermodynamic
disequilibrium and thermodynamic efficiency contributions to TC PI at every spatial
and temporal location.
Temperature, water vapor, sea surface temperature, and mean sea-level pressure
data from 1980-2013 are taken from the second Modern-Era Retrospective analysis
for Research and Applications (MERRA2, Bosilovich et al., 2016) and the Interim Eu-
ropean Centre for Medium-Range Weather Forecasts Re-Analysis (ERA-I, Dee et al.,
2011). 6-hourly data from both reanalyses are regridded onto a monthly 2.5∘ x 2.5∘
grid. As we average over tropical cyclone main development regions (see below), the
horizontal resolution is not expected to play a significant role in the results. Previ-
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Table 4.1: Tropical cyclone main development regions and their geographical ranges.
Regions (except NA; see text) defined following Emanuel (2005) and Wing et al.
(2015).
Basin Range
North Atlantic (NA) 8.75∘–31.25∘N, 266.25∘–308.75∘E
Eastern North Pacific (ENP) 3.75∘–16.25∘N, 191.25∘–268.75∘E
Western North Pacific (WNP) 3.75∘–16.25∘N, 131.25∘–178.75∘E
North Indian (NI) 3.75∘–21.25∘N, 51.25∘–108.75∘E
Southern Hemisphere (SH) 18.75∘–3.75∘S, 61.25∘–178.75∘E
ous work by Kossin (2015) validated observed TC cloud-top brightness temperatures
against MERRA/ERA-I outflow temperatures and found that they vary consistently
with one another on multiple timescales, suggesting that seasonal evaluation of TC
outflow temperatures and potential intensity with these reanalyses is appropriate.
For clarity and brevity we show only the MERRA2 results herein; ERA-I results are
largely consistent with MERRA2 and are shown in the publication Supplement (Fig.
S1-S4).
Our methodology is designed to evaluate the seasonal cycles of potential intensity
dictated by seasonal atmospheric and ocean states. We determine the monthly means
of each state variable from reanalyses, and compute TC PI with the BE02 algorithm
at every ocean grid point. Monthly means of state variables and algorithm outputs
are then time-averaged over the 34-year period and area-averaged over the tropical
cyclone main development regions in each ocean basin (Table 4.1) following Emanuel
(2005) and Wing et al. (2015), except that we retain the full seasonal cycle in each
case (rather than averaging over the peak months) and use a somewhat different NA
main development region definition than Wing et al. (2015). Our NA region focuses
specifically on TC PI in the far western Atlantic and Gulf of Mexico, where tropical
cyclones frequently develop (e.g. Gray, 1984); results for the NA are qualitatively
insensitive to whether we use this definition or that of Wing et al. (2015). Further-
more, results for each main development region in Table 4.1 are qualitatively robust
to modest (∼5∘) poleward shifts (see Fig. 4-2).
We do not account for interannual variability in our results (e.g. ENSO, QBO,
volcanoes), but the 34-year period averages are expected to smooth such variability
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and demonstrate typical TC PI seasonal cycles in each ocean basin. To test the
sampling uncertainty in the mean seasonal cycles we employ an empirical bootstrap
method (Efron and Gong, 1983) in Appendix A (section 4.5). Results from this
exercise show that each of these seasonal cycles averaged over the main development
regions are statistically robust (see Fig. 4-6 and Table 4.3).
4.3 Results
4.3.1 Seasonal Cycle Overview
We first provide an overview of the seasonal cycles of TC PI and associated atmo-
spheric conditions in each main development region. Figure 4-1 shows the seasonal
cycles of sea surface temperature, outflow temperature, the outflow temperature pres-
sure level, and TC PI for each main development region from MERRA2 data. The
seasonal cycles calculated with ERA-I data are similar to those of MERRA2 (see Sup-
plemental Figures S1-S2). Figure 4-2 shows the horizontal structures of the monthly
peak-to-peak seasonal cycle amplitudes (hereafter "amplitudes") of SSTs, outflow
temperature, and TC PI from MERRA2. Positive amplitudes in Figure 4-2 indicate
that the seasonal cycle maximizes in the boreal summer and negative amplitudes in-
dicate that the seasonal cycle maximizes in the boreal winter; boxes outlining each
main development region are also included (except NI, see below).
SST variability is driven by complex interactions in the coupled ocean-atmosphere
system (e.g. Deser et al., 2010). SST seasonal cycles in the NA, ENP, WNP, and SH
regions (Fig. 4-1a) each have a single annual maxima and a single annual minima
which coincide with their hemispheric summer or winter, respectively. The phase of
the SST seasonal cycle is delayed by several months relative to the annual solar cycle
due to atmosphere-ocean thermal inertia (e.g. Cronin and Emanuel, 2013). In the NI
the monsoonal circulation drives a semi-annual seasonal cycle in SSTs (Schott and
McCreary, 2001; Schott et al., 2009, and references therein). Because our amplitude
definition does not account for a semi-annual component, we do not consider the NI
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Figure 4-1: Seasonal cycles of (a) sea surface temperature, (b) TC outflow tempera-
ture, (c) outflow temperature level, and (d) TC potential intensity using MERRA2
data averaged over 1980-2013 and the TC development regions. The main develop-
ment regions are North Atlantic (red), Eastern North Pacific (green), Western North
Pacific (blue), North Indian (yellow), and Southern Hemisphere (black), as defined
in Table 4.1.
region in our seasonal amplitude analyses (i.e. Fig. 4-2, Table 4.2).
In the WNP SSTs have limited seasonality (Fig. 4-1a) and are above the canonical
26.5∘C threshold for TC development year-round (e.g. Palmen, 1948). This requisite
has been recently reexamined, and its specific value is expected to increase with
climate change (Vecchi and Soden, 2007a; Johnson and Xie, 2010; McTaggart-Cowan
et al., 2015). The deep mixed-layer in the Pacific Warm Pool region results in a
weak SST seasonal cycle (mean amplitude of 1.5 K) at the lower tropical latitudes
(Fig. 4-2a Wyrtki, 1961; Schneider and Zhu, 1998). The ENP region also has weak
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Figure 4-2: The seasonal cycle monthly peak-to-peak amplitudes of (a) sea surface
temperatures, (b) tropical cyclone outflow temperatures, and (c) tropical cyclone po-
tential intensity. Data are from MERRA2 averaged over 1980-2013. Contour intervals
are every 1 K, 5 K, and 12.5 𝑚𝑠−1, respectively. Contours saturate at each respective
colorbar extent, and are smoothed with a 3x3 grid-point uniform boxcar filter. The
main development regions indicated by boxes are Western North Pacific (blue), East-
ern North Pacific (green), North Atlantic (red), and Southern Hemisphere (black), as
in Table 4.1.
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seasonality (amplitude of 1.3 K), but SSTs are cooler by 1-1.5 K (Fig. 4-1a) and
have a less homogenous seasonal cycle across the region (Fig. 4-2a). The NA and SH
regions both have larger seasonal amplitudes in SST (3.8 K and 2.3 K, respectively)
that are spatially inhomogeneous and associated with seasonally varying mixed layer
depths (de Boyer Montegut et al., 2004).
Figure 4-3 shows the annual mean OTLs in the tropics (Fig. 4-3a), along with the
seasonal cycles of the OTL pressure minus the lapse rate tropopause pressure averaged
over each main development region (Fig. 4-3b). Here the lapse rate tropopause is
defined as the lowest height where the lapse rate falls below 2 K/km (WMO, 1957)
and was determined with MERRA2 data following the methodology of Reichler et al.
(2003). A positive difference in Fig. 4-3b indicates that the monthly mean OTL is at
a higher pressure (lower altitude) than the monthly mean tropopause. Note that the
height of the tropical tropopause also has a consistent seasonal cycle: it is found at
minimum pressures in the boreal winter and maximum pressures in the boreal summer
(e.g. Kim and Son, 2012). For reference, Figure 4-4 shows the seasonal anomalies of
air temperature (with the annual mean at each pressure level removed) in tropical
troposphere and lower stratosphere, the lapse rate tropopause pressure, the outflow
temperature levels, and the seasonal cycles of SSTs in each main development region.
The seasonal cycles in outflow temperature (Fig. 4-1b) are tightly linked to outflow
temperature levels (Fig. 4-1c, Fig. 4-3). While the OTL remains in the troposphere,
lower pressures are associated with cooler outflow temperatures (as temperatures de-
crease with height up to the cold-point). Although there are temperature seasonal
cycles in the tropical troposphere, their amplitudes on any tropospheric pressure level
are small (<4 K, Fig. 4-4, cf. Donohoe and Battisti (2013)), and instead the lapse rate
and OTL pressure dominates outflow temperature seasonality. Recall that the OTL
is the level of neutral buoyancy for a saturated air-parcel lifted from sea level, and is
hence thermodynamically coupled to local SSTs (section 4.2, Fig. 4-4): warmer SSTs
will be associated with higher (and therefore cooler) outflow levels, whereas cooler
SSTs with be associated with lower (and warmer) outflow levels. Outflow tempera-
tures and SSTs are therefore generally opposite-phased when outflow is found in the
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Figure 4-3: (a) The annual mean outflow temperature level, computed with MERRA2
data over 1980-2013. Contour interval is every 10 hPa. Contours saturate at the
colorbar extent. (b) The seasonal cycle of the outflow temperature level minus the
WMO tropopause height (in hPa), using MERRA2 data averaged over 1980-2013 and
the TC main development regions defined in Table 4.1. Boxes and line colors follow
the region convention in Figures 4-1 and 4-2.
troposphere (e.g. in the NA region from November to May, Fig. 4-3b). This inverse
relationship has important implications for TC PI seasonality, because the difference
between SSTs and outflow temperatures determines the thermodynamic efficiency of
the TC PI (Equation 4.1). When the OTL migrates across the tropopause into the
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Figure 4-4: Seasonal anomalies of air temperature (K) at each pressure level (top
panels, contours) and seasonal cycles of sea surface temperatures (K, bottom panels,
solid lines) for the (a) North Atlantic, (b) Eastern North Pacific, (c) Western North
Pacific, (d) North Indian, and (e) Southern Hemisphere main development regions
defined in Table 4.1. Overlaid on the contours are seasonal cycles of the WMO lapse
rate tropopause pressure (white dashed curves) and outflow temperature level (colored
dashed curves). Data are from MERRA2 averaged over 1980-2013.
stratosphere, however, outflow temperatures are regulated by the lower stratospheric
temperature seasonal cycle. In each region OTLs penetrate the stratosphere at some
point in the seasonal cycle, typically during their periods of largest PI (Fig. 4-3b-d,
Fig. 4-4).
Annual mean OTLs in the WNP (Fig. 4-3a) are largely homogeneous over the
region and are always found in the stratosphere (<95 hPa, Fig. 4-3b, Fig. 4-4c).
This is consistent with the annual presence of the Western Pacific Warm Pool which
"anchors" the ITCZ perennial deep convection in the west Pacific (Wyrtki, 1961,
1989; Mitchell and Wallace, 1992). In contrast, annual mean OTLs over the NA
vary considerably from ∼90 hPa in the southwest part of the region to ∼150 hPa
in the northeast. Consistent with the observed seasonal shifts of the ITCZ (Mitchell
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and Wallace, 1992), the NA OTL only penetrates the stratosphere climatologically
during the boreal summer and fall months (Fig. 4-3b, Fig. 4-4a), i.e. during the
peak NA hurricane season. The other main development regions (ENP, NI, and SH)
exhibit similar annual OTL inhomogeneity and seasonal variance, with their OTLs
penetrating the stratosphere primarily during their peak-TC seasons (Fig. 4-3b).
Notably, observed tropical cyclones are important and disproportionately large con-
tributors to annual overshooting convection in the tropics, especially in the Western
North Pacific (Romps and Kuang, 2009). Our results suggest that TCs attaining
their potential intensity would exhibit similar overshooting behavior with regionally
dependent seasonal variance (Fig. 4-3b).
The seasonality of NA OTLs results in a large outflow temperature seasonal cycle
amplitude (10.9 K) that maximizes in the boreal winter and minimizes in the boreal
fall (Fig. 4-1b), with a considerable gradient across the basin (Fig. 4-2b). The ENP
and SH both have seasonal cycles of outflow temperature that are inversely related to
their seasonal SSTs when their outflow is found in the troposphere, and like the NA
these effects are not spatially homogenous. The semi-annual cycles of NI SSTs also
tracks inversely with regional average outflow temperatures when its outflow is found
in the troposphere. In each region, the outflow temperature seasonal amplitude is
dominated by the vertical migrations of their OTLs in the troposphere.
The perennial penetration of the WNP OTL into the stratosphere contrasts with
the other regions, and has important implications for WNP TC PI seasonality. By
"seeing" the lower stratosphere year-round, WNP seasonal outflow temperatures are
set by the factors controlling tropical lower stratospheric temperatures. The seasonal
cycle of tropical lower stratospheric temperatures is annual rather than semi-annual
(Reed and Vlcek, 1969), maximizing in the boreal summer and minimizing in the
boreal winter, and is driven primarily by planetary wave-forcing from the troposphere
(e.g. Reid, 1994; Yulaeva et al., 1994; Fueglistaler et al., 2009a, 2011). Enhanced wave
driving in the northern hemisphere compared with the southern hemisphere results in
an annual cycle of upwelling, adiabatically cooling lower stratospheric temperatures
in the boreal winter, and warming them in the boreal summer. Recent studies have
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shown that this seasonal cycle is modified radiatively by the correlated upwelling of
ozone, which amplifies the annual cycle by ∼30% (Folkins et al., 2006; Chae and
Sherwood, 2007; Fueglistaler et al., 2011, and chapter 3). The net result is an annual
cycle across the tropical lower stratosphere with an amplitude peaking at ∼8 K (e.g.
Reid, 1994; Randel and Wu, 2014). Although this seasonal cycle does not vary much
in the zonal average between the two hemispheres (Fig. S5), the largest seasonal
amplitudes of lower stratospheric temperatures are found over the Western Pacific
and Caribbean regions, with important implications for tropical cyclones (Fig. S6,
Fig. 4-4, see section 4.3.2). Because the outflow of WNP TCs is always within the
stratosphere (Fig. 4-3b), the outflow temperature seasonal cycle follows that of the
lower stratosphere, maximizing in the boreal summer and minimizing in the boreal
winter (Fig. 4-1b, Fig. 4-4c).
Like the WNP, the other basins show signs of lower stratospheric influences on
their monthly mean outflow temperatures in those months when their OTLs penetrate
into the stratosphere (Fig. 4-4). Outflow temperatures in the northern hemisphere
main development regions show similar curvature to the WNP outflow temperatures
from August through November, when outflow temperatures are falling from ∼198K
to ∼194K following the stratospheric seasonal cycle (Fig. 4-1b, Fig. 4-4). The NA
region being more poleward than the other main development regions (Table 4.1)
results in warmer average outflow temperatures during the boreal summer and fall,
delaying the NA outflow temperature minima until October (Fig. 4-1b). NI outflow
reaches the stratosphere in both the boreal spring and fall, incidentally missing the
seasonal maximum in lower stratospheric temperatures (Fig. 4-4d) and resulting in
an inverse relationship between SSTs and outflow temperatures in these seasons (Fig.
4-1b). In the months that SH OTLs are found in the stratosphere, November through
May (Fig. 4-3b, Fig. 4-4e), the magnitude and shape of the SH outflow temperatures
resemble those in the WNP (Fig. 4-1b) and follows the lower stratospheric seasonal
cycle (Fig. 4-4e).
TC PI seasonality reflects regional differences in sea surface temperatures and
outflow temperatures (Fig. 4-1d). The NA TC PI seasonal cycle has large amplitude
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(∼22 𝑚𝑠−1) and maximizes in September/October, coinciding with a large amplitude
seasonal cycle in SSTs. The seasonal cycles in the ENP are spatially inconsistent
within the region (Fig. 4-2c), but on average show similar structure to their SSTs
(compare Fig. 4-1a and 4-1d). The SH seasonal cycle amplitude is similar to the
NA (∼23 𝑚𝑠−1), maximizing in the austral fall. The NI seasonality highlights the
important influence of the monsoonal circulation in setting TC potential intensity in
this region. In the WNP, TC PI is strong year-round (always > 72 𝑚𝑠−1), and has a
small seasonal amplitude (∼6 𝑚𝑠−1) relative to the other regions. This small ampli-
tude indicates that either the disequilibrium term has similar weak seasonality, the
thermodynamic efficiency term is damping TC PI because of stratospheric influences,
or both. The relative contributions from these terms are explicitly investigated in
section 3b.
In contrast to the proposal of Free et al. (2004), Figure 4-2c shows that TC PI
seasonal cycles are not simply zonal in nature. For instance, although the ENP and
WNP have similar latitudinal ranges (Table 4.1) they have distinct seasonal cycle
structures in part because of zonal asymmetries in SSTs and outflow temperatures
(Fig. 4-2a-b).
The TC PI seasonal cycles in Fig. 4-1d compare generally well with those found by
Tonkin et al. (2000). In the NA, both studies find large amplitude TC PI seasonality,
with values maximizing during the peak-season months (Fig. 4-1d). Their TC PI
seasonal cycles in the low latitude Pacific stations (equatorward of 15∘N), also agree
with our finding of a weak WNP TC PI seasonal cycle. Tonkin et al. (2000) also show
good agreement between observed TC intensities and TC PI, and taken together our
results are illustrative of why powerful TCs have been observed at all times of year in
the lower latitudes of the Western Pacific basin (particularly shown by Guam station
data; 14∘N, 145∘E, their Figure 5).
4.3.2 Potential Intensity Decomposition
We have shown that the seasonal cycle of WNP outflow temperatures is perenni-
ally linked to lower stratospheric temperatures, whereas outflow temperatures in the
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Table 4.2: The monthly peak-to-peak seasonal cycle amplitudes of TC Potential
Intensity in each main development region (excluding NI), and the percent change in
the TC PI term amplitude when either the Disequilibrium or Efficiency term is linearly
removed (following Equation 4.2). A negative amplitude indicates the seasonal cycle
maximizes in the austral summer. A positive percentage change indicates that the
term climatologically damps the TC PI seasonal cycle, whereas a negative percentage
indicates that the term amplifies the TC PI seasonal cycle on average. Values are
calculated using MERRA2 data from 1980-2013.
Main TC PI Seasonal Change when Change when
Development Amplitude [and Disequilibrium term Efficiency term
Region Annual Mean] (𝑚𝑠−1) is removed (%) is removed (%)
NA 22.3 [64.6] -72.0 -26.0
ENP 10.8 [67.6] -84.5 -11.1
WNP 7.25 [76.1] -58.7 26.7
SH -22.5 [70.6] -77.3 -21.8
other regions are found in the troposphere except during their peak-seasons. These
differences are broadly consistent with the derived TC PI in each main development
region (Fig. 4-1d). We now employ the decomposition in Equation 4.2 to specifically
quantify to what extent these differences affect TC PI seasonality. Figure 4-5 shows
the seasonal anomalies (annual means removed) of the decomposed terms averaged
over the main development regions. The monthly variations in disequilibrium and
efficiency terms show their specific monthly contributions to the TC PI magnitude,
and these seasonal cycles are statistically robust to sampling uncertainty (Table 4.4).
Note that is a constant that does not contribute to seasonal variability. Table 4.2
shows the TC PI seasonal cycle amplitudes (from Fig. 4-1d) in each region excluding
the NI, along with the percent changes in the TC PI term amplitude if the efficiency
or disequilibrium term seasonal cycles are subtracted from the TC PI term seasonal
cycle. A negative percent change indicates that the term climatologically amplifies
the TC PI seasonal cycle, whereas a positive percent change indicates that the term
climatologically damps the TC PI seasonal cycle. Percent changes do not add to
100% because of seasonal phase differences between the terms (discussed below). We
see from Table 4.2 that in every region the disequilibrium term is the largest overall
driver of TC PI seasonality, and hence always amplifies TC PI seasonal cycles.
The disequilibrium and efficiency terms in the NA (Fig. 4-5a) both maximize in
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Figure 4-5: Seasonal anomalies of the logarithm of tropical cyclone potential inten-
sity times two (solid curves, LHS of Equation 4.2), the logarithm of thermodynamic
efficiency (dashed curves, second term on RHS of Equation 4.2), and the logarithm
of thermodynamic disequilibrium (circles, third term on RHS of Equation 4.2), using
MERRA2 data averaged over 1980-2013 and the (a) North Atlantic, (b) Eastern North
Pacific, (c) Western North Pacific, (d) North Indian, and (e) Southern Hemisphere
TC main development regions defined in Table 4.1.
the boreal summer/fall and minimize in the boreal winter/spring. SSTs and outflow
temperatures both overall amplify the efficiency seasonality in the NA (Fig. 4-1a-b,
Table 4.2), but the disequilibrium term—driven principally by SSTs—is a much larger
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contributor to TC PI (Table 4.2). Consequently, NA TC PI has strong seasonality
(with an amplitude that is 35% of its annual average value) linked to the SST seasonal
cycle, whereas stratospheric temperatures play a secondary role. The main influences
of the NA stratospheric temperatures (when OTLs reach the stratosphere from June
to October, Fig. 4-3b) are to slightly reduce the magnitude of the efficiency term
(Fig. 4-5a) and slightly delay the peak-month of the TC PI seasonal cycle (compare
the peak-month between the NA disequilibrium term and the TC PI term). Overall
the NA environment is thermodynamically most conducive for intense TCs in the
boreal summer/fall, consistent with the observed NA hurricane season.
Results for the SH and ENP regions generally agree with the NA: SSTs dominate
the seasonal cycle through the disequilibrium term (Fig. 4-5b and 4-5e), and the
efficiency term is a minor amplifier (Table 4.2). Note that because the seasonal cycle
of lower stratospheric temperatures is similar across the tropics in both hemispheres
(Fig. 4-4, Fig. S5), the seasonal cycle of stratospheric outflow temperatures in the
SH (over November-May, Fig. 4-3b) amplifies the efficiency seasonal cycle (and hence
TC PI) in that region rather than damping it (Table 4.2, Fig. 4-5e). TC PI in the
NI region is strongly coupled to the disequilibrium term, and the efficiency term only
slightly amplifies its seasonal variability (Fig. 4-5d).
WNP disequilibrium and efficiency terms have opposing signs and more compara-
ble magnitudes (Fig. 4-5c, Table 4.2). The phase of the efficiency term seasonal cycle,
maximizing in January-February and minimizing in August-September, is indicative
that this term is principally controlled by lower stratospheric outflow temperatures.
Contributions from the disequilibrium term maximize in September-October and min-
imize in February, following regional SSTs (Fig. 4-1a). The weak seasonality of WNP
SSTs (amplitude of 1.5 K) coupled with the relatively strong seasonality in lower
stratospheric outflow temperatures (amplitude of 6.4 K) allows efficiency impact to
TC PI seasonality on the order of thermodynamic disequilibrium’s impact (Table 4.2).
The efficiency term damps the amplitude of the WNP TC PI seasonal cycle by about
26%. Because efficiency and TC PI are seasonally out of phase, the efficiency term’s
influence on PI is in fact larger than the amplitude metric shows. If, for example,
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the efficiency term were phase-shifted by two months so that the minima in efficiency
aligned with the maxima in TC PI, the WNP efficiency term would damp the TC PI
seasonal cycle by 39%.
The phase-offsets between the efficiency and disequilibrium terms in the WNP
depress TC PI in the boreal summer. Because SSTs lagging the seasonal insolation
(e.g. Braconnot et al., 2000) are offset from the asymmetric wave-forcing on lower
stratospheric temperatures (e.g. Yulaeva et al., 1994), the WNP peak-season occurs
later than would expected if SSTs were the only driver of WNP TC PI seasonality
(shifting its TC PI maxima from September into October, Fig. 4-5c). The positive
contribution of the NA efficiency term also delays the TC PI peak in that region,
resulting in nearly equal monthly averages of NA TC PI in September and October.
To gauge the relative importance of each term in Equation 4.2 between the main
development regions, we examine the ratios of their amplitudes (see Table S2). If TC
PI seasonality is influenced by the same factors in two regions, contributions from
each term should scale consistently between those regions. Here we take the ratio
of the NA and WNP term amplitudes, as they show the most dramatic contrasts in
how the stratosphere impacts TC PI through the efficiency term (the NA region is
characteristic of the behavior in the ENP, NI, and SH regions). We find that the
amplitude ratio of NA/WNP TC PI terms is 3.8, whereas the amplitude ratios of
the disequilibrium and efficiency terms are 2.2 and -2.6, respectively. Although the
absolute magnitudes of their influences are different (e.g. vertical axes of Fig. 4-5),
the differences between their proportionalities make clear that the NA seasonality
(and by extension the ENP, NI, and SH regional seasonality) is strongly driven by
SST seasonality through both thermodynamic disequilibrium and efficiency, whereas
the WNP seasonal cycle is effectively damped by stratospheric influences on thermo-
dynamic efficiency.
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4.4 Summary
The seasonal cycles of tropical cyclone (TC) potential intensity (PI) have been cal-
culated with 34-years of reanalysis data across five TC main development regions.
Potential intensity depends not only on sea surface temperatures driving thermody-
namic disequilibrium with the atmosphere, but also on the difference between the
sea surface temperatures and TC outflow temperatures (e.g. Emanuel, 1986, 2003).
Whereas previous studies have focused primarily on the long-term trends and inter-
annual variability in TC PI, in this chapter we have elucidated the seasonality of PI
and determined the relative seasonal contributions of thermodynamic disequilibrium
and thermodynamic efficiency with a decomposition method.
Environmental conditions in the Western North Pacific imply that the region has
perennial outflow levels that penetrate into the stratosphere, and outflow tempera-
tures that are stratospherically controlled. In contrast, outflow temperatures in the
North Atlantic main development region are generally found at lower and warmer tro-
pospheric altitudes except during the boreal summer and fall seasons (June through
October). The net result is a large amplitude (∼22 𝑚𝑠−1 peak-to-peak) TC PI sea-
sonal cycle in the North Atlantic that maximizes in the Atlantic hurricane season,
compared with the weaker amplitude but perpetually powerful (> 70 𝑚𝑠−1) TC PI
seasonal cycle in the Western North Pacific. Although SSTs can be thought of as
dictating the seasonal cycles in all basins, in the Western North Pacific they do so in
part by allowing TC outflow to be influenced by the stratosphere year-round, whereas
in the other main developments regions SSTs are linked more directly to tropospheric
outflow temperatures through seasonal variations in the outflow level.
Decomposing the TC PI metric reveals that thermodynamic disequilibrium is the
main driver of TC PI seasonal cycles, contributing 72-85% of the seasonal variability
in each region except the Western North Pacific. Thermodynamic efficiency contri-
butions in these regions are smaller and amplify the seasonal cycle of TC PI because
they are tropospherically controlled (through SSTs) during most of the year. In the
Western North Pacific, however, efficiency damps TC PI by between a quarter and a
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third because TC outflow temperatures there are linked to the seasonal cycles of lower
stratospheric temperatures, which enhance TC PI in the boreal winter and decrease
it in the boreal summer. Furthermore, the stratospheric influence on Western North
Pacific outflow temperatures delays the peak-month of TC PI by about a month
relative to the peak implied by SST seasonality alone.
Our results imply that thermodynamic conditions in the Western North Pacific
are ripe for intense TCs throughout the year, whereas ambient conditions in the North
Atlantic region typically support powerful TC intensities only during the peak hurri-
cane season (late boreal summer and fall). In this chapter we have only assessed the
thermodynamic conditions for intense tropical cyclones. Although powerful typhoons
have been observed year-round in the Western Pacific, there remains clear seasonality
in their frequency (Sopko and Falvey, 2014). This distinction is likely owing to other
factors such as wind shear and mid-tropospheric humidity, which are not accounted
for in our methodology.
4.5 Appendix A: Monte Carlo Simulations
To assess the robustness of our results, we examined the uncertainty with an empirical
bootstrapping method (Efron and Gong, 1983). We constructed 1000 simulations of
34-years, drawing from 1980-2013 MERRA2 data with replacement. For each of the
1000 simulations we recalculated the mean seasonal cycle for each state variable and
BE02 algorithm output. The result reproducing Fig. 4-1, is shown in Figure 4-6.
The error bars for each basin, month, and variable show the 95% confidence
intervals from the bootstrapping. We find that in each basin and for each variable,
the amplitudes of the seasonal cycle are robust, being larger than any given month’s
uncertainty at 95% confidence. We also specifically calculate the largest uncertainty
in any month for each variable and compare it to the seasonal amplitudes; the results
are reported in Table 4.3. These results are consistent with the relatively small SST
variance in these regions (cf. (Deser et al., 2010), their Figure 4).
Further, we calculate the logarithmic decomposition (following Eqn. 4.2) for each
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Figure 4-6: As in Figure 4-1 except that error bars show the 95% confidence intervals
on monthly means calculated from a 1000-member resample, with replacement, of
34-years of MERRA2 data from 1980-2013.
of the 1000 simulations (Table 4.4). We find that the efficiency term has very little
uncertainty, and the uncertainty in the TC PI term is on the order of that of the
disequilibrium term. Because of the limited uncertainty in efficiency, a more amplified
year in disequilibrium is also associated with a larger amplitude year in TC PI. This is
consistent with the conclusion that the disequilibrium term sets the base magnitude
of the TC PI seasonal cycle, and efficiency consistently modulates TC PI by damping
(in the WNP) or amplifying (in the NA) its seasonal variability (cf. Table 4.2).
Between the two basins the uncertainty in the disequilibrium term is about the same
magnitude (Table 4.4), although this is more important in the WNP because the
overall magnitudes of each decomposition term are smaller. For each decomposition
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Table 4.3: The peak-to-peak seasonal cycle amplitudes of monthly SSTs, outflow
temperatures, outflow temperature levels, and TC Potential Intensity, in each main
development region. Negative amplitudes indicate the seasonal cycle maximizes (for
OTL, minimizes) in the austral summer. Values are calculated with MERRA2 data
from 1980-2013. Brackets show the maximum ranges of the 95% confidence intervals
in any month of the seasonal cycle for that variable and region (i.e. the height of the
largest error bar for each variable and region in Fig. 4-6). Note that NI "amplitudes"
are just the absolute ranges of its semi-annual seasonal cycles.
Region SST (K) 𝑇0 (K) OTL (hPa) TC PI (𝑚𝑠−1)
NA 3.77 [0.23] -10.9 [1.1] 65.1 [4.7] 22.3 [1.7]
ENP 1.33 [0.29] -3.1 [1.6] 18.4 [9.6] 10.9 [2.3]
WNP 1.51 [0.24] 6.4 [0.8] 8.5 [3.5] 7.25 [3.0]
NI 3.09 [0.24] -6.6 [1.4] 47.2 [8.8] 21.2 [1.8]
SH -2.33 [0.21] 9.9 [1.1] -50.7 [6.1] -22.5 [2.0]
Table 4.4: As in Table 4.3, except for each decomposition term in Equation 4.2.
Region 𝑙𝑜𝑔(𝑉𝑝) (K) 𝑙𝑜𝑔(𝑇𝑆−𝑇0𝑇0 ) (K) 𝑙𝑜𝑔(ℎ
*
𝑜 − ℎ*)
NA 0.765 [0.070] 0.566 [0.056] 0.214 [0.018]
ENP 0.353 [0.081] 0.314 [0.066] 0.055 [0.025]
WNP 0.199 [0.087] 0.253 [0.078] -0.082 [0.013]
NI 0.835 [0.168] 0.724 [0.148] 0.123 [0.029]
SH -0.775 [0.073] -0.606 [0.059] -0.176 [0.021]
term in each region, the seasonal amplitude is significantly larger than the uncertainty
in any given month, supporting consistently robust results.
4.6 Appendix B: Testing TC PI Robustness with
Hadley Centre SSTs
Vecchi and Soden (2007b) showed that when comparing reconstructed and interpo-
lated sea surface temperature (SST) products, product differences are able to impact
potential intensity estimates. In their context of studying long-term trends in 20th
century, the spatial patterns of a robust warming signal differed significantly, suggest-
ing a lower bound for uncertainty in their potential intensity calculations.
Such spatial pattern differences could be especially important when considering
specific main development regions, as we have in this chapter. Reanalysis SSTs are
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aggregated mixtures of interpolated sea surface temperature products, chosen with a
goal of preserving continuous boundary conditions for the atmospheric forecast model.
Descriptions of these aggregated products are found in Bosilovich et al. (2016) and
Dee et al. (2011) for MERRA2 and ERA-I, respectively. While the supplemental
material of Gilford et al. (2017) shows that results are largely consistent between the
ERA-I and MERRA2 reanalyses, it is useful to recalculate potential intensity with
an additional SST product to further test the robustness of TC PI seasonal cycles.
To do so we draw monthly SST data from the Hadley Centre Global Sea Ice and
Sea Surface Temperature 1∘ x 1∘ fields (HadISSTs Rayner et al., 2003) over the 1980-
2013 period. For consistency with the reanalyses products introduced in section 4.2,
bilinear interpolation is used to regrid the HadISST data onto the 2.5∘ x 2.5∘ grid
shared by MERRA2 and ERA-I. We find the long-term mean and seasonal cycle of
HadISSTs, and then substitute HadISSTs for the SSTs in MERRA2 and recompute
the climatological seasonal cycles of TC PI with the BE02 algorithm (this computation
is referred to hereafter as MERRA2-HadISST).
The spatial structure of the differences in the long-term means of HadISSTs and
MERRA2 SSTs is shown in Figure 4-7a. In the main development regions, HadIS-
STs are generally warmer than MERRA2 SSTs by about 0.1-0.3 K. However, in the
monthly seasonal amplitudes (Figure 4-7b), the differences are more consistently dis-
tributed about zero, without any obvious systematic biases. Figure 4-8a shows the
seasonal cycles of HadISSTs averaged over the five main development regions, along
with those of MERRA2 and ERA-I (reproduced from Fig. 4-1). The monthly struc-
ture of SST seasonality is consistent across each dataset; HadISSTs magnitudes fall
between MERRA2 and ERA-I SSTs in the ENP and SH regions, and are typically
slightly warmer than MERRA2 and ERA-I in the WNP, NA, and NI regions.
The impact of these biases on TC PI seasonality is shown in 4-8b. While the
PI values in MERRA2-HadISST are higher in the regions with warmer HadISSTs
(consistent with Equation 4.1), the monthly seasonal structure is very similar to
those in Fig. 4-1. Therefore, while the absolute magnitudes of TC PI climatologies
are sensitive to the choice of SST product, the seasonal structures are not. This
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Figure 4-7: (a) Differences in the long-term mean SSTs. (b) Differences in the sea-
sonal cycle monthly peak-to-peak amplitudes of SSTs. Differences in (a) and (b) are
HadISSTs minus MERRA2 SSTs, and are averaged over 1980-2013. Contour intervals
are every 0.2 K and contours saturate at the colorbar extents. The main development
regions indicated by boxes are NA (red), ENP (green), WNP (blue), NI (yellow), and
SH (black), as defined in Table 4.1.
is coherent with the sensitivities of TC PI calculations to the 𝐶𝑘
𝐶𝐷
ratio, the choice
of parcel ascent assumption (reversible vs. pseudo-adiabatic lift), and the choice of
computational method (Bister and Emanuel (1998) direct calculation vs. the BE02
algorithm). Each of these uncertainties scales the magnitude but not the seasonality
of TC PI.
Looking at thermodynamic efficiency, outflow temperatures, and outflow temper-
ature levels (not shown), there is strong agreement between MERRA2 and MERRA2-
HadISST, suggesting that the difference in their SSTs is not a factor in the contribu-
tions of near-tropopause temperatures to TC PI seasonality. This is especially true in
months where outflow penetrates the tropopause. The strong vertical thermal strat-
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Figure 4-8: (a) Seasonal cycles of sea surface temperatures from MERRA2 (solid
curve), ERA-I (dashed curve), and MERRA2-HadISST (solid/dot curve). (b) Sea-
sonal cycles of tropical cyclone potential intensity calculated with SSTs in (a). Note
that MERRA2-HadISST potential intensity is calculated with SSTs from the Hadley
Centre and air temperatures, humidity, and pressure from MERRA2. The main de-
velopment regions are NA (red), ENP (green), WNP (blue), NI (yellow), and SH
(black), as defined in Table 4.1. All data averaged over 1980-2013.
ification of the lower stratosphere means that small positive biases in SSTs do not
noticeably affect the outflow temperature in these periods (for instance, the differ-
ence between MERRA2 and MERRA2-HadISST outflow temperatures in any month
of each basin’s TC season is <0.5K).
Coupled with the Monte Carlo results shown in Appendix A (section 4.5), we
conclude that the climatological seasonal cycles of TC PI, and their contributing
factors, are robust to the choice of sea surface temperature product. SSTs remain
the primary driver of TC PI seasonality in every ocean basin (see Table 4.2), while
the seasonality of outflow temperatures found in the lower stratosphere is pronounced
and important for TC PI in primarily the WNP main development region, playing
only a minor role during each other region’s TC season.
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4.7 Appendix C: An Upper Bound on Ozone’s Role
in TC PI Seasonality
In chapter 4 we showed that ozone seasonal cycles, through radiative amplification,
are a critical component of lower stratospheric temperature seasonality (in contrast
to water vapor, which has a limited/phase-shifted damping effect). Here we briefly
explore how ozone radiative amplification could affect the climatological seasonal
cycles of tropical cyclone potential intensity.
Recall that the estimates of ozone radiative seasonal cycles in chapter 4 requires
the use of SEFDH, which implies that the ozone radiative temperature adjustments
are an upper bound (because dynamics could damp its effects, see discussions in sec-
tions 3.2.2 and 6.2.2). Ozone’s estimated radiative impacts on TC outflow temper-
atures will therefore also be an upper bound. We also neglect the in-situ influences
of tropical cyclones on ozone concentrations (e.g. Das et al., 2015; Ratnam et al.,
2016), as our goal is to determine the climatological influences of ozone on outflow
temperature seasonality (consistent with the methodology outlined in this chapter).
Matching across the tropopause altitude as was done with constituent perturba-
tions in chapters 2 and 3, we acquire the temperature adjustments on the MERRA2
grid associated with ozone’s full structure radiative seasonal cycle (Fig. 3-2b), and the
85 hPa sensitivity experiment. We form climatological baseline profiles of MERRA2
state variables (1980-2013) for the WNP and NA main development regions, and from
these we linearly remove ozone’s seasonal temperature adjustments. These profiles,
with ozone radiative temperature adjustments removed, are idealized representations
of what the NA and WNP basins temperatures would be without ozone’s radiative
seasonal impacts.
Potential intensity and its associated variables are computed with the BE02 algo-
rithm for each of these profiles. TC PI and outflow temperature differences between
the baseline and ozone-removed thermal profiles are shown in Figure 4-9. Positive
PI differences, for example, indicate that baseline profiles (which implicitly include
ozone radiative effects) have greater potential intensities than those with ozone’s ef-
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Figure 4-9: The (a) potential intensity and (b) outflow temperature differences (𝑚𝑠−1
and K) when the or ozone radiative seasonal cycles temperature adjustments (Fig 3-
2b) are linearly removed from the temperature profiles in the NA (red curves) and
WNP (blue curves) main development regions (defined in Table 4.1). Differences with
the removal of temperature adjustments associated with seasonal cycles throughout
the stratosphere (solid curves) and when ozone seasonality is ozone considered only
between the tropopause and 85 hPa (dashed curves) are both shown for comparison
(cf. Fig. 3-5).
Ozone’s radiative seasonal cycles cool the lower stratosphere in the boreal winter
and warm it in the lower stratosphere, apparent in the outflow temperatures which
reach the upper troposphere/lower stratosphere (Fig. 4-9b). This results in increased
PI in the boreal winter and decreased PI in the boreal summer in both the NA and
WNP regions. In both basins, therefore, ozone amplifies the outflow temperature
seasonal cycles and damps the PI seasonality. The maximum cooling is phase-shifted
to the boreal spring in the NA likely because that is when NA OTLs approach the
tropopause (Fig. 4-3) and ozone cooling remains strong in those months (Fig. 3-5).
The NA PI damping is mostly irrelevant, however, because the efficiency term plays
a very minor role in NA PI seasonality (Table 4.2); we estimate ozone’s role in the
amplitude of the PI seasonal cycle is overall about 3%. In contrast, ozone’s radiative
amplification of average WNP lower stratospheric temperatures accounts for about
1.5 K of the 6.4 K outflow seasonal cycle amplitude, and damps the average WNP PI
seasonal cycle by ∼38% relative to what it would be without ozone influence. While
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this is only an upper bound estimate, ozone is clearly an important player in the
limited WNP PI seasonality, encouraging more powerful storms to form in the boreal
winter months when its radiative cooling is strongest.
We note that the majority of this ozone radiative effect is associated with ozone
seasonality above the 85 hPa level (dashed curves in Fig. 4-9, cf. Fig. 3-3 and 3-
5). Ozone’s impacts on WNP PI seasonality are much weaker when only the ozone
seasonal cycles between 85 hPa and the tropopause are radiatively considered. This
implies that in order to accurately model the seasonal cycles of WNP TC PI, one must
appropriately portray ozone seasonality and its radiative effects above the lowermost
stratosphere.
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Chapter 5
Seasonal Cycles of Along-Track
Tropical Cyclone Maximum Intensity
Abstract
A tropical cyclone (TC) potential intensity (PI) seasonal cycle climatology has been
established in the main development regions (MDR), but the real-world application
and emergence of this seasonality remains critical to evaluate. This study investi-
gates whether observed TC maximum intensities exhibit a seasonal cycle similar to
that of potential intensity. To directly compare observed and potential intensities,
one must account for month-to-month variability in TC tracks and storm frequen-
cies. Historical TC best track data and MERRA2 PI calculations are combined to
develop an along-track record of observed maximum and potential intensities for each
storm in the satellite-era (1980-2015). Overall, observed maximum intensity seasonal
cycles agree well with those of along-track potential intensity. Consistent with pre-
vious studies, when observed lifetime maximum wind speeds are normalized by PI,
their distributions appear uniform. This property is used to show that at least 25
storms must be observed in a given month to have 99% confidence that the most
intense observed wind speeds follow along-track PI seasonality. In the North At-
lantic and Southern Hemisphere regions, there are few observed storms outside their
respective TC seasons, limiting the applicability of PI theory across their seasonal
cycles. There is very limited month-to-month variation in mean along-track PI in
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these regions, and monthly variations are strongly tied to TC thermodynamic dise-
quilibrium (and hence sea surface temperatures). Thermodynamic disequilibrium also
drives Eastern North Pacific along-track PI and observed maximum intensity to have
opposite-signed seasonal cycles from that of MDR-average PI: they minimize in Au-
gust, and maximize in June and October. Western North Pacific along-track PI and
observed maximum intensity seasonal cycles are relatively flat, and have a local min-
imum in August because of reduced thermodynamic efficiency, through anomalously
warm near-tropopause outflow temperatures. Powerful (>65 𝑚𝑠−1) TCs historically
occur in every month of the year (except January) in the Western Pacific, in part
because of tropopause region influences.
5.1 Introduction
The development of potential intensity (PI) theory (e.g. Emanuel, 1986) has provided
the tropical cyclone (TC) research community with a useful way to understand how
environmental conditions affect local upper limits on TC intensity. However, the
relevance of these theoretical limits for the intensities of real-world tropical cyclones
is an ongoing area of investigation. Relationships between observed and potential
intensities have been studied in a number of different contexts, including climatology,
trends, interannual variability, and "superintensity". (e.g. Emanuel, 2000; Persing
and Montgomery, 2003; Wing et al., 2007; Zeng et al., 2007; Holland and Bruyère,
2014; Kossin, 2015; Sobel et al., 2016).
Chapter 4 showed that the seasonal cycle of Western North Pacific (WNP) TC
PI is damped relative to the seasonalities of the North Atlantic (NA) and other main
development regions (Fig. 4-1). Because WNP outflow reaches the tropopause in
every month (recall that outflow level is a strong function of SSTs, cf. section 4.3.1),
WNP outflow temperatures follow tropopause seasonality: they are cold in the boreal
winter and warm in the boreal summer. These near-tropopause outflow temperatures
damp PI seasonality by 30-40% through thermodynamic efficiency (Table 4.2 and
Fig. 4-5). In contrast, SST seasonality completely dominates the NA TC PI seasonal
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cycle, and also strongly controls the TC PI seasonal cycles in the Eastern North
Pacific (ENP), North Indian (NI), and Southern Hemisphere (SH) regions.
By definition, operational (in-situ) potential intensity should limit the intensity
of a given tropical cyclone, so that lifetime maximum intensities (LMI) of the most
intense observed TCs should approach the thermodynamic limit of PI. Emanuel (2000)
was the first to show empirically that every TC of at least hurricane strength has an
equal probability of attaining any LMI up to its potential intensity. This result
implies that PI variability (or a PI increase in the case of climate change, Sobel et al.
(2016)) should be accompanied by like-changes in observed intensity, and the highest
percentiles of observed LMI distributions should scale with PI.
The relationships between observed and potential intensity on interannual timescales
were assessed by Wing et al. (2007). Their study shows that there are significant cor-
relations between interannual observed LMIs and potential intensities in the NA and
WNP regions. This result indicates that potential intensity theory is an important
factor in the actual tropical cyclone intensities not only climatologically, but also
year-to-year. The goal of this chapter is to extend the findings of Emanuel (2000)
and Wing et al. (2007) to a seasonal cycle context and to determine whether there
are real-world manifestations of the intensity seasonal cycles presented in chapter 4.
PI seasonal cycles in chapter 4 were calculated as averages over each ocean basin’s
main development region (MDR, Table 4.1), which have been traditionally used in
TC studies (e.g. Emanuel, 2005; Wing et al., 2007, 2015). MDR-averaging in this
context implicitly assumes that seasonal excursions in TC tracks are small relative to
the intraseasonal variability of environmental variables. It further assumes that TCs
develop and strengthen within the confines of the defined MDR regions. However,
in each basin the historical record shows that there are substantial month-to-month
differences in tropical cyclone tracks (e.g. Fig. 5-2). As tracks migrate, storms will
sample different regions of PI (Wing et al., 2007; Kossin and Vimont, 2007), which
could have profound effects on the PI estimates and bias comparisons with actual
intensity. Wing et al. (2007), for instance, found that accounting for track variability
generally improved the correlations between observed maximum intensities and PI.
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Kossin et al. (2010) showed that the magnitudes and interpretation of PI trends and
variability depends on whether or not track differences are accounted for. To account
for monthly track migrations, in this chapter we develop an along-track dataset of
tropical cyclone PI for each storm in the satellite era (1980-2015). The resultant along-
track seasonal cycles of PI (and associated along-track environmental conditions, e.g.
SSTs, outflow levels/temperatures, etc.) are then directly comparable with observed
TC maximum wind speeds. We also compare results from the along-track method to
the MDR-averages of chapter 4 to assess the usefulness of MDR-averages.
Another challenge for assessing the applicability of potential intensity seasonality
is the clear seasonal cycle in TC frequencies in each ocean basin (e.g. Landsea, 1993;
NHC, 2017, cf. Fig. 5-1). In this study we use the properties of the TC along-track
observed and potential intensity distributions—namely the uniformity of normalized
wind (observed intensity divided by potential intensity) distributions described in
Emanuel (2000)—to determine which months in each basin have enough historical
storms to assess the intraseasonal veracity of PI theory. Although several studies have
corroborated the Emanuel (2000) result that maximum observed intensities should
scale to some extent with PI (Zeng et al., 2007; Swanson, 2008), none have examined
this question in the seasonal cycle context.
The chapter is organized as follows. Section 5.2 describes our development of an
along-track dataset of tropical cyclone observed and potential intensities, and dis-
cusses relationships between empirical and theoretical normalized wind distributions.
The seasonal cycles of along-track observed and potential intensities are explored in
section 5.3. We summarize the results in section 5.4 and discuss their implications.
5.2 Data and Methods
5.2.1 Best Track Observations
To determine the seasonal cycles of observed TC intensity and develop an along-track
TC maximum intensity dataset (section 5.2.2), we use a best track archive (e.g. Knapp
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et al., 2010, available at ftp://texmex.mit.edu/pub/emanuel/HURR/tracks/). Best
tracks from the NA and ENP TC regions are from the National Oceanographic and
Atmospheric Administration’s National Hurricane Center/Tropical Prediction Center,
and best tracks from the WNP, NI, and SH regions are provided by the US Navy’s
Joint Typhoon Warning Center. For consistency with the time period considered in
chapter 4 we draw data over 1980-2015; the final observed Atlantic hurricane in the
dataset is Hurricane Kate (November 2015). An advantage of limiting our study to
the satellite-era is that best track quality is improved compared with earlier periods
(though there are still sources of uncertainty up to 5 𝑚𝑠−1, (Torn and Snyder, 2012;
Landsea and Franklin, 2013)).
Best track data are reported every 6-hours and include TC latitude/longitude
storm center positions and the maximum 1-minute averaged sustained winds at 10
meters (i.e. the along-track observed intensity). Storm track observations are oc-
casionally provided at intra-6-hourly periods, but we restrict our analyses to the
6-hourly observations to ensure consistent analysis/interpretation across all storms in
the dataset (e.g. Wing et al., 2007). Observed wind speeds are reported with a preci-
sion of 5 knots (∼2.57 𝑚𝑠−1). We refer to lifetime maximum intensity (LMI) of each
storm as the first time a storm achieves its maximum intensity (as some storms may
have multiple maxima because of data precision, e.g. Emanuel, 2000). We neglect
tropical depressions (LMI < 18 𝑚𝑠−1) in the best track archive, focusing instead on
storms that reach at least tropical storm strength or greater.
In order to be consistent about how the maximum observed intensities of best
track tropical cyclones are defined, we first separate the observed TCs into three
different classifications (analogous to those in Emanuel (2000)):
1. Storms that make landfall within 24 hours after their LMI,
2. Storms that intensify to at least 40 𝑚𝑠−1 and have an observed intensity that
exceeds PI (𝑉 > 𝑃𝐼) within 24 hours after their LMI (but do not make landfall),
3. Storms with intensities that do not exceed potential intensity or make landfall
within 24 hours after their LMI.
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Table 5.1: Number of historical storms (1980-2015) in each classification (see text)
and TC development region. All classifications (whether a storm’s intensity does/does
not exceed potential intensity, or a storm makes landfall) apply within 24 hours of
each storm’s LMI. Each classification’s percentage of the total storm count (far right
column) is shown in brackets.
Basin Landfall 𝑉 > 𝑃𝐼 𝑉 < 𝑃𝐼 Total
NA 119 [33%] 14 [4%] 227 [63%] 360
ENP 78 [14%] 98 [17%] 392 [69%] 568
WNP 209 [24%] 76 [9%] 582 [67%] 867
NI 94 [62%] 1 [1%] 56 [37%] 151
SH 149 [17%] 31 [4%] 663 [79%] 843
Our results are not qualitatively different if a 48 hour window is used instead.
Potential intensity values (𝑉𝑝) are found along the track of each storm using the
methodology in section 5.2.2, and are defined to be zero over land. Storms that re-
emerge after landfall but experience their LMI within 24 hours of landfall are still
placed into classification 1. The number of storms for each classification, as well as
each classification’s percentage of total storms in each TC region, are shown in Table
5.1.
We next define a quantity, 𝑉𝑚𝑎𝑥, which is hereafter referred to as the "observed
maximum intensity". For storms with intensities which do not exceed PI (classifica-
tion 3) 𝑉𝑚𝑎𝑥 is exactly the LMI. In the case of the first and second classifications, if
a storm’s observed wind speed exceeds PI or a storm is over land (𝑉𝑝 = 0) at the
time of the LMI, then its 𝑉𝑚𝑎𝑥 is defined instead at the observation 6 hours prior
to exceeding PI/making landfall. There is a corner-case in the classification scheme,
where TCs making landfall within 24 hours of their LMI still sustained 𝑉𝑚𝑎𝑥 > 𝑉𝑝 at
the LMI location (<1% of all storms in the dataset). In these cases we retain the 𝑉𝑚𝑎𝑥
value and location, because it is the most relevant intensity for its possible coastal
impact (for instance, the 2015 ENP Hurricane Patricia). In all other cases 𝑉𝑚𝑎𝑥 is
either equal to or less than 𝑉𝑝.
About 4.9% of all non-landfalling storms fall into classification 2 and have 𝑉 > 𝑃𝐼
at the time of their LMI (3.8% of total storms). Therefore, while the majority of non-
landfalling cases do not transiently violate PI theory at the LMI, there is a small subset
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of storms that transiently achieve superintensity (Persing and Montgomery, 2003) and
are beyond the valid range of PI theory. This superintensity may occur because a)
actual TC intensities are never truly in equilibrium (a condition for which PI is strictly
valid), or b) the temporal/spatial resolutions of PI and observed intensity vectors
are inadequate to account for rapid changes in TC intensity, or c) the PI definition
used in this study is climatological rather than operational (see discussion in section
5.2.2), or through some combination of these uncertainties. Including superintense
storms in our along-track dataset (section 5.2.2) would significantly distort along-
track PI seasonal cycles, because often these storms reach their LMI over cold waters
(with anomalously low PI, not shown). While our 𝑉𝑚𝑎𝑥 definition (stepping back in
time before superintensity occurs) is an imperfect solution, it does permit meaningful
comparisons between observed and potential intensity.
Normalized wind speed results (section 5.2.3) are not sensitive to whether storms
that exceed PI within 24 hours after their LMI—classifications 1 or 2—are included.
However, the seasonal cycles of observed maximum wind speeds (results in section
5.3.1) will vary as a function of which storms are included, in part because of fre-
quency changes (section 5.2.3), and in part because each individual storm has a unique
evolution and maximum. If we examine the seasonal cycles of only those storms that
do not exceed potential intensity (classification 3) we find that they are qualitatively
similar to results with a simple classification which excludes storms that have observed
maximum winds exceeding the potential intensity at their LMI (not shown, see Wing
et al., 2007). We argue, however, that it is important to include landfalling storms
in our seasonal cycle analyses because they are most relevant for societal impacts.
Accordingly, in the remainder of this work we choose to use the set of storms that
fall into any of the three classifications, to gain a broad view of maximum intensity
seasonal cycles.
We use the observed maximum intensity to categorize storms into tropical storms
(18 𝑚𝑠−1 ≤ 𝑉𝑚𝑎𝑥 < 32 𝑚𝑠−1) and tropical cyclones that attain at least hurricane
strength intensity (𝑉𝑚𝑎𝑥 ≥ 32 𝑚𝑠−1). These categories have distinct wind speed
distributions (Emanuel, 2000) which are discussed in section 5.2.3.
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As motivated in section 5.1, investigating the seasonal cycles of TC maximum in-
tensity requires one to account for seasonal cycles in TC frequency and track. Figure
5-1 illustrates the seasonal frequency of (a) all TCs in each region, and (b) separated
into tropical storms or hurricane strength storms. The intraseasonal variation of TC
frequency is well-established, generally showing a peak in TC activity in a basin’s late
summer/early fall and a minimum in TC activity in the winter and spring (e.g. Land-
sea, 1993; Nuemann, 1993). The North Indian region is an exception to this behav-
ior because of Monsoonal effects (e.g. Mohapatra, 2014)—the NI region is discussed
further in section 5.2.4. There are similar counts of tropical storms and hurricane
strength storms in ENP, NA, and SH regions, but in the WNP hurricane strength
storms far exceed tropical storms. Additionally, hurricane strength storms tend to be
slightly more frequent in the late peak seasons in each basin. The seasonal frequencies
are in part due to the seasonal cycles of vertical wind shear, which can limit both
the development and strengthening of TCs in the winter months (e.g. Merrill, 1988;
DeMaria et al., 1994; Aiyyer and Thorncroft, 2006; Hendricks et al., 2010; Tippett
et al., 2011; Wang et al., 2015). We implement a statistical framework in section 5.2.3
to assess how the seasonality of storm frequencies constrains our ability to observe
storms with maximum intensities near the potential intensity.
Tropical cyclone tracks also show month-to-month variability (Figure 5-2). WNP
TC tracks are more equatorward in the boreal winter months and more poleward in
the boreal summer months (e.g. Wang et al., 2015). Monthly averages of the locations
of first observed intensities (a proxy for genesis, Fig. 5-2 crosses) and maximum
intensity (Fig. 5-2 filled circles) explicitly display this systematic seasonal migration in
the WNP (not shown). A seasonal signal in the NA and other basins is less obvious, in
part because there are far fewer storms in the winter months (cf. Fig. 5-1), but there
are still some seasonal migrations. For instance, storms appear to form/maximize
further west in the basin or in the Gulf of Mexico during the very early or very late
months of the NA hurricane season (e.g. McAdie et al., 2009), and ENP tracks follow
a similar North/South month-to-month shifts as the WNP. Seasonal track migrations
imply that storms will sample regions of stronger or weaker PI at different times in
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Figure 5-1: (a) Seasonal cycles of tropical cyclone frequencies in each TC development
region, for storms in the best track data archive that reach a lifetime maximum
intensity of at least 18 𝑚𝑠−1. The month of occurrence for each storm is assigned by
the date of its lifetime maximum intensity (see text). The regions are NA (red), ENP
(green), WNP (blue), NI (yellow), and SH (black). (b) As in (a), but separated into
storms which have a lifetime maximum intensity of hurricane strength (solid curves)
or tropical storm strength (dashed curves).
the seasonal cycle (Kossin and Vimont, 2007; Kossin and Camargo, 2009). MDR
definitions (Table 4.1, overlaid boxes in Fig. 5-2) are clearly inadequate to describe
the environmental conditions experienced by many storms along their tracks. In the
next section, we create an along-track dataset of tropical cyclone potential intensity
designed to address seasonal track differences.
5.2.2 Along-Track Intensity Dataset
We construct an along-track dataset of tropical cyclone potential intensities, using
the climatology calculated with the Bister and Emanuel (2002, BE02) algorithm and
MERRA2 environmental conditions described in chapter 4 (section 4.2). MERRA2
data is updated through 2016, but the addition of three years from 2014-2016 makes
very little difference in the TC PI climatology, because the interannual variability
of environmental conditions is typically much smaller than the seasonal variability
(Deser et al., 2010, cf. Fig. 4-6 and Monte Carlo simulations in section 4.6). The
raw potential intensities calculated with the BE02 algorithm are reduced by 20% as
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Figure 5-2: Tracks of tropical cyclones from the best track data archive over 1980-
2015 for each TC region. Locations of each storm’s first observed intensity and
lifetime maximum intensity are shown in crosses and filled circles, respectively.
Each storm’s track is color-coded by the month of its lifetime maximum inten-
sity, with darker/cooler colors representing boreal winter and spring months and
brighter/warmer colors representing boreal summer and fall months (see legend).
Colored boxes indicate the main development regions, as defined in Table 4.1.
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a crude approximation for the scaling between gradient and 10 meter winds (Powell,
1980), allowing comparisons between observed and BE02 potential intensities.
The MERRA2 PI climatology—37-year means at each month/latitude/longitude
on a 2.5∘ x 2.5∘ grid—is bilinearly interpolated to every TC position in the best
track dataset. A cubic spline-fit is used to temporally interpolate the monthly PI
climatology to the best track 6-hourly grid, where the monthly means are assumed
to represent the central day of each month. Potential intensities along the track of
Hurricane Jeanne (2004) are shown as an example of the interpolation method in
Figure 5-3a. The along-track PI values (filled circles) are nearly indistinguishable
from the background September-mean PI (contours), indicating that the temporal
spline-fitting is much less important than the PI spatial variations sampled over the
lifetime of Hurricane Jeanne.
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Figure 5-3: (a) The North Atlantic climatological potential intensity in September
(contoured) and the interpolated along-track potential intensity of Hurricane Jeanne
(13-29 Sept. 2004, filled circles). Contours are every 2.5 𝑚𝑠−1 and saturate at the
colorbar’s extent. White filled circles indicate where the track made landfall (𝑉𝑝 = 0).
Mismatched intensities between the track and contours illustrate the minor effects of
the temporal spline fitting (see text). (b) The along-track observed wind speeds from
the best track archive (blue curve) and potential intensity (red curve) of Hurricane
Jeanne before and after its lifetime maximum intensity. Hurricane Jeanne is classified
as a landfalling storm (classification 2, see text).
The time-evolution of Hurricane Jeanne’s along-track observed intensity and po-
tential intensity is shown in Fig. 5-3b. As it made landfall in the Caribbean ∼175
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hours before its LMI, Hurricane Jeanne’s PI briefly dropped to zero (cf. Fig. 5-3a).
Jeanne next traveled back over open water and looped once, then reached its LMI
just before a final landfall in Florida in late September. At the LMI Jeanne had
an observed maximum intensity at 71% of its potential intensity. Jeanne’s observed
intensity then quickly fell until the storm dissipated on September 29th, 2004.
Climatological potential intensities used in this study obviously differ from the op-
erational potential intensity that a storm would experience in-situ (such as the daily
potential intensities calculated/visualized by the Center for Ocean-Land-Atmosphere
studies at http://wxmaps.org/pix/hurpot.html). We chose to use monthly clima-
tologies of PI for three reasons. First, PI calculations are roughly linear, so that
the average PI calculated with a series of environmental conditions is very similar to
the PI calculated with an average of those environmental conditions (not shown, see
also Swanson, 2008). While individual storms may sample variable PI values in-situ,
long-term averages of along-track PI (like those discussed in section 5.3.1) should be
robust if TC track distributions are representative. Second, our goal is to develop
an along-track dataset useful for exploring the seasonal cycles of potential intensities
that a "typical" TC would experience. For this purpose the operational environments
of individual historical storms (which will be sparse in space/time when considered
along-track, and will be drawn from a range of internal climate variability) should
be less relevant than seasonal climatologies of PI, which are robust to interannual
variability (section 4.5). Finally, along-track values using climatological PI may be
directly compared to the MDR averages in chapter 4 (e.g. Fig. 4-1).
It is important to note inherent uncertainties in potential intensity that could
affect our results. Some relevant physical processes may not be appropriately rep-
resented in the PI metric (e.g. Bryan and Rotunno, 2009; Frisius and Schonemann,
2012), e.g., the 𝐶𝑘
𝐶𝐷
ratio directly scales the PI magnitude and has a broad possible
range (e.g. Emanuel, 2003, and references therein, see Eqn. 4.1), and operational PI
for any given storm could be appreciably higher than the climatological values used
to create our dataset. These uncertainties could contribute to the 3.8% of storms
which we observe to be superintense at their LMI.
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Relating along-track observed and potential intensity invites another ambiguity,
namely, the contributions of TC translation velocity to best track ground-relative
wind speeds. Previous studies (DeMaria et al., 1994; Zeng et al., 2007) have shown
that accounting for storm translation velocity may improve comparisons between
best track and potential intensities. But the relationship between PI and translation
velocity is unclear, in part because ground-relative winds may be more relevant for
the air-sea exchanges (which PI theory relies upon) than rotational winds (Emanuel,
2000). Herein we neglect the effects of translation velocity; this assumption is relaxed
in Appendix B (section 5.6) and a short assessment of its implications is presented.
5.2.3 Normalized Wind Distributions
The normalized wind speed along the track of a tropical cyclone (e.g. Emanuel, 2000)
is:
𝜈 =
𝑉𝑚𝑎𝑥
𝑉𝑝
(5.1)
where 𝑉𝑝 is the potential intensity at the same location and time as 𝑉𝑚𝑎𝑥. For
example, the normalized wind for Hurricane Jeanne is 54𝑚𝑠−1
76𝑚𝑠−1 = 0.71 (Fig. 5-3b).
In each TC development region and over all storms we find the empirical cumu-
lative distribution function (CDF), 𝐹𝑒(𝜈), by binning 𝜈 values into intervals of 0.01.
Consistent with Emanuel (2000), the historical probability distributions of 𝜈 appear
approximately uniform (e.g. Fig. 5-4). Although the physical reasons for this unifor-
mity are not known (section 6.2.3), it is found consistently in studies of TC intensity,
even when subjected to different physical assumptions for maximum potential inten-
sity (e.g. Swanson, 2008; Zeng et al., 2007). In Appendix A (section 5.5), a Monte
Carlo approach is applied to explore the uniform property in greater depth.
We assume 𝜈 values in the empirical distribution are drawn from a theoretical
uniform distribution defined as:
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𝐹 (𝜈) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, for 𝜈 < 𝛼
𝜈−𝛼
𝛽−𝛼 , for 𝛼 ≤ 𝜈 ≤ 𝛽
1, for 𝜈 > 𝛽
(5.2)
where 𝐹 (𝜈) is linear between the bounds 𝛼 and 𝛽 with a slope of 1
𝛽−𝛼 and a
y-intercept − 𝛼
𝛽−𝛼 . The empirical and theoretical distributions of North Atlantic nor-
malized wind speeds separated by hurricane or tropical storm strength are shown in
Figure 5-4.
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Figure 5-4: The empirical (symbols) and theoretical (purple dashed curve) cumulative
probability distributions functions of normalized wind speeds (defined by equation
5.1) at the locations of lifetime maxima for all classified TCs in the North Atlantic
(see text). TC distributions are separated by category: tropical storms (squares) or
hurricane-strength (circles). Included are the best-fit lines to the empirical distribu-
tions (black dashed curves); goodness-of-fit metrics are reported in Table 5.3.
To fit the theoretical distribution to 𝐹𝑒(𝜈), one must determine parameters for
the lower and upper bounds, 𝛼 and 𝛽. In Emanuel (2000) linear functions were fit
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to the empirical 𝜈 distributions and a significant correlation (𝑅2 ≥ 0.98) was found
for both NA and WNP. The black dashed line in Fig. 5-4 shows an example of
this method applied to NA distributions in this study; the NA linear best-fit remain
strongly correlated with the empirical CDF (𝑅2 = 0.99) for storms that reach at least
hurricane intensity (Table 5.3). Approximations of the distribution bounds may be
found at the 𝜈 values where this best-fit line intercepts with Probability=0.0 (to find
𝛼) and 1.0 (to find 𝛽). However, these bounds have important implications for the
interpretation of PI (discussed below and in section 6.2.3), so a closer investigation
is warranted.
Theoretically, the upper bound 𝛽 should be predictable and constrained. By the
potential intensity definition and classification constraints, 𝑉𝑚𝑎𝑥 ≤ 𝑉𝑝 → 𝜈 ≤ 1.0, so
that 𝛽 = 1.0. A best-fit estimate of 𝛽 that is greater or less than this value implies
that there is uncertainty in either the PI calculation (e.g. scaling differences through
the uncertain 𝐶𝑘
𝐶𝐷
ratio), observed winds, or both. In each basin we find that the
upper bound probability intercepts falls within 0.1 of 𝜈 = 1.0 (Fig. 5-4 and 5-5). In
the remainder of this study we use a fixed 𝛽 = 1.0 for each theoretical distribution,
assuming that observed storms should have intensities consistent with our 𝑉𝑚𝑎𝑥 and
PI definitions. Assigning 𝛽 apart from empirical estimates also permits more concise
analysis of each empirical distribution’s genuine uniformity (Appendix A, section 5.5).
Unlike 𝛽, the lower bound 𝛼 is not theoretically constrained and must be empiri-
cally derived. But the properties of 𝛼, and how it could shift in a changing climate or
from season-to-season, are critical for PI’s interpretation. Wing et al. (2007) showed
that if the lower bound 𝛼 is a fixed value (i.e. the lower bound on observed maximum
intensity is a fixed fraction of PI), then a percentage change in average PI should be
accompanied by the same percentage change in average observed maximum intensity.
If instead there is a fixed absolute lower bound on tropical cyclone maximum intensity
(𝛿 in Wing et al. 2007), then 𝛼 should decrease in a climate in which PI increases
(as 𝛼 = 𝛿
𝑉𝑝
), and the accompanying increases in average observed maximum intensity
will be smaller.
There are several methods to estimate 𝛼. An absolute empirical minimum for 𝛼
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Table 5.2: Estimated lower bounds on TC normalized wind (𝜈) distributions for
storms that reach at least hurricane intensity and do not exceed potential intensity
within 24 hours of their LMI (classification 3). Estimates are from Emanuel (2000)
best-fit intercepts (E00), and from this study based on the maximum PI in each re-
gion (𝑚𝑎𝑥(𝑉𝑝)), the best-fit intercept where Probability=0.0 (Fit), and the minimum
observed 𝜈 in each region (𝑚𝑖𝑛(𝜈)).
Lower Bound NA ENP WNP NI SH
𝛼𝐸00 0.45 – 0.47 – –
𝛼𝑚𝑎𝑥(𝑉𝑝) 0.39 0.37 0.36 0.37 0.35
𝛼𝐹𝑖𝑡 0.47 0.45 0.48 – 0.40
𝛼𝑚𝑖𝑛(𝜈) 0.44 0.40 0.43 0.42 0.38
is given by the maximum observed along-track PI value and the TC category filters
assumed in 5.2.1. For example, the largest observed along-track PI in the Atlantic
basin is ∼82 𝑚𝑠−1. For the tropical storm distribution, 18𝑚𝑠−1 ≤ 𝑉𝑚𝑎𝑥 by definition,
so that if a storm reaches the marginal tropical storm speed in the maximum PI
location, then 𝛼 ≈ 18𝑚𝑠−1
82𝑚𝑠−1 ≈ 0.22. Similarly, for the Atlantic hurricane distribution,
this method estimates 𝛼 ≈ 32𝑚𝑠−1
82𝑚𝑠−1 ≈ 0.39.
Any given storm is not likely to concurrently sample from these maximum observed
historical PI values and have a 𝑉𝑚𝑎𝑥 at the margins of hurricane or tropical storm
intensity. Instead, intercept estimates from the best-fit curves (described above)
may be more appropriate (e.g. the 𝜈 value where the black dashed line in Fig. 5-
4 intercepts with Probability=0.0). Another simple empirical estimate for 𝛼 is the
minimum observed 𝜈 value for any storm in the basin over the historical period. Note
that 𝛼 estimates from these two methods should always be equal to or smaller than
the absolute minimum 𝛼 estimated from the maximum observed along-track PI.
Table 5.2 shows a summary of 𝛼 estimates from each of these methods (and
compared with those in (Emanuel, 2000)) across each region for storms that do not
exceed PI or make landfall within 24 hours after their LMI (classification 3). Results
from the set of all storms regardless of classification are similar, but 𝛼 estimates
are usually slightly smaller (Fig. 5-4 and 5-5). The majority of 𝛼 estimates fall
between 0.4-0.5, consistent with rigorously derived bootstrap estimates in Appendix
A (section 5.5). Although each empirical estimate could be appropriate, we use the
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best-fit method to estimate 𝛼 for the remainder of this study because it is the most
flexible, and it inherently preserves the shape of empirical distributions.
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Figure 5-5: As in Fig. 5-4, but for the (a) Eastern North Pacific, (b) Western North
Pacific, and (c) Southern Hemisphere regions.
Equipped with 𝛼 and 𝛽 estimates, we form theoretical distributions for each basin
(Eqn. 5.2), which are shown (purple dashed curves) compared to their best-fits and
empirical distributions in Figures 5-4 and 5-5. Best-fits and theoretical distributions
are both linear by design, and differ only by their 𝜈 = 1.0 intercept. We also show
tropical storm distributions and associated best-fits for completeness. Tropical storm
distributions remain approximately uniform but they do not reach large 𝜈 values and
they have a steeper slope (cf. Emanuel, 2000); considering tropical storm and hur-
ricane strength storms together forms a single piecewise-uniform distribution (not
shown). The NA CDF is very linear across its range (Fig. 5-4). WNP and ENP
empirical distributions have probabilities below 𝐹 (𝜈) in the central portions of the
distribution (Fig. 5-5, see discussion in Appendix A, section 5.5). In contrast, empir-
ical 𝜈 values in the SH are more frequent than 𝐹 (𝜈) in the central and upper portions
of the distribution.
𝐹𝑒(𝜈) and 𝐹 (𝜈) are strongly correlated in each region (Table 5.3, 𝑅2 ≥ 0.94).
However, this quantity does not constitute a strict test for uniformity. The traditional
statistical test for this property is the Kolmogorov-Smirnov test (KS test, e.g. Wilks,
1995), but a key KS test assumption, namely that the parameters of the theoretical
uniform distribution be independent of the empirical distribution, does not necessarily
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Table 5.3: Total number of storms that reach at least hurricane intensity (Hurr.) or
tropical storm intensity (TS) in each TC region over 1980-2015 and all classifications.
Included are the Pearson correlation coefficients (squared) between the empirical nor-
malized wind cumulative distributions (𝐹𝑒(𝜈)) and either the best-fit lines (dashed
black curves in Fig. 5-4 and 5-5) or the theoretical normalized wind cumulative
distributions (𝐹 (𝜈), dashed purple curves in Fig. 5-4 and 5-5).
Region # Hurr. 𝐹 (𝜈) 𝑅2 Fit 𝑅2 (Hurr.) # TS Fit 𝑅2 (TS)
NA 178 0.99 0.99 182 0.97
ENP 312 0.96 0.99 256 0.97
WNP 539 0.97 0.99 328 0.99
NI 40 0.94 0.98 111 0.97
SH 434 0.99 0.99 409 0.98
hold in our study. We apply a Monte Carlo approach to expand on the KS Test and
explore 𝜈 distribution uniformity in Appendix A (section 5.5). The assumption of
uniformity we have used here is a powerful constraint on 𝐹𝑒(𝜈), so firmly establishing
(or disproving) it is an important goal for future work (see section 6.2.3).
Using 𝐹 (𝜈), we can determine the number of TCs that must be observed to
encounter a storm with a 𝜈 value above a specific threshold. From univariate extreme
value theory,
𝑃 (𝜈 > 𝑍) = 1− (𝐹 (𝑍))𝑛 (5.3)
where 𝑍 is some threshold 𝜈 value, 𝑃 is the success probability of at least one
occurrence of 𝜈 > 𝑍, and 𝑛 is the number of Bernoulli trials performed with prob-
ability of occurrence 𝐹 (𝑍) (Wilks, 1995). With some minor manipulation, equation
5.3 becomes,
𝑛 =
𝑙𝑛(1− 𝑃 )
𝑙𝑛(𝐹 (𝑍))
(5.4)
so that the number of Bernoulli trials that must be performed to encounter at least
one 𝜈 value larger than 𝑍 follows a geometric distribution. In the context of historical
TCs, this property shows how many storms drawn from 𝐹 (𝜈) must be observed to
find at least one TC with 𝜈 > 𝑍, with a given confidence level (𝑃 ). Hereafter we
refer to 𝑛 as the "storm count threshold".
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If we seek to observe at least one storm (of at least hurricane strength) with an
observed maximum wind speed within 10% of PI (𝜈 > 0.9) at a 99% confidence level
(𝑃 = 0.99), then we may apply Eqn. 5.4 across each region. 𝐹 (𝜈 = 0.9) ranges (as
a function of 𝛼) across the basins between 0.81 (WNP/NA) and 0.83 (SH/ENP), so
that ∼22-25 storms must be observed (Fig. 5-4 and 5-5). Assuming that 𝐹 (𝜈) holds
over every month, any given month with at least 25 observed storms of hurricane
strength is therefore extremely likely have at least one observed storm with 𝑉𝑚𝑎𝑥
within 10% of 𝑉𝑝. Referring back to Fig. 5-1, we now have a constraint on how storm
frequency affects the applicability of potential intensity theory which we can apply
over every month and region. Note that in principle any given month with fewer than
25 storms may still exhibit one or more 𝑉𝑚𝑎𝑥 values close to 𝑉𝑝; the probability of
this is given by Eqn. 5.3, with 𝑛 being the total number of observed storms in that
month. Our choice to seek storms with 𝑉𝑚𝑎𝑥 within 10% of PI is arbitrary, but results
show (section 5.3.1) it is useful because in months with at least 25 storms, the highest
𝑉𝑚𝑎𝑥 percentiles (≥90%) consistently fall near PI.
Note that the assumption of drawing each 𝜈 from 𝐹 (𝜈) is not strictly necessary for
the application of Eqn. 5.3. In practice, historical normalized winds are drawn exactly
from each 𝐹𝑒(𝜈), suggesting that 𝐹𝑒(𝜈 = 0.9) would be an ideal historical predictor
for the number of storms needed to observe a maximum intensity within 10% of the
potential intensity. Therefore, even in cases where the historical distributions may
not be strictly uniform (Appendix A, section 5.5), one should be able to determine
the storm count threshold. But because 𝐹𝑒(𝜈) monthly dependency may not resemble
𝐹𝑒(𝜈) from the full set of storms in each basin (unknown a priori), we have chosen
to proceed with a storm count threshold from regional 𝐹 (𝜈) distributions that are
grounded, in part, in theory rather than pure empiricism. In all regions except the SH,
a theoretical storm count threshold of 25 is actually conservative, because empirical
distributions fall below or align with the theoretical distributions at 𝜈 = 0.9. In
the SH, 𝐹𝑒(𝜈 = 0.9) is larger than 𝐹 (𝜈 = 0.9), resulting in an empirical estimate of
𝑛 ≈ 45. But the seasonal frequency distribution in the SH is sharp enough that only
a single month (November) is between the theoretical and empirical estimates for the
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storm count threshold. The mismatch, by chance, has no bearing on the historical
efficacy of potential intensity theory in that month (section 5.3.1, Fig. 5-9).
5.2.4 Neglecting the North Indian Region
The best track data archive for the North Indian TC region is very sparse. Only
two months (October and November) exceed 25 total storms, and the majority of
these reach only tropical storm strength (Fig. 5-1). In total only 40 TCs of hurricane
strength are found in the basin (Table 5.3). If the 1980-2015 rate of about 1.11
observed hurricane-strength storms per year were maintained, it would take ∼125
more years of observations (until 2140) for the NI region to have a total storm count
similar to the NA. With so little data (and given exceptionally large uncertainty in NI
tracks, e.g. Kossin et al. (2013)), there are no robust conclusions that can be made
about the seasonality of NI TC intensity and even a best-fit 𝛼 estimate is highly
uncertain (and was accordingly neglected in Table 5.2). A reliable reanalyses of NI
historical storms and continued storm monitoring should permit future examination of
intensity seasonality, but these are long-term goals (Mohapatra, 2014). We therefore
exclude the NI region for the remainder of the study.
5.3 Results
5.3.1 Maximum Intensity Seasonal Cycles
The along-track average potential intensities and the MDR-averaged potential inten-
sities for each TC region are shown in Figures 5-6 through 5-9. The figures also show
the monthly distributions of observed 𝑉𝑚𝑎𝑥 with box-and-whisker plots: boxes show
the inter-quartile range (IQR) of 𝑉𝑚𝑎𝑥, whiskers show the full 𝑉𝑚𝑎𝑥 range, red ticks
show the distribution medians, and outliers (values > 1.5 × 𝐼𝑄𝑅) are shown as red
’+’ symbols. If potential intensity theory holds over the seasonal cycle, then the
seasonality of the most intense monthly observed intensities (the upper percentiles of
the 𝑉𝑚𝑎𝑥 distributions) should fall very close to PI seasonal cycles. For reference, we
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have included the 𝑉𝑚𝑎𝑥 95th percentiles in each month (𝑃95) as a solid black dot. Be-
cause no individual 𝑉𝑚𝑎𝑥 is tied directly to the mean along-track PI, we also show the
monthly PI IQR, which demonstrates PI’s intra-monthly variability and allows rea-
sonable comparisons with 𝑉𝑚𝑎𝑥. Integers above the horizontal axis indicate monthly
storm frequencies (reproduced from hurricane-strength counts in Fig. 5-1b). Months
whose frequencies meet the storm count threshold (𝑛 = 25) have color-shaded PI
IQRs, whereas those with less than 25 historical storms have gray-shaded PI IQRs.
All quantities in Fig. 5-6 through 5-9 are for storms that fall into one of the
three classifications and reach at least hurricane intensity. When monthly frequencies
increase with the inclusion of tropical storms (Fig. 5-1), the interpretation of which
months should exhibit behavior consistent with potential intensity theory (via the
storm count threshold) is distorted, because storms that reach only tropical storm
strength by definition have smaller 𝑉𝑚𝑎𝑥 values and associated 𝜈 values (Fig. 5-4 and
5-5). The upper percentiles of 𝑉𝑚𝑎𝑥, which are of most relevance in this study, should
always be tied to hurricane-strength storms.
Maximum intensity seasonal cycles in the NA region (Fig. 5-6) are marked by a
strong dependence on storm frequency (cf. Figure 5-1). Only three months (August-
October) exceed the storm count threshold, and only six months have more than a
single historical storm that reaches hurricane intensity over 1980-2015. The sharp
seasonal gradient in frequency, as noted in section 5.2.2, is likely related to NA sea-
sonal cycles in vertical wind shear (Aiyyer and Thorncroft, 2006; Tippett et al., 2011).
One consequence is that there are very few months where comparisons between PI
and observed maximum intensity are possible.
From June to November the NA average along-track PI is very similar, but smaller,
than NA MDR-averages. In the months where the storm count threshold is met
(August-October), the along-track IQR encompasses MDR average PI, so that MDR-
averages are a reasonable proxy for some storms in the region. November storms have
the largest variability in along-track PI (IQR), suggesting that their tracks sample a
wider range of environmental conditions. Overall, the seasonal cycle of along-track PI
has a weak amplitude in the months with the most frequent storms. Consistent with
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Figure 5-6: Seasonal cycles of North Atlantic potential intensity averaged over the
main development region (solid curve, Table 4.1, reproduced from Fig. 4-1), and
averaged along-track over all observed TCs (dashed curve) in the satellite-era (1980-
2015). Box and whiskers show the monthly distributions of North Atlantic observed
maximum intensities (𝑉𝑚𝑎𝑥). Black dots show the observed distributions’ 95th per-
centiles. Along-track potential and observed intensities are for storms that achieve at
least hurricane strength. Numbers below each distribution indicate storm frequency
in each month. Shaded boxes show the interquartile range of each month’s along-
track PI distribution; boxes are colored if the month’s storm frequency is at least 25
storms, and are gray otherwise.
chapter 4, the limited variability that does exist between these months is a result of
NA SST seasonality (discussed further in section 5.3.2).
Comparing NA observed maximum intensities (𝑉𝑚𝑎𝑥) to along-track potential in-
tensity, it is clear that several storms (four between July and September) meet the
corner case of 𝑉𝑚𝑎𝑥 > 𝑉𝑝 for landfalling storms; these disappear when translation ve-
locity is accounted for (Appendix B, section 5.6). Beyond these outliers, along-track
PI performs well as a predictor of the high percentiles of 𝑉𝑚𝑎𝑥, acting as a consistent
limit on climatological tropical cyclone wind speeds during the NA hurricane season.
𝑉𝑚𝑎𝑥 medians shift month-to-month, do not have the same constraint as the upper
percentile range of 𝑉𝑚𝑎𝑥 (Eqn. 5.3 does not apply to specific median values), and
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their seasonality is not robust to translation velocity (Appendix B, section 5.6). In
principle, median 𝑉𝑚𝑎𝑥 values could be estimated with the theoretical median of 𝜈 in
each region and the average PI, and then compared with observed median. Errors
in the observed median should be expected to decrease with increasing storm counts
(e.g. Konczak, 2014). But as our goal is to examine the seasonal cycles of maximum
intensity in the context of potential intensity, this is reserved for future work.
In both July and November, when the NA storm counts remain small (<15),
upper percentiles of historical observed maximum intensity still exhibit values near the
along-track PI, highlighting that meeting the storm count threshold is not a necessary
condition for potential intensity to bound climatological maximum intensities in a
given month (although it is less probable, with 𝑃 given by the month’s frequency 𝑛
and Eqn. 5.3).
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Figure 5-7: As in Fig. 5-6, but for the Eastern North Pacific region.
In the ENP region (Fig. 5-7) one finds that there are very few storms that occur
outside the hurricane season (May through November), similar to the NA. In contrast
to the NA region, however, the average along-track PI seasonal cycle exhibits a differ-
ent shape than that of the MDR-average PI (which increases steadily from a minima
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in January to a peak in September). The along-track PI seasonal cycle minimizes in
the central months of the hurricane season and maximizes near the edge months of
June and October. The contrasting seasonal cycle shapes between along-track and
MDR-average PI result from two key differences. First, the average latitude of boreal
summer maximum locations is higher (and has colder SSTs) than the extent of the
MDR (whereas the edge month maximum locations are closer to the MDR region).
Second, the discrete monthly tracks sample a wider variety of environmental condi-
tions than the MDR. Indeed, there is a significant mismatch between actual ENP
tracks and the MDR itself (Fig. 5-2). This result emphasizes the value of developing
an along-track database rather than only relying on MDR-averages. Decomposition
(section 5.3.2) shows that the minimum in August is related to a local minimum in
thermodynamic disequilibrium and to a lesser extent decreases in efficiency (through
cooler monthly SSTs and warmer monthly outflow temperatures).
ENP 𝑉𝑚𝑎𝑥 distributions once again show that high percentile observed maximum
intensities are within the ranges of along-track PI. August is anomalous in that its
range spans above the along-track PI IQR, because a single storm has 𝑉𝑚𝑎𝑥 > 𝑉𝑝
(when translation speed is accounted for, August is more consistent with along-track
PI, see Appendix B, section 5.6). ENP results also show that intra-monthly variance
in along-track PI (which occurs through track variance because our PI is climatolog-
ical) allows the highest percentiles to often reach above the along-track PI average.
Therefore track variability from one year to the next plays an important role in
whether a hurricane season’s observed maximum intensities will follow the seasonal
average PI pattern.
A final note on the ENP region is the extreme outlier of the record-breaking Hur-
ricane Patricia (October 2015, 𝑉𝑚𝑎𝑥 = 94 𝑚𝑠−1, 𝜈 = 1.18). Patricia was the most
intense storm (by central pressure, or tied by maximum wind speeds) ever observed
in the Western Hemisphere (WMO Weather and Climate Extremes Archive, online
at https://wmo.asu.edu). The "extraordinary" storm (Rogers et al., 2017) rapidly
intensified under very anomalous local environmental conditions (Huang et al., 2017),
and it is therefore unsurprising that our climatological PI values are not a viable speed
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limit on Patricia’s strength. Incredibly cold outflow temperatures were observed in
Hurricane Patricia (Doyle et al., 2017), which might have significantly raised the
in-situ PI (and interannual variability in TC outflow temperatures is known to be
important for ENP potential intensities, Wing et al. (2015)). An along-track PI
operational dataset would be needed to investigate further. In this work, Patricia
demonstrates that although climatological PI is useful for aggregated historical anal-
yses, it is not always sufficient to predict the intensity limits of an individual storm.
Furthermore, Patricia highlights that the seasonal along-track PI values herein are
not applicable bounds on the lifetime maximum intensities of the superintense storms
(∼5%) in the best track archive.
J F M A M J J A S O N D
Month
10
20
30
40
50
60
70
80
90
PI
 a
n
d 
V 
(m
/s)
Western North Pacific Seasonality
7 2 7 13 27 31 71 98 107 98 51 27
MDR PI 
Along-
track PI 
PI Q1 Q3 
Observed 
Vmax 
Vmax P95  
#Storms < 25 
Figure 5-8: As in Fig. 5-6, but for the Western North Pacific region.
WNP seasonal cycles of along-track PI and MDR-average PI are somewhat similar
in shape, but along-track PI has depressions in both the boreal winter and summer
months (Fig. 5-8). The overall seasonality of along-track PI remains relatively flat
(consistent with the results in chapter 4), with averages remaining between 63 and
73 𝑚𝑠−1 throughout the year. One of the distinctions of the WNP region is that
monthly frequencies exceed the storm count threshold in 8 months (May-December),
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and 3 of the remaining months (January, March, April) have along-track PI IQRs that
encompass the MDR averages. Matches between along-track and MDR-average PIs in
boreal winter/spring months are not surprising, as their tracks are equatorward of the
peak month tracks and are often within the MDR (Fig. 5-2, cf. Table 4.1). Instead,
the surprising feature in WNP along-track PI is the secondary local minima in August.
Decomposition indicates that this minimum is related to a negative monthly anomaly
in thermodynamic efficiency (section 5.3.2), arising from seasonally warm along-track
outflow temperatures in the lower stratosphere (not shown, similar to Fig. 4-1c-d).
It is notable that the largest observed 𝑉𝑚𝑎𝑥 and along-track values are found when
outflow temperatures are cooler and efficiency is strongly positive compared with the
rest of the year (November and December, see decomposition in section 5.3.2).
Distributions of WNP 𝑉𝑚𝑎𝑥 are this study’s clearest example of the value of po-
tential intensity theory in the seasonal cycle context. The highest 𝑉𝑚𝑎𝑥 percentiles
scale consistently with the along-track PI (compare 𝑃95 values with PI IQRs) in ev-
ery month except January. 𝑉𝑚𝑎𝑥 distributions in February, March, and April remain
consistent with along-track PI, even though their frequencies fall below the storm
count threshold. The probability of this occurrence in February (with only historical
two storms, and having a maximum 𝜈 of 0.97) was only ∼12%, so it is fortunate that
the applicability of PI in February is demonstrable. The consistent match between
WNP PI and 𝑉𝑚𝑎𝑥 is good evidence that the environmental conditions that set the
seasonal cycles of WNP potential intensity are also relevant for the seasonality of
typical real-world Typhoon intensities. Furthermore, historical maximum intensities
illustrate that powerful WNP Typhoons (>65 𝑚𝑠−1) can occur (and have occurred)
throughout the year, confirming a key conclusion made based on PI theory in chapter
4.
The comparison between SH along-track PI seasonal cycles and MDR-averages
is qualitatively similar to that in the NA region. Average along-track PI falls below
the MDR-averages in the months where the storm count threshold is exceeded, and
storm frequencies strongly limit the applicability of potential intensity in the seasonal
cycle context. In the months where there are sufficient SH storms (November through
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Figure 5-9: As in Fig. 5-6, but for the Southern Hemisphere region.
April) there is very little change in the along-track PI or its ranges (around 73 𝑚𝑠−1
in these months).
The SH 𝑉𝑚𝑎𝑥 distribution in May shows a clear example of a month with insuffi-
cient observed storms for potential intensity to hold. Between November and April
the upper percentiles of the observed maximum intensities are consistent with PI. It
is apparent that SH MDR-averages are a reasonable approximation of the seasonal
cycle of SH PI and observed maximum intensities, but there are very few monthly
differences within the TC season itself. The region’s seasonality instead is storm
frequency dependent.
Summarizing these results, good overall agreements between MDR-averaged PI,
along-track PI, and upper percentiles of observed maximum intensity (in months
with at least 25 storms) underscore that there is still some value in MDR-averages,
especially if TC tracks are not known a priori. MDR is a better proxy in the NA and
SH regions, and less applicable in Pacific regions. The differences between along-track
PI and MDR-averages suggest that most storms reach their LMI at higher latitudes
that the MDR bounds (associated with lower average-PI values) as seen in TC tracks
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(Fig. 5-2). Additionally, there are subtleties with physical origins in along-track PI
seasonality that are not captured with MDR-averages (e.g. the highest average-PI
values are found in the edge months of the ENP hurricane season).
Historical seasonal TC frequencies constrain the links between observed maximum
and potential intensities, but an extreme value theory application helps identify the
extent of this constraint. In the months with at least 25 storms, the SH and NA
regions display very little month-to-month differences in their observed maximum in-
tensities and along-track PI, suggesting that the seasonal cycles of TC PI (chapter
4) are less relevant in those regions. In contrast, Pacific (ENP and WNP) tropi-
cal cyclones have interesting month-to-month structures in along-track PI and 𝑉𝑚𝑎𝑥,
implying that the seasonality of environmental and associated thermodynamic con-
ditions are important for their typical real-world TCs. We explore the relevance of
the along-track thermodynamic contributions in the following section.
5.3.2 Decomposition of Along-Track TC PI
Because high-percentile observed maximum intensities are consistent with climato-
logical along-track PI seasonality, it is particularly critical to investigate how clima-
tological environmental conditions might contribute to the most intense real-world
storms. In this section we apply the log-additive model introduced in chapter 4 (Eqn.
4.2) to along-track PI seasonal cycles.
In each region we include any months that have >10 storms of at least hurricane
intensity. We compute the average of each term in Eqn. 4.2 over the set of all included
months and remove this from each month’s individual average value to recover sea-
sonal anomalies. Results from this analysis are presented in Figure 5-10. Note that
these are not directly comparable with results from chapter 4 (Fig. 4-5), because
the set of months included in each mean will be different. Recall that the thermody-
namic disequilibrium term is found as a residual in our methodology, and is strongly
associated with SSTs (e.g. Emanuel, 2007; Wing et al., 2015). The efficiency term
is computed directly with SSTs and outflow temperatures from the BE02 algorithm.
In the Northern Hemisphere regions, when efficiency is in phase with disequilibrium
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then the variability in the efficiency term is largely dominated by SST variability,
whereas when it is out of phase with the disequilibrium term (or the disequilibrium
is close to zero across the seasonal cycle) then outflow temperatures are playing the
primary role in efficiency variability.
J F M A M J J A S O N D
Month
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
M
ag
ni
tu
de
Along-Track Decomposition, WNP
PI
Efficiency
Disequilibrium
J F M A M J J A S O N D
Month
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
M
ag
ni
tu
de
Along-Track Decomposition, NA
PI
Efficiency
Disequilibrium
J F M A M J J A S O N D
Month
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
M
ag
ni
tu
de
Along-Track Decomposition, ENP
PI
Efficiency
Disequilibrium
(c)
(a) (b)
J F M A M J J A S O N D
Month
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
M
ag
ni
tu
de
Along-Track Decomposition, SH
PI
Efficiency
Disequilibrium(d)
Figure 5-10: Along-track seasonal anomalies of 2 times the logarithm of TC PI (solid
curves; left-hand-side of Eqn. 4.2), the logarithm of thermodynamic efficiency (dashed
curves; second term on right-hand-side of Eqn. 4.2), and the logarithm of thermo-
dynamic disequilibrium (circles; third term on right-hand-side of Eqn. 4.2), for the
(a) North Atlantic, (b) Eastern North Pacific, (c) Western North Pacific, and (d)
Southern Hemisphere regions.
The SH and NA regions (Fig. 5-10a,d) have very limited along-track PI seasonal
cycles over the months considered (ranges of 2.4 and 5.2 𝑚𝑠−1, respectively). SH
along-track PI is increased towards the end of the austral summer (consistent with
MDR-averages in these months, Fig. 4-5), but outside of April the seasonality is small.
The NA along-track PI has a very weak seasonal peak in September, with a hint of
efficiency damping (via warmer outflow temperatures) in August. In both regions,
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the small monthly variance that does exist is strongly coupled to the disequilibrium
term (and thus largely SST variability), and the efficiency term is perennially close
to zero (cf. Table 4.2 in chapter 4).
The largest average along-track PI seasonal range (10.2 𝑚𝑠−1) is found in the
ENP region (Fig. 5-10b), with maximum values in the edge months of June and
October, and a minimum in the central hurricane season month of August. Consistent
with results from chapter 4 (Fig. 4-5) the seasonality of ENP outflow temperatures
compared with ENP seasonal SST variability is much smaller, but the depression in
efficiency in the boreal summer months indicates a minor role for seasonally warm
outflow. Still, it is the disequilibrium term that controls the overall shape of the
average along-PI seasonal cycle. This negative disequilibrium anomaly is related
to tracks maximizing over colder (higher latitude/farther west) SSTs in the central
months of the hurricane season. In the edge months (June and October) tracks
maximize much closer to the MDR and are typically found in eastern waters with
shallower mixed layers (Bathen, 1972). These tracks therefore sample from warmer
average SSTs and increase the seasonal disequilibrium anomalies in June and October.
Average WNP along-track PI (Fig. 5-10c) remains relatively flat (range of 4.9
𝑚𝑠−1) over the 9 months considered (April through December), but there are physical
nuances in the month-to-month differences that separate this behavior from that in
the SH/NA regions. April and May have the largest disequilibrium term values on
either side of zero, consistent with a sharp monthly gradient from cooler to warmer
SSTs across those months. In the boreal summer months, however, the disequilibrium
term remains closer to zero (and is noisy as a residual) and the PI term is driven more
strongly by the efficiency term. The negative efficiency (June through September) is
driven by warm along-track outflow temperatures (cf. 4-1b) associated with OTLs in
the tropopause region (not shown). Thus along-track PI seasonality shares a similar
mid-summer efficiency depression as the MDR-averaged PI shown in chapter 4, but
is more impactful overall. The along-track PI has an associated local minimum in
August because of warm outflow temperatures found in the lower-stratosphere, and
the associated efficiency term plays a large role in the overall seasonality of along-
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track PI than it does in the MDR-average PI. Consistency between 𝑉𝑚𝑎𝑥 and average
along-track PI seasonal cycles implies that warm near-tropopause temperatures have
acted to climatologically limit the intensities of the most powerful historical WNP
storms in the boreal summer months.
5.4 Summary
Historical tropical cyclone (TC) best track data were combined with MERRA2 clima-
tologies of TC potential intensity to develop an along-track dataset of TC observed
maximum intensities, potential intensities, and normalized intensities over 1980-2015.
The along-track dataset was used to examine the observed and potential intensity sea-
sonal cycles in the North Atlantic, Eastern North Pacific, Western North Pacific, and
Southern Hemisphere TC development regions. Considering TC potential intensity
(PI) along the track of TCs rather than averaging over main development regions
(MDRs) accounted for seasonal track differences, which are especially relevant in the
Pacific regions. Use of historical TC frequencies, and a simple application of ex-
treme value theory, permitted the identification of months where observed maximum
intensities should be consistent with potential intensity theory. Applying a linear
decomposition method revealed the roles of thermodynamic efficiency and disequilib-
rium in the along-track estimates of potential intensity, which should also relate to
typical observed tropical cyclone intensities in the months where potential intensity
holds.
The observed maximum intensity of each storm was normalized by its along-track
potential intensity at its maximum location. When best-fit linear curves are applied
to the empirical cumulative distribution functions (CDF) of normalized wind speeds,
the resultant CDFs appear uniform, in agreement with previous literature (Emanuel,
2000; Zeng et al., 2007; Swanson, 2008). The empirical values in each region and
month are assumed to be drawn from a regional theoretical uniform CDF that is
lower-bound with the best-fit line properties and capped by potential intensity (i.e.
assuming normalized winds cannot exceed 1.0). A novel contribution of this work
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is the use of these uniform distributions to constrain the applicability of potential
intensity theory. Through extreme value theory, each region’s uniform distributions
imply that at least 25 storms must be observed in a given month to have 99% con-
fidence that at least one of those storms will exhibit a maximum intensity within
10% of its potential intensity. This frequency threshold increases if a maximum ob-
served intensity closer to potential intensity is sought. But we find in each region that
months with at least 25 historical storms always have upper percentiles (>90%) of
observed maximum intensity that agree with along-track potential intensities. This
highlights the value of our statistical methodology, and confirms that the seasonal cy-
cle of the most intense observed maximum intensities routinely follows that predicted
by along-track potential intensities.
Of particular concern are the mixed results when the uniformity of normalized
wind speeds is considered with a strict statistical test (Appendix A, section 5.5):
North Atlantic distributions are often found to be uniform, whereas the other de-
velopment regions rarely exhibit strictly uniform distributions. Because the links
between potential and observed intensity variance depend critically on this assump-
tion (e.g. Wing et al., 2007, and results herein), identifying and addressing the root
causes of the contributing uncertainties, as well as the physical mechanisms driving
the normalized wind distribution shape, will be critical next steps for research (section
6.2.3).
Seasonal cycles of along-track observed and potential intensities in the North
Atlantic and Southern Hemisphere regions are primarily influenced by TC seasonal
frequencies. There is very little month-to-month variability in average along-track
potential intensity in these regions (except a small increase in the late boreal win-
ter/early boreal spring months of the SH), and what variability exists is dominated
by SSTs through thermodynamic disequilibrium between the ocean and atmosphere.
Average along-track potential intensities in the Eastern North Pacific exhibit a
unique seasonality, maximizing in the months at the edge of hurricane season (June
and October) and minimizing in the heart of the hurricane season (August). This
is in contrast with the main development region averages which predict a steady
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increase in potential intensity from June to September. The result highlights the
value of accounting for intraseasonal tropical cyclone tracks as opposed to relying
on simple main development region averages. Decomposition shows that the monthly
variability is tied to thermodynamic disequilibrium, with SSTs being on average colder
(and found at higher latitudes/further west longitudes) in the central months of the
hurricane season, and vice versa in the edge months of the season. Eastern Pacific
outflow temperatures (which are warm in the boreal summer) play a minor role in
this seasonality through thermodynamic efficiency.
Western North Pacific tropical cyclones have an along-track potential intensity
seasonal cycle that is muted throughout the year. In the months with at least 25 his-
torical storms (May-December) the potential intensity range is 4.9 𝑚𝑠−1, and there
is a local minimum in August. Decomposition shows that this local minimum is re-
lated to warm outflow temperatures found in the tropical tropopause region, which
reduces the tropical cyclone efficiency and depresses the potential intensity in the bo-
real summer months (similar to results from chapter 4). The limited number of storms
in the boreal winter months (January through April) reduce confidence in the pre-
cise average along-track potential intensity in those months, but each month across
the seasonal cycle (except January) shows a good agreement between along-track
PI and the highest percentiles of observed maximum intensities. The tight agree-
ment between observed maximum intensities and along-track potential intensities is
strong evidence that the most intense real-world Western Pacific tropical cyclones
have reduced wind speeds in the boreal summer because of anomalously warm lower
stratospheric temperatures and increased wind speeds in the boreal winter because
of anomalously cool lower stratospheric temperatures (section 4.3.1).
The development of an along-track dataset of potential intensity allowed direct
comparison with observed maximum intensities in the seasonal cycle context, but
results were generally similar to main development region-averaged PI seasonal cycles
in the North Atlantic and Southern Hemisphere regions—there are subtle distinctions
in the Pacific regions, as discussed above. In the absence of predicted or observed
tracks, there is still some value in using averages across main development regions
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as a first approximation of potential intensity limits on real-world tropical cyclone
intensity in each ocean basin (chapter 4).
This study has not considered the seasonal cycles of vertical wind shear in its anal-
yses. A cursory implementation of the ventilation index (Tang and Emanuel, 2012) in
the seasonal cycle context suggests that tropical cyclogenesis and TC intensification
should be heavily influenced by vertical wind shear (not shown). With an empirical
index that includes wind shear, Tippett et al. (2011) examined the seasonality of
TC genesis, and found that vertical wind shear may often be a limiting factor in the
seasonality of TC genesis. To the extent that vertical wind shear effects are implicit
in the historical intraseasonal TC frequencies, they may constrain the applicability
of TC PI theory through the statistical methods used herein. Furthermore, although
wind shear is an important component in limiting tropical cyclone genesis in the first
place, in periods of quiescent shear (when a tropical cyclone is more likely to develop)
the potential intensity metric in this study should be relevant for actual TC intensity.
The climatological averages presented here are not directly applicable to any given
specific storm, but instead show the properties of the aggregated historical seasonal
cycles of maximum intensity. In the absence of superintense storms (about 5% of
storms in this study), typical TC seasons should be expected to evolve in accordance
with these seasonal cycles. Future work should expand on the methodology presented
here to account for superintensity in the seasonal cycle context. Storms such as the
record-breaking Hurricane Patricia (2015), in particular, will be subject to in-situ
environmental conditions that may significantly alter their operational potential in-
tensities and their actual intensities (Rogers et al., 2017). Only very recently are high
resolution measurements of very intense storms permitting a complete observational
perspective of how outflow can impact TC intensity and intensification (Doyle et al.,
2017). With additional and improved TC observations in the future, a more complete
picture of the operational seasonal cycles of TC intensity and outflow temperature
influences may emerge.
Only a handful of studies comparing observed and potential intensities have been
performed (Emanuel, 2000; Wing et al., 2007). This chapter has elucidated the value
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of this exercise in a new context, increasing understanding of the seasonal cycles
of tropical cyclone maximum intensities. Given the inherent uncertainties in both
observed and potential intensities, it is reassuring to see the consistent usefulness of
the potential intensity metric for the majority of observed storms.
5.5 Appendix A: Uniformity of Normalized TCWind
Speeds
Although linear fits to the empirical distributions in section 5.2.3 have been argued
to constitute evidence for uniformity (e.g. black dashed lines in Fig. 5-4 and 5-5, and
Emanuel (2000))—and indeed suggest that the distributions are close to uniform—it
is both unclear what the physical reasoning behind these uniform distributions is,
and to what extent in a rigorous statistical sense these distributions are uniform.
While the former question is beyond the scope of this work, comparisons between the
theoretical CDF, 𝐹 (𝜈), defined by this work in Eqn. 5.2 and the empirical distribution
𝐹𝑒(𝜈), are well suited for more thorough statistical analysis.
The Kolmogorov-Smirnov test (KS test) is designed to test the goodness-of-fit
between two distributions (e.g. Wilks, 1995):
𝐷𝐾𝑆 = max |𝐹 (𝜈)− 𝐹𝑒(𝜈)| (5.5)
Where 𝐷𝐾𝑆 is the test statistic measuring the largest difference between two
distributions, evaluated over all 𝑁 samples in 𝐹𝑒(𝜈). The null hypothesis of the test
is that the observed data in the empirical distribution were drawn from the theoretical
distribution; if 𝐷𝐾𝑆 exceeds some critical value (i.e. 𝐷𝐾𝑆 > 𝐷𝑐𝑟𝑖𝑡) the null hypothesis
is rejected. The KS test requires that the theoretical distribution being tested remain
independent of the empirical distribution, but in practice theoretical distributions
are often "tuned" by parameter-fitting with the empirical sample (as was done with
𝛼in this study, Eqn. 5.2). This can result in an overfit, where the null hypothesis is
rejected less frequently than it should be (Crutcher, 1975).
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In our analyses, the choice of 𝛼 as a lower bound of the theoretical uniform distri-
bution implies that a blind application of the KS test would be errant. The KS test
must be adjusted to account for the parameterization of the theoretical distribution.
Lilliefors (1967) and Crutcher (1975) showed that tables of 𝐷𝑐𝑟𝑖𝑡 must accordingly
increase relative to a standard KS test. For instance, at 95% confidence for 𝑁 > 30,
𝐷𝑐𝑟𝑖𝑡 = 0.886/
√
𝑁 (Wilks, 1995, their Table 5.2). In Figure 5-11 we compare the
computed KS test statistics (𝐷𝐾𝑆) for each region against curves given by the ad-
justed KS test critical values (𝐷𝑐𝑟𝑖𝑡). Results show that the null hypothesis is rejected
at high confidence in the ENP, WNP, and SH regions, but it is not rejected in the
NA region.
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Figure 5-11: KS test statistics (open circles), applying Eqn. 5.5 to the empirical and
theoretical distributions in each region (Fig. 5-4 and 5-5), as a function of population
size. Critical values (e.g. Wilks, 1995) are shown at various confidence levels (gray
curves) and specifically for each region at the 95% confidence level (filled circles).
Open circles that lie above a given confidence level curve indicate that the KS test
null hypothesis may be rejected in that region at that confidence level or higher.
It is unclear to what extent biased or limited sampling could affect the goodness-
of-fit between our distributions, or how uncertainties in the estimate parameter 𝛼
could obscure whether TC normalized wind speed distributions are indeed uniform
(e.g. Table 5.2). We therefore next apply a Monte Carlo approach to apply the KS
test and investigate these properties. The method is as follows.
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Repeat the following K times:
1. Randomly split the empirical data with sample length n into two separate pop-
ulations, a training population of size p, and test population of size n-p. Im-
plicitly, our test will be a function of the test population size (n-p).
2. Estimate the lower bound of a theoretical distribution 𝐹𝑝(𝜈), 𝛼𝑝, from the train-
ing population. 𝐹𝑝(𝜈) is upper bounded by 1.0.
3. Perform the KS test (Eqn. 5.5) with an empirical distribution composed of the
test population, 𝐹(𝑛−𝑝)(𝜈), and the theoretical distribution 𝐹𝑝(𝜈).
4. Compare the resulting KS test statistics, 𝐷𝑘, with the critical KS test statistic
(e.g. Fig. 5-11).
The method may be repeated for any reasonable values of p; here we choose
p=50 because it represents a balance between the number of storms needed to esti-
mate appropriately find 𝛼 with training data, and a reasonably high count of storms
to populate our test data (see storm counts for each region in Table 5.3). We set
K=1000, a typical number of bootstrap simulations. We estimate 𝛼 from the training
population with the best-fit method described in section 5.2.3. The test is performed
for each individual TC region (except NI), over storms that reach at least hurricane
intensity. The result is a distribution of 1000 𝐷𝑘 values that fall either above or below
the critical KS test statistic 𝐷𝑐𝑟𝑖𝑡 (Figure 5-12).
Results starkly differ between the NA and other regions. More than half (56%)
of the NA KS test statistics fall below the critical value, implying that for many
realizations of NA along-track intensity (Fig. 5-12a) the normalized wind distribu-
tions could be uniform. In the WNP, every computed 𝐷𝑘 is found above the critical
value, so that for every respective 𝐹𝑒(𝜈) we reject the null hypothesis that it is drawn
from 𝐹 (𝜈) at 95% confidence. ENP and SH show similar results to the WNP (not
shown), with zero percent of their simulations having 𝐷𝑘 < 𝐷𝑐𝑟𝑖𝑡. These results (for
both NA and the other regions) are strongly robust to the method for estimating 𝛼,
varying by only a few percent in each region (not shown). Considering only storms
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Figure 5-12: North Atlantic (a) and Western North Pacific (b) probability distribution
functions of the KS test statistics from 1000 estimates with our Monte Carlo approach
(see text), and the critical KS test statistic (see Fig. 5-11) at 95% confidence for each
TC region (dashed line).
in classification 3 (storms that do not exceed potential intensity within 24 hours of
their LMI) does not qualitatively change these results. Implicitly, our process allows
us to gauge the robustness of our best-fit 𝛼 estimates: their simulation distributions
appear normal (in the NA, 𝜇 = 0.42, 𝜎 = 0.027) falling within the ranges outlined in
Table 5.2.
The mismatched result between the regions is concerning. We have found with
strong statistical confidence that the empirical distributions for the WNP, ENP, and
SH regions (and nearly half of randomly NA distributions) do not have the same shape
as their best-fit uniform theoretical distributions. However, why this result arises is
difficult to know. One might presume that the choice of the theoretical upper bound
𝛽 = 1.0 is too strong an assumption, given the uncertainties in the PI exchange
coefficients 𝐶𝑘
𝐶𝐷
, the choice of using climatological rather than operational PI, and
the scaling between gradient and surface winds. But when theoretical distributions,
𝐹𝑝(𝜈), are created to match actual best-fit curves (black dashed curves in Fig. 5-4
and 5-5) with an updated 𝛽, the results remain qualitatively similar to those in Fig.
5-12 in the WNP and ENP; there are marginal improvements in the SH fit which
allow about 2% of resampled distributions to not reject the null hypothesis at 95%
confidence (not shown).
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In short, the results above imply that the shapes of the ENP, WNP, SH, and to
some extent NA, regional normalized wind distributions differ from uniform statisti-
cally (even through their best-fits have high correlations, Table 5.3). Figure 5-5 shows
that these differences are found in the distribution centers, hinting the that a "Dvorak
Gap" could be a culprit. The Dvorak technique (Dvorak, 1975) which is heavily used
to populate TC intensity estimates in best track archives, significantly detects fewer
category 3 storms than any other category (Torn and Snyder, 2012), tending to either
under- or overestimate peak wind speeds (Velden et al., 2006). In our methodology,
this bias likely exhibits by shifting probability from the central parts of distributions
into the edges. The consistent rejection of the KS test null hypothesis in the ENP
and WNP regions could result from this.
Data quality in the best track archive can also vary from basin to basin because of
temporal heterogeneities, even in the satellite era (Knapp et al., 2010; Kossin et al.,
2013). It may be that an improvement in historical and future intensity estimates
would show that WNP, ENP, and SH TCs have uniform distributions, or that NA
biases themselves allow more distribution subsets of to appear uniform than nature
would permit. The smaller storm count in the NA basin could also be suspect (cf. Ta-
ble 5.2, Fig. 5-12). Without a unifying theory for why the distributions of normalized
TC intensity should be uniform, it is difficult to speculate further.
The property of uniformity is a useful constraint for evaluating potential inten-
sity theory (section 5.2.3). While this work makes strides towards understanding the
uniformity (or lack thereof) of TC intensity distributions, the physical reasons for
this behavior remain elusive. Future work should endeavor to resolve this problem
and improve upon intensity estimates, especially because there are significant impli-
cations for PI interpretation and the predicted future changes in TC intensity due to
anthropogenic climate forcing (section 6.2.3).
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5.6 Appendix B: TC Translation Speed
Following DeMaria et al. (1994), one may account for the translation speed of TCs
when comparing observed and potential wind speeds. We estimate the translation
speed along the track of each storm in the along-track dataset by calculating the
distance between the 6-hourly best track positions and dividing by time. An example
lifetime evolution of translation speed for Hurricane Jeanne is found in Figure 5-13a,
where the time-axis is relative to the original lifetime maximum before translation
velocity was removed. The probability distribution function of NA translation ve-
locities is presented in Fig. 5-13b, for all observations in the NA (blue curve) and
centered on the time of each storm’s updated LMI after translation velocity has been
removed (black curve). The translation velocities in Fig. 5-13 are consistent with
contemporary estimates (e.g. Rios-Berrios and Torn, 2017).
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Figure 5-13: (a) The along-track translation velocity of Hurricane Jeanne (2004)
before and after its original lifetime maximum intensity. (b) The probability dis-
tribution functions of North Atlantic along-track translation velocities of all storm
observations in the best-track archive (blue curve) and of observations at the time of
each storm’s updated (with translation velocities removed) lifetime maximum inten-
sity (black curve).
We subtract the translation velocity from best track (ground-relative) wind speeds,
to acquire an estimate of each storm’s rotational velocity along its track. Note that
the time and location of the lifetime maximum intensity (and hence 𝑉𝑚𝑎𝑥, 𝑉𝑝, and 𝜈)
may change when translation velocity is removed. Direct subtraction as we have done
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here is the upper bound on the contribution of translation wind speed to the observed
ground-relative wind, because it assumes the same orientation between the vectors
of rotational and translation velocity at the location of ground-relative measurement.
Scaling factors of translation velocity between 0.0 and 1.0 have been applied in pre-
vious literature (e.g. Jelesnianski et al., 1992; Emanuel, 2000; Emanuel et al., 2006;
Lin et al., 2012). Lin et al. (2012) performed an in-depth analysis and found that a
reasonable scale factor is about 0.55, and that the ground-relative wind is typically
rotated about 20∘ clockwise from the translation velocity. Here we use the highest
scaling of 1.0 to get a sense of the range of impacts that translation velocity could
have on our seasonal cycles of maximum intensity.
Storms are re-classified and re-categorized based on the new rotational wind es-
timates of 𝑉𝑚𝑎𝑥, Normalized winds (Eqn. 5.1) are recomputed for each storm, and
empirical distributions are formed again for each TC region (not shown). Results
are very similar to those in Emanuel (2000, their Fig. 1c-d); the distributions still
appear uniform (consistent with Zeng et al. (2007)), but the probability of the higher
𝜈 values is depressed. NA and SH distributions become partially distorted, leading
to reduced 𝑅2 values between the empirical and theoretical distributions of 0.94 and
0.96, respectively (cf. Table 5.3). In contrast, the original WNP and ENP empirical
distributions slightly overestimated 𝐹 (𝜈) at higher normalized winds and underesti-
mated at lower values (Fig. 5-5), so removal of translation velocities actually slightly
improves correlations with the theoretical distributions (𝑅2 values increase from 0.96
and 0.97, to 0.98 and 0.99, respectively). These mixed results highlight the challenge
with considering translation velocity in the context of PI (Emanuel, 2000), and sug-
gests that data quality (e.g. uncertainties in track locations between basins, (Torn
and Snyder, 2012)) probably contribute to the interpretation of 𝜈 distribution shapes.
The Dvorak technique relied upon for most track/intensity observations outside the
NA region includes a climatological translation velocity (Knaff et al., 2010; Velden
et al., 2006), which further complicates the interpretation of these results.
The critical question for our study is how translation velocity affects TC intensity
seasonality. Figure 5-14 recreates the seasonal cycle Figure 5-6 for each TC region, but
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with the translation velocities (red curve in Fig. 5-13b) removed from each storm’s
𝑉𝑚𝑎𝑥.
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Figure 5-14: As in Fig. 5-6, but with translational velocities removed from 𝑉𝑚𝑎𝑥, for
the (a) North Atlantic, (b) Eastern North Pacific, (c) Western North Pacific, and (d)
Southern Hemisphere regions.
The extent to which accounting for the translation velocity affects TC intensity
seasonal cycles varies by basin. Because 𝑉𝑚𝑎𝑥 values are reduced by translation veloc-
ities, some storms are re-categorized to tropical storm strength, leading to reductions
in storm frequencies that may consequently fall below the storm count threshold (e.g.
October in the NA). The most notable decrease in the high percentiles of 𝑉𝑚𝑎𝑥 are
found in the SH region, where the maximum observed 𝑉𝑚𝑎𝑥 values does not approach
PI in April (suggesting a breakdown of potential intensity theory in those months).
Even fewer landfalling storms than originally had 𝑉𝑚𝑎𝑥 > 𝑃𝐼 now have 𝑉𝑚𝑎𝑥 values
that exceed PI; this is most clearly seen in the NA highest 𝑉𝑚𝑎𝑥 percentiles in August
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and September. The NA seasonality now has even less seasonality in observed maxi-
mum intensity distributions in the early boreal autumn months, consistent with PI.
ENP seasonality maintains its local minimum in the central boreal summer months,
but it has shifted to July and has become more noisy. The WNP seasonality remains
relatively flat in both observed winds and along-track PI. We conclude that the sea-
sonal cycles of TC maximum intensity appear qualitatively robust to the neglect or
inclusion of translation velocities.
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Chapter 6
Conclusions
6.1 Summary and Key Results
I have explored the radiative processes and importance of the region trapped between
the atmospheric layer filled with water and the atmospheric layer dominated by ozone.
It is useful to summarize the novel contributions of this thesis and to reflect on the
broad lessons learned at the tropopause interface.
I began with an investigation of water vapor and ozone radiative effects in the
tropopause region. In stark contrast with the abundant water observed on the Blue
Marble (Fig. 1-1a), water vapor concentrations are extremely limited at and above
the tropopause. The dry overlying stratosphere, and very cold temperatures, make
the tropopause region radiatively sensitive to even minor absolute concentration fluc-
tuations (<0.5 ppmv) in water vapor. Although the shortwave absorption of ozone
peaks at altitudes much higher in the stratosphere (where it completely dominates
the thermal structure), the tropopause region is also radiatively sensitive to ozone
variations. Observed tropopause region "abrupt drops" are large percentage swings
in water vapor and ozone, making them ideal case studies of the signals of these
radiative effects. Examining both the 2011 and 2000 abrupt drops in chapter 2 led
us to the first key lesson in the thesis: the structures of constituent anomalies
are important for their radiative effects. The isentropic poleward propagation
of low water vapor concentrations following the 2011 abrupt drop accounts for nearly
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half of the abrupt drop radiative forcing. In contrast, offsetting ozone radiative forc-
ings between the tropics and high latitudes arises because of the ozone abrupt drop
structure, which is driven by the advective relationship between ozone anomalies and
stratospheric circulation. Another example of structural importance for radiative ef-
fects is found in the seasonal cycle, where ozone seasonality is much larger in the
northern hemisphere tropics than the southern hemisphere, driving larger radiative
responses there.
Furthermore, it is important to think about the radiative effects of chem-
ical constituents contextually. While water vapor and ozone changes during the
2011 abrupt drop share a common origin in anomalous upwelling, their combined ef-
fects on temperatures are opposite-signed in the lower stratospheric and same-signed
in the substratosphere. Ozone and water vapor effects have different timescales,
however. Stratospheric water vapor reductions following the 2000 and 2011 abrupt
drops were persistent (with long memory of very cold abrupt drop tropopause tem-
peratures), driving radiative forcing which offset about 12% of anthropogenic carbon
dioxide forcing over 1990-2013. In contrast, ozone concentrations in the abrupt drop
period were driven by transient near-tropopause advection anomalies, resulting in
less persistent radiative effects. A complete picture of abrupt drop period radiation
requires full consideration the concurrent structures in water vapor and ozone.
Linked with anomaly structures was the finding that tropopause region radia-
tion often exhibits nonlocal effects. These effects should particularly be consid-
ered when water vapor or ozone variance is not homogeneous. While this is not an
entirely new result, my studies show several prime examples where nonlocal radiative
effects cannot be ignored. For instance, the 2011 abrupt drops in water vapor and
ozone combine to cool the substratosphere by up to half a degree kelvin. Additionally,
the depth of the constituent changes considered is critical for their nonlocal impacts,
allowing them to range from almost zero effect (considering only changes several lay-
ers above the tropopause) to very effective (considering changes all the way down to
the layers below the tropopause). Discovering and elucidating these effects led us to
wonder whether more consistent water vapor and ozone vertical structures, in par-
174
ticular their seasonal cycles, could have nonlocal implications. "Radiative seasonal
cycles" (chapter 3) revealed that water vapor seasonal effects are largely confined to
the immediate tropopause region, while the nonlocal effects from ozone seasonality
above the tropopause are much more important. The majority of ozone’s nonlocal
impacts are derived from Planck feedback, where changes in shortwave radiation alter
the layer temperature—and by extension the layer emission—which then radiatively
impacts the surrounding layers. Overall, ozone amplifies tropopause temperature sea-
sonal cycles by about 30%, and about a third of that radiative amplification is driven
nonlocally by ozone seasonality above the tropopause region.
The first half of this thesis advances our understanding of the processes driving
near-tropopause temperatures; in the second half of the thesis (chapters 4 and 5),
these tropopause region temperatures are shown to be important for tropical cyclone
potential intensities. I found that the level of tropical cyclone outflow is crit-
ical for the interpretation of potential intensity, especially in an annual cycle
context and across different ocean basins. Often large monthly-mean variations in
outflow level, as computed with the Bister and Emanuel (2002) algorithm, show that
a fixed pressure-level proxy for the outflow level will not always be appropriate. This
is especially true in basins like the North Atlantic, which has large seasonal cycles in
sea surface temperatures and ocean mixed layer depth. In the Western North Pacific
the climatological outflow level is found perennially near the tropopause, so in that
region a fixed near-tropopause proxy level would be more fitting. An outflow level
near the tropopause allows the tropopause region thermal structure to impact trop-
ical cyclone potential intensities. Kelvin-for-kelvin tropical cyclone thermodynamic
efficiency is more sensitive to outflow temperatures than sea surface temperatures,
so the relative variance in these temperatures (and the monthly variability in clima-
tological thermodynamic disequilibrium) determines how impactful the tropopause
region thermal structure can be for tropical cyclones.
By computing the first comprehensive seasonal cycle climatology of tropical cy-
clone potential intensity, I determined that the drivers of tropical cyclone inten-
sity seasonal cycles vary from basin to basin. In nearly all previous literature,
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tropical cyclone potential intensity was evaluated by taking the mean over the typical
"hurricane seasons" in each basin. But intense Western Pacific tropical cyclones may
occur in any month, because the tropopause region thermal structure sets monthly
climatological outflow temperatures that act to flatten the potential intensity season-
ality. Moreover, although along-track intensity seasonal cycles in the North Atlantic
and Southern Hemisphere regions do not vary much from month-to-month, the along-
track intensity seasonal cycles in the Eastern and Western North Pacific basins have
important differences from one month to the next. The delineation that I identified
over the Pacific seasonal cycles wouldn’t emerge from seasonal means, and month-to-
month differences imply associated tropical cyclone impacts that otherwise wouldn’t
be quantified. Characterizing potential intensities of individual months also enabled
comparisons between real-world tropical cyclone intensity and potential intensity in
a brand-new context.
6.2 Open Questions
In this section, I highlight four big questions which are raised by my work and found
at the tropopause interface. Each of these have appreciable ramifications for under-
standing and interpreting aspects of the Blue Marble’s climate system.
6.2.1 Causes and Importance of Abrupt Drops
The 2000 and 2011 abrupt drops studied in chapter 2 had important implications
for both the transient local thermal structure and climate forcing. The main drivers
of these abrupt drops, however, were not investigated. Various physical explana-
tions for their existence have been put forth. Randel et al. (2006), highlighted the
2000 temperature and water vapor reductions for the first time (and coined the term
"abrupt drop" used in this thesis). They asserted that an increase in the speed of the
Brewer-Dobson circulation (BDC) was responsible. Several studies have argued that
a consequence of anthropogenic climate change is such an increase in stratospheric
circulation (e.g. Butchart et al., 2006; McLandress and Shepherd, 2009; Butchart,
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2014, and many others), and the proposed increase could manifest in temperature
and water vapor reductions as a byproduct. Although models consistently predict
increased stratospheric circulation, historical observational evidence has been mixed
(e.g Engel et al., 2008; Garcia et al., 2011; Stiller et al., 2012), and novel approaches
are being developed to continue probing this question with observations and reanal-
yses (Fu et al., 2015; Linz, 2017).
In contrast to this "top-down" perspective is the consideration of "bottom-up"
impacts, where changes in (primarily) western and central Pacific convection could
drive trends in tropopause region water vapor and temperature. Rosenlof and Reid
(2008) framed this idea by showing a strong cooling trend in western Pacific sea
surface temperatures correlated with temperature and water vapor reductions in the
2000 abrupt drop. A more recent thorough analysis by Ding and Fu (2017) details
the physical mechanism for this, a Gill-like tropopause region response (Gill, 1980) to
warm SSTs in the central Pacific. They find that this response explains about 30%
of the 2000 abrupt drop water vapor changes. In the context of the seasonal cycle,
this bottom-up approach may also be appealed to (with implications for analyses of
potential intensity seasonality, for instance), and the zonally-asymmetries in the near-
tropopause temperature seasonal cycles are indeed strongly linked to the bottom-up
effects of equatorial waves (Grise et al. (2009), see Fig. 4-4 and Supplemental Fig.
S6 of Gilford et al. (2017))
Other investigations have considered how the El Niño Southern Oscillation (ENSO)
could affect large variability events in stratospheric water vapor (Calvo et al., 2004;
Garfinkel et al., 2017, and references therein), though whether these effects are ac-
tually top-down (through ENSO’s known impacts on stratospheric circulation), or
bottom-up (through a tropical-wave response to anomalous SSTs), or both, is not
entirely clear. ENSO definitions can also be disparate and have different associated
effects (including, for instance, Modoki ENSO, e.g. Xie et al. (2014)) and ENSO
effects may also be non-linear, making them more challenging to analyze in the water
vapor record (Garfinkel et al., 2017).
Central to the investigation of what causes abrupt drops are their definitions
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and time scales. While both 2000 and 2011 abrupt drops likely had transient local
radiative effects on the tropopause region thermal structure (as I showed in chapter 2),
the long-term impacts on the climate system through radiative forcing will be effective
only if the observed water vapor reductions are persistent. The basis of our estimate
that the 2000 abrupt drop offset about 12% of carbon dioxide forcing between 1990
and 2013 was that low water vapor concentrations were observed in the tropopause
region over that multidecadal period. Short-term drops like that in 2011-2012 and
more recently in 2016-2017 (Avery et al., 2017), are effective for significant climate
forcing only in that they maintain the status quo of reduced water vapor prior to the
2000 drop (see section 2.3.4). Both the consequences and identification of the abrupt
drop causes depend critically on their definitions. Dessler et al. (2014) suggested that
the 2000 and 2011 drops were both short-term and resulted from a linear combination
of Quasi-Biennial Oscillation (QBO) and BDC effects, but because these phenomena
are not fully orthogonal to one another it is difficult to contextualize their result.
Ding and Fu (2017) noted that the QBO is unable to explain early century long-term
changes in water vapor because of its short time-scale of variability (about 22-34
months), but it should be relevant if the drop is very transient (such as that in 2011
and possibly 2016). Until there is more clarity on what drives these abrupt drops,
studies should endeavor to be consistent in their definitions, and both top-down and
bottom-up approaches should be explored.
The conflicting perspectives on abrupt drop timescales and drivers confound our
ability to fully understand lower stratospheric water vapor in the context of climate
change. Whether the 2000 abrupt drop, and the persistent low concentrations since
then, are driven by internal variability or climate change (through BDC or SST
changes) is important for future analyses and predictions. A review of pre-industrial
control runs of high-top models with realistic stratospheres and interactive ozone
(such as the Whole Atmosphere Community Climate Model, Marsh et al. (2013))
could help answer this question. Although the extent of "global warming hiatus"
in the early 21st century is still being discussed (Karl et al., 2015; Medhaug et al.,
2017), we do know that lower stratospheric water vapor played some role in reducing
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radiative forcing over this period (chapter 2 and Wang et al., 2017), in addition
to the prominent negative forcing of sulfuric volcanic aerosols (Solomon et al., 2011;
Santer et al., 2014), and changes in ocean circulation and heat storage (McGregor
et al., 2014).
This thesis does not address why the 2000 and 2011 abrupt drops occurred, but
I have shown that they have important local and nonlocal impacts on the climate
system. It is therefore critical that we maintain observing systems that can monitor
upper tropospheric and lower stratospheric water vapor (Urban et al., 2014). Longer
records may improve our understanding of what causes these abrupt drops, permit
comparisons with models, and allow continued estimates of the radiative forcing at-
tributable to lower stratospheric water vapor.
6.2.2 Relative Contributions of Near-tropopause Dynamics and
Radiation
The primary assumption I used to estimate radiative responses to anomalies in water
vapor and ozone in chapters 2 and 3 is seasonally-evolving fixed dynamical heating
(SEFDH, e.g. Fels et al., 1980). In our context, SEFDH is used to estimate the
radiative feedback to constituent anomalies; anomalies which principally arise from
dynamical forcing in the first place (section 2.2.2). The assumption of fixed-dynamics,
therefore, is not truly accurate, and in principle dynamical heating should also respond
to radiative feedbacks (e.g. Ming et al., 2016). As noted in chapter 3, this implies
that computed temperature adjustments (such as the ozone radiative seasonal cycles)
are radiative upper bounds rather than comprehensive estimates.
Such a discrepancy makes interpretation of SEFDH results difficult. Seasonal
cycle studies consistently indicate that the response to the tropopause region ozone
seasonal cycle is always about a 30-35% amplification of local temperature seasonal-
ity, even when dynamics are allowed to adjust to the forcing (Chae and Sherwood,
2007; Fueglistaler et al., 2011; Birner and Charlesworth, 2017, and chapter 3). Mean-
while, a few studies have shown with budgetary considerations that radiation should
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simply balance dynamical heating (e.g. Rosenlof, 1995; Abalos et al., 2013), but spe-
cific comparisons with anomalous periods in water vapor and ozone (e.g. chapter
2) cannot be made with this approach. The models used to estimate the dynami-
cal response to radiative heating (e.g. Ming et al., 2016) are also sometimes suspect
because their circulations may not match real-world circulations (the diagnostics of
which are themselves uncertain, e.g. Wright and Fueglistaler, 2013).
The agreement between seasonal cycle studies is promising, and simple models
have made some progress (Birner and Charlesworth, 2017), but the relative contri-
butions of dynamical and radiative heating remains an unanswered question. How
relevant the horizontal and vertical structures of constituent anomalies are for actual
temperature structures—such as the northern hemisphere ozone radiative seasonal cy-
cle (section 3.3.2) and its possible manifestation in observed temperatures, (Randel,
2003; Grise and Thompson, 2013)—depends strongly on the answer to this question,
so it is critical to continue fundamental research in this area.
6.2.3 Uniformity and Maximum Intensities
Statistical analyses in Appendix A of chapter 5 revealed that the assumption that
tropical cyclone normalized winds (i.e. observed maximum intensities divided by
potential intensities) are drawn from a strictly uniform distribution is not always
justified (section 5.5). In the North Atlantic region, a little more than half of randomly
resampled distributions could be uniform, but in the other regions (Eastern North
Pacific, Western North Pacific, and Southern Hemisphere) the null hypothesis that
these distributions are uniform is almost always rejected at 95% confidence (regardless
of resampling).
As pointed out by Wing et al. (2007), the shape of tropical cyclone distributions
has implications for how the mean observed maximum intensity scales with changes
in potential intensity. If the normalized wind distribution is a fixed shape, this implies
that a percentage change in potential intensity (due to e.g. warming SSTs, cooling
near-tropopause outflow temperatures, etc.) will shift the mean observed maximum
intensities by the same percentage. If, however, the true distribution of normalized
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winds has a different shape than that empirically derived, the implications for po-
tential intensity changes will be different. For instance, if the shape of the Southern
Hemisphere empirical distribution (where the upper tail normalized wind probabili-
ties exceed the theoretical distribution) were for some reason to become more uniform
under climate change (Fig. 5-4), then one might expect to observe fewer very intense
storms as the shape changes. Additionally, if the distribution’s lower bound (𝛼) were
to shift with climate change, then the shape of the distributions would also shift,
along with the impacts of potential intensity changes on maximum intensity.
An interesting result by Webster et al. (2005) (and corroborated by Elsner et al.,
2008) showed that historically the largest positive intensity trends were in the most
intense (category 4 and 5) storms. When this result was revisited a decade later, how-
ever, it was not found to be robust to updates in the observational dataset (Klotzbach
and Landsea, 2015). This highlights how critical observational capacity is in further-
ing our understanding of observed and future changes in tropical cyclone maximum
intensity, and provides a clue as to how and why normalized wind distributions might
change over time.
Complicating an understanding of normalized wind distributions are uncertainties
in the potential and observed intensities upon which they rely. While the mismatch
between the upper bound on normalized winds (𝛽) and 1.0 may be a good bulk
indicator of the ratio of enthalpy and drag coefficients 𝐶𝑘
𝐶𝐷
(see section 4.2), it is
not guaranteed that this ratio is a single value, it instead could have a distribution.
Using operational rather than climatological potential intensities would also likely
result in different distributions. Furthermore, the Dvorak (1975) technique relied
upon for many observational estimates of tropical cyclone intensity (and most of
the estimates in basins outside the North Atlantic) could affect the distributions
by specifically limiting category 3 storms (Torn and Snyder, 2012). Finally, the
(lack of) inclusion of translation velocities in observed estimates of tropical cyclone
intensity—including within the Dvorak technique, which automatically incorporates
climatological translation (Knaff et al., 2010; Velden et al., 2006)—could also play a
role.
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Central to this discussion is the fact that there are no unifying theories for why
normalized wind distributions might be uniform. Emanuel (2000) noted that a neg-
ative feedback between tropical cyclone and its environment, such as the sea surface
cooling feedback when a cyclone stirs the mixed layer (e.g. Schade and Emanuel, 1999;
Lloyd and Vecchi, 2011), could be responsible. Whether using a modified potential
intensity accounting for this interaction (e.g. that of Lin et al., 2013) would still show
uniformity could be interesting to explore, but it is beyond the scope of this thesis.
A closer look at the lower bound (𝛼) could also provide more clarity (determining its
properties would likely either result in, or arise from, a theory for normalized winds).
In this thesis I showed the value of assuming a theoretical uniform distribution
from which tropical cyclone normalized intensities are drawn. Development of a
unified theory for the distributions of normalized winds would improve our under-
standing of underlying uncertainties in empirical intensity estimates and increase our
understanding of how climate change could affect tropical cyclone intensities.
6.2.4 Outflow Temperatures and Climate Change
The links between climate change and tropical cyclones are broad and often uncer-
tain (e.g. Knutson et al., 2010; Walsh et al., 2016, and references therein). These
include changes in destructive potential (e.g. Emanuel, 2005), track changes (e.g.
Wang and Wu, 2015; Kossin, 2017), changes in seasonal frequency and genesis (e.g.
Zhang et al., 2017), and many others. It is well established that future warming SSTs
should increase tropical cyclone potential intensities (e.g. Henderson-Sellers et al.,
1998; Holland and Bruyère, 2014; Strazzo et al., 2014; Walsh et al., 2016). In chap-
ters 4 and 5 I found that outflow temperatures are critical to the seasonal cycles of
potential intensity, which raises the question, "how will outflow temperatures respond
to climate change?"
As noted above (section 6.2.1), stratospheric circulation is expected to increase
with climate change (e.g. Butchart et al., 2006); such increases in circulation are
expected to cool tropical lower stratospheric temperatures in the long-term (see the
review in Seidel et al., 2011) in collaboration with ozone’s radiative cooling (Polvani
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and Solomon, 2012). Emanuel et al. (2013) showed that historically there appears
to be a negative trend in tropical cyclone outflow temperatures which results in an
overall strengthening in potential intensities, but this trend is not robust to the choice
of dataset or reanalysis. One would hope that in-situ radiosonde observations (such
as the RATPAC-lite, e.g. Randel et al., 2009) would improve these estimates, but we
have discovered many discontinuities in these data because of changes in recording
practices/instruments (Gilford and Randel, 2017; Randel and Wu, 2006; Sun et al.,
2013, e.g. San Juan observations in Figure 6-1), and moreover these data are spatially
sparse.
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Figure 6-1: Differences between RSS MSU lower stratospheric temperatures (channel
4) and 00UTC (blue curve)/12UTC (red curve) San Juan radiosonde observations
(’RQM00078526’ from IGRA2, see Durre and Yin (2008)) integrated with the lower
stratospheric MSU weighting. The∼2010 jump in the 12UTCmeasurements indicates
a strong radiosonde discontinuity, a result that is common in nearly every radiosonde
record at some point (even those from RATPAC-lite). Figure reproduced from Gilford
and Randel (2017).
Fu et al. (2010) found that a challenge in diagnosing changes in the strength of the
BDC and lower stratospheric temperatures is that temperature trends are not equal
across all months. While such a response to climate change makes deciphering annual
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mean trends difficult, it is actually well suited for consideration in the seasonal cycle
context of our chapter 4 results. Fu et al. (2010) show with Microwave Sounding Unit
observation that the largest tropical lower stratospheric cooling trends in the satellite-
era are found in the boreal summer, but this trend disappears in the boreal winter.
The implication for potential intensity is a decreasing mid-summer depression effect,
which would increase potential intensity in those months (and this particular effect
may be contributing to the Hurricane-season average trends in Emanuel et al. (2013)).
A cursory look at satellite-era trends of tropopause region temperatures in reanalyses
data (which admittedly could be unreliable because of data assimilation discontinu-
ities) suggests that outflow levels have largely increased in each basin between the
1980s and 2000s (following warming SSTs). But there are there are inconsistent sea-
sonal responses in outflow/lower stratospheric temperatures between MERRA2 and
ERA-I (not shown). How lower stratospheric trends (including intraseasonal trends)
will manifest in the future in response to stratospheric circulation changes remains
an active area of research.
Over the 21st century, warming SSTs, accompanying changes in the outflow levels,
and cooling outflow temperatures will each be important for how potential intensity
(and its seasonal cycles) respond to climate change. Establishing a clear understand-
ing of what the basic historical climatology is, as I have herein, was a critical and
necessary first step in answering this question. Better understanding of the physical
mechanisms of stratospheric circulation, and verification of circulation changes with
more certain observations, should light the way for how future potential intensity—
and its implications for human societies—will change during this century.
6.3 Closing Remarks
At the risk of falling into reductionism, I imagine that the inquiries posed and ex-
plored in this thesis are unified by a simpler question, "How do distant physical
phenomena affect me?" When a November supertyphoon devastates a Pacific island,
do communities ponder how cold tropopause temperature pre-conditioned the inten-
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sity of the storm? When the scientist wonders why temperatures are cooler at the
turn of a century, is she awed by the powerful radiative influence of only a half a part
per million drop in lower stratospheric water? When the psalmist considers "Who
causes the vapors to ascend from the ends of the earth", is he aware of how far reach-
ing and complicated and beautiful that contemplation is? Distant effects with local
implications make the climate system simultaneously confusing and fascinating.
Reflecting a final time on the Blue Marble (Fig. 1-1), the sphere we call home
appears isolated and vulnerable against the backdrop of the dark reaches of space.
The vulnerability felt when viewing this image, however, is not a new sensation but
a nostalgic one. As a species we have often experienced dangers posed by our envi-
ronment which we could not see, but that had very real impacts on our lives. The
interactions between the human and climate systems are not one-way. Rather, hu-
mans have significantly altered the color, ecosystems, energy, atmospheric chemistry,
and hydrological cycle of our home planet. Often these effects are distant and their
negative effects are not experienced by those who drive them (what economists call
"externalities"). Much like a consideration of distant climate phenomena helps one
understand their local realities, the more difficult—but more valuable—consideration
of how one may distantly impact the lives and environments of others will enrich and
progress our societies.
It is my hope that this thesis sparks in you, as it has in me, a newfound respect for
the influences of the distant tropopause region on the climate system in which we live.
While I have outlined several gaps in our understanding that need further exploration,
there are many more challenges, especially with regards to human influences on the
climate system, than I can expound upon here. Scientifically uncovering and societally
meeting these climate obstacles is likely to be the defining challenge of our day; I pray
future generations will look upon the distant "us" with grace-filled indulgence and, if
we continue to make meaningful progress, gratitude.
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