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Le but de ce travail est d’interpréter la valeur spéciale de la fonction L associée à un chtouca sur
une courbe sur Fq , en termes de groupes d’extension dans la catégorie des chtoucas. Bien que les
valeurs spéciales soient en général transcendantes sur le corps de déﬁnition du chtouca, les démons-
trations sont faciles et algébriques, sans diﬃcultés d’analyse. Nous utilisons la formule des traces
d’Anderson [And00], généralisée par Böckle et Pink [BP04], qui est une variante de la formule des
points ﬁxes de Woods–Hole, et un peu de théorie de Fontaine en égales caractéristiques, dans un
cadre plus général que dans [GL08]. Nous travaillons avec des chtoucas plutôt que des t-motifs d’An-
derson [And86], car les chtoucas sont plus généraux et les calculs d’extensions dans la catégorie
des chtoucas sont particulièrement aisés. Le lien avec [AT90], où Anderson et Thakur donnent une
interprétation différente des valeurs spéciales de la fonction zeta de Carlitz, est discuté dans le para-
graphe 6.1. Nous ne savons pas s’il y a un rapport avec [And96,Tha04].
Dans le paragraphe 3.5 de [Kat93], Kato montre en particulier que la valeur spéciale L∗(X,F ,1)
de la fonction L associée à un faisceau -adique lisse F à coeﬃcients dans Z sur une courbe X lisse
sur Fq relie deux trivialisations de det(H•c (X,F) ⊗ Q)−1, sous l’hypothèse que la valeur propre 1
est semi-simple pour l’action du Frobenius sur H•c (X,F) ⊗ Q (ce qui est conjecturé lorsque F vient
d’un «motif sur X »). On appelle valeur spéciale de la fonction L(X,F , T ) et on note L∗(X,F ,1) le
nombre G(1) ∈ Q∗ tel que L(X,F , T ) = (1 − T )rG(T ) et G(1) = 0. Une des trivialisations est donnée
par l’élément zeta de Kato, l’autre est reliée à l’accouplement des hauteurs.
Nous voulons faire ici la même chose, lorsque le faisceau -adique est remplacé par un F -cristal au
sens de Böckle et Pink [BP04] et Emerton et Kisin [EK04], plus précisément par un F -cristal provenant
d’un chtouca. Soit X une courbe projective lisse sur Fq . On note Fr : X → X le morphisme x → xq . Soit
C une courbe aﬃne lisse sur Fq , E et E ′ des ﬁbrés vectoriels sur C × X , et E i→ E ′ j← (Id × Fr)∗(E)
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Z(det( j)) les hypersurfaces de C × X , lieux des zéros de det(i) et det( j). D’abord si Z(det(i)) est
vide, on peut déﬁnir une valeur spéciale L∗(X, (E,E ′, i, j),1) ∈ Fq(C) et grâce à la formule des traces
d’Anderson, l’interpréter à l’aide de groupes d’extension.
En général, soit v une place de C , et Fv le corps local associé (complétion de Fq(C)). Alors on
peut déﬁnir une valeur spéciale L∗v(X, (E,E ′, i, j),1) ∈ Fv (en fait nous considérerons une fonction L
tronquée). Sous l’hypothèse que Z(det(i)) n’a pas de composante irréductible commune avec {v} × X ,
nous l’interprétons à l’aide de groupes d’extensions. Pour cela nous utilisons des expressions de fonc-
tions L comme polynômes caractéristiques dues à Wan, Taguchi, Anderson, Böckle, Pink, Emerton,
Kisin [Wan96,TW96,And00,BP04,EK04] en suivant la méthode de [And00] et [BP04].
Par rapport à la situation du paragraphe 3.5 de [Kat93], il y a trois différences :
– la valeur spéciale peut être transcendante sur le corps de déﬁnition Fq(C) du chtouca,
– la fonction L s’exprime comme un polynôme caractéristique d’un opérateur u sur un certain
espace de telle sorte que le noyau et le conoyau de 1− u soient des groupes d’extension dans la
catégorie des chtoucas, mais cet espace peut être de dimension inﬁnie,
– on a besoin d’un peu de théorie de Fontaine en égales caractéristiques.
Ce dernier point rappelle la conjecture de Bloch–Kato sur les corps de nombres, surtout avec le
point de vue de Fontaine et Perrin-Riou [Fon92,FPR91,FPR94] qui a été pour nous une source impor-
tante d’inspiration. Cependant, en plus de sa facilité, notre énoncé est intrinsèquement différent, pour
les raisons suivantes : les fonctions L en caractéristique p ne possèdent pas d’équation fonctionnelle,
notre énoncé ne fait intervenir aucune dualité et la cohomologie cohérente apparaît à la place de la
cohomologie étale. D’autre part les chtoucas ne vériﬁent pas la transversalité de Griﬃths, c’est pour-
quoi la notion de structure de Hodge doit être modiﬁée (le bon remplaçant a été mis en évidence par
Pink dans [Pin97]). Dans cet article Coker i joue le même rôle que HdR/F il0HdR dans la conjecture de
Bloch–Kato. En fait on peut vériﬁer que Coker i intervient dans le calcul des groupes d’extensions de
structures de Hodge–Pink de la même manière que HdR/F il0HdR pour les extensions de structures de
Hodge (voir par exemple [GL08] pour la déﬁnition d’une structure de Hodge–Pink).
A cause des modules déterminants, il se peut que certains diagrammes ne commutent qu’au signe
près.
Dans tout cet article on ﬁxe un corps ﬁni Fq , et on note p sa caractéristique. Par défaut tous les
produits tensoriels sont sur Fq .
1. Rappels concernant les modules déterminants et les valeurs spéciales de fonctions L de faisceaux
-adiques sur une courbe sur Fq
Nous commençons par un bref rappel sur les modules déterminants, d’après [KM76] et le para-
graphe 2.1 de [Kat93]. Soit A un anneau commutatif. La sous-catégorie pleine Dpar(A) de la catégorie
dérivée bornée des A-modules est formée des objets qui peuvent être représentés par des com-
plexes parfaits, i.e. des complexes bornés de A-modules projectifs de type ﬁni. Pour tout complexe
parfait · · · → Ci → Ci+1 → ·· · , le A-module ⊗i∈Z det(Ci)(−1)i est localement libre de rang 1 et ne
dépend que la classe de C à quasi-isomorphisme près. On le note det(C). Pour tout triangle distingué
C → C ′ → C ′′ on a det(C ′) = det(C)⊗det(C ′′). Pour contrôler les signes il faudrait aussi associer à tout
complexe parfait C sa caractéristique d’Euler–Poincaré
∑
i∈Z(−1)irang(Ci) qui est une fonction locale-
ment constante Spec A → Z, ne dépendant que de la classe de quasi-isomorphisme de C . Dans la suite
les isomorphismes de déterminants seront aussi des égalités de caractéristiques d’Euler–Poincaré.
Supposons A noethérien régulier (par exemple Z , k[[z]] avec k une extension ﬁnie de Fq , l’anneau
des fonctions sur une courbe aﬃne lisse irréductible sur Fq , ou le corps des fractions d’un de ces
anneaux). Soit M un A-module de type ﬁni. Alors le complexe formé par M placé en degré 0 est
quasi-isomorphe à un complexe parfait et on note det(M) son déterminant. Autrement dit M admet
une résolution 0 → Mk → Mk−1 → ·· · → M0 → M → 0, où les Mi sont des A-modules projectifs de
type ﬁni, le A-module
⊗k
i=0 det(Mi)(−1)
i
est localement libre de rang 1 et ne dépend pas du choix
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modules de type ﬁni est quasi-isomorphe à un complexe parfait et on a det(C) =⊗i∈Z det(Ci)(−1)i =⊗
i∈Z det(Hi(C))(−1)
i
.
Dans le paragraphe 3.5 de [Kat93], Kato interprète la valeur spéciale en 1 de la fonction L d’un
faisceau -adique sur un schéma sur Fq , comme rapport entre deux trivialisations de l’inverse du
déterminant de la cohomologie de son dual de Verdier, à la suite de [Tat95] et [BK90]. Le lemme
essentiel est le lemme 3.5.8 de [Kat93], qui reprend le lemme z.4 du paragraphe 5 de [Tat95]. Pour la
commodité du lecteur, nous rappelons ce travail, en nous limitant aux faisceaux lisses sur des courbes
lisses sur Fq et en utilisant la cohomologie à support compact plutôt que la cohomologie sans support.
Soit donc Y une courbe lisse sur Fq et F un faisceau -adique lisse sur Y , à coeﬃcients dans Z .
Alors RΓc(Y¯ ,F) est un objet de la catégorie dérivée des Z-modules, et est muni d’un endomor-
phisme de Frobenius arithmétique F . Dans cette catégorie dérivée on a un triangle distingué
RΓc(Y ,F) α−→ RΓc(Y¯ ,F) 1−F−→ RΓc(Y¯ ,F) β−→ · · · .
Il en résulte une trivialisation du déterminant de RΓc(Y ,F), et on note z(Y ,F) ∈ det(RΓc(Y ,F))−1 le
générateur qui assure cette trivialisation. L’image de z(Y ,F) dans det(RΓc(Y ,F) ⊗ Q)−1 ne dépend
que de F ⊗Q . Par ailleurs β ◦α est un endomorphisme de degré 1 et de carré nul de RΓc(Y ,F)⊗Q ,
qui s’identiﬁe au cup produit avec le générateur θ de H1(Fq,Z) = Homcont(Gal(F¯q/Fq),Z) qui
envoie le Frobenius arithmétique sur 1. Sous l’hypothèse que la valeur propre 1 de F sur les
Hic(Y¯ ,F) ⊗ Q est semi-simple, le complexe
. . . Hi−1c (Y ,F) ⊗ Q
β◦α−→ Hic(Y ,F) ⊗ Q
β◦α−→ Hi+1c (Y ,F) ⊗ Q . . .
est exact. Cela fournit une trivialisation λ : det(RΓc(Y ,F))−1 ⊗ Q  Q .
Par ailleurs soit
L(Y ,F, T ) =
∏
det
(
1− T F ∣∣ Hic(Y¯ ,F) ⊗ Q)(−1)i+1
la fonction L attachée à F .
Proposition 1.1. (Proposition 3.5.7 de [Kat93].) Sous l’hypothèse que la valeur propre 1 de F sur Hic(Y¯ ,F) ⊗
Q est semi-simple pour i = 0,1,2, la valeur spéciale L∗(Y ,F ,1) est égale à λ(z(Y ,F)).
Comme z(Y ,F) est un générateur de det(RΓc(Y ,F))−1, si on ne s’intéresse qu’à la valuation -
adique de L∗(Y ,F ,1), on peut se passer de z(Y ,F) (c’est ce que fait Tate dans [Tat95]). D’autre
part le morphisme β ◦ α : Hic(Y ,F) ⊗ Q → Hi+1c (Y ,F) ⊗ Q peut aussi être obtenu de la façon
suivante : la dualité de Poincaré géométrique fournit un accouplement parfait Hic(Y¯ ,F) ⊗ Q ×
H2−i(Y¯ ,F∗(1)) ⊗ Q → Q , que l’on peut restreindre (par α : Hic(Y ,F) → Hic(Y¯ ,F) et le mor-
phisme analogue H2−i(Y ,F∗(1)) → H2−i(Y¯ ,F∗(1))) en l’accouplement des hauteurs Hic(Y ,F) ⊗
Q × H2−i(Y ,F∗(1)) ⊗ Q → Q (on renvoie au premier paragraphe de [Bei87] pour une discus-
sion sur l’accouplement des hauteurs sur les corps de fonctions). D’autre part la dualité arithmé-
tique (voir [Mil86]) fournit un accouplement parfait Hi+1c (Y ,F) ⊗ Q × H2−i(Y ,F∗(1)) ⊗ Q → Q .
Ces deux accouplements permettent de retrouver β ◦ α, qui est la composée Hic(Y ,F) ⊗ Q →
(H2−i(Y¯ ,F∗(1)) ⊗ Q)∗ ∼→ Hi+1c (Y ,F) ⊗ Q .
2. Valeurs spéciales de fonctions L en caractéristique p, dans un cas simple
Nous allons considérer dans ce paragraphe une situation très analogue à celle du paragraphe pré-
cédent, à ceci près que la formule des traces de Grothendieck–Lefschetz est remplacée par la formule
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derson donnée au paragraphe 7.4 de [BP04].
Soit X une courbe projective lisse sur Fq , C = Spec A une courbe aﬃne lisse sur Fq . On note
F = Fq(C) le corps des fractions de A. On note |X | l’ensemble des points fermés de X et pour x ∈ |X |,
on note k(x) son corps résiduel et dx son degré sur Fq . Soit E un ﬁbré vectoriel sur C × X . On note
τ E l’image inverse de E par Id× Fr, où Fr est le morphisme x → xq de X dans lui-même. On note τ
l’application qui à une section de E associe la section de τ E qui est son image inverse par Id× Fr.
Soit u : τ E → E un morphisme de ﬁbrés sur C× X . Pour x ∈ |X |, on note ux : τ Ex → Ex la restriction
de u à C × Spec(k(x)) = Spec(A ⊗ k(x)), si bien que uxτ est un endomorphisme 1 ⊗ Fr-linéaire du
A ⊗ k(x)-module projectif de type ﬁni associé à Ex . Le facteur local de la fonction L de (E,u) est par
déﬁnition
L
(
x, (E,u), T )= detA(1− T uxτ )−1 = detA⊗k(x)(1− T dx(uxτ )dx)−1
qui appartient à 1+ T dx A[[T dx ]]. La fonction L de (E,u) est alors
L
(
X, (E,u), T )= ∏
x∈|X |
L
(
x, (E,u), T ) ∈ 1+ T A[[T ]].
Pour plus de détails sur les fonctions L associées aux « τ -faisceaux » voir par exemple [BP04,Boe02]
et [TW96].
Notons H0(X,E) et H1(X,E) les A-modules de type ﬁni qui sont les images directes de E par
la projection C × X → C . Pour i = 0,1, on note encore τ : Hi(X,E) → Hi(X, τ E) l’image inverse par
Id × Fr sur C × X , et u : Hi(X, τ E) → Hi(X,E) le morphisme induit par u. Alors H0(X,E) ⊗A F et
H1(X,E) ⊗A F sont des F -espaces vectoriels de dimension ﬁnie et ce sont les images directes de la
restriction de E à X × Spec F par X × Spec F → Spec F . En appliquant la formule des points ﬁxes de
Woods–Hole (SGA 5, III, Corollaire 6.12) au Spec F -schéma projectif et lisse Symn X muni de l’endo-
morphisme Fr, et au O-module cohérent TSnext(E) (aussi noté Γ next(E) dans SGA 4, XVII, 5.5 et déﬁni
comme (π∗(En))Sn où π : Xn → Symn X est le morphisme évident) muni de TSnext(u) : τ (TSnext(E)) →
TSnext(E), et en sommant sur n ∈ N, on obtient
L
(
X, (E,u), T )= det(1− T uτ |H1(X,E)⊗A F )
det(1− T uτ |H0(X,E)⊗A F )
dans 1+ T F [[T ]]. (1)
Pour plus de détails on renvoie aux paragraphes 1 et 2 du chapitre « Fonctions L modulo n et
modulo p » de [SGA4et1/2], où la même méthode est utilisée dans un cadre un peu différent, au
paragraphe 5.5 de SGA 4, XVII (en particulier à la proposition 5.5.34) et à un travail ultérieur.
Notons Hi(X, (E,u)) = Exti(X, (O, Id), (E,u)), les groupes d’extension de (O, Id) par (E,u) dans la
catégorie abélienne des couples (F , v), où F est un O-module sur C × X , muni d’un endomorphisme
v : τ F → F . Ce sont des A-modules de type ﬁni, nuls pour i = 0,1,2, et on a une suite exacte longue
0−→ H0(X, (E,u)) α−→ H0(X,E) 1−uτ−→ H0(X,E)
β−→ H1(X, (E,u)) α−→ H1(X,E) 1−uτ−→ H1(X,E) β−→ H2(X, (E,u))−→ 0.
Cette suite exacte fournit un générateur z(X, (E,u)) du A-module (libre de rang 1)
det(H•(X, (E,u)))−1. Faisons maintenant l’hypothèse
Ker
(
(1− uτ )2)= Ker(1− uτ )
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simplicité de la valeur propre 1 soit toujours vériﬁée. Sous cette hypothèse, le complexe
0−→ H0(X, (E,u))⊗A F β◦α−→ H1(X, (E,u))⊗A F β◦α−→ H2(X, (E,u))⊗A F −→ 0 (2)
est exact et on note λ : det(H•(X, (E,u)))−1 ⊗A F → F l’isomorphisme qui en résulte.
On a alors la proposition suivante.
Proposition 2.1. Sous l’hypothèse de semi-simplicité de la valeur propre 1 de uτ sur H0(X,E) ⊗A F et
H1(X,E) ⊗A F , l’ordre d’annulation de L(X, (E,u), T ) en T = 1 est égal à −dim H0(X, (E,u)) ⊗A F +
dim H2(X, (E,u)) ⊗A F et la valeur spéciale L∗(X, (E,u),1) ∈ A est égale à λ(z(X, (E,u))) dans F .
Démonstration. En effet on applique le lemme 3.5.8 de [Kat93] au complexe RΓ (X,E)⊗A F muni de
l’endomorphisme uτ . Pour la commodité du lecteur nous reprenons la démonstration. Pour i = 0,1,
soit P i , Q i et Ri le noyau, le conoyau et l’image de Hi(X,E) ⊗A F 1−uτ−→ Hi(X,E) ⊗A F . On a P0 =
H0(X, (E,u)) ⊗A F , Q 1 = H2(X, (E,u)) ⊗A F et une suite exacte 0 → Q 0 → H1(X, (E,u)) ⊗A F →
P1 → 0. Le complexe (2) se décompose en les applications P0 γ0→ Q 0 et P1 γ1→ Q 1, où pour i = 0,1,
γi est la composée P i → Hi(X,E) ⊗A F → Q i et est un isomorphisme par hypothèse. Alors
L
(
X, (E,u), T )= (1− T )−dim P0+dim P1 det(1− T uτ |R1)
det(1− T uτ |R0)
,
donc l’ordre d’annulation de L(X, (E,u), T ) en T = 1 est −dim P0 + dim P1 = −dim P0 + dim Q 1 =
−dim H0(X, (E,u)) ⊗A F + dim H2(X, (E,u)) ⊗A F . Il reste à montrer que pour i = 0,1, l’image de
1 ∈ F par la suite d’isomorphismes
F  det(Hi(X,E) ⊗A F )⊗ det(Hi(X,E) ⊗A F )−1
 det(Hi(X,E) ⊗A F 1−uτ−→ Hi(X,E) ⊗A F ) det(P i)⊗ det(Q i)−1  F
(où le dernier isomorphisme vient de γi : P i ∼→ Q i) est égale à det(1− uτ |Ri ). On a Hi(X,E) ⊗A F =
P i ⊕ Ri , et dans cette décomposition la matrice de 1 − uτ est de la forme ( 0 0
0 ∗
)
, et l’isomorphisme
P i → Q i vient de l’égalité Q i  Hi/Ri . On se ramène ainsi au cas où P i et Q i sont nuls, et il s’agit
alors de la déﬁnition même du déterminant d’un endomorphisme. 
Nous allons maintenant donner un énoncé similaire pour les fonctions L tronquées. Soit S =
{w1, . . . ,wh} un ensemble ﬁni de places de |X |. On note
LS
(
X, (E,u), T )= ∏
x∈|X |−S
L
(
x, (E,u), T ) ∈ 1+ T A[[T ]]
la fonction L tronquée. On note O(−S) le ﬁbré en droites O(−w1 − · · · − wh) sur X , et E(−S) =
E ⊗ O(−S). On a τ (E(−S)) = τ E(−qw1 − · · · − qwh) donc u détermine un morphisme τ (E(−S)) →
E(−S) et on note HS (X, (E,u)) la cohomologie du cône (décalé de [−1]) de RΓ (X,E(−S)) 1−uτ−→
RΓ (X,E(−S)). Le cône décalé de [−1] d’un morphisme de complexes est simplement le complexe
total associé. On a une suite exacte longue
0 −→ H0S
(
X, (E,u)) α−→ H0(X,E(−S)) 1−uτ−→ H0(X,E(−S))
β−→ H1S
(
X, (E,u)) α−→ H1(X,E(−S)) 1−uτ−→ H1(X,E(−S)) β−→ H2S(X, (E,u))−→ 0.
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det(H•S (X, (E,u)))−1.
On peut interpréter les HiS (X, (E,u)) comme des groupes d’extensions à support compact sur
X − S . En effet pour n  1 on a uτ (E(−nS)) ⊂ E(−qnS) et qn  n + 1. On en déduit par récurrence
sur n que le morphisme de complexes
Cône
(
RΓ
(
X,E(−nS)) 1−uτ−→ RΓ (X,E(−nS)))[−1]
−→ Cône(RΓ (X,E(−S)) 1−uτ−→ RΓ (X,E(−S)))[−1]
est un quasi-isomorphisme pour tout n ∈ N∗ (cet argument apparaîtra de nouveau dans la preuve du
lemme 4.1).
Faisons maintenant l’hypothèse de semi-simplicité de la valeur propre 1 : Ker((1−uτ )2) = Ker(1−
uτ ) dans H0(X,E(−S)) ⊗A F et H1(X,E(−S)) ⊗A F . Alors le complexe
0−→ H0S
(
X, (E,u))⊗A F β◦α−→ H1S(X, (E,u))⊗A F β◦α−→ H2S(X, (E,u))⊗A F −→ 0
est exact et on note λ : det(H•S (X, (E,u)))−1 ⊗A F → F l’isomorphisme qui en résulte.
Proposition 2.2. Sous l’hypothèse de semi-simplicité de la valeur propre 1 de uτ sur H0(X,E(−S)) ⊗A F
et H1(X,E(−S)) ⊗A F , l’ordre d’annulation de LS (X, (E,u), T ) en T = 1 est égal à −dim H0S (X, (E,u)) ⊗A
F + dim H2S(X, (E,u)) ⊗A F et la valeur spéciale L∗S(X, (E,u),1) ∈ A est égale à λ(zS (X, (E,u))) dans F .
Démonstration. On applique le lemme 3.5.8 de [Kat93] au complexe RΓ (X,E(−S)) ⊗A F muni de
l’endomorphisme uτ , ou bien on reprend la démonstration de la proposition 2.1. D’autre part
LS
(
X, (E,u), T )= det(1− T uτ |H1(X,E(−S))⊗A F )
det(1− T uτ |H0(X,E(−S))⊗A F )
dans 1+ T F [[T ]].
A cause du triangle distingué
Γ
(
X,E(−S))−→ RΓ (X,E) −→⊕
w∈S
Ew
(où Ew est la ﬁbre de E en w), cela est équivalent à la formule (1). Lorsque S est non vide cela résulte
aussi de l’interprétation cohomologique de la formule des traces d’Anderson donnée au paragraphe 7.4
de [BP04]. 
3. Fonctions L en caractéristique p
Nous rappelons d’abord des travaux de Anderson [And00], Wan [Wan96], Taguchi et Wan [TW96],
et Böckle et Pink [BP04], en suivant [And00] et [BP04], et en nous limitant strictement à la situa-
tion qui nous intéresse. Emerton et Kisin ont montré un résultat analogue dans [EK04] mais nous
n’utiliserons pas leur formalisme. La lecture de [And00] est recommandée.
Soit Y = Spec R une courbe aﬃne lisse sur Fq . On note |Y | l’ensemble des points fermés de Y et
pour x ∈ |Y |, on note k(x) son corps résiduel et dx son degré sur Fq . Soit A = k[[z]], où k est une
extension ﬁnie de Fq . On note A ⊗̂ R = (k ⊗ R)[[z]] le produit tensoriel complété (sur Fq).
Soit M un A ⊗̂ R-module projectif de type ﬁni. On note τ M = M ⊗A⊗̂R,1⊗̂Fr A ⊗̂ R , où Fr est le
morphisme x → xq de R dans lui-même. On note τ l’application 1 ⊗̂ Fr-linéaire de M dans τ M qui
à m ∈ M associe m ⊗ 1 ∈ τ M.
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et ux : τ Mx → Mx la restriction de u à x et τ : Mx → τ Mx comme précédemment. Le facteur local
de la fonction L de (M,u) est par déﬁnition
L
(
x, (M,u), T )= detA(1− T uxτ )−1 = detA⊗k(x)(1− T dx(uxτ )dx)−1 ∈ 1+ T dx A[[T dx]].
La fonction L de (M,u) est alors
L
(
Y , (M,u), T )= ∏
x∈|Y |
L
(
x, (M,u), T ) ∈ 1+ T A[[T ]].
Supposons d’abord que M est isomorphe à A ⊗̂ M , où M est un R-module projectif de type ﬁni
(c’est-à-dire l’espace des sections d’un ﬁbré vectoriel sur Y ). Soit V le R-module HomR(M,ΩR), où
ΩR est le R-module inversible formé des sections du ﬁbré canonique ωY de Y . On a le A ⊗̂ R-module
V = A ⊗̂V = HomA⊗̂R(M, A ⊗̂ΩR). D’après [And00] et la proposition 7.2.5 de [BP04], u détermine par
dualité, et à l’aide du morphisme de Cartier, un endomorphisme Cartier-linéaire κV : A ⊗̂ V → A ⊗̂ V
(c’est-à-dire linéaire si le premier A ⊗̂ V est considéré comme A ⊗̂ R-module en faisant agir a⊗ r par
a ⊗ rq). Plus précisément, en notant C : ΩR → ΩR la puissance logqlog p -ième du morphisme de Cartier,
pour μ ∈ A ⊗̂ V = HomA⊗̂R(M, A ⊗̂ ΩR), on a κV (μ) = (1 ⊗̂ C) ◦ μ ◦ uτ : M → A ⊗̂ ΩR .
D’après le théorème 7.3.10 de [BP04], on a le résultat suivant
Proposition 3.1. Soit m ∈ N∗ . La réduction de L(Y , (M,u), T ) modulo zm, qui appartient a priori à 1 +
T (A/zm A)[[T ]], est un polynôme. De plus
Id(A/zm A)⊗R ⊗A⊗̂R κV : A/zmA ⊗ V −→ A/zmA ⊗ V
(réduction de κV modulo zm) a un «noyau » (au sens de [And00]), c’est-à-dire qu’il existe une suite W0 ⊂
W1 ⊂ W2 . . . de sous-espaces de dimension ﬁnie de V , tels que⋃
Wi = V , et κV
(
A/zm A ⊗ Wi+1
)⊂ A/zmA ⊗ Wi .
Pour toute suite W0 ⊂ W1 ⊂ W2 . . . comme ci-dessus on a
L
(
Y , (M,u), T )mod zm = det(1− TκV |A/zm A⊗W0).
Démonstration. La proposition est un cas particulier du théorème 7.3.10 de [BP04] (avec A/zm A au
lieu de A). Lorsque m = 1 c’est un cas particulier du théorème 1 de [And00] (avec R au lieu de A
et r = 1), et pour m quelconque la preuve s’étend presque sans changements, comme l’ont remarqué
Böckle et Pink. 
En général soit M un A ⊗̂ R-module projectif de type ﬁni et u : τ M → M un morphisme de
A ⊗̂ R-modules. Soit X une courbe projective lisse telle que Y s’identiﬁe à un ouvert dense de X , et
w1, . . . ,wh les points de X en dehors de Y . On note Spf A ×ˆ X et Spf A ×ˆ Y les schémas formels sur
Spf A, images inverses de X et de Y par le morphisme de Spf A vers le point. Bien sûr Spf A ×ˆ Y =
Spf(A ⊗̂ R). On ﬁxe un ﬁbré vectoriel E sur Spf A ×ˆ X dont la restriction à Spf A ×ˆ Y ait M comme
espace des sections globales. Soit V = HomA⊗̂R(M, A ⊗̂ ΩR). Comme précédemment on déﬁnit un
morphisme Cartier-linéaire κV : V → V . Pour tout t ∈ N, on a le sous-A-module
Vt = H0
(
Spf A ×ˆ X,E∗ ⊗ ΩX
(
t
(
h∑
wi
)))
⊂ V = H0(Spf A ×ˆ Y ,E∗ ⊗ ΩX ).i=1
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t assez grand Vt est un A-module libre de type ﬁni facteur direct dans V (de plus Vt est fermé pour
la topologie z-adique et tout supplémentaire de Vt est fermé pour la topologie z-adique). En effet
comme X est projective E provient d’un ﬁbré vectoriel sur Spec A × X et donc pour t assez grand
H1(Spf A ×ˆ X,E∗ ⊗ ΩX (t(∑hi=1 wi))) = 0. On a alors une suite exacte courte
0 −→ Vt −→ Vt+1 −→ E∗ ⊗ ΩX
(
(t + 1)
(
h∑
i=1
wi
))
/E∗ ⊗ ΩX
(
t
(
h∑
i=1
wi
))
−→ 0
qui est scindée puisque le terme de droite est un A-module libre. Donc pour t assez grand, Vt est
facteur direct dans Vt+1 et on en déduit facilement que pour t assez grand Vt est facteur direct
dans V .
Pour tout m ∈ N∗ l’inclusion Vt/zmVt ⊂ V/zmV s’identiﬁe à l’inclusion
H0
(
Spf
(
A/zmA
) ×ˆ X,E∗ ⊗ ΩX(t( h∑
i=1
wi
)))
⊂ H0(Spf(A/zm A) ×ˆ Y ,E∗ ⊗ ΩX)−→ 0
et on a V/zmV =⋃t(Vt/zmVt).
Proposition 3.2. Soit m ∈ N∗ .
(a) La réduction de L(Y , (M,u), T ) modulo zm, qui appartient a priori à 1 + T (A/zm A)[[T ]], est un poly-
nôme.
(b) Pour t assez grand,
Vt/zmVt = H0
(
Spf
(
A/zmA
) ×ˆ X,E∗ ⊗ ΩX(t( h∑
i=1
wi
)))
est un sous-A/zmA-module libre de type ﬁni facteur direct de
V/zmV = H0(Spf(A/zmA) ×ˆ Y ,E∗ ⊗ ΩX)
qui est stable par la réduction modulo zm de κV et
L
(
Y , (M,u), T )mod zm = detA/zm A(1− TκV |Vt/zmVt ).
Démonstration. Montrons (a). Il existe un A ⊗̂ R-module projectif de type ﬁni M′ tel que M ⊕ M′
soit de la forme A ⊗̂ M avec M un R-module projectif de type ﬁni. On munit M ⊕ M′ de( u 0
0 0
)
: τ (M ⊕ M′) → M ⊕ M′ . On a L(Y , (M′,0), T ) = 1, d’où L(Y , (M,u), T ) = L(Y , (M ⊕ M′,( u 0
0 0
)
), T ) et (a) résulte alors de la proposition 3.1.
Montrons (b). Il existe a ∈ N (dépendant de m) tel que
u
(
τ E|Spf(A/zm A)×ˆX
)⊂ E(a( h∑
i=1
wi
))∣∣∣∣
Spf(A/zm A)×ˆX
.
Lemme 3.3. Pour t assez grand, on a κV (Vqt−a/zmVqt−a) ⊂ Vt/zmVt .
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Spf(A/zm A) ×ˆ X et κV (μ) est la composée
E
(
−t
(
h∑
i=1
wi
))
τ−→ (Id ×ˆ Fr)∗τ E
(
−qt
(
h∑
i=1
wi
))
u−→ (Id ×ˆ Fr)∗E
(
−(qt − a)
(
h∑
i=1
wi
))
μ−→ (Id ×ˆ Fr)∗ΩX 1⊗̂C−→ ΩX
sur Spf(A/zm A) ×ˆ X . Notons en passant que pour t assez grand,
H1
(
Spf
(
A/zmA
) ×ˆ X,E(−t( h∑
i=1
wi
)))
et
Vt/zmVt = H0
(
Spf
(
A/zm A
) ×ˆ X,E∗ ⊗ ΩX(t( h∑
i=1
wi
)))
sont des A/zm A-modules libres duaux l’un de l’autre et que le morphisme
H1
(
Spf
(
A/zmA
) ×ˆ X,E(−t( h∑
i=1
wi
)))
−→ H1
(
Spf
(
A/zmA
) ×ˆ X,E(−(qt − a)( h∑
i=1
wi
)))
induit par uτ est le transposé du morphisme du lemme 3.3. 
Il résulte du lemme 3.3 que dans (b), detA/zm A(1− TκV |Vt/zmVt ) est indépendant de t , pour t assez
grand. Montrons qu’il est indépendant du ﬁbré E choisi pour prolonger M de Spf A ×ˆ Y à Spf A ×ˆ X .
Soit E ′ un autre prolongement, et V ′t ⊂ V associés à E ′ comme Vt à E . Il existe b ∈ N (dépendant de
m) tel que E ′ ⊂ E(b(∑hi=1 wi)) et E ⊂ E ′(b(∑hi=1 wi)) sur Spf(A/zm A) ×ˆ X . On a alors Vt ⊂ V ′t+b et
V ′t ⊂ Vt+b . Pour t assez grand on a donc des inclusions de A/zm A-modules libres facteurs directs Vt ⊂
V ′t+b ⊂ Vqt−a , et le lemme 3.3 implique detA/zm A(1− TκV |Vt/zmVt ) = detA/zm A(1− TκV ′ |V ′t+b/zmV ′t+b ).
Soit M′ comme dans la preuve de (a), V ′ associé à M′ et soit E ′ un prolongement de M′ . Alors
κV ′ = 0 et on a L(Y , (M′,0), T ) = 1 et detA/zm A(1 − TκV ′ |V ′t/zmV ′t ) = 1. Il suﬃt donc de montrer (b)
pour M ⊕ M′ , et on est donc ramené au cas où M est isomorphe à A ⊗̂ M , où M est un R-module
projectif de type ﬁni. Soit E un ﬁbré vectoriel sur X tel que M soit l’espace des sections de E sur
Y . On prend pour E l’image inverse de E sur Spf A ×ˆ X . Alors pour t assez grand on a Vt = A ⊗ Vt ,
où Vt = H0(X, E∗ ⊗ΩX (t(∑hi=1 wi))). Pour t assez grand, Wi = Vt+i déﬁnit une suite W0 ⊂ W1 ⊂ · · ·
comme dans l’énoncé de la proposition 3.1 et (b) résulte alors de cette proposition. 
Pour t assez grand on note (Vt/zmVt)⊥ l’orthogonal de Vt/zmVt dans HomA/zm A(V/zmV, A/zm A) =
HomA(V, A/zm A). D’après le lemme 3.3, pour t assez grand, κV préserve Vt/zmVt et 1− κV agit sur
(V/zmV)/(Vt/zmVt) par un automorphisme. Donc pour t assez grand, 1− tκV préserve (Vt/zmVt)⊥ et
agit dessus par un automorphisme. Donc le morphisme de complexes (quotient par (Vt/zmVt)⊥ 1−
tκV−→
(Vt/zmVt)⊥)
V. Lafforgue / Journal of Number Theory 129 (2009) 2600–2634 2609HomA(V, A/zm A)
1−tκV
HomA(V, A/zm A)
HomA/zm A(Vt/zmVt, A/zm A)
1−tκV
HomA/zm A(Vt/zmVt, A/zm A)
(3)
est un quasi-isomorphisme. On note que le complexe du bas est un complexe parfait de A/zm A-
modules.
Lemme 3.4. Le complexe de A-modules HomA(V, A) 1−
tκV−→ HomA(V, A) est quasi-isomorphe à un complexe
parfait et
dim
(
Ker
(
1− tκV
)⊗A F )= dim(Coker(1− tκV)⊗A F ).
Démonstration. Soit t assez grand pour que Vt soit un A-sous-module facteur direct dans V et que
1− tκV préserve (Vt/zVt)⊥ et agisse dessus par un automorphisme. On choisit un supplémentaire de
Vt dans V , d’où une inclusion i : HomA(Vt , A) → HomA(V, A) qui donne lieu à une décomposition en
somme directe
HomA(V, A) = i
(
HomA(Vt, A)
)⊕ V⊥t .
La matrice (
B1,1 B1,2
B2,1 B2,2
)
de 1− tκV
est telle que B2,2 mod z est un automorphisme de V⊥t /zV⊥t et donc B2,2 est un automorphisme de
V⊥t (car V⊥t = HomA(V/Vt , A) est complet pour la topologie z-adique). Donc le complexe
V⊥t
1−tκV−→ (1− tκV)V⊥t
est exact. Le quotient par ce complexe exact induit un quasi-isomorphisme de
HomA(V, A) 1−
tκV−→ HomA(V, A) dans
HomA(V, A)/V⊥t
1−tκV−→ HomA(V, A)/
(
1− tκV
)V⊥t .
Le premier terme de ce complexe s’identiﬁe canoniquement à HomA(Vt , A). Comme B2,2 est inver-
sible, on a
HomA(V, A) = i
(
HomA(Vt, A)
)⊕ (1− tκV)V⊥t
ce qui identiﬁe le second terme à HomA(Vt , A) et le complexe tout entier à
HomA(Vt, A)
B1,1−B1,2B−12,2B2,1−−−−−−−−−→ HomA(Vt, A).
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tκV−→ HomA(V, A) et un complexe
formé de deux A-modules libres de type ﬁni de même rang. On en déduit dim(Ker(1− tκV ) ⊗A F ) =
dim(Coker(1− tκV ) ⊗A F ). 
On note Δ le déterminant du complexe HomA(V, A) 1−
tκV−→ HomA(V, A), qui a un sens grâce au
lemme 3.4.
Pour tout m ∈ N∗ , le quasi-isomorphisme (3) fournit, pour t assez grand, une identiﬁcation de
A/zm A-modules inversibles
Δ ⊗A A/zm A  det
(
HomA/zm A
(Vt/zmVt, A/zm A))⊗ det(HomA/zm A(Vt/zmVt, A/zm A))−1
 A/zm A.
Le lemme 3.3 montre que cette identiﬁcation est indépendante de t , pour t assez grand. Les identiﬁca-
tions obtenues pour différentes valeurs de m sont compatibles (prendre le même entier t assez grand
pour les comparer). Donc ces identiﬁcations fournissent un isomorphisme de A-modules inversibles
Δ  A.
Déﬁnition 3.5. On note z(Y , (M,u)) ∈ Δ l’image inverse de 1 par cet isomorphisme.
D’après le lemme 3.4, le noyau et le conoyau de HomA(V, A) 1−
tκV→ HomA(V, A) sont des A-modules
de type ﬁni. Faisons l’hypothèse
(H) la composée Ker(1 − tκV ) → HomA(V, A) → Coker(1 − tκV ) induit un isomorphisme
Ker(1− tκV ) ⊗A F → Coker(1− tκV ) ⊗A F .
On note
λ : Δ ⊗A F  det
(
Ker
(
1− tκV
)⊗A F )⊗ det(Coker(1− tκV)⊗A F )−1  F
l’identiﬁcation qui en résulte.
La proposition 3.6 ci-dessous est une variante du lemme 3.5.8 de [Kat93]. Pour l’énoncer on a
besoin des notions suivantes. On note A〈〈T 〉〉 l’anneau de Tate, formé des séries ∑n∈N anTn avec
an ∈ A tendant vers 0 pour la topologie z-adique quand n tend vers l’inﬁni. La valeur spéciale F ∗(1)
d’un élément F (T ) ∈ 1 + T A〈〈T 〉〉 est déﬁnie comme G(1) où G est l’unique élément de l’anneau de
Tate tel que F (T ) = (1 − T )rG(T ) pour un certain entier r et G(1) = 0. Un tel entier r existe, car si
(1 − T )r divise F (T ), il divise aussi sa réduction modulo z, qui est un polynôme dans 1 + Tk[[T ]],
donc il existe un plus grand entier r tel que F (T ) = (1 − T )rG(T ) avec G dans l’anneau de Tate, et
alors G(1) = 0. On dit que r est l’ordre d’annulation de F (T ) en T = 1.
D’après le (a) de la proposition 3.2, L(Y , (M,u), T ) appartient à 1+ T A〈〈T 〉〉.
Proposition 3.6. L’ordre d’annulation de L(Y , (M,u), T ) en T = 1 est
dim
(
Ker
(
1− tκV
)⊗A F )= dim(Coker(1− tκV)⊗A F )
et L∗(Y , (M,u),1) = λ(z(Y , (M,u))).
Démonstration. La preuve de la proposition 3.6 occupe le reste de ce paragraphe. L’identiﬁcation
λ : Δ ⊗A F  F provient en fait d’un morphisme λ : Δ → A déﬁni comme suit. On a
Δ = det(Ker(1− tκV))⊗ det(Coker(1− tκV))−1
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Ker
(
1− tκV
)−→ HomA(V, A) −→ Coker(1− tκV)
est injectif par l’hypothèse (H). De plus son conoyau est ﬁni donc par le lemme suivant il donne un
morphisme λ : Δ → A.
Lemme 3.7. Soit C un objet de Dpar(A) quasi-isomorphe à un complexe P
θ→ Q (en degrés 0 et 1) où P et Q
sont des A-modules libres de type ﬁni de même rang et θ est injectif. Pour tout quasi-isomorphisme entre C et
un complexe P
θ→ Q comme précédemment, det(θ) : det(P ) → det(Q ) donne un morphisme det(C) → A.
Ce morphisme est non nul et ne dépend que de C .
Démonstration. En effet C ⊗A F est exact, d’où une trivialisation det(C)⊗A F  F qui ne dépend que
de C et est le produit tensoriel par F du morphisme det(C) → A considéré dans le lemme. 
Soit r le rang du A-module libre Ker(1 − tκV ). Il s’agit de montrer que L(Y , (M,u), T ) =
(1− T )rG(T ) avec G(T ) ∈ 1+ T A〈〈T 〉〉 et que G(1) = λ(z(Y , (M,u))). En effet cela suﬃt pour conclure
car λ(z(Y , (M,u))) ∈ A est non nul (puisque λ induit un isomorphisme Δ ⊗A F  F ) donc r est bien
l’ordre d’annulation et G(1) la valeur spéciale L∗(Y , (M,u),1).
Il reste donc à montrer que pour tout m ∈ N∗ , l’image de G(T ) = L(Y , (M,u), T )(1 − T )−r ∈
1 + T A[[T ]] dans 1 + T (A/zm A)[[T ]] est un polynôme dont la valeur en 1 est (λ(z(Y , (M,u)))
mod zm) ∈ A/zm A.
Soit donc m ∈ N∗ . Soit t assez grand. On rappelle, d’après la preuve du lemme 3.4, que le quotient
par le complexe exact
V⊥t
1−tκV−−−−→ (1− tκV)V⊥t
induit un quasi-isomorphisme de
HomA(V, A) 1−
tκV−−−−→ HomA(V, A) dans U0 1−
tκV−−−−→ U1
où pour raccourcir les formules on a posé
U0 = HomA(V, A)/V⊥t et U1 = HomA(V, A)/
(
1− tκV
)V⊥t .
Le quasi-isomorphisme précédent fournit un isomorphisme
Δ
α1−→ detA(U0) ⊗ detA(U1)−1.
Comme K = Ker(1− tκV ) est de type ﬁni et vériﬁe
K = (K ⊗A F ) ∩HomA(V, A),
K est sous-A-module libre de type ﬁni facteur direct de HomA(V, A). Comme la restriction
de 1 − tκV à V⊥t est injective, on a K = Ker(1 − tκV : U0 → U1) donc la composée K →
HomA(V, A) → U0 est injective et d’image facteur direct. Comme V⊥t et (1 − tκV )V⊥t coïncident
modulo zm (dans HomA(V, A/zm A)), la composée K → HomA(V, A) → U1 coïncide avec la composée
K → HomA(V, A) → U0 modulo zm , donc sa réduction modulo zm est injective et d’image facteur
direct donc elle-même est injective et d’image facteur direct. D’où un isomorphisme
detA(U0) ⊗ detA(U1)−1 α2−→ detA(U0/K ) ⊗ detA(U1/K )−1.
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est injectif à cause de l’hypothèse (H). Son déterminant appartient à detA(U1/K ) ⊗ detA(U0/K )−1, et
donne un morphisme
detA(U0/K ) ⊗ detA(U1/K )−1 α3−→ A.
Lemme 3.8. On a égalité entre λ : Δ → A et la composée des morphismes Δ α1→ detA(U0) ⊗ detA(U1)−1 α2→
detA(U0/K ) ⊗ detA(U1/K )−1 α3→ A.
Démonstration. La démonstration de ce lemme ressemble à la preuve du lemme z.4 du paragraphe
5 de [Tat95]. On peut décrire la composée α3 ◦ α2 : detA(U0) ⊗ detA(U1)−1 → A apparaissant dans
le lemme 3.8 d’une autre façon. On a detA(U0)  detA(U0/K ) ⊗ det(K ) à cause de la suite exacte
0→ K → U0 → U0/K → 0, l’application (x, y) → (1− tκV )(x)+ y de U0/K ⊕K dans U1 est injective et
de conoyau ﬁni et le lemme 3.7 appliqué à ce complexe U0/K ⊕K → U1 redonne α3 ◦α2. Mais comme
U0/K 1−
tκV−→ U1 est injective, le complexe U0/K ⊕ K → U1 est quasi-isomorphe à K → Coker(1− tκV ),
et le lemme 3.7 appliqué à ce complexe redonne λ : Δ → A, ce qui termine la démonstration du
lemme 3.8. 
On a U0/zmU0  HomA(Vt , A/zm A) et U1/zmU1  HomA(Vt , A/zm A). La réduction modulo zm de
α1 est donc un isomorphisme
Δ ⊗A A/zm A α1−→ det
(
HomA
(Vt, A/zm A))⊗ det(HomA(Vt, A/zm A))−1 = A/zmA.
On vériﬁe facilement que l’image de z(Y , (M,u)) est 1. De même la réduction modulo zm de α2 ◦
α1(z(Y , (M,u))) vient de la composée des isomorphismes
(U0/K )/zm(U0/K )  HomA
(Vt, A/zm A)/(K/zmK ) (U1/K )/zm(U1/K ).
Il est alors clair que la réduction modulo zm de α3 ◦ α2 ◦ α1(z(Y , (M,u))) est
det(1 − tκV |HomA(Vt ,A/zm A)/(K/zmK )). Mais ce déterminant est égal à G(1), car G(T ) = detA/zm A(1 −
T tκV |HomA(Vt ,A/zm A)/(K/zmK )). En effet par (b) de la proposition 3.2 on a
(
L
(
Y , (M,u), T )mod zm)= detA/zm A(1− TκV |Vt/zmVt )
= detA/zm A
(
1− T tκV |HomA(Vt ,A/zm A)
)
,
et detA/zm A(1− T tκV |K/zmK ) = (1− T )r . 
4. Un petit peu de théorie de Fontaine en égales caractéristiques
Dans ce paragraphe on prend de nouveau A = k[[z]], où k est une extension ﬁnie de Fq . On notera
F = A[ 1z ] le corps des fractions de A. Soit K un corps local non archimédien contenant Fq (donc de
caractéristique p), dont on note kK le corps résiduel (qui est une extension ﬁnie de Fq), OK l’anneau
des entiers, et πK une uniformisante. On a donc un isomorphisme OK = kK [[πK ]]. On note A ⊗̂
OK = (k ⊗̂OK )[[z]] = (k⊗kK )[[z,πK ]] le produit tensoriel complété qui est un produit ﬁni d’anneaux
factoriels, permutés circulairement par 1 ⊗ Fr. On rappelle que pour tout A ⊗̂ OK -module M, τ M
désigne M ⊗A⊗̂OK ,1⊗Fr A ⊗̂ OK . On note τ : M → τ M l’application 1 ⊗ Fr-linéaire qui à x associe
x⊗ 1.
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M i−→ M′ j←− τ M
des morphismes qui sont des isomorphismes aux points génériques. On note Z(det(i)) et Z(det( j)) le
lieu des zéros de det(i) et det( j).
On note Hi(SpecOK , (M,M′, i, j)) les groupes d’extension de (A ⊗̂ OK , A ⊗̂ OK , Id, Id) par
(M,M′, i, j) dans la catégorie abélienne A-linéaire des quadruplets (N ,N ′, i˜, j˜), où N et N ′ sont
des A ⊗̂ OK modules et i˜ : N → N ′ et j˜ : τ N → N ′ des morphismes. Calculons d’abord H1(SpecOK ,
(M,M′, i, j)). Etant donné une extension (N ,N ′, i˜, j˜) de (A ⊗̂OK , A ⊗̂OK , Id, Id) par (M,M′, i, j),
on peut trivialiser N et N ′ comme extensions de A ⊗̂ OK -modules, c’est-à-dire choisir des isomor-
phismes N = M ⊕ A ⊗̂ OK ,N ′ = M′ ⊕ A ⊗̂ OK et alors i˜ =
( i x
0 1
)
et j˜ = ( j y
0 1
)
donc la donnée de i˜ et
j˜ équivaut à celle de deux éléments x et y de M′ . Si on change les trivialisations de N et N ′ en les
multipliant à droite par des automorphismes de M ⊕ A ⊗̂ OK et M′ ⊕ A ⊗̂ OK de matrices
( 1 u
0 1
)
et( 1 v
0 1
)
avec u ∈ M et v ∈ M′ , x et y sont remplacés par x− i(u) + v et y − j(τ u) + v .
Il est donc clair que l’on a une suite exacte longue de A-modules :
0−→ H0(SpecOK , (M,M′, i, j))−→ M ⊕ M′
( −i 1
− jτ 1
)
−−−−→ M′ ⊕ M′
−→ H1(SpecOK , (M,M′, i, j))−→ 0
d’où une suite exacte longue de A-modules
0−→ H0(SpecOK , (M,M′, i, j))−→ M i− jτ−→ M′ −→ H1(SpecOK , (M,M′, i, j))−→ 0.
Dans cette dernière suite exacte longue, à un élément y ∈ M′ la dernière ﬂèche associe l’extension
(N ,N ′, i˜, j˜), où
N = M ⊕ A ⊗̂ OK , N ′ = M′ ⊕ A ⊗̂ OK , i˜ =
(
i 0
0 1
)
et j˜ =
(
j y
0 1
)
.
Justiﬁons maintenant le fait que Hi(SpecOK , (M,M′, i, j)) = 0 pour i = 0,1. Dans le diagramme
suivant
0
0
0
O( 1
−1
) 0
0
0
O
( 1
0
)
1
O ⊕ O
(1,1)
O
( 0
1
)
1
O 1 O O1
les lignes sont des objets de la catégorie abélienne des quadruplets (N ,N ′, i˜, j˜), les deux premières
lignes sont des objets projectifs de cette catégorie qui représentent les foncteurs (N ,N ′, i˜, j˜) → N ′
et (N ,N ′, i˜, j˜) → N et les ﬂèches verticales sont des morphismes dans cette catégorie qui forment
une suite exacte courte. De plus le morphisme donné par les ﬂèches verticales du haut représente le
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mologie du complexe M i− jτ−→ M′ .
Lorsque i est un isomorphisme, tout est simple, comme le montre le lemme suivant, qui justiﬁe
dans ce cas particulier tout ce que nous allons faire dans le reste de ce paragraphe.
Lemme 4.1. Supposons que i est un isomorphisme. Alors
πKM i− jτ−−−→ πKM′
est un isomorphisme, et donc la réduction modulo πK ,
du complexe M i− jτ−−−→ M′ dans le complexe M/πKM i− jτ−→ M′/πKM′,
est un quasi-isomorphisme.
Démonstration. Le lemme résulte simplement du fait que pour tout t ∈ N∗ , i : π tKM → π tKM′ est un
isomorphisme, alors que jτ envoie π tKM dans πqtK M′ . 
Lorsque i est un isomorphisme on a donc une suite exacte
0−→ H0(SpecOK , (M,M′, i, j))−→ M/πKM i− jτ−→ M′/πKM′
−→ H1(SpecOK , (M,M′, i, j))−→ 0
d’où une identiﬁcation
det
(
H•
(
SpecOK , (M,M′, i, j)
))−1  det(M/πKM)−1 ⊗ det(M′/πKM′)  A (4)
où la deuxième identiﬁcation vient de l’isomorphisme i : M/πKM → M′/πKM′ .
Revenons maintenant au cas général.
Lemme 4.2. Supposons que les hypersurfaces Z(det(i)) et z = 0 de Spec(A ⊗̂ OK ) n’ont pas de composante
irréductible commune. Alors
(a) le A ⊗̂ OK -module Coker i = M′/i(M) est un A-module libre de type ﬁni,
(b) pour t ∈ N assez grand, i− jτ : π tKM → π tKM′ est injectif et son conoyau est un A-module libre de type
ﬁni de même rang que Coker i,
(c) H0(SpecOK , (M,M′, i, j)) est un A-module libre de type ﬁni et H1(SpecOK , (M,M′, i, j)) est un
A-module de type ﬁni et
dimF
(
H1
(
SpecOK , (M,M′, i, j)
)⊗A F )− rangA(H0(SpecOK , (M,M′, i, j)))
= rangA(Coker i).
Démonstration. Choisissons des bases de M et M′ et soit f ∈ A ⊗̂ OK le déterminant de i dans
ces bases. Ainsi Z(det(i)) est le réduit de f = 0. On fait donc l’hypothèse que les composantes de f
dans les facteurs de A ⊗̂ OK ne sont pas divisibles par z. Grâce à cette hypothèse, il existe s ∈ N et
i′ ∈ HomA⊗̂OK (M′,M) tels que i′i soit égal à π sK Id modulo z EndA⊗̂OK (M) et ii′ soit égal à π sK Id
modulo z EndA⊗̂OK (M′).
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est injectif et son conoyau est un k-espace vectoriel de dimension ﬁnie, dont on note d la dimension.
Soient x1, . . . , xd ∈ M′ relevant une base de ce conoyau. Alors (i, x1, . . . , xd) : M ⊕ Ad → M′ est un
isomorphisme modulo z, donc est un isomorphisme. On en déduit (a).
Montrons (b). Soit t ∈ N∗ tel que (q − 1)t > s. Alors
i′(i − jτ ) : π tK (M/zM) −→ π tK (M/zM)
est tel que pour tout a ∈ N et x ∈ M/zM,
i′(i − jτ )(π t+aK x)= π t+a+sK xmod π t+a+s+1K (M/zM).
On en déduit que
i′(i − jτ ) : π tK (M/zM) −→ π tK (M/zM)
est injectif et que son image est π t+sK (M/zM). Donc
π sK (i − jτ ) = ii′(i − jτ ) : π tK (M/zM) −→ π tK (M′/zM′)
est injectif et son image est π t+sK i(M/zM). Donc
i − jτ : π tK (M/zM) −→ π tK (M′/zM′)
est injectif et son image est π tK i(M/zM) et donc son conoyau est un k-espace vectoriel de di-
mension d. Soient x1, . . . , xd ∈ π tKM′ relevant une base de ce conoyau. Alors (i − jτ , x1, . . . , xd) :
π tKM ⊕ Ad → π tKM′ est un isomorphisme modulo z, donc est un isomorphisme. On en déduit (b).
Enﬁn (b) implique (c) : on a la suite exacte
0 −→ H0(SpecOK , (M,M′, i, j))−→ M/π tKM −→ M′/(i − jτ )(π tKM)
−→ H1(SpecOK , (M,M′, i, j))−→ 0,
M′/(i − jτ )(π tKM) est une extension du A-module libre de type ﬁni M′/π tKM′ par le conoyau
de i − jτ : π tKM → π tKM′ et donc H•(SpecOK , (M,M′, i, j)) est la cohomologie d’un complexe de
deux A-modules libres de type ﬁni, dont la différence des rangs est le rang de Coker i. Ceci termine
la preuve du lemme 4.2. 
La preuve de (a) et (b) du lemme 4.2 montre aussi que
– pour tout n ∈ N∗ , i : M/znM → M′/znM′ et
– pour t assez grand, pour tout n ∈ N∗ , i − jτ : π tK (M/znM) → π tK (M′/znM′)
sont injectifs et que leurs conoyaux sont des A/zn A-modules libres dont le rang est le rang de Coker i
sur A.
Le (c) du lemme 4.2 donne un sens au A-module libre de rang 1
det
(
H•
(
SpecOK , (M,M′, i, j)
))−1
= det(H0(SpecOK , (M,M′, i, j)))−1 ⊗ det(H1(SpecOK , (M,M′, i, j))).
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libres de rang 1
det
(
H•
(
SpecOK , (M,M′, i, j)
))−1  det(Coker i).
Lemme 4.3. On reprend les hypothèses du lemme 4.2. Pour tout n ∈ N∗ , pour tout t ∈ N assez grand (en
fonction de n)
i − jτ : π tK
(M/znM)−→ π tK (M′/znM′)
est injectif et son image est égale à celle de l’application injective
i : π tK
(M/znM)−→ π tK (M′/znM′)
donc ces applications ont le même conoyau C, qui est un A/zn A-module libre de type ﬁni.
Démonstration. On remarque d’abord que l’injectivité des applications i et i − jτ de π tK (M/znM)
dans π tK (M′/znM′) a déjà été établie dans la preuve du lemme 4.2, sous l’hypothèse (q − 1)t > s.
Supposons maintenant (q− 1)t > ns et montrons que ces applications ont la même image. Comme ii′
est π sK Id modulo z, pour tout a ∈ N, l’image de π t+aK (M′/znM′) par ii′ contient π t+a+nsK (M′/znM′)
donc a fortiori on a
i
(
π t+aK
(M/znM))⊃ π t+a+nsK (M′/znM′).
Or pour tout a ∈ N,
jτ
(
π t+aK
(M/znM))⊂ πqt+qaK (M′/znM′)⊂ π t+a+ns+1K (M′/znM′).
Donc i−1 jτ : π tK (M/znM) → π tK (M/znM) est bien déﬁni et pour tout a ∈ N il envoie
π t+aK (M/znM) dans π t+a+1K (M′/znM′). Donc
1− i−1 jτ : π tK
(M/znM)−→ π tK (M/znM)
est inversible et i et i − jτ = i(1− i−1 jτ ) ont la même image. 
Soient n, t comme dans le lemme précédent. Le complexe
i − jτ : (M/znM)−→ (M′/znM′)
est quasi-isomorphe au complexe parfait
(M/znM + π tKM)−→ (M′/znM′)/(i − jτ )(π tK (M/znM))
dont le deuxième terme est une extension de (M′/znM′ + π tKM′) par C , d’où un isomorphisme de
A/zn A-modules libres de rang 1
det
(
H•
(
SpecOK , (M,M′, i, j)
))−1 ⊗A (A/zn A)
 det((M/znM + π tKM))−1 ⊗ det((M′/znM′ + π tKM′))⊗ det(C). (5)
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i : (M/znM)−→ (M′/znM′)
est quasi-isomorphe au complexe parfait(M/znM + π tKM)−→ (M′/znM′)/i(π tK (M/znM))
dont le deuxième terme est une extension de (M′/znM′ + π tKM′) par C , d’où un isomorphisme de
A/zn A-modules libres de rang 1
det(Coker i) ⊗A
(
A/zn A
)
 det((M/znM + π tKM))−1 ⊗ det((M′/znM′ + π tKM′))⊗ det(C). (6)
L’isomorphisme
det
(
H•
(
SpecOK , (M,M′, i, j)
))−1 ⊗A (A/zn A) det(Coker i) ⊗A (A/zn A) (7)
qui résulte de (5) et (6) est indépendant de t (pour t assez grand comme dans le lemme 4.3) et quand
n varie ces isomorphismes sont compatibles.
Déﬁnition 4.4. On note
ι : det(H•(SpecOK , (M,M′, i, j)))−1  det(Coker i)
l’isomorphisme de A-modules libres de rang 1 dont la réduction modulo zn est (7) pour tout n ∈ N∗ .
Remarque. L’isomorphisme (7) se voit plus simplement de la manière suivante. Pour t assez grand,
les complexes RΓ (SpecOK , (M,M′, i, j))⊗A (A/zn A) et (Coker i)⊗A (A/zn A) (placé en degré 1) sont
quasi-isomorphes aux complexes parfaits
(M/znM + π tKM) i− jτ−→ (M′/znM′)/i(π tK (M/znM)) et(M/znM + π tKM) i−→ (M′/znM′)/i(π tK (M/znM)).
Donc det(H•(SpecOK , (M,M′, i, j)))−1 ⊗A (A/zn A) et det(Coker i) ⊗A (A/zn A) sont tous deux iso-
morphes à
detA/zn A
(M/znM + π tKM)−1 ⊗ detA/zn A((M′/znM′)/i(π tK (M/znM)))
et donc ils sont isomorphes entre eux.
Remarque. Lorsque i est un isomorphisme, l’identiﬁcation de la déﬁnition 4.4 coïncide avec (4).
Supposons maintenant que Z(det(i)) et Z(det( j)) n’ont pas de composante irréductible commune
avec l’hypersurface πK = 0 de Spec(A ⊗̂ OK ), c’est-à-dire que (M,M′, i, j) a bonne réduction. Alors
M0 = M/πKM, M′0 = M′/πKM′ sont des A ⊗ kK modules libres, et on note i0 : M0 → M′0 et
j0 : τ M0 → M′0 les réductions de i et j, qui sont des isomorphismes après tensorisation par F ⊗kK =
(k ⊗ kK )((z)). On notera aussi τ : M0 → τ M0 l’application 1 ⊗ Fr-linéaire évidente, et de même
pour M′0.
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C contenant A ⊗̂ OK = (k ⊗ kK )[[z,πK ]],
formé des séries
∑
n∈Z anzn avec an ∈ (k ⊗ kK )[[πK ]], qui convergent sur le disque ouvert ri-
gide de rayon 1 privé de l’origine, c’est-à-dire telles qu’il existe une fonction p : N → N vériﬁant
limn →+∞ p(n)n = +∞ et que pour tout n ∈ N, a−n soit divisible par π p(n)K (le rôle de p(n) est de mi-
norer le minimum des valuations des composantes de a−n lorsqu’on décompose k⊗ kK en un produit
de corps ﬁnis). On a aussi
C =
⋂
m∈N∗
(
(k ⊗ kK )[[z,πK ]]
[[
π
qm
K
z
]][
1
z
])
dans (F ⊗ kK )[[πK ]].
Soit f comme précédemment, c’est-à-dire le déterminant de i dans des bases de M et M′ (de
sorte que Z(det(i)) est le réduit de f = 0) et soit f0 ∈ A ⊗ kK la réduction de f modulo πK . L’hypo-
thèse que Z(det(i)) n’a pas de composante irréductible commune avec πK = 0 équivaut à dire que f0
est inversible dans F ⊗ kK (qui est un produit de corps). Grâce à l’inclusion kK ⊂ OK on peut voir f0
comme un élément de A ⊗̂ OK . Dans l’anneau C on a l’élément particulier
α =
(
f
f0
)τ( f
f0
)τ 2( f
f0
)
. . .
Lorsque k = Fq et f est une puissance de z−π avec π est un élément non nul de πKOK , le lemme
suivant est essentiellement le lemme 6.4 de [GL08], à ceci près que nous notons ici Q l’application
notée R−1 dans [GL08].
Lemme 4.5.
(a) Il existe un unique morphisme Q de C[ 1α ]-modules congru à Id modulo πK de M0 ⊗A⊗kK C[ 1α ] vers
M ⊗A⊗̂OK C[ 1α ] tel que l’on ait
(
i−1 j ⊗ 1)τ Q = Q (i−10 j0 ⊗ 1).
(b) Il existe un unique morphisme Q ′ de C[ 1τ α ]-modules congru à Id modulo πK de M′0 ⊗A⊗kK C[ 1τ α ] vers
M′ ⊗A⊗̂OK C[ 1τ α ] tel que l’on ait
(
jτ i−1 ⊗ 1)τ Q ′ = Q ′( j0τ i−10 ⊗ 1).
(c) On a le diagramme commutatif
M0 ⊗A⊗kK C
[ 1
α
] i0⊗1
Q
M′0 ⊗A⊗kK C
[ 1
α
]
Q ′
τ M0 ⊗A⊗kK C
[ 1
α
] · · ·j0⊗1
τ Q
M ⊗A⊗̂OK C
[ 1
α
] i⊗1 M′ ⊗A⊗̂OK C[ 1α ] τ M ⊗A⊗̂OK C[ 1α ] · · ·j⊗1
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et donc a fortiori après tensorisation par C[ 1α ] et de même i0 est un isomorphisme après tensorisation
par F ⊗ kK , donc a fortiori après tensorisation par C[ 1α ].
Démonstration. La démonstration de (a) est la même que celle du lemme 6.4 de [GL08]. D’abord
Q est unique, car si Q˜ est une autre solution, Q˜ − Q est congru à 0 modulo πK , donc Q˜ − Q =
(i−1 j ⊗ 1)τ (Q˜ − Q )(i−10 j0 ⊗ 1)−1 est congru à 0 modulo πqK , donc il est congru à 0 modulo πq
2
K , . . . ,
donc il est nul. Pour montrer l’existence de Q , on ﬁxe des bases de M et M′ (d’où des bases de
M0 et M′0 par réduction modulo πK ) et on note encore i, j, i0, j0 les matrices de i, j, i0, j0 dans ces
bases. Par les formules de Cramer, on a i−1 ∈ f −1Mr(A ⊗̂ OK ) et donc i−1 j ∈ f −1Mr(A ⊗̂ OK ). De
plus i−10 j0 ∈ GLr(F ⊗ kK ) est la réduction modulo πK de i−1 j. Alors Q est la limite (pour la topologie
πK -adique dans Mr((F ⊗ kK )[[πK ]])) de la suite
qn =
(
i−1 j
)
τ
(
i−1 j
)
. . . τ
n−1(
i−1 j
)
τn−1( j−10 i0) . . . τ ( j−10 i0)( j−10 i0).
Cette limite existe puisque qn+1 − qn appartient à πq
n
K Mr((F ⊗ kK )[[πK ]]).
Vériﬁons que R appartient à α−1Mr(C).
Soient C1,C2 ∈ N tels que
j−10 ∈ z−C1Mr(A ⊗ kK ) et f −10 ∈ z−C2 A ⊗ kK .
Alors qn appartient à z−C1n f −1τ f −1 . . . τ
n−1
f −1Mr(A ⊗̂ OK ), et
qn+1 − qn ∈ πq
n
K z
−C1(n+1) f −1τ f −1 . . . τn f −1Mr(A ⊗̂ OK ) d’où
α(qn+1 − qn) ∈ πq
n
K z
−(C1+C2)(n+1)(τn+1α)Mr(A ⊗̂ OK )
⊂ πqnK z−(C1+C2)(n+1)Mr(A ⊗̂ OK ) ⊗A⊗̂OK A ⊗̂ OK
[[
π
qn+1
K
zC2
]]
puisque ff0 ∈ 1+ πKzC2 A ⊗̂ OK implique α ∈ A ⊗̂ OK [[
πK
zC2
]].
Pour (b) on repète la démonstration de (a) avec le diagramme
M′ j←− τ M τ i−→ τ M′
au lieu de M i→ M′ j← τ M, τ f au lieu de f et jτ i−1 au lieu de i−1 j. On a
Q ′ = lim
n →∞ j
τ i−1 . . . τn−1 jτn i−1τn i0τ
n−1
j−10 . . .
τ i0 j
−1
0 .
Enﬁn (c) résulte des formules pour Q et Q ′ dans les démonstrations de (a) et (b). Ceci termine la
preuve du lemme 4.5. 
Supposons désormais que Z(det( j)) n’a pas de composante irréductible commune avec l’hypersur-
face πK = 0 et que Z(det(i)) n’a pas de composante irréductible commune avec ses images inverses
par les puissances de Id × Fr. Cette hypothèse implique que Z(det(i)) n’a aucune composante irré-
ductible commune avec z = 0 et πK = 0, et on est donc dans le cadre d’application des lemmes 4.2
et 4.5.
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Alors les composantes de f , τ f , τ
2
f , . . . dans les facteurs de A ⊗̂ OK sont premières entre eux deux
à deux.
Par les formules de Cramer, (Coker i) ⊗A F est un module (de type ﬁni) sur la F -algèbre ﬁnie
(A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F , qu’on pourrait aussi noter (A ⊗̂ OK / f A ⊗̂ OK )[ 1z ] (c’est une algèbre ﬁnie
sur (k ⊗ kK )((z)), qui est un produit de corps, eux-mêmes extensions ﬁnies de F ).
Lemme 4.6. Le quotient A ⊗̂ OK → A ⊗̂ OK / f A ⊗ OK s’étend en un morphisme de F -algèbres
C
[
1
τ α
]
→ (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F .
Démonstration. Il existe s ∈ N∗ et f ′ ∈ A ⊗̂OK tels que f f ′ = π sK mod zA ⊗̂OK . Donc l’image de π
s
K
z
dans (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F appartient à (A ⊗̂ OK / f A ⊗̂ OK ) et le quotient A ⊗̂ OK → A ⊗̂ OK /
f A ⊗ OK s’étend en un morphisme
C −→ (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F .
Il reste à montrer que l’image de τ α est inversible. Avec les notations de la preuve du lemme 4.5, on a
τnα ∈ 1+ π
qn
K
zC2
A ⊗̂OK [[π
qn
K
zC2
]]. Or si qn > sC2, l’image de π
qn
K
zC2
dans (A ⊗̂OK / f A ⊗̂OK )⊗A F appartient
à πK (A ⊗̂ OK / f A ⊗̂ OK ) et donc l’image de 1 + π
qn
K
zC2
A ⊗̂ OK [[π
qn
K
zC2
]] dans (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F
est incluse dans 1 + πK (A ⊗̂ OK / f A ⊗̂ OK ) et est donc formée d’éléments inversibles. Donc pour n
assez grand l’image de τ
n
α dans (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F est inversible. Grâce à l’hypothèse que
les composantes de f , τ f , τ
2
f , . . . dans les facteurs de A ⊗̂ OK sont premières entre eux deux à
deux, les images de
τ f
τ f0
,
τ2 f
τ2 f0
, . . . dans (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F sont inversibles. Donc l’image de
τ α = τ fτ f0 . . .
τn−1 f
τn−1 f0
τnα dans (A ⊗̂OK / f A ⊗̂OK )⊗A F est inversible. Ceci termine la démonstration du
lemme 4.6. 
On en déduit un morphisme de F -espaces vectoriels
(
M′ ⊗A⊗̂OK C
[
1
τ α
])
/i
(
M ⊗A⊗̂OK C
[
1
τ α
])
−→ (Coker i) ⊗A F . (8)
En fait on doit pouvoir montrer, en adaptant la preuve du lemme 2.3(a) de [GL08], que les mor-
phismes
C/ f C −→ C
[
1
τ α
]
/ f C
[
1
τ α
]
−→ (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F
sont des isomorphismes et que le morphisme de (8) est un isomorphisme, mais nous n’en avons pas
besoin.
On note δ : M0 ⊗A F → (Coker i) ⊗A F la composée de l’isomorphisme i0 : M0 ⊗A F → M′0 ⊗A F ,
de l’inclusion de M′0 ⊗A F dans M′0 ⊗A⊗kK C[ 1τ α ], de Q ′ (construit dans le lemme 4.5) et de la
projection de M′ ⊗A⊗̂OK C[ 1τ α ] dans (Coker i) ⊗A F qui ﬁgure dans (8).
La proposition suivante est l’analogue en égales caractéristiques de la suite exacte habituelle pour
H0 et H1f en théorie de Fontaine (voir le corollaire 3.8.4 de [BK90]). On déﬁnit
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x0 −→
(
x0 − i−10 j0τ (x0), δ(x0)
)
.
Proposition 4.7. On suppose que Z(det( j)) n’a pas de composante irréductible commune avec l’hypersur-
face πK = 0 et que Z(det(i)) n’a pas de composante irréductible commune avec ses images inverses par les
puissances de Id× Fr.
Alors on a une suite exacte de F -espaces vectoriels de dimension ﬁnie :
0 −→ H0(SpecOK , (M,M′, i, j))⊗A F −→ M0 ⊗A F γ−→ M0 ⊗A F ⊕ (Coker i) ⊗A F
−→ H1(SpecOK , (M,M′, i, j))⊗A F −→ 0.
Démonstration. Comme i0 : M0 ⊗A F → M′0 ⊗A F est un isomorphisme, le complexe M0 ⊗A F
γ→
M0 ⊗A F ⊕ (Coker i) ⊗A F est isomorphe au complexe
M0 ⊗A F −→ M′0 ⊗A F ⊕ (Coker i) ⊗A F ,
x0 −→
(
i0x0 − j0τ (x0), δ(x0)
)
.
Il s’agit donc de construire un quasi-isomorphisme (ρ1,ρ2) entre les complexes de F -espaces vecto-
riels suivants
M ⊗A⊗̂OK A ⊗̂ OK
[ 1
z
] i− jτ
ρ1
M′ ⊗A⊗̂OK A ⊗̂ OK
[ 1
z
]
ρ2
M0 ⊗A F M′0 ⊗A F ⊕ (Coker i) ⊗A F
x0 (i0x0 − j0τ (x0), δ(x0)).
On déﬁnit ρ1 comme la réduction modulo πK et pour
y ∈ M′ ⊗A⊗̂OK A ⊗̂ OK
[
1
z
]
, ρ2(y) =
(
y mod πK ,−(y)
)
où  : M′ ⊗A⊗̂OK A ⊗̂OK [ 1z ] → (Coker i)⊗A F est l’extension par F -linéarité du morphisme A-linéaire
 : M′ → (Coker i) ⊗A F déﬁni comme suit. A y ∈ M′ on associe (N ,N ′, i˜, j˜) extension de (A ⊗̂ OK ,
A ⊗̂ OK , Id, Id) par (M,M′, i, j), donnée par
N = M ⊕ A ⊗̂ OK , N ′ = M′ ⊕ A ⊗̂ OK , i˜ =
(
i 0
0 1
)
et j˜ =
(
j y
0 1
)
.
Soient Q˜ , Q˜ ′ et δ˜ associés à (N ,N ′, i˜, j˜) comme Q , Q ′, δ sont associés à (M,M′, i, j) par le
lemme 4.5 et la construction qui précède l’énoncé de la proposition 4.7. L’égalité N = M ⊕ A ⊗̂ OK
induit par réduction modulo πK une égalité N0 = M0 ⊕ A ⊗ kK , d’où une égalité de F ⊗ kK -
modules N0 ⊗A F = M0 ⊗A F ⊕ F ⊗ kK . On note a ∈ N0 ⊗A F l’élément correspondant à (0,1) ∈
M0 ⊗A F ⊕ F ⊗ kK . On pose alors (y) = δ˜(a) dans (Coker i˜) ⊗A F = (Coker i) ⊗A F .
Montrons que le diagramme est commutatif. Soit x ∈ M, x0 ∈ M0 sa réduction modulo πK et
changeons l’isomorphisme N = M ⊕ A ⊗̂ OK par
( 1 x), l’isomorphisme N ′ = M′ ⊕ A ⊗̂ OK par0 1
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0 1
)
, gardons i˜ = ( i 0
0 1
)
et remplaçons j˜ par
( j y+(i− jτ )(x)
0 1
)
. Alors a = (0,1) est remplacé (dans l’an-
cienne trivilisation de N0 ⊗A F ) par (−x0,1) et δ˜(a) est donc remplacé par δ˜(a)− δ(x0), tandis que la
réduction y0 ∈ M′0 de y modulo πK est remplacée par y0 + (i0 − j0τ )(x0).
Il nous reste donc à montrer l’exactitude du complexe
0 −→ πKM ⊗A⊗̂OK A ⊗̂ OK
[
1
z
]
i− jτ−−−→ πKM′ ⊗A⊗̂OK A ⊗̂ OK
[
1
z
]
−→ (Coker i) ⊗A F −→ 0.
Supposons maintenant (N ,N ′, i˜, j˜) comme ci-dessus mais avec y ∈ πKM′ : c’est-à-dire
N = M ⊕ A ⊗̂ OK , N ′ = M′ ⊕ A ⊗̂ OK , i˜ =
(
i 0
0 1
)
, j˜ =
(
j y
0 1
)
.
Fixons des bases de M et M′ . La matrice Q˜ ′ est la limite de la suite(
j˜τ i˜−1
)
. . . τ
n−1(
j˜τ i˜−1
)
τn−1(τ i˜0 j˜−10 ) . . . (τ i˜0 j˜−10 )
=
(
jτ i−1 y
0 1
)
. . . τ
n−1
(
jτ i−1 y
0 1
)
τn−1
(
τ i0 j
−1
0 0
0 1
)
. . .
(
τ i0 j
−1
0 0
0 1
)
.
Donc pour y ∈ πKM′ ⊗A⊗̂OK A ⊗̂OK [ 1z ], (y) est l’image par le morphisme τ α−1M′ ⊗A⊗̂OK C →
(Coker i) ⊗A F (qui ﬁgure dans (8)) de
y + jτ (i−1 y)+ jτ (i−1 jτ (i−1 y))+ · · · = y + jτ i−1(τ y)+ jτ i−1τ jτ 2 i−1(τ 2 y)+ · · · .
Le fait que cette somme converge dans τ α−1M′ ⊗A⊗̂OK C résulte de la construction de δ˜ donc en
dernière analyse de la démonstration du lemme 4.5. Pour la commodité du lecteur, rappelons que
jτ i−1 . . . τn−1 jτn i−1τn y ∈ πqnK τ f −1 . . . τ
n
f −1M′
⊂ τ α−1πqnK z−nC2
(
τn+1α
)M′
⊂ τ α−1πqnK z−nC2M′ ⊗A⊗OK A ⊗ OK
[[
π
qn+1
K
zC2
]]
entraîne facilement la convergence de cette somme dans τ α−1M′ ⊗A⊗̂OK C .
Pour tout t ∈ N∗ , i − jτ envoie π tKM ⊗A⊗̂OK A ⊗̂ OK [ 1z ] dans π tKM ⊗A⊗̂OK A ⊗̂ OK [ 1z ] et i − jτ
induit un isomorphisme(
πKM ⊗A⊗̂OK A ⊗̂ OK
[
1
z
])
/
(
π tKM ⊗A⊗̂OK A ⊗̂ OK
[
1
z
])

(
πKM′ ⊗A⊗̂OK A ⊗̂ OK
[
1
z
])
/
(
π tKM′ ⊗A⊗̂OK A ⊗̂ OK
[
1
z
])
.
En effet, pour tout a ∈ {1, . . . , t − 1},
i − jτ : (πaKM/πa+1K M)[1z
]
−→ (πaKM′/πa+1K M′)[1z
]
coïncide avec i et induit par conséquent un isomorphisme.
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0−→ π tKM ⊗A F
i− jτ−−−→ π tKM′ ⊗A F −→ (Coker i) ⊗A F −→ 0.
Cela résulte du lemme suivant.
Lemme 4.8. Pour t ∈ N∗ assez grand le complexe
0 −→ π tKM
i− jτ−−−→ π tKM′ −→ π tKM′/i
(
π tKM
)−→ 0 (t )
est bien déﬁni et il est exact.
Par abus on pourrait noter π tK (Coker i) le dernier terme du complexe.
Démonstration. Montrons d’abord que le complexe (t) est bien déﬁni, c’est-à-dire que

(
π tKM′
)⊂ (Coker i) ⊗A F est inclus dans π tK (Coker i) = π tKM′/i(π tKM).
Pour y ∈ π tKM′ et n ∈ N on a jτ i−1 . . . τ
n−1
jτ
n
i−1τn y ∈ πqntK τ f −1 . . . τ
n
f −1M′ et comme Coker i est
un (A ⊗̂OK / f A ⊗̂OK )-module, le fait que, si t est assez grand l’image de jτ i−1 . . . τn−1 jτn i−1τn y dans
(Coker i)⊗A F appartient à π tK (Coker i) pour tout n ∈ N (et donc que le complexe (t) est bien déﬁni)
résulte du lemme suivant.
Lemme 4.9. Si t est assez grand, pour tout n ∈ N, l’image de πqntK τ f −1 . . . τ
n
f −1 dans (A ⊗̂ OK / f A ⊗̂
OK ) ⊗A F appartient à π tK (A ⊗̂ OK / f A ⊗̂ OK ).
Démonstration. Cela est vrai pour t  C3q−1 où C3 est comme dans le lemme suivant, puisque pour
t  C3q−1 on a qnt − nC3  t pour tout n ∈ N.
Lemme 4.10. Il existe C3 ∈ N telle que pour t  C3q et n ∈ N, l’image de πq
nt
K
τ f −1 . . . τn f −1 dans (A ⊗̂
OK / f A ⊗̂ OK ) ⊗A F appartient à
π
qnt−nC3
K (A ⊗̂ OK / f A ⊗̂ OK ).
Démonstration. Comme l’image de
π sK
z dans (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F appartient à A ⊗̂ OK /
f A ⊗̂ OK , pour tout m ∈ N tel que qm > sC2, l’image de π
qm
K
zC2
dans (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F
appartient à πK (A ⊗̂ OK / f A ⊗̂ OK ). Comme ff0 ∈ 1 + πKzC2 A ⊗̂ OK , l’image de
τm f
τm f0
appartient à
1+πK (A ⊗̂OK / f A ⊗̂OK ) donc est inversible dans A ⊗̂OK / f A ⊗̂OK et donc l’image de τm f −1 dans
(A ⊗̂OK / f A ⊗̂OK )⊗A F appartient à z−C2 (A ⊗̂OK / f A ⊗̂OK ). Pour m ∈ N∗ tel que qm  sC2, l’image
de τ
m
f dans (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F est inversible et comme ces valeurs de m sont en nombre
ﬁni, il existe C ′2  C2 telle que pour tout m ∈ N∗ , l’image de τ
m
f −1 dans (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F
appartienne à z−C ′2 (A ⊗̂ OK / f A ⊗̂ OK ). Si qnt  nsC ′2 on a
π
qnt
K z
−nC ′2(A ⊗̂ OK / f A ⊗̂ OK ) ⊂ πq
nt−nsC ′2
K (A ⊗̂ OK / f A ⊗̂ OK ).
On prend C3 = sC ′2. Ceci termine la démonstration du lemme 4.10, donc aussi celle du lemme 4.9. 
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Fixons un entier t tel que t > C3q−1 et montrons que le complexe est exact. Pour tout t
′  t on a le
sous-complexe
0 −→ π t′K M
i− jτ−−−→ π t′K M′ −→ π t
′
K M′/i
(
π t
′
K M
)−→ 0. (t′ )
Le quotient de t′ par t′+1 s’écrit
0 −→ (π t′K M/π t′+1K M) i− jτ−−−→ (π t′K M′/π t′+1K M′)
−→ (π t′K M′/π t′+1K M′)/i(π t′K M/π t′+1K M)−→ 0. (9)
Comme jτ (π t
′
K M) ⊂ πqt
′
K M ⊂ π t
′+1
K M on peut remplacer i − jτ par i dans (9). Comme t′  t > C3q−1 ,
on a qnt′ − nC3 > t′ pour tout n ∈ N∗ , donc le lemme 4.10 montre que l’on peut remplacer  par
le quotient dans (9). Donc l’exactitude de (9) est évidente. Par récurrence on montre que pour tout
t′  t , le complexe quotient de (t) par (t′ ) est exact, et en passant à la limite on en déduit que le
complexe (t) est exact, ce qui termine la preuve du lemme 4.8 et donc celle de la proposition 4.7. 
Proposition 4.11. On suppose que Z(det( j)) n’a pas de composante irréductible commune avec l’hypersur-
face πK = 0 et que Z(det(i)) n’a pas de composante irréductible commune avec ses images inverses par les
puissances de Id× Fr.
Alors l’identiﬁcation
det
(
H•
(
SpecOK , (M,M′, i, j)
))−1 ⊗A F
 det(M0 ⊗A F )−1 ⊗ det(M0 ⊗A F ) ⊗ det
(
(Coker i) ⊗A F
)
 det(Coker i) ⊗A F
qui résulte de la suite exacte de la proposition 4.7 coïncide avec ι ⊗ 1, où
ι : det(H•(SpecOK , (M,M′, i, j)))−1  det(Coker i)
est l’isomorphisme de la déﬁnition 4.4.
Démonstration. D’abord on remarque que l’identiﬁcation
det
(
H•
(
SpecOK , (M,M′, i, j)
))−1 ⊗A F  det(Coker i) ⊗A F
donnée par la suite exacte de la proposition 4.7 provient en fait d’une identiﬁcation
det
(
H•
(
SpecOK , (M,M′, i, j)
))−1  det(Coker i)
déﬁnie comme suit. On a un triangle distingué formé par les trois complexes
π tKM
i− jτ−−−→ π tKM′, (10)
M i− jτ−−−→ M′, (11)
M/π tKM
i− jτ−−−→ M′/π tKM′ (12)
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parfait). Le lemme 4.8 fournit un isomorphisme entre l’inverse du déterminant du complexe (10) et
det(π tK (Coker i)). L’inverse du déterminant du complexe (12) est det(M/π tKM)−1 ⊗ det(M′/π tKM′)
qui s’identiﬁe à
det
(
(Coker i)/π tK (Coker i)
)
à cause de la suite exacte
0−→ M/π tKM i−→ M′/π tKM′ −→ (Coker i)/π tK (Coker i) −→ 0.
D’où une identiﬁcation entre l’inverse du déterminant du complexe (11) (qui est aussi
det(H•(SpecOK , (M,M′, i, j)))−1) et
det
(
π tK (Coker i)
)⊗ det((Coker i)/π tK (Coker i))
mais ce produit tensoriel est lui-même isomorphe à det(Coker i) à cause de la suite exacte 0 →
π tK (Coker i) → (Coker i) → (Coker i)/π tK (Coker i) → 0.
On doit montrer que pour tout n ∈ N , le produit tensoriel par A/zn A de cette identiﬁcation
det(H•(SpecOK , (M,M′, i, j)))−1  det(Coker i) coïncide avec l’isomorphisme ι de la déﬁnition 4.4.
On voit facilement que cela résulte du lemme suivant.
Soit n ∈ N. Grâce au lemme 4.3, pour t assez grand on a le complexe exact
0 −→ π tK
(M/znM) i− jτ−→ π tK (M′/znM′)−→ (π tK (M′/znM′))/i(π tK (M/znM))−→ 0
où la dernière ﬂèche est le quotient.
Lemme 4.12. Pour t assez grand ce complexe coïncide avec le produit tensoriel par A/zn A du complexe (t)
du lemme 4.8.
Démonstration. On doit montrer que pour t assez grand la réduction modulo zn de
 : π tKM′ −→ π tKM′/i
(
π tKM
)
est le quotient. Comme π tKM′/i(π tKM) = π tK (Coker i) est un A ⊗̂OK / f A ⊗̂OK -module et que l’image
de
π sK
z dans (A ⊗̂ OK / f A ⊗̂ OK ) ⊗A F appartient à A ⊗̂ OK / f A ⊗̂ OK on a
πnsK
(
π tKM′/i
(
π tKM
))⊂ zn(π tKM′/i(π tKM)).
Donc il suﬃt de montrer que pour t assez grand, pour tout m ∈ N∗ et y ∈ π tKM′ , l’image de
jτ i−1 . . . τm−1 jτm i−1(τm y) dans π tKM′/i(π tKM) = π tK (Coker i) appartient à π t+nsK (Coker i). Or d’après
le lemme 4.10 l’image de jτ i−1 . . . τm−1 jτm i−1(τm y) appartient à πq
mt−mC3
K (Coker i). Si t 
C3+ns
q−1 , on a
pour tout m ∈ N∗ , qmt −mC3  t +ns, et donc pour un tel entier t la réduction modulo zn de  est le
quotient. 
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Soit X une courbe projective lisse sur Fq , C = Spec A une courbe aﬃne lisse sur Fq . On note
F = Fq(C) le corps des fractions de A. On note |X | l’ensemble des points fermés de X et pour x ∈ |X |,
on note k(x) son corps résiduel et dx son degré sur Fq . Soient r un entier et E et E ′ des ﬁbrés
vectoriels de rang r sur C × X . On note τ E l’image inverse de E par Id× Fr, où Fr est le morphisme
x → xq de X dans lui-même. On note τ l’application qui à une section de E associe la section de τ E
qui est son image inverse par Id× Fr.
Soient E i→ E ′ j← τ E des morphismes de ﬁbrés sur C × X qui sont des isomorphismes aux points
génériques. On note Z(det(i)) le lieu des zéros de det(i).
Pour x ∈ |X | tel que Z(det(i)) n’a de composante irréductible commune avec C × {x}, le facteur
local de la fonction L de (E,E ′, i, j) est déﬁni comme suit. On note ix : Ex → E ′x et jx : τ Ex → E ′x les
restrictions de i et j à C × Spec(k(x)) = Spec(A ⊗ k(x)), si bien que i−1x jxτ est un endomorphisme
1⊗ Fr-linéaire du F ⊗ k(x)-module libre Ex ⊗A⊗k(x) F ⊗ k(x). On pose alors
L
(
x, (E,E ′, i, j), T )= detF (1− T i−1x jxτ )−1
= detF⊗k(x)
(
1− T dx(i−1x jxτ )dx)−1 ∈ 1+ T dx F [[T dx]].
Pour tout partie ﬁnie S de |X |, telle que pour tout x ∈ |X | − S , Z(det(i)) n’a pas de composante
irréductible commune avec C × {x}, la fonction L tronquée de (E,E ′, i, j) est
LS
(
X, (E,E ′, i, j), T )= ∏
x∈|X |−S
L
(
x, (E,E ′, i, j), T ) ∈ 1+ T F [[T ]].
Notons H0(X,E) et H1(X,E) les A-modules de type ﬁni qui sont les images directes de E et
de même pour E ′ . On note i : H•(X,E) → H•(X,E ′) et j : H•(X, τ E) → H•(X,E ′) les applications
induites par i et j et τ : H•(X,E) → H•(X, τ E) l’image inverse par Id× Fr.
Notons H•(X, (E,E ′, i, j)) les groupes d’extension de (O,O, Id, Id) par (E,E ′, i, j) dans la catégorie
abélienne des quadruplets (F ,F ′, i˜, j˜), où F et F ′ sont des O-modules sur C × X , munis de mor-
phismes F i˜→ F ′ j˜← τ F . Comme au début du paragraphe 4, on peut montrer que H•(X, (E,E ′, i, j))
est la cohomologie du complexe de A-modules RΓ (X, (E,E ′, i, j)) déﬁni comme le cône (décalé
de [−1]) du morphisme de complexes
RΓ (X,E) i− jτ−−−→ RΓ (X,E ′).
Ce triangle distingué fournit un isomorphisme
det
(
RΓ
(
X, (E,E ′, i, j)))−1  det(RΓ (X,E))−1 ⊗ det(RΓ (X,E ′)).
Or la suite exacte de O-modules 0→ E i−→ E ′ → Coker i → 0 fournit un isomorphisme
det
(
RΓ (X,E))−1 ⊗ det(RΓ (X,E ′)) det(RΓ (X,Coker i)).
En composant des ceux isomorphismes, on obtient une identiﬁcation
det
(
RΓ
(
X, (E,E ′, i, j)))−1  det(RΓ (X,Coker i)).
Si Z(det(i)) n’a de composante irréductible commune avec aucun des {c} × X pour c ∈ |C |, la pre-
mière projection Z(det(i)) → C est ﬁnie, donc RΓ (X,Coker i) = Coker i. En enlevant un nombre ﬁni
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quer que, si v est une place de C telle que Z(det(i)) n’a pas de composante irréductible commune
avec {v} × X , en notant Av le complété de A en v , on a RΓ (X,Coker i) ⊗A Av = Coker i ⊗A Av , d’où
une identiﬁcation
det
(
RΓ
(
X, (E,E ′, i, j)))−1 ⊗A Av  det((Coker i) ⊗A Av). (13)
Les groupes Hi(X, (E,E ′, i, j)) sont nuls sauf pour i = 0,1,2, et le triangle distingué ci-dessus
fournit une suite exacte longue de A-modules
0−→ H0(X, (E,E ′, i, j)) α−→ H0(X,E) i− jτ−−−→ H0(X,E ′) β−→ H1(X, (E,E ′, i, j))
α−→ H1(X,E) i− jτ−−−→ H1(X,E ′) β−→ H2(X, (E,E ′, i, j))−→ 0.
Le morphisme i : E → E ′ fournit un endomorphisme de degré 1 et de carré nul du complexe total
du morphisme de complexes
RΓ (X,E) i− jτ−−−→ RΓ (X,E ′)
(qui envoie RΓ (X,E) sur RΓ (X,E ′) par i et RΓ (X,E ′) sur 0). On a donc un endomorphisme de
degré 1 et de carré nul de RΓ (X, (E,E ′, i, j)), qui détermine, comme dans les paragraphes 1 et 2, un
complexe
0−→ H0(X, (E,E ′, i, j)) β◦α−→ H1(X, (E,E ′, i, j)) β◦α−→ H2(X, (E,E ′, i, j))−→ 0.
Cependant nous ne servirons pas de ce complexe : sous l’hypothèse simpliﬁcatrice que Z(det(i)) →
C est ﬁnie, si Coker i est non nul il ne peut être exact car sa caractéristique d’Euler–Poincaré (après
tensorisation par F ) est l’opposé du rang de Coker i sur A.
Soit maintenant v une place de C telle que Z(det(i)) n’ait pas de composante irréductible com-
mune avec {v} × X . Soit S une partie ﬁnie de X telle que {v} × S contienne Z(det(i)) ∩ ({v} × X).
Notons Av le complété de A en la place v et Fv le corps des fractions de Av (qui est le complété de
F en la place v).
Il résulte du paragraphe 3 que l’image de LS(Y , (E,E ′, i, j), T ) dans 1 + T Fv [[T ]] appartient à
1+ T Av 〈〈T 〉〉, où Av〈〈T 〉〉 désigne l’anneau de Tate. En effet soit Y l’ouvert de X tel que |Y | = |X | − S
et R l’anneau des fonctions sur Y . Alors E et E ′ fournissent des Av ⊗̂ R-modules localement libres,
que nous notons M et M′ , et i est un isomorphisme de M vers M′ , donc on peut appliquer la
proposition 3.2, avec Av au lieu de A, u = i−1 j : τ M → M et en prenant pour E la restriction de E
à Spf Av ×ˆ X (qui est le complété de C × X le long de {v} × X ).
Par conséquent l’ordre d’annulation et la valeur spéciale en T = 1 de LS(Y , (E,E ′, i, j), T ) à la
place v sont bien déﬁnis et la valeur spéciale est notée L∗S,v(Y , (E,E ′, i, j),1) ∈ Av .
Pour tout w ∈ |S| on note Kw le complété en w du corps des fonctions de X , et OKw son anneau
d’entiers et on choisit une uniformisante πKw de OKw . On note Mw (resp. M′w ) le Av ⊗̂OKw -module
libre déterminé par E (resp. E ′).
On rappelle que dans le paragraphe 4 on a introduit un complexe de Av -modules
RΓ
(
SpecOKw ,
(Mw ,M′w , i, j))= (Mw i− jτ−→ M′w)
qui calcule les groupes d’extension de
(Av ⊗̂ OKw , Av ⊗̂ OKw , Id, Id) par
(Mw ,M′w , i, j)
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modules et i˜ : N → N ′ et j˜ : τ N → N ′ des morphismes, et qu’on a d’après la déﬁnition 4.4 une
identiﬁcation de Av -modules inversibles
det
(
RΓ
(
SpecOKw ,
(Mw ,M′w , i, j)))−1  det((Coker i) ⊗A⊗X Av ⊗̂ OKw ) (14)
qui, sous l’hypothèse supplémentaire que Z(det( j)) n’a pas de composante irréductible commune
avec C × {w} et que Z(det(i)) n’a de composante irréductible commune (contenant un des points de
{v} × {w}) avec aucune de ses images inverses par Id × Fr, résulte aussi, après tensorisation par Fv ,
de la suite exacte de la proposition 4.7 (en vertu de la proposition 4.11).
Comme {v} × S contient Z(det(i)) ∩ ({v} × X), on a
(Coker i) ⊗A Av 
⊕
w∈S
(Coker i) ⊗A⊗X Av ⊗̂ OKw
et (14) fournit un isomorphisme
det
(⊕
w
RΓ
(
SpecOKw ,
(Mw ,M′w , i, j)))−1  det((Coker i) ⊗A Av). (15)
Il résulte des identiﬁcations (13) et (15) que le cône (décalé de [−1]) RΓS,v(X , (E,E ′, i, j)) du mor-
phisme de complexes de Av -modules
RΓ
(
X, (E,E ′, i, j))⊗A Av −→⊕
w∈S
RΓ
(
SpecOKw ,
(Mw ,M′w , i, j))
(où le morphisme est la restriction naturelle d’un groupe d’extension sur X vers un groupe d’exten-
sions sur
⋃
Spec O Kw ) est muni d’une trivialisation de l’inverse de son déterminant
det
(
RΓS,v
(
X, (E,E ′, i, j)))−1  Av .
On note zS,v(X, (E,E ′, i, j)) le générateur de det(RΓS,v(X, (E,E ′, i, j)))−1 qui est l’image réci-
proque de 1 par cette trivialisation.
Les groupes de cohomologie HiS,v(X, (E,E ′, i, j)) de RΓS,v(X, (E,E ′, i, j)) sont des Av -modules de
type ﬁni, nuls pour i = 1,2. On peut considérer qu’ils calculent des groupes d’extension à support
compact sur X − S de (O,O, Id, Id) par (E,E ′, i, j) sur Spf Av ×ˆ X (qui est le complété de C × X le
long de {v} × X ).
On note que i détermine un endomorphisme du complexe de Av -modules
RΓ
(
SpecOKw ,
(Mw ,M′w , i, j))= (Mw i− jτ−→ M′w)
qui envoie Mw sur M′w par i et M′w sur 0, et qui est donc de degré 1 et de carré nul. D’autre part
on a construit précédemment un endomorphisme de degré 1 et de carré nul de RΓ (X, (E,E ′, i, j)).
Ces endomorphismes déterminent un endomorphisme de degré 1 et de carré nul du cône (décalé
de [−1])
RΓS,v
(
X, (E,E ′, i, j))
et donc un morphisme de Av -modules
θ : H1S,v
(
X, (E,E ′, i, j))−→ H2S,v(X, (E,E ′, i, j)).
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avec {v} × X.
Supposons que
θ ⊗ 1 : H1S,v
(
X, (E,E ′, i, j))⊗Av F v −→ H2S,v(X, (E,E ′, i, j))⊗Av F v
est un isomorphisme. Soit
λ : det(RΓS,v(X, (E,E ′, i, j)))−1 ⊗Av F v = det(H•S,v(X, (E,E ′, i, j)))−1 ⊗Av F v ∼−→ Fv
la trivialisation donnée par θ ⊗ 1. Alors l’ordre d’annulation en T = 1 de LS(X, (E,E ′, i, j), T ) à la place v est
dim
(
H1S,v
(
X, (E,E ′, i, j))⊗Av F v)= dim(H2S,v(X, (E,E ′, i, j))⊗Av F v) et
λ
(
zS,v
(
X, (E,E ′, i, j)))= L∗S,v(X, (E,E ′, i, j),1).
Démonstration. Soit V le Av ⊗̂ R-module HomAv ⊗̂R(M, Av ⊗̂ ΩR), où R est l’anneau des fonc-
tions sur Y et ΩR est le R-module inversible formé des sections de ωY . On déﬁnit aussi V ′ =
HomAv ⊗̂R(M′, Av ⊗̂ ΩR) mais on identiﬁe V ′ à V par t i. Comme dans le paragraphe 3, u = i−1 j ∈
HomAv ⊗̂R(τ M,M) détermine un endomorphisme Cartier-linéaire κV : V → V .
Les complexes de Av -modules⊕
w
Mw −→ HomAv (V, Av) et
⊕
w
M′w −→ HomAv (V ′, Av)
représentent RΓ (X,E) ⊗A Av et RΓ (X,E ′) ⊗A Av (la ﬂèche du premier complexe vient de l’accou-
plement, qui à ( fw) ∈⊕w Mw et g ∈ V associe la somme des résidus en w de 〈g, fw〉 et il en va de
même pour le second complexe).
On en déduit que RΓ (X, (E,E ′, i, j)) ⊗A Av est quasi-isomorphe au complexe total associé au
complexe double
⊕
w Mw
i− jτ
HomAv (V, Av)
1−tκV⊕
w M′w HomAv (V, Av).
Dans ce diagramme la ﬂèche verticale de droite est plus naturelle en écrivant HomAv (V, Av) en bas
à droite alors que la ﬂèche horizontale du bas serait plus naturelle en écrivant HomAv (V ′, Av). L’en-
domorphisme
( a b
c d
) → ( 0 0
i(a) b
)
de ce complexe réalise l’endomorphisme de degré 1 et de carré nul de
RΓ (X, (E,E ′, i, j)) introduit plus haut.
D’autre part
⊕
w∈S RΓ (SpecOKw , (Mw ,M′w , i, j)) est représenté par la colonne de gauche du
complexe double précédent. Donc le cône (décalé de [−1])
RΓS,v
(
X, (E,E ′, i, j))
est représenté par la colonne de droite et est muni de l’endomorphisme de degré 1 et de carré nul
qui agit par
( a
b
) → ( 0
a
)
sur la colonne de droite. Pour montrer le théorème 5.1, on se ramène d’abord
à un problème concernant la colonne de droite.
On note z une uniformisante de Av .
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HomAv (V, Av)
1−tκV−−−→ HomAv (V, Av) (en degrés 1 et 2)
on a une identiﬁcation entre det(RΓS,v(X, (E,E ′, i, j)))−1 et le déterminant du complexe
HomAv (V, Av)
1−tκV−→ HomAv (V, Av) (en degrés 0 et 1).
Lemme 5.2. Dans cette identiﬁcation l’image de zS,v(X, (E,E ′, i, j)) construit précédemment est l’élément
z(Y , (M,u)) de la déﬁnition 3.5.
Démonstration. Soit m ∈ N∗ . Montrons l’égalité entre zS,v(X, (E,E ′, i, j)) et z(Y , (M,u)) modulo zm .
Avec les notations de la proposition 3.2 et des constructions qui la suivent, pour t assez grand, l’or-
thogonal (Vt/zmVt)⊥ de Vt/zmVt dans
HomAv/zm Av
(V/zmV, Av/zmAv)= HomAv (V, Av/zm Av)
s’identiﬁe à l’image de
⊕
w π
t
Kw
(Mw/zmMw) par l’application
⊕
w
(Mw/zmMw)−→ HomAv (V, Av/zmAv).
En effet le complexe
⊕
w
π tKw
(Mw/zmMw)−→ HomAv (V, Av/zmAv)
représente RΓ (Spf(Av/zm Av) ×ˆ X,E(−t(∑w∈S w))) et pour t assez grand,
H1
(
Spf
(
Av/z
mAv
) ×ˆ X,E(−t(∑
w∈S
w
)))
et
Vt/zmVt = H0
(
Spf
(
Av/z
m Av
) ×ˆ X,E∗ ⊗ ΩX(t(∑
w∈S
w
)))
sont des Av/zm Av -modules libres duaux l’un de l’autre.
L’image de z(Y , (M,u)) dans
det
(
RΓS,v
(
X, (E,E ′, i, j)))−1 ⊗Av (Av/zm Av),
qui est le déterminant du complexe de Av/zm Av -modules (placés en degrés 0 et 1)
HomAv
(V, Av/zmAv) 1−tκV−−−→ HomAv (V, Av/zm Av)
s’obtient à l’aide du quasi-isomorphisme entre ce complexe et le complexe parfait
HomAv/zm Av
(Vt/zmVt, Av/zm Av) 1−tκV−−−→ HomAv/zm Av (Vt/zmVt, Av/zm Av),
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det
(
HomAv/zm Av
(Vt/zmVt, Av/zmAv))⊗ det(HomAv/zm Av (Vt/zmVt, Av/zmAv))−1 = Av/zmAv .
L’image de z(Y , (M,u)) à travers ces identiﬁcations est 1 ∈ Av/zm Av .
De plus, pour t assez grand, on est dans la situation du lemme 4.3, et en particulier les endo-
morphismes i et i − jτ de ⊕w π tKw (Mw/zmMw) ont la même image. Pour t assez grand on est
aussi dans la situation de (b) de la proposition 3.2 et de la construction avant le lemme 3.4. Donc le
complexe double
⊕
w(Mw/zmMw)
i− jτ
HomAv (V, Av/zmAv)
1−tκV⊕
w(M′w/zmM′w) HomAv (V, Av/zmAv)
est quasi-isomorphe, globalement, ligne par ligne et colonne par colonne, au complexe
⊕
w(Mw/zmMw)/π tKw (Mw/zmMw)
i− jτ
HomAv/zm Av (Vt/zmVt, Av/zmAv)
1−tκV⊕
w(M′w/zmM′w)/i(π tKw (Mw/zmMw)) HomAv/zm Av (Vt/zmVt, Av/zmAv)
(16)
dont tous les termes sont des Av/zm Av -modules libres de type ﬁni.
En remplaçant dans (16) les ﬂèches verticales par i et 1 on obtient un nouveau complexe double
⊕
w(Mw/zmMw)/π tKw (Mw/zmMw)
i
HomAv/zm Av (Vt/zmVt, Av/zmAv)
1⊕
w(M′w/zmM′w)/i(π tKw (Mw/zmMw)) HomAv/zm Av (Vt/zmVt, Av/zmAv)
(17)
Comme les complexes totaux de (16) et (17) font intervenir les mêmes Av/zm Av -modules libres de
type ﬁni (avec seulement des ﬂèches différentes), leurs déterminants sont identiﬁés. Or le complexe
total de (16) est quasi-isomorphe à
RΓ
(
X, (E,E ′, i, j))⊗A Av/zmAv
et le complexe total de (17) a pour cohomologie Coker i⊗A Av/zm Av placé en degré 1. L’identiﬁcation
des déterminants des complexes totaux de (16) et (17) fournit donc un isomorphisme
det
(
RΓ
(
X, (E,E ′, i, j))⊗A Av/zmAv)−1  det(Coker i) ⊗A Av/zmAv .
Nous aﬃrmons que cet isomorphisme est la réduction modulo zm de (13). En effet les deux lignes de
(16) représentent
RΓ (X,E) ⊗A Av/zmAv et RΓ (X,E ′) ⊗A Av/zmAv
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RΓ (X,E) ⊗A Av/zm Av −→ RΓ (X,E ′) ⊗A Av/zm Av
qui est exactement le morphisme induit par i : E → E ′ . D’autre part l’identiﬁcation entre le cône
(décalé de [−1]) de ce morphisme de complexes et Coker i ⊗A Av/zm Av placé en degré 1, qui vient
de la suite exacte 0→ E → E ′ → Coker i → 0 (et a été utilisé dans (13)), coïncide avec l’identiﬁcation
provenant du fait que la cohomologie du complexe total de (17) est Coker i ⊗A Av/zm Av placé en
degré 1.
L’identiﬁcation (réduction modulo zm de (15)) entre
det(Coker i) ⊗A Av/zmAv
et l’inverse du déterminant du complexe
⊕
w∈S
RΓ
(
SpecOKw , (Mw ,M′w , i, j)
)⊗Av Av/zmAv
(qui est représenté par la colonne de gauche du complexe (16)) vient du fait que si on remplace
la ﬂèche verticale de gauche par i la cohomologie de la nouvelle colonne de gauche est Coker i ⊗A
Av/zm Av placé en degré 1 (voir la remarque après la déﬁnition 4.4).
Donc la trivialisation (par zS,v(X, (E,E ′, i, j)) modulo zm) de l’inverse du déterminant de
RΓS,v(X, (E,E ′, i, j)) ⊗Av Av/zm Av (qui est représenté par la colonne de droite du complexe (16),
considérée comme un complexe en degrés 1 et 2) vient du fait que si on remplace la ﬂèche verticale
de droite par 1 la nouvelle colonne de droite est exacte. Donc zS,v(X, (E,E ′, i, j)) et z(Y , (M,u))
coïncident modulo zm . Le lemme 5.2 est démontré. 
Puisque L(Y , (M,u), T ) = LS(X, (E,E ′, i, j), T ), le théorème 5.1 résulte de la proposition 3.6 et du
lemme 5.2. 
6. Remarques ﬁnales
Voici deux questions que nous ne traitons pas.
6.1. Rapport avec un article de Anderson et Thakur
Dans [AT90], Anderson et Thakur relient la valeur, dans le complété de A = Fq[z] en une place v ,
de la fonction zeta de Carlitz en un entier positif n au logarithme v-adique d’un point déﬁni sur
Fq(T ) de C⊗n , où C est le module de Carlitz. Le théorème 5.1 donne une autre interprétation de
ζv (n) en termes d’extensions du chtouca trivial par le chtouca de rang 1 où le Frobenius agit par
(z − π)−n (avec C = A1, X = P1 ⊃ A1 et z et π des coordonnées de A1). Pour relier ces résultats il
faut certainement utiliser le théorème 1.2 de [PR03]. Il s’agit d’ailleurs de la direction de recherche
indiquée par Papanikolas et Ramachandran à la ﬁn de [PR03], comme projet commun avec Thakur.
6.2. Autres valeurs spéciales
Soit X une courbe projective lisse sur Fq , C = Spec A une courbe aﬃne lisse sur Fq . On note
F = Fq(C) le corps des fractions de A. Soient r un entier et E et E ′ des ﬁbrés vectoriels de rang r
sur C × X . Soient E i→ E ′ j← τ E des morphismes de ﬁbrés sur C × X , qui sont des isomorphismes aux
points génériques. Nous utilisons les notations du paragraphe 5.
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Z(det(i)) = Z ∪ Z ′ avec Z ⊂ {v} × X et Z ′ une hypersurface de C × X ne contenant pas {v} × X . Soit
S une partie ﬁnie de |X | telle que {v} × S contienne Z ′ ∩ ({v} × X). Soit
LS
(
X, (E,E ′, i, j), T )= ∏
x∈|X |−S
Lx
(
X, (E,E ′, i, j), T ) ∈ 1+ T F [[T ]].
Notons Av le complété de A en la place v et Fv le corps des fractions de Av (qui est le complété de
F en la place v).
Il résulte du corollaire 4.1 de [TW97] que l’image de LS(X, (E,E ′, i, j), T ) dans 1 + T Fv [[T ]] est
une série convergente sur toute la droite. En effet soit R l’anneau des fonctions sur l’ouvert Y de X tel
que |Y | = |X | − S . Alors E et E ′ fournissent des Av ⊗̂ R-modules localement libres, que nous notons
M et M′ , i est un isomorphisme de M vers M′ , et si on pose u = i−1 j : τ M → M, (M,u) est
surconvergent au sens de Taguchi et Wan. Or sous cette hypothèse de surconvergence de u, d’après le
théorème 4.1 de [TW97], L(Y , (M,u), T ) = LS(X, (E,E ′, i, j), T ) se prolonge en une fonction entière
sur la droite, et pas seulement sur la boule unité fermée.
La conclusion est que la valeur spéciale L∗S,v(X, (E,E ′, i, j),1) a un sens dans Fv mais nous ne
savons pas comment l’interpréter (sauf bien sûr si Z(det(i)) ⊂ {v} × X , auquel cas on peut appliquer
la proposition 2.2 avec C −{v} au lieu de C ). Le problème est en particulier d’étendre les résultats du
paragraphe 4 lorsque Z(det(i)) contient l’hypersurface z = 0.
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