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Préliminaires
0.1 Introduction
Etant donnée une variété abélienne A de dimension g sur un corps ﬁni Fq, q = p
n, nous
pouvons considérer son polynôme caractéristique ; c’est par déﬁnition le polynôme caractéristique
de l’endomorphisme de Frobenius de A agissant sur son module de Tate Tℓ(A) où ℓ 6= p est un
nombre premier, nous le noterons pA(t). Le polynôme pA(t) ne dépend que de la classe d’isogénie
de A et de plus, par le Théorème de Honda-Tate, il caractérise cette dernière. C’est en outre
un objet très intéressant lorsque l’on cherche à obtenir des informations sur le nombre de points
rationnels des variétés abéliennes sur les corps ﬁnis puisque sa valeur en 1 est égale au nombre
de points rationnels de A.
Le polynôme pA(t) est unitaire, à coeﬃcients entiers, de degré 2g et l’ensemble de ses ra-
cines comptées avec multiplicité est constitué de couples de nombres complexes conjugués de
module
√
q ; un polynôme possédant ces propriétés sera appelé polynôme de Weil. On vériﬁe
immédiatement que tout polynôme de Weil est de la forme
t2g + a1t
2g−1 + · · ·+ agtg + qag−1tg−1 + · · ·+ qg−1a1t+ qg
pour certains entiers relatifs a1, . . . , ag.
Ainsi, la description de l’ensemble des polynômes caractéristiques possibles pour une variété
abélienne de dimension g déﬁnie sur Fq peut se faire en deux étapes : on commence par donner
une caractérisation des (a1, . . . , ag) correspondant à des polynômes de Weil, puis on utilise
des résultats de la théorie de Honda-Tate pour déterminer quels polynômes de Weil sont des
polynômes caractéristiques de variétés abéliennes (on trouvera quelques rappels à ce sujet dans
la Section 0.3.2).
Le problème évoqué ci-dessus a été résolu par Deuring [4] et Waterhouse [38] lorsque A est
une courbe elliptique. En 1990, Rück a donné une description des polynômes caractéristiques
irréductibles de surfaces abéliennes ; ses travaux ont été complétés par Maisner, Nart [16] et Xing
[41, 42] qui ont traité le cas réductible et listé les polynômes caractéristiques supersinguliers. Xing
a par ailleurs travaillé sur les polynômes caractéristiques des variétés abéliennes de dimension 3
et 4 dans [40].
Dans le premier chapitre, nous expliquons comment décrire l’ensemble des polynômes ca-
ractéristiques de variétés abéliennes de dimension donnée puis, après avoir rappelé les résultats
cités ci-dessus, nous résolvons le problème en dimension 3 et 4 (ces travaux ont donné lieu à
[6, 7]).
Dans le deuxième chapitre, nous nous intéressons au nombre de points rationnels des variétés
abéliennes sur les corps ﬁnis ; plus précisément, nous cherchons à majorer et minorer celui-ci.
Il résulte des propriétés de pA(t) énoncées dans le premier paragraphe que le nombre de
points rationnels de A est compris entre (q + 1 − 2√q)g et (q + 1 + 2√q)g. Nous verrons qu’il
1
est en fait possible, comme dans le cas des courbes, de remplacer dans ces dernières quantités le
2
√
q par sa partie entière ; les bornes ainsi obtenues sont généralement optimales.
En 1990, Lachaud et Martin-Deschamps [12] ont donné des bornes sur le nombre de points de
A dans le cas où celle-ci est la jacobienne d’une courbe lisse, projective, absolument irréductible
(toutes les courbes considérées dans cette thèse seront supposées avoir ces propriétés). Leurs
résultats peuvent être vus comme l’analogue pour les corps de fonctions à une variable sur un
corps ﬁni de formules d’estimation du nombre de classes des corps de nombres.
Lorsque nous travaillons en caractéristique impaire, la variété de Prym associée à un revê-
tement de courbes π : C˜ −→ C double et non ramiﬁé peut être déﬁnie comme étant l’image de
(σ − id), où σ est l’involution induite par π sur la jacobienne de C˜. Des bornes sur le nombre
de points de ces variétés de Prym ont été établies par Perret [23] en 2006. Dans son article, il
remarque aussi que ses bornes peuvent être adaptées aux jacobiennes.
Les bornes dont il est question dans les deux paragraphes précédents dépendent de #C(Fq)
pour les jacobiennes et de #C˜(Fq) −#C(Fq) pour les variétés de Prym. Dans les deux cas, ce
paramètre est au signe et éventuellement à translation par (q + 1) près la trace du polynôme
caractéristique de la variété abélienne en question. Ainsi, on vériﬁe que les bornes de Perret se gé-
néralisent à une variété abélienne quelconque (mais pas celles de Lachaud et Martin-Deschamps).
Nous donnerons de nouvelles bornes sur le nombre de points des variétés abéliennes sur les
corps ﬁnis en fonction de leur trace, spéciﬁques ou non aux jacobiennes (ces résultats proviennent
de [1] qui est un travail en collaboration avec Yves Aubry et Gilles Lachaud).
0.2 Notations et conventions
Par corps, on entend corps commutatif ; un corps gauche désigne un corps non nécessairement
commutatif. Dans toute la thèse, Fq désigne un corps à q = p
n éléments, où p est un nombre
premier. On note aussi Qp le corps des nombres p-adiques et vp la valuation p-adique.
Toutes les variétés algébriques considérées sont déﬁnies sur un corps parfait ; les morphismes
entre variétés algébriques sont toujours supposés déﬁnis sur le corps de base. Pour plus de
renseignements sur les notions de géométrie algébrique abordées, voir [8].
On note [r] la partie entière (inférieure) d’un réel r et pour k ∈ N, (rk) = r(r−1)...(r−k+1)k! le
coeﬃcient binomial (généralisé).
Enﬁn, lorsque rien n’est précisé, les polynômes irréductibles sont supposés l’être sur Q.
0.3 Généralités sur les variétés abéliennes
Nous donnons ici les déﬁnitions et résultats relatifs aux variétés abéliennes dont nous aurons
besoin par la suite. On trouvera des précisions ainsi que les preuves des résultats donnés sans
justiﬁcation dans [19, 17, 18]. Le livre de Mumford [21] est une référence classique concernant
les variétés abéliennes (toutefois, il ne traite pas des jacobiennes). Aussi, [9] contient un résumé
détaillé sur la théorie des variétés abéliennes et jacobiennes.
Dans toute cette section, k désigne un corps parfait.
0.3.1 Définitions et propriétés
Une variété en groupe sur k est une variété algébrique V sur k munie de morphismes
m : V ×k V → V (multiplication)
inv : V → V (inverse)
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et d’un élément e ∈ V (k) tels que la structure sur V (k) déﬁnie par m et inv soit celle d’un
groupe d’élément neutre e. Une variété en groupe est automatiquement non singulière.
Une variété abélienne est une variété en groupe complète. Toute application régulière entre
variétés abéliennes est la composée d’un homomorphisme et d’une translation. En particulier la
loi de groupe sur une variété abélienne est commutative (puisque inv est un homomorphisme)
et par conséquent nous noterons la loi de groupe comme une loi additive. Dans les années 1950,
Barsotti, Matsusaka et Weil ont prouvé que toute variété abélienne est projective ; nous aurions
donc pu déﬁnir une variété abélienne comme étant une variété en groupe projective.
Un homomorphisme de variétés abéliennes α : A → B est appelé isogénie s’il possède l’une
des propriétés équivalentes suivantes :
1. α est surjective et ker(α) est un schéma en groupe ﬁni ;
2. dimA = dimB et ker(α) est un schéma en groupe ﬁni ;
3. dimA = dimB et α est surjective ;
4. α est ﬁnie, plate et surjective
où ker(α) désigne la ﬁbre au-dessus de l’élément neutre de B (vu comme point fermé de B).
Nous dirons alors que A et B sont isogènes et nous écrirons A ∼ B. Le degré d’une isogénie
α est son degré en tant que morphisme ﬁni, c’est-à-dire deg(α) = [k(A) : α∗k(B)], c’est aussi
l’ordre du schéma en groupe ﬁni ker(α). Si α est séparable, alors elle est étale (si un point était
ramiﬁé, par translation, tous le seraient) et ses ﬁbres sont donc réduites. Dans ce cas, le noyau
de α aura deg(α) points sur k.
Un exemple important d’isogénie est la multiplication par n où n ∈ Z \ {0} ; on la note [n]A
et on pose A[n] = ker([n]A).
Théorème 0.3.1. Soient A une variété abélienne de dimension g et n ∈ Z \ {0}. Alors [n]A :
A → A est une isogénie de degré n2g qui est étale si et seulement si la caractéristique de k ne
divise pas n.
Soient A et B deux variétés abéliennes. La multiplication par n déﬁnit une structure de
Z-module sur End(A) et Hom(A,B) ; on pose End0(A) = End(A) ⊗Z Q et Hom0(A,B) =
Hom(A,B)⊗Z Q.
Si α : A → B est une isogénie de degré n, alors ker(α) ⊂ A[n] et en factorisant [n]A on
obtient une isogénie β : B → A telle que β ◦ α = [n]A.
Une variété abélienne est dite simple si elle ne possède pas de sous-variété abélienne non-
triviale. On suppose que A est simple. Alors tout élément non nul α ∈ End(A) est une isogénie.
L’existence de β : A → A telle que β ◦ α = [n]A, où n = deg(α) implique que End0(A) est un
corps gauche. On montre par un raisonnement analogue que si A et B sont isogènes on a
End0(A) ≃ Hom0(A,B) ≃ End0(B)
et sinon on a Hom0(A,B) = 0.
Pour le cas où A n’est pas simple, nous avons la proposition suivante :
Proposition 0.3.2. Toute variété abélienne A possède des sous-variétés abéliennes simples
A1, . . . , An telles que
A ∼ A1 × · · · ×An.
Ainsi, si A1, . . . , Ar sont des variétés abéliennes simples deux à deux non isogènes et A ∼
An11 × · · · ×Anrr , on a
End0(A) ≃
r∏
i=1
Mni
(
End0(Ai)
)
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où Mni
(
End0(Ai)
)
est l’anneau des matrices ni × ni à coeﬃcients dans End0(Ai).
Soit ℓ un nombre premier diﬀérent de la caractéristique de k. Si A est une variété abélienne de
dimension g, le Théorème 0.3.1 nous montre que pour n ∈ N\{0}, A[ℓn](k) est un Z/ℓnZ-module
libre de rang 2g.
L’isogénie [ℓ]A induit des homomorphismes A[ℓ
n+1](k) → A[ℓn](k), qui nous permettent de
déﬁnir le module de Tate de A comme étant la limite projective
Tℓ(A) = lim← A[ℓ
n](k).
C’est un Zℓ-module libre de rang 2g.
Tout élément α ∈ Hom(A,B) induit un homomorphisme Tℓ(α) : Tℓ(A)→ Tℓ(B). On vériﬁe
alors que l’application
Hom(A,B)→ HomZℓ(Tℓ(A), Tℓ(B))
ainsi déﬁnie est injective. Il en résulte que Hom(A,B) est sans torsion. Un résultat du même aca-
bit mais plus profond nous permet d’obtenir des informations supplémentaires sur Hom(A,B) :
Théorème 0.3.3. L’application naturelle
Hom(A,B)⊗Z Zℓ → Hom(Tℓ(A), T ℓ(B))
est injective et de conoyau sans torsion. En particulier, Hom(A,B) est un Z-module libre de
rang inférieur ou égal à 4 dim(A) dim(B).
Le polynôme caractéristique d’un élément α ∈ End(A) est le polynôme caractéristique de
Tℓ(α) regardé comme endomorphisme du Qℓ-espace vectoriel
Vℓ(A) = Tℓ(A)⊗Zℓ Qℓ;
on le notera pα(t). Le théorème suivant résume quelques propriétés du polynôme caractéristique
d’une isogénie :
Théorème 0.3.4. Soit A une variété abélienne de dimension g et α ∈ End(A) une isogénie.
Alors
1. pα(t) est indépendant du choix de ℓ,
2. pα(t) est unitaire, à coefficients entiers et de degré 2g,
3. pour tout entier n, on a pα(n) = deg(α− [n]A),
4. si Q[α] ⊆ End0(A) est un corps, alors l’ensemble des racines sur C de pα(t) coïncide avec
celui des racines sur C du polynôme minimal de α.
Remarque. Il n’est pas évident de démontrer directement que pα(t) est indépendant du choix de
ℓ. Dans [17], Milne montre d’abord l’existence d’un polynôme vériﬁant les propriétés 2 et 3 du
Théorème 0.3.4 (pour ce faire, il montre que l’application End0(A) → Q induite par le degré
est une fonction polynomiale homogène de degré 2g), puis il prouve que ce polynôme est bien le
polynôme caractéristique de Tℓ(α) sur Vℓ(A). Cette approche est due à Weil.
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0.3.2 Variétés abéliennes sur les corps finis
Dans toute cette section, A désigne une variété abélienne de dimension g déﬁnie sur un corps
ﬁni Fq, q = p
n. Le morphisme πA : A→ A qui est l’identité sur l’espace topologique sous-jacent
et f 7→ f q sur les sections est appelé endomorphisme de Frobenius de A. On voit facilement que
πA est une isogénie ; nous noterons pA(t) son polynôme caractéristique et nous dirons (par abus
de langage) que c’est le polynôme caractéristique de A.
Le polynôme pA(t) détermine le nombre de points rationnels sur Fq de A . Plus précisément,
on a A(Fq) = ker(πA− [1]A)(Fq) et comme πA− [1]A est séparable (on vériﬁe que sa diﬀérentielle
est moins l’identité sur l’espace tangent à 0A), elle est étale. D’où
#A(Fq) = deg(πA − [1]A) = pA(1).
Nous avons aussi le théorème classique suivant :
Théorème 0.3.5 (Weil). Les racines sur C de pA(t) sont toutes de module
√
q.
Il résulte de ceci que l’ensemble des racines de pA(t) comptées avec multiplicité est de la
forme
{ω1, ω1, . . . , ωg, ωg}
où |ωk| = √q, k = 1, . . . , g. En eﬀet, vu que pA(t) est à coeﬃcients réels, c’est clair en ce qui
concerne les racines non réelles et pour que le coeﬃcient constant de pA(t) (qui est le degré de
πA) soit un entier positif, il faut que les racines réelles (±√q) soient de multiplicité paire.
On voit alors facilement que
pA(t) = t
2g + a1t
2g−1 + · · ·+ agtg + qag−1tg−1 + · · ·+ qg−1a1t+ qg
pour certains entiers relatifs a1, . . . , ag.
Le p-rang de A est la dimension du Fp-espace vectoriel A[p](Fq). La proposition suivante
nous permet de déduire le p-rang d’une variété abélienne de son polynôme caractéristique ; on
trouvera sa démonstration dans [2].
Proposition 0.3.6. Le p-rang de A est la somme des multiplicités des racines non-nulles de la
réduction modulo p de pA(t).
On en déduit que le p-rang de A est compris entre 0 et g et que c’est le plus grand entier tel
que p ne divise pas ak (en posant a0 = 1). Une variété abélienne est dite ordinaire si elle est de
p-rang maximal.
Une variété abélienne est dite supersingulière si elle est isogène sur Fq à un produit de
courbes elliptiques supersingulières (c’est-à-dire de p-rang nul). Comme il est expliqué dans [5],
une variété abélienne est supersingulière si et seulement si tous les ωi sont de la forme ζ
√
q où ζ
est une racine de l’unité ; en particulier, une variété abélienne supersingulière est de p-rang nul.
La réciproque est fausse pour g > 2 : nous verrons dans le Chapitre 1 des exemples de variétés
abéliennes de dimension 3 et 4 de p-rang nul et non-supersinguliéres (pour la dimension 3, celles
dont le polygone de Newton est représenté par la Figure 1.10 et pour la dimension 4, celles dont
le polygone de Newton est représenté par l’une des Figures 1.18 ou 1.17).
Les propriétés décrites ci-dessus peuvent facilement être lues sur le polygone de Newton de
la variété abélienne étudiée (voir Section 1.1.3).
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Le Théorème 0.3.3 implique que End0(A) est un Q-espace vectoriel de dimension ﬁnie (in-
férieure ou égale à 4g2). Si de plus A est simple, alors πA est dans le centre du corps gauche
End0(A) et donc Q[πA] est un corps.
Un q-nombre de Weil est un entier algébrique tel que pour tout plongement σ : Q[π] →֒ C,
|σ(π)| = √q. Le Théorème 0.3.5 nous montre que si A est simple, alors πA est un q-nombre de
Weil.
Enﬁn, avant d’énoncer le Théorème de Honda-Tate, rappelons qu’une isogénie A→ B déﬁnit
un isomorphisme End0(A) → End0(B) (voir Section 0.3.1). Il est facile de vériﬁer que celui-ci
envoie πA sur πB.
Théorème 0.3.7 (Honda-Tate). L’application qui à A associe πA donne une bijection de l’en-
semble des classes d’isogénie de variétés abéliennes simples sur Fq vers celui des classes de
conjugaison des q-nombres de Weil.
Compte tenu du fait que pA×B(t) = pA(t)pB(t), le Théorème de Honda-Tate implique que
la classe d’isogénie d’une variété abélienne sur un corps ﬁni est entièrement déterminée par son
polynôme caractéristique.
L’injectivité de l’application du Théorème 0.3.7 provient du Théorème de Tate :
Hom(A,B)⊗Z Qℓ ≃ Hom(Vℓ(A), Vℓ(B))Gal(Fq/Fq)
et sa surjectivité se montre en utilisant la théorie de la multiplication complexe. Nous ne donne-
rons pas les détails de la preuve de ce théorème (celle-ci se trouve dans [10, 34, 35]) mais nous
allons tout de même énoncer certains résultats établis au cours de celle-ci. Nous avons d’abord
besoin de quelques déﬁnitions.
Une algèbre simple centrale sur un corps k est une k-algèbre R telle que
1. R soit de dimension ﬁnie sur k,
2. k soit le centre de R,
3. R soit un anneau simple (sans idéal bilatère non-trivial).
Par exemple, un corps gauche de centre k et de dimension ﬁnie sur k est une algèbre simple
centrale sur k.
Le Théorème de Wedderburn nous dit que toute algèbre simple centrale R sur k est k-
isomorphe à une algèbre de matrices sur un corps gauche de centre k et de dimension ﬁnie sur
k, ce dernier étant uniquement déterminé par R. Deux algèbres simples centrales sont dites
semblables si les corps gauches qui leur sont associés par le Théorème de Wedderburn sont
isomorphes. L’ensemble des classes d’équivalence déﬁnies par cette relation est noté Br(k). Le
produit tensoriel (sur k) induit une loi de groupe commutative sur Br(k) : l’élément neutre est
la classe d’équivalence de k et l’inverse de [R] est [Ropp] où Ropp est R en tant que groupe et ab
dans Ropp est égal à ba dans R. Le groupe abélien Br(k) est appelé groupe de Brauer de k.
Théorème 0.3.8. 1. Si k est un corps local, on a un homomorphisme injectif canonique
invk : Br(k) →֒ Q/Z
qui est un isomorphisme si k est non-archimédien , d’image 12Z/Z si k = R et nul si
k = C.
2. Si k est un corps de nombres, on a une suite exacte
0→ Br(k)→
⊕
v
Br(kv)→ Q/Z → 0
où v parcourt l’ensemble des places de k et kv est le complété de k en v.
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3. Si k est un corps de nombres et D un corps gauche de centre k et de dimension finie sur
k, alors l’ordre de [D] dans Br(k) est [D : k]1/2.
L’invariant d’une algèbre simple centrale R sur un corps de nombres k en une place v de k
est invv(R) = invkv([R ⊗ kv]). Le théorème ci-dessus implique que tout corps gauche de centre
k et de dimension ﬁnie sur k est entièrement déterminé par ses invariants.
Revenons aux variétés abéliennes. La preuve du Théorème de Honda-Tate utilise le résultat
suivant (voir [35] et [20] pour le calcul des invariants) :
Théorème 0.3.9 (Tate). Soient A/Fq une variété abélienne simple et D = End
0(A). Alors D
est un corps gauche de centre Q[πA] et de dimension finie sur Q[πA]. L’invariant de D en une
place v de Q[πA] est égal à :
• ordv(πA)ordv(q) [Q[πA]v : Qp] si v est au-dessus de p,
• 1/2 si v est réelle,
• 0 sinon.
où ordv est la valuation discrète associée à v. De plus, on a :
2 dim(A) = [D : Q[πA]]
1/2[Q[πA] : Q].
Le Théorème 0.3.4 nous dit que pA(t) = h(t)
e, où h(t) est le polynôme minimal de πA. On
a donc e = [D : Q[πA]]
1/2. Par le Théorème 0.3.8, on en déduit que e est l’ordre de [D] dans
Br(Q[πA]) et donc le plus petit dénominateur commun des invariants de D.
Dans [35], Tate traite séparément le cas où pA(t) admet une racine réelle (il revient au même
de dire que π2A = [q]A) : si q est un carré, alors Q[πA] = Q, donc e = 2 et dim(A) = 1 ; si q n’est
pas un carré, alors Q[πA] = Q(
√
p), donc e = 2 et dim(A) = 2.
Soit maintenant v une place de Q[πA] au-dessus de p. Le complété de Q[πA] en v est une ex-
tension de Qp contenant πA et minimale pour cette propriété ; il est donc de la forme Qp[t]/(g(t)),
où g(t) est un facteur irréductible de h(t) sur Qp. Réciproquement, si g(t) est un facteur irré-
ductible de h(t) sur Qp, la valuation vp de Qp se prolonge de manière unique à Qp[t]/(g(t)), et
la restriction de celle-ci à Q[πA] donne lieu à une place de Q[πA] au-dessus de p. Notons hv(t)
le polynôme ainsi associé à v.
Soient dv = [Q[πA]v : Qp] le degré de hv(t) et π1, . . . , πdv ses racines dans Qp. Pour i =
1, . . . , dv, la valuation discrète ordv se prolonge à Qp[πi] (qui est isomorphe à Qp[t]/(hv(t))) et
on a ordv(πi) = ordv(πA). D’où
dvordv(πA) =
dv∑
i=1
ordv(πi) = ordv
(
dv∏
i=1
πi
)
= ordv(hv(0)) = vp(hv(0)).
En résumé, on a la proposition suivante :
Proposition 0.3.10. Soit A/Fq une variété abélienne simple. On suppose que pA(t) est sans
racine réelle. Alors
pA(t) = h(t)
e
où h(t) ∈ Z[t] est un polynôme irréductible et e est le plus petit dénominateur commun des ra-
tionnels vp(hi(0))/vp(q), où h(t) =
∏
i hi(t) est la décomposition de h(t) en facteurs irréductibles
sur Qp.
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0.3.3 Jacobiennes et courbes sur les corps finis
Soit C/k une courbe lisse, projective, absolument irréductible de genre g. Si k ⊆ k′ est une
extension de corps, on pose Ck′ = C ×k k′. Le groupe des diviseurs de C, noté Div(C), est le
groupe abélien libre engendré par les points fermés de C (dans notre cas, la notion de diviseur de
Weil coïncide avec celle de diviseur de Cartier) ; il peut être identiﬁé au sous-groupe de Div(C
k
)
ﬁxé par l’action de Gal(k/k). On note Pic0(C) le quotient du groupe des diviseurs de degré 0
de C par celui des diviseurs principaux.
Nous pouvons associer à C une variété abélienne JC appelée jacobienne de C telle que pour
tout corps k ⊆ k′ ⊆ k avec C(k′) 6= ∅ on ait JC(k′) = Pic0(Ck′). En donner une déﬁnition
rigoureuse et une construction nous mènerait bien trop loin (on trouvera tout ceci dans [18]) ;
nous nous contenterons d’énoncer quelques unes des ses propriétés :
1. pour tout corps k ⊆ k′ ⊆ k, on a JC
k′ = JC ×k k′ (la jacobienne commute avec les
extensions de corps),
2. on a JC(k) = Pic
0(C
k
)Gal(k/k),
3. si C possède un diviseur D de degré 1, alors l’application C(k) → JC(k) qui à P associe
la classe de P −D induit une immersion fermée C → JC .
Si un diviseur de C est principal dans Div(C
k
), alors il l’est aussi dans Div(C) (voir [9,
Proposition A.2.2.10]). On a donc un homomorphisme injectif naturel
Pic0(C)→ Pic0(C
k
)Gal(k/k),
c’est un isomorphisme si C(k) 6= ∅.
Dans le cas général (voir [18, Remark 1.6]), on a toujours une suite exacte
0→ Pic0(C)→ Pic0(C
k
)Gal(k/k) → Br(k).
Si k est un corps ﬁni, alors Br(k) est nul (tout corps gauche ﬁni est commutatif) et donc
Pic0(C) ≃ Pic0(C
k
)Gal(k/k) ; on trouvera des explications plus concrètes de ce fait dans [3].
Remarquons aussi qu’une courbe sur un corps ﬁni possède toujours un diviseur de degré 1 (voir
[33, Corollary 5.1.11]) et on peut donc toujours la plonger dans sa jacobienne.
On suppose maintenant que C est déﬁnie sur un corps ﬁni Fq et pour k ∈ N \ {0}, on pose
Nk = #C(Fqk).
La fonction zêta de C est
ZC(t) = exp
(+∞∑
k=1
Nk
tk
k
)
.
Weil a montré que c’est une fraction rationnelle de la forme
ZC(t) =
∏2g
i=1(1− πit)
(1− t)(1− qt) (1)
où |πi| = √q (analogue de l’Hypothèse de Riemann pour les corps de fonctions). Le numérateur
de ZC(t) est donc un polynôme que nous noterons χC(t).
En appliquant la fonction logarithme à (1) et en développant le deuxième membre en série,
on voit que
Nk = q
k + 1−
2g∑
i=1
πki . (2)
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Soient pC(t) le polynôme caractéristique de JC et ω1, ω1, . . . , ωg, ωg ses racines. L’identité
suivante est basée sur un analogue de la Formule des traces de Lefschetz (voir [19, Theorem
11.1.]) :
Nk = q
k + 1−
g∑
i=1
(ωki + ωi
k). (3)
Compte tenu du fait que la C-algèbre des fonctions symétriques à 2g variables est engendrée
par les sommes des puissances k-ièmes de ces variables, k = 1, . . . , 2g, les identités (2) et (3)
impliquent que les ensembles (avec multiplicité) {π1, . . . , π2g} et {ω1, ω1, . . . , ωg, ωg} coïncident.
On a donc
χC(t) = t
2gpC(
1
t
).
En d’autres termes, les polynômes χC(t) et pC(t) sont réciproques.
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Chapitre 1
Polynômes caractéristiques des variétés
abéliennes de petite dimension
Dans ce chapitre nous donnons une description de l’ensemble des polynômes caractéristiques
de variétés abéliennes de dimension inférieure ou égale à 4. Les polynômes caractéristiques de
courbes elliptiques ont été étudiés par Deuring [4] et Waterhouse [38]. La détermination des
polynômes caractéristiques de surfaces abéliennes est due à Rück [26], ses résultats ont été
complétés par Maisner, Nart [16] et Xing [41, 42] qui ont examiné le cas supersingulier. Nous
expliquerons aussi comment calculer la dimension des variétés abéliennes associées aux q-nombres
de Weil de degré 4. Xing a également travaillé sur les polynômes caractéristiques des variétés
abéliennes de dimension 3 et 4 dans [40], nous rappellerons ses résultats. La description complète
de ces derniers polynômes est faite dans [6, 7].
1.1 Méthode générale
Nous avons vu que le polynôme caractéristique d’une variété abélienne de dimension g déﬁnie
sur Fq, q = p
n est un polynôme unitaire, à coeﬃcients entiers, de degré 2g et dont l’ensemble des
racines comptées avec multiplicité est constitué de paires de nombres complexes conjugués, tous
de module
√
q. Un polynôme possédant ces dernières propriétés est appelé polynôme de Weil.
En faisant jouer les liens existant entre les racines d’un polynôme et ses coeﬃcients, il est
facile de voir qu’un polynôme de Weil de degré 2g s’écrit sous la forme
p(t) = t2g + a1t
2g−1 + · · ·+ agtg + qag−1tg−1 + · · ·+ qg−1a1t+ qg
avec a1, . . . , ag ∈ Z. La réciproque est clairement fausse : un tel polynôme n’est pas nécessaire-
ment un polynôme de Weil ; en eﬀet, le fait que le module des racines de p(t) soit ﬁxé force ses
coeﬃcients à vivre dans des intervalles bornés.
Notre problème qui consiste à décrire l’ensemble des polynômes caractéristiques des variétés
abéliennes de dimension g se décompose alors en deux sous-problèmes :
1. Donner une caractérisation des (a1, . . . , ag) correspondant à des polynômes de Weil.
2. Etant donné un polynôme de Weil, déterminer si c’est le polynôme caractéristique d’une
variété abélienne.
Le premier problème se traite par des manipulations de fonctions symétriques et l’utilisation
de résultats basiques sur les polynômes (Section 1.1.1).
Pour résoudre le second problème, nous avons recours à la théorie de Honda-Tate : la dimen-
sion de la classe d’isogénie associée à un polynôme de Weil irréductible est liée à la valuation
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p-adique de ses racines dans le corps Qp des nombres p-adiques (Section 1.1.2). Un moyen simple
d’avoir des informations sur la valuation p-adique des racines d’un polynôme est d’étudier son
polygone de Newton. Nous en rappellerons la déﬁnition et quelques propriétés dans la Section
1.1.3. Nous expliquerons aussi comment utiliser les polygones de Newton pour résoudre notre
problème.
1.1.1 Les coefficients des polynômes de Weil
Dans cette section, nous expliquons comment trouver une condition nécessaire et suﬃsante
pour qu’un polynôme
p(t) = t2g + a1t
2g−1 + · · ·+ agtg + qag−1tg−1 + · · ·+ qg−1a1t+ qg,
a1, . . . , ag ∈ Z soit un polynôme de Weil.
D’abord, les racines de p(t) sont non nulles. On vériﬁe aussi facilement que l’on a
p(t) =
t2g
qg
p
(q
t
)
.
En particulier, si α est une racine de p(t), alors q/α en est aussi une. De plus, comme le coeﬃcient
constant de p(t) est un entier positif, −√q et √q ne peuvent être des racines de p(t) que si
elles sont de multiplicité paire. On en déduit que l’ensemble des racines de p(t) comptées avec
multiplicité est de la forme
{α1, q/α1, . . . , αg, q/αg}.
Pour i = 1, . . . , g, on pose xi = −(αi + q/αi), de telle sorte que
p(t) =
g∏
i=1
(t2 + xit+ q).
Si p(t) est un polynôme deWeil, alors les αi sont de module
√
q et sont donc de conjugué complexe
q/αi ; il en résulte que les xi sont des réels de module inférieur ou égal à 2
√
q. Réciproquement,
si xi est réel et |xi| ≤ 2√q, alors le polynôme t2+xit+q est à coeﬃcients réels et de discriminant
négatif ou nul ; ses racines sont donc des nombres complexes conjugués de module
√
q, et si ceci
est vrai pour tout i, alors p(t) est bien un polynôme de Weil.
En résumé, nous venons de montrer le lemme suivant :
Lemme 1.1.1. Le polynôme p(t) est un polynôme de Weil si et seulement si les racines des
polynômes
f+(t) =
g∏
i=1
(t− (2√q + xi)) et f−(t) =
g∏
i=1
(t− (2√q − xi))
sont toutes réelles et positives.
Nous nous sommes donc ramenés au problème de décider si un polynôme à coeﬃcients réels
de degré g ne possède que des racines réelles et positives. Ceci nous donnera des conditions sur
les coeﬃcients de f+(t) et de f−(t) et ces derniers sont en fait des polynômes en les ai.
L’étude du discriminant de nos polynômes nous permettra de déterminer leur nombre de
racines réelles. Par exemple, si f(t) est un polynôme unitaire à coeﬃcients réels et de degré
g, d’une part il est clair que son discriminant ∆f est nul si et seulement si f(t) a une racine
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multiple et d’autre part, si ∆f 6= 0, en notant respectivement x1, . . . , xk et y1, y1, . . . , yℓ, yℓ les
racines réelles (rangées par ordre croissant) et non réelles de f(t) (avec k + 2ℓ = g), on déduit
de la formule
∆f = (−1)g(g−1)/2
k∏
i=1
f ′(xi)
ℓ∏
i=1
f ′(yi)f ′(yi) = (−1)g(g−1)/2
k∏
i=1
f ′(xi)
ℓ∏
i=1
|f ′(yi)|2
que le signe de ∆f est celui de (−1)ℓ. En eﬀet, f(t) est alternativement croissante et décroissante
au voisinage de xk, . . . , x1, ce qui nous donne le signe des f
′(xi). On en déduit que
∏k
i=1 f
′(xi)
est positif si k ≡ 0 ou 1 mod 4 et négatif sinon ; en d’autres termes, son signe est celui de
(−1)k(k−1)/2. Le signe de ∆f est donc celui de (−1)k(k−1)/2+g(g−1)/2. De plus, k(k − 1) = (g −
2ℓ)(g−1−2ℓ) = g(g−1)+4ℓ2−4gℓ+2ℓ donc k(k−1)/2+ g(g−1)/2 = g(g−1)+2ℓ2−2gℓ+ ℓ
est de même parité que ℓ.
Pour simpliﬁer les calculs, on utilisera le fait que les racines de f+(t) et f−(t) sont toutes
réelles si et seulement si celles de
f0(t) =
g∏
i=1
(t+ xi − a1
g
) (1.1)
le sont. Le polynôme f0(t) a l’avantage d’être de trace nulle, ce qui simpliﬁe considérablement
l’expression de son discriminant.
Soit f(t) = tg + r1t
g−1 + · · ·+ rg un polynôme n’ayant que des racines réelles. Si toutes ses
racines sont positives, alors il en est de même pour leurs fonctions symétriques et en particulier
on a
(−1)iri ≥ 0 (1.2)
pour i = 1, . . . , g. La réciproque est vraie, cela peut se voir par récurrence. En eﬀet, le résultat
est trivial pour g = 1 et si (−1)iri ≥ 0 pour i = 1, . . . , g et que l’hypothèse est vériﬁée pour
(g − 1) alors f ′(t) n’a que des racines positives. Comme f ′(t) possède toujours une racine entre
deux racines consécutives de f(t), le polynôme f(t) ne peut avoir qu’une seule racine négative.
L’existence d’une unique racine négative implique (−1)grg ≤ 0, et donc rg = 0 par notre sup-
position de départ. On obtient alors une contradiction en appliquant l’hypothèse de récurrence
à f(t)/t.
Remarque. Il est aussi possible d’utiliser la méthode de Robinson décrite par Smyth dans [31,
§2, Lemma] pour décider si les racines de f+(t) et de f−(t) sont toutes réelles et positives. Cela
implique toutefois des calculs bien plus longs, particulièrement en dimension 4.
Remarque. L’utilisation de la méthode décrite dans cette section (ainsi que de celle de Robinson)
nécessite le calcul des racines d’un polynôme de degré (g − 1) ; par conséquent, nous pourrons
obtenir des formules générales et explicites si et seulement si g ≤ 5. Vu les formules pour g = 4
(Théorème 1.4.1), nous pouvons nous attendre à ce que celles pour g = 5 soient compliquées et
diﬃciles (sur le plan calculatoire) à établir.
1.1.2 Polynômes caractéristiques des variétés abéliennes
Nous expliquons ici comment décider si un polynôme de Weil donné est le polynôme ca-
ractéristique d’une variété abélienne de dimension g. Soient donc A une variété abélienne de
dimension g déﬁnie sur Fq, q = p
n et pA(t) son polynôme caractéristique.
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Si A n’est pas simple, disons A ∼ A1 × A2, alors pA(t) = pA1(t)pA2(t) et nous sommes
ramenés à l’étude des polynômes caractéristiques des variétés abéliennes de dimension au plus
(g − 1). Nous supposerons donc par la suite que A est simple.
Le Théorème de Honda-Tate nous assure que l’ensemble des classes de conjugaison de q-
nombres de Weil est en bijection avec celui des classes d’isogénie de variétés abéliennes simples
sur Fq. Plus précisément, le polynôme caractéristique d’une variété abélienne simple A/Fq est
de la forme h(t)e où h(t) est le polynôme minimal du q-nombre de Weil associé à A.
Si pA(t) a une racine réelle, nous avons vu que celui-ci est alors égal à
(t±√q)2 ou (t2 − q)2
selon si n est pair ou impair (en particulier, pA(t) n’a jamais de racine réelle si g ≥ 3).
Si pA(t) est sans racine réelle, alors h(t) est un polynôme de Weil irréductible sur Q. De plus,
l’entier e est entièrement déterminé par h(t) : si h(t) =
∏
i hi(t) est la décomposition de h(t)
en facteurs irréductibles sur Qp alors e est le plus petit dénominateur commun des rationnels
vp(hi(0))/n (voir Proposition 0.3.10).
Pour vériﬁer si un polynôme de Weil donné est irréductible, nous avons le critère suivant :
Proposition 1.1.2. Soit p(t) =
∏g
i=1(t
2 + xit + q) un polynôme de Weil. On pose f(t) =∏g
i=1(t+ xi). On suppose que g ≥ 2 et p(t) 6= (t−
√
q)2(t+
√
q)2. Alors p(t) est irréductible sur
Q si et seulement si f(t) l’est.
Démonstration. Supposons que p(t) est réductible. Il suﬃt de montrer que p(t) se factorise
alors comme produit de deux polynômes de Weil (ainsi, f(t) sera le produit de leurs polynômes
associés). On peut écrire p(t) sous la forme p(t) = (t−√q)2k(t+√q)2ℓh(t) où h(t) est sans racine
réelle. Si k 6= ℓ, alors √q ∈ Q et la factorisation est évidente. Elle l’est aussi lorsque k = ℓ 6= 0
et h(t) 6= 1. Si k = ℓ > 1 et h(t) = 1, on a la factorisation p(t) = [(t − √q)2(t + √q)2][(t −√
q)2k−2(t+
√
q)2ℓ−2]. Enﬁn, si k = ℓ = 0, h(t) est par hypothèse le produit de deux polynômes
non constants et ceux-ci sont des polynômes de Weil pour peu qu’ils soient choisis unitaires.
Réciproquement, si f(t) est réductible, quitte à renuméroter les xi, on peut supposer qu’il
existe k compris entre 1 et (g− 1) tel que les polynômes ∏ki=1(t+xi) et ∏gi=k+1(t+xi) soient à
coeﬃcients entiers. Par suite, les polynômes
∏k
i=1(t
2 + xit + q) et
∏g
i=k+1(t
2 + xit + q) le sont
aussi et leur produit est p(t).
1.1.3 Polygones de Newton
On se donne un polynôme g(t) =
∑d
k=0 bkt
k à coeﬃcients dans Qp avec b0bd 6= 0. On déﬁnit
le polygone de Newton de g(t) comme étant l’enveloppe inférieure convexe des points (k, vp(bk))
pour k = 0, . . . , d (si bk = 0, le point (k, vp(bk)) est "à l’inﬁni" et peut donc être omis). On
trouvera une démonstration du théorème suivant dans le Chapitre III.1 de [39]. La Figure 1.1
illustre notre situation (on notera que plus les abscisses sont grands, plus les pentes augmentent).
Théorème 1.1.3. Si le segment [(r, vp(br)); (s, vp(bs))] est un côté du polygone Newton de g(t)
de pente −λ alors g(t) a exactement |r − s| racines α1, . . . , α|r−s| de valuation λ. De plus, le
polynôme
fλ(t) =
|r−s|∏
i=1
(t− αi)
est dans Qp[t].
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Revenons-en à nos polynômes de Weil. Pour simpliﬁer les notations, on pose a0 = 1. Le
polygone de Newton de p(t) est l’enveloppe inférieure convexe des points
(k, vp(ak) + n(g − k)), (2g − k, vp(ak)), k = 0, . . . , g.
Comme (2g − k, vp(ak)) est l’image de (k, vp(ak) + n(g − k)) par la symétrie oblique
(x, y) 7→ (2g − x, y + n(x− g))
d’axe x = g et de direction y = −nx/2, le point (k, vp(ak)+n(g−k)) est extrémal si et seulement
si (2g − k, vp(ak)) l’est (voir Figure 1.2).
De plus, tous les côtés sont de pente négative (les ordonnées de nos points sont toutes
positives et le dernier point est (0, 2g)).
Aussi, les côtés qui ont pour extrémité l’un des (2g − k, vp(ak)) ont une pente supérieure ou
égale à −n/2 puisque les segments [(k, vp(ak)+n(g−k)); (2g−k, vp(ak))] se situent au dessus du
polygone de Newton et sont de pente −n/2. De plus, un côté est de pente −n/2 si et seulement
si il traverse l’axe de symétrie.
Soit p(t) =
∏
λ fλ(t) la décomposition de p(t) associée à son polygone de Newton. On note
dλ le degré de fλ(t) ; c’est aussi la longueur du projeté sur l’axe des abscisses du côté de pente
−λ (le |r− s| du Théorème 1.1.3). En particulier, si λ 6= n/2 on a toujours dλ ≤ g (un côté avec
dλ > g traverse obligatoirement l’axe de symétrie x = g).
On suppose que p(t) est un polynôme de Weil de degré 2g irréductible sur Q et on note
p(t) =
∏
i pi(t) sa décomposition en facteurs irréductibles sur Qp. Nous avons vu dans la section
précédente que la dimension d’une variété abélienne simple associée à p(t) est ge où e est le plus
petit dénominateur commun des rationnels vp(pi(0))/n.
Si e˜ le plus petit dénominateur commun des rationnels vp(fλ(0))/n alors e est un dénomina-
teur commun des vp(fλ(0))/n donc un multiple de e˜. L’intérêt de e˜ est qu’il se déduit facilement
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du polygone de Newton de p(t). En eﬀet, comme fλ(0) est le produit des racines de fλ(t) (qui
sont toutes de valuation λ), on a vp(fλ(0)) = λdλ.
Dans la suite, nous allons chercher à décrire l’ensemble des polynômes de Weil irréductibles
de degré donné (inférieur ou égal à 8) qui sont polynômes caractéristiques d’une certaine variété
abélienne ; en d’autres termes, ceux avec e = 1. Les entiers e˜ associés à ces polynômes sont
nécessairement égaux à 1 puisqu’ils divisent e = 1. Une manière d’attaquer notre problème est
donc de lister les polygones de Newton avec e˜ = 1, c’est-à-dire ceux tels que tous les λdλ/n
soient des entiers.
Soit P un tel polygone de Newton. Pour chacune de ses pentes −λ, on pose λ/n = kλ/ℓλ,
avec (kλ, ℓλ) = 1. Comme λdλ/n est un entier, l’entier ℓλ divise dλ ; en particulier, si λ 6= n/2,
on a ℓλ ≤ g. Nous avons vu que, si le côté considéré a pour extrémité l’un des (2g − k, vp(ak)),
k = 0, . . . , g (les autres côtés se déduisent par symétrie), on a 0 ≤ λ ≤ n/2.
Les pentes possibles pour les côtés de P dont une extrémité a une abscisse strictement
supérieure à g sont donc −n/2 ou −nk/ℓ avec (k, ℓ) = 1 et
1 ≤ ℓ ≤ g et 0 ≤ k ≤ ℓ
2
.
1.2 Dimensions 1 et 2
1.2.1 Courbes elliptiques
Le cas le plus connu est celui des courbes elliptiques, c’est-à-dire g = 1. Les polynômes de
Weil de degré 2 sont de la forme
p(t) = t2 + a1t+ q
et on a clairement |a1| ≤ 2√q.
Si p(t) est le polynôme caractéristique d’une courbe elliptique, les pentes des côtés de son
polygone de Newton ne peuvent être égales qu’à 0, n/2 ou n. Cela ne nous laisse que deux
possibilités : le polygone de Newton avec deux côtés de pente n et 0 et celui avec un seul côté
de pente n/2.
Le premier polygone de Newton est celui de p(t) si et seulement si vp(a1) = 0 et si c’est le
cas, on a clairement e = 1 ; les courbes elliptiques correspondantes sont ordinaires. Le deuxième
polygone de Newton est celui de p(t) si et seulement si vp(a1) ≥ n/2 et si c’est le cas, e = 1 ou
2 selon si p(t) est irréductible ou non sur Qp ; si e = 1, les courbes elliptiques correspondantes
sont supersingulières.
La condition vp(a1) ≥ n/2 est très restrictive sachant que l’on a |a1| ≤ 2√q. Il est donc
possible de vériﬁer "à la main" si les quelques a1 satisfaisant ceci donnent des polynômes irré-
ductibles sur Qp. Nous obtenons ﬁnalement le théorème suivant :
Théorème 1.2.1 (Deuring, Waterhouse). Le polynôme de Weil p(t) = t2 + a1t+ q, |a1| ≤ 2√q
est le polynôme caractéristique d’une courbe elliptique si et seulement si a1 est premier avec q
ou fait partie de la liste suivante :
1. ±2√q, n pair,
2. ±√q, n pair, p 6≡ 1 mod 3,
3. ±√pq, n impair, p = 2 ou 3,
4. 0, n impair ou n pair et p 6≡ 1 mod 4.
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Par des manipulations simples des polygones de Newton, il est aussi possible de montrer la
proposition suivante dont nous aurons besoin dans la suite :
Proposition 1.2.2 (Maisner, Nart). Soit p(t) = t2 + a1t+ q un polynôme de Weil irréductible.
1. Si vp(a1) ≥ n/2 alors e est égal à
• 1 si (a21 − 4q) n’est pas un carré dans Qp,
• 2 sinon.
2. Si vp(a1) < n/2 alors e est égal à n/(n, vp(a1)).
1.2.2 Surfaces abéliennes
Les polynômes de Weil de degré 4 sont de la forme
p(t) = t4 + a1t
3 + a2t
2 + qa1t+ q
2
avec a1, a2 ∈ Z. En reprenant les notations de la Section 1.1.1, on a f±(t) = t2 − (4√q ± a1)t+
(2q ± 2a1√q + a2) et f0(t) = t2 + (−2q − a
2
1
4 + a2) et on déduit du Lemme 1.1.1 que p(t) est un
polynôme de Weil si et seulement si
|a1| ≤ 4√q et 2|a1|√q − 2q ≤ a2 ≤ a
2
1
4
+ 2q.
Ces inégalités sont dues à Rück.
On suppose maintenant que p(t) est le polynôme caractéristique d’une surface abélienne
simple. Pour le cas où p(t) est réductible, nous avons la proposition suivante :
Proposition 1.2.3 (Maisner, Nart, Xing). Le polynôme p(t) = t4 + a1t
3 + a2t
2 + qa1t+ q
2 est
le polynôme caractéristique réductible d’une surface abélienne simple si et seulement si le couple
(a1, a2) fait partie de la liste suivante :
1. (0,−2q), n impair,
2. (0, 2q), n pair, p ≡ 1 mod 4,
3. (±2√q, 3q), n pair, p ≡ 1 mod 3.
En eﬀet, si p(t) a une racine réelle, n est impair et on a p(t) = (t2 − q)2 ; on obtient le
premier couple de la liste. Si p(t) n’a pas de racine réelle, par les résultats de la Section 1.1.1,
on a p(t) = h(t)2 où h(t) est un polynôme de Weil irréductible, on applique la Proposition 1.2.2
et on a le reste de la liste. Les variétés abéliennes correspondantes sont toutes supersingulières.
Par la Proposition 1.1.2, le polynôme p(t) est irréductible si et seulement si f(t) = t2+a1t+
a2− 2q l’est, ce qui revient à dire que a21− 4a2 +8q n’est pas un carré dans Z. On suppose dans
la suite que cette condition est vériﬁée.
On a trois possibilités pour le polygone de Newton de p(t) : celui avec deux côtés de pente
n et 0, celui avec trois côtés de pente n, n/2 et 0 et celui avec un seul côté de pente n/2.
Le premier polygone de Newton est celui de p(t) si et seulement si vp(a2) = 0 et si c’est le
cas, on a e = 1 ; les surfaces abéliennes correspondantes sont ordinaires. Le deuxième polygone
de Newton est celui de p(t) si et seulement si vp(a2) ≥ n/2 et vp(a1) = 0, si c’est le cas e = 1
ou 2 selon si p(t) a un facteur irréductible de degré 2 ou non, mais d’autre part on vériﬁe
facilement que la factorisation p(t) = (t2 + x1t + q)(t
2 + x2t + q) où x1, x2 sont les racines
de f(t) dans Qp est p(t) = [f0(t)fn(t)]fn/2(t) donc e = 1 si et seulement si le produit de
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discriminants (x21 − 4q)(x22 − 4q) = (a2 + 2q)2 − 4qa21 n’est pas un carré dans Qp ; les surfaces
abéliennes correspondantes sont de p-rang 1. Le troisième polygone de Newton est celui de p(t)
si et seulement si vp(a2) ≥ n et vp(a1) ≥ n/2, si c’est le cas, e = 1 ou 2 selon si p(t) est sans
racine ou non dans Qp ; les surfaces abéliennes correspondantes sont supersingulières. On obtient
donc le théorème suivant :
Théorème 1.2.4 (Rück). Le polynôme de Weil p(t) est le polynôme caractéristique irréductible
d’une surface abélienne si et seulement si l’une des conditions suivantes est vérifiée :
1. vp(a2) = 0,
2. vp(a1) = 0, vp(a2) ≥ n/2 et ((a2 + 2q)2 − 4qa21) n’est pas un carré dans Qp,
3. vp(a1) ≥ n/2, vp(a2) ≥ n et p(t) n’a pas de racine dans Qp.
En utilisant les mêmes idées que pour les courbes elliptiques, il est possible de rendre plus
explicite le cas supersingulier du Théorème 1.2.4. On obtient la proposition suivante :
Proposition 1.2.5 (Maisner, Nart, Xing). Le polynôme p(t) est le polynôme caractéristique ir-
réductible d’une surface abélienne supersingulière si et seulement si l’une des conditions suivantes
est vérifiée :
• n est pair et le couple (a1, a2) fait partie de la liste suivante :
1. (0, 0), p 6≡ 1 mod 8,
2. (0,−q), p 6≡ 1 mod 12,
3. (±√q, q), p 6≡ 1 mod 5,
• n est impair et le couple (a1, a2) fait partie de la liste suivante :
1. (0, 0), p 6= 2,
2. (0, q),
3. (0,−q), p 6= 3,
4. (±√pq, 3q), p = 5,
5. (±√pq, q), p = 2.
La proposition suivante est l’analogue de la Proposition 1.2.2 pour g = 2 :
Proposition 1.2.6. Soit p(t) = t4 + a1t
3 + a2t
2 + qa1t+ q
2 un polynôme de Weil irréductible.
1. Si vp(a1) < vp(a2)/2 et vp(a2) < vp(a1) + n/2 alors e est égal à n/(n, vp(a1), vp(a2)).
2. Si vp(a1) < n/2 et vp(a2) ≥ vp(a1) + n/2 alors e est égal à
• n/(n, vp(a1)) si ((a2 + 2q)2 − 4qa21) n’est pas un carré dans Qp,
• 2n/(n, 2vp(a1)) sinon.
3. Si vp(a1) ≥ vp(a2)/2 et vp(a2) < n alors e est égal à
• n/(n, vp(a2)) si (a21 − 4a2 + 8q) n’est pas un carré dans Qp,
• 2n/(2n, vp(a2)) sinon.
4. Si vp(a1) ≥ n/2 et vp(a2) ≥ n alors e est égal à
• 1 si (a1, a2) est dans la liste de la Proposition 1.2.5,
• 2 sinon.
Démonstration. Le polygone de Newton de p(t) est l’enveloppe inférieure convexe des points
(0, 2n), (1, vp(a1) + n), (2, vp(a2)), (3, vp(a1)) et (4, 0). Par symétrie, le point (1, vp(a1) + n)
est un sommet si et seulement si (3, vp(a1)) l’est (voir Section 1.1.3). Les polygones de Newton
possibles pour p(t) sont donc représentés par les Figures 1.3, 1.4, 1.5 et 1.6.
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Les points faisant partie de la liste ci-dessus et qui ne sont pas des sommets se situent au-
dessus du polygone de Newton ; on déduit de cette observation des conditions nécessaires et
suﬃsantes sur les valuations de a1 et a2 pour qu’un polygone de Newton donné soit celui de
p(t).
Figure 1.3 : vp(a1) < vp(a2)/2 et vp(a2) < vp(a1) + n/2. Nous avons une factorisation
p(t) = fn−vp(a1)(t)fn+vp(a1)−vp(a2)(t)fvp(a2)−vp(a1)(t)fvp(a1)(t). Donc e est le plus petit dénomi-
nateur commun de (vp(a2) − vp(a1))/n et vp(a1)/n qui est n/(vp(a2) − vp(a1), vp(a1), n) =
n/(vp(a1), vp(a2), n).
Figure 1.4 : vp(a1) < n/2 et vp(a2) ≥ vp(a1) + n/2. Nous avons une factorisation p(t) =
fn−vp(a1)(t)fn/2(t)fvp(a1)(t). Pour les mêmes raisons que dans le cas (2) du Théorème 1.2.4, le
polynôme fn/2(t) est irréductible sur Qp si et seulement si ((a2 + 2q)
2 − 4qa21) n’est pas un
carré dans Qp. Si cette condition est satisfaite, on a e = n/(n, vp(a1)). Sinon e est le plus petit
dénominateur commun de 2vp(a1)/2n et n/2n qui est 2n/(2n, 2vp(a1), n) = 2n/(n, 2vp(a1)).
Figure 1.5 : vp(a1) ≥ vp(a2)/2 et vp(a2) < n.Nous avons une factorisation p(t) = fn−vp(a2)/2(t)
fvp(a2)/2(t). D’autre part, si x1, x2 sont les racines de f(t) = t
2+a1t+a2−2q dans Qp, nous avons
aussi la factorisation p(t) = (t2 +x1t+ q)(t
2 +x2t+ q) qui est diﬀérente de la dernière (regarder
les valuations des coeﬃcients constants). On en déduit que fn−vp(a2)/2(t) est irréductible si et
seulement si fvp(a2)/2(t) l’est si et seulement si (a
2
1 − 4a2 + 8q) n’est pas un carré dans Qp. Si
cette dernière condition est satisfaite, on a e = n/(n, vp(a2)). Sinon e = 2n/(2n, vp(a2)).
Figure 1.6 : vp(a1) ≥ n/2 et vp(a2) ≥ n. On est dans le cas (3) du Théorème 1.2.4.
1.3 Dimension 3
1.3.1 Les coefficients
Les polynômes de Weil de degré 6 sont de la forme
p(t) = t6 + a1t
5 + a2t
4 + a3t
3 + qa2t
2 + q2a1t+ q
3
avec a1, a2, a3 ∈ Z. Nous allons montrer le théorème suivant :
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Théorème 1.3.1. Le polynôme p(t) est un polynôme de Weil si et seulement si les inégalités
ci-dessous sont satisfaites
1. |a1| ≤ 6√q,
2. 4
√
q|a1| − 9q ≤ a2 ≤ a
2
1
3 + 3q,
3. −2a3127 + a1a23 + qa1− 227(a21− 3a2 +9q)3/2 ≤ a3 ≤ −
2a31
27 +
a1a2
3 + qa1 +
2
27(a
2
1− 3a2 +9q)3/2,
4. −2qa1 − 2√qa2 − 2q√q ≤ a3 ≤ −2qa1 + 2√qa2 + 2q√q.
La preuve de ce théorème est basée sur le Lemme 1.1.1. Pour k = 1, 2, 3, on note sk les
fonctions symétriques des xi = −(αi + q/αi), où α1, q/α1, . . . , α3, q/α3 sont les racines de p(t).
En développant l’expression p(t) =
∏3
i=1(t
2 + xit+ q) , on trouve :
s1 = a1,
s2 = a2 − 3q,
s3 = a3 − 2qa1.
On a f0(t) =
∏3
i=1(t+ xi − a13 ) = t3 + r2t+ r3 où :
r2 = −s
2
1
3
+ s2,
r3 =
2s31
27
− s1s2
3
+ s3.
En remplaçant s1, s2, s3 par leur expression en a1, a2, a3 on obtient :
r2 = −a
2
1
3
+ a2 − 3q,
r3 =
2a31
27
− qa1 − a1a2
3
+ a3.
Le polynôme f0(t) n’a que des racines réelles si et seulement si son discriminant ∆f0 est positif
(voir Section 1.1.1). On a :
∆f0 = −4r32 − 27r23.
On en déduit que ∆f0 ≥ 0 équivaut à :
r2 ≤ 0 et − 2
27
(−3r2)3/2 ≤ r3 ≤ 2
27
(−3r2)3/2.
Ceci nous donne la deuxième inégalité de la condition (2) et la condition (3) du Théorème 1.3.1.
Pour k = 1, 2, 3, on note r+k et r
−
k les coeﬃcients respectifs de f
+(t) =
∏3
i=1(t− (2
√
q+ xi))
et f−(t) =
∏3
i=1(t− (2
√
q − xi)). On a :
r+1 = −6
√
q − s1, r−1 = −6
√
q + s1,
r+2 = 12q + 4
√
qs1 + s2, et r
−
2 = 12q − 4
√
qs1 + s2,
r+3 = −8q
√
q − 4qs1 − 2√qs2 − s3 r−3 = −8q
√
q + 4qs1 − 2√qs2 + s3.
En remplaçant s1, s2, s3 par leur expression en a1, a2, a3 on obtient :
r+1 = −6
√
q − a1, r−1 = −6
√
q + a1,
r+2 = 9q + 4
√
qa1 + a2, et r
−
3 = 9q − 4
√
qa1 + a2,
r+3 = −2q
√
q − 2qa1 − 2√qa2 − a3 r−3 = −2q
√
q + 2qa1 − 2√qa2 + a3.
Si les racines de f+(t) et f−(t) sont toutes réelles (ce qui revient à dire que celles de f0(t) le
sont), elles sont toutes positives si et seulement si (−1)kr+k ≥ 0 et (−1)kr−k ≥ 0 pour k = 1, 2, 3.
Ceci nous donne les conditions manquantes du Théorème 1.3.1 et conclut la preuve.
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1.3.2 Polynômes caractéristiques réductibles
Soit p(t) le polynôme caractéristique d’une variété abélienne simple de dimension 3. Dans la
Section 1.1.2 nous avons vu que p(t) = h(t)e où h(t) est un polynôme de Weil irréductible. Il est
clair que l’entier e doit diviser 6. Il ne peut pas être égal à 2 ou 6 car sinon p(t) aurait alors une
racine réelle et les q-nombres de Weil réels correspondent à des variétés abéliennes de dimension
1 ou 2. On en conclut que e = 1 ou 3. On étudiera le cas e = 1 dans la Section 1.3.3. Lorsque
e = 3, l’ensemble des h(t) possibles se déduit directement de la Proposition 1.2.2 :
Proposition 1.3.2 (Xing). Le polynôme p(t) est le polynôme caractéristique réductible d’une
variété abélienne simple de dimension 3 si et seulement si n est divisible par 3 et
p(t) = (t2 + b1t+ q)
3
avec |b1| < 2√q et b1 = kq1/3 où k est un entier premier avec p.
En particulier toute variété abélienne simple de dimension 3 ayant un polynôme caractéris-
tique réductible est de p-rang 0 (et non supersingulière). Le polygone de Newton des polynômes
provenant de la Proposition 1.3.2 est celui représenté par la Figure 1.10 de la Section 1.3.3 (type
1/3).
En combinant la Proposition 1.1.2 avec la méthode de Cardan, il est possible de donner un
critère d’irréductibilité pour les polynômes de Weil de degré 6 explicite et pas trop diﬃcile à
utiliser. Commençons par rappeler ce qu’est la méthode de Cardan ; nous en aurons aussi besoin
dans la Section 1.4.1.
Lemme 1.3.3 (Méthode de Cardan). Etant donné un polynôme de la forme ℓ(t) = t3+u2t+u3,
on pose δ = −u23 − 427u32. Alors ℓ(t) a toutes ses racines réelles si et seulement si δ ≥ 0. Si c’est
le cas, les racines de ℓ(t) sont γ1 = ω + ω, γ2 = jω + j
2ω et γ3 = j
2ω + jω où j = e
2iπ
3 et
ω = (−u3+i
√
δ
2 )
1/3.
Proposition 1.3.4. Soient
r2 = −a
2
1
3
+ a2 − 3q et r3 = 2a
3
1
27
− qa1 − a1a2
3
+ a3.
On définit
δ = −r23 −
4
27
r32 et u =
−r3 + i
√
δ
2
.
Alors p(t) est irréductible sur Q si et seulement si δ 6= 0 et u n’est pas un cube dans Q(i√δ).
Démonstration. Par la Proposition 1.1.2, p(t) est irréductible si et seulement si f0(t) =
∏3
i=1(t+
xi − a13 ) = t3 + r2t+ r3 l’est. De plus, f0(t) est réductible si et seulement si il a une racine dans
Q.
Le polynôme f0(t) n’a que des racines réelles donc δ ≥ 0. Si δ = 0, f0(t) est réductible
puisqu’il a une racine multiple. Supposons maintenant δ > 0. Si u est le cube d’un certain
v ∈ Q(i√δ), alors (v + v) est dans Q et est une racine de f0(t) (par la méthode de Cardan).
Réciproquement, si f0(t) a une racine dans Q alors u a une racine cubique v = a+ ib avec a ∈ Q
(car 2a = v + v ∈ Q) et on a
u = v3 = (a3 − 3ab2) + ib(3a2 − b2).
Si a 6= 0, en identiﬁant les parties réelles dans l’identité ci-dessus, on voit que b2 ∈ Q, puis,
en identiﬁant les parties imaginaires, b ∈ Q(√δ). Donc v ∈ Q(i√δ). Si a = 0, on a r3 = 0 et
δ = 427r
3
2 = (
2
3r2)
2 r2
3 . Donc u =
1
2
√
4
27r
3
2 = (
√
r2
3 )
3 est un cube dans Q(i
√
δ) = Q(
√
r2
3 ).
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1.3.3 Polynômes caractéristiques irréductibles
Dans cette section nous allons prouver le théorème suivant :
Théorème 1.3.5. Le polynôme de Weil p(t) est le polynôme caractéristique irréductible d’une
variété abélienne de dimension 3 si et seulement si l’une des conditions suivantes est vérifiée :
1. vp(a3) = 0,
2. vp(a2) = 0, vp(a3) ≥ n/2 et p(t) n’a pas de racine de valuation n/2 dans Qp,
3. vp(a1) = 0, vp(a2) ≥ n/2, vp(a3) ≥ n et p(t) n’a pas de racine de valuation n/2 dans Qp,
4. vp(a1) ≥ n/3, vp(a2) ≥ 2n/3, vp(a3) = n et p(t) n’a pas de racine dans Qp,
5. vp(a1) ≥ n/2, vp(a2) ≥ n, vp(a3) ≥ 3n/2 et p(t) n’a dans Qp ni de racine ni de facteur de
degré 3.
De plus, les cas (1), (2), (3), (4) et (5) correspondent respectivement à des variétés abéliennes
de p-rang 3, 2, 1, 0 et 0. Les variétés abéliennes du cas (5) sont supersingulières.
Les polygones de Newton possibles pour p(t) sont représentés par les Figures 1.7, 1.8, 1.9,
1.10 et 1.11 (voir Section 1.1.3).
Figure 1.7 : vp(a3) = 0. On a toujours e = 1.
Figure 1.8 : vp(a3) ≥ n/2 et vp(a2) = 0. Le polynôme p(t) a dans Qp un facteur de degré
2 dont les racines sont de valuation n/2 et e = 1 si et seulement si celui-ci est irréductible,
c’est-à-dire si et seulement si p(t) n’a pas de racine de valuation n/2 dans Qp (on notera que
cette dernière condition est toujours vériﬁée lorsque n est impair).
Figure 1.9 : vp(a3) ≥ n, vp(a2) ≥ n/2 et vp(a1) = 0. Le polynôme p(t) a dans Qp un facteur
de degré 4 dont les racines sont de valuation n/2 et e = 1 si et seulement si celui-ci n’a pas de
racine, c’est-à-dire si et seulement si p(t) n’a pas de racine de valuation n/2 dans Qp.
Figure 1.10 : vp(a3) = n, vp(a2) ≥ 2n/3 et vp(a1) ≥ n/3. Le polynôme p(t) a dans Qp deux
facteurs de degré 3, l’un dont les racines sont de valuation 2n/3 et l’autre dont les racines sont
de valuation n/3 ; e = 1 si et seulement si ceux-ci sont irréductibles, c’est-à-dire si et seulement
si p(t) n’a pas de racine dans Qp.
Figure 1.11 : vp(a3) ≥ 3n/2, vp(a2) ≥ n et vp(a1) ≥ n/2. On a e = 1 si et seulement si p(t)
n’a dans Qp ni de racine ni de facteur de degré 3.
1.3.4 Polynômes caractéristiques supersinguliers
La condition (5) du Théorème 1.3.5 peut être rendue plus explicite :
Proposition 1.3.6. Le polynôme p(t) est le polynôme caractéristique d’une variété abélienne
supersingulière simple de dimension 3 si et seulement si l’une des conditions suivantes est véri-
fiée :
• n est pair et le triplet (a1, a2, a3) fait partie de la liste suivante :
1. (ε
√
q, q, εq
√
q), ε ∈ {−1, 1}, p3 6≡ 1 mod 7,
2. (0, 0, εq
√
q), ε ∈ {−1, 1}, p 6≡ 1 mod 3,
• n est impair et le triplet (a1, a2, a3) fait partie de la liste suivante :
1. (ε
√
pq, 3q, εq
√
pq), ε ∈ {−1, 1}, p = 7,
2. (0, 0, εq
√
pq), ε ∈ {−1, 1}, p = 3.
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Figure 1.11 – Supersingulier
En eﬀet, dans [22], Nart et Ritzenthaler ont montré que les seuls q-nombres de Weil super-
singuliers de degré 6 sont :
±√qζ7, ±√qζ9, si q est un carré,√
qζ28 (p = 7),
√
qζ36 (p = 3), si q n’est pas un carré,
où ζm désigne une racine primitive m-ième de l’unité.
On note Φm(t) le m-ième polynôme cyclotomique. Pour calculer la dimension des variétés
abéliennes associées à nos polynômes, nous utiliserons les résultats du Chapitre IV.4 de [27] : le
degré de ζm sur Qp est égal à l’ordre de p dans (Z/mZ)
∗ si (m, p) = 1 et à (p−1)pk−1 si m = pk
(et donc Φm(t) est irréductible sur Qp).
• Supposons que q est un carré. Les polynômes minimaux de ±√qζ7 et ±√qζ9 sont p(t) =
q3Φ7(± t√q ) et p(t) = q3Φ9(± t√q ) où
Φ7(t) = t
6 + t5 + t4 + t3 + t2 + t+ 1,
Φ9(t) = t
6 + t3 + 1.
Dans le premier cas, p(t) est sans facteur de degré 1 et 3 sur Qp si et seulement si les racines
primitives 7-ièmes de l’unité ne sont pas de degré divisant 3 sur Qp, si p 6= 7, ceci est équivalent
à :
p3 6≡ 1 mod 7.
De même, dans le deuxième cas, p(t) est sans facteur de degré 1 et 3 sur Qp si et seulement si
9 ne divise pas p3 − 1 = (p − 1)(p2 + p + 1). Comme 3 divise p − 1 si et seulement si il divise
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p2 + p+ 1, notre condition est équivalente à :
p 6≡ 1 mod 3.
Si p = 7 dans le premier cas ou p = 3 dans le deuxième cas, p(t) est irréductible sur Qp.
• Supposons que q n’est pas un carré. Pour p = 7, comme Φ28(t) = t12− t10+ t8− t6+ t4− t2+1,
le polynôme unitaire ayant pour racines les
√
qζ28 est t
12 − qt10 + q2t8 − q3t6 + q4t4 − q5t2 + q6
qui est le produit des polynômes irréductibles :
t6 +
√
pqt5 + 3qt4 + q
√
pqt3 + 3q2t2 + q2
√
pqt+ q3,
t6 −√pqt5 + 3qt4 − q√pqt3 + 3q2t2 − q2√pqt+ q3.
Pour p = 3, comme Φ36(t) = t
12 − t6 + 1, le polynôme unitaire ayant pour racines les √qζ36 est
t12 − q3t6 + q6 qui est le produit des polynômes irréductibles :
t6 + q
√
pqt3 + q3,
t6 − q√pqt3 + q3.
Les polynômes obtenus sont tous des polynômes caractéristiques de variétés abéliennes de di-
mension 3. En eﬀet, si f(t) est un facteur sur Qp d’un tel polynôme, comme f(0) est dans Qp,
sa valuation est entière ; elle est de plus égale à dn/2, où d est le degré de f(t). Donc d est pair,
compte tenu du fait que n est impair. On en conclut que e = 1.
Remarque. Le même raisonnement est valable pour g quelconque. Ainsi, l’entier e associé à un
polynôme de Weil irréductible supersingulier est toujours égal à 1 lorsque n est impair.
1.4 Dimension 4
1.4.1 Les coefficients
Les polynômes de Weil de degré 8 sont de la forme
p(t) = t8 + a1t
7 + a2t
6 + a3t
5 + a4t
4 + qa3t
3 + q2a2t
2 + q3a1t+ q
4
avec a1, a2, a3, a4 ∈ Z. Nous allons montrer le théorème suivant :
Théorème 1.4.1. Le polynôme p(t) est un polynôme de Weil si et seulement si les inégalités
ci-dessous sont satisfaites
1. |a1| ≤ 8√q,
2. 6
√
q|a1| − 20q ≤ a2 ≤ 3a
2
1
8 + 4q,
3. −9qa1 − 4√qa2 − 16q√q ≤ a3 ≤ −9qa1 + 4√qa2 + 16q√q,
4. −a318 + a1a22 + qa1− (23(
3a21
8 − a2 +4q))3/2 ≤ a3 ≤ −
a31
8 +
a1a2
2 + qa1 + (
2
3(
3a21
8 − a2 +4q))3/2,
5. 2
√
q|qa1 + a3| − 2qa2 − 2q2 ≤ a4,
6.
9a41
256−
3a21a2
16 +
a1a3
4 +
a22
6 +
2qa2
3 +
2q2
3 +ω+ω ≤ a4 ≤
9a41
256−
3a21a2
16 +
a1a3
4 +
a22
6 +
2qa2
3 +
2q2
3 +jω+j
2ω
où
ω = 124
(
8(−3a218 + a2 − 4q)6 + 540(−
3a21
8 + a2 − 4q)3(
a31
8 − qa1 − a1a22 + a3)2
−729(a318 − qa1 − a1a22 + a3)4
+i9|a318 − qa1 − a1a22 + a3|(−(
a31
8 − qa1 − a1a22 + a3)2 − 827(−
3a21
8 + a2 − 4q)3)3/2
)1/3
,
ω1/3 = |ω|1/3earg(ω)i3 et j = e 2iπ3 .
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Commençons par déterminer un critère pour qu’un polynôme à coeﬃcients réels de degré 4
n’ait que des racines réelles.
Soit f(t) = t4 + r1t
3 + r2t
2 + r3t + r4 un polynôme à coeﬃcients réels. Une simple étude
du tableau de variations de f(t) nous permet de voir qu’il existe un r4 pour lequel f(t) n’a que
des racines réelles si et seulement si f ′(t) n’a que des racines réelles. Cette dernière condition
équivaut à :
∆f ′ ≥ 0 (1.3)
où ∆f ′ est le discriminant de f
′(t).
Le discriminant de f(t) est un polynôme de degré 3 en r4 que nous noterons ∆f (t) (c’est-à-
dire ∆f (r4) est le discriminant de f(t)). Si f(t) n’a que des racines réelles, ∆f (r4) est positif.
De plus, comme ∆f (r4) = 0 quand f(t) a une racine multiple, la fonction qui à r4 associe le
nombre de racines de f(t) est constante sur les intervalles délimités par les racines de ∆f (t).
Lorsque r4 est grand, le graphe de f(t) ne touche pas l’axe des abscisses et par conséquent
f(t) n’a pas de racine réelle. Par suite, si γ3 est la plus grande racine de ∆f (t), f(t) n’a pas de
racine réelle pour r4 ∈]γ3; +∞[.
En conclusion, si l’inégalité (1.3) est vériﬁée alors ∆f (t) possède 3 racines réelles γ1 ≤ γ2 ≤ γ3
et f(t) n’a que des racines réelles si et seulement si :
γ1 ≤ r4 ≤ γ2. (1.4)
Pour k = 1, 2, 3, 4, on note sk les fonctions symétriques des xi = −(αi+q/αi), où α1, q/α1, . . . ,
α4, q/α4 sont les racines de p(t). En développant l’expression p(t) =
∏4
i=1(t
2+xit+q) , on trouve :
s1 = a1,
s2 = a2 − 4q,
s3 = a3 − 3qa1,
s4 = a4 − 2qa2 + 2q2.
Nous allons appliquer notre critère à f0(t) =
∏4
i=1(t+ xi − a14 ) = t4 + r2t2 + r3t+ r4 où :
r2 = −3s
2
1
8
+ s2,
r3 =
s31
8
− s1s2
2
+ s3,
r4 = − 3s
4
1
256
+
s21s2
16
− s1s3
4
+ s4.
En remplaçant s1, s2, s3, s4 par leur expression en a1, a2, a3, a4, on obtient :
r2 = −3a
2
1
8
+ a2 − 4q,
r3 =
a31
8
− qa1 − a1a2
2
+ a3,
r4 = −3a
4
1
256
+
qa21
2
+
a21a2
16
− a1a3
4
− 2qa2 + 2q2 + a4.
On a :
∆f0(t) = 256t
3 − 128r22t2 + 16r2(r32 + 9r23)t− r23(4r32 + 27r23).
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Pour calculer les racines de ∆f0(t), on utilise la méthode de Cardan décrite dans la Lemme 1.3.3.
Soient :
u2 = − r
4
2
48
+
9r2r
2
3
16
,
u3 =
r62
864
+
5r32r
2
3
64
− 27r
4
3
256
,
δ = −u23 −
4
27
u32 =
r23(−8r32 − 27r23)3
1769472
.
On suppose que l’inégalité (1.3) est vériﬁée. Alors δ ≥ 0 et les racines de ∆f0(t) sont :
γ1 = ω + ω +
r22
6
,
γ2 = jω + j
2ω +
r22
6
,
γ3 = j
2ω + jω +
r22
6
.
où
ω =
1
24
(
8r62 + 540r
3
2r
2
3 − 729r43 + i9|r3|(−r23 −
8
27
r32)
3/2
)1/3
.
De plus, en adoptant la convention ω1/3 = |ω|1/3earg(ω)i3 , on a γ1 ≤ γ2 ≤ γ3. En remplaçant r2,
r3, r4 par leur expression en a1, a2, a3, a4 dans (1.4) on trouve la condition (6) du Théorème
1.4.1.
Il nous faut maintenant déterminer quand est-ce que (1.3) est vériﬁée. On a :
∆f ′ = −16(8r32 + 27r23).
On en déduit que (1.3) équivaut à :
r2 ≤ 0 et − (−2r2
3
)
3/2
≤ r3 ≤ (−2r2
3
)
3/2
.
Ceci nous donne la deuxième inégalité de la condition (2) et la condition (4) du Théorème 1.4.1.
Enﬁn, pour k = 1, 2, 3, 4, on note r+k et r
−
k les coeﬃcients respectifs de f
+(t) =
∏4
i=1(t −
(2
√
q + xi)) et f
−(t) =
∏4
i=1(t− (2
√
q − xi)). On a :
r+1 = −8
√
q − s1,
r+2 = 24q + 6
√
qs1 + s2,
r+3 = −32q
√
q − 12qs1 − 4√qs2 − s3,
r+4 = 16q
2 + 8q
√
qs1 + 4qs2 + 2
√
qs3 + s4
et
r−1 = −8
√
q + s1,
r−2 = 24q − 6
√
qs1 + s2,
r−3 = −32q
√
q + 12qs1 − 4√qs2 + s3,
r−4 = 16q
2 − 8q√qs1 + 4qs2 − 2√qs3 + s4.
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En remplaçant s1, s2, s3 par leur expression en a1, a2, a3, on obtient :
r+1 = −8
√
q − a1,
r+2 = 20q + 6
√
qa1 + a2,
r+3 = −16q
√
q − 9qa1 − 4√qa2 − a3,
r+4 = 2q
2 + 2q
√
qa1 + 2qa2 + 2
√
qa3 + a4
et
r−1 = −8
√
q + a1,
r−2 = 20q − 6
√
qa1 + a2,
r−3 = −16q
√
q + 9qa1 − 4√qa2 + a3,
r−4 = 2q
2 − 2q√qa1 + 2qa2 − 2√qa3 + a4.
Si les racines de f+(t) et f−(t) sont toutes réelles (ce qui revient à dire que celles de f0(t) le sont),
elles sont toutes positives si et seulement si (−1)kr+k ≥ 0 et (−1)kr−k ≥ 0 pour k = 1, 2, 3, 4. Ceci
nous donne les conditions manquantes du Théorème 1.4.1 et conclut la preuve.
1.4.2 Polynômes caractéristiques réductibles
Soit p(t) le polynôme caractéristique d’une variété abélienne de dimension 4. Alors p(t) =
h(t)e où h(t) est un polynôme de Weil irréductible et e un entier divisant 8. Comme p(t) n’a
pas de racine réelle on a e 6= 8. On étudiera le cas e = 1 dans la Section 1.3.3. Lorsque e = 2 ou
e = 4, l’ensemble des h(t) possibles se déduit directement des Propositions 1.2.2 et 1.2.6. Une
version un peu moins explicite de la proposition suivante a été prouvée par Xing.
Proposition 1.4.2 (Xing). Le polynôme p(t) est le polynôme caractéristique réductible d’une
variété abélienne simple de dimension 4 si et seulement si soit n est divisible par 4 et
p(t) = (t2 + b1t+ q)
4
avec |b1| < 2√q et b1 = kq1/4 où k est un entier premier avec p, soit
p(t) = (t4 + b1t
3 + b2t
2 + qb1t+ q
2)2
et l’une des conditions suivantes est vérifiée :
• vp(b1) = 0, vp(b2) ≥ n/2 et ((b2 + 2q)2 − 4qb21) est un carré dans Qp,
• vp(b1) ≥ n/4, vp(b2) = n/2, n est pair et (b21 − 4b2 + 8q) n’est pas un carré dans Qp,
• n est pair et le couple (b1, b2) fait partie de la liste suivante :
1. (0, 0), p ≡ 1 mod 8,
2. (0,−q), p ≡ 1 mod 12,
3. (±√q, q), p ≡ 1 mod 5.
Pour e = 4, le seul polygone de Newton possible est celui représenté par la Figure 1.18 de la
Section 1.4.3 ; le p-rang des variétés abéliennes associées est 0. Dans le cas où e = 2, les polygones
de Newton correspondant aux diﬀérents points de la Proposition 1.4.2 sont respectivement ceux
représentés par les Figures 1.14, 1.18 et 1.19 (le dernier point est le cas supersingulier) et les
p-rangs sont 2, 0 et 0.
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1.4.3 Polynômes caractéristiques irréductibles
Dans cette section nous allons prouver le théorème suivant :
Théorème 1.4.3. Le polynôme de Weil p(t) est le polynôme caractéristique irréductible d’une
variété abélienne de dimension 4 si et seulement si l’une des conditions suivantes est vérifiée :
1. vp(a4) = 0,
2. vp(a3) = 0, vp(a4) ≥ n/2 et p(t) n’a pas de racine de valuation n/2 dans Qp,
3. vp(a2) = 0, vp(a3) ≥ n/2, vp(a4) ≥ n et p(t) n’a pas de racine de valuation n/2 dans Qp,
4. vp(a1) = 0, vp(a2) ≥ n/3, vp(a3) ≥ 2n/3, vp(a4) = n et p(t) n’a pas de racine de valuation
n/3 et 2n/3 dans Qp,
5. vp(a1) = 0, vp(a2) ≥ n/2, vp(a3) ≥ n, vp(a4) ≥ 3n/2 et p(t) n’a pas de racine de valuation
n/2 ni de facteur de degré 3 dans Qp,
6. vp(a1) ≥ n/3, vp(a2) ≥ 2n/3, vp(a3) = n, vp(a4) ≥ 3n/2 et p(t) n’a pas de racine dans
Qp,
7. vp(a1) ≥ n/4, vp(a2) ≥ n/2, vp(a3) = 3n/4, vp(a4) = n et p(t) n’a pas de racine ni de
facteur de degré 2 dans Qp,
8. vp(a1) ≥ n/2, vp(a2) ≥ n, vp(a3) = 3n/2, vp(a4) ≥ 2n et p(t) n’a pas de racine ni de
facteur de degré 3 dans Qp.
De plus, les cas (1), (2), (3), (4), (5), (6), (7) et (8) correspondent respectivement à des variétés
abéliennes de p-rang 4, 3, 2, 1, 1, 0, 0 et 0. Les variétés abéliennes du cas (8) sont supersingu-
lières.
Les polygones de Newton possibles pour p(t) sont représentés par les Figures 1.12, 1.13, 1.14,
1.15, 1.16, 1.17, 1.18 et 1.19 (voir Section 1.1.3).
Figure 1.12 : vp(a4) = 0. On a toujours e = 1.
Figure 1.13 : vp(a4) ≥ n/2 et vp(a3) = 0. Le polynôme p(t) a dans Qp un facteur de degré
2 dont les racines sont de valuation n/2 et e = 1 si et seulement si celui-ci est irréductible,
c’est-à-dire si et seulement si p(t) n’a pas de racine de valuation n/2 dans Qp.
Figure 1.14 : vp(a4) ≥ n, vp(a3) ≥ n/2 et vp(a2) = 0. Le polynôme p(t) a dans Qp un facteur
de degré 4 dont les racines sont de valuation n/2 et e = 1 si et seulement si celui-ci n’a pas de
racine, c’est-à-dire si et seulement si p(t) n’a pas de racine de valuation n/2 dans Qp.
Figure 1.15 : vp(a4) = n, vp(a3) ≥ 2n/3, vp(a2) ≥ n/3 et vp(a1) = 0. Le polynôme p(t) a
dans Qp deux facteurs de degré 3, un dont les racines sont de valuation 2n/3 et l’autre dont les
racines sont de valuation n/3 ; e = 1 si et seulement si ceux-ci sont irréductibles, c’est-à-dire si
et seulement si p(t) n’a pas de racine de valuation 2n/3 et n/3 dans Qp.
Figure 1.16 : vp(a4) ≥ 3n/2, vp(a3) ≥ n, vp(a2) ≥ n/2 et vp(a1) = 0. Le polynôme p(t)
a dans Qp un facteur de degré 6 dont les racines sont de valuation n/2 et donc e = 1 si et
seulement si p(t) n’a dans Qp ni de racine ni de facteur de degré 3.
Figure 1.17 : vp(a4) ≥ 3n/2, vp(a3) = n, vp(a2) ≥ 2n/3 et vp(a) ≥ n/3. Le polynôme p(t)
a dans Qp deux facteurs de degré 2 et un de degré 3 ; e = 1 si et seulement si ceux-ci sont
irréductibles, c’est-à-dire si et seulement si p(t) n’a pas de racine dans Qp.
Figure 1.18 : vp(a4) = n, vp(a3) ≥ 3n/4, vp(a2) ≥ n/2 et vp(a1) ≥ n/4. Le polynôme p(t)
a dans Qp deux facteurs de degré 4 ; e = 1 si et seulement si ceux-ci sont irréductibles, c’est-à-dire
si et seulement si p(t) n’a pas de racine ni de facteur de degré 2 dans Qp.
Figure 1.19 : vp(a4) ≥ 2n, vp(a3) ≥ 3n/2, vp(a2) ≥ n et vp(a1) ≥ n/2. On a e = 1 si et
seulement si p(t) n’a dans Qp ni de racine ni de facteur de degré 3.
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Figure 1.12 – Ordinaire
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Figure 1.13 – p-rang 3
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Figure 1.14 – p-rang 2
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Figure 1.15 – p-rang 1 : 1er cas
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Figure 1.16 – p-rang 1 : 2ième cas
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Figure 1.17 – p-rang 0 : 1er cas
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Figure 1.18 – p-rang 0 : 2ième cas
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Figure 1.19 – Supersingulier
1.4.4 Polynômes caractéristiques supersinguliers
La condition (8) du Théorème 1.4.3 peut être rendue plus explicite :
Proposition 1.4.4. Le polynôme p(t) est le polynôme caractéristique irréductible d’une variété
abélienne supersingulière de dimension 4 si et seulement si l’une des conditions suivantes est
vérifiée :
• n est pair et le quadruplet (a1, a2, a3, a4) fait partie de la liste suivante :
1. (ε
√
q, 0,−εq√q,−q2), ε ∈ {−1, 1}, p 6≡ 1 mod 15,
2. (0, 0, 0, 0), p 6≡ 1 mod 16,
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3. (0,−q, 0, q2), p 6≡ 1 mod 20,
4. (0, 0, 0,−q2), p 6≡ 1 mod 24,
• n est impair et le quadruplet (a1, a2, a3, a4) fait partie de la liste suivante :
1. (ε
√
pq, q, 0,−q2), ε ∈ {−1, 1}, p = 2,
2. (ε
√
pq, 2q, εq
√
pq, q2), ε ∈ {−1, 1}, p = 3,
3. (0, 0, 0, 0),
4. (0,−q, 0, q2),
5. (0, q, 0, q2), p 6= 5,
6. (0, 0, 0,−q2), p 6= 2,
7. (ε
√
pq, 2q, εq
√
pq, 3q2), ε ∈ {−1, 1}, p = 5.
Démonstration. La liste des polynômes caractéristiques irréductibles de variétés abéliennes su-
persingulières de dimension 4 quand q n’est pas un carré se trouve dans l’article de McGuire,
Singh et Zaytsev [15]. Supposons donc que q est un carré.
Les q-nombres de Weil supersinguliers sont de la forme
√
qζm. On en déduit que les polynômes
caractéristiques irréductibles de variétés abéliennes supersingulières de dimension 4 sont de la
forme :
p(t) = qgΦm(
t√
q
)
avec ϕ(m) = 2g = 8 (où ϕ est la fonction indicatrice d’Euler) ce qui revient à dire que Φm(t)
fait partie de la liste suivante :
Φ15(t) = t
8 − t7 + t5 − t4 + t3 − t+ 1,
Φ16(t) = t
8 + 1,
Φ20(t) = t
8 − t6 + t4 − t2 + 1,
Φ24(t) = t
8 − t4 + 1,
Φ30(t) = t
8 + t7 − t5 − t4 − t3 + t+ 1.
Il reste à regarder quand p(t) est sans facteurs de degré 1 et 3 sur Qp, c’est-à-dire quand les
racines primitives m-ièmes de l’unité ne sont pas de degré divisant 3 sur Qp. Si (m, p) = 1,
le degré de ζm sur Qp est l’ordre de p dans (Z/mZ)
∗ qui est soit égal à 1 soit pair puisque
ϕ(m) = 23. Notre condition est donc équivalente à :
p 6≡ 1 mod m.
Si (m, p) 6= 1, nous allons montrer que le corps Qp(ζm) contient un élément de degré pair sur
Qp et notre condition sera donc vériﬁée. Si p 6= 2 ou v2(m) 6= 1, le degré d’une racine primitive
pvp(m)-ième de l’unité est (p − 1)pvp(m)−1 qui est bien un nombre pair. Si m = 30 et p = 2, on
peut par exemple prendre ζ3 qui est de degré 2 sur Qp.
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Chapitre 2
Bornes sur le nombre de points
rationnels des variétés abéliennes et
jacobiennes sur les corps finis
Nous donnons ici des majorations et minorations du nombre de points des variétés abéliennes
et jacobiennes sur les corps ﬁnis.
En ce qui concerne les variétés abéliennes, nous disposons d’estimations classiques du nombre
de points : les bornes deWeil. Nous montrerons comment utiliser l’inégalité arithmético-géométrique
pour améliorer celles-ci ; les bornes obtenues ainsi seront généralement optimales. Nous verrons
ensuite des bornes sur le nombre de points des variétés abéliennes qui dépendent de leur trace ;
l’intérêt de faire cela est que si nos variétés abéliennes sont des jacobiennes ou des variétés de
Prym, la trace de celles-ci s’exprime facilement en fonction du nombre de points des courbes
correspondantes.
Il est aussi possible d’obtenir des bornes qui sont spéciﬁques aux jacobiennes ; c’est ce qu’ont
fait par exemple Lachaud et Martin-Deschamps dans [12]. Ceci se fait en établissant des identités
combinatoires reliant les nombres de points d’une courbe sur les extensions ﬁnies du corps de
base et les nombres de ses points et diviseurs eﬀectifs de degré donné.
Ce chapitre est un résumé d’un travail commun [1] avec Yves Aubry et Gilles Lachaud.
2.1 Variétés abéliennes
On se donne une variété abélienne A/Fq de dimension g, q = p
n, on note pA(t) son polynôme
caractéristique et ω1, ω1, . . . , ωg, ωg les racines de pA(t) comptées avec multiplicité (les ωi sont
des nombres complexes de module
√
q). On pose xi = −(ωi + ωi) ; par le Théorème de Honda-
Tate, la donnée des xi est équivalente à celle de la classe d’isogénie de A ; nous dirons que A
est de type [x1, . . . , xg]. La trace de A est celle de son polynôme caractéristique, c’est-à-dire la
somme
∑g
i=1(ωi + ωi) = −
∑g
i=1 xi. Rappelons que dans les chapitres précédents nous avions
noté
a1 =
g∑
i=1
xi.
Le nombre de points rationnels de A est donné par
#A(Fq) = pA(1),
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et comme
pA(t) =
g∏
i=1
(t− ωi)(t− ωi) =
g∏
i=1
(t2 + xit+ q),
on a
#A(Fq) =
g∏
i=1
(q + 1 + xi). (2.1)
Comme les xi sont de valeur absolue inférieure ou égale à 2
√
q, on a les bornes de Weil :
(q + 1− 2√q)g ≤ #A(Fq) ≤ (q + 1 + 2√q)g.
L’utilisation de l’inégalité arithmético-géométrique va nous permettre d’obtenir des estimations
plus précises du nombre de points de A. Celle-ci se prouve de manière élémentaire : on applique
la fonction logarithme népérien aux termes à comparer et on remarque que cette fonction est
strictement concave.
Lemme 2.1.1 (Inégalité arithmético-géométrique). Si c1, . . . , cn sont des réels strictement po-
sitifs, on a
n
√
c1 . . . cn ≤ 1
n
(c1 + · · ·+ cn)
(la moyenne géométrique est inférieure ou égale à la moyenne arithmétique) avec égalité si et
seulement si tous les ci sont égaux.
En appliquant ce lemme à (2.1), nous obtenons la proposition suivante, prouvée par Queb-
bemann [24] dans le cas des jacobiennes et Perret [23] dans le cas des variétés de Prym :
Proposition 2.1.2. On a
#A(Fq) ≤
(
q + 1 +
a1
g
)g
avec égalité si et seulement si tous les xi sont égaux.
Remarque. Soient a1 = g
[
a1
g
]
+r et yi = xi−
[
a1
g
]
, i = 1, . . . , g. Supposons que les (yi1+· · ·+yir)
soient tous strictement positifs, un raisonnement analogue à celui de le preuve du Théorème 2.1.3
ci-dessous nous donne :
1 ≤
 ∏
{i1,...,ig−r}⊆{1,...,g}
(yi1 + · · ·+ yig−r)
1/(
g
g−r)
≤ 1( g
g−r
) ∑
{i1,...,ig−r}⊆{1,...,g}
(yi1 + · · ·+ yig−r)
=
1(
g
g−r
)( g − 1
g − r − 1
) g∑
i=1
yi
=
r(g − r)
g
.
Il en résulte que si r = 1, r = g−1 ou encore si tous les xi sont de degré inférieur ou égal à 4 (par
exemple si g ≤ 4), notre hypothèse de départ est fausse et donc que, quitte à renuméroter les xi,
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nous avons
∑g−r
i=1 yi ≤ 0, c’est-à-dire
∑g−r
i=1 xi ≤ (g−r)
[
a1
g
]
(et donc
∑g
i=g−r+1 xi ≥ r(
[
a1
g
]
+1)).
Par suite,
#A(Fq) =
g∏
i=1
(q + 1 + xi) ≤
(
q + 1 +
∑g−r
i=1 xi
g − r
)g−r(
q + 1 +
∑g
i=g−r+1 xi
r
)r
≤
(
q + 1 +
[
a1
g
])g−r(
q + 2 +
[
a1
g
])r
où pour la dernière inégalité, nous avons utilisé le fait que si (g−r)a+rb = (g−r)c+rd et 0 ≤ a ≤
c ≤ d ≤ b alors ag−rbr ≤ cg−rdr (en eﬀet, le barycentre de (a; ln a) et (b; ln b)munis des poids g−r
et r est (((g− r)a+ rb)/g); ((g− r) ln a+ r ln b)/g) et celui de (c; ln c) et (d; ln d) avec les mêmes
poids est (((g−r)c+rd)/g); ((g−r) ln c+r ln d)/g) = (((g−r)a+rb)/g); ((g−r) ln c+r ln d)/g) ;
on conclut en utilisant la concavité de la fonction logarithme).
Notons qu’il existe des minorations plus ﬁnes du rapport entre la trace et le degré d’un entier
algébrique totalement positif (par exemple dans [31]) mais celles-ci n’améliorent que très peu
nos restrictions. Il serait intéressant da savoir ce qu’il se passe dans le cas général.
On pose m = [2
√
q]. Dans [28], Serre a montré que
|a1| ≤ gm (2.2)
avec égalité si et seulement si les xi sont tous égaux à −m ou tous égaux à m. En combinant
(2.2) et la Proposition 2.1.2 on trouve
#A(Fq) ≤ (q + 1 +m)g.
Il est naturel de se demander si #A(Fq) admet une borne inférieure de la même forme, et la
réponse à cette question s’avère être positive.
Théorème 2.1.3. Soit A/Fq une variété abélienne de dimension g. Alors
(q + 1−m)g ≤ #A(Fq) ≤ (q + 1 +m)g
avec égalité à gauche si et seulement si tous les xi sont égaux à −m et égalité à droite si et
seulement si tous les xi sont égaux à m.
Démonstration. Il suﬃt de prouver la première inégalité. Pour k = 0, . . . , g, on note tk les
fonctions symétriques des (m+ 1 + xi), i = 1, . . . , g. Si k ≥ 1, on déﬁnit la quantité
pk =
∏
{i1,...,ik}⊆{1,...,g}
k∏
j=1
(m+ 1 + xij ).
On voit que pk est un entier algébrique rationnel (car ﬁxé par tout Q-automorphisme), c’est
donc un entier strictement positif (car les (m+ 1 + xij ) le sont), et par conséquent
pk ≥ 1.
De plus, l’inégalité arithmético-géométrique nous donne
p
1/(gk)
k ≤
1(
g
k
) ∑
{i1,...,ik}⊆{1,...,g}
k∏
j=1
(m+ 1 + xij ) =
1(
g
k
) tk.
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En combinant ces deux dernières inégalités, on trouve(
g
k
)
≤ tk. (2.3)
Si on multiplie chaque membre de (2.3) par (q−m)g−k puis on additionne les inégalités obtenues
pour k = 0, . . . , g, il vient
g∑
k=0
(
g
k
)
(q −m)g−k ≤
g∑
k=0
tk(q −m)g−k
ce qui est exactement le résultat à prouver. Enﬁn, remarquons que toutes les inégalités de la
preuve sont des égalités si et seulement si les xi sont égaux à −m.
Aussi, l’inégalité (2.3) nous donne une borne inférieure du nombre de points de A en fonction
de sa trace.
Proposition 2.1.4. Soit A/Fq une variété abélienne de type [x1, . . . , xg]. On a
#A(Fq) ≥ (q + 1−m)g + (gm+ a1)(q −m)g−1.
Démonstration. Avec les notations de la preuve du Théorème 2.1.3, on a
#A(Fq) =
g∑
k=0
(
g
k
)
(q −m)g−k +
g∑
k=0
(tk −
(
g
k
)
)(q −m)g−k
= (q + 1−m)g +
g∑
k=0
(tk −
(
g
k
)
)(q −m)g−k
≥ (q + 1−m)g + (t1 − g)(q −m)g−1.
où la dernière inégalité provient de (2.3).
Remarque. Par (2.2), on a gm+ a1 ≥ 0 et donc
(q + 1−m)g + (gm+ a1)(q −m)g−1 ≥ (q + 1−m)g.
De plus, pour g = 1 (si q ≤ 4 on a q − m = 0 et on adopte la convention 00 = 1) la borne
inférieure de la Proposition 2.1.4 est une égalité.
Il est aussi possible de minorer #A(Fq) en utilisant des méthodes d’analyse réelle ; c’est
ce qu’a fait Perret dans [23]. Son idée est de chercher à minimiser la fonction (x1, . . . , xg) 7→∏g
i=1(q + 1 + xi) sur l’ensemble {(x1, . . . , xg) ∈ [−2
√
q; 2
√
q]g,
∑g
i=1 xi = a1}. En faisant le
changement de variables yi =
xi
2
√
q , on voit que cela revient à minimiser la fonction
F : (y1, . . . , yg) 7−→
g∑
i=1
ln(c+ yi),
c = q+12√q sur P = {(y1, . . . , yg) ∈ [−1; 1]g,
∑g
i=1 yi = ω} où ω = a12√q . La fonction F est strictement
concave. Ses minimums sur le convexe compact P sont donc atteints en les points extrémaux
de P . On vériﬁe qu’à permutation des coordonnées près les points extrémaux de P sont de la
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forme γ = (1, . . . , 1,−1, . . . ,−1, β) où β ∈ [−1; 1]. On note u et v le nombre de 1 et de −1 de γ
et on pose δ = 1 si β ∈]− 1; 1[ et 0 sinon. On a
u+ v + δ = g
u− v + δβ = ω
et en additionnant ces équations, on voit que si δ = 0 alors g+ω est un entier pair ; la réciproque
est vraie : si δ = 1 alors β ∈]− 1; 1[ donc soit β 6= 0 et g + ω n’est pas un entier, soit β = 0 et
g + ω = 2u+ 1.
Par suite, on a
min
(y1,...,yg)∈P
expF (y1, . . . , yg) = (c+ β)
δ(c+ 1)u(c− 1)v
= (c+ β)δ(c2 − 1)u+v2
(c+ 1
c− 1
)u−v
2
= (c+ β)δ(c2 − 1) g−δ2
(c+ 1
c− 1
)ω−δβ
2
et aussi c+ β ≥ c− 1 et ω − δβ ≥ ω − δ. On en déduit le théorème suivant qui est une version
légèrement rectiﬁée du résultat ﬁgurant dans [23] :
Théorème 2.1.5 (Perret). On a
#A(Fq) ≥ (q − 1)g
(√q + 1√
q − 1
) a1
2
√
q
−2δ
où δ = 0 si g + a12√q est un entier pair et 1 sinon.
Il est possible d’améliorer un peu cette borne en calculant plus explicitement les coordonnées
de γ = (1, . . . , 1,−1, . . . ,−1, β). Si γ 6= (1, . . . , 1), on note r et s le nombre de 1 et de −1 de γ
cette fois-ci sans compter β. On a r−s = ω−β donc β doit être égal à {ω} = ω− [ω] ou {ω}−1
(quitte à permuter β avec une des coordonnées égales à −1 dans le cas où β = 1). On a donc
r + s = g − 1
r − s = [ω] + ǫ
β = {ω} − ǫ
où ǫ ∈ {0, 1}. Si γ = (1, . . . , 1), les identités ci-dessus sont toujours vraies en posant r = g et
s = −1. Les équations 2r = g − 1 + [ω] + ǫ et 2s = g − 1− [ω]− ǫ, nous montrent que ǫ = 1 si
et seulement si g + [ω] est pair et que
r =
[g + [ω]
2
]
et s =
[g − 1− [ω]
2
]
.
Aussi, par le même calcul que ci-dessus on voit que
min
(y1,...,yg)∈P
expF (y1, . . . , yg) = (c+ {ω} − ǫ)(c2 − 1)
g−1
2
(c+ 1
c− 1
) [ω]+ǫ
2
.
D’où la proposition suivante
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Proposition 2.1.6. On a
#A(Fq) ≥ (q − 1)g−1
(
q + 1 + 2
√
q
({ a1
2
√
q
}
−ǫ
))(√q + 1√
q − 1
) » a12√q –+ǫ2
= (q + 1 + a1 − 2(r − s)√q)(q + 1 + 2√q)r(q + 1− 2√q)s
où ǫ = 1 si g +
[
a1
2
√
q
]
est pair et 0 sinon, r =
[
g+
h
a1
2
√
q
i
2
]
et s =
[
g−1−
h
a1
2
√
q
i
2
]
.
Remarque. Si q n’est pas un carré, la borne de la Proposition 2.1.6 n’est pas atteinte sauf si
r = s (ceci implique |a1| < 2√q) et a1 est la trace d’une certaine courbe elliptique. Si q est un
carré, cette borne est atteinte sauf si a1 − 2(r − s)√q n’est pas la trace d’une courbe elliptique
(en particulier, elle est atteinte si a1 est premier avec p).
2.2 Jacobiennes
Dans cette section, nous nous intéressons au cas où A/Fq est la jacobienne d’une courbe
algébrique, projective, lisse, absolument irréductible, déﬁnie sur Fq et de genre g. Nous étudierons
aussi les quantités
Jq(g) = max
C
#JC(Fq) et jq(g) = min
C
#JC(Fq)
où C parcourt l’ensemble de telles courbes.
Nous commençons par rappeler quelques résultats et notations concernant les courbes sur les
corps ﬁnis et leur fonction zêta. Pour plus de renseignements à ce sujet, on pourra par exemple
consulter [33, 36] pour les résultats relatifs aux courbes et [25, 32] pour ceux relatifs à la formule
exponentielle.
2.2.1 Courbes sur les corps finis
Soit C une courbe algébrique, projective, lisse, absolument irréductible de genre g déﬁnie sur
Fq. Pour k ∈ N\{0}, on pose Nk = #C(Fqk) ; on utilisera souvent la notation N1 = N . On note
aussi Ak le nombre de diviseurs eﬀectifs de C de degré k, k ∈ N et Bk le nombre de ses points
de degré k, k ∈ N \ {0}. Remarquons que A0 = 1 et que l’on a la relation
Nk =
∑
d|k
dBd.
La fonction zêta de C est
ZC(t) = exp
(+∞∑
k=1
Nk
tk
k
)
=
∏2g
i=1(1− ωit)
(1− t)(1− qt)
(voir Section 0.3.3). On a les identités
ZC(t) =
+∞∏
k=1
(1− tk)−Bk =
+∞∑
k=0
Akt
k. (2.4)
La première égalité se prouve en appliquant la fonction logarithme et en développant les termes
du second membre en série ; pour montrer la seconde égalité, on développe en série les (1− tk).
On trouvera les détails de cette démonstration dans [36, Proposition 3.1.2.].
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On déﬁnit le type d’une courbe (algébrique, projective, lisse, absolument irréductible) sur Fq
comme étant celui de sa jacobienne. Les données suivantes sont équivalentes :
• le type de C,
• ZC(t),
• les Nk pour k ∈ N \ {0},
• les Nk pour 1 ≤ k ≤ g.
En eﬀet, en notant χC(t) le numérateur de la fonction zêta de C, on vériﬁe que χ
′
C(t)/χC(t) =∑+∞
k=1(Nk − qk − 1)tk−1 et, en posant χC(t) =
∑2g
k=0 ckt
k, on a donc les relations
kck = (Nk − qk − 1)c0 + (Nk−1 − qk−1 − 1)c1 + · · ·+ (N1 − q − 1)ck−1
pour 1 ≤ k ≤ g, c0 = 1 et c2g−k = qg−kci pour 0 ≤ k ≤ g. Donc les Nk, 1 ≤ k ≤ g déterminent
ZC(t). Le reste se vériﬁe facilement vu ce qui précède.
Soit y = (yn)n∈N une suite d’indéterminées. A un élément b = (b1, . . . , bn) ∈ Nn on associe
le monôme yb = yb11 . . . y
bn
n de l’anneau des séries formelles Q[[y]]. On vériﬁe que
exp
(+∞∑
n=1
yn
tn
n
)
=
+∞∏
n=1
exp
(
yn
tn
n
)
=
+∞∏
n=1
+∞∑
bn=0
1
bn!
(
yn
tn
n
)bn
=
∑
b1,...bk∈N
yb
b1! . . . bk!
tb1+2b2+···+kbk
2b2 . . . kbk
.
On pose c(b) = n!b1!...bn!
1
2b2 ...nbn
, b ∈ Nn, C0(y) = 1 et
Cn(y) =
∑
b∈Pn
c(b)yb
pour n ∈ N \ {0} et
Pn = {b = (b1, . . . , bn) ∈ Nn|b1 + 2b2 + · · ·+ nbn = n}.
On pose aussi
Cn(y) = Cn(y)
n!
.
Le calcul eﬀectué ci-dessus nous donne :
Proposition 2.2.1 (Formule exponentielle). Dans l’anneau Q[[y]][[t]], on a
exp
(+∞∑
n=1
yn
tn
n
)
=
+∞∑
n=0
Cn(y)tn.
Le polynôme Cn(y) est à coeﬃcients entiers et positifs. Plus précisément, on vériﬁe que
Cn(y) =
∑
σ∈Sn y
β(σ) où β(σ) = (b1(σ), . . . , bn(σ)) et bk(σ) est le nombre de cycles de longueur
k dans la décomposition en produit de cycles à supports disjoints de σ. Le polynôme Cn(y) est
appelé indicateur de cycle de Sn. Pour plus de renseignements à ce sujet et les détails de la
preuve de la formule exponentielle, voir [25, 32].
Les coeﬃcients de la série entière déﬁnie par le premier membre de (2.4) sont ceux interve-
nant dans la formule exponentielle, on développe facilement le deuxième membre en utilisant la
formule du binôme négatif
(1− t)−M =
+∞∑
n=0
(
M + n− 1
n
)
tn.
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On trouve alors
Cn(N1, . . . , Nn) =
∑
b∈Pn
n∏
i=1
(
Bi + bi − 1
bi
)
= An. (2.5)
Nous aurons aussi besoin de la proposition suivante :
Proposition 2.2.2. Soient y = (yn)n∈N et z = (zn)n∈N des suites d’indéterminées et M ∈ N.
Pour n ∈ N, on a :
Cn(y + z) =
n∑
k=0
Ck(y)Cn−k(z)
et
Cn(M, . . . ,M) =
(
M + n− 1
n
)
.
Démonstration. Pour prouver première identité, il suﬃt d’appliquer la formule exponentielle à
tous les termes de
exp
(+∞∑
n=1
(yn + zn)
tn
n
)
= exp
(+∞∑
n=1
yn
tn
n
)
exp
(+∞∑
n=1
zn
tn
n
)
et de développer le second membre. En ce qui concerne la deuxième identité, on a
exp
(+∞∑
n=1
M
tn
n
)
= exp
(+∞∑
n=1
tn
n
)M
= (1− t)−M
et on conclut en appliquant la formule du binôme négatif.
En utilisant le Théorème de Riemann-Roch, Lachaud et Martin-Deschamps [12] ont montré
le résultat suivant :
Proposition 2.2.3 (Lachaud, Martin-Deschamps). Si g ≥ 2, on a
An+g = q
n+1Ag−n−2 +#JC(Fq)
qn+1 − 1
q − 1 pour 0 ≤ n ≤ g − 2,
An+g = #JC(Fq)
qn+1 − 1
q − 1 pour n ≥ g − 1.
Si on multiplie les deux côtés de l’identité 1(1−t)(1−qt) = 1 +
∑+∞
n=0
qn+1−1
q−1 t
n par χC(t) =∑2g
k=0 ckt
k et que l’on identiﬁe les coeﬃcients des séries entières obtenues, on trouve pour 1 ≤
n ≤ 2g
An =
n∑
k=0
ck
qn−k+1 − 1
q − 1 .
La Proposition 2.2.3 se déduit facilement de ces dernières identités (compte tenu du fait que
#JC(Fq) = χC(1) =
∑2g
k=0 ck). En particulier, elle est vraie pour toute variété abélienne.
Il résulte de la Proposition 2.2.3 que
g−2∑
n=0
Ant
n +
g−1∑
n=0
qg−1−nAnt2g−2−n =
χC(t)
(1− t)(1− qt) + #JC(Fq)
tg−1
q − 1
( 1
1− t −
1
1− qt
)
.
En faisant "tendre t vers 1", on trouve
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Proposition 2.2.4 (Lachaud, Martin-Deschamps).
g−2∑
n=0
An +
g−1∑
n=0
qg−1−nAn = #JC(Fq)
g∑
i=1
1
|1− ωi|2 .
Dans le même article, Lachaud et Martin-Deschamps ont donné deux majorations de
∑g
i=1
1
|1−ωi|2 :
g∑
i=1
1
|1− ωi|2 ≤
g
(
√
q − 1)2 , (2.6)
g∑
i=1
1
|1− ωi|2 ≤
1
(q − 1)2 ((g + 1)(q + 1)−N), (2.7)
la seconde étant toujours meilleure que la première (mais dépendante de N).
2.2.2 Application des résultats de la Section 2.1
Comme les jacobiennes sont des variétés abéliennes particulières, les résultats de la section
précédente s’appliquent. Tout d’abord, le Théorème 2.1.3 nous donne
(q + 1−m)g ≤ jq(g) ≤ Jq(g) ≤ (q + 1 +m)g.
Soit C/Fq une courbe algébrique, projective, lisse, absolument irréductible, de genre g, de
type [x1, . . . , xg] et N son nombre de points rationnels. Rappelons que l’on a N = q + 1 + a1.
La Proposition 2.1.2 nous donne donc
#JC(Fq) ≤
(
q + 1 +
N − (q + 1)
g
)g
.
En particulier, on a
Jq(g) ≤
(
q + 1 +
Nq(g)− (q + 1)
g
)g
où Nq(g) est le nombre maximal de points rationnels sur une courbe algébrique, projective, lisse,
absolument irréductible de genre g sur Fq.
En utilisant la borne de Drinfeld-Vlăduţ lim supg→∞Nq(g)/g ≤ √q − 1, il vient
lim sup
g→∞
(Jq(g))
1/g ≤ q +√q
(la borne de Weil nous aurait seulement donné q + 1 + 2
√
q). Notons que Vlăduţ [37] a prouvé
que si q est un carré, alors
q(
q
q − 1)
√
q−1 ≤ lim sup
g→∞
(Jq(g))
1/g.
Et lorsque q ≫ 0, on a
q(
q
q − 1)
√
q−1 = q +
√
q − 1
2
+ o(1).
Remarque (sur les liens entre Nq(g) et Jq(g)). Il se peut que le nombre de points de la jacobienne
d’une courbe maximale (avec Nq(g) points) n’atteigne pas Jq(g). Par exemple, Serre [30, p. Se47]
a montré qu’il existe deux courbes de genre 2 sur F3 possédant chacune N3(2) = 8 points dont
les jacobiennes ont 35 points pour l’une et 36 points pour l’autre.
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Nous allons voir dans la Section 2.3 qu’une surface jacobienne maximale (avec Jq(2) points)
est toujours celle d’une courbe maximale (mais il n’y a aucune raison que cela reste vrai lorsque
g > 2).
Une courbe atteignant la borne de Serre-Weil (avec q+1+m points) est de type [m, . . . ,m]
(voir (2.2)) donc dans le cas où la borne de Serre-Weil est atteinte, une courbe est maximale si
et seulement si sa jacobienne l’est.
En ce qui concerne les bornes inférieures, la Proposition 2.1.4 nous donne
#JC(Fq) ≥ (q + 1−m)g + (gm+N − (q + 1))(q −m)g−1
et la Proposition 2.1.6 nous donne
#JC(Fq) ≥ (N − 2(r − s)√q)(q + 1 + 2√q)r(q + 1− 2√q)s
où r =
[
g+
h
N−(q+1)
2
√
q
i
2
]
et s =
[
g−1−
h
N−(q+1)
2
√
q
i
2
]
.
2.2.3 Bornes spécifiques aux jacobiennes
Nous allons maintenant donner des bornes inférieures de#JC(Fq) ne provenant pas de bornes
sur le nombre de points de variétés abéliennes. La méthode utilisée est d’exprimer au moyen
d’identités combinatoires #JC(Fq) en fonction des Nk puis de minorer ces derniers par N ou de
minorer les Bk par 0.
Soit C/Fq une courbe algébrique, projective, lisse, absolument irréductible de genre g. On
lui attache les entiers Nn, An et Bn comme dans la Section 2.2.1. Le lemme suivant nous donne
une minoration des An :
Lemme 2.2.5. Pour n ≥ 2, on a
An ≥
(
N + n− 1
n
)
+
n∑
i=2
Bi
(
N + n− i− 1
n− i
)
.
Démonstration. Nous avons vu que pour n ≥ 1, on a
An =
∑
b∈Pn
n∏
i=1
(
Bi + bi − 1
bi
)
avec
Pn = {b = (b1, . . . , bn) ∈ Nn | b1 + 2b2 + · · ·+ nbn = n}.
Tous les termes de cette somme sont positifs, on peut donc la minorer par la somme des termes
où b est l’un des
(n, 0, . . . , 0), (n− 2, 1, 0, . . . , 0), (n− 3, 0, 1, 0, . . . , 0), (n− 4, 0, 0, 1, 0, . . . , 0), . . . ,
. . . , (1, 0, . . . , 0, 1, 0), (0, . . . , 0, 1).
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Par la Proposition 2.2.3, on a
A2g−1 = #JC(Fq)
qg − 1
q − 1 ,
et donc le Lemme 2.2.5 nous donne
Proposition 2.2.6. On a
#JC(Fq) ≥ q − 1
qg − 1
((N + 2g − 2
2g − 1
)
+
2g−1∑
i=2
Bi
(
N + 2g − 2− i
2g − 1− i
))
.
En particulier,
#JC(Fq) ≥ q − 1
qg − 1
(
N + 2g − 2
2g − 1
)
.
La deuxième inégalité de la Proposition 2.2.6 a été obtenue en minorant les Bi par 0 pour
2 ≤ i ≤ 2g − 1. Il est en fait possible de n’eﬀectuer cette minoration seulement pour 2 ≤ i ≤ g :
Théorème 2.2.7. On a
#JC(Fq) ≥
(
N + g − 1
g
)
− q
(
N + g − 3
g − 2
)
.
Démonstration. Tout d’abord, si N = 0, notre borne inférieure est négative ou nulle et il n’y a
rien à montrer. Supposons donc que N > 0. On a(
N + g − 1
g
)
− q
(
N + g − 3
g − 2
)
=
(
N + g − 3
g − 2
)(
(N + g − 1)(N + g − 2)
g(g − 1) − q
)
=
(
N + g − 3
g − 2
)((
N − 1
g
+ 1
)(
N − 1
g − 1 + 1
)
− q
)
.
Nous pouvons donc aussi supposer que(
N − 1
g
+ 1
)(
N − 1
g − 1 + 1
)
− q ≥ 0. (2.8)
Soient y et z des suites d’indéterminées. Par la Proposition 2.2.2 on a
Cg(y + z)− qCg−2(y + z) =
g∑
k=0
Ck(y)Cg−k(z)− q
g−2∑
k=0
Ck(y)Cg−2−k(z)
=
g∑
k=0
Ck(y)Cg−k(z)− q
g∑
k=2
Ck−2(y)Cg−k(z)
= C0(y)Cg(z) + C1(y)Cg−1(z) +
g∑
k=2
(Ck(y)− qCk−2(y))Cg−k(z).
On pose n = (N,N,N, . . . ) et d = (N −N,N2 −N,N3 −N, . . . ) de telle sorte que
Cg(n + d)− qCg−2(n + d) = Ag − qAg−2 = #JC(Fq)
(par (2.5) et la Proposition 2.2.3). Les termes de n et de d sont tous positifs, il en est donc de
même pour les Ck(n) et les Ck(d). De plus, par la Proposition 2.2.2, on a
Ck(n) =
(
N + k − 1
k
)
.
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Donc pour k = 2, . . . , g, on a
Ck(n)− qCk−2(n) =
(
N + k − 1
k
)
− q
(
N + k − 3
k − 2
)
=
(
N + k − 3
k − 2
)(
(N + k − 1)(N + k − 2)
k(k − 1) − q
)
=
(
N + k − 3
k − 2
)((
N − 1
k
+ 1
)(
N − 1
k − 1 + 1
)
− q
)
≥
(
N + k − 3
k − 2
)((
N − 1
g
+ 1
)(
N − 1
g − 1 + 1
)
− q
)
≥ 0
où la dernière inégalité provient de (2.8). On déduit de tout cela que
#JC(Fq) = C0(n)Cg(d) + C1(n)Cg−1(d) +
g∑
k=2
(Ck(n)− qCk−2(n))Cg−k(d)
≥ (Cg(n)− qCg−2(n))C0(d)
=
(
N + g − 1
g
)
− q
(
N + g − 3
g − 2
)
.
Remarque. On peut minorer Cn(d) =
∑
b∈Pn c(b)d
b par (Nn−N)/n qui est le terme de la somme
correspondant à b = (0, . . . , 0, 1), d’où
C0(n)Cg(d) ≥ Ng −N
g
et C1(n)Cg−1(d) ≥ NNg−1 −N
g − 1 .
On en déduit que si la condition (2.8) est satisfaite, on a aussi
#JC(Fq) ≥ Ng −N
g
+N
Ng−1 −N
g − 1 +
(
N + g − 1
g
)
− q
(
N + g − 3
g − 2
)
,
en particulier
#JC(Fq) ≥ q
g + 1− 2gqg/2 −N
g
+N
qg−1 + 1− 2gq(g−1)/2 −N
g − 1 +
(
N + g − 1
g
)
−q
(
N + g − 3
g − 2
)
.
La Proposition 2.2.4, les majorations (2.6) et (2.7) et le fait que An ≥ N , n ≥ 1 nous donnent
le théorème suivant énoncé dans [12] :
Théorème 2.2.8 (Lachaud, Martin-Deschamps). On a
#JC(Fq) ≥ (√q − 1)2 q
g−1 − 1
g
N + q − 1
q − 1
et
#JC(Fq) ≥ qg−1 (q − 1)
2
(q + 1)(g + 1)
.
Si de plus, on utilise le Lemme 2.2.5 au lieu de minorer les An par N , on trouve :
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Théorème 2.2.9. Si g ≥ 2, on a
#JC(Fq) ≥
[
g−2∑
n=0
(
N + n− 1
n
)
+
g−2∑
n=2
n∑
i=2
Bi
(
N + n− i− 1
n− i
)
+
g−1∑
n=0
qg−1−n
(
N + n− 1
n
)
+
g−1∑
n=2
qg−1−n
n∑
i=2
Bi
(
N + n− i− 1
n− i
)]
(q − 1)2
(g + 1)(q + 1)−N .
En particulier,
#JC(Fq) ≥
[
g−2∑
n=0
(
N + n− 1
n
)
+
g−1∑
n=0
qg−1−n
(
N + n− 1
n
)]
(q − 1)2
(g + 1)(q + 1)−N .
Pour n ∈ N et x > 0 on pose en(x) =
∑n
j=0
xj
j! . Soit Γ(n, x) la fonction Gamma incomplète
Γ(n, x) =
∫ ∞
x
tn−1e−tdt.
On a
en(x) = e
xΓ(n+ 1, x)
n!
(ceci se montre en eﬀectuant plusieurs intégrations par partie successives).
Corollaire 2.2.10. Si g ≥ 2, on a
#JC(Fq) ≥ (eg−2(N) + qg−1eg−1(q−1N)) (q − 1)
2
(g + 1)(q + 1)−N .
Démonstration. Vu que (
N + n− 1
n
)
≥ N
n
n!
,
le résultat provient directement du Théorème 2.2.9.
2.3 Courbes elliptiques, surfaces jacobiennes
Les possibilités pour le nombre de points d’une courbe elliptique sont connues grâce au Théo-
rème de Deuring et Waterhouse. La description de l’ensemble des polynômes caractéristiques de
surfaces jacobiennes a récemment été achevée (voir [11]). Nous rappelons ici ces résultats et
voyons comment les utiliser pour calculer Jq(2) et jq(2).
Les nombres de points possibles pour une courbe elliptique sont donnés dans le Théorème
1.2.1 ; on en déduit la proposition suivante qui nous donne les valeurs de Jq(1) et jq(1) (rappelons
que q = pn) :
Proposition 2.3.1 (Deuring, Waterhouse).
1. Jq(1) vaut
• (q + 1 +m) si n = 1, n pair ou p 6 |m
• (q +m) sinon.
2. jq(1) vaut
• (q + 1−m) si n = 1, n pair ou p 6 |m
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• (q + 2−m) sinon.
Les polynômes caractéristiques de surfaces abéliennes sont décrits dans la Section 1.2.2.
On notera que contrairement au cas des courbes elliptiques, il n’est pas tout à fait évident de
retrouver les polynômes caractéristiques correspondant à un nombre de points donné.
Weil a montré qu’une surface abélienne principalement polarisée sur Fq est soit la jacobienne
polarisée d’une courbe de genre 2 sur Fq, soit le produit de deux courbes elliptiques polarisées
sur Fq, soit la restriction des scalaires d’une courbe elliptique polarisée sur Fq2 . Depuis, de
nombreuses personnes ont mené des travaux visant à déterminer quelles classes d’isogénie de
surfaces abéliennes contiennent une jacobienne, notamment Serre qui avait besoin de résultats
à ce sujet pour calculer Nq(2). Une réponse complète à cette question a ﬁnalement été donnée
en 2009 dans [11] par Howe, Nart et Ritzenthaler : le polynôme caractéristique d’un produit de
deux courbes elliptiques p(t) = (t2 − ut + q)(t2 − vt + q), u ≤ v est celui d’une jacobienne si
et seulement il ne ﬁgure pas dans le Tableau 2.1 et le polynôme caractéristique d’une surface
abélienne simple p(t) = t4 + at3 + bt2 + qat+ q2 est celui d’une jacobienne si et seulement il ne
ﬁgure pas dans le Tableau 2.2.
p-rang Conditions sur p et q Conditions sur u et v
|u− v| = 1
2 u = v et v2 − 4q ∈ {−3,−4,−7}
q = 2 |u| = |v| = 1 et u 6= v
1 q carré u2 = 4q et u− v sans facteurs carrés
p > 3 u2 6= v2
p = 3 et q non carré u2 = v2 = 3q
0 p = 3 et q carré 3
√
q 6 |(u− v)
p = 2 2q 6 |(u2 − v2)
q = 2 ou 3 u = v
q = 4 ou 9 u2 = v2 = 4q
Table 2.1 – Conditions pour qu’une surface abélienne non simple ne soit pas isogène à une
jacobienne
p-rang Conditions sur p et q Conditions sur a et b
a2 − b = q, b < 0 et les diviseurs
premiers de b sont 1 mod 3
2 a = 0 et b = 1− 2q
p > 2 a = 0 et b = 2− 2q
p ≡ 11 mod 12 et q carré a = 0 et b = −q
0 p = 3 et q carré a = 0 et b = −q
p = 2 et q non carré a = 0 et b = −q
q = 2 ou 3 a = 0 et b = −2q
Table 2.2 – Conditions pour qu’une surface abélienne simple ne soit pas isogène à une jacobienne
Soient maintenant A une surface abélienne sur Fq de type [x1, x2] et
pA(t) = (t
2 + x1t+ q)(t
2 + x2t+ q) = t
4 + a1t
3 + a2t
2 + qa1t+ q
2
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son polynôme caractéristique. Remarquons que les coeﬃcients de pA(t) sont liés au type de A
par les formules
a1 = x1 + x2 et a2 = x1x2 + 2q.
On rappelle que
#A(Fq) = pA(1) = q
2 + 1 + (q + 1)a1 + a2.
Les inégalités
|a1| ≤ 2m et 2|a1|√q − 2q ≤ a2 ≤ a
2
1
4
+ 2q (2.9)
(voir Section 1.2.2) nous permettent de lister (Tableau 2.3) les couples (a1, a2) possibles avec
a1 ≥ 2m− 2. Les nombres de points sont classés par ordre décroissant et une variété abélienne
a1 a2 Type Nb de pts
2m m2 + 2q [m,m] (q + 1 +m)2
2m− 1 m2 −m+ 2q [m,m− 1] (q + 1 +m)(q +m)
m2 −m− 1 + 2q [m+ −1+
√
5
2 ,m+
−1−√5
2 ] (q + 1 +m+
−1+√5
2 )(q + 1 +m+
−1−√5
2 )
2m− 2 m2 − 2m+ 1 + 2q [m− 1,m− 1] (q +m)2
m2 − 2m+ 2q [m,m− 2] (q + 1 +m)(q − 1 +m)
m2 − 2m− 1 + 2q [m− 1 +√2,m− 1−√2] (q +m+√2)(q +m−√2)
m2 − 2m− 2 + 2q [m− 1 +√3,m− 1−√3] (q +m+√3)(q +m−√3)
Table 2.3 – Couples (a1, a2) maximisant le nombre de points de A
avec (a1, a2) ne ﬁgurant pas dans le tableau a un nombre de points strictement inférieur aux
valeurs du tableau. En eﬀet, si −2m ≤ a1 < 2m− 2 on a :
(q + 1)a1 + a2 ≤ [(q + 1)a1 + a1
2
4
+ 2q]
≤ [(q + 1)(2m− 3) + (2m− 3)
2
4
+ 2q]
= (q + 1)(2m− 3) +m2 − 3m+ 2 + 2q
= (q + 1)(2m− 2) + (m2 − 2m− 2 + 2q) + (3− (q +m))
< (q + 1)(2m− 2) + (m2 − 2m− 2 + 2q).
Pour la deuxième inégalité, remarquer que la fonction x 7→ (q + 1)x + x24 est croissante sur
[−2m; 2m− 3].
De même, on dresse le Tableau 2.4 des couples (a1, a2) avec a1 ≤ −2m+ 2. Les nombres de
points sont classés par ordre croissant et ici aussi une variété abélienne avec (a1, a2) ne ﬁgurant
pas dans le tableau a un nombre de points strictement supérieur aux valeurs du tableau. En
eﬀet, si −2m+ 2 < a1 ≤ 2m on a :
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a1 a2 Type Nb de pts
−2m m2 + 2q [−m,−m] (q + 1−m)2
−2m+ 1 m2 −m− 1 + 2q [−m+ 1+
√
5
2 ,−m+ 1−
√
5
2 ] (q + 1−m+ 1+
√
5
2 )(q + 1−m+ 1−
√
5
2 )
m2 −m+ 2q [−m,−m+ 1] (q + 1−m)(q + 2−m)
−2m+ 2 m2 − 2m− 2 + 2q [−m+ 1 +√3,−m+ 1−√3] (q + 2−m+√3)(q + 2−m−√3)
m2 − 2m− 1 + 2q [−m+ 1 +√2,−m+ 1−√2] (q + 2−m+√2)(q + 2−m−√2)
m2 − 2m+ 2q [−m,−m+ 2] (q + 1−m)(q + 3−m)
m2 − 2m+ 1 + 2q [−m+ 1,−m+ 1] (q + 2−m)2
Table 2.4 – Couples (a1, a2) minimisant le nombre de points de A
(q + 1)a1 + a2 ≥ (q + 1)a1 + 2|a1|√q − 2q
≥ (q + 1)(−2m+ 3) + 2(2m− 3)√q − 2q
= (q + 1)(−2m+ 2) + 2(2m− 3)√q − q + 1
= (q + 1)(−2m+ 2) + (m2 − 2m+ 1 + 2q)− (m2 − 2m+ 1 + 2q) + 2(2m− 3)√q − q + 1
= (q + 1)(−2m+ 2) + (m2 − 2m+ 1 + 2q)− (m− 1)2 + 4(m− 1)√q − 4q + q + 2√q + 1
= (q + 1)(−2m+ 2) + (m2 − 2m+ 1 + 2q)− (m− 1− 2√q)2 + (√q + 1)2
> (q + 1)(−2m+ 2) + (m2 − 2m+ 1 + 2q).
Pour la deuxième inégalité, remarquer que la fonction x 7→ (q + 1)x+ 2|x|√q est croissante sur
[−2m+ 3; 2m].
Pour connaître Jq(2) et jq(2) il est souvent suﬃsant de déterminer dans les Tableaux 2.3 et
2.4 quelle est la ligne la plus haute correspondant au polynôme caractéristique d’une jacobienne.
Rappelons d’abord la déﬁnition suivante introduite par Serre : une puissance impaire q d’un
nombre premier p est spéciale si l’une des conditions suivantes est vériﬁée (on pose m = [2
√
q]) :
1. p divise m,
2. il existe x ∈ Z tel que q = x2 + 1,
3. il existe x ∈ Z tel que q = x2 + x+ 1,
4. il existe x ∈ Z tel que q = x2 + x+ 2.
Dans [29], Serre aﬃrme que si q est premier, seules les conditions (2) et (3) sont possibles ;
lorsque q est non premier, la condition (2) est impossible, la condition (3) est possible seulement
si q = 73 et la condition (4) est possible seulement si q = 23, 25 ou 213. De plus, on vériﬁe que
les conditions (2), (3) et (4) sont respectivement équivalentes à m2 − 4q = −4, −3 et −7 (pour
plus de détails, voir [14]).
Proposition 2.3.2.
a) Si q est un carré, alors Jq(2) vaut
• (q + 1 +m)2 si q 6= 4, 9
• 55 si q = 4
• 225 si q = 9.
b) Si q n’est pas un carré, alors Jq(2) vaut
• (q + 1 +m)2 si q n’est pas spécial
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• (q + 1 +m+ −1+
√
5
2 )(q + 1 +m+
−1−√5
2 ) si q est spécial et {2
√
q} ≥
√
5−1
2
• (q +m)2 if q est spécial, {2√q} <
√
5−1
2 et p 6= 2 ou p|m
• (q + 1 +m)(q − 1 +m) sinon.
Démonstration. a) Si q est un carré.
• Si q 6= 4, 9, Nq(2) atteint la borne de Serre-Weil (voir [29]) et par conséquent il existe une
courbe de type [m,m].
• Si q = 4, on a m = 4. Montrons d’abord que J4(2) ≤ 55. Toute courbe de genre 2 sur Fq est
hyperelliptique et a donc un nombre de points qui est au plus égal à 2(q+1) = 10. On doit donc
avoir a1 ≤ 10− (q + 1) = 5.
Si a1 = 5, par (2.9) on a a2 ≤ 14. On vériﬁe qu’une variété abélienne sur F4 avec (a1, a2) =
(5, 14) est de type [3, 2] et ne peut pas être une jacobienne. On en déduit que a2 ≤ 13 et qu’une
jacobienne sur F4 avec a1 = 5 a au plus q
2 + 1 + 5(q + 1) + 13 = 55 points.
Si a1 < 5, on a
q2 + 1 + (q + 1)a1 + a2 ≤ q2 + 1 + (q + 1)a1 + a1
2
4
+ 2q
= 25 + 5a1 +
a1
2
4
≤ 25 + 5× 4 + 4
2
4
= 49
(pour la troisième ligne, remarquer que la fonction x 7→ 5x + x24 est croissante sur [−8; 4] et
a1 ≥ −8). Donc toute surface abélienne sur F4 avec a1 < 5 possède moins de 55 points, et
J4(2) ≤ 55.
Reste à montrer que J4(2) ≥ 55. On vériﬁe qu’une variété abélienne sur F4 avec (a1, a2) =
(5, 13) est de type
[
5+
√
5
2 ,
5−√5
2
]
. C’est bien le type d’une certaine jacobienne. Celle-ci aura
q2 + 1 + 5(q + 1) + 13 = 55 points.
• Si q = 9, on a m = 6. Comme 2(q+1) = 20, on doit avoir a1 ≤ 20− (q+1) = 10 = 2m−2. La
ligne la plus haute avec a1 = 2m− 2 du Tableau 2.3 correspond au type [m− 1,m− 1] ; celui-ci
est bien le type d’une certaine jacobienne. Cette jacobienne aura (q +m)2 = 225 points.
b) Si q n’est pas un carré.
Cette partie de la preuve se déduit directement des résultats de Serre. En eﬀet, il a prouvé
dans [30] les faits suivants :
• Il existe une courbe de type [m,m] si et seulement si q n’est pas spécial.
• Une surface abélienne de type [m,m− 1] n’est jamais une jacobienne.
• Si q est spécial, il existe une courbe de type [m + −1+
√
5
2 ,m +
−1−√5
2 ] si et seulement si
{2√q} ≥
√
5−1
2 . On notera que {2
√
q} ≥
√
5−1
2 est équivalent à m +
−1+√5
2 ≤ 2
√
q, donc la
nécessité de cette condition est claire.
• Si q est spécial, {2√q} <
√
5−1
2 et p 6= 2 ou p|m, il existe une courbe de type [m− 1,m− 1].
• Si q est spécial, {2√q} <
√
5−1
2 , p = 2 et p 6 |m, c’est-à-dire q = 25 ou 213 (pour q = 23, on a
{2√q} ≥
√
5−1
2 ), il existe une courbe de type [m,m− 2].
Pour conclure, on remarque que pour q = 25 et 213, il n’existe pas de surface abélienne de
type [m− 1,m− 1] (voir Section 1.2.2).
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Dans la preuve de la proposition suivante, nous utiliserons quelques fois le fait que pour
toute courbe sur Fq de genre 2 et de polynôme caractéristique associé à (a1, a2) il existe une
autre courbe (sa twistée quadratique) de polynôme caractéristique associé à (−a1, a2) aﬁn de
nous ramener à la preuve de la Proposition 2.3.2.
Proposition 2.3.3.
a) Si q est un carré, alors jq(2) vaut
• (q + 1−m)2 si q 6= 4, 9
• 5 si q = 4
• 25 si q = 9.
b) Si q n’est pas un carré, alors jq(2) vaut
• (q + 1−m)2 si q n’est pas spécial
• (q + 1−m+ 1+
√
5
2 )(q + 1−m+ 1−
√
5
2 ) si q est spécial et {2
√
q} ≥
√
5−1
2
• (q + 2−m−√2)(q + 2−m+√2) si q est spécial et √2− 1 ≤ {2√q} <
√
5−1
2
• (q + 1−m)(q + 3−m) si q est spécial, {2√q} < √2− 1, p 6 |m et q 6= 73
• (q + 2−m)2 sinon.
Démonstration. a) Si q est un carré.
• Si q 6= 4, 9, on a vu qu’il existe une courbe de type [m,m] ; sa twistée quadratique est de type
[−m,−m].
• Si q = 4, on a m = 4. Montrons d’abord que j4(2) ≥ 5. On a a1 ≥ −5 puisque la twistée
quadratique d’une courbe avec a1 < −5 aurait a1 > 5 et nous avons vu que cela est impossible.
Si a1 = −5, par (2.9) on a a2 ≥ 12. On vériﬁe qu’une variété abélienne sur F4 avec (a1, a2) =
(−5, 12) est de type [−4, 1] et ne peut pas être une jacobienne. On en déduit que a2 ≥ 13 et
qu’une jacobienne sur F4 avec a1 = −5 a au plus q2 + 1− 5(q + 1) + 13 = 5 points.
Si a1 > −5, on a
q2 + 1 + (q + 1)a1 + a2 ≥ q2 + 1(q + 1)a1 + 2|a1|√q − 2q
= 9 + 5a1 + 4|a1|
≥ 9 + 5× (−4) + 4× 4
= 5
(pour la troisième ligne, remarquer que la fonction x 7→ 5x + 4|x| est croissante sur [−4, 8]).
Donc toute surface abélienne sur F4 avec a1 > −5 possède plus de 5 points, et j4(2) ≥ 5.
Reste à montrer que j4(2) ≤ 5. Il existe une courbe avec (a1, a2) = (−5, 13) : la twistée
quadratique de la courbe avec (a1, a2) = (5, 13) de la preuve de la Proposition 2.3.2. Sa jacobienne
a q2 + 1− 5(q + 1) + 13 = 5 points.
• Si q = 9, on a m = 6, et le même argument que dans l’étape précédente nous montre que
a1 ≥ −2m + 2. On regarde les lignes du Tableau 2.4 avec a1 = −2m + 2. Les deux premières
peuvent être ignorées puisque {2√q} = 0 est inférieur à √3− 1 et √2− 1. On vériﬁe en fait que
parmi ces lignes seul le type [−m+ 1,−m+ 1] est celui d’une courbe.
b) Si q n’est pas un carré.
En utilisant l’existence des twistées quadratiques et la preuve de la Proposition 2.3.2, on
obtient :
• Il existe une courbe de type [−m,−m] si et seulement si q n’est pas spécial.
• Si q est spécial, il existe une courbe de type [−m + 1−
√
5
2 ,−m + 1+
√
5
2 ] si et seulement si
{2√q} ≥
√
5−1
2 .
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• Une surface abélienne de type [−m,−m+ 1] n’est jamais une jacobienne.
Dans le reste de la preuve, on suppose que q est spécial et que {2√q} <
√
5−1
2 .
• L’existence d’une surface abélienne de type [−m+1+√3,−m+1−√3] nécessite m−1+√3 ≤
2
√
q c’est-à-dire {2√q} ≥ √3− 1. Ceci est impossible puisque
√
5−1
2 <
√
3− 1.
• L’existence d’une surface abélienne de type [−m+ 1 +√2,−m+ 1−√2] nécessite {2√q} ≥√
2− 1.
Supposons que cette condition est satisfaite. En utilisant le même genre d’arguments que
ceux utilisés par Serre dans [30], nous allons montrer qu’il existe une surface abélienne de type
[−m+1+√2,−m+1−√2]. Si p|m, le résultat est vrai puisque p 6 |a2 = m2−2m−1+2q. Sinon,
(m− 2√q)(m+ 2√q) = m2 − 4q ∈ {−3,−4,−7}, donc {2√q} = 2√q −m = 4q−m2m+2√q ≤ 72m et si
m ≥ 9, 72m <
√
2− 1. Reste à regarder "à la main" les puissances de premiers x2 +1, x2 + x+1
et x2 + x + 2 avec m < 9 (donc q < 21). Ces dernières sont : 2, 3, 4, 5, 7, 8, 13 et 17. Pour
q = 2, 8, on a {2√q} ≥
√
5−1
2 . Pour q = 3, on a p|m. Pour q = 4, 7, 13, 17, on a {2
√
q} < √2− 1.
Pour q = 5, m = 4 et p = 5 ne divise pas a2 = m
2 − 2m − 1 + 2q = 17. Donc le résultat est
prouvé.
Enﬁn, on vériﬁe que notre surface abélienne est bien isogène à une jacobienne.
• Si {2√q} < √2− 1, p 6 |m et q 6= 73, alors p 6 |(m− 2).
Pour le voir, on se donne p 6= 2 (si p = 2, le résultat est trivial) et on utilise la remarque après
la déﬁnition de "spécial". Si p divise (m−2), alors il divise aussim2−4−4q = (m+2)(m−2)−4q.
Comme p 6= 2, nous devons avoir m2 − 4q ∈ {−3,−4}. Si m2 − 4q = −3, p divise −3− 4 = −7
donc p = 7 ; q n’est pas premier (car pour q = 7, p 6 |(m − 2) = 5) et nous devons donc avoir
q = 73 et ce cas est exclu. Si m2 − 4q = −4, p divise −4 − 4 = −8 donc p = 2 ce qui contredit
notre hypothèse. Donc le résultat est prouvé.
Ceci nous montre qu’il existe des courbes elliptiques de trace m et (m− 2) et on vériﬁe que
leur produit est bien isogène à une jacobienne.
• Supposons que {2√q} < √2− 1 et p|m, ou q = 73. Si p|m, il n’existe pas de courbe elliptique
de trace m (q = 2 et 3 sont exclus puisque dans ces cas {2√q} ≥ √2 − 1). Si q = 73 (donc
(m−2) = 35) il n’existe pas de courbe elliptique de trace (m−2). Dans tous les cas, une surface
abélienne de type [−m,−m+ 2] ne peut donc pas exister.
• Si {2√q} < √2− 1 et p|m ou q = 73, alors il existe une courbe de type [−m+ 1,−m+ 1] : la
twistée quadratique de la courbe de type [m− 1,m− 1] de la preuve de la Proposition 2.3.2.
2.4 Comparaison entre les bornes
Soit C/Fq une courbe algébrique, projective, lisse, absolument irréductible de genre g ; on
reprend les notations de la Section 2.2. Rappelons que nous avons établi (respectivement dans la
Proposition 2.2.6, le Théorème 2.2.7, le Théorème 2.2.9 et la Proposition 2.1.6) les minorations
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suivantes :
#JC(Fq) ≥ q − 1
qg − 1
(
N + 2g − 2
2g − 1
)
(2.10)
#JC(Fq) ≥
(
N + g − 1
g
)
− q
(
N + g − 3
g − 2
)
(2.11)
#JC(Fq) ≥
[
g−2∑
n=0
(
N + n− 1
n
)
+
g−1∑
n=0
qg−1−n
(
N + n− 1
n
)]
(q − 1)2
(g + 1)(q + 1)−N (2.12)
#JC(Fq) ≥ (N − 2(r − s)√q)(q + 1 + 2√q)r(q + 1− 2√q)s (2.13)
où r =
[
g+
h
N−(q+1)
2
√
q
i
2
]
et s =
[
g−1−
h
N−(q+1)
2
√
q
i
2
]
.
Les graphes en ﬁn de section nous montrent le comportement des membres de droite des
inégalités ci-dessus lorsque l’on ﬁxe q et g et que N parcourt l’intervalle [max(0, q+1− gm); q+
1 + gm].
Remarquons que (2.12) est toujours meilleure que la borne de Lachaud et Martin-deschamps
(Théorème 2.2.8) :
#JC(Fq) ≥ (√q − 1)2 q
g−1 − 1
g
N + q − 1
q − 1 .
En eﬀet, si n ∈ N \ {0}. On a (0+n−1n ) = 0 et pour N ≥ 1,(
N + n− 1
n
)
=
(N + n− 1)(N + n− 2) . . . (N + 1)N
n!
≥ (1 + n− 1)(1 + n− 2) . . . (1 + 1)N
n!
= N
donc la minoration An ≥
(
N+n−1
n
)
est meilleure que An ≥ N .
Si g est petit par rapport à q les bornes citées ci-dessus sont vériﬁées par toute variété
abélienne. Plus précisément, on peut attacher des Nk à n’importe quelle variété abélienne en
posant Nk = q
k + 1 −∑gi=1(ωki + ωik) et ceux-ci vont clairement satisfaire les bornes de Weil
(qk + 1 − 2gqk/2 ≤ Nk ≤ qk + 1 + 2gqk/2) ; si g ≤ (q − √q)/2 (il revient au même de dire que
q + 1 + 2g
√
q ≤ q2 + 1− 2gq) on aura q + 1 + 2g√q ≤ qk + 1− 2gqk/2 pour tout k > 1 et tous
les Nk seront donc automatiquement supérieurs ou égaux à N .
Vu que la minoration (2.13) est généralement atteinte pour les variétés abéliennes lorsque q
est un carré, nous pouvons nous attendre à ce que celle-ci soit meilleure que toutes les autres dès
que g ≤ (q−√q)/2 ; c’est eﬀectivement ce que l’on constate, la Figure 2.1 nous montre un exemple
où q n’est pas un carré. On observe aussi dans la Figure 2.2 que la condition g ≤ (q − √q)/2
pour que (2.13) soit meilleure que les autres est loin d’être optimale ; toutefois, (2.12) devient
meilleure que (2.13) quand g est "très grand" (Figure 2.3).
Supposons que pour 2 ≤ i ≤ g, les Bi attachés à notre courbe soient tous nuls. Alors
q + 1 + 2gq1/2 ≥ N = Ng ≥ qg + 1− 2gqg/2, et donc
2g ≥ q
g − q
qg/2 + q1/2
= qg/2 − q1/2
≥ 2g/2 − 21/2.
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La fonction x 7→ 2x/2 − 2x− 21/2 est croissante sur [8,+∞[ et prend une valeur positive en 9 et
donc l’inégalité 2g ≥ 2g/2 − 21/2 ne peut être vériﬁée que si g < 9. On en déduit qu’il n’existe
pas de courbe de genre supérieur à 9 avec B2 = · · · = Bg = 0 ; en particulier, les bornes (2.10)
et (2.11) ne sont jamais optimales pour g ≥ 9.
La borne (2.11) peut être bonne même si g ≥ 9 (Figures 2.5 et 2.6) ; toutefois, lorsque g est
grand, la minoration (2.12) semble meilleure que (2.10) et (2.11).
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Figure 2.1 – g = 10, q = 53
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Figure 2.2 – g = 80, q = 29
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Figure 2.3 – g = 120, q = 29
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Figure 2.4 – g = 40, q = 13
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Figure 2.5 – g = 13, q = 4
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Figure 2.6 – g = 30, q = 5
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Résumé : Le polynôme caractéristique d’une variété abélienne sur un corps ﬁni est déﬁni comme
étant celui de son endomorphisme de Frobenius. La première partie de cette thèse est consacrée à
l’étude des polynômes caractéristiques de variétés abéliennes de petite dimension. Nous décrivons
l’ensemble des polynômes intervenant en dimension 3 et 4, le problème analogue pour les courbes
elliptiques et surfaces abéliennes ayant été résolu par Deuring, Waterhouse et Rück.
Dans la deuxième partie, nous établissons des bornes supérieures et inférieures sur le nombre
de points rationnels des variétés abéliennes sur les corps ﬁnis. Nous donnons ensuite des bornes
inférieures spéciﬁques aux variétés jacobiennes. Nous déterminons aussi des formules exactes
pour les nombres maximum et minimum de points rationnels sur les surfaces jacobiennes.
Mots-clés : Variétés abéliennes sur les corps ﬁnis, polynômes de Weil, jacobiennes, fonctions
zêta.
Title : On the number of rational points on abelian varieties over ﬁnite ﬁelds
Abstract : The characteristic polynomial of an abelian variety over a ﬁnite ﬁeld is deﬁned to
be the characteristic polynomial of its Frobenius endomorphism. The ﬁrst part of this thesis is
devoted to the study of the characteristic polynomials of abelian varieties of small dimension.
We describe the set of polynomials which occur in dimension 3 and 4 ; the analogous problem
for elliptic curves and abelian surfaces has been solved by Deuring, Waterhouse and Rück.
In the second part, we give upper and lower bounds on the number of points on abelian varieties
over ﬁnite ﬁelds. Next, we give lower bounds speciﬁc to Jacobian varieties. We also determine
exact formulas for the maximum and minimum number of points on Jacobian surfaces.
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