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The research presented in this thesis is positioned within the domain of engineering
cloud applications. Its contribution is twofold: (1) a uniform specification language,
called the Blueprint Specification Language, for specifying cloud services across several
cloud vendors and (2) a set of associated techniques, called the Blueprint Manipulation
Techniques, for publishing, querying, and composing cloud service specifications with
aim to support the flexible design and configuration of a cloud application.
This chapter presents an overview of the thesis. Firstly, Section 1.1 introduces the
research context in which the thesis is positioned: the intersection of the two research
domains Service-oriented Architecture (SOA) and Cloud Computing. Within this con-
text, the motivation of our research is presented in Section 1.2. Then, we identify the
main problem definition in our motivation in Section 1.3. Section 1.4 addresses the prob-
lem definition with a concrete research goal, which is then decomposed into a number
of distinctive research questions. In the next Section 1.5, we explain the research method-
ology that has been adopted from existing literature in design science to conduct this
thesis in a systematic way. The contributions of the thesis are introduced in Section 1.6.
We will also explain how our contributions solve the research questions. Limitations
of our contributions are explained in Section 1.7. Finally the structure of the thesis is
introduced in Section 1.8 that aims to provide the readers a clear reading path.
1.1 Research Context
The context of this research is at the intersection of Service-oriented Architecture
(SOA) and Cloud Computing. In Section 1.1.1, we review the concept of a software
service, the principles of a SOA, and how software services can be composed to build
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a Service-based Application (SBA) following the SOA principles. Then, Section 1.1.2
gives an overview of Cloud Computing. Finally, the intersection of SOA and Cloud
Computing is explained in Section 1.1.3, which introduces the context of this thesis.
1.1.1 Service-oriented Architecture (SOA) and Service-based Appli-
cations (SBA)
Many experts see the explosive growth in services as the next major revolution in
the world economy. 93% of the new jobs created in the U.S. between 1970 and 2000
were jobs in services [van den Heuvel, 2009]. Leading enterprises in the U.S. de-
rived more than 50% of their revenues from services [Allmendinger & Lombreglia, ].
In Europe, according to a statistical analysis of international trade in ser-
vices [European Commision, 2009], the EU is the largest importer and exporter of ser-
vices, followed by the USA, Japan and China. The term services used here covers in-
terdisciplinary economic activities that create business value for an enterprise. There
exist many definitions of a service in the literature, e.g., a service is “a time-perishable,
intangible experience performed by a service provider for a customer acting in the role
of a co-producer” [Fitzsimmons & Fitzsimmons, 2004], or a service is “an application
of specialized competences (knowledge and skills) for the benefit of another entity,
rather than the production of units of output [Lusch et al., 2008]. Services, on the one
hand, can be understood from the business perspective as business services, which are
business-oriented building blocks of an enterprise that collectively constitute key end-
to-end business processes in a domain. On the other hand, services can be supported
or enabled by software services.
Stemming from the distributed enterprise computing, Service-Oriented Comput-
ing (SOC) [Papazoglou, 2003] has emerged as a computing paradigm that utilizes soft-
ware services as constructs to support the rapid, low-cost and easy composition of dis-
tributed applications. Building an IT system following the SOC paradigm results in a
Service-Oriented Architecture (SOA) system, which is a logical structure of loosely
coupled and interoperable software services that can be easily shared within and be-
tween enterprises, via published and discoverable interfaces [Papazoglou, 2007]. The
SOA is an architecture style has many advantages over the other styles in terms of
flexibility and interoperability. Software services in a SOA system are well-defined, self-
contained, and context-independent software modules that can be widely reused in
different contexts. The loosely coupled principle of the SOA style delivers the flexibil-
ity in building business applications, since these applications can be easily redesigned
and reengineered whenever new business demands arise by recomposing the under-
lying software services. Interoperability in SOA can be achieved by adopting common
standards for implementing SOA. The most typical way to develop a SOA system is
with web service technologies that are based on the WS-* stack of standards for de-
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scribing, publishing, composing, securing, invoking, transacting and managing soft-
ware services, e.g. with WSDL, SOAP, WS-BPEL, WS-Policy, etc.
Software services in a SOA system can be composed into a Service-based applica-
tion (SBA) as defined in Definition 1.1.
Definition 1.1 (Service-based Application (SBA)) [Andrikopoulos et al., 2008] A
Service-Based Application (SBA) is composed by a number of possibly independent
services, available in a network, which perform the desired functionalities of the ar-
chitecture. Such services could be provided by third parties, not necessarily by the
owner of the service-based application. Note that a service-based application shows a
profound difference with respect to a component-based application: while the owner of
the component-based application also owns and controls its components, the owner of a
service-based application does not own, in general, the component services, nor it can
control their execution.
Typically, an SBA is designed to support an end-to-end business process. Fig-
ure 1.1illustrates the idea of composing software services into a process-based SBA to
support (parts of) an end-to-end business process. Each step of the SBA is designed as
a Logical Service that captures the required functionality and non-functional properties
(such as QoS properties). A logical service can be realized by an internal or exter-
nal Software Service. Internal software services are typically implemented in-house,
hosted on-premise, and can be shared across different units. In contrast, the idea
of reusing external, third-party software services aims to incorporate a large variety
of non-competent functionalities in an SBA. The SOA principles promote the flexible
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(re-)design of SBAs as it allows SBA engineers, depending on their current business
demands, to pick and choose appropriate software services to implement the logical
services. To be noticed, an SBA, as depicted in Figure 1.1, can be considered as a com-
posite software service that may be reused in another SBA composition. Hence, the
two terms “SBA” and “composite software service” are sometimes used interchange-
ably.
Despite all the advantages of building SBAs following the SOA principles, a serious
limitation is that SOA development does not make any assumptions regarding the
deployment and provisioning of the constituting software services of an SBA. An SBA
engineer typically leaves it up to the discretion of the developers (in case of an in-
house software service) and external providers (in case of reusing an external software
service) to choose the deployment environment. Hence, constituting software services
of an SBA are usually delivered as monolithic, “one-size-fits-all” blocks, since once the
software service is deployed, it is bound to a proprietary platform and infrastructure
and thus difficult to be customized and extended. Furthermore, SOA development
tends to follow a “big design upfront” philosophy where it is believed that all the
consumers’ requirements, e.g. regarding the performance and resource consumption,
have been gathered prior to implementing and deploying a software service. This
leads to the situation where resources for provisioning a software service are usually
consumed more than actually needed, yet the software services still cannot cope with
unexpected performance loads during peak periods, e.g. when an order processing
service is overloaded during busy shopping periods or when a telecom service has to
accommodate an extremely large amount of SMS communication at the new year’s
eve.
To address this serious shortcoming, enterprises are progressively adopting cloud
computing1, which aims to provide an economy of scale of a shared infrastructure
resource as well as a flexible pay-per-use service delivery and deployment models. In
the next Section 1.1.2 we will discuss the topic of cloud computing and the service
delivery models in the cloud.
1.1.2 Cloud Computing
Recently, the field of Cloud Computing, where computational, infrastructure and
data resources are available on-demand from a remote source, has become an emerg-
ing research topic in response to the shift from product-oriented economy to service-
oriented economy and the move from focusing on software/system development to
addressing business-IT alignment. One of the reasons for its popularity is because
cloud computing gives the option to outsource the operation and maintenance of IT
1Gartner Inc (http://www.gartner.com), a world’s leading IT research and advisory company,
has predicted that Cloud Computing will be an integral part of an IT system in 2013
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tasks, allowing organizations and their employees to concentrate on their core com-
petencies. This, together with pay-as-you-go billing that reduces the need for capital
expenditure on equipment, means that with cloud computing, software services can
be easily designed and tailored to a variety of business’s individual requirements.
The US National Institute of Standards and Technology (NIST) defines cloud com-
puting as “a consumption and on-demand delivery computing paradigm that enables
convenient network access to a shared pool of configurable and often virtualized com-
puting resources (e.g., networks, servers, storage, middleware and applications as ser-
vices) that can be rapidly provisioned and released with minimal management effort
or service provider interaction” [Mell & Grance, 2009] . From this definition, they also
explain the five key characteristics of cloud computing:
1. On-demand self-service: virtualized cloud computing resources are delivered as
on-demand services and users can access and manage the resources themselves.
2. Ubiquitous Network Access: Cloud computing resources should be accessible
from various locations.
3. Location-independent Resource Pooling: Resources in cloud computing, pro-
vided by various vendors, should be gathered into a shared, virtualized pool.
Users from any location should be able to access these resources.
4. Rapid Elasticity and Provisioning: Cloud Computing resources are elastic and
thus can be rapidly provisioned to the users according to their demands.
5. Pay-per-used measured services: Cloud Computing resources are provided as
services to the users and the users only have to pay for what they have used.
Figure 1.2 presents the four deployment models and three service models in cloud
computing defined by NIST [Mell & Grance, 2009]. The following four deployment
models reflect the four different scenarios of how the cloud is deployed, used and
managed [Mell & Grance, 2009] [Armbrust et al., 2009] [Papazoglou, 2012]:
• Private cloud: The cloud solutions are developed and provisioned “on-premise”
for exclusive use by a single organization.
• Community cloud. The cloud solutions are developed and provisioned for ex-
clusive use by a specific community of organizations that have shared concerns
(e.g., mission, security requirements, policy, and compliance considerations).
• Public cloud. The cloud solutions are developed and provisioned for open use
by the general public.
• Hybrid cloud. The cloud solutions are integrated and federated solutions across
both public and private clouds.
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Furthermore, cloud computing is typically divided into three models of delivering
services: Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastruc-
ture as a Service (IaaS), as shown in Figure 1.2. These three models are usually
referred to as the three cloud service layers of the cloud computing stack. Cloud
services on each layer not only encapsulate the virtualisation, management, and
provisioning of resources on that layer, but also define the development models
for building cloud applications. In the following, each cloud service layer is ex-
plained [Taher et al., 2011][Mell & Grance, 2009] [Armbrust et al., 2009] [Papazoglou, 2012]:
• Infrastructure as a Service (IaaS): is the delivery of hardware (server, storage and
network), and associated software (operating systems virtualisation technology,
file system), as a service. It is an evolution of traditional hosting that does not
require any long-term commitment and allows users to consume resources on-
demand. IaaS incorporates the capability to abstract resources as well as deliver
physical and logical connectivity to those resources and provides a set of APIs,
which allow interaction with the infrastructure by consumers. Amazon Web
Services Elastic Compute Cloud (EC2) and Secure Storage Service (S3) are ex-
amples of IaaS offerings. Rackspace’s Mosso, GoGrid’s ServePath, and flexiscale
are other sample IaaS offerings
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Figure 1.3: SMB Cloud Adoption Study Dec 2010 -Global Report,
Edge Strategies, March 2011
Source: SMB Cloud Adoption Study Dec 2010 -Global Report, Edge Strategies, March 2011
• Platform as a Service (PaaS): is an application development and deployment
platform delivered as a service to developers over the Web. PaaS facilitates de-
velopment and deployment of applications for the application developers. A
PaaS offer comprises infrastructure software, and typically includes a database,
middleware and development tools for delivering Web applications and services
through the Internet. Consumers can create applications by, for instance, making
use of commercial PaaS solutions such as the Salesforce’s Force.com, Google’s
App Engine, or Microsoft’s Azure. The consumer’s application, however, usu-
ally cannot access the infrastructure enabling the PaaS.
• Software-as-a-Service (SaaS): is an “on-demand” application delivery model
over the Internet built upon the PaaS and IaaS stacks. Upon user request, a
SaaS provides the entire software application including its content, presentation,
application logic, and management capabilities. The SaaS consumers can only
access the exposed functions of the application. A typical example is SalesForce
that offers CRM applications accessible by subscription over the Web. How-
ever, contemporary SaaS solutions provide only integrated functionalities built
directly into the offering with no option for consumers to extend or modify them.
Cloud computing is transforming the way applications are built and provisioned to
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Figure 1.4: Forecast: Global Cloud Public Market Size, 2011 to 2020 -
Source: [Forrester Research Inc, 2011]
the end-users. Nowadays, a number of cloud services provided in the market has in-
troduced new possibilities for outsourcing the development, hosting and maintenance
of applications. For instance, apart from the option of being developed and hosted on-
premise, a Customer Relationship Management (CRM) application can reuse some
CRM functionalities provided as SaaSs by SalesForce, or it can be developed and de-
ployed on pre-configured PaaS solutions such as Google App Engine or Microsoft
Azures. In a study of cloud service adoption in 2010 [Kazarian & Hanlon, 2010], 74%
of the Small-and-Medium Businesses (SMBs) were planning to use at least an external
cloud service within the next three years, i.e. until 2013, and 39% are willing to pay for
cloud services. Figure 1.3 presents the result of this study by Edge Strategies. Another
interesting issue in this study is that for both unpaid and commercial cloud services,
the number of SMBs that are willing to adopt cloud services will increase a lot in 2013.
Another interesting market research for cloud service adoption has been conducted
by Forrester Research in [Forrester Research Inc, 2011]. Figure 1.4 presents the out-
come of this research that indicates the global public market size of each type of cloud
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services. Looking at the result, we see that from the years 2012-2013 onwards, the
market size of PaaS and IaaS solutions will remain stable, whilst the market size of
SaaS solutions will increase dramatically. The stability of PaaS/IaaS market can be ex-
plained by the dominant role of big players like Amazon, Google, VMWare, GoGrid,
etc. Nowadays, PaaS/IaaS consumers always think of these vendors when they need
PaaS/IaaS solutions for deploying and provisioning their applications.
Given the stability of the PaaS/IaaS market size in the next 5 to 7 years, SaaS
providers do not have to worry about the hosting and maintenance of their SaaS appli-
cations, and thus can concentrate on their core competence of developing good SaaS
functionalities. By taking into account the SOA principles of reusing and composing
SaaSs, existing SaaS providers will continuously expand their solution space whilst
newcomers will always discover good opportunities in the SaaS business. Hence, it is
understandable that the SaaS market size is predicted to expand dramatically.
It is interesting to see the appearance of a new concept “Business Process as a service
(BPaaS)” as another cloud service delivery model available on the cloud market from
2014. The term BPaaS is used for a cloud ecosystem putting focus on its enterprise-
specific services. A BPaaS offers a unique end-to-end business process that is usually
syndicated with other external services (possibly provided by diverse SaaS providers
in the cloud) [Papazoglou & van den Heuvel, 2011].
1.1.3 The Intersection of SOA and Cloud Computing
Whilst SOA is an architectural style for building SBAs based on the reuse and com-
position of loosely coupled software services [Papazoglou, 2007], “the cloud serves
as a good way to deploy services in an SOA environment” [Krill, 2009]. It has been
agreed among several practitioners that although SOA and Cloud are highly comple-
mentary, there is one fundamental difference in their definitions: ”Cloud computing
is a deployment architecture, not an architectural approach for how [to] architect your
enterprise IT [as SOA is]” [Krill, 2009].
Cloud services are the logical extension of software services in a SOA system in
that they do not only cater for selectively composing SBAs using discrete SaaSs, but
also enable the SBA engineer to find appropriate underlying PaaSs and/or IaaSs as
the deployment environments for the SaaSs. In the era of SOA without the cloud,
the reuse and composition of software services for a SOA system typically remained
within an organization’s boundary, and the software services were typically deployed
and managed on an in-house proprietary platform and infrastructure.
With the stability of the PaaS/IaaS market and the dramatic expansion of the SaaS
market, Figure 1.4 shows that in the near future an SBA engineer will be able to lever-
age the growth of the cloud service market in general and the SaaS market in particular
to build a tailored SBA solution. The intersection of SOA (as an IT architecture style)
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and Cloud Computing (as a deployment architecture) signifies a novel approach for
engineering SBAs that supports the reuse and composition of heterogeneous cloud
services offered by various cloud vendors. Following this approach, an SBA engineer
is able to pick and choose freely among a pool of cloud services, irrespective of their
delivery models. For instance, an SBA engineer may want to integrate a new SaaS
into his SBA or to find an appropriate PaaS/IaaS to deploy a SaaS. He will be able
to take advantage of the different functionalities and non-functional properties (e.g.
performance, reliability and cost) of alternative cloud services to build a tailored SBA
solution that meets his specific business requirements.
SBAs that are developed by reusing and composing cloud services across all three
layers of the cloud stack are called Cloud Service-based Applications. Definition 1.2
gives the formal definition of an CSBA. The research in this thesis is positioned in the
domain of engineering CSBAs.
Definition 1.2 (Cloud Service-based Application (CSBA)) A Cloud Service-based
Application is a type of SBA (see Definition 1.1) that is developed by reusing and compos-
ing cloud services across all three layers of the cloud stack, i.e. SaaS, PaaS, and IaaS.
1.2 Motivation
Engineering an CSBA comprises of the tasks of selecting and composing discrete
SaaSs as well as choosing appropriate PaaSs/IaaSs for their deployment environ-
ments. However, one of the limitations of the contemporary SaaS solutions in the
market is that they are usually delivered as monolithic, one-size-fits-all solution stacks
that are predominantly tethered to the proprietary platforms and infrastructure of a
cloud vendor. The customers of a monolithic SaaS usually cannot access its enabling
platform/infrastructure to make some changes in its deployment environment. As a
result, monolithic SaaS offerings are more likely to show failure in meeting the require-
ments of different consumers and usually lead to a vendor lock-in situation. The ven-
dor lock-in situation is understood as the tremendous efforts required to customize,
extend and integrate the SaaSs across different providers. For instance, existing SaaSs
from providers like SalesForce2, Google3 or SaaSDirectory4 are virtually not customiz-
able, extendable or interoperable. There have been some initiatives in bringing SaaS
offerings from different providers into a joint solution, e.g., the Appirio CloudFactor5
combines the SalesForce’s CRM SaaS offerings with the Google Apps’ SaaS offerings.
2SalesForce CRM: http://www.salesforce.com
3Google App for Business: http://www.google.com/apps/intl/en/business/index.html
4HRM SaaS Applications: http://www.saasdir.com/category/humanResources.aspx
5Appirio CloudFactor: http://www.cloudfactorapp.com/
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Figure 1.5: Breaking the monolithic SaaS solution stack
However, we observe the lack of a generic vendor-indepenedent approach for inte-
grating SaaS offerings across multiple providers.
Breaking down the monolithic SaaS offerings
Engineering CSBAs using only monolithic SaaSs has the limitation that the CSBA
engineers are locked into a predefined set of SaaS functionalities with little or no room
for customization and extension. We see a need to break down the monolithic SaaS of-
ferings into cloud services across three layers of the cloud stack to enable the platform-
and infrastructure-agnostic engineering of CSBAs. This approach will allow CSBA en-
gineers to freely use a variety of cloud services on all three layers, i.e. SaaS, PaaS, and
IaaS, to build a tailored CSBA solution.
The idea of breaking down the monolithic SaaS offerings is illustrated in Figure 1.5.
It aims to provide a more flexible method for CSBA engineers to select, customize and
integrate cloud services. This approach allows for the tailoring of CSBAs to specific
business needs using a mixture of alternative SaaS, PaaSs and IaaSs. On the one hand,
CSBA engineers can easily couple their CBSAs in whole or part with external SaaSs.
On the other hand, they also have the flexible choice of platform and infrastructure
options to deploy the SaaSs.
Figure 1.6(b) introduces an approach proposed
in [Papazoglou & van den Heuvel, 2011] that leverages the idea of breaking down
the monolithic SaaS stacks and subsequently proposes a “syndicated multi-channel
cloud service delivery model” for engineering CSBAs. This approach is compared
with the current cloud application engineering approaches using the monolithic
cloud services in Figure 1.6(a). It is shown that current monolithic cloud services
permeate the cloud today by enforcing one-way vertical deployment “channels” for
engineering cloud applications. This is in contrast with the “syndicated multi-channel
cloud service delivery model” approach in Figure 1.6(b) that allows an CSBA to be
constructed through several alternative “channels” of vertical and horizontal cloud
service compositions.
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Figure 1.6: Engineering CSBAs using (a) monolithic cloud services
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(a) Monolithic Cloud Service Delivery Model (b) Syndicated Multi-channel Cloud Service Delivery Model
The syndicated multi-channel cloud service delivery model supports the engineer-
ing of an CSBA using different alternative SaaSs. At the same time, it allows multiple
(and possibly composed) PaaS/IaaS deployment options for a given SaaS. Traceability
is also well-supported between CBSA-layer design decisions and the configuration of
the underpinning SaaSs, PaaSs, and IaaSs.
An CSBA Engineering Lifecycle
Based on the syndicated multi-channel cloud service delivery model, the authors
in [Papazoglou & van den Heuvel, 2011] has proposed a lifecycle for engineering CS-
BAs. Figure 1.7 illustrates an excerpt of this lifecycle focusing on the design and con-
figuration of an CSBA. There are three actors in the lifecycle, which will be introduced
in the following:
• Marketplace: stores and manages the cloud service specifications in its cloud
service repository. It also enables the publishing and querying for cloud ser-
vice specifications. Some marketplaces support also the procedures of pur-
chasing and contracting cloud services between the provider and the con-
sumer, e.g. the SAP Service Marketplace [SAP A.G., 2011] or the 4caaSt mar-
ketplace [Gómez et al., 2011].
• Cloud Service Providers: specify their cloud services using a uniform cloud service
specification language. Then, they can use a cloud service manipulation technique to
publish the cloud service specifications to a marketplace.
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Figure 1.7: CSBA Engineering Lifecycle as proposed




































































































































• CSBA Engineers: Since an CSBA can be considered as a composite SaaS, an CSBA
engineer can use the cloud service specification language to specify his CSBA as a
cloud service specification. Then, by using the cloud service manipulation tech-
niques, he can query the marketplace to retrieve the cloud service specifications
required by his CSBA. The cloud service manipulation techniques also support the
CSBA engineer with the composition of the cloud service specifications. Com-
posing cloud service specifications results in several alternative CSBA configu-
rations. Definition 1.3 defines an CSBA configuration as a composition of all the
cloud service specifications required for configuring the deployment environ-
ment of the CSBA. Then, an optimum CSBA configuration is selected based on
predefined criteria, e.g. licensing or cost. Finally, the selected CSBA configura-
tion serves as a deployment manifest for configuring the deployment environ-
ment for the CSBA.
Definition 1.3 (CSBA Configuration) An CSBA configuration is a composition of all
the cloud service specifications required for configuring the deployment environment of an
CSBA.
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The design and configuration of CSBAs in this lifecycle emphasizes the need of a
uniform cloud service specification language across all three layers of the cloud stack, so
that cloud service specifications created by various providers can be seamlessly as-
sembled into a complete CSBA configuration. Since an CSBA can be considered as a
composite SaaS, the cloud service specification language should also support the specifi-
cation of an CSBA. Furthermore, as cloud services and CSBA could be specified in a
uniform way, the lifecyle also signifies the need for a set of cloud service manipulation
techniques that support the publishing, querying, and composing cloud service speci-
fications with aim to configure an CSBA.
The research in this thesis is based on the CSBA engineering lifecycle proposed
in [Papazoglou & van den Heuvel, 2011] with the focus on the design and configura-
tion phase of an CSBA. It has been motivated by the need of a uniform cloud service
specification language and a set of cloud service manipulation techniques.
1.3 Problem Definition
Most of the existing languages for specifying cloud services concentrate only on the
IaaS layer, the Open Virtual Format (OVF) is a standard for specifying the packag-
ing and distribution information of an IaaS [DMTF, b], and the Open Cloud Com-
puting Interface (OCCI) is a standard for specifying the management API of an
IaaS [OCCI-Working Group, 2011]. On the PaaS layer, there are only a few propri-
etary specification languages based on an ad-hoc XML definition supported by the
commercial cloud vendors , e.g. the AmazonBeanstalk provided by Amazon for the
Amazon WS, an ad-hoc XML format provided by Microsoft for the Microsft Azure,
etc. On the SaaS layers, apart from the existing well-known languages for specify-
ing Web Services, i.e. the WS-* stack, some initiatives have been proposed to support
the automatic deployment and provisioning of SaaS applications, e.g. the Cafe tem-
plate [Mietzner et al., 2009] or the OASIS’s Topology and Orchestration Specification
for Cloud Applications (TOSCA) [OASIS, 2013]. As a summary, we observe that existing
languages for specifying cloud services are restricted for one particular layer of the cloud stack.
Another shortcoming of the existing cloud service specification languages is that
they aim to support only the specification of some particular aspects of a cloud ser-
vice. For instance on the PaaS/IaaS layer, they mostly capture only the technical de-
tails of a PaaS/IaaS to support its automatic deployment and provisioning. On the
SaaS layer, except some new initiatives like TOSCA [OASIS, 2013] that also aim to
support the automatic deployment and provisioning of a SaaS, the other specification
languages mostly target the operational and performance description for the SaaS con-
sumers. Furthermore, existing cloud service specification languages do not aim to assist the
CSBA engineer with techniques to publish, query, and compose cloud service specifications
across several vendors. Although there already exists a number of data manipulation
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techniques, e.g. XQuery [W3C, 2013] and XPath [W3C, 1999a] for querying and ma-
nipulating XML data, SQL for querying and manipulating data stored in a database,
SPARQL [W3C, 2008] and SPARQL-Update [W3C, 2012] for querying and manipu-
lating data in an OWL data model, etc., there has not been any data manipulation
technique that targets the CSBA configuration using cloud service specifications, to
the best of our knowledge.
Problem Definition:
• There is a lack of a uniform specification language for cloud services across
all three layers of the cloud stack.
• There is a lack of techniques for publishing, querying, and composing cloud
service specifications with aim to support the configuration of an CSBA.
In the next section, the problem definition will be tackled by a concrete research
goal, which will then be decomposed into number of research questions.
1.4 Research Goal and Questions
To tackle the problem definition presented in the previous Section 1.3, we present in
the following the research goal of this thesis
The Research Goal of this thesis is twofold:
• G1: To develop a uniform specification language for cloud services across
three layers of the cloud stack.
• G2: To develop techniques associated with the cloud service specification lan-
guage to support the publishing, querying, and composition of cloud service
specifications.
Our research goal will be further scrutinized through a number of discrete research
questions that initially led the way how the research in this thesis has been conducted:
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Research Questions:
• RQ1: What is the state-of-the-art in specification language support for
cloud services and what are their strengths and shortcomings?
• RQ2: How can we design and validate a uniform specification language
for cloud services across all three layers of the cloud delivery stack?
• RQ3: How can we design and validate a set of manipulation techniques
for publishing, querying, and composing cloud service specifications?
In the next section, we present the research methodology that has been adopted
from existing literature to guide us to systematically answer the research questions
and ultimately achieve our research goal.
1.5 Research Methodology
In this section, the research methodology used to systematically answer the research
questions will be reported. As mentioned from the beginning of the chapter, we po-
sition our research within the domain of engineering CSBAs, which basically falls un-
der the broader scope of Information System research6. Providing CSBA engineers
with a cloud service specification language and a cloud service manipulation tech-
nique conceptually belongs to the design science [Hevner et al., 2004]. As the result,
we have followed the design science methodology for information system research
in [Hevner et al., 2004] and structured our research in the following four main steps
Step 1: Problem Definition
Before conducting any research, one has to understand clearly the problem that
needs to be targeted. By identifying the research context and the motivation, we have
articulated a concrete problem definition in Section 1.3. The research goal has been de-
rived to target the problem definition and then it is decomposed into a set of research
questions in Section 1.4. The research questions initially determined the direction for
us to conduct this thesis.
Step 2: Literature Review
6In a general term, an Information System (IS) is any combination of information technol-
ogy and people’s activities that support operations, management and decision making (Wikipedia:
http://en.wikipedia.org/wiki/Information_system). O’Brien and Marakas have defined
in [O’Brien & Marakas, 2009] the five basic components of an IS: Personnel, Hardware, Software, Net-
works, and Data. Engineering CSBAs comprises of activities regarding the Software, hardware, net-
work and data, and thus belongs to this research scope
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Our objective in this step is to study extensively the existing approaches for speci-
fying cloud service and manipulating cloud service specification data. It is crucial to
understand the scope, purpose, and limitation of existing languages to discover the
reuse opportunities of existing features. Chapter 2 will report the result of this step
with a comprehensive comparison of existing approaches followed by an evaluation
of their strengths and shortcomings.
Step 3: Solution Design
The shortcomings of existing approaches for cloud service specification and ma-
nipulation have given us the direction to design the solution. Chapter 3 presents
an overview of our solution that comprised of a cloud service specification lan-
guage and a cloud service manipulation technique. The solution will be ex-
plored and illustrated through a running example, which is borrowed from a real-
world scenario that has been co-developed with our industry partners in the 4caaSt
project [European Comission, 2010]. Then in Chapter 4, the cloud service specification
language is introduced in detail with an abstract language model followed by its for-
malization in a formal knowledge model. Lastly, Chapter 5 introduces the cloud ser-
vice manipulation technique as a set of operators for manipulating and cross-relating
cloud service specification data.
Step 4: Validation and Evaluation
One of the most significant task in design science [Hevner et al., 2004] is the valida-
tion of the result to ensure its applicability in the real world. Regarding this task, we
have performed several different activities for validating our solution:
1. The technical soundness of the cloud service specification language is guaran-
teed by its mapping to a formal knowledge representation model described in
RDF/OWL [McGuinness & van Harmelen (Eds.), 2004]- a well-established stan-
dard for describing Internet resources and semantic web. Based on this for-
mal knowledge model, the operators defined by the cloud service manipula-
tion technique have been formalized using SPARQL [W3C, 2008] and SPARQL-
Update [W3C, 2012] operations, which are standards for manipulating RD-
F/OWL knowledge model. Using well-defined and widely-accepted standards
for knowledge representation and manipulation ensures the logical consistency
in our proposed solution.
2. The usability of our approach is demonstrated by using a running example
throughout the chapters of the thesis. This example is borrowed from a real-case
scenario that has been developed by the 4CaaSt community as one of the three
validation scenarios in the 4CaaSt project [European Comission, 2010]. Reusing
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a scenario from the 4caaSt community shows that our solution solves a real-case
defined by a group of cloud computing practitioners.
3. The technical feasibility of our approach is proved by an internal “proof-of-
concept” prototype. This prototype will be reported in Section 6.1.
4. Within the 4caast community [European Comission, 2010], the proposed cloud
service specification language and manipulation technique have been adopted
as one of the core contributions of the 4caaSt project [Gómez et al., 2012]. Various
industry prototypes have been developed based on the concept of our solutions.
Future cloud products are also envisioned in this direction. In Section 6.2, we
will report the activities in the 4caast project to exhibit the practical validity of
the Blueprint Approach.
Also in this step, the final task is to evaluate how our solution can overcome the short-
comings identified in Step 2, and thus can be approved as an advanced contribution
to the domain of engineering CSBAs. In Section 6.3, we will evaluate our approach by
comparing it with existing approaches.
1.6 Contributions
To answer the research questions in Section 1.4, our work revolves around the concept
of Blueprint whose definition is given in Definition 1.4.
The contribution of this thesis is to provide a Blueprint Approach for engineering
CSBAs that includes the following components:
• C1: A well-defined Blueprint Specification Language (BSL) that provides a means
for cloud service providers to abstractly (i.e., independent of implementation)
and unambiguously specify a cloud service in a blueprint.
• C2: A set of Blueprint Manipulation Techniques (BMTs) for publishing, querying,
and composing blueprints with aim to support the design and configuration of
an CSBA.
Contribution C1 is the answer of the research question RQ2 and contribution C2 is the
answer to the research question RQ3. During the development of both C1 & C2, we
take into account the state-of-the-art analysis of existing specification languages for
cloud services. Hence, with the outcome of the two contributions C1 & C2, we have
also answered the research questions RQ1.
The Blueprint Approach has been developed during our participation in the Euro-
pean Commission’s (EC’s) 4CaaSt project [European Comission, 2010], which has the
goal of creating an advanced cloud platform that supports the optimized and flexible
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hosting of Internet-scale multi-tier applications. The 4CaaSt platform will contain the
features necessary to facilitate the programming of rich applications and enable the
creation of a true business ecosystem where applications, platforms and infrastructure
from different providers can be traded, customized and combined. Real-world sce-
narios developed within the 4CaasT project will be used for purpose of validating the
applicability of the Blueprint Approach.
Definition 1.4 (Blueprint) A Blueprint is defined as a uniform, implementation-
agnostic specification of a cloud service on any layer of the cloud stack, i.e. SaaS,
PaaS or IaaS. There are three types of blueprints: SaaS blueprints are the SaaS
specifications, PaaS blueprints are the PaaS specifications, and IaaS blueprints are
the IaaS specification. A blueprint contains the following inter-related information
sets [Papazoglou & van den Heuvel, 2011]:
• Operational service description: This information set focuses on the description of
functional characteristics of a cloud service such as service types, messages, inter-
faces and operations, namely, the service’s signature.
• Performance-oriented service capabilities: This information set includes key perfor-
mance indicators (KPIs) associated with a cloud service. Typical examples of quan-
tifiable KPIs are upper and lower performance response time ranges and service
availability, throughput, delivery, latency, bandwidth, MTBF (Mean Time Between
Failure), MTRS (Mean Time to Restore Service), and so on.
• Resource utilization: This information set describes the physical infrastructure and
resources that are required to run a cloud service. In general, it expresses the work-
load profile including average and peak workload requirements. For instance, a
cloud service provider may declare specific technical features that must be taken into
account for his cloud service to operate properly, e.g., the server (disk I/O and net-
work) bandwidth required for true on-demand delivery of streaming media, such
as video and audio files. This set can express information packaged using existing
standard like the DMFT’s Open Virtualization Format (OVF) [DMTF, b].
• Policies: This information set prescribes, limits, or specifies any aspect of a business
agreement that is required to use a particular cloud service. It is typically annotated
with service level agreements (SLAs) and compliance rules and includes amongst
other things security, privacy and compliance requirements.
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1.7 Assumptions and Limitations
Engineering CSBAs is a relatively new research domain and still contains many chal-
lenges that our blueprint approach cannot support. It is inevitable that our contribu-
tions still contain a number of assumptions and limitations, which will be explained
in the following:
• A1- Assumption regarding cloud application development: In this thesis, we assume
that cloud applications are developed following the CSBA style that reuses and
composes third-party cloud services across all three layers of the cloud stack, i.e.
SaaS, PaaS, and IaaS.
• A2- Assumption regarding application migration: When talking about migration, we
assume that an application needs to be (fully or partly) migrated to the cloud. It
means that we need to re-engineer the application following the CSBA style.
• L1- Limitation of the BSL: The BSL allows for specifying only certain information
sets of a cloud service. These information sets have been selected as the most
significant aspects of a cloud service specification from existing literature. These
information sets include, for instance, the operational description, performance
indicators, policy description, resource consumption, and resource requirements
of a cloud service.
• L2- Limitation of the BMTs: The BMTs introduce only the techniques needed at
the design time of an CSBA. In fact, we will only show how these techniques
are used within the design and configuration phase of the CSBA engineering
lifecycle introduced in Figure 1.7. Further supports at the runtime of an CSBA is
out of scope of the BMTs.
• L3- Dependency of the BMTs on the BSL: The BMTs have been developed based
on the BSL. Hence, an implementation of the BMTs works only on a concrete
representation of the BSL.
1.8 Thesis Structure
The rest of this thesis is structured as follows:
Chapter 2 presents our literature survey in specification languages and manipula-
tion techniques for cloud services. Existing approaches will be analyzed and com-
pared to identify their strengths and shortcomings as well as the reuse possibilities for
our solution.
Chapter 3 aims to provide the readers the overview of the Blueprint Approach includ-
ing its two components: the introduction of the BSL and the associated BMTs. This
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chapter also contains the basic structural definition of a blueprint, its elements, and its
dependency links. We will also explain in this chapter how the two components of the
Blueprint Approach can assist the CSBA engineer within the design and configuration
phase of the CSBA engineering lifecycle introduced in Figure 1.7. A running example
is introduced in this chapter that will be used throughout the thesis to exemplify the
use of the Blueprint Approach.
Chapter 4 targets the first component of the Blueprint Approach and introduces the
Blueprint Specification Language (BSL). This language provides a common syntax for
specifying cloud services across all three layers of the cloud stack, i.e. SaaS, PaaS and
IaaS.
Chapter5 targets the second component of the Blueprint Approach and introduces a
set of Blueprint Manipulation Techniques (BMTs) to support the publishing, querying,
and composition of cloud service specifications across several providers. The BMTs
have been developed as a set of operators that work on blueprints created by using
the BSL.
Chapter 6 reports our efforts in validating the feasibility and applicability of the
Blueprint Approach. Our validation activities include (1) a self-developed “proof-by-
construction” implementation of the BSL and BMTs, and (2) our participation in de-
veloping an industry prototype within the 4caaSt project based on the concepts of the
BSL and BMTs. Afterwards, the evaluation of the BSL and BMTs is presented.
Chapter 7 summarizes the thesis with the emphasis on its advanced contributions
for the domain of engineering CSBAs. The limitations of this thesis are reviewed here





This chapter reviews the state-of-the-art in specification languages and manipulation
techniques for cloud services. In Section 2.1, existing cloud service specification lan-
guages are reviewed and evaluated. These languages have been collected as related
work throughout our long-term research and collaboration with both academic and
industry partners in the cloud computing domain. We believe that they already rep-
resent the most state-of-the-art language supports for cloud service specification. Re-
garding the techniques to support cloud service manipulation we observe that there
has not been any work in this direction. Hence in Section 2.2, we review the generic
approaches in data manipulation, mapping and transformation, which gave us the
direction for developing the manipulation techniques for cloud service specifications.
2.1 Cloud Service Specification Languages
1 The concept of Blueprint is defined as a specification of a cloud service that abstracts
away from all specific technical details and complexities to facilitate the CSBA devel-
opers with the selection, customization and composition of cloud services across vari-
ous vendors. In this sense, the concept of blueprint is somewhat similar to the classical
“Abstract Data Type” concept in the 70’s that facilitates the abstraction of complex data
objects for the development of a reliable, efficient and flexible software. Guttag was
the first one who recognizes the significance of a precise specification of Abstract Data
Types. He proposed an algebraic specification language for abstract data types in his
earliest work in [Guttag, 1977].
1The result presented in this section has been partly published
in [Nguyen et al., 2012c] [Taher et al., 2012]
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The need for a formal specification language for software components has also
been recognized in the component-based software development. Much of the work
has focused on the functional component specification with aim to facilitate the
component retrieval and reuse (a survey of work in this direction can be found
in [Mili et al., 1995]). However, these languages usually take into account only func-
tional specification. Additional languages like NoFun [Franch et al., 1999] have ap-
peared somewhat later to facilitate the non-functional specification of components that
enables a more precise component retrieval and matching.
Within the SOA domain, there exists already a large body of work in defining a stan-
dardized specification languages for software services, e.g. the most prominent and
widely accepted standard is the W3C standard WSDL [W3C, 2011]. These standard-
ized languages have a high potential reuse for specifying SaaSs, since cloud services
are the logical extension of software services in a SOA systems2. They may contribute
different aspects for cloud service specification on the SaaS layer.
In Section 2.1.1, we introduce the criteria used to evaluate the existing specification
languages for cloud services on all three layers of the cloud stack. In section 2.1.2, 2.1.3,
and 2.1.4, we review existing specification languages that target the cloud services on
each specific layer of the cloud stack, i.e. IaaS, PaaS, and SaaS respectively. Existing
specification languages for software services in the SOA domain are also reviewed in
Section 2.1.4 since they may have high potential reuse for specifying SaaSs. Finally,
Section 2.1.5 summarizes our analysis in this section.
2.1.1 Evaluation Criteria
In the subsequent sections, each existing specification language for cloud services
will be reviewed and evaluated using a set of predefined criteria. The evaluation
criteria presented in this section is an amalgamation of criteria used in existing sur-
veys [Sun et al., 2012a] [Papazoglou & Vaquero, 2012] of cloud service specification
languages. The motivation of selecting these criteria is twofold: (1) to be able to eval-
uate specification languages for all three cloud layers, and (2) to cover the multi-facets
of a language, e.g. its purpose, target audience, maturity, etc. With this set of criteria
for the evaluation, it is easier to estimate the reuse effort in case we would like to reuse
an existing language for developing a uniform cloud service specification language.
• Coverage: The language allows for specifying the business or technical data or
both of a cloud service.
2Whilst SOA puts focus on applying the service orientation principles on the application layer, e.g.
by composing loosely-coupled software services into an SBA, the cloud environment extends the service
orientation concept to the entire IT computing stack, i.e. across all three layers: application, platform
and infrastructure layers. The cloud promotes the reuse and composition of cloud services on all three
layers to build an CSBA. More details can be found in the discussion about the intersection of SOA and
cloud computing in Section 1.1.3
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– Business Data: specify the Capability, Service Level Agreement (SLA), Pol-
icy, Business Rules and Compliance, Licensing, etc., of a cloud service
– Technical: specify the Operational Description, Quality-of-Service (QoS),
Elasticity, Resource Utilization, Deployment Environment, etc., of a cloud
service.
• Intended Users: We distinguish only the two users of a cloud service specifi-
cation language: Cloud Service provider and Cloud Service Consumer. This is
because our work is grounded on the CSBA engineering lifecycle (introduced in
Section 1.2) that involves only the Cloud Service Providers and CSBA Engineers.
An CSBA engineer is considered as a cloud service consumer as he is only in-
terested in reusing and composing cloud services within the lifecycle. A cloud
service consumer could also be an end-user who is only interested in using a
single cloud service.
• Purpose: Cloud service specifications described by a language aim to support
particular phases of the cloud service lifecycle
– Service Design: The specification serves as a design of a cloud service.
– Service Matching & Discovery: The specification can serve as a cloud ser-
vice request that can be matched against the specification of other cloud
services.
– Service Composition: The specification aims to support the composition of
cloud services.
– Service Binding: The specification contains also the binding details for con-
sumers to interact with a cloud service.
– Service Implementation: The specification contains also details that guide
the implementation of a cloud service.
– Service Deployment & Provisioning: The specification contains the require-
ments of the deployment environment and resource provisioning at run-
time of a cloud service.
• Representation: A language may provide different representation techniques.
Some languages provide concrete representation techniques like an ad-hoc XML
template or a proprietary template format. The others introduce only abstract
reference model. Other representation techniques include the use of a taxonomy
of attributes, a hash table, or an existing formal specification language.
• Maturity: We classify a language whether it is an academic proposal, a propri-
etary language of a vendor that might have already been used in a product, or a
standard.
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• Extensibility: A language could provide an explicit extension point or it is un-
known.
• Features: This criterion indicates the specific goals or features of a language, e.g.
to support interoperability, to support a Model-driven Engineering approach, to
target a specific domain, or to increase usability, etc.
2.1.2 IaaS Specification Languages
The ability of manipulate, integrate and and orchestrate the deployment of IaaS re-
sources for cloud application development has been proposed in the early time of
cloud computing, e.g. through the “Sky Computing” [Keahey et al., 2009] and “Inter-
cloud” [Buyya et al., 2010] proposals. However these proposals falls short of propos-
ing a solution for the problem at hand due to a lack of standardized language to specify
the IaaS resources. Since then, much of the recent work in cloud computing specifi-
cally focus on supporting a common, standardized specification for IaaSs.
In this section, we review and evaluate the existing specification languages for IaaS.
The section is divided into two parts based on the two most common representation
techniques provided by these languages. We observe that one group of the IaaS spec-
ification languages is based on a template structure which is either a well-defined
standard, e.g. the OVF template [DMTF, b], or a proprietary template of a vendor,
e.g. Amazon Formation. The other group of IaaS specification languages follows the
model-driven engineering approach by specifying IaaS using models and model trans-
formations.
Template-based IaaS Specification Languages
The Distributed Management Task Force (DMTF) group3 has published open stan-
dards such as the Open Virtualization Format (OVF) [DMTF, b], to provide a pack-
aging and distribution format for virtual appliances (i.e. virtual machines host-
ing a complete software/middleware stack), and the Virtualization Management
(VMAN) [DMTF, a] specifications that address the management lifecycle of a vir-
tual environment to help promote interoperable cloud computing service. The
OVF [DMTF, b] is considered nowadays as an open standard for packaging and dis-
tributing virtual appliances. It contains a set of XML templates (conforming to prede-
fined XSDs) to support the specification of either the offering of an IaaS provider or
the infrastructure resource requirements of a SaaS or PaaS provider.
The work in [Galán et al., 2009] is grounded on the OVF template and proposes
a service definition language for IaaS provider to configure the deployment of their
3http://dmtf.org/
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IaaSs in federated infrastructure clouds. The proposed service definition language ex-
tends the OVF to support the configuration of an IaaS with Key Performance Indica-
tors, deployment time parameters (e.g., hostnames, IP addresses and other application
specific details) for the virtual appliances4, runtime elasticity specification, and public
network specification. The authors in [Rodero-Merino et al., 2010] reuses this service
definition language proposal as the common IaaS description in an service lifecycle
management system that enables the management of IaaSs on top of several federated
infrastructure clouds. Central to this system is the Service Abstraction Layer (called
Claudia), which automates the deployment and runtime scaling of IaaSs described in
the aforementioned service description language.
Similar to OVF-based approaches, the Solution Deployment Descriptor (SDD) tem-
plate [OASIS, 2008] proposed by OASIS defines an XML schema to describe the char-
acteristics of an installable unit (IU) of software that are relevant for core aspects of
its installation, configuration, and maintenance. The benefits of this work include:
the ability to describe software solution packages for both single and multi-platform
heterogeneous environments, the ability to describe software solution packages inde-
pendent of the software installation technology or supplier, and the ability to provide
information necessary to permit full lifecycle maintenance of software solutions.
Chieu et al. introduce in [Chieu et al., 2010] a 3-tier cloud provisioning system to
simplify the deployment of applications on an IaaS cloud. Within this system, they in-
troduce the concept of “composite appliance” to automate the deployment of complex
applications. A composite appliance is a collection of individual appliance images that
are designed to work together with specific configurations. A composite appliance is
specified using an XML descriptor file and thus considered as a template-based IaaS
specification language provided by this cloud provisioning system.
InterCloud [Bernstein et al., 2009] is a federated Cloud Computing Environment
that enables the utilization of multiple infrastructure clouds for scaling purposes. Doc-
ument [Bernstein et al., 2009] targets the interoperability between the federated clouds
by providing a collection of proposals for “InterCloud” protocols and formats. One of
the InterCloud proposals is the use of Extensible Messaging and Presence Protocol
(XMPP) as the communication protocol between the cloud providers and the Inter-
cloud Directory and Exchange, which plays the role as the mediator within the In-
terCloud [Bernstein & Vij, 2010]. Furthermore, to facilitate the federation of cloud re-
sources among the cloud provider, the authors in [Bernstein & Vij, 2010] also propose
the use of the Resource Description Framework (RDF) [Manola & Miller, 2004] and an
ontology of cloud computing resources as a shared resource catalog across heteroge-
nous cloud providers.
4i.e. software components (e.g., web/application servers, database, operating system) running on
the VMs
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In practice, an attempt to provide a JSON template5 for using cloud services is avail-
able from Amazon through their AWS CloudFormation offering [Amazon, ]. This tem-
plate provides AWS developers with the ability to specify a collection of AWS cloud
resources and the provisioning of these resources in an orderly and predictable fash-
ion. Nevertheless, this template works only for AWS cloud platform and infrastruc-
ture resources and thus lacks interoperability. Another template-based support that
enables the orchestration of tasks for managing virtual machines is VMware vCen-
ter Orchestrator [VMWare, ]. Nevertheless, both the AWS CloudFormation and the
VMware vCenter Orchestrator work only on their own IaaS resources, i.e., Amazon’s
cloud infrastructure resources and VMware vCenter Servers respectively, and thus
lacks interoperability across IaaS providers.
Model-driven Engineering Approach
Model-driven engineering approaches have also been used to support the speci-
fication and automatic deployment of IaaSs on the cloud. In general, model-driven
engineering deals with the provision of models, model transformations and code
generation for software development [Kleppe et al., 2003]. Model-driven engineering
approaches use model as the first-class entity during the whole lifecycle of specify-
ing, configuring and deploying an IaaS. By adopting a model-driven engineering ap-
proach, an IaaS provider can follow the guidelines to capture various aspects of an
IaaS, e.g. operational, QoS, policy, resource description, using models, which can then
be translated via standardized transformation rules into concrete deployment artifacts
for a particular platform.
To unlock the vendor lock-in problem concerning the APIs, the Open Grid Forum’s
Open Cloud Computing Interface (OCCI) working group (www.occi-wg.org) has been
developing a uniform API specification for remote management of Cloud Computing
infrastructure [OCCI-Working Group, 2011]. This API specification supports the de-
velopment of interoperable tools for common tasks including deployment, autonomic
scaling and monitoring. The scope of this specification defines all the high-level func-
tionality required for the life-cycle management of virtual machines (or workloads)
running on virtualization technologies (or containers) supporting service elasticity. At
this stage, the API specification has been proposed in terms of abstract models without
any concrete implementations or tool support.
Apart from the API specification, model-driven engineering approaches have
mostly been used for automating the deployment of IaaSs. For instance, Konstantinou
et al. propose in [Konstantinou et al., 2009] a virtual appliance model, which treats
virtual images as building blocks for IaaS composite solutions. Virtual appliances are
composed into virtual solution model and deployment time requirements are then
determined in a cloud-independent manner using a parameterized deployment plan.
5JavaScript Object Notation, a light-weight data interchange format: http://www.json.org/
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Collazo-Mojoca et al. present their idea of a virtual environment
in [Collazo-mojica et al., 2010] as an abstract model built on top of a group of
independent virtual appliances. The aim of this model is to provide an uncompli-
cated model for designing, configuring and deploying an IaaS solution. The model
allows for specifying independent virtual appliances with a service endpoint as the
connection between two appliances. Once the user is finished with the design and
configuration of the virtual environment model, the model can be persisted in an
XML file that can later be deployed on a cloud environment.
Other approaches
SmartFrog [Goldsack et al., 2009] is a declarative configuration framework that
aims to simplify the design, deployment, and management of distributed systems.
Components of a distributed system managed by SmartForg can be specified using a
hash table. The specification details in the hash table will be processed by SmartForg
to properly configure the components. SmartFrog has been released as an open source
solution since 2003.
Cloud# [Liu & Zic, 2011] is a formal specification language for modeling an IaaS
cloud wtih aim to provide transparency of the IaaS cloud to the consumers. Cloud#
is provided with a formal grammar which can be used by IaaS consumers to reason
about how services are delivered in an IaaS cloud. The goal of providing a high trans-
parency to IaaS consumers is to convince them to move business-critical applications
to the IaaS cloud.
Summary and Evaluation
Table 2.1 summarizes the survey in this section with a comparative evaluation of the
existing IaaS specification languages. We observe that there has been already a large
body of work in IaaS specification languages with aim to support the IaaS providers in
designing, deploying, and provisioning their IaaSs. These languages allow for spec-
ifying only the technical details of the deployment environment of an IaaS, i.e. by
adopting the OVF as the standard for specifying the virtual appliance packaging and
distributions. We conclude that existing IaaS specification languages based on the
well-defined OVF standard, e.g. the one defined in [Galán et al., 2009], have the high
potential reuse for defining an IaaS blueprint. However, they should be combined
with other languages to specify the business information, policy, and resource con-
sumption of an IaaS.
2.1.3 PaaS Specification Languages
The Service-Oriented Cloud Computing Architecture (SOCCA) proposed
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Table 2.1: Comparative Evaluation of IaaS Specification Languages
SOA framework. Cloud platform and infrastructure resources may be discovered
by a Cloud Broker Layer and a Cloud Ontology Mapping Layer for deploying the
application components. The multi-tenancy feature of cloud computing is also
supported by SOCCA where multiple instances of platform resources can be provided
to multiple tenants.
Windows Azure6 is a Microsoft cloud platform that can be used to build, deploy,
6Microsoft Windows Azure: http://www.windowsazure.com
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and host applications on Microsoft’s data center. Services in Windows Azure are con-
figured by two XML files [Microsoft MSDN, 2011]:
• The service definition file describes the service model. It defines the roles in-
cluded with the service and their endpoints, and declares configuration settings
for each role. The default extension for the service definition file is .csdef
• The service configuration file specifies the number of instances to deploy for each
role and provides values for any configuration settings declared in the service
definition file. The default extension for the service configuration file is .cscfg.
The CompatibleOne platform7 is a cloud service broker that offers a simple and
unique interface for discovering and deploying the needed cloud resources. Service
requests are described in XML files named MANIFEST documents to capture the spe-
cific technical and business specifications. The MANIFEST document allows users to
specify both the IaaS resources like the computing, network, or storage resources and
the PaaS resources like a database or runtime container.
Cordys8 is a cloud platform that specializes in Business Process Management (BPM)
solution. The Cordys platform aims to support the design, execution, monitoring and
improvement of business processes. The business processes in Cordys are modeled
using the Business Process Model and Notation (BPMN). Services in Cordys are inte-
grated using the WS-* stack to support the business process design and execution.
Amazon Elastic Beanstalk9 is a PaaS solution that allows users of the Amazon Web
Services (AWS) to quickly deploy their applications and seamlessly manage the un-
derlying AWS resource during runtime. The AWSs that can be managed by Amazon
Elastic Beanstalk include the Amazon Elastic Cloud Compute (Amazon EC2), Ama-
zon Simple Storage Service (Amazon S3), Amazon Simple Notification Service (Ama-
zon SNS), Elastic Load Balancing, and Auto Scaling. Amazon Elastic Beanstalk is built
using familiar software stack to ensure the portability of users’ applications. The API
of Amazon Elastic Beanstalk is described using WSDL.10
Summary and Evaluation
Table 2.2 summarizes the survey in this section with a comparative evaluation of
the existing PaaS specification languages. There are only a few specification languages
that target the PaaS layer of the cloud stack. Most of them are proprietary languages
provided by a commercial PaaS provider with aim to assist the PaaS consumers in
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Table 2.2: Comparison between PaaS Specification Languages
are only proprietary template formats. This limits the interoperability between several
PaaS providers and results in a vendor lock-in situation for the PaaS consumers. We
see no potential reuse of any existing PaaS specification language. However, this sur-
vey has helped us identify the essential information that should be captured in a PaaS
blueprint.
2.1.4 SaaS Specification Languages
The SaaS layer of the cloud stack is recognized as the intersection between the two
research domains SOA and Cloud Computing11. Hence, existing service specification
languages in SOA, e.g. the WS-* stack, may have a high reuse potential for specifying
SaaSs.
SaaS specification languages in the SOA domain
The de facto standard in specifying services in the SOA domain is to use the Web
Service Description Language (WSDL) [W3C, 2011]. It is an XML-based specification
schema that allows users to specify the interaces, operations, message structures, data
types of the message payload, binding protocols, and the endpoint addresses of a
(Web) service. Using WSDL, a web service can be specified with multiple interfaces
(portTypes), where each interface contains a set of operations and each operation is
defined with a set of input and output messages. An interface can be mapped to sev-
eral binding protocols and each binding protocol is defined for a particular endpoint
address of the web service.
11Please refer to the discussion about the intersection of SOA and Cloud Computing in Section 1.1.3
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WSDL has been recognized as the dominant standard for specifying web services,
since it is backed by a strong industry support. However, WSDL focuses only on
the operational specification of a single service. Hence, other specification stan-
dards have been proposed to complement WSDL such as the Business Process Exe-
cution Language (WS-BPEL) [OASIS, 2007] for composing web services and the WS-
Policy [W3C, 2006] for specifying the policy description of a web service. As a result,
these standards have collectively form a Web Service technological stack (or the WS-*
stack).
WS-BPEL [OASIS, 2007] is an XML-based composition language for web services.
A WS-BPEL specification sits on top of the WSDL specifications of other web services
and defines a flow of interactions with these web services. WS-BPEL supports the ba-
sic constructs of a flow such as the sequence, parallel branches, conditional branches,
etc. For each service interaction, WS-BPEL supports the definition of input and output
messages by importing the WSDL of a constituting web service.
WS-Policy [W3C, 2006] supports the policy specification of a web service. Similar
to other standards in the WS-* stack, it is also an XML-based language and built on
top of the WSDL standard. Using WS-Policy, a policy profile can be defined for a web
service, which contains a set of policy alternatives. Each policy alternative contains
a set of policy assertions. Each policy assertion is specified for a WSDL operation to
prescribe either a requirement or capability of its exchanged messages (e.g. the en-
cryption, transport protocol, authentication, etc.) or a non-functional property related
to its selection and usage (e.g. QoS property).
One of the shortcomings of the WSDL is that it supports only the structural spec-
ification of a web service. To complement WSDL, the semantic web community
has introduced several initiatives to enrich a WSDL specification with more seman-
tic information. For instance, the OWL-S [W3C, ] is an OWL ontology that allows
for describing the functional and operational semantics of a web service. The op-
erational semantics is described in the sub-ontology “Service Profile” and the func-
tional semantics is described in the other two sub-ontologies “Service Model” and
“Service Grounding” in conjunction with a WSDL specification. Another initiative
is the WSDL-S [W3C, 2005b] that supports semantic annotations directly on a WSDL
specification. Lastly, the Web Service Modeling Ontology (WSMO) provides a concep-
tual framework and a formal language for semantically describing all relevant aspects
of Web services in order to facilitate the automatic discovery, composition and bind-
ing [W3C, 2005a].
It is worth to mention that apart from the languages that specifically target the Web
Service technology there exist also other languages that aim for a more general speci-
fication of services in a SOA system, which will be mentioned in the following.
The W3C Unified Service Description Language (USDL) Incubator Group12 has
12http://www.w3.org/2005/Incubator/usdl/
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been formed to develop a general languages for specifying both the business and
technical services. The outcome of this group is the Universal Service Description
Language (USDL) [Internet of Services, ], which aims to complement the technical ser-
vice specifications, e.g. using WSDL, with business and operational information. The
language can be used by both the service consumers and providers for different pur-
poses: providers can design their services in a tradeable and consumable way whilst
consumers can use the language for service discovery based on the required business
capability. USDL is a generic language that aims for standardizing the service sector,
and hence can be extended in several industry domains. It is delivered as a set of
reference models that describe many business and technical aspects of a service.
The OASIS Reference Model for Service Oriented Architecture [OASIS, 2006] pro-
vides a reference model for building an entire SOA system. It aims to provide a com-
mon understanding of entities and their relationships in a SOA system and can be used
to develop standards for a specific entities in SOA. Not like WSDL and WS-BPEL, this
reference model is an abstract model that is not tied to any particular SOA technology
and hence can serve as a common reference models across several SOA implementa-
tions. The OASIS reference model defines three conceptual views: service ecosystem,
realization, and ownership, in which service specification falls under the realization
view.
The CBDI-SAE Meta Model for SOA [Everware-CBDI, ] is a meta-model defining
the concepts in the CBDI Service Architecture & Engineering Reference Framework,
an initiative of the Everware-CBDI consulting company13. Similar to the OASIS ref-
erence model, CBDI-SAE Meta Model for SOA aims to provide a consensus on the
definition of a SOA system by conceptualizing the key components of many aspects of
a SOA system. Different aspects of SOA are captured in different modeling packages:
technology, organization, policy, business modeling, service modeling, deployment,
runtime, etc. The CBDI-SAE Meta Model is technology-agnostic. It can be imple-
mented using a concrete SOA technology, e.g. using the WS-* stack or REST.
It is interesting to see that both the OASIS Reference Model and the CBDI-
SAE meta model recognize the significance of a reference model for SOA while re-
maining technology-agnostic. Both of them use the Unified Modeling Language
(UML) [OMG, 2011] as the modeling and communication language for their mod-
els. Another initiative to define a reference model for SOA based on the UML is the
Service-oriented Architecture Modeling Language (SoaML) specification [OMG, 2012]
proposed by the Object Management Group (OMG). The SoaML specification pro-
vides a meta-model and an UML profile that cover both the business and technical
specification of a service. Its main goal is to support the modeling and design of a
service in a SOA system with a set of core attributes. SoaML can be extended with at-
tributes related to a specific domain. For instance, the work in [Elvesæter et al., 2011]
13http://everware-cbdi.com/home
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has proposed specific service attributes and modeling guidelines to use the SoaML for
specifying services in the cloud domain. However, this set of attributes support only
ofr specifying SaaSs and does not have the intention to go further down to the lower
layers of the cloud stack.
Another approach for specifying SOA service in a technology-agnostic is to use the
Abstract Service Description (ASD) meta-model introduced in [Andrikopoulos, 2010].
The ASD meta-model in this work is a specification schema for specifying an inter-
face of a service including its structural, behavior and non-functional description. It
aggregates the important concepts found in widely adopted technologies like WSDL
and WS-BPEL, as well as from the high-level reference models like the OASIS reference
model for SOA and the CBDI-SAE meta-model. However, this approach captures only
the interface of a service and aims only to provide a mechanism to control the service
evolution.
Finally, O’Sullivan proposes in his thesis [O’Sullivan, 2006] a taxonomy of non-
functional properties for service specification. This work does not specifically tar-
get web services or services in a SOA system, but can be used for any types of ser-
vices. Its aim is to provide a more precise matching and discovery of services based
on their non-functional properties. The properties proposed in this work are domain-
independent and can be used in different industry domains.
One of the biggest disadvantages of the SaaS specification languages in the SOA
domain is that they do not aim to support the automatic deployment and provisioning
of a SaaS. In the following, we present some initiatives in providing SaaS specification
languages that aim to support the automatic deployment and provisioning of a SaaS.
Other SaaS specification languages
The Model Driven Engineering (MDE) research community has realized the benefit
of combining MDE techniques with application development and suggested combin-
ing MDE with cloud computing [Brunelière et al., 2010]. As the article describes, there
is no consensus on the models, languages, model transformations and software pro-
cesses for the model-driven development of cloud-based applications. Following the
MDE vision, the authors in [Hamdaqa et al., 2011] propose a meta-model that allows
cloud users to design SaaS applications independent of any platform and build in-
expensive elastic applications. From their point of view, a SaaS application should
avoid the vendor lock-in problem concerning the underlying platforms. This meta-
model support the description of the capabilities, technical interfaces, and configura-
tion data for the virtualized infrastructure resources of the cloud application service.
Similarly, the work in [Cai et al., 2009] presents a different customer-centric cloud ser-
vice model. This model concentrates on aspects such as the customer subscription,
capability, billing, etc., yet does not cover other technical aspects of the cloud services
including the technical interfaces of the cloud services, the elasticity, the required de-
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ployment environment, etc. Other existing models, e.g. in [Thrash, 2010], also lack
a formal structure and dentitions (reducing their usability and reusability) or are not
explicit and assume tacit knowledge.
Based on the IaaS specification language proposed by Galan et al.
in [Galán et al., 2009], Chapman et al. defines in [Chapman et al., 2010] a mani-
fest language called Application Description Language to serve as a contract between an
application developer and an IaaS provider. In this contract, architectural constraints
and invariants regarding the infrastructure resource provisioning for an application
are specified and can be used for on-demand cloud infrastructure provisioning
at run-time. The abstract syntax of the manifest language is modeled using the
Essential Meta-Object Facility (EMOF), an OMG standard part of the Model Driven
Architecture initiative14. Using the manifest language to specify the structure of an
application, i.e., the application components and their required Virtual Execution
Environments (VEE), the Reservoir architecture in [Rochwerger et al., 2009]can auto-
matically provision the VEE instances that can run simultaneously without conflict on
a federated cloud infrastructure of multiple providers. KPI monitoring mechanisms
and elasticity rules in the manifest act as a contract that guarantees the required
Service Level Agreement (SLA) between the application developer and the Reservoir
architecture.
A cloud-agnostic middleware is introduced in [Maximilien et al., 2009] that can sit
on top of many PaaS/IaaS offerings and enable a platform-agnostic SaaS development.
They provide a meta-model for describing SaaS applications and their needed cloud
resources, and APIs and middleware services for the deployment.
Sun et al. propose in [Sun et al., 2012b] the use of ontology to specify and match the
resource requirements of a SaaS application with the available resources of the cloud
infrastructure. They provide also a resource allocation support based on the ontology
mapping technique.
The Cafe application and component templates [Mietzner, 2010] are a relevant ap-
proach for cloud-based SaaS development. Cafe provides an ad-hoc composition tech-
nique for application components and cloud resources following the Service Compo-
nent Architecture (SCA). However, this approach requires SaaS developers to possess
intricate technical knowledge of the application architecture and the physical cloud
deployment environment to select and compose the right application components and
cloud resources.
The Topology and Orchestration Specification for Cloud Applications
(TOSCA) [OASIS, 2013] is an OASIS standardization initiative for describing the
deployment topology of a composite application in the cloud environment. TOSCA
defines generic templates for specifying nodes and node relationships in an applica-
tion topology, where each node is defined explicitly with management operations.
14OMG MOF: http://www.omg.org/mof/
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Furthermore, TOSCA introduces the concept of management plan, which orchestrates
the management operations of the nodes using standards like WS-BPEL. Using
TOSCA as the underlying specification of the deployment topology, the concept of a
portable management of cloud service has been introduced in [Binz et al., 2012].
Summary and Evaluation
Table 2.3 summarizes our review in this section with a comparative evaluation of
the specification languages for SaaSs in both the SOA and Cloud domains. When look-
ing at the languages supported in the SOA domain, we find a large body of widely
adopted standards for building SOA systems, e.g. the WS-* stack contains a set of
W3C standards, the SoaML [OMG, 2012] is an OMG standard, and the CBDI-SAE ref-
erence model [Everware-CBDI, ]. Most of them cover both the business and technical
specification of a SaaS and aim to support all the phases of a service lifecycle. We see a
great benefit to reuse these languages for specifying SaaSs. In the following we discuss
our interests in reusing the existing SaaS specification languages:
• WS-Policy [W3C, 2006] has the high potential reuse for defining a policy descrip-
tion in a blueprint due to its wide adoption and simplicity.
• The ASD meta-model [Andrikopoulos, 2010] has the high potential reuse for
defining the service interface of a SaaS blueprint. The reason of adopt-
ing this meta-model is that it has unified all the important concepts of
the WSDL [W3C, 2011], WS-BPEL [OASIS, 2007], OASIS Reference Model for
SOA [OASIS, 2006], and CBDI-SAE Meta-model for SOA [Everware-CBDI, ], into
a single meta-model for describing software service interfaces in SOA.
• SoaML [OMG, 2012] and USDL [Internet of Services, ] have the high potential
reuse for specifying the business information of a blueprint. However, we would
rather consider them as the potential add-ons for our cloud service specification
language.
Apart from the well-known standards for specifying Web Services, we observe a lot
of interesting language initiatives in specifying the deployment environment of a SaaS
application, e.g. Chapman et al. [Chapman et al., 2010], Cafe [Mietzner et al., 2009]
and TOSCA [OASIS, 2013]. We draw our particular attention to TOSCA because of
its support for specifying the deployment topology and management plan for a cloud
application. These two features have not been supported by any other languages.
However, TOSCA does not support the specification of cloud services on all three lay-
ers of the cloud stack and does not consider the composition of these specifications as
the deployment topology of a cloud application. This is where our work is differen-
tiated from TOSCA. Nevertheless, we see a great benefit of using TOSCA to generate
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2.1.5 Summary and Evaluation of Existing Cloud Service Specifica-
tion Languages
In general, we observe that most of the existing specification languages are restricted
only for cloud services on a particular layer of the cloud stack. Besides, they usually
cover either the technical specification of a cloud service, e.g. packaging and distri-
bution of virtual appliances, APIs, scalability, etc, or the business specification, e.g.
policy, SLAs, etc. They fail to cover the holistic picture of cloud services across all
three layers of the cloud stack.
Regarding the intended purpose of the language, the most common purpose is to
support the specification of technical meta-data that serve for the automatic deploy-
ment and provisioning of a cloud service. Other purposes address the vendor lock-in
problem by proposing a standardized language for specifying either the management
API or the virtual appliance packaging information. However concerning the vendor
lock-in there are still many unsolved compatibility issues beside the API compatibility,
such as the data format, billing, metering, error handling, logging, or cloud manage-
ment and administration, as pointed out by Vambenepe in [Vambenepe, 2009]. Service
composition has not been recognized much as the purpose in an existing language. Es-
pecially, the idea of supporting the vertical composition of cloud services between two
adjacent layers has not been found in any languages.
Extensibility is also very limited in existing specification languages, which prevents
the combination of several languages.
As a conclusion, the state of the art analysis has identified the shortcoming that
there is currently a lack of a uniform specification language that:
1. Can be used for cloud services on all three cloud layers.
2. Unifies all views on a cloud service, e.g. from the customer’s view on the opera-
tional description, APIs and policy, to the developer’s view on service composi-
tion, deployment environment and runtime provisioning issues.
3. Can assist the CSBA engineers to manipulate and compose cloud services speci-
fications of several vendors to address their application needs.
4. Can easily be extended or incorporated with external languages or specification
schemas
5. Aims to become an open standard for the cloud computing community
The derived issues above have served as the requirements for developing the concept
of Blueprint, which will be introduced in the next Chapter 3. Subsequently, chapter 4
will introduce a specification language for the blueprint. The goal of the blueprints
is to support the CSBA engineers in manipulating and composing appropriate cloud
services for their CSBAs.
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2.2 Cloud Service Manipulation Techniques
Recent specification languages that are based on standardization efforts like the
OVF [DMTF, b], the OCCI [OCCI-Working Group, 2011], and TOSCA [OASIS, 2013],
have proposed to use a common shared set of information to specify cloud services on
a certain layer of the cloud stack. The adoption of these approaches would open the
market and allow differentiation of cloud service offerings based on their different ca-
pabilities and service level agreements. Some languages have been provided together
with a technique for manipulating the cloud service specifications, e.g. most of the
model-driven engineering approaches provide the ability to edit and compose model
entities. However, these techniques work only for cloud services on the same layer of
the cloud stack. We observe the lack of a technique or toolset that supports the manip-
ulation and cross-linking of cloud service specifications across all three layers of the
cloud stack.
Cloud service manipulation techniques respond to the need to create, retrieve, up-
date, and delete cloud service specifications that exist in a cloud service repository,
which corresponds to the basic CRUD data manipulation operations. Furthermore,
since cloud service specifications can be assembled to form a complete CSBA config-
uration, the manipulation techniques should also support the composition of cloud
service specifications. Having the desired features of the manipulation techniques in
mind, we review in the following the most prominent data manipulation approaches
that work on multiple data models.
Most of the specification languages introduced in the previous Section 2.1 use tem-
plates or models to store the specification data. XML is the most commonly chosen
template-based representation whilst the other model-driven approaches also support
the transformation of specification models into XML documents. Hence, studying the
existing support on manipulating XML documents is crucial as it promises the unified
technique that works with several distinctive specification languages. In the following
we review the existing support for manipulating an XML document:
• XSL Transformation (XSLT) [W3C, 1999b]: is a language for transforming an
XML document to another XML document. The old XML document remains
unchanged and a new XML document is created with the same data but a differ-
ent schema. The transformation is driven by a set of template rules specified in
an XSLT document.
• XQuery [W3C, 2013]: is a query language that provides the mechanisms to ex-
tract and manipulate data in XML documents. XQuery uses XPath [W3C, 1999a]
to identify a certain position in an XML document, and defines the five opera-
tions FOR, LET, WHERE, ORDER BY, RETURN (FLWOR) to perform data ex-
traction or manipulation. The semantics of the FLWOR operations is similar to a
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SELECT-FROM-WHERE clause to perform a JOIN operation in SQL.
• XMLBeans15 is a technology for manipulating XML documents by transform-
ing it into Java types. By compiling an XML schema, XMLBeans enables access
to instances of that schema following the JavaBeans-style with “get” and “set”
methods.
In model-driven engineering, The QVT (queries/views/transformations) lan-
guage [OMG, 2011] is a set of OMG standards that support the model transformation.
The QVT language works with any models that conform to the Meta-Object Facility
(MOF) 2.0 meta model16. As explained in its name, this language supports the query-
ing of data in a model, the view on a model to create a new one, and the transformation
of a model to another one.
When working with semantic data models described in
RDF [Manola & Miller, 2004] and OWL [W3C, 2004], SPARQL [W3C, 2008] and
SPARQL-Update [W3C, 2012] are the most prominent query and manipulation
languages that operate on a RDF/OWL data model. SPARQL support SQL-like query
operations such as SELECT (to retrieve data in a table format), CONSTRUCT (to
retrieve data in the RDF format), ASK (to perform a simple true/false checking), and
DESCRIBE (to extract a RDF sub-model from the RDF data model). SPARQL-Update
supports manipulation operations such as the INSERT (to insert data or triples into a
RDF model) and DELETE (to delete data or triples from a RDF model).
The work in [Pahl et al., 2009] introduces an ontology-based framework for mod-
eling software architectures. The interesting part in this framework is that it does
not only support the specification of an architecture style, but also provide a set
of ontology-based operators for manipulating and composing architecture styles for
defining the architecture of a software system. Since CSBA can also be considered as
an architecture style that combines all the architectural principles and patterns from
both SOA and Cloud domains, the operators for manipulating and composing styles
in this work are very much related to our goal of defining a set of operators for cloud
service manipulation.
The vision of generic model management has started in 2000 by Bernstein et
al. [Bernstein et al., 2000]. By recognizing the problem of data heterogeneity and mis-
match between different database schemas, Bernstein et al started a new research
area in generic model management [Bernstein et al., 2000]. Models and model map-
pings are the two first-class objects in this research area. In this early work, the au-
thors have sketched out the definition of models and model mappings, as well as
the preliminary work on defining the operators for matching, differencing, and merg-




tor to create a model mapping. The first proposal for the Match operator appeared
in [Madhavan et al., 2001] that specifically targeted the database schema matching
problem. Since then, several improvements for the Match operator have appeared,
such as the implementation of the Match operator in Rondo [Melnik et al., 2003] using
a graph matching algorithm called “Similarity Flooding” or an approach to combine
several schema matching approaches to implement the Match operator in the COMA
system [Do & Rahm, 2002]. In his Phd thesis [Melnik, 2004], Melnik has developed a
full set of generic model management operators based on the vision of Bernstein et
al. This set of operators include both the elementary operators that work on a single
model such as INSERT, DELETE, EXTRACT, UPDATE, and the complex operators that
work between two models such as MATCH, MERGE, SPLIT, etc.
Our work towards the support of manipulation techniques for blueprints has
been inspired by the generic model management operators defined by Melnik
in [Melnik, 2004]. We have taken into consideration the applicability of these generic
operators for cloud service specifications, selected a subset of them, and extended
their definitions towards the requirements of the blueprint manipulation techniques,
namely to support the publishing, querying, and composition of blueprints. Since
the blueprints will be described using OWL [W3C, 2004], the formalization and im-
plementation of these operators will rely on the use of SPARQL [W3C, 2008] and
SPARQL-Update [W3C, 2012] - the existing well-established standards in querying




This chapter introduces the Blueprint Approach as a support for the CSBA engineering
lifecycle. By proposing the concept of Blueprint as an abstract, uniform specification
of cloud services across all three layers of the cloud stack, the Blueprinting Approach is
a novel solution that allows CSBA engineers to flexibly (re-)configure their CSBAs by
assembling multiple alternative SaaS, PaaS, and IaaS specifications.
The chapter is organized as follows:
• In Section 3.1 we introduce the Blueprint Approach that includes the following
two components: the Blueprint Specification Language (BSL) and the Blueprint
Manipulation Techniques (BMTs). A motivating scenario that has been adopted
from an industrial case study is also introduced in this section to motivate the
use of the Blueprint Approach for engineering CSBAs.
• In Section 3.2, we define the structure of a Blueprint with aim to support the
development of the BSL and the BMTs afterwards.
• In Section 3.3, we introduce the BSL as the first component of the Blueprint Ap-
proach.
• In Section 3.4, we introduce the BMTs as the second component of the Blueprint
Approach.
• In Section 3.5, we explain how the BSL and BMTs could be used by cloud service
providers and CSBA engineers within the htCSBA engineering lifecycle.
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3.1 Introduction
The Blueprint Approach has been developed to support the design and configuration of
an CSBA with the two components: the Blueprint Specification Language (BSL) and
the Blueprint Manipulation Technique(BMTs). In particular:
• The Blueprint Specification Language (BSL): provides a specification language for
cloud service providers to abstractly (i.e., independent of implementation) and
unambiguously specify their cloud services on any layer of the cloud stack, i.e.,
SaaS, PaaS or IaaS. Figure 3.1 shows how cloud services can be specified in a se-
ries of SaaS, PaaS, and IaaS blueprints using the BSL. Please note that we consider
an CSBA as a composite SaaS and hence use the SaaS blueprint for its specifica-
tion. The structure of a blueprint will be defined in the next Section 3.2.1, which
includes the definitions of the fundamental elements and the dependency links
of a blueprint.
• The Blueprint Manipulation Techniques (BMTs): provide a set of manipulation tech-
niques that operate on the blueprints. These techniques allow a cloud service
provider to publish his blueprints to a marketplace repository or delete his exist-
ing blueprints in the repository. The BMT also supports an CSBA engineer to
query for the needed blueprints, and to flexibly compose multiple blueprints to
configure his CSBA. Figure 3.2 illustrates these BMT techniques.
Composing blueprints results in creating the dependency links between them.
The precise definition of a dependency link between blueprints will be given in
the next Section 3.2.2. Such a dependency link can exist between two blueprints
on the same or two adjacent layers. A blueprint may also have two alternative
dependency links, e.g. the SaaS-2 blueprint in Figure 3.2 has two alternative
dependency links on the PaaS-1 and PaaS-2 blueprints.

























































Together, the BSL and BMTs provide a comprehensive method for (1) creating
cloud service and CSBA specification using blueprints, (2) publishing blueprints to
a blueprint repository, (3) deleting existing blueprints in a blueprint repository, (4)
querying blueprints from a blueprint repository, and (5) composing blueprints to con-
figure an CSBA. In Figure 3.2, by composing multiple blueprints, two alternative con-
figurations for the CSBA-1 can be created, namely the CSBA-1-Configuration-A
and CSBA-1-Configuration-B. The reason of having two alternative configura-
tions for the CSBA-1 is because the blueprint SaaS-2 has two alternative dependency
links on the PaaS-1 and PaaS-2 blueprints.
Having explained the use of the BSL and BMTs for designing and configuring an
CSBA, we claim that using the Blueprint Approach delivers the following benefits for
an CSBA engineer:
• The Blueprint Approach aims to support a full automation and optimization of
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CSBA configuration by allowing cloud service specification at any layer of the
cloud stack to be appropriately composed with (through the dependency links)
or decomposed from other cloud service specifications at the same or on another
adjacent layer. It also seeks to simplify the complexity of managing all alterna-
tive configurations of an CSBA with a variety of third-party SaaS, PaaS and IaaS
options. As an example in Figure 3.2, all possible configurations of the CSBA-1
can be derived and managed efficiently. Based on some predefined criteria, an
optimum configuration of the CSBA-1 can be easily determined.
• Portability of an SaaS across several PaaS/IaaS clouds can also be derived to
leverage the benefits of elasticity and scale. As an example, from the CSBA con-
figuration in Figure 3.2, it can be derived that there are two alternative deploy-
ment options for the SaaS-2: the PaaS-1 and PaaS-2. In other words, SaaS-2
is portable between PaaS-1 and PaaS-2.
• Traceability can also be supported for configuration decisions throughout all
top-down cloud layers, from the application layer down to the platform and
infrastructure layers or vice versa. This results into an ideal closed-feedback
loop for selecting an optimum configuration or improving an existing con-
figuration of an CSBA. As an example, the CSBA-1 in Figure 3.2 may be
tested with the two alternative configuration CSBA-1-Configuration-A and
CSBA-1-Configuration-B and the test yields that the performance of the
CSBA-1-Configuration-A configuration is better than the performance of the
CSBA-1-Configuration-B configuration. Based on the performance indica-
tors exposed in the PaaS-1 and PaaS-2 blueprints, an CSBA engineer is able
to discover the reason that hosting the SaaS-2 on the PaaS-2 results in a better
performance than hosting it on the PaaS-1.
From the architecture point of view, the Blueprint Approach supports the independent
layering of cloud services within a typical cloud stack, i.e. the cloud services can now
be considered as composable and interchangeable building blocks of an CSBA config-
uration. Hence, the Blueprint Approach promotes the two fundamental characteristics
of a SOA: the reuse and composition of independent, loosely-coupled cloud services
across three layers of the cloud stack. Practically speaking, by adopting the Blueprint
Approach, an CSBA engineer can now freely pick and choose discrete SaaSs from mul-
tiple providers to compose a coherent and integrated CSBA, and for each of these con-
stituting SaaSs there is a variety of alternative PaaS/IaaS solutions for its deployment
and provisioning.
Prior to the development of the BSL and the BMT, it is necessary to define the struc-
ture of a blueprint, i.e. the fundamental elements of a blueprint, and the dependency
links between blueprints. The next Section 3.2 discusses this topic. Then, Section 3.3
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and Section 3.4 provide more details about the two components of the Blueprint Ap-
proach, i.e. the BSL and the BMTs respectively. Finally, Section 3.5 explains how the
BSL and BMTs can be used to support the cloud service providers and CSBA engi-
neers within the CSBA engineering lifecycle.
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Case Study: the Taxi Tilburg Scenario
To motivate the use of the Blueprint Approach within the CSBA engineering lifecycle, we introduce in this
section a scenario called Taxi Tilburg Scenario, which is about the design and configuration of an CSBA in the
today’s industrial reality. The scenario is a modification of the Taxi Application Scenario that was originally
co-developed with several industrial IT companies like Telefonica, Telecom Italia, Ericson, 2ndQuadrant and
SAP as a case study for the EC’s 4CaaSt project [European Comission, 2010]. In this scenario, a company
called TaxiTilburg would like to develop an CSBA that can support the tasks of receiving an order for taxi
from a customer, checking current status of taxi fleet to allocate a taxi, calculating the route to the customer,
and finally, confirming or rejecting the order. TaxiTilburg decides to follow the CSBA engineering lifecycle
to design and configure their CSBA by assembling cloud service specifications that can be retrieved from a
cloud service marketplace.
Figure 3.3 presents the actors involved in the scenario that collaborate in a marketplace, through which
their cloud services can be advertised and purchased. The actors and their cloud services are briefly explained
as follows.
BestHosting: is an IaaS provider that provides different types of Virtual Machines (VMs). One of his IaaSs
is the Ubuntu-IaaS that offers “Linux Virtual Machines (VMs)”. Each VM is configured with 3Ghz CPU speed
and 3 GiB memory size.
JavaExpert: is a PaaS provider, specialized in hosting Java based applications. The provider offers
a PaaS called JBoss-PaaS, which is a pre-configured “JEE Application Server” running on his on-premise
infrastructure. Each customer can request up to 4 instances of the JBoss-PaaS. The JBoss-PaaS is elastic as
its computing resource capacity can be scaled up and down in terms of CPU speed (Ghz) and memory size
(GiB). More specifically, the JBoss-PaaS can be configured to have the CPU speed between 2 Ghz and 4 Ghz
and the memory size between 2 GiB and 4 GiB. Besides, its network link can have a bandwidth between 2
and 3 Gbit/s.
The other PaaS providers in the scenario are DatabaseProviderA and DatabaseProviderB. They
are experts in providing storage services, especially SQL databases. The difference in their “SQL database”
offerings is that DatabaseProviderA allows their customers to request for maximum 4 instances of their
MySQL-PaaS, each with 3 TB storage, whilst DatabaseProviderB supports only up to 3 instances of
PostgreSQL-PaaS, each with 2 TB storage. Furthermore, whilst DatabaseProviderB always hosts his
PostgreSQL-PaaS in-house, DatabaseProviderA allows their customers to deploy his MySQL-PaaS on an
external “Linux VM”.
On the SaaS layer, Auto Inc. is an established medium-scale enterprise that has spotted a business
opportunity providing a “Vehicle Management Software” in the Netherlands. They plan to offer the software
as a SaaS called VehicleMgt-SaaS, since this provides ubiquitous and common access for their prospective
customers, e.g., taxi providers and car-hiring providers. To implement the VehicleMgt-SaaS, AutoInc has
contracted a software company to develop a vehicle management software in Java. The software contains
a number of binary files, e.g. the .war and .jar files, and data configuration files, e.g. database dump file.
These artefacts require a “JEE Application Server” and a “SQL database” for their deployment. To obtain the
context information of each of the vehicle in the fleet, AutoInc relies on external “Context Information Service”
provider for this functionality. Regarding the Quality of Service (QoS) of their VehicleMgt-SaaS, Auto Inc.
promises to their customers that the maximum response time of their SaaS is 6s and the minimum availability
of their SaaS is 98% on 24/7. To meet this objective, experts of Auto Inc. have determined that they need
to deploy the vehicle management SaaS on an JEE application server with CPU Speed ≥ 2Ghz and memory
size ≥ 2 GiB, and they need a SQL database with capacity ≥ 2 TB.
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The other SaaS providers include: the TelecomInc who provides a “Context Information Service” called
CaaS-SaaS, the MapProviderA who provides a “Map Service” called MapA-SaaS, and the MapProviderB
who provides another “Map Service” called MapB-SaaS. All these three SaaSs are hosted on-premise. There
is no information regarding the QoS of the CaaS-SaaS. In contrast, the MapProviderA promises that their
MapA-SaaS has a response time ≤ 3s and the availability ≥ 98%. A slightly better QoS is offered by the
MapProviderB for their MapB-SaaS, i.e. response time ≤ 2s and the availability ≥ 99%.
TaxiTilburg is an CSBA provider that offers the “Taxi Ordering Application” in the form of an end-
to-end process-based CSBA called TaxiOrdering-CSBA, as shown in Figure 3.3. The process is composed of
several steps including Receive Order, Allocate Taxi, Calculate Route, Confirm Order, and Reject Order. In
order to implement the steps S1 (Receive Order), S4 (Confirm Order), S5 (Reject Order), TaxiTilburg has
developed an in-house SMS software component that is able to receive new orders by sms, and send order
confirmations or rejections to customers also by sms. Unfortunately, due to lack of expertise, TaxiTilburg has
to rely on third-party SaaS offerings for managing its taxi fleet and for calculating routes, which are the two
necessary functionalities to implement step S2 (Allocate Taxi) and step 3 (Calculate Route) in its TaxiOrdering-
CSBA process. These two required functionalities are captured as the two functional requirements “Vehicle
Management Software” and “Map Service”.
TaxiTilburg has promised to its customers the QoS level (responseTime(s) ≤ 15)&(availability(%) ≤ 98)
of their CSBA. To maintain this predefined QoS level, TaxiTilburg has distributed the required maximum
response time to each step contained in TaxiOrdering-CSBA process. For the step S2 (Allocate Taxi) that
relates to the requirement “Vehicle Management Software”, the required maximum response time is set to
6s, and for the step 3 (Calculate Route) that relates to the requirement “Map Service”, it is set to 3s. The
required minimum avaialability 98% remains same for all steps.
Table 3.1 summarizes all the cloud services in the Taxi Tilburg Scenario including (1) their offerings and
requirements, and (2) the QoS and resource specifications for their offerings and requirements.
The Taxi Tilburg Scenario promotes a uniform specification language to exist so that cloud services across
all three layers can be specified in a uniform way. This language should also allow to specify the policy in general
and QoS in particular of a cloud service. Resource specification for PaaSs/IaaSs should also be supported by
this language. Furthermore, the scenario also motivates the need of manipulation techniques that supports
the publishing, querying, modifying, and composing cloud service specifications to configure an CSBA. As an
example, cloud service providers in this scenario have a desire to publish their cloud service specifications to a
marketplace repository. Some cloud service providers, e.g. the Taxi Tilburg and AutoInc, would like to
query the marketplace repository to retrieve cloud services that can match their requirements. In particular,
Taxi Tilburg is the one who would like to compose external cloud service specifications to configure their
Taxi Ordering CSBA.
Throughout the rest of the thesis, this scenario will also be used as a running example to illustrate how
the Blueprint Approach can be applied to support a uniform cloud service specification language and a set of
cloud service manipulation techniques for configuring an CSBA.
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Table 3.1: QoS and Resource Specifications for Cloud Services in the
Taxi Tilburg Scenario.
Offering or Requirement QoS Specification Resource Specification
Cloud Service - TaxiOrdering-CSBA
Offering - Taxi Ordering Application (responseTime(s) ≤ 15) & (availabil-
ity(%) ≥ 98)
n/A
Requirement - Vehicle Management
Software
(responseTime(s) ≤ 6) & (availabil-
ity(%) ≥ 98)
n/A
Requirement -Map Service (responseTime(s) ≤ 3) & (availabil-
ity(%) ≥ 98)
n/A
Cloud Service - MapA-SaaS
Offering - Map Service (responseTime(s) ≤ 3) & (availabil-
ity(%) ≥ 98)
n/A
Cloud Service - MapB-SaaS
Offering - Map Service (responseTime(s) ≤ 2) & (availabil-
ity(%) ≥ 99)
n/A
Cloud Service - VehicleMgt-SaaS






Requirement -SQL database n/A capacity(TB) ≥ 2
Requirement -JEE Application Server n/A (CPUSpeed(Ghz) ≥ 2) & (mem-
ory(GiB) ≥ 2) & (networkBand-
width(GBit/s) ≥ 2)
Cloud Service - CaaS-SaaS
Offering - Context Information Service n/A n/A
Cloud Service - Jboss-PaaS
Offering - JEE Application Server n/A (2 ≤ CPUSpeed(Ghz) ≤ 4) & (2
≤memory(GiB)≤ 4) & (2≤ net-
workBandwidth(Gbit/s ≤ 3)
Cloud Service - PostgreSQL-PaaS
Offering - SQL database n/A capacity(TB) = 2
Cloud Service - MySQL-PaaS
Offering - SQL database n/A capacity(TB) = 3
Requirement -Linux VM n/A n/A
Cloud Service - Ubuntu-IaaS
Offering - Linux VM n/A (CPUSpeed(Ghz) = 3) & (mem-
ory(GiB) = 3)
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3.2 Blueprint Structure Definition
In this Section, we define the structure of a blueprint. This task is necessary for the
development of the BSL and BMTs as it provides a precise understanding of what
types of information are captured in a blueprint.
The concept of a blueprint has been defined in Definition 1.4 as a uniform,
implementation-agnostic cloud service specification on any layer of the cloud stack.
Definition 1.4 has also identified the information sets that should be contained in a
blueprint. To enrich this definition, we also aimed to derive the requirements from
a group of experts in the cloud computing domain. The process of eliciting require-
ments was rather informal, i.e. we have only organized project meetings and online
workshops among the 4caast community [European Comission, 2010] to understand
their requirements for a common, standardized cloud service specification. The par-
ticipants in these workshops and meetings comprise of both academic and industry
partners. As a result, we were able to enrich the Definition 1.4 with the desired fea-
tures that are relevant to the practical needs of current industrial cloud providers.
The blueprint structure introduced in this section is defined based on the informa-
tion sets identified in Definition 1.4. It has also been consolidated with the desired
features proposed by our industrial partners. We present in Definition 3.1 the derived
blueprint structure.
Definition 3.1 (Blueprint Structure) A blueprint comprises of:
• A set of fundamental blueprint elements.
• A set of dependency links between the blueprint elements.
• A set of policy profiles and resource profiles that are attached to blueprint elements
to specify their policy and resource properties.
The rest of this section refines the Definition 3.1 through the following topics:
• Section 3.2.1 defines the fundamental blueprint elements.
• Section 3.2.2 defines the dependency links between the blueprint elements.
• Section 3.2.3 defines a policy profile.
• Section 3.2.4 defines a resource profile.
• Section 3.2.5 introduces the blueprint classification criteria based on the blueprint
structure introduced in this section.
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It is worth to mention that within the EC’s 4caaSt FP7
project [European Comission, 2010] that involves industrial key players in cloud
computing such as Telefonica, SAP, Erricson, etc., the derived blueprint structure
has been continuously used as a standard, uniform and implementation-agnostic
specification of a cloud services. It has also been validated that the blueprints defined
following our structure definition are capable to capture all the necessary aspects of
an industrial cloud service, yet still remain simple enough to be used by our industry
partners.
3.2.1 Blueprint Elements
Definition 3.2 defines the fundamental elements of a blueprint.
Definition 3.2 (Blueprint Elements) A blueprint includes the following elements:
• An Offering: specifies the functional and non-functional characteristics of the of-
fered cloud service.
• Zero or many Deployment Artifacts: are parts of the offering. They are the physical
pieces of information that need to be deployed or installed to enable the offering.
• Zero or many Requirements: specify the functional and non-functional characteris-
tics of the required cloud services.
In the following, we will explain the details of these three blueprint elements.
Offering
An offering represents the cloud service offered by the blueprint. It specifies the
functional and non-functional characteristics of the offered cloud service. The offerings
on different layers of the cloud stack may expose different characteristics. Our as-
sumption of classifying cloud services based on the three layers of the cloud stack
results into the classification of three different types of blueprints and offerings: (1)
a SaaS blueprint contains a SaaS offering, (2) a PaaS blueprint contains a PaaS offer-
ing, and (2) an IaaS blueprint contains an IaaS offering. In fact, most of the current
commercial cloud service offerings can be easily classified into these three types, e.g.
Amazon EC2, Flexiant, VMWare, GoGrid are the most known IaaS offerings; Microsoft
Azures, Force.com, and Google App Engine are typical PaaS offerings; and SalesForce,
Dropbox and Google App are the typical SaaS offerings.
The general, layer-agnostic functional characteristics of an offering include:
• Functionality: indicates what is offered as a cloud service to the consumers. Ex-
amples of functionalities may cross all three layers of the cloud stack and include
52
for instance: “SMS service” (SaaS), “Map Service” (SaaS), “Servlet Container”
(PaaS), “SQL Database” (PaaS), “Linux Virtual Machine” (IaaS), “Ethernet Net-
work Link” (IaaS), etc.
• Range of instances: indicates the minimum and maximum number of cloud ser-
vice instances that can be provided to a single customer.
• Multi-tenancy: indicates whether a single cloud service instance can simultane-
ously serve several customers.
• Endpoint (optional): indicates the location where the cloud service can be ac-
cessed. This characteristic is specified only in the case the cloud service has al-
ready been deployed and is ready to consume.
On each specific layer of the cloud stack, the offering may expose further layer-specific
functional characteristics including:
• On the SaaS layer: the technical interface specifies the signature and protocol of
a SaaS. Its purpose is to enable the programmatic interaction between the con-
sumers and the SaaS. As an example, the technical interface of a SaaS may in-
clude a WSDL document as its signature and a WS-BPEL document as its proto-
col.
• On the PaaS and IaaS layers:
– Information about the product and technology used to implement a PaaS/I-
aaS: This characteristic provides some transparancy for the consumers to
deploy their applications. Examples of products and technologies include
the “JBoss Application Server” product that implements both the “Servlet
Container” and the “JEE Application Server” technologies.
– The resource description of a PaaS/IaaS: indicates the computing, storage
and network resource capacity that is currently being provisioned to the
PaaS/IaaS to function properly.
Regarding the non-functional characteristics of an offering, we specify them in terms
of the policy characteristics regarding the communication with the service, service
selection, and service usage. Policy characteristics can be specified for an offering on
any layer of the cloud stack. The topic of policy specification in a blueprint will be
followed up in the next Section 3.2.3.
Deployment Artifact
Inspired by the definition of an UML artifact1, a deployment artifact in a blueprint
is the specification of a physical piece of information that is part of an offering and
1OMG, OMG Unified Modeling Language (OMG UML), Superstructure, V2.1.2, p197
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normally used for deploying or installing the offering. The specification of a deploy-
ment artifact includes its name, its type (binary file, configuration file, data dump file,
composition script, etc.) and the location to retrieve it.
On the SaaS layer, examples of deployment artifacts of a SaaS offering include the
binary files or deployable application packages that implement the SaaS, or the config-
uration files for configuring its deployment environment. On the PaaS layer, platform
installation binaries, e.g. Tomcat .jar binaries, are the essential deployment artifacts of
a PaaS offering. On the IaaS layer, the virtual images and/or virtual network config-
uration files, e.g. an OVF [DMTF, b] or AMI2, are examples of deployment artifacts of
an IaaS offering.
Requirement
A requirement specifies a required cloud service in the blueprint. It could be a
SaaS, PaaS, or IaaS requirement indicating a required SaaS, PaaS, or IaaS provided by
a third-party cloud vendor. A requirement and an offering on the same layer of the
cloud stack have the similar structure, since both of them specify an abstract cloud
service that is either offered or required by the blueprint. The only difference is that a
requirement cannot be specified with an endpoint whilst an offering, once it has been
deployed, can be specified with a concrete endpoint.
A requirement can also be attached with a policy specification to indicate its re-
quested policy capabilities, or a PaaS/IaaS requirement can also be attached with a
resource specification to specify its requested resource capabilities.
Examples of Blueprints and Blueprint Elements in the Taxi Tilburg Scenario
Each blueprint and its elements are assigned with a unique ID. Figure 3.4 introduces four blueprints: (1)
the blueprint with the unique ID TaxiOrdering-CSBA-BP is the specification of the TaxiOrdering-CSBA
that supports an CSBA for ordering a taxi, (2) the blueprint with the unique ID VehicleMgt-BP is the
specification of the Vehiclemgt-SaaS that provides a software for managing vehicle fleets, (3) the blueprint
with the unique ID MySQL-BP is the specification of the MySQL-PaaS that offers a MySQL database server,
and (4) the blueprint with the unique ID Ubuntu-BP is the specification of the Ubuntu-IaaS that offers a
Linux virtual machine. Let us focus the sample blueprint VehicleMgt-BP in Figure 3.4 and explain its
elements in more details:
• VehicleMgt-BP is a SaaS blueprint that provides a SaaS offering (unique ID=VehicleMgt-Off)
for managing vehicle fleets.
• Two deployment artifacts (unique ID=App.war) and (unique ID=Data.zip) exist as parts of the
VehicleMgt-Off offering. The App.war is a war file containing the entire vehicle management
2Amazon Machine Images: https://aws.amazon.com/amis
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application binaries. The Data.zip contains all the data dump files and data configuration scripts
to be installed in a relational database.
• The VehicleMgt-BP requires the following third-party cloud services:
– A context information service (unique ID=VehicleMgt-Req1) is required to provide the
surrounding context information of each vehicle. It is classified as a SaaS requirement in the
VehicleMgt-BP blueprint.
– A relational database (unique ID=VehicleMgt-Req2) is required for the installation of the
deployment artifact Data.zip so that all the needed data of the vehicle management appli-
cation can be correctly configured and persisted. It is classified as a PaaS requirement in the
VehicleMgt-BP blueprint.
– A JEE application server (unique ID=VehicleMgt-Req3) is required for the deployment of the
deployment artifact App.war. It is classified as a PaaS requirement in the VehicleMgt-BP
blueprint.
Although we did not specify an IaaS requirement for an IaaS blueprint in our case study, this case in general
is still valid. One of the most common examples is that an IaaS blueprint requires a network link, which is
classified as an IaaS requirment in our definition. For instance, our case study could be extended so that the
Ubuntu-BP blueprint can contain an IaaS requirement for a “Ethernet 2Gbit network link”.
The definition of the fundamental elements of a blueprint (Definition 3.2) makes
it become a self-contained, composable units with an offering and a set of re-
quirements. Configuring end-to-end CSBAs using blueprints follows the princi-
ples in component-based software engineering [Szyperski, 2002] and service compo-
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sition [Papazoglou, 2003] to compose a number of discrete blueprints by (1) matching
the requirements of a blueprint with the offerings of other existing blueprints, and (2)
linking the requirements with the matched offerings through the “dependency links”.
Whilst the support for matching and linking between an offering and a requirement
is part of the Blueprint Manipulation Technique (BMT) introduced in the subsequent
section 3.4, we define in the following Section 3.2.2 the “dependency links” that may
exist within a blueprint and between two blueprints.
3.2.2 Blueprint Dependency Links
Former related work in component-based system formally defines the two forms of
dependency links for a component-based software deployment: the the intra- and
inter-dependency links [Belguidoum & Dagnat, 2007]. Intra-dependency links exist
between the provided and required services of the same component. They are defined
by the component producer and used to perform the installation. Inter-dependency
links result from the installation and indicate the dependencies between the required
services of a component with the provided services of other components. They are
typically used to perform deinstallation and replacement.
Inspired by this definition of component dependency links, one of the options to
define the dependency links between the blueprint elements is to follow the same
concepts of the component dependency links. In particular, we could have two types
of dependency links: (1) the internal ones between an offering and the requirements of
the same blueprint, and (2) the external ones between a requirement and an offering of
two distinct blueprints. However, one of the drawback of this solution is not to able to
distinguish between the dependency between two elements on the same cloud layer
(normally the functional dependency) and the dependency between two elements on
two adjacent layers (normally the deployment dependency). Given this reason, we
decided to take into account the cloud layers and define in the Definition 3.3 the two
types of blueprint dependency links: the vertical and horizontal links. Then in Propo-
sition 3.1, we restrict the existence of these two types of blueprint dependency links.
We will also explain afterwards the assumptions that have resulted into the restriction
rules.
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Definition 3.3 (Blueprint Dependency Links) A blueprint dependency link indi-
cates a functional dependency between two blueprint elements. It has one of the following
two types:
• Vertical Link: exists between two blueprint elements on two adjacent layers of the
cloud stack. The blueprint element on the higher layer is the depender and the
blueprint element on the lower layer is the dependeee. For instance, a SaaS offering
can have a vertical link on a PaaS requirement.
• Horizontal Link: exists between two blueprint elements on the same layer of the
cloud stack. For instance, a SaaS offering can have a horizontal link on a SaaS
requirement.
Proposition 3.1 (Restrictions on the Blueprint Dependency Links) We define the
following restrictions on the existence of a vertical or horizontal link:
• A Vertical Link: can only exist between an Offering (the depender on the
higher cloud layer) and a Requirement (the dependee on the lower cloud layer)
within the same blueprint.
• Horizontal Link: can only exist
– between an Offering (the depender) and a Requirement (the dependee)
within the same blueprint.
– between a Requirement (the depender) and an Offering (the dependee)
of two different blueprints.
The restrictions of blueprint dependency links have been derived due to the follow-
ing assumptions:
1. A Deployment Artefact does NOT have any dependency links: A deployment artefact
is part of an offering and thus does not need to have any explicit dependency
links. It is normally associated with an installation/deployment cookbook con-
taining the instructions of which requirements (of the blueprint) are needed for
its deployment and how to perform the deployment, e.g. using the Chef cook-
book for deploying Tomcat3.
2. A Requirement-to-Requirement dependency link does NOT exist: Our assumption
states that if a requirement has a dependency link on another requirement, these
two should be defined together in a single requirement.
3. An Offering-to-Offering dependency link does NOT exist: Our assumption states that
3http://community.opscode.com/cookbooks/tomcat
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Figure 3.5: Examples of Vertical and Horizontal Links in the Taxi
Tilburg Scenario
(a) Sample horizontal and vertical links 
within the Vehicle-Mgt-BP blueprint





































































this type of dependency link can always be represented through a composition
of an Offering-to-Requirement dependency link and a Requirement-to-Offering
dependency link.
4. An Offering-to-Requirement dependency link does NOT exist between two blueprints:
This assumption is due to the fact that we would like to keep a blueprint as a
self-contained, composable unit so that its offering can only depends on internal
requirements. Furthermore, an external requirement can always be replicated to
an internal requirement of a blueprint.
5. A Requirement-to-Offering dependency link does NOT exist within a blueprint: A re-
quirement represents an external cloud service required by the blueprint and
obviously cannot have a dependency link on the offering of the same blueprint.
6. A Requirement-to-Offering dependency link between two blueprints does NOT ex-
ist as a vertical link. A Requirement-to-Offering dependency link between two
blueprints indicates that the requirement of a blueprint can be fulfilled by the
offering of another blueprint. We assume that a requirement can only be fulfill
by an offering on the same cloud layer. Hence, this dependency link is always a
horizontal link.
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Examples of Vertical and Horizontal Links in the Taxi Tilburg Scenario
Following up the example in Figure 3.4, the sample vertical and horizontal links within the
VehicleMgt-BP blueprint are introduced in Figure 3.5(a) and yield the following information:
• The SaaS offering VehicleMgt-Off wants to reuse the context information service functionality of
a third-party SaaS (represented by the SaaS requirement VehicleMgt-Req1). There is a horizontal
link between VehicleMgt-Off and VehicleMgt-Req1 to indicate this dependency.
• The SaaS Offering VehicleMgt-Off requires a SQL database (represented by the PaaS require-
ment VehicleMgt-Req2) to deploy the artifact Data.zip. There is a vertical link between
VehicleMgt-Off and VehicleMgt-Req2 to indicate this dependency.
• The SaaS offering VehicleMgt-Off requires a JEE application server (represented by the PaaS
requirement VehicleMgt-Req3) to deploy the artifact App.war. There is a vertical link between
VehicleMgt-Off and VehicleMgt-Req3 to indicate this dependency.
Figure 3.5(a) shows that the VehicleMgt-BP blueprint is still “unresolved”, i.e. it
still contains three unmatched requirements. In the further configuration activities for
the VehicleMgt-BP blueprint, the three requirements need to be matched by query-
ing, selecting and composing appropriate cloud service offerings of other blueprints
that can be retrieved from the marketplace repository. Matching a requirement with
an offering creates a horizontal link between them. The VehicleMgt-BP blueprint
becomes “resolved” if all of its requirements have horizontal links with the offerings
of the other blueprints.
Figure 3.5(b) visualizes the sample “resolved” VehicleMgt-BP together with the
other blueprints in the Taxi Tilburg Scenario. The requirement VehicleMgt-Req1
now has a horizontal link with the CaaS-Off offering of the CaaS-BP blueprint, the
requirement VehicleMgt-Req3 has a horizontal link with the Jonas-Off offering
of the Jonas-BP blueprint, and the requirement VehicleMgt-Req2 has two alterna-
tive horizontal links, one with the MySQL-Off offering of the MySQL-BP blueprint and
the other one with the PostgreSQL-Off offering of the PostgreSQL-BP blueprint.
3.2.3 Policy Profiles in a Blueprint
In the previous Section 3.2.1, the offering and requirement have been defined as the
two essential elements of a blueprint. An offering has been defined as the provided
cloud service of a blueprint and a requirement has been defined as a required, exter-
nal cloud service. In the context of cloud computing where an external cloud service
offered by a third-party provider is certainly not under control of the users, it is of
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particular importance to consider its policy properties, e.g. Quality of Service (QoS)4,
security, privacy, cost, etc, before actually selecting and using it. In this section, we
define the concept of a Policy Profile that can be attached to an offering or requirement
to specify the assertions on its policy properties.
Policy properties of an offering or requirement can be specified in the form of policy
assertion following the definition in the WS-Policy framework [W3C, 2006]: “A policy
assertion represents a requirement, capability, or other property of a behavior . . . Some
policy assertions specify traditional requirements and capabilities that will manifest
themselves in the messages exchanged (e.g., authentication scheme, transport proto-
col selection). Other policy assertions have no wire manifestation in the messages
exchanged, yet are relevant to service selection and usage (e.g., privacy policy, QoS
characteristics)”. Policy assertions according to this definition cover a vast area of pol-
icy properties, i.e. from the ones related to message exchange to the ones related to
service selection and usage, for instance QoS and privacy properties. If following the
WS-Policy framework, policy assertions can be further grouped into different policy
alternatives within a policy profile. For brevity reason we assume that a policy profile
does not need to be defined with different policy alternatives. Definition 3.4 defines a
policy profile.
Definition 3.4 (Policy Profile) A policy profile can be specified for an offering or re-
quirement of a blueprint. It is a non-ordered collection of policy assertions. A policy
assertion specifies the value range for a policy property.
Unfortunately, the WS-Policy framework does not come with a concrete taxonomy
of policy properties for (Web) services. It would rather leave the definition of policy
properties to users’ hand.
The S-Cube Quality Reference Model (QRM) presented
in [Gehlert & Metzger, 2008] has been developed by the S-Cube consortium5 and is
intended to provide a unified terminology for describing different QoS properties of
SBAs. Quality models from diverse domains such as service-oriented-computing,
business process management, grid computing, and software engineering have been
analyzed in order to extract the relevant QoS properties for SBAs. The QoS properties
in the QRM are organized into categories such as performance, dependability, usabil-
ity, etc., and provides a clear hierarchy between the QoS categories and properties,
e.g. performance contains response time and throughput and latency is a type of
response time. Furthermore according to their definition, some of the QoS categories
cover also other policy characteristics of a cloud service such as security, cost, and
data policy. Hence, the S-Cube QRM seems to be an appropriate reference point for
4http://www.s-cube-network.eu/km/terms/q/quality-of-service-qos
5S-Cube Network of Excellence: http://www.s-cube-network.eu/
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defining policy properties for a cloud service.
To exemplify the use of policy properties in our work, we select from the S-Cube
QRM the two policy properties Response Time (in s) and Availability (in %). These pol-
icy properties have been selected based on our observation on the most concerned
policy properties of current commercial cloud provider, e.g. Amazon. With these
selected policy properties, policy assertions can be specified as the value range of
the policy properties (with a maximum value, or a minimum value, or both), e.g.
“ResponseTime(s) ≤ 6” or “Availability(%) ≤ 98”.
Examples of Policy Profiles in the Taxi Tilburg Scenario
Examples of policy profiles of the sample VehicleMgt-BP blueprint are given in Figure 3.6. The
policy profile VehicleMgt-PP01 specifies the assertions on the response time and availability of the
VehicleMgt-Off offering, i.e. ResponseTime(s) ≤ 6 & Availability(%) ≥ 98. To enable these pol-
icy assertions, the provider of the VehicleMgt-BP blueprint has specified two further policy profiles: (1)
VehicleMgt-PP02 that contains the assertions on the required response time and availability of the SaaS
requirement VehicleMgt-Req1, and (2) the policy profile VehicleMgt-PP02 that contains the assertion
on the required availability of the two PaaS requirements VehicleMgt-Req2 and VehicleMgt-Req3.
3.2.4 Resource Profiles in a Blueprint
As discussed in the previous Section 3.2.3, policy properties specify the QoS, security,
privacy, cost, etc, with aim to support the users with the selection of third-party cloud
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services. In case the users intend to use a cloud service as it is and are not much
interested in configuring its underlying infrastructure, policy properties are the key
supportive non-functional properties during the service selection process. However,
if the users are also interested in configuring the underlying infrastructure of the cloud
service, they need to know more about the resource consumption characteristics of a
cloud service.
Current PaaS/IaaS vendors allow customers to configure their PaaS/IaaS offerings
based on a predefined set of resource properties, e.g. “sizing” the CPU speed and mem-
ory capacity of the Virtual Machines or configuring the storage capacity of a database.
From the configuration of the resource properties, prices of the PaaS/IaaS offerings
can then be calculated accordingly. For instance, Amazon allows their customer to
choose among different types of EC2 instances, based on the need of memory, the
Elastic Compute Unit (ECU)6, storage capacity, type of system (32-bit or 64-bit), I/O
performance, and the volume of I/O data that can be optimized for persistent stor-
age in the attached Amazon Elastic Block Store (EBS)7. Similar to Amazon, Windows
Azure provides a way for customers to configure their virtual machines based on the
need of CPU speed, RAM, storage capacity and network bandwidth8. Private cloud
users that use VMWare Workstation to manage their VMs can also specify their VM
configurations based on the predefined specification format9.
Taking into account the need of specifying the resource properties for a PaaS/IaaS,
the blueprint approach allows for specifying the Resource Profile that can be attached
to either a PaaS/IaaS offering or requirement. Definition 3.5 defines a resource profile.
Definition 3.5 (Resource Profile) A resource profile can be specified for a PaaS/IaaS of-
fering or requirement. A resource profile is a non-ordered collection of resource assertions.
Each resource assertion specifies the value range of a resource property.
By examining the resource specifications of several PaaS/IaaS vendors, the
blueprint approach defines the following typical categories of resource properties:
• Computing Resource Properties: specify the computing capabilities of a PaaS/I-
aaS including, for instance, the CPU related properties, memory properties, CPU
type, etc.
6Amazon’s Definition of ECU: “We use several benchmarks and tests to manage the consistency
and predictability of the performance of an EC2 Compute Unit. One EC2 Compute Unit provides
the equivalent CPU capacity of a 1.0-1.2 GHz 2007 Opteron or 2007 Xeon processor. This is also the
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• Storage Resource Properties: specify the storage capability of a PaaS/IaaS, in-
cluding, for instance, the disk storage size, I/O performance, type of disks, etc.
• Network Resource Properties: specify the networking capability of a PaaS/IaaS,
including, for instance, the network latency, bandwidth, etc.
With the definition of the categories of resource properties, resource assertions can be
specified to describe the value range of a resource property (with a maximum value, or
a minimum value, or both), e.g. “3 ≤ CPUSpeed(Ghz) ≤ 4” or “networkLatency(s) ≤
30”.
Examples of Resource Profiles in the Taxi Tilburg Scenario
Examples of resource profiles of the sample VehicleMgt-BP blueprint are given in Figure 3.7. The
resource profile VehicleMgt-RP01 specifies the assertion on the storage capacity of the VehicleMgt-Req2
PaaS requirement. The resource profile VehicleMgt-RP02 specifies the assertions on the CPU speed,
memory size, and network bandwidth of the VehicleMgt-Req3 PaaS requirement.
3.2.5 Blueprint Classification
A blueprint might be classified according to the following dimensions:
• Classification based on the three layers of the cloud stack: Blueprints can be clas-
sified based on the positioning of its cloud service offering on one of the three
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layers of the cloud stack: SaaS, PaaS, or IaaS. In this thesis, we often distinguish
between the three types of blueprints: a SaaS blueprint containing a SaaS offer-
ing, a PaaS blueprint containing a PaaS offering, and an IaaS blueprint contains
an IaaS offering.
• Classification based on its Configuration Status - resolved blueprint or unresolved
blueprint: A blueprint has the status “unresolved” if at least one of its require-
ments is still unmatched, i.e. there exists no horizontal link for this requirement.
For instance, the VehicleMgt-BP blueprint in Figure 3.5(a) is “unresolved” as
it still contains three unmatched requirements.
In contrast, a blueprint has the status “resolved” if all of its requirements have
already been matched, represented by the horizontal links, by at least an offering.
Figure 3.5(b) illustrates the “resolved” version of the VehicleMgt-BP blueprint
showing that all of its requirements already have a horizontal link.
• Classification based on the Marketplace Status - source blueprint or target blueprint:
If a blueprint has already been submitted to a marketplace to indicate that the
cloud service is ready to be purchased and reused by the other cloud service
providers or CSBA engineers, it is called a Source Blueprint. Source blueprints
are typically stored in a blueprint repository of a marketplace and publicly ac-
cessible for any marketplace users. In contrast, a blueprint specifying an under-
developing cloud service or CSBA is called a Target Blueprint. For instance in the
Taxi Tilburg Scenario, the TaxiOrdering-CSBA is a target blueprint whilst the
other blueprints are source blueprints.
A target blueprint is usually unresolved, and thus requires source blueprints
from a blueprint repository to fulfill its requirements. Source blueprints can
be both resolved and unresolved. In case an unresolved source blueprint is re-
trieved from a repository to resolve a target blueprint, the source blueprint iter-
atively needs to be resolved too.
3.3 Blueprint Specification Language (BSL)
The BSL has been developed to support the specification of blueprints as the abstract,
uniform cloud service specifications across all layers of the cloud stack. We introduce
in the following the main features of the BSL:
• The BSL allows cloud service providers to specify blueprints as the cloud service
specifications on all three layers of the cloud stack, i.e. SaaS blueprints, PaaS
blueprints, and IaaS blueprints. An CSBA engineer can also use the BSL to spec-
ify his CSBA as a composite SaaS blueprint.
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• The BSL has been developed based on the blueprint structure defined in the pre-
vious section 3.2. Please note that this blueprint structure has been consolidated
from a number of desired features proposed by our industry partners.
• The BSL covers both the technical and business aspects of a cloud service spec-
ification. The technical aspect includes, for instance, the specifications of the
technical interface of a SaaS, the product and technology used to implement a
PaaS/IaaS, the deployment artefacts of a cloud service, the required resource ca-
pacity for deploying a cloud service, etc. The business aspect is specified in terms
of the policy specification for a cloud service, which may include the QoS, cost,
licensing, etc.
• The BSL aims to support the design and configuration of an CSBA within the
CSBA engineering lifecycle. An CSBA engineer can use the BSL to specify his
CSBA design in a SaaS blueprint. Then, his SaaS blueprint can be composed with
the other blueprints to configure his CSBA. Finally, the composition of blueprints
serves as a manifest to configure the deployment environment of his CSBA.
• The BSL is designed in a modular way to increase the usuability. It contains the
following inter-related BSL modules:
– BSL Core Module: allows to specify blueprints on all three layers of the
cloud stack. This module is designed based on the blueprint structure defi-
nition in Section 3.2.
– BSL SaaS Module: extends the BSL Core Module to specify a SaaS blueprint.
– BSL PaaS Module: extends the BSL Core Module to specify a PaaS blueprint.
– BSL IaaS Module: extends the BSL Core Module to specify an IaaS bluer-
pint.
– BSL Policy Description Module: allows to specify a policy profile that can
be associated with an offering or requirement in a blueprint. This module
is designed based on the definition of a policy profile in Section 3.2.3.
– BSL Resource Description Module: allows to specify a resource profile that
can be associated with a PaaS/IaaS offering or requirement in a PaaS/IaaS
blueprint. This module is designed based on the definition of a resource
profile in Section 3.2.4.
– BSL Interface Description Module: allows to specify the interface descrip-
tions that can be associated with a SaaS offering or requirement in a SaaS
blueprint. This module is designed based on existing languages or specifi-
cation schemas that support the specification of (Web) service interface.
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• The BSL is designed in an extensible way so that users can incorporate external
languages or specification schemas.
Following the OMG’s model-driven engineering methodology [Kleppe et al., 2003],
the BSL has been developed as a domain-specific modeling language (DSML) with
aim to provide language constructs for specifying blueprints using models. In model-
driven engineering, a DSML is a modeling language that is tailored to particular con-
straints and assumptions of an application domain [Chen et al., 2005]. Following the
definition of a DSML in [Chen et al., 2005], the BSL has been developed with the fol-
lowing components:
66
• The BSL Abstract Syntax: introduces the language constructs to model a
blueprint. It is described using the UML class diagram.
• The BSL Concrete Syntax: introduces a concrete XSD template to specify a
blueprint. The mapping between the BSL Abstract Syntax and the Concrete Syn-
tax is also provided.
• The BSL Semantic Domain: introduces the formalization of the BSL Abstract Syn-
tax as a knowledge representation schema described by the Web Ontology Lan-
guage (OWL)- a well-established formal framework for knowledge representa-
tion. The mapping between the BSL Abstract Syntax and the Semantic Domain
is also provided.
In the subsequent chapter 4, these BSL components will be explained in details.
Examples of Blueprints specified by the BSL in the Taxi Tilburg Scenario
Figure 3.8 illustrates some examples of blueprints that have been specified in the Taxi Tilburg Scenario.
By using the BSL, cloud service providers have created a number of blueprints to specify their cloud services
including: the VehicleMgt-SaaS, the MapA-SaaS, the MapB-SaaS, the CaaS-SaaS, the JBoss-PaaS,
the MySQL-PaaS, the PostgreSQL-PaaS, and the Ubuntu-IaaS. These blueprints have also been pub-
lished as source blueprints to the marketplace blueprint repository.
In the next chapter 4, we will provide more details about representing these blueprints using the BSL
abstract and concrete syntax.
3.4 Blueprint Manipulation Techniques (BMTs)
The Blueprint Manipulation Techniques (BMTs) have been developed based on
the idea of supporting the generic model operators for manipulating data models
in [Melnik, 2004]. In fact, we have taken into account the applicability of these generic
operators for the blueprints, selected a subset of them, and extended their definitions
towards the requirements of the manipulation techniques that should be used to sup-
port the CSBA engineering lifecycle. In particular, the BMTs comprise of the following
manipulation techniques:
• Publishing a blueprint to a repository, e.g. a marketplace repository.
• deleting an existing blueprint in the repository.
• Querying blueprints from a repository.
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Example of Use Case 1: Querying for a blueprint






































































• Composing blueprints to form a complete CSBA configuration.
In the subsequent chapter 5, a set of operators will be introduced that work directly
on the blueprints to support these techniques.
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Examples of using the BMT in the Taxi Tilburg Scenario
To exemplify the use of the BMT, let us consider the following two sample use cases of the BMT within
the Taxi Tilburg Scenario, as illustrated in Figure 3.9:
• Case 1- Querying for a blueprint: TaxiTilburg is looking for a blueprint from a repository that offers
a “Vehicle Management Software” as a SaaS. He submits his request for a “Vehicle Management Soft-
ware” to the marketplace repository. There is only one blueprint that offers the “Vehicle Management
Software” as a SaaS offering, namely the VehicleMgt-BP blueprint.
• Case 2- Composing blueprints: After successfully querying the VehicleMgt-BP blueprint,
TaxiTilburg now needs to compose it with his TaxiOrdering-CSBA-BP blueprint. Compos-
ing blueprints comprises of two steps: (1) identify the matching between a requirement of the
TaxiOrdering-CSBA-BP blueprint with the offering of the VehicleMgt-BP blueprint, and (2)
create a horizontal link from the requirement to the offering . Matching between a requirement and an
offering does not only include the functional matching, but also include the matching of their policy
profiles and/or resource profiles.
3.5 Blueprint Approach in Support of the CSBA Engi-
neering Lifecycle
The aim of this section is to explain how the Blueprint Approach can be used within
the CSBA engineering lifecycle to support the design and configuration of an CSBA.
Figure 3.10 illustrates the CSBA engineering lifecycle with the support of the Blueprint
Approach. Blueprints in this lifecycle are distinguished between source and target
blueprints10, i.e. cloud service providers use source blueprints to specify their cloud ser-
vices and CSBA engineers use target blueprints to specify their CSBAs. In Figure 3.10,
we also denote where the two components of the blueprint approach, i.e. the BSL and
BMTs, are used to support the lifecycle steps.
In Step 1, cloud service providers would like to commoditize their cloud services.
To do so, their cloud services need to be specified in a uniform format and then pub-
lished in a marketplace repository so that the marketplace users can discover and
make use of the offered cloud services. Cloud service providers can use the BSL to
specify their cloud service in a source blueprint.
In Step 2, cloud service providers use the support of the BMT to publish their source
blueprints to a marketplace’s blueprint repository. They can also use the BMT to delete
their existing blueprints in the repository.
In Step 3, an CSBA engineer would like to develop a new CSBA using cloud ser-
10please refer the classification of blueprints based on their marketplace status in Section 3.2.5
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vices. To do this, he uses the BSL to specify all the necessary information of his
new CSBA. The BSL allows the CSBA engineer to describe not only the functionality
and policies (e.g., minimum and maximum values for the end-to-end response time
and/or availability percentage) of the new CSBA , but also the cloud services required
by his CSBA. At the end of this step, the CSBA engineer has completed his CSBA spec-
ification in a Target Blueprint that contains the CSBA offering and the requirements for
third-party cloud services.
In order to transform the Target Blueprint into a complete end-to-end CSBA con-
figuration that can be used to deploy the CSBA on the physical cloud resources, the
requirements contained in the target blueprint must be matched by the offerings of
the other source blueprints. In Step 1, the Source Blueprints have been specified using
the same BSL language and in Step 2 they have been published to well-known loca-
tion(s) like the marketplace’s blueprint repository. Therefore, source blueprints can be
queried for matching the requirements in the target blueprint. The technique to query
source blueprints is performed in Step 4 with the support of the BMTs.
In Step 5, the target blueprint and a number of source blueprints can composed using
the support of the BMTs. This step results in several alternative configurations of the
CSBA, each of which is an end-to-end composition of blueprints.
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Figure 3.11: Specifying and Configuring the target blueprint
TaxiOrdering-CSBA-BP



























































































































The next Step 6 allows the developer to select, among several alternative CSBA con-
figurations, the optimum configuration. Selection criteria might include for instance
the cost, the end-to-end performance, the existing resource constraints, or other long-
term business strategies. In this thesis, we do not discuss this step of selecting the
optimum CSBA configuration. As shown in the lifecycle in Figure 3.10, this step is not
supported by the blueprint approach.
Example of following the CSBA engineering lifecycle in the Taxi Tilburg Scenario
The company TaxiTilburg decides to follow the CSBA engineering lifecycle to configure their
TaxiOrdering-CSBA. Figure 3.11 illustrates the result of performing from Step 3 to Step 6 of the lifecy-
cle, namely the specification of the CSBA in a target blueprint called TaxiOrdering-CSBA-BP using the
BSL, and the configuration of the TaxiOrdering-CSBA-BP blueprint using the BMT.
After creating a target blueprint TaxiOrdering-CSBA-BP using the BSL, TaxiTilburg subsequently
uses the BMT to query for appropriate source blueprints from the marketplace repository whose offerings can
be used to match with the requirements of the target blueprint.
Then, TaxiTilburg uses the BMT to compose the target blueprint TaxiOrdering-CSBA-BP with
the newly retrieved source blueprints, i.e. the VehicleMgt-BP, MapA-BP, and MapB-BP blueprints. The
newly retrieved source blueprints may also contain requirements, e.g. the VehicleMgt-BP blueprint. Hence,
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this querying and composing tasks have to be executed iteratively until the entire configuration of the target
blueprint no longer contains any further requirement.
The Composing technique supported by the BMT is used to compose two blueprints. It comprises of two
steps:
• Identify a matching between a requirement of the first blueprint and the offering of the second blueprint.
The matching technique does not only take into account the functionality matching, but also the policy
and resource matching, i.e. whether the policy assertions specified in the Policy Profile attached to
the requirement can be satisfied by the policy assertions specified in the Policy Profile attached to
the offering. For instance, the two SaaS offerings MapA-Off and MapB-Off can be matched with
the SaaS requirement TaxiOrdering-CSBA-Req2, because (1) both MapA-Off and MapB-Off
offer the “Map Service” functionality and the TaxiOrdering-CSBA-Req2 requires a “Map Service”
functionality; and (2) the policy assertions specified for the MapA-Off and MapB-Off regarding the
maximum response time and minimum availability can satisfy the policy assertions specified for the
requirement TaxiOrdering-CSBA-Req2. Furthermore on the PaaS and IaaS layers, matching is
also based on the resource specification specified in the Resource Profiles , e.g. the VehicleMgt-BP
blueprint has some resource assertions specified for its PaaS requirement VehicleMgt-Req2 regard-
ing the required CPU speed, memory size and network bandwidth, and these assertions can be satisfied
by the resource assertions of the PaaS offering JBoss-Off.
• If a matching can be found between a requirement and an offering, they can be linked by a horizontal
link.
It is worth noting in Figure 3.11 that there could be alternative matching results for a requirement, e.g.
there are two matching results for the requirement TaxiOrdering-CSBA-Req2 blueprint and the re-
quirement VehicleMgt-Req1. This results in alternative compositions of blueprints to configure the
TaxiOrdering-CSBA. The next step after configuring an CSBA is to select among the alternative con-
figurations the optimum one to be deployed on the physical cloud infrastructure. The selection strategy might
depend on a variety of criteria such as the cost, licensing issues, or some private business constraints. For
brevity reason we do not discuss the criteria for selecting an CSBA configuration in this thesis. As an example,
a configuration for the TaxiOrdering-CSBA that involves the MapA-BP blueprint to match the requirement





The concept of blueprint has been introduced in Definition 1.4 as a uniform specifica-
tion for cloud services across all three layers of the cloud stack. Then, the blueprint
structure has been defined in Section 3.2. Based on the blueprint structure defini-
tion, this chapter introduces a uniform language for specifying blueprints, called the
Blueprint Specification Language (BSL).
The chapter is organized as follows:
• Section 4.1 introduces the BSL as a Domain-specific Modelling Language with
the following components: the abstract syntax, the concrete syntax, the mapping
between concrete and abstract syntax, the semantic domain, and the mapping
between the abstract syntax and the semantic domain.
• Section 4.2 introduces the BSL abstract syntax using the Universal Modelling
Language (UML) class diagram notations.
• Section 4.3 introduces the BSL concrete syntax as a Blueprint XSD Template.
Mapping from the BSL abstract syntax model to the Blueprint XSD Template
is also explained in this section.
• Section 4.4 introduces the BSL semantic domain as a Blueprint Schema described




Following the OMG’s model-driven engineering methodology [Kleppe et al., 2003],
the BSL has been developed as a domain-specific modeling language (DSML) with
aim to provide language constructs for specifying blueprints using models. In model-
driven engineering, a DSML is a modeling language that is tailored to particular con-
straints and assumptions of an application domain [Chen et al., 2005]. A DSML has
been formally defined in [Chen et al., 2005] as a five-tuple of: Abstract Syntax A, Con-
crete Syntax C, Semantic Domain S, Semantic Mapping MS and Syntactic Mapping MC.
The abstract syntax A defines the concepts, relationships, and integrity constraints
available in the language. The concrete syntax C defines the specific notation used to
express models, which may be graphical, textual or mixed. The syntactic mapping
MC : C −→ A: assigns syntactic constructs (graphical, textual or both) to the elements
of the abstract syntax. The semantic domain S is usually defined in some formal frame-
work, in terms of which the meaning of the models is explained. Finally, the semantic
mapping MS : A −→ S: relates syntactic concepts to those of the semantic domain.
Throughout this chapter, the five components A, C, MC, S, MS of the BSL will be
subsequently introduced. Figure 4.1 illustrates the content of the chapter showing
which BSL components will be introduced in which subsequent section. The lan-
guages that are used to specify the BSL components are called meta-languages. In
the following, we briefly explain our choices of meta-languages for specifying the BSL
components:
• BSL Abstract Syntax: The specification of the BSL abstract syntax requires a
meta-language that can express its concepts, relationships, and integrity con-
straints. Since we are following the OMG’s model-driven engineering method-
ology to define the BSL [Kleppe et al., 2003], we adopt the Universal Modeling
Language (UML) class diagram as the meta-language for specifying the BSL ab-
stract syntax. In Section 4.2, we introduce the BSL model as the specification of the
BSL abstract syntax in UML. The choice of using UML is also aligned with the
MOF’s four-layer meta-modeling architecture defined by the OMG1: the UML is
on the M2 layer and the BSL model is on the M1 layer.
• BSL Concrete Syntax and BSL Syntactic Mapping: In the context of cloud com-
puting where blueprints are supposed to be exchanged frequently on the Web,
a uniform XML-based representation of blueprints seems to be an appropriate
representation format for the data exchange purpose. Hence, we adopt the XML
schema (XSD) representation technique to define a concrete syntax for the BSL.
Section 4.3 will introduce the Blueprint XSD Template as the BSL concrete syntax.
The BSL syntactic mapping will also be explained in Section 4.3 as the mapping
1Meta Object Facility (MOF): http://www.omg.org/mof/
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Figure 4.1: Overview of BSL components
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from the Blueprint XSD Template to the BSL Meta-model in UML.
• BSL Semantic Domain and BSL Semantic Mapping: According to Emerson et
al. [Emerson et al., 2004], the semantic domains and the associated semantic
mappings define the semantics for a DSML, and these semantics give a precise
meaning to those models that we can create using the DSML. Since blueprint
itself can be considered as a knowledge-intensive specification of a cloud ser-
vice [Papazoglou & Vaquero, 2012], an existing formal framework for knowl-
edge representation seems appropriate for the purpose of formalizing the BSL
semantics. In Section 4.4, we explain our choice of using the Web Ontology
Language (OWL) [McGuinness & van Harmelen (Eds.), 2004] - the existing well-
established standard for knowledge representation for Internet-based resources
and semantic web- to formalize the BSL semantics. Subsequently, a Blueprint
Schema model described in OWL will be introduced as the BSL semantic domain.
A mapping between the BSL abstract syntax model in UML to the Blueprint Schema
Model in OWL will also be explained in Section 4.4 as the BSL Semantic Mapping.
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Figure 4.2: Positioning the BSL Model and the instantiated Blueprint
Models within the MOF’s meta-modelling architecture
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4.2 The BSL Abstract Syntax Model
In this section, the BSL abstract syntax model (BSL model, for short) is introduced us-
ing the UML class diagram notations to represent the abstract syntax for specifying
blueprints. No concrete notations or implementation considerations for the BSL will
be mentioned in this section. In Figure 4.2, we position the BSL model on the M1
layer (the User Model layer) of the OMG’s MOF meta-modeling architecture. The BSL
model is described by the UML (the M2 layer) and aims to provide concepts (described
by the UML classes) and relationship between the concepts (described by the UML
relations) for modeling blueprints. In fact, there exists another modeling possibility
that extends the UML metamodel in the M2 layer with concepts aimed to generate a
blueprint model. This solution would be more coherent to standard UML extension
mechanism and deliver more UML-consistent models. In the future work, we will re-
consider which modeling approach (the M1 or M2 layer) would be the best fit for the
BSL model.
Using the BSL model, users can instantiate a Blueprint Model that contains concrete
blueprint data objects. Alongside with the introduction of the BSL model in this sec-
tion, we will also provide the examples of using it to instantiate a Blueprint Model
containing sample blueprint data objects.
The BSL model is divided in several interrelated BSL modules to reduce its complex-
ity and increase the understandability of the language. Figure 4.3 illustrates these BSL
modules and the “import” dependencies among them. In the following, we briefly
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introduce each BSL module:
• BSL core module: this module provides the abstract syntax for specifying a
blueprint that contains the meta-data elements of a cloud service (i.e. offering,
deployment artifacts, requirements, etc.) on any layer of the cloud stack, as well
as the links between these elements. Section 4.2.1 will introduce the language
model of the BSL core module.
• BSL policy description module: this module provides the abstract syntax for
specifying the policy offering/requirement of a cloud service offering/require-
ment on all three layers of the cloud stack. Hence, this module can be imported
into the BSL core module to enable the policy specification in a blueprint. Sec-
tion 4.2.2 will introduce the language model of the policy description module.
• BSL resource description module: this module provides the abstract syntax for
specifying the provided/required resource description of a Paas offering/re-
quirement or IaaS offering/requirement. Hence, this module is imported into
the BSL PaaS Module and the BSL IaaS Module to enable the resource specifica-
tion in a PaaS or IaaS blueprint. Section 4.2.3 will introduce the language model
of the BSL resource description module.
• BSL interface description module: This module provides the abstract syntax for
specifying the provided/required technical interfaces, i.e. the signature and pro-
tocol, of a SaaS offering/requirement. The focus of this module here is to pro-
Figure 4.3: Overview of the BSL Modules
BSL Modules in UML
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mote the interoperability between the SaaSs by ensuring the compatibility be-
tween the provided technical interface of a SaaS offering and the required in-
terface of a SaaS requirement. Therefore, this module is imported into the BSL
SaaS Module to eanble the interface specification in a SaaS blueprint. We reuse
the concepts of existing meta-models for specifying (Web) service interfaces to
define this language module. Section 4.2.4 will introduce the language model of
the BSL interface description module.
• BSL IaaS Module: this module extends the abstract syntax in the BSL core mod-
ule for the purpose of specifying an IaaS blueprint. Section 4.2.5 will introduce
the language model of the BSL IaaS module.
• BSL PaaS Module: this module extends the abstract syntax in the BSL core mod-
ule for the purpose of specifying a PaaS blueprint. It also imports the BSL IaaS
module to allows for specifying an IaaS requirement in a PaaS blueprint. Sec-
tion 4.2.6 will introduce the language model of the BSL PaaS module.
• BSL SaaS Module: this module extends the abstract syntax in the BSL core mod-
ule for the purpose of specifying a SaaS blueprint. It also imports the BSL PaaS
module to allows for specifying an PaaS requirement in a SaaS blueprint. Sec-
tion 4.2.7 will introduce the language model of the BSL SaaS module.
4.2.1 The BSL Core Module
The language model of the BSL core module is presented in Figure 4.4 using the UML
class diagram notations2. The BSL core module has four essential language concepts,
namely Blueprint, Offering, Deployment Artifact, and Requirement, corresponding to the
concept of the blueprint elements previously introduced in Section 3.2.1. Each lan-
guage concept in the BSL core module is modeled with a set of predefined properties.
A property of a concept has either a basic data type, e.g. int, string, boolean, etc., or a
complex document types. Within the BSL core module, we use the complex type Policy
Profile for representing the policy description of a cloud service. The abstract syntax
for specifying a Policy Profile will be introduced in the BSL policy description module
in the next Section 4.2.2. In the following, each concept in the BSL core module and
their properties will be explained:
• Blueprint is the central concept of the BSL core module as it represents a cloud ser-
vice meta-data specification provided by a cloud service provider. A blueprint
has basic properties including a name, an optional short textual description, the
ownership information, the version information, the releaseDate, and the status of
2The enumeration class is represented as a comment in this model since the modelling tool we use
(named Jude) does not support an explicit construct for modeling an enumeration class
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Figure 4.4: The BSL Core Module in UML
the blueprint. The status of a blueprint is defined as its configuration status3 and
is specified by its provider to indicate whether it has been resolved or not. A
blueprint consists of blueprint elements, in particular, an Offering and a set of
zero or many Requirements. The composition relationship (dark diamond) be-
tween a blueprint and its offering and requirements indicates a part-of integral
relationship4.
• Offering: represents the cloud service offered by the blueprint. The offering has
the following properties: a mandatory offeringName (with type of string) to spec-
ify the name of the cloud service offered to the blueprint consumer, an optional
offeringType to specify the type of the offered cloud service, and an optional end-
point (with type of URI) to specify the URI endpoint location for programmatic
interactions with the offering. The offered cloud service ranges across three lay-
ers of the cloud stack, i.e. it could be a composite CSBA, or a SaaS, PaaS, or IaaS.
Inspired by the Debian package management approach [Aoki, 2007], the name of
an offering follows a keyword-based approach. This enables an easy searching
and matching of offerings that provide the needed cloud services. The type of the
cloud service is a simple string specifying the common categorization of cloud
services, e.g. it can follow the general classification of cloud abstraction layers
“SaaS”, “PaaS” and “IaaS”, or be more specific like a “database”, “application
server”, “servlet container”. The endpoint of an offering might be unknown
at the design time of the blueprint. After the blueprint has been fully config-
ured and can be used to deploy the cloud service, this property can be updated
to specify the concrete endpoint for the cloud service consumers. The elastic-
3Please refer to the classification of blueprints based on the configuration status in the previous
Section 3.2.5
4This means if the blueprint ceases to exist, all the parts cease to exist too.
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ity of an offering is optionally specified in terms of the minimum and maximum
number of instances of the cloud service that can be offered for each consumer.
An optional Policy Profile capturing the policy characteristics (including the QoS,
regulatory, licensing, security, etc.., characteristics) could be attached to the of-
fering to specify the policy conditions under which the offering is delivered to
the consumers.
• Deployment Artifact: An offering contains zero or many Deployment Artifacts,
which are the physical pieces of information that need to be deployed and in-
stalled for the provisioning of the offering. The information of a deployment ar-
tifact encompasses: a mandatory artifact name, an optional artifact type indicating
whether this artifact is a software binary, composition script, database configu-
ration and startup file, or some other kinds of configuration files. An optional
artifact location can be specified to indicate the URI location from which the arti-
fact can be downloaded and installed.
• Requirement: The abstract syntax for specifying a requirement is similar to the
one used for specifying an offering, except that a requirement obviously has no
endpoint. In particular, a requirement has the mandatory requirementName and
requirementType properties to indicate the name and type of a particular cloud
service needed by a blueprint. A requirement may be optionally specified with
the required minimum and maximum number of instances that should be pro-
vided, and an optional Policy Profile to specify the policy constraints under which
the needed cloud service should be provided.
Since the offering and requirement classed in the BSL core module are quite identical,
another modeling option is to define an abstract class as a super class capturing their
commonalities. Then, the offering and requirement classes only need to specialize
their differences. This modelling option would indeed deliver a cleaner model for the
BSL and will definitely be considered in the next improvement cycle of the language.
Extensibility of the BSL core module
The BSL core module introduced in this section defines a generic blueprint schema
for specifying all categories of cloud services on all cloud abstraction layers “SaaS”,
“PaaS” and “IaaS”. This module will be extended in the subsequent sections 4.2.7,4.2.6,
and 4.2.5 to specify the blueprint schema for cloud services on each of these three
layers of the cloud stack.
However in general, cloud services may be further classified into different specific
categories, i.e. logistics SaaS, database PaaS, machine IaaS, and may thus need to
be specified with additional properties for which the blueprint schema defined by
the BSL modules may not be sufficient. We acknowledge this important requirement
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Figure 4.5: Extending the BSL with the external Metering Schema
and thus design our BSL core module in an extensible way, i.e. the BSL core mod-
ule in Figure 4.4 allows for defining category-specific properties ext_property of type
ExtendedProperty for all the language concepts Blueprint, Offering, Deployment Artifact,
or Requirement. The type ExtendedProperty can be considered as the extension point of
the BSL, through which a cloud service provider can extend the language constructs
following the two ways:
• The BSL core module provides a simple way for extending its language con-
struct by allowing the category-specific properties ext_property to be defined
with the type definition SimpleExtendedProperty. The type SimpleExtendedProp-
erty extends the type ExtendedProperty and consists of a property name (p_name),
property type (p_type), and property value (p_value). As an example, if a
blueprint provider wants to specify that his offering is already a product listed
on the marketplace “4caast” and can only be purchased via a “4caast” con-
tract, he could extend his offering with the following two simple extended
properties: {p_name=‘isProduct’, p_type=‘xsd:boolean’, p_value=‘true’}, and
{p_name=‘marketplace’, p_type=‘xsd:string’, p_value=‘4caast’}.
• Another way to extend the language constructs of the BSL is to import the exter-
nal language schemas and specify that the external language constructs extend
the ExtendedProperty concept. Figure 4.5 presents a sample BSL extension that
supports the definition of Metering Section as an ext_property. This BSL exten-
sion has been defined for the 4caaSt marketplace [European Comission, 2010]
to allows the blueprint providers to specify the metering information for their
blueprints, which is needed for accounting purpose as soon as their blueprints
are published and purchased on the 4CaaSt marketplace.
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Figure 4.6: Example of a Blueprint specified by the BSL Core Module
BSL Core Module
Blueprint Model specifying a Blueprint
External Metering Schema
instantiate
Example of a Blueprint specified by the BSL Core Module
By instantiating the language concepts and their relations in the BSL core module, a Blueprint Model can
be created for the purpose of specifying blueprints. Figure 4.6 depicts a sample Blueprint Model for specifying
the sample VehicleMgt-BP blueprint that has been instantiated from the BSL Core Module. This model
contains instances of the BSL concepts, which have been assigned with a unique ID during the instantiation,
e.g. the unique ID of the blueprint is VehicleMgt-BP. The details of the VehicleMgt-BP blueprint have
already been introduced in the previous chapters and thus will not be repeated here. Instead, we would like to
explain the two alternative usage of the extended properties supported by the BSL Core Module. In Figure 4.6,
the VehicleMgt-BP blueprint is specified with two simple extended properties: the VehicleMgt-BP-Ext1
for indicating whether the blueprint is already a product and the VehicleMgt-BP-Ext2 for indicating the
marketplace where the blueprint can be found. Instead of using the simple extended properties for extending
a BSL language construct, the VehicleMgt-Off offering is extended with an external language construct,
i.e. the 4CaaStMet-1 is an extended property of type Metering Section supported by the external
Metering Schema that has been introduced previously in Figure 4.5.
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Figure 4.7: The BSL Policy Description Module in UML
4.2.2 The BSL Policy Description Module
The BSL policy description module illustrated in Figure 4.7 has been developed as a
simplified version of the WS-Policy language [W3C, 2006]. It defines the concept of
a Policy Profile to capture the promised policy capabilities of an offered cloud service
or the policy requirements of a required cloud service. Following the Definition 3.4 in
the previous Section 3.2.3, policy profile is defined as a non-ordered collection of policy
assertions. A policy assertion contains a statement about a Policy Property, e.g. avail-
ability, response time, throughput, security, privacy etc., associated with a maximum
value and a minimum value and , e.g. “minValue = 98%” for the availability, and “max-
Value = 6s” for the response time in seconds. A policy property is of type “monotonic”,
“antitonic”, or “non-ordinal”. Monotonic policy properties order their values with in-
creasing order, e.g. availability and throughput; antitonic policy properties order their
values with decreasing order, e.g. response time, failure rate; and non-ordinal policy
properties are those whose values cannot be ordered without further specific order-
ing criteria, such as security, licensing, privacy, etc. The maxValue is used to specify
the value of a non-ordinal policy property, e.g. “maxValue= Basic256Rsa15” for the
security.
The BSL concept policy profile is imported to the BSL core module, to enable the spec-
ification of policy capabilities for an offering or policy requirements for a requirement
in a blueprint. Since WS-Policy is a well-known language for specifying service policy,
the decision to develop the BSL Policy Module as a simplified version of the WS-Policy
language has also another benefit regarding the interoperability with existing service
description languages.
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Blueprint Model specifying a Policy Profile
Example of a Policy Profile specified by the BSL Policy Description Module
By instantiating the language concepts and their relations in the BSL policy description module, a Blueprint
Model can be created for the purpose of specifying a policy profile. Figure 4.8 depicts a sample Blueprint
Model containing the VehicleMgt-PP1 policy profile that, according to our running example, is attached
to the VehicleMgt-Off offering to indicate its policy capabilities. Two policy assertions are specified in the
VehicleMgt-PP1 policy profile, one for specifying the maximum response time and the other for specifying
the minimum availability of the cloud service offering.
4.2.3 The BSL Resource Description Module
The BSL resource description module introduced in Figure 4.9 defines the concept of a
Resource Profile to capture the offered resource capabilities of an offered PaaS/IaaS or
the required resource capabilities of a required PaaS/IaaS. From a first glance, the defi-
nition of the BSL resource description module looks similar the BSL policy description
module. It is indeed the case since we have also reused the structure of the WS-Policy
language [W3C, 2006] for the development of the BSL resource description module.
There is a small extension in this module in the way that we propose also a classifica-
tion of types of resource properties: Computing, Network, and Storage, which in our
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Figure 4.9: The BSL Resource Description Module in UML
opinion covers the most common resource properties of a cloud service.
A resource profile has been defined in Definition 3.5 in the previous Section 3.2.4
as a non-ordered collection of resource assertions. Each resource assertion contains a
statement about a Resource Property. This BSL module also provides a predefined cat-
egorization of resource properties, in which we classify them into Computing Resource
Properties, e.g. the CPU-type, CPU-Speed, RAM, etc., Storage Resource Properties, e.g.
capacity, I/O bandwidth, etc., and Network Resource Properties, e.g. NetworkLatency,
NetworkBandwidth, etc. An assertion specifies a resource property with a maximum
value and a minimum value, e.g. “minValue = 2” for the CPU-speed in Ghz, “min-
Value = 2” for the network bandwidth in Gbit/s, etc. The resource property can be of
type “monotonic”, “antitonic”, or “non-ordinal”. Monotonic resource properties order
their values with increasing order, e.g. network bandwidth and CPU-Speed; antitonic
resource properties order their values with decreasing order, e.g. network latency, net-
work delay, etc.; and non-ordinal resource properties are those whose values cannot
be ordered without further specific ordering criteria, e.g. the CPU type. The maxValue
is used to specify the value of a non-ordinal resource property, e.g. “maxValue= Intel
Dual Core” for the CPU type.
The BSL concept resource profile is imported into the BSL PaaS module and the BSL
IaaS module to support the specification of the offered or required resource capabilities
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Figure 4.10: Example of a Resource Profile specified by the BSL Re-
source Description Module
BSL Resource Description Model
instantiate
Blueprint Model Specifying a Resource Profile
for a PaaS/IaaS offering or a PaaS/IaaS requirement respectively.
Example of a Resource Profile specified by the BSL Resource Description Module
By instantiating the language concepts and their relations in the BSL resource description module, a
Blueprint Model can be created for the purpose of specifying a resource profile. Figure 4.10 depicts a sample
Blueprint Model containing the VehicleMgt-RP2 resource profile that, according to our running example,
is attached to the VehicleMgt-Req3 requirement (i.e. the requirement for a JEE application server)
to indicate the required resource capacities of this requirement. Three resource assertions are specified in
the VehicleMgt-RP2 resource profile for specifying the required CPU speed, memory size, and network
bandwidth.
4.2.4 The BSL Interface Description Module
On the SaaS layer, a SaaS offering is a provided cloud software service and a SaaS
requirement is a required cloud software service in a blueprint. The interfaces of
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a SaaS need to be described in a consistent manner so that they can be discovered
and composed easily across blueprint providers. Existing approaches for describing
component interfaces and web service interfaces could be revised and then reused for
describing cloud service interfaces. In its early time, component-based system has
already realized the need of having a uniform description of component interface,
e.g. the IDL in the CORBA framework, that comprises of a set of operations with in-
put, output and exception parameters. A comprehensive description of a component
interface has been proposed in [Beugnard et al., 1999] that has four levels: syntactic,
behavioral, synchronization and QoS.
The de-facto standard for describing web service interfaces is the WS-* family,
which basically consists of a number of XML-based specification schemas, e.g. WSDL
schema for specifying a Structural Interface, Abstract BPEL schema for specifying an
Behavior Protocol, and the WS-Policy schema for specifying a Policy Profile. Other ini-
tiatives like the CBDi Reference model [Everware-CBDI, ] or OASIS SOA reference
model [OASIS, 2006] provide a complete technology-agnostic service description, i.e.
no specific technologies are required for describing services. Apart from the service
interface, these reference models cover also other aspects of services.
Another approach for describing software service interface in a technology-agnostic
way has been presented in [Andrikopoulos, 2010] using an underpinning Abstract Ser-
vice Description (ASD) meta-model as the specification schema. An instantiated ASD
is a service interface description containing the following layers, according to its meta-
model in [Andrikopoulos, 2010]:
• structural layer: contains the method signatures and their message parameters
required for the interaction of the clients with the service
• behavioral layer: contains the records describing the perceived behavior of the
service in terms of exchange of messages grouped under service operations, and
the conditions under which message exchanges may occur.
• non-functional layer: adopts the simplified version of the WS-Policy schema for
the description of QoS characteristics in the forms of assertions that are associ-
ated with the services.
Given that the non-functional layer of this ASD meta-model has been captured in our
BSL Policy Description Module in Section 4.2.2, we decide to develop the BSL Inter-
face Description module based on its structural and behavioral layers. The reason for
reusing the ASD meta-model is because it aggregates the concepts found in widely
adopted technologies like WSDL and BPEL, with the ones from higher-level descrip-
tion models like the OASIS SOA reference model [OASIS, 2006]and the CBDI SOA
meta model [Everware-CBDI, ]. Furthermore, our aim is not to invent yet-another-
language for specifying service interfaces, but only to find a solid technology-agnostic
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Figure 4.11: The BSL Interface Description Module
representation of cloud service interfaces that serves as a significant module of the BSL
model.
Figure 4.11 introduces the BSL interface description module for specifying the in-
terfaces of a SaaS. In this module, an Interface Description of a service consists of at
least a Signature and zero or more Protocol. A signature of a service defines the static
description of a service with its operational semantics. In particular, it is composed of
operations, i.e., specific functions that a service provides by consuming input messages
and producing output or fault messages. An operation has a name and follows one of
the following messaging patterns: one-way(i.e. input only), notification (i.e. output
only), request-response (i.e. input-output), or solicit-response (i.e. output-input). In-
put, output, and fault messages are logically organized in typed parameters. The param-
eter type could be a simple type, e.g. int, boolean, string etc., or a complex document
type.
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Figure 4.12: The BSL IaaS Module in UML
A protocol is designed on top of the signature, managing the ordering aspect of
executing service operations. In particular, it may encompass a number of activities
organized according to the sequencing relationship sType, i.e. an activity can follow,
be concurrent (ichoice) or be exclusive (echoice) with another activity. A protocol can
contain nested protocols that are also organized following the sequencing relationship
sType. An activity entails a logical functionality that has a name and performs an ac-
tion, which could receive an incoming service request for an operation and then reply
with a response, or invoke an external operation of another service. Operational Condi-
tions are defined as sets of constraints and then attached to an operation or behavioral
protocol as the pre- and post-, and invariant-conditions of its execution. A constraint
specifies a particular operational condition through a string-based expression and a
URI indicator of the constraint language used to formulate the constraint expression.
For brevity reason, we do not introduce an example of using the BSL Interface De-
scription module as we assume that the interface of a SaaS blueprint in the Taxi Tilburg
Scenario, e.g. the VehicleMgt-BP blueprint, can be specified using a WSDL docu-
ment and a BPEL document.
4.2.5 The BSL IaaS Module
The BSL IaaS module in Figure 4.12 extends the BSL core module by specifying the
two types of IaaS offering/requirement, the virtual machine offering/requirement and
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A Blueprint Model specifying an IaaS blueprint
A Blueprint Model specifying a PaaS 
blueprint that contains an IaaS requirement
Network-as-a-service (NaaS) offering/requirement. Virtual machine offerings/re-
quirements are specified with information about its operating system and resource
capacity. NaaS offerings/requirements are specifies with information about its net-
work type and network resource capacity. The resource capacity is specified in terms
of the Resource Profile, which is a concept imported from the BSL Resource Description
Module presented in the previous Section 4.2.3.
Regarding the dependency links between the elements of an IaaS blueprint, the BSL
IaaS module supports the specification of:
• A “horizontal link” between an IaaS offering and an IaaS requirement within
the same IaaS blueprint. This horizontal link indicates the need for a cross-IaaS
integration.
• A“horizontal link” between an IaaS requirement and an IaaS offering of two dis-
tinctive blueprints. This horizontal link indicates that the IaaS offering can be
reused to fulfill the IaaS requirement, and thus is usually used to compose an
IaaS blueprint with other blueprints.
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It is easy to recognize that the BSL IaaS module introduced in this section is very
simple. Given a number of existing approaches that already focus on the specification
format for an IaaS, e.g. the OVF [DMTF, b] or OCCI [OCCI-Working Group, 2011],
our blueprint definition for an IaaS is very minimum. Nevertheless, by taking into ac-
count the extensibility of the BSL core module, existing specification standards like the
OVF [DMTF, b] for specifying the packaging and distribution of virtual appliances and
OCCI [OCCI-Working Group, 2011] for specifying the management APIs, can easily
be incorporated into our blueprint definition for an IaaS through the extended prop-
erties. As an example, Figure 4.13 will introduce an IaaS offering that is specified with
a reference to its packaging information stored in an OVF file.
Example of an IaaS blueprint specified by the BSL IaaS Module
By instantiating the language concepts and their relations in the BSL IaaS module, a Blueprint Model can
be created for the purpose of specifying an IaaS blueprint. Figure 4.13 depicts a sample Blueprint Model for
specifying the Ubuntu-BP blueprint that, according to our running example, is an IaaS blueprint containing
the Ubuntu-Off virtual machine offering. Linux operating system is used in the virtual machine offering and
the resource capacity of the virtual machine is specified in the Ubuntu-Off-RP1 resource profile. The ISO
image file of the virtual machine is specified as a deployment artefact in the blueprint. To enable portability
across different infrastructure cloud, the packaging information of this IaaS offering is specified in a separate
OVF file that is referenced through a URI by the simple extended property Ubuntu-Off-Ext1.
Figure 4.13 also shows that the MySQL-Req1 virtual machine requirement can also be specified for another
blueprint in another Blueprint Model using the BSL IaaS Module (in this case, it is a PaaS blueprint called
MySQL-BP). Between the MySQL-Req1 requirement and the Ubuntu-Off offering there is a horizontal link
indicating that Ubuntu-Off is being used to fulfill MySQL-Req1. This is an example of composing an IaaS
blueprint.
4.2.6 The BSL PaaS Module
This section explains the language constructs provided by the BSL PaaS module for
specifying PaaS blueprints. Figure 4.14 presents the BSL PaaS module in relationships
with other BSL modules. The BSL PaaS module extends the BSL core module, putting
more focus on specifying the product, technology and resource capacity of a PaaS
offering or requirement.
A PaaS offering or requirement must be specified with either the property prod-
uct of type Platform Product to indicate its product information, or with the property
technology of type Platform Technology to specify its technology information. The BSL
PaaS module defines a Platform Product with its name, vendor info, version info, re-
lease date, and an URI referencing the web resource to get more information about
the product. A platform product implements one or more platform technologies. A
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Figure 4.14: The BSL PaaS Module in UML
platform technology is specified with a name, version info, owner, and a URI pointing
to a web address providing more information on the technology. The BSL PaaS mod-
ule reuses the 4caast categorization of immigrant platform technologies that should be
provided by the PaaSs in the cloud [Binz et al., 2011]:
• Web Hosting: This type of technology is used to implement Web Servers to host
web sites. Typical examples are the Servlet Container, PHP, and ASP.NET tech-
nologies.
• Application Server: This type of technology is used to implement an Application
Server to host applications. Typical examples are the JEE and .Net technology.
• Integration Service: This type of technology is used to implement an EAI com-
ponent for distributed applications. Typical examples are an Enterprise Service
Bus (ESB), or a JMS server.
• Database: Nowadays, database technology can be sub-divided into SQL and
non-SQL technologies. Example of non-SQL technologies are MapReduce5 and
5MapReduce: Simplified Data Processing on Large Clusters http://research.google.com/
archive/mapreduce.html
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BLOB-based technology. Examples of database products that implement MapRe-
duce include MongoDB, Apache Hadoop, etc. Example of implementing BLOB-
based is the storage in Microsoft Azure.
• Composition Engine: This type of technology is used to implement service com-
position engines including the engine for Web Service compositions, e.g. WS-
BPEL Engine6, or for composing telecom services, e.g. the Ericsson composition
engine [Niemoeller et al., 2009].
Dependency links between offerings and requirements in a PaaS blueprint may also
exist. The BSL PaaS module allows for specifying:
• A horizontal link between a PaaS Offering and a PaaS Requirement within the same
PaaS blueprint. This horizontal link indicates a need for a cross-PaaS integration.
• A vertical link between a PaaS Offering and an IaaS Requirement within the same
6OASIS Web Services Business Process Execution Language (WSBPEL) https://www.
oasis-open.org/committees/tc_home.php?wg_abbrev=wsbpel
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PaaS blueprint. This vertical link indicates a need for a vertical PaaS-IaaS de-
ployment.
• A horizontal link between a PaaS Requirement and a PaaS Offering in two distinc-
tive PaaS blueprints. This fulfillment link indicates that the PaaS offering can be
reused to fulfill the PaaS requirement, thus is normally used to compose a PaaS
blueprint with another blueprint.
Example of a PaaS blueprint specified by the BSL PaaS Module
By instantiating the language concepts and their relations in the BSL PaaS module, a Blueprint Model
can be created for the purpose of specifying an PaaS blueprint. Figure 4.15 depicts a sample Blueprint Model
for specifying the MySQL-BP blueprint that, according to our running example, is a PaaS blueprint containing
the MySQL-Off PaaS offering and the MySQL-Req1 virtual machine requriement. MySQL is specified as the
platform product of the MySQL-Off and SQL is specified as its platform technology. The resource capacity
of the MySQL-Off is specified in the MySQL-RP1 resource profile. A vertical link is specified between
MySQL-Off and MySQL-Req1 to indicate that the PaaS Offering needs to be deployed on a Linux virtual
machine.
Figure 4.15 also shows that the VehicleMgt-Req2 PaaS requirement can also be specified for another
blueprint in another Blueprint Model using the BSL PaaS Module (in this case, it is the VehicleMgt-BP
SaaS blueprint). Between the VehicleMgt-Req2 requirement and the MySQL-Off offering there is a
horizontal link indicating that MySQL-Off is being used to fulfill VehicleMgt-Req2. This is an example
of composing a PaaS blueprint with another blueprint.
4.2.7 The BSL SaaS Module
This section explains the language constructs provided by the BSL SaaS module to
describe SaaS blueprints. Figure 4.16 presents the BSL SaaS module in relationships
with other BSL modules. In particular, the BSL SaaS module extends the BSL core
module by providing new language concepts for defining a SaaS offering, SaaS de-
ployment artefact, and SaaS requirement. A SaaS Offering has all the properties of an
Offering, and may further provide an Interface Description to enable programmatic in-
teractions with the consumers. As we will see later in the discussion about the Interface
Description of a SaaS in Section 4.2.4, existing languages or specification schemas can
be reused to describe these the two levels of a SaaS interface description: the signature
and protocol. Similarly, a SaaS Requirement has also all the properties of a Requirement,
and may further expose a required Interface Description.
Another important property of a SaaS offering or requirement is its category. This
property allows for a better matchmaking between SaaS offerings and requirements,
i.e. by first matching their categories. To the best of our knowledge, there have
been not many initiatives in categorizing SaaS or, in general, services on the Web.
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Figure 4.16: The BSL SaaS Module in UML
The BSL SaaS module reuses a comprehensive SaaS categorization provided by In-
tel [Intel, 2010] for defining the value range of the property category. The BSL SaaS
module has also defined the relationships among its language constructs to allow for
the specification of the vertical, horizontal, and fulfillment link. Notably are the fol-
lowing blueprint dependency links defined by the BSL SaaS module:
• Horizontal links could exist from a SaaS offering to many SaaS requirements to
indicate functional dependencies on another third-party SaaS.
• Horizontal links could exit from a SaaS requirement to a SaaS offering of two dis-
tinctive blueprints to indicate that the SaaS requirement can be fulfilled by the
SaaS offering. Obviously, a SaaS requirement can be fulfilled by several different
SaaS offerings.
• Vertical links could exist between a SaaS offering and many PaaS requirements
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(defined by the BSL PaaS module) to indicate the deployment dependencies on
the third-party PaaSs.
Finally, it is worth to remark that a common practice on the SaaS layer is to reuse exist-
ing standards for specifying business-related meta-data of a SaaS. The Universal Ser-
vice Description Language (USDL) and the SOAML languages are the most prominent
candidates for the reuse. A business meta-data specification described in one of these
2 languages can be easily incorporated into a SaaS blueprint specification by using the
extended properties ext_property provided by the BSL Core module in Section 4.2.1.
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Example of an SaaS blueprint specified by the BSL SaaS Module
By instantiating the language concepts and their relations in the BSL SaaS module, a Blueprint Model can
be created for the purpose of specifying a SaaS blueprint. In Figure 4.6, we have shown a sample Blueprint
Model containg the VehicleMgt-BP blueprint. The offing of this blueprint is, in fact, classified as a SaaS
offering. Hence, using the BSL SaaS module, Figure 4.17 extends the specification of the VehicleMgt-BP
blueprint with more SaaS-related meta-data information. For instance, the VehicleMgt-Off offering is
classified as a SaaS offering in the Logistics industry domain. Details of the technical interface of this
offering has been specified in the VehicleMgt-ID1 interface description, which has been specified using the
BSL Interface Description Module.
Between the offering VehicleMgt-Off and the requirement VehicleMgt-Req1, a horizontal link has
been specified to indicate a functional dependency from the SaaS offering to a SaaS requirement. Vertical links
have been specified to indicate the deployment dependencies between the SaaS offering VehicleMgt-Off
and the two PaaS requirements VehicleMgt-Req2 and VehicleMgt-Req3.
Lastly, Figure 4.17 also shows that the SaaS requirement VehicleMgt-Req1 has a horizontal link to the
CaaS-Off offering of another blueprint. This type of horizontal link (from a requirement to an offering of
two distinct blueprint) indicates a fulfillment dependency. A horizontal link in this case signifies an example
of composing two SaaS blueprints.
4.3 BSL Concrete Syntax in XML
The BSL model introduced in the previous Section 4.2 is an abstract syntax model
for specifying blueprints, without proposing any concrete representation techniques
for the users. In the context of cloud computing where blueprints, as the cloud ser-
vice specifications, are supposed to be exchanged frequently on the Web for the pur-
pose of combining cloud services across different providers, a semi-structured data
format seems appropriate for the purpose of representing blueprints. Towards this
goal, this section proposes a XML schema template for describing blueprints in XML
documents.
Inclined with the emergence of the web, the concept of semi-structured data
emerged in the late 20th century to target the desire for data exchange and integra-
tion across heterogeneous data sources on the Web. Semi-structured data are those
defined with irregular, often unknown-in-advance schema definition, or even when
the schema is known, it may change often and without notice [Suciu, 1998]. Semi-
structured data models are hence called self-describing as the schema definition is
embedded in the data model so that the data can be read, parsed, and understood
easily. Among others, XML is the most appealing technique used for describing semi-
structured data. XML is a markup language for describing data in a document that
can be easily understood and exchanged on the Web. To define the meta-structure of
a type of XML documents, one has to define a document called XML Schema. Among
others, the XSD, which was published as a W3C recommendation in May 2001, is one
97







• blueprintID [1]: UUID
• blueprintName [1]: string
• description [0..1]: String
• ownership [1] : String
• version [0..1]: String
• releaseDate [0..1]: Date
• isProduct [0..1]: boolean
• multi-tenant [0..1]: boolean
• status [0..1]:{‘resolved’ | ‘unresolved’}
• ext_property [0..*]:: BlueprintProperty
Offerings Section
• Offering [1]:
• offeringID [1]:: UUID
• offeringName [1] : String
• offeringType [0..1]:: {SaaS, PaaS, IaaS}
• interface [0..1]:: URI
• endpoint [0..1] :: URI
• maxNrOfInstance[1]:: int
• minNrOfInstance [1]:: int
• offeredPolicy [0…1]:: URI
• ext_property [0..*]: BlueprintProperty
Deployment Artefacts Section
• Deployment Artefact [0…*]:
• artefactID [1]:: UUID
• artefactName [1] : String
• artefactType [0..1]:: String
• artefactLocation [1]:: URI
• ext_property [0..*]: BlueprintProperty
Requirements Section
• Requirement [0…*]:
• requirementD [1]: UUID
• requirementName [1] : String
• requirementType [0..1]:: {SaaS, PaaS, IaaS}
• interface [0..1]:: URI
• maxNrOfInstance[1]:: int
• minNrOfInstances[1]:: int
• requiredPolicy [0…1]:: URI
• matchedOffering [0..1]:: UUID
• ext_property [0..*]: BlueprintProperty
Architecture Topology 
Architecture Topology Section
• vertical link [0..*]: 
• source [1]: UUID
• target [1] : UUID
• horizontal link[0..*]: 
• source [1]: UUID




• p_name [1] : string
• p_type [1]: QName
• p_value [1] : string
BlueprintProperty
(Option 2)
• p_name [1] : string
• xs:any [1..*]
of the most used languages for defining an XML schema document7.
Based on the BSL model in Section 4.2, we have developed and proposed
in [Nguyen et al., 2011][Nguyen et al., 2012a] the Blueprint XSD Template as the BSL
concrete syntax for specifying blueprints in XML documents. Within the 4caaSt com-
munity [European Comission, 2010], we are extensively using the blueprint XSD tem-
plate as the uniform specification and interchange format for blueprints. Blueprints
described using this template can be easily queried from a marketplace repository,
and then customized and composed by the CSBA engineers to address their applica-
tion requirements.
The Blueprint XSD template is depicted in Figure 4.18. The BSL Syntactic Map-
ping from the BSL model to the template is quite straightforwards. Each concept in
the BSL model is mapped to an XSD element in the template. Properties of a model
concept are mapped to properties of the corresponding XSD element. In addition, an
XSD element representing a blueprint, offering, deployment artefact, or requirement,
is specified with a Universally Unique Identifier (UUID)8 so that it can be uniquely
referenced within a blueprint and across blueprints. There are some specific details of





• The blueprint XSD template does not distinguish between SaaS, PaaS, and IaaS
blueprints. The classification of a blueprint can be determined by checking the
field offeringType in the Offering Section.
• The “horizonal link” between the concepts “Requirement” and “Offering” in the
BSL model is mapped into the property matched_offering of the XSD element “Re-
quirement”. The matched_offering property specifies a UUID reference to the of-
fering that can fulfill the requirement. Therefore, a blueprint is “resolved” if all
the matched_offering property of all the requirements are specified with a value.
• In case the template is used to specify a “resolved” blueprint, the “Required
Blueprints” section is used to store the blueprints whose offerings have been
identified to fulfill a requirement. In case of specifying an “unresolved”
blueprint, this section is empty.
• The vertical and horizontal links within a blueprint are specified in a separate
template section “Topology Section”, each with a “source” and a “target” prop-
erty that specify the UUID references to the source and target elements of the
link.
• The BSL Interface Description module and the BSL Policy Description module
have not been mapped into the blueprint XSD template. Instead, a simplified
approach has been used in the blueprint XSD template that uses a URI to ref-
erence an Interface Description or a Policy Profile, with the assumption that this
document has been specified by a well-known standard specification format, e.g.
WSDL and WS-Policy.
• The BSL Resource Description module has not been mapped into the blueprint
XSD template. Instead, a blueprint provider can use the ext_property in each
template section to specify the resource properties.
Please note that the blueprint XSD template can also be customized for specifying
blueprints in a particular category. Similar to the extended properties of the concepts
in the BSL model, the blueprint XSD template supports defining user-defined proper-
ties ext_property for the “Blueprint, Offering, Deployment Artifact and Requirement”
XSD elements. Each ext_property element may be needed for a particular category of
cloud services and thus can be specified with a property name p_name, property type
p_type, and property value p_value, or with a property name p_name and an XML wild-
card xs:any.
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4.4 Formalizing the BSL Semantics
The previous Section 4.3 introduces a blueprint XSD template as a concrete XML-based
syntax of the BSL. This blueprint XSD template allows cloud service providers to de-
scribe their blueprints in XML documents. However, XML is barely a syntax format for
information exchange on the Web, i.e. an informal XML representation of a blueprint
does not provide an explicit specification of the intended meanings of the blueprints,
their elements and their links. There is a need to formalize the semantics of the BSL
to provide a precise meanings of the blueprints, their elements and their links. The
purpose of defining the formal semantics of the BSL is twofold:
• To support a more precise blueprint discovery and selection process: Given the
formal semantics, blueprints can be more precisely matched, compared and se-
lected.
• To support an automatic composition of blueprints: A formal semantics of
blueprint will help overcome the interoperability issue between the blueprints.
Given this motivation, we will first explain in Section 4.4.1 the choice of the Web
Ontology Language (OWL) as the knowledge representation language for formalizing
the semantics of the BSL. The formalization has been conducted as the transformation
of the BSL model into a set of inter-related OWL models. The result of the transfor-
mation will be presented in Section 4.4.2. The limitations of our transformation will
also be reported. Lastly, by using a technique provided by the World Wide Web (W3C)
consortium for serializing an OWL model into an XML document [Motik et al., 2009],
we also present in Section 4.4.2 a concrete OWL/XML representation format for the
BSL. In comparison with the purely syntactic XML-based representation technique
presented in Section 4.3, the OWL/XML representation technique is enriched with
more semantics to provide a more precise and consistent way of representing and
linking blueprints as the resources and resource relationships on the Internet.
4.4.1 The choice of Web Ontology Language (OWL) for formalizing
the BSL Semantics
The history of semantic web started with the invention of the Resource Description
Framework (RDF) [Manola & Miller, 2004], which is an approach to enhance the lack
of semantics of XML by providing a consistent, standardized way to describe re-
sources on the Web and the relationships among the resources. The RDF Schema
(RDFS) [Brickley & Guha, 2004] extends RDF by providing mechanisms to describe
a group of related resources as a class and the relationships between the classes as
properties. A class defined by RDFS may have multiple sub- and superclasses and a
property in RDFS can be defined with multiple pairs of domain and range classes.
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The Web Ontology Language (OWL) [McGuinness & van Harmelen (Eds.), 2004] is
an ontology modeling language recommended by the W3C that adds more vocabulary
to describe classes and properties of the RDFS, e.g. it can describe relations between
classes (such as disjointness), cardinality (for example, “exactly one”), equality, richer
typing of properties, and characteristics of properties (such as symmetry). OWL is de-
signed for use by applications that need to process the content of information rather
than just presenting information to humans [Balani, 2005]. It facilitates greater ma-
chine interpretability of Web content than that supported by XML, RDF, and RDFS
by providing additional vocabulary along with formal semantics [Balani, 2005]. It has
been claimed by Horrocks in [Horrocks et al., 2007] that OWL is based on the Descrip-
tion Logic, which is “a family of knowledge representation languages that can be used
to represent the knowledge of an application domain in a structured and formally
well-understood way” [Baader et al., 2008]. In fact, the formal semantics of OWL (and
all its sub-languages) has been provided by Horrocks in [Horrocks et al., 2007] us-
ing SHOIN(DL) and SHIF(DL), the two very expressive members of the Description
Logic(DL) family.
Given that OWL is formally underpinned by the Description Logic, which is a fam-
ily of formal knowledge representation language [Baader et al., 2008], the transforma-
tion of the BSL model into a set of inter-related OWL models would provide the suf-
ficient level of formalism for our BSL contribution. This motivation has led us to the
choice of OWL to formalize our BSL model. The result of the BSL-to-OWL transforma-
tion will be reported in the next Section 4.4.2. Furthermore, the W3C has also provided
a concrete XML-based syntax called OWL/XML [Motik et al., 2009] for serializing an
OWL model into an XML document for information exchange purpose. We have also
used OWL/XML as the concrete representation technique for specifying blueprints in
XML documents. In the next section, the OWL/XML representation of the BSL will
also be reported.
4.4.2 BSL-to-OWL Transformation
Having modeled the BSL model in the previous Section 4.2 using the UML class dia-
gram, the contribution of this section is to formalize the BSL semantics by transforming
the BSL model into a set of inter-related OWL models: the Blueprint Core Ontology cap-
turing the formal semantics of the BSL core module, the SaaS/PaaS/IaaS Blueprint Ontol-
ogy capturing the formal semantics of the BSL SaaS/PaaS/IaaS modules, the Interface
Description Ontology capturing the formal semantics of the BSL interface description
module, the Resource Description Ontology capturing the formal semantics of the BSL
resource description module, and the Policy Description Ontology capturing the formal
semantics of the BSL policy description module.
The most precise way of transforming a UML model to an OWL model is to use
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the Ontology Definition Metamodel (ODM) defined by the OMG [OMG, 2009]. The
ODM document provides a UML profile for modelling RDF and OWL. It also provides
a full guideline for the UML-to-OWL transformation. However for brevity reason,
we decide for a more light-weight and ad-hoc approach by following the transforma-
tion guidelines in [Hart et al., 2004][Gasevic et al., 2004] to transform the BSL modules
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into OWL models. As an example, Figure 4.19 illustrates the Blueprint Core Ontology
described in OWL as the result of transforming the BSL core module. For brevity rea-
son in this section, we do not discuss the OWL models of other BSL modules in this
section. In the following, the transformation techniques are summarized:
• Each UML class is mapped to an OWL class.
• A relation between two UML classes is mapped to an object property between
two corresponding OWL classes. An object property in OWL is defined between
two OWL classes, one of which is the domain and the other is the range.
• Attributes of an UML class with simple data types are mapped to data properties
of the corresponding OWL class. A data property in OWL uses the data types
defined by the XML schema, e.g. xsd:string, xsd:int, etc., as the specification of
the data range.
• Attributes of an UML class with enumeration data type are mapped to OWL
enumeration data types.
• Cardinality constraints between two UML classes or between a UML class and
its attributes are preserved for OWL object properties or data properties.
• Composition relations are used in the UML model indicate the part-of integral
relationships, e.g. an offering or requirement only belongs to a blueprint and if
the blueprint ceases to exist, all of its offering and requirements cease to exist
too. As pointed out in [Hart et al., 2004], composition is not a supported model-
ing feature in OWL. OWL allows only for declaring an object property or data
property as “functional”, i.e. an instance of the property domain has only one
unique instance of the property range, yet it supports no existence constraint be-
tween the instances of the classes. Hence, existence constraints are left out of
the mapping and defined as additional constraints on top of the OWL blueprint
schema.
• The SimpleExtendedProperty concept in the BSL core module has been proposed
as a simple syntax for specifying a user-defined property for a language con-
cept in the BSL core module. The Blueprint Ontology has been developed
as the formalization of the BSL core module semantics. Hence, an OWL
class SimpleExtendedProperty has been introduced for the OWL blueprint
schema that represents a user-defined property with a name, type, and value.
Our intention for doing the BSL-to-OWL transformation was only to provide a for-
mal underpinning of our BSL contribution. We did not aim to provide a rich semantic
model for the blueprints. Therefore while doing the transformation, we did not use
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the full features of OWL that were originally developed for the semantic web commu-
nity. The limitation of our transformation is explained in the following in terms of a
confined set of selected OWL features:
• We use the basic features to define an OWL Class, Individual, Data Type, Object
Property, and Data Property.
• We use the subClassOf and disjointWith axioms for the Classes.
• We use the cardinality and existence restrictions on the Object and Data Proper-
ties.
• We classify whether an Object or Data Property is functional or not.
Despite the aforementioned limitation, our proposed OWL models for the BSL already
capture all the necessary formal knowledge for representing meta-data of a cloud ser-
vice. Using these OWL models, instances of the OWL classes (called OWL individuals)
can be populated to represent blueprints and their associated meta-data elements. To
avoid the confusion between an OWL class and an OWL individual, the populated
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OWL individuals are defined in a separate OWL Blueprint Model. Figure 4.20 illus-
trates a sample OWL Blueprint Model containing two sample OWL individuals, i.e.
the VehicleMgt-BP blueprint and VehicleMgt-Off offering in our running exam-
ple, which have been populated from the OWL classes “Blueprint” and “Offering” of
the Blueprint Core Ontology. Please note that for brevity reason, Figure 4.20 does not
show the complete VehicleMgt-BP blueprint in the sample OWL Blueprint Model,
i.e. not all the data properties of the individuals are shown in the example and fur-
ther individuals specifying requirements, deployment artefacts, extended properties,
interface description, resource profiles, and policy profiles are absent.
All the OWL models described in this section have been modeled using the Pro-
tege tool9. Based on the OWL/XML syntax proposed in [Motik et al., 2009], Protege
supports also the serialization of the OWL models into XML documents (we call them
OWL/XML documents to distinguish from the purely syntactic XML representation in
Section 4.3). The sample OWL Blueprint Models have also been created and serialized






The blueprint approach aims to compartmentalize the monolithic cloud service de-
livery stack in three different layers of cloud services, i.e. SaaS, PaaS, IaaS, and use
the concept of blueprints as the uniform specification of cloud services across all these
three layers. We have proposed in the previous chapter 4 a Blueprint Specification
Language (BSL) for cloud service providers to specify their blueprints in a uniform
and consistent manner. The advantage of following the blueprint approach is that
blueprints specified by the BSL can be flexibly manipulated and composed into an
end-to-end CSBA configuration1. The Blueprint Manipulation Techniques (BMTs) have
been developed exactly for this purpose. Inspired by the model management opera-
tors that have been developed in [Melnik, 2004] for the purpose of manipulating data
models, the BMTs have been developed as a set of BMT Operators to support the CSBA
engineers with the publishing, querying, and composition of several blueprints avail-
able in a repository.
5.1 Introduction
The BMTs are defined as the techniques that support the publishing, deleting, query-
ing, and composition of blueprints. The purpose of this section is to give a general
introduction of the BMTs by explaining how the BMTs can be used to support the
CSBA engineers and cloud service providers within the CSBA engineering lifecycle.
In Figure 5.1, we review the CSBA Engineering Lifecycle that has been introduced
in the previous section 1.2. By using the BSL, a blueprint can be specified in a Blueprint
1According to Definition 1.3, Section 1.2, an CSBA configuration is a composition of blueprints re-
quired for configuring the deployment environment of an CSBA
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Model, which is an instance of the BSL model. We distinguish between a source
blueprint models specifying existing blueprints in a repository and a target blueprint
model specifying a blueprint under development2. The role of each BMT technique is
also shown in Figure 5.1. In particular:
• Supports for a Cloud Service Provider:
– Publish: A cloud service provider can use this technique to publish a source
blueprint model to a blueprint repository. A blueprint repository, for in-
stance, may belong to a marketplace that enables the advertisement and
purchasing of blueprints.
– Delete: A cloud service provider can use this technique to delete a source
blueprint model from a blueprint repository.
• Supports for a CSBA engineer:
– Query: An CSBA engineer can use this technique to query for the needed
source blueprint models from a repository.
– Compose: An CSBA engineer can use this technique to compose two or
more blueprint models to form an CSBA configuration.
The aforementioned BMT techniques have been developed as a set of BMT Opera-
tors that support the manipulation and composition of blueprint models. Hence, the
2The classification between source and target blueprints has been introduced in the previous Sec-
tion 3.2.5
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is instance of is populated from
e1 :={”ns:VehicleMgt-BP”,“SaaSBlueprint’’ , 
(“name” , “string” , “VehicleMgt Blueprint”),
(“ownership” , “string” , “AutoInc”), . . .}
…………...
r1 :=(“hasOffering”, “ns:VehicleMgt-BP”, “ns:VehicleMgt-Off” )
……...
Blueprint Model M, 
M.ns= “http://www.eriss.org/VehicleMgt-BP#”
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(Sections 5.4 – 5.9)
blueprint models are considered as the BMT Operands. Figure 5.2 introduces the topics
that will be covered in this chapter:
• Blueprint models as the BMT Operands: A blueprint model is an instance of the
BSL model that specifies a blueprint. It serves as the operand of a BMT oper-
ator. In Section 5.2 we introduce the concept of a blueprint model through the
following topics:
– Conceptual Definition: Section 5.2.1 introduces a tuple-based representa-
tion of a blueprint model. This representation is equivalent to the UML-
based representation that has been introduced in the previous Section 4.2,
yet is simpler for being used to explain the input and output of a BMT op-
erator.
– Formalization: Section 5.2.2 formalizes a blueprint model as a Resource De-
scription Framework (RDF) Graph. In the previous Section 4.4, a blueprint
model has been introduced as a model described by the Web Ontology Lan-
guage (OWL). Since the OWL language extends the RDF vocabulary, an
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OWL model is also a RDF graph. Formalizing a blueprint model as a RDF
Graph has the advantage that the BMT operators that work on the blueprint
models can be formalized as the basic graph operations, the SPARQL oper-
ations [W3C, 2008] for querying RDF Graphs, or the SPARQL-Update oper-
ations [W3C, 2012] for updating RDF Graphs.
– Implementation: Section 5.2.3 introduces the implementation of a blueprint
model as a set of Java objects implementing the Jena Framework API3. It is
also possible to use the Jena Framework API to parse a RDF/XML docu-
ment into a blueprint model, and vice versa to serialize a blueprint model
into a RDF/XML document.
• BMT Operators: Section 5.3 presents an overview of all the BMT operators. Then,
in the subsequent sections 5.4, 5.5, 5.6, 5.7, 5.8, and 5.9, each BMT operator is
introduced in detail with the following topics:
– Conceptual Definition: the signature and functionality of each operator will
be introduced with the blueprint models as its operands.
– Formalization: Since a blueprint model is formalized as a RDF Graph, the
formalization of a BMT operator follows one of the following techniques:
∗ By using basic graph operations: Basic graph operations can be used for
modifying an RDF graph or identifying matchings between two RDF
graphs.
∗ By using SPARQL operations: The SPARQL operations [W3C, 2008] can
be used for querying RDF Graphs from a RDF Dataset. The SPARQL
language defines a RDF Dataset as a collection of RDF Graphs, against
which a SPARQL query can be executed.
∗ By using SPARQL-Update operations: The SPARQL-Update opera-
tions [W3C, 2012] can be used for updating and managing RDF Graphs
in a RDF Graph Store. The SPARQL-Update language defines a RDF
Graph store as a similar concept to a RDF Dataset4. However unlike
the RDF Dataset, a RDF Graph Store also allows for adding and delet-
ing RDF graphs.
– Implementation: The BMT operators have been implemented as Java pro-
grams using the Jena Framework API. The Jena Framework API supports
the creation and manipulation of RDF Graphs, as well as the execution
of SPARQL queries and SPARQL-Update statements against a RDF Graph
Store. The Jena Fuseki server5 is used as a RDF Graph Store server.
3Jena Framework API: http://jena.apache.org/
4We use the term RDF Graph Store synonymously for a RDF Dataset
5Jena Fuseki: http://jena.apache.org/documentation/serving_data/
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BSL Model in UML
Blueprint Model
A sample Blueprint Model in UML specifying the VehicleMgt-BP blueprint 
<<is instance of>>
5.2 Blueprint Model as the BMT Operand
During the introduction of the BSL model in the previous Section 4.2, we have also
introduced the concept of a blueprint model as an instance of the BSL model that is
created to specify a blueprint. Examples of blueprint models have been introduced in
the previous Section 4.2 using the UML class diagram notations to specify the sample
instantiated blueprints.
A blueprint model is defined as an instance of the BSL model that specifies a single blueprint.
It contains model elements that are instances of the BSL classes, e.g. the instances
of the classes “Blueprint”, “Offering”, “PolicyProfile”, etc. Figure 5.3 illustrates an
example of a blueprint model specifying the VehicleMgt-BP blueprint in the Taxi
Tilburg Scenario. The blueprint model in this example is represented using the UML
class diagram notations. It is positioned on the M0 layer of the MOF’s meta-modeling
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architecture, which is the layer of real-world object model.
Although a blueprint model can be represented using the UML class diagram no-
tations like the examples introduced in the previous Section 4.2, a graphical UML-
based representation of a blueprint model is not suitable for defining the operators
that work on it. We introduce in the following an abstract tuple-based representation
of a blueprint model that is equivalent to the UML-based representation, yet simpler
for explaining the input and the output of each operator that we are going to define in
the subsequent sections.
5.2.1 A Tuple-based Representation of a Blueprint Model
In this section, we introduce a tuple-based representation for a blueprint model that is
equivalent to its UML-based graphical representation. The reason for introducing this
tuple-based representation is because it is suitable for defining inputs and outputs of
the BMT operators that we will define in the subsequent sections.
An element e in a Blueprint Model M, i.e. e ∈ M, is an instance of a BSL class, e.g.
“Blueprint”, “Offering”, “Requirement”, etc. It is represented as the following tuple:
e := {id :: URI, class :: string, att∗}, (5.1)
where
• id: the unique ID of an element e defined in terms of an URI reference.
• class: the name of the BSL class from which e is instantiated, e.g. “Blueprint”,
“Offering”, etc.
• att∗: zero or more attributes. Each attribute att is defined with a 3-tuple of at-
tribute name, type, and value:
att := (name :: string, type :: string, value :: string|URI) where
– name: the name of the attribute as defined in the BSL class, e.g “name”,
“type”, “maxNrOfInstances”, etc.
– type: the type of the attribute as defined in the BSL class. It could be a
primitive type, e.g. string, int, boolean, etc., or a complex type defined by
another BSL class.
– value: the value of the attribute.
If the type is specified as a primitive type, then value should conform
to the type. For instance, type = “int′′ & value = “6′′, or type =
“boolean′′ & value = “true′′.
If the type is specified as a complex type defined by a BSL class c, then value
stores the URI reference to another element e′ that is an instance of the class
c. For instance, type = “PolicyPro f ile′′ & value = “ns:VehicleMgt-PP1′′.
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A relation may exist between two elements in a blueprint model. These relations have
been defined in the BSL model as the relations between the BSL classes, e.g. “ha-
sOffering”, “hasRequirement”, “horizontalLink”, “verticalLink”, etc. A relation r in a
Blueprint Model M, i.e. r ∈ M, between the source element es and the target element
et is represented as the following tuple:
r := (name :: string, ids :: URI, idt :: URI), (5.2)
where
• name: the name of the relation as defined by the BSL, e.g. “has Offering”, “has
Requirement”, “horizontal link”, “vertical link”, etc.
• ids: the unique ID of the source element es in M, i.e. ∃!es ∈ M, r.ids = es.id.
• idt: the unique ID of the target element et, i.e. ∃!et, r.idt = et.id. Please note that
et may belong to another Blueprint Model M′.
Lastly, a Blueprint Model M is defined with a namespace ns, a finite set of elements ei,
and a finite set of relations rj:
M := {ns :: string, e∗, r∗}, (5.3)
where
• ns: the namespace of the model M. It is used as the unique ID of the blueprint
model.
• e∗ the elements in M.
• r∗ the relations in M. Please note that the source element of a relation has to
belong to M, i.e. ∀rj ∈ M, ∃!ei ∈ M, rj.ids = ei.id, but the target element can
belong to another Blueprint Model M′.
Example 5.1 (Example of a Tuple-based Representation of a Blueprint Model) We introduce in the follow-











(“name′′, “string′′, “VehicleMgt Blueprint′′),
(“ownership′′, “string′′, “AutoInc′′), . . .}
e2 := {“ns:VehicleMgt-Off′′,“SaaSO f f ering′′,
(“o f f eringName′′, “string′′, “Vehicle Management Software′′),
(“o f f eringType′′, “string′′, “SaaS′′), . . .
(“policy′′, “PolicyPro f ile′′, “ns : VehicleMgt− PP1′′), . . .}
e3 := {“ns:VehicleMgt-Req1′′,“SaaSRequirement′′,
(“requirementName′′, “string′′, “Context Information Service′′),
(“requirementType′′, “string′′, “SaaS′′), . . .} >>
e4 := {“ns:VehicleMgt-Req2′′,“PaaSRequirement′′,
(“requirementName′′, “SQL database′′),




r1 := (“hasO f f ering′′, “ns:VehicleMgt-BP
′′, “ns:VehicleMgt-Off′′)
r2 := (“hasRequirement′′, “ns:VehicleMgt-BP′′, “ns:VehicleMgt-Req1′′)
r3 := (“hasRequirement′′, “ns:VehicleMgt-BP′′, “ns:VehicleMgt-Req2′′)
r4 := (“hasRequirement′′, “ns:VehicleMgt-BP
′′, “ns:VehicleMgt-Req3′′)
r5 := (“horizontalLink′′, “ns:VehicleMgt-Off′′, “ns:VehicleMgt-Req1′′)
r6 := (“verticalLink′′, “ns:VehicleMgt-Off′′, “ns:VehicleMgt-Req2′′)
. . .
(5.6)
Finally, the Blueprint Model M:
M := {“http://www.eriss.org/VehicleMgt-BP#′′, e1, e2, e3, . . . , r1, r2, r3, . . .} (5.7)
Please note that within the Blueprint Model M, the r21, r22, r23, r24 relations are the four examples of horizontal
links that exist across two Blueprint Models. The target elements of these relations do not belong to M but
the other Blueprint Models.
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5.2.2 Formalizing a Blueprint Model as a RDF Graph
We choose to formalize a Blueprint Model as a RDF graph [Klyne & Caroll, 2004] due
to the following two reasons:
• In the previous Section 4.4 we have formalized the BSL model as a set of OWL
blueprint ontologies. By populating individuals of the OWL classes in these
OWL blueprint ontologies, a blueprint model can be instantiated as another
OWL model containing the instances of the OWL class. However, an OWL-based
blueprint model is suitable only for the purpose of representing and reasoning
on a blueprint.
An OWL model is also a RDF Graph, since the OWL language extends
the RDF vocabulary [Dean & Schreiber, 2004]. For the purpose of manipu-
lating and exchanging data of an OWL model, its RDF Graph should be
used [Patel-Schneider et al., 2004]. Hence, for the purpose of defining and for-
malizing the BMT operators to manipulate a blueprint model, we decide to use
its RDF Graph representation.
• SPARQL [W3C, 2008] and SPARQL-Update [W3C, 2012] are the two well-
established standards defining operations for manipulating and querying RDF
Graphs. The use of RDF Graph as the formalization of a blueprint model will
enable the formalization of the BMT operators using the SPARQL and SPARQL-
Update operations.
• An RDF Graph is a labeled acyclic directed graph. The fact that the nodes of the
graph can be labeled with the blueprint elements and their attributes, and the
edges of the graph can be labelled with the relationship names (e.g. the horizon-
tal and vertical links between the blueprint elements) provides an easier solution
for the structural matching between two RDF graphs (i.e. two blueprint models).
In fact, the structural matching between two RDF graphs will be used in the next
Section 5.7 as the formalization of our Match operator introduced also in this
section.
A RDF Graph is formally defined as a set of RDF triples [Klyne & Caroll, 2004]. A RDF
triple contains three components: (1) subject as the URI reference of a RDF resource, (2)
predicate as the URI reference of a RDF property, and (3) object as the URI of another
RDF resource or a RDF typed literal.
Let us consider a RDF Graph G as the formalization of the blueprint model M with
the following URI prefix declarations:
• bp:=<http://www.eriss.org/BlueprintOntology.owl#> : URI prefix declaration
for the OWL Blueprint Ontologies
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• rdf:=<http://www.w3.org/1999/02/22-rdf-syntax-ns#> : URI prefix declara-
tion for the RDF syntax
• xsd:= <http://www.w3.org/2001/XMLSchema#> : URI prefix declaration for
the XSD data types
Then, the mapping between a tuple-based representation of the blueprint model M
and its RDF Graph G is explained in the following:
• The namespace M.ns is formalized as the URI G.uri of the RDF Graph G:
M.ns = G.uri
• An element e = {e.id, e.class, att∗} ∈ M is formalized as the following RDF
triple in G:
“e.id rd f : type bp : e.class”
• Each attribute att = (att.name, att.type, att.value) ∈ e with a primitive type
att.type is formalized as the following triple in G:
“e.id bp : att.name att.valueˆˆxsd:att.type”
Figure 5.4: Example of formalizing a Blueprint Model M as an RDF
Graph G
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e1 :={”ns:VehicleMgt-BP”,“SaaSBlueprint’’ , (“name” , “string” , “VehicleMgt Blueprint”),
(“ownership” , “string” , “AutoInc”), . . }
e2 :={”ns:VehicleMgt-Off”, “SaaSOffering” , …. 
(“policy”, “PolicyProfile”, “ns:VehicleMgt-
PP1”)…}
e3 :={ “ns:VehicleMgt-Req1”,“SaaSRequirement” ,……}
…………...
r1 :=( “hasOffering”, “ns:VehicleMgt-BP”, “ns:VehicleMgt-Off” )
r2 :=( “hasRequirement”, “ns:VehicleMgt-BP”, “ns:VehicleMgt-Req1”)
r5 :=( “horizontalLink”, “ns:VehicleMgt-Off”, “ns:VehicleMgt-Req1”)
r21 :=( “horizontalLink”, “ns:VehicleMgt-Req1”, “ns1:CaaS-Off” )
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• Each attribute att = (att.name, att.type, att.value} ∈ e with a complex type
att.type is formalized as the following triple in G:
“e.id bp : att.name att.value”
• Each relation r = (r.name, r.ids, r.idt) ∈ M is formalized as the following triple
in G:
“r.ids bp : r.name r.idt”
Figure 5.4 illustrates an example of mapping a tuple-based representation of a Blueprint Model M into a RDF
Graph G. The Blueprint Model M specifying the VehicleMgt-BP blueprint can now be formally represented
as a RDF Graph. The nodes in the graph G are either a RDF resource or a RDF typed literal, whilst an edge
in G is a RDF property.
5.2.3 Implementation
The Jena Framework API is a Java API that supports the creation and manipulation
of RDF Graphs6. In particular, its com.hp.hpl.jena.rdf.model package contains the
following Java interfaces:
• The Model interface is used to implement a RDF Graph.
• The Resource interface is used to implement a RDF resource in a Model.
• The Literal interface is used to implement a RDF typed literal in a Model.
• The Property interface is used to implement a RDF property in a Model.
• The Statement interface is used to implement a RDF triple in a Model.
The concept of blueprint model has been developed as a class named BlueprintModel
that implements the jena’s Model interface. This class also contains a URI-typed
namespace ns that serves as the unique ID of a blueprint model.
Furthermore, the Jena Framework also supports the serialization of a RDF
graph into an XML document following the concrete RDF/XML syntax defined
in [Beckett, 2004] and vice versa, a RDF Graph can be parsed from a RDF/XML docu-
ment using the Jena Framework.




The BMT operators have been developed based on the idea of model management
operators supported in [Melnik, 2004]. In his thesis work [Melnik, 2004], Melnik has
developed a set of generic model management operators that can assist users in ma-
nipulating any kinds of data model. In the previous Section 5.2 we have defined the
concept of a blueprint model as a kind of data model specifying a cloud service. Hence,
the idea of model management operators can easily be ported to the definition of the
BMT operators that work on the blueprint models. In this section, we introduce an in-
tuitive definition of the BMT operators. The selected BMT operators to be scrutinized
in this thesis have been determined from the following two criteria:
• We have analyzed the work of Melnik in [Melnik, 2004], and select those opera-
tors that are significant for manipulating cloud service specifications.
• The concept of blueprint has been extensively used within the 4caaSt
project [European Comission, 2010]. Within the project community, there is a
desire of developing a toolset for the blueprint and the BMT operators clearly
represent the desired functionalities that should be supported by this toolset.
The selected BMT operators in this chapter reflect the desired functionalities of
the blueprint toolset to support the CSBA developers in publishing, querying,
and composing several blueprints available in the marketplace to fulfill their ap-
plication requirements.
Table 5.1 introduces the list of the BMT operators together with the BMT techniques
that they support:









Insert (BlueprintModel M) supports the insertion of a blueprint model M into a repository. The
blueprint model M is identified in the repository with its namespace
M.ns
A cloud service provider, after specifying his blueprint in a blueprint





Delete (String ns) this operator supports the deletion of a blueprint model M in the reposi-
tory based on its namespace ns.
A cloud service provider may want to use this operator to delete his
blueprint model in a repository by indicating the namespace of the







this operator returns a blueprint model from the repository that has the
namespace as specified in the input parameter namespace.
An CSBA Engineer may want to use this operator to query a blueprint
model based on its namespace.
BlueprintModel*
Query (String offeringName)
this operator returns all the blueprint models that contain an offering
with the same name as the input parameter offeringName.
An CSBA Engineer may want to use this operator to query the needed
blueprint models based on their offering names.
BlueprintModel*
Query ()
this operator returns all the blueprint models in the repository.





Match (Requirement e, Offering
e’)
this operator performs a matching between the requirement e ∈ M and
the offering e′ ∈ M′ in two distinct blueprint model M and M′. The
return contains (1) a set of mappings between an attributes of e and at-
tributes of e′, and (2) a mapping e 7→ e′ if it exists. A mapping e 7→ e′ indi-
cates that the requirement e ∈ M can be fulfilled by the offering e′ ∈ M′.
An CSBA Engineer may want to execute this operator to identify whether
a mapping e 7→ e′ exists between a requirement e ∈ M and an offering
e′ ∈ M′.
Link (Requirement e, Offering e’) This operator uses the Match operator to identify whether a mapping
e 7→ e′ exists. If this is the case, the operator then creates a “horizontal
link” between the requirement e ∈ M to the offering e′ ∈ M′ to indicate
that e is resolved by e′.
An CSBA Engineer may want to use this operator to compose two
blueprint models M and M′ by resolving a requirement e ∈ M with the
offering e′ ∈ M′ through a horizontal link.
Unlink (Requirement e, Offering
e’)
this operator supports the deletion of a horizontal link between e and e′,
if there currently exists such a link.
BlueprintModel*
Resolve (BlueprintModel M)
this operator supports an automatic composition of blueprint models to
resolve all the requirements of an input blueprint model M. In particular,
given the input blueprint model M, this operator:
1. uses the Query operator to retrieve all the current blueprint mod-
els from the repository.
2. composes M with the newly retrieved blueprint models using
the Link operator, if possible.
3. The newly retrieved blueprint models may also contain require-
ments. This operator iteratively uses the Link operator to resolve
all the requirements of these blueprint models.
The return of this operator is a composition of blueprint models. If the
return contains M, the Resolve operator is considered as “successful” and
the return can be used as input for generating a deployment plan for M.
If the return does not contain M, the Resolve operator is considered as
“failed” and the return does not contain any useful information.
In the subsequent Sections, we will introduce each BMT operator in detail.
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5.4 The Insert Operator
The conceptual definition of the Link operator is introduced in the subsection 5.4.1, fol-
lowed by its formalization in subsection 5.4.2 and implementation in subsection 5.4.3.
5.4.1 Conceptual Definition
• Signature: Insert (BlueprintModel M)
• Input: the blueprint model M specifying a blueprint.
• Output: n/a.
• Fault: is returned if there is already another blueprint model M’ in the repository
that has the same namespace , i.e. ∃M′, M′.ns = M.ns.
• Functionality: Figure 5.5 explains the functionality of the Insert operator. It sup-
ports a cloud service provider to insert a newly created blueprint model M into a
repository. A cloud service provider, after using the BSL to specify his blueprint
in a blueprint model, may want to use this operator to publish his blueprint model
to a marketplace repository. This operator also makes sure that there exists no
other blueprint model M′ with the same namespace in the repository, otherwise
a fault is returned.
5.4.2 Formalization
In this section, we formalize the semantics of the Insert operator. The input blueprint
model M can be formalized as a RDF Graph G with the model namespace M.ns as the
graph ID G.uri, e.g. G.uri = M.ns. Therefore, the Insert operator can be formalized as
the loading of an existing RDF Graph G into a RDF Graph Store using the SPARQL-
Update operation “LOAD URI_ f rom INTO GRAPH G.uri”
The SPARQL-Update statement “LOAD URI_ f rom INTO GRAPH G.uri” supports
the creation of a new empty graph with the ID G.uri in the RDF Graph Store and then
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reading the content of an existing RDF Graph G located at the URI_ f rom URI into this
new graph.. This LOAD statement returns a fault if there exists already a RDF graph
with the same graph ID G.uri.
5.4.3 Implementation
Algorithm 5.1 Inserting a Blueprint Model
1: function INSERT(BlueprintModel M)
2: URI_ f rom: The URI of the RDF Graph of M.
3: execute the following SPARQL-Update statement:
4: “LOAD URI_ f rom INTO GRAPH M.ns”
5: if failure then
6: return “Model already exists”.
7: end if
8: end function
The implementation of the Insert operator is explained in the pseudo algorithm 5.1
with the support of the Jena Framework for executing the SPARQL-Update statement.
Input of the algorithm is a blueprint model M. In Line 3, the SPARQL-Update oper-
ation LOAD. . . INTO GRAPH is executed to create a new, empty RDF Graph in the
target RDF Graph Store with the namespace of M as the new graph ID.
For implementing a RDF Graph Store, we create an experimental Graph Store using
the Jena Fuseki server that can process SPARQL-Update statements.
5.5 The Delete operator
The conceptual definition of the Delete operator is introduced in the subsection 5.5.1,
followed by its formalization in subsection 5.5.2 and implementation in subsec-
tion 5.5.3.
5.5.1 Conceptual Definition
• Signature: Delete (String namespace)
• Input: the namespace of the blueprint model M that needs to be deleted.
• Output: n/a.
• Fault: is returned if there exists no blueprint model M with the input namespace
, i.e. @M, M.ns = namespace.
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• Functionality: Figure 5.6 explains the functionality of the Delete operator. It sup-
ports the deletion of an existing blueprint model M in a repository, e.g. in case
a deprecated blueprint model may need to be deleted upon the request of its
provider. The deleted blueprint model M is identified by its namespace. Delet-
ing the blueprint model M means deleting all of its elements e∗ ∈ M and rela-
tions r∗ ∈ M.
5.5.2 Formalization
In this section, we formalize the semantics of the Delete operator. A blueprint model M
can be formalized as a RDF Graph G. Therefore, the Delete operator can be formalized
as the deletion of a RDF Graph G out of a RDF Graph Store using the SPARQL-Update
operation “DROP GRAPH”. In particular, the SPARQL-Update statement “DROP
GRAPH namespace” supports the deletion of an existing RDF Graph G in a RDF graph
store that has G.uri = namespace. This update statement returns a fault if there exists
no RDF graph G with G.uri = namespace.
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5.5.3 Implementation
Algorithm 5.2 Deleting a Blueprint Model
1: function DELETE(String namespace)
2: execute the following SPARQL-Update statement:
3: “DROP GRAPH namespace” # Deleting all the RDF Graph G with G.uri = namespace
4: if failure then
5: return “Model does not exist”.
6: else
7: return “Model deleted successfully”.
8: end if
9: end function
The implementation of the Delete operator is explained in the pseudo algorithm 5.2. In
Line 3, a SPARQL-Update statement is executed with the support of the Jena Frame-
work API to delete a RDF Graph. We use the Jena Fuseki server as a RDF graph store
that can process SPARQL-Update statements.
5.6 The Query Operator
The conceptual definition of the Query operator is introduced in the subsection 5.6.1,
followed by its formalization in subsection 5.6.2 and implementation in subsec-
tion 5.6.3.
5.6.1 Conceptual Definition
The Query operator has three variants that support different criteria for querying
blueprint models.
• Signature:
– Case 1: BlueprintModel|null Query(String namespace)
– Case 2: BlueprintModel* Query(String offName)
– Case 3: BlueprintModel* Query()
• Input: is either a namespace (Case 1) or an offering name (Case 2)
• Output: A set of blueprints that match the query criteria.
• Functionality: Figure 5.7 explains the functionality of the Query operator. The
Query operator supports the query of blueprint model(s) from a repository that
match the given criteria. We support the following query criteria:
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– Querying based on the namespace: The namespace of a blueprint model is
used as its unique ID in a repository. Hence, only one blueprint model that
has a matched namespace may be selected and returned.
– Querying based on the offering name: Each blueprint model M contains
only one offering
e ∈ M, e.class = “SaaSO f f ering′′|“PaaSO f f ering′′|“IaaSO f f ering′′.
The offering e is always defined with a mandatory attribute:
att =<< “o f f eringName′′, “string′′, att.value >>
to specify the name of the offering. In this case, a blueprint model M is se-
lected and returned if its att.value can be matched with the input parameter
offName by a simple string matching approach.
– Querying all current blueprint models in the repository.
Example 5.2 (Examples of Querying Blueprint Models) Figure 5.8 illustrates two examples of using the
Query operator in case 1 and case 2. In the first example, an CSBA engineer would like to query a blueprint
model using its namespace. A namespace of a blueprint model serves as its globally unique ID. Hence, only
one blueprint model “VehicleMgt-BP” is returned . In the second example, the CSBA engineer would like
to query all the blueprint models that offers a “SQL Database”. The return in this case is the two matched
blueprint models “MySQL-BP” and “PostgreSQL-BP”.
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In this section, we formalize the semantics of the Query operator. A blueprint model
M can be formalized as a RDF Graph G. Therefore, all the three variants of the Query
operator can be formalized as the query of RDF Graphs Gi from a RDF Graph Store
using the SPARQL operations “SELECT” and “CONSTRUCT”. In particular,:
• Case 1: The SPARQL query
“CONSTRUCT { ?s ?p ?o } WHERE
{ GRAPH <namespace> { ?s ?p ?o }. }
supports the query of an RDF Graph G that has its graph ID G.uri = namespace.
• Case 2: The SPARQL query
“PREFIX bp:<http://www.eriss.org/BlueprintOntology.owl#>
SELECT DISTINCT ?g WHERE
{ GRAPH ?g { ?s bp:hasOffering ?o . FILTER regex(?o, o f f Name, “i”).} }”;
supports the query of the graph IDs of all the RDF Graphs Gi that match the
graph pattern “?s bp:hasOffering ?o . FILTER regex(?o, o f f Name, “i”).”. This
graph pattern contains a RDF triple “?s bp:hasOffering ?o”, in which “?o” is a
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RDF typed literal and can be matched with the input o f f Name using the regex()
string matching function supported by SPARQL.
Then, given the resulting list of graph IDs, the query operator in case 1 can be
applied to subsequently query each RDF graph based on its ID.
• Case 3: The SPARQL query
“SELECT DISTINCT ?g WHERE
{ GRAPH ?g { ?s ?p ?o .}”;
supports the query of all the graph IDs, since the graph pattern “?s ?p ?o” can be
matched by any RDF Graph in the graph store.
Then, given the resulting list of graph IDs, the query operator in case 1 can be
applied to subsequently query each RDF graph based on its ID.
5.6.3 Implementation
Algorithm 5.3 Query a Blueprint Model based on its namespace
1: function QUERY(String namespace)
2: # Create a new Blueprint Model M as the result of a SPARQL query
3: BlueprintModel M = execute the following SPARQL query:
4: “CONSTRUCT { ?s ?p ?o }
5: WHERE
6: { GRAPH <namespace> { ?s ?p ?o } . }”; # Get all the triples from the RDF Graph <namespace>
7: M.ns = namespace; # Specify the namespace for M
8: return M.
9: end function
The implementation of the Query operator in case 1 is explained in the pseudo algo-
rithm 5.3. In Line 3, a blueprint model M can be created as the result of executing the
SPARQL operation “CONSTRUCT”. Then in Line 7, we specify the namespace for M.
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Algorithm 5.4 Query Blueprint Models based on the name of its Offering
1: function QUERY(String o f f Name)
2: List<BlueprintModel> result: list of the returned Blueprint Models;
3: # Query all the namespaces of the matched Blueprint Models
4: List<URI> allNSs = execute the following SPARQL query:
5: “ PREFIX bp:<http://www.eriss.org/BlueprintOntology.owl#>
6: SELECT DISTINCT ?g WHERE
7: { GRAPH ?g { ?s bp:hasOffering ?o . FILTER regex(?o, o f f Name, “i”).}}”;
8: for all (URI ns ∈ allNSs) do
9: BlueprintModel M = Query(ns); # Query a Blueprint Model based on its namespace




The implementation of the Query operator in case 2 is explained in the pseudo algo-
rithm 5.4. In Line 4, we execute the SPARQL operation “SELECT” to query the list of
namespaces of the matched blueprint models. Then in Line 9, we use the implemen-
tation of the Query operator in case 1 (Algorithm 5.3) to query each Blueprint Model
based on its namespace.
Algorithm 5.5 Query all Blueprint Models
1: function QUERY
2: List<BlueprintModel> result: list of the returned Blueprint Models;
3: # Query the namespaces of all Blueprint Models
4: List<URI> allNSs = execute the following SPARQL query:
5: “SELECT DISTINCT ?g WHERE
6: { GRAPH ?g { ?s ?p ?o .}}”;
7: for all (URI ns ∈ allNSs) do
8: BlueprintModel M = Query(ns); # Query a Blueprint Model based on its namespace




The implementation of the Query operator in case 3 is explained in the pseudo al-
gorithm 5.5. In Line 4, we execute the SPARQL operation “SELECT” to query the list
of namespaces of all the Blueprint Models. Then in Line 8, we use the implementation
of the Query operator in case 1 (Algorithm 5.3) to query each Blueprint Model based
on its namespace.
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5.7 The Match Operator
In this section, we discuss the behavior of applying the Match operator between a
requirement e in a blueprint model M and an offering e′ in another blueprint model
M′ with the constraint that e and e′ need to be defined on the same layer of the cloud
stack, i.e.:
(e.class = “SaaSRequirement′′ ∧ e′.class = “SaaSO f f ering′′) ∨
(e.class = “PaaSRequirement′′ ∧ e′.class = “PaaSO f f ering′′) ∨
(e.class = “IaaSRequirement′′ ∧ e′.class = “IaaSO f f ering′′) ∨ .
(5.8)
The goal of applying this operator is twofold:
1. to yield a set of mappings between the attributes {att∗} ∈ e and the attributes
{att′}∗ ∈ e′. An mapping between an attribute att ∈ e and an attribute att′ ∈ e′,
denoted as att 7→ att′, has the meaning that att and att′ have equivalent defini-
tions (i.e. their names and types) and the value of att′ is “better” than the value
of att.
2. to identify whether a mapping from e to e′, denoted as e 7→ e′, exists. A map-
ping e 7→ e′ has the meaning that the requirement e ∈ M can be fulfilled by the
offering e′ ∈ M′.
The conceptual definition of the Match operator is introduced in the subsection 5.7.1,
followed by its formalization in subsection 5.7.2 and implementation in subsec-
tion 5.7.3.
5.7.1 Conceptual Definition
• Signature: Mapping* Match(Requirement e, Offering e’)
• Input: a requirement e in the blueprint model M and an offering e′ in another
blueprint model M′. e and e′ are defined on the same layer of the cloud stack.
• Output: is a set of mappings, which may contain:
– a set of attribute mappings (att 7→ att′)∗, with att ∈ e, att′ ∈ e′.
– a requirement-offering mapping e 7→ e′.
• Functionality: Figure 5.9 explains the functionality of the Match operator. Basi-
cally, it executes the following two steps:
– Step 1 - Attributes Matching: The Match operator subsequently matches
each pair of attributes (att, att′) to identify whether an attribute mapping
att 7→ att′ exists.
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– Step 2- Requirement-Offering Matching : The Match operator uses the re-
sults of the attributes matching step to identify whether a requirement-
offering mapping e 7→ e′ exists.
In the following we explain the functionality of the Match operator in detail. The
subsection 5.7.1.1 introduces the Step 1 - Attributes Matching. Then, the subsec-
tion 5.7.1.2 restricts the scope of Step 1 for brevity reason. Lastly, the Step 2 -
Requirement-Offering Matching is explained in subsection 5.7.1.3.
5.7.1.1 Step 1: Attributes Matching
According to the BSL, a requirement e is defined with a set of attributes {att}∗, which
contains (1) the core attributes defined by the BSL Core Module for specifying any kind
of cloud service requirement, (2) the SaaS-specific attributes defined by the BSL SaaS
Module for specifying a SaaS requirement, (3) the PaaS-specific attributes defined by
the BSL PaaS Module for specifying a PaaS requirement, and (4) the IaaS-specific at-
tributes defined by the BSL IaaS Module for specifying an IaaS requirement. Similarly,
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the BSL also defines an equivalent set of core and layer-specific attributes {att′}∗ for
specifying an offering e′. Table 5.2 lists the two sets of attributes {att}∗ and {att′}∗ for
specifying a requirement e and an offering e′ respectively. It also shows which attribute
att ∈ e can be matched with which attribute att′ ∈ e′ and which matching technique
can be used to derive a mapping att 7→ att′. An important assumption for the attribute
matching between two blueprints in this section is that the two blueprints share the
same syntax and semantics definition of the attributes, e.g. by using the same ontol-
ogy definition for the attributes. Without this assumption, attribute matching would
become much more complicated.
Table 5.2: Attributes Matching between a Requirement e ∈ M and an
Offering e′ ∈ M′




att′(“o f f eringName′′,
“string′′, att′.value)




att′(“o f f eringtype′′,
“string′′, att′.value)


















att 7→ att′ ⇐⇒ att.value = att′.value
(Boolean Matching)
att(“requiredPolicy′′,
“PolicyPro f ile′′, att.value)
att′j(“o f f eredPolicy
′′,
“PolicyPro f ile′′, att′.value)
att 7→ att′ ⇐⇒ ∃ē ∈ M, ē.id = att.value,
∃ē′ ∈ M′, ē′.id = att′.value,
ē.class = ē′.class = “PolicyPro f ile′′,






att 7→ att′ ⇐⇒ ∃ē ∈ M, ē.id = att.value,
∃ē′ ∈ M′, ē′.id = att′.value,
ē.class = ē′.class = “ExtendedProperty′′,






att 7→ att′ ⇐⇒ att.value = att′.value
(String Matching)
att(“requiredInter f ace′′,
“Inter f aceDescrtipion′′, att.value)
att′(“providedInter f ace′′,
“Inter f aceDescription′′, att′.value)
att 7→ att′ ⇐⇒ ∃ē ∈ M, ē.id = att.value,
∃ē′ ∈ M′, ē′.id = att′.value,
ē.class = ē′.class = “Inter f aceDescription′′,




“Plat f ormProduct′′, att.value)
att′(“product′′,
“Plat f ormProduct′′, att′.value)
att 7→ att′ ⇐⇒ ∃ē ∈ M, ē.id = att.value,
∃ē′ ∈ M′, ē′.id = att′.value,
ē.class = ē′.class = “Plat f ormProduct′′,
ē 7→ ē′ (Platform Product Matching)
att(“technology′′,
“Plat f ormTechnology′′, att.value)
att′(“technology′′,
“Plat f ormTechnology′′, att′.value)
att 7→ att′ ⇐⇒ ∃ē ∈ M, ē.id = att.value,
∃ē′ ∈ M′, ē′.id = att′.value,
ē.class = ē′.class = “Plat f ormTechnology′′,
ē 7→ ē′ (Platform Technology Matching)
att(“resourceDescription′′,
“ResourcePro f ile′′, att.value)
att′(“‘resourceDescription′′,
“ResourcePro f ile′′, att′.value)
att 7→ att′ ⇐⇒ ∃ē ∈ M, ē.id = att.value,
∃ē′ ∈ M′, ē′.id = att′.value,
ē.class = ē′.class = “ResourcePro f ile′′,
ē 7→ ē′ (Resource Profile Matching)
IaaS-specific Attributes
att(“resourceDescription′′,
“ResourcePro f ile′′, att.value)
att′(“‘resourceDescription′′,
“ResourcePro f ile′′, att′.value)
att 7→ att′ ⇐⇒ ∃ē ∈ M, ē.id = att.value,
∃ē′ ∈ M′, ē′.id = att′.value,
ē.class = ē′.class = “ResourcePro f ile′′,
ē 7→ ē′ (Resource Profile Matching)
att(“operatingSystem′′,
“string′′, att.value) ∈ e
att′(“operatingSystem′′,
“string′′, att′.value) ∈ e′
att 7→ att′ ⇐⇒ att.value = att′.value
(String Matching)
att(“networkType′′,
“string′′, att.value) ∈ e
att′(“networkType′′,
“string′′, att′.value) ∈ e′
att 7→ att′ ⇐⇒ att.value = att′.value
(String Matching)
For a pair of attributes (att, att′) that have primitive types “string”, “int”, and
“boolean”, Table 5.2 introduces simple, straightforward matching techniques to iden-
tify a mapping att 7→ att′, namely the string matching, the comparison for integer
values, and the boolean matching.
For a pair of attributes (att, att′) that are defined with a complex type, e.g.
“PolicyProfile”, “ResourceProfile”, “InterfaceDescription”, etc., the attribute values
att.value and att′.value are the URI reference to other elements in the Blueprint Models
M and M′. Matching (att, att′) in these cases leads to the matching between two other
elements ē ∈ M, ē.id = att.value and ē′ ∈ M′, ē′.id = att′.value, since a mapping
att 7→ att′ exists if and only if a mapping ē 7→ ē′ exists. More sophisticated matching
techniques are required to derive a mapping att 7→ att′ in these cases. In the following,
we briefly discuss the matching techniques that have been introduced in Table 5.2:
• Policy Profile Matching: The Policy Profile concept has been defined in the BSL Pol-
icy Description Module as a set of Policy Assertions that specify the value range
for a certain Policy Property. Matching a Policy Profile ē ∈ M with a Policy Profile
ē′ ∈ M′ aims to identify whether a mapping ē 7→ ē′ exists. A mapping ē 7→ ē′
means that any policy assertion specified in ē can be fulfilled by at least a policy
assertion specified in ē′.
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In [Andrikopoulos et al., 2010], the authors have developed a matching tech-
nique between two QoS assertions by relatively positioning their intervals (value
ranges) on their dimension of their common QoS property. Although this work
focuses particularly on the QoS assertions, the technique can be reused to match
two policy assertions in two distinct policy profiles.
• Resource Profile Matching: On the PaaS and IaaS layer, the Resource Profile concept
has been defined in the BSL Resource Description Module as a set of Resource
Assertions that specify the value range for a certain Resource Property. Matching
a Resource Profile ē ∈ M with another Resource Profile ē′ ∈ M′ aims to identify
whether a mapping ē 7→ ē′ exists. A mapping ē 7→ ē′ implies that a resource
assertion in ē can be fulfilled by at least a resource assertion in ē′.
The Resource Profile Matching follows the same principle of Policy Profile
Matching. Hence, the technique introduced in [Andrikopoulos et al., 2010] can
also be reused.
• Interface Description Matching: On the SaaS layer, the Interface Description con-
cept has been defined by the BSL Interface Description Module as a language
construct used to specify both the Signature and the Protocol of a SaaS require-
ment (i.e. the required interface) or of a SaaS offering (i.e. the provided inter-
face). Matching a required interface description ē ∈ M with a provided interface
description ē′ ∈ M′ aims to verify the interface compatibility, i.e. whether the
provided interface ē′ is compatible with the required interface ē. This matching
comprises of the matching of their signatures and protocols.
Since our BSL Interface Description Model has been developed based on the ASD
Meta-model in [Andrikopoulos, 2010], the matching of two Interface Descrip-
tions relies on the technique developed in [Andrikopoulos, 2010] that supports
verifying the compatibility between a client’s required service interface with a
provider’s offered service interface.
• Platform Product Matching: According to the BSL, a Platform Product is defined
with the following attributes: a name (string), vendor (string), version (string),
release date (Date), and info (URI). A matching between two platform products
comprises of the mandatory matching their names and vendors. If their versions
and release dates are specified, they need to be matched as well.
• Platform Technology Matching: According to the BSL, a Platform Technology has
a similar structure like a Platform Product. A matching between two platform
technologies comprises of the mandatory matching their names and vendors. If
their versions and release dates are specified, they need to be matched as well.
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• Extended Property Matching: According to the BSL, an Extended Property is de-
fined as an extension point of the BSL that allows users to incorporate external
languages or specification schemas. Hence, the matching between two extended
properties requires user’s decisions or external matching mechanisms.
5.7.1.2 Restricting the Scope of Attributes Matching
In the previous section, we have discussed in Table 5.2 several techniques that should
be applied for matching a pair of attributes (att, att′), att ∈ e, att′ ∈ e′ between a
requirement e in a blueprint model M and an offering e′ in another blueprint model
M′. We have shown that due to the complex structure of a requirement and an offering
defined by the BSL, a matching between them involves several sophisticated matching
techniques, e.g. Policy Profile Matching, Resource Profile Matching, Interface Descrip-
tion Matching, etc.
Due to the limited scope of the thesis, we do not discuss all these matching tech-
niques in detail. Interested readers are refer to the existing matching approaches that
have been mentioned in the previous section 5.7.1.1. The aim of this section is to re-
strict the scope of attributes matching between a requirement and an offering. In par-
ticular, we would like to simplify the structure definition of a requirement and an
offering, rather use their definitions in the BSL. Then, the attributes matching between
a requirement and an offering will be defined based on their simplified structure defi-
nition.
Table 5.3: Attributes Matching between a simplified requirement e ∈
M and a simplified offering e′ ∈ M′




att′1(“o f f eringName
′′,
“string′′, att′1.value)




att′2(“o f f eringtype
′′,
“string′′, att′2.value)
att2 7→ att′2 ⇐⇒ att2.value = att′2.value
(String Matching)













att4 7→ att′4 ⇐⇒ att4.value ≥ att′4.value
(Integer Comparison)




























att8 7→ att′8 ⇐⇒ att8.value ≥ att′8.value
(Integer Comparison)
Table 5.3 introduces our simplified structure definition of an offering and a require-
ment, which contains the following types of attribute:
• We keep using the two core attributes defined by the BSL for specifying the name
and type of a requirement or an offering.
– att1(“requirementName′′, “string′′, att1.value) and
att′1(“o f f eringName
′′, “string′′, att′1.value): These are the mandatory
attributes that specify the name of a requirement and an offering. They are
considered as the most important pair of attributes to be matched.
– att2(“requirementType′′, “string′′, att2.value) and
att′2(“o f f eringType
′′, “string′′, att′2.value) : These are the mandatory
attributes that specify the cloud layer of a requirement and an offering, i.e.
SaaS, PaaS or IaaS. Matching this pair of attributes is important because the
matching between a requirement and an offering can only be performed on
the same cloud layer.
• On the SaaS layer, we acknowledge the significance of a policy specification for
a SaaS requirement and a SaaS offering. Currently, the BSL allows for this type
of specification to be defined in a Policy Profile. However, as discussed in the
previous section 5.7.1.1, matching two policy profiles is a complicated task that
has been addressed by existing approaches. Hence, to simplify the matching
between two policy specifications, we extend the structure of a SaaS require-
ment and a SaaS offering defined by the BSL with the following policy-related
attributes:
– att3(“maxResponseTime(s)′′, “int′′, att3.value) and
att′3(“maxResponseTime(s)
′′, “int′′, att′3.value): These two attributes specify
the maximum response time (measured in seconds) of a SaaS requirement
and a SaaS offering.
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– att4(“minAvailability(%)′′, “int′′, att4.value) and
att′4(“minAvailability(%)
′′, “int′′, att′4.value): These two attributes specify
the minimum availability (measured in %) of a SaaS requirement and a
SaaS offering.
• On the PaaS/IaaS layers, we acknowledge the significance of a resource specifi-
cation for a PaaS/IaaS requirement and a PaaS/IaaS offering. Currently, the BSL
allows for this type of specification to be defined in a Resource Profile. However, as
discussed in the previous section 5.7.1.1, matching two resource profiles is simi-
lar to the matching between two policy profiles and may require external match-
ing techniques due to its complexity. Hence, to simplify the matching between
two resource specifications, we extend the structure of a PaaS/IaaS requirement
and a PaaS/IaaS offering defined by the BSL with the following resource-related
attributes:
– att5(“minCPUSpeed(Ghz)′′, “int′′, att5.value) and
att′5(“minCPUSpeed(Ghz)
′′, “int′′, att′5.value): These two attributes specify
the minimum CPU Speed (measured in GHz) of a PaaS/IaaS require-
ment and a PaaS/IaaS offering. They are normally used for specifying a
computing resource.
– att6(“minMemory(Gb)′′, “int′′, att6.value) and
att′6(“minMemory(Gb)
′′, “int′′, att′6.value): These two attributes specify
the minimum memory size (measured in Gbyte) of a PaaS/IaaS require-
ment and a PaaS/IaaS offering. They are normally used for specifying a
computing resource.
– att7(“minBandwidth(Gbit/s)′′, “int′′, att7.value) and
att′7(“minBandwidth(Gbit/s)
′′, “int′′, att′7.value): These two attributes spec-
ify the minimum network bandwidth (measured in Gbit/s) of a PaaS/IaaS
requirement and a PaaS/IaaS offering. They are normally used for a net-
work resource.
– att8(“minCapacity(TB)′′, “int′′, att8.value) and
att′8(“minCapacity(TB)
′′, “int′′, att′8.value): These two attributes spec-
ify the minimum storage capacity (measured in Terabyte) of a PaaS/IaaS
requirement and a PaaS/IaaS offering. They are normally used for a storage
resource.
In summary, Table 5.3 has simplified the structure definition of a requirement e and an
offering e′ as the two sets of attributes {att1, . . . , att8} and {att′1, . . . , att′8} of primitive
types “string” and “int”. Matching techniques for each pair (atti, att′i) have also been
introduced in Table 5.3 to identify whether a mapping atti 7→ att′i exists. Through-
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Figure 5.10: Examples of Attributes Matching between a simplified







• att1 (“requirementName”, “string”, 
“Vehicle Management Software”)
• att2 (“requirementType”, “string”, “SaaS”)
• att3 (“maxResponseTime(s)”, “int”, “6”)
• att14(“minAvailability(%)”, “int”, “98”)
<<SaaS Offering>> 
VehicleMgt-Off
• att'1 (“offeringName”, “string”, “Vehicle 
Management Software”)
• att'2 (“offeringType”, “string”, “SaaS”)
• att'3 (“maxResponseTime(s)”, “int”, “5”)








• att1 (“requirementName”, “string”, 
“Vehicle Management Software”)
• att2 (“requirementType”, “string”, “SaaS”)
• att3 (“maxResponseTime(s)”, “int”, “6”)
• att14(“minAvailability(%)”, “int”, “98”)
<<SaaS Offering>> 
VehicleMgt-Off
• att'1 (“offeringName”, “string”, “Vehicle 
Management Software”)
• att'2 (“offeringType”, “string”, “SaaS”)
• att'3 (“maxResponseTime(s)”, “int”, “5”)







• att1 (“requirementName”, “string”, “JEE 
Application Server”)
• att2 (“requirementType”, “string”, “PaaS”)
• att3 (“minCPUSpeed(Ghz)”, “int”, “2”)
• att4(“minMemory(Gb)”, “int”, “1”)
• att5(“minBandwidth(Gb)”, “int”, “2”)
<<PaaS Offering>>
Jboss-Off
• att'1 (“offeringName”, “string”, “JEE 
Application Server”)
• att'2 (“offeringType”, “string”, “PaaS”)
• att'3 (“minCPUSpeed(Ghz)”, “int”, “3”)
• att'4(“minMemory(Gb)”, “int”, “2”)










• att1 (“requirementName”, “string”, “JEE 
Application Server”)
• att2 (“requirementType”, “string”, “PaaS”)
• att3 (“minCPUSpeed(Ghz)”, “int”, “2”)
• att4(“minMemory(Gb)”, “int”, “1”)
• att5(“minBandwidth(Gb)”, “int”, “2”)
<<PaaS Offering>>
Jboss-Off
• att'1 (“offeringName”, “string”, “JEE 
Application Server”)
• att'2 (“offeringType”, “string”, “PaaS”)
• att'3 (“minCPUSpeed(Ghz)”, “int”, “3”)
• att'4(“minMemory(Gb)”, “int”, “2”)
• att‘5(“minMemory(Gbit/s)”, “int”, “2”)
out the rest of this chapter we will use this simplified version of matching between a
requirement and an offering.
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Example 5.3 (Attributes Matching between a simplified Requirement and a simplified Offering)
Figure 5.10 illustrates two examples of applying the Match operator to yield the attributes matching
between a requirement and an offering. The left side of the Figure illustrates the matching between the SaaS
Requirement “TaxiScenario-CSBA-Req1” and the SaaS offering “VehicleMgt-Off”. This matching results into
a set of attribute mappings indicating that all the attributes of the SaaS requirement can be mapped to
the attributes of the SaaS offering. The right side of the Figure illustrates a different example of attributes
matching between the PaaS requirement “VehicleMgt-Req3” and the PaaS offering “Jboss-Off”.
5.7.1.3 Step 2: Requirement-Offering Matching
This section introduces the second step of executing the Match operator between a
requirement e and an offering e′ to identify whether a mapping e 7→ e′ exists. Based on
the results of attributes matching between e and e′ in Step 1, we define in the following
the deduction rules to derive a mapping e 7→ e′. Please note that these rules are defined
based on the simplified structure definition of a requirement and an offering in the previous
section 5.7.1.2.
A mapping e 7→ e′ exists if both of the following rules are satisfied:
• ∃att1 7→ att′1 & ∃att2 7→ att′2: There exists mappings between their core at-
tributes, i.e. att1.name = “requirementName′′ & att′1.name = “o f f eringName
′′
and att2.name = “requirementType′′ & att′2.name = “o f f eringType
′′.
• ∃atti ∈ e, 3 ≤ i ≤ 8 =⇒ (∃att′i ∈ e′) ∧ (atti 7→ att′i): If an optional attribute
atti, 3 ≤ i ≤ 8, is specified for the requirement e, then an equivalent attribute
att′i must also be specified for the offering e
′ and there must exist a mapping
atti 7→ att′i. For instance,
∃att3 ∈ e, att3.name = “maxResposneTime′′ =⇒
(∃att′3 ∈ e, att′3.name = “maxResposneTime′′) & (att3 7→ att′3).
Example 5.4 (Matching between a Requirement and an Offering) Figure 5.11 follows up the Example 5.3 to
show that the SaaS Requirement “TaxiScenario-CSBA-Req1” can be mapped to the SaaS offering “VehicleMgt-
Off”, since there exist mappings not only between their core attributes, i.e. “requirementName” vs “offering-
Name” and “requirementType” vs “offeringType”, but also between their optional attributes, e.g. “maxRe-
sponseTime” vs “maxResponseTime”and “minAvailability” vs “minAvailability”. Similarly, the right side of the
Figure also yields a mapping from the PaaS requirement “VehicleMgt-Req3” to the PaaS offering “Jboss-Off”.
137








• att1 (“requirementName”, “string”, “JEE 
Application Server”)
• att2 (“requirementType”, “string”, “PaaS”)
• att3 (“minCPUSpeed(Ghz)”, “int”, “2”)
• att4(“minMemory(Gb)”, “int”, “1”)
• att5(“minBandwidth(Gb)”, “int”, “2”)
<<PaaS Offering>>
Jboss-Off
• att'1 (“offeringName”, “string”, “JEE 
Application Server”)
• att'2 (“offeringType”, “string”, “PaaS”)
• att'3 (“minCPUSpeed(Ghz)”, “int”, “3”)
• att'4(“minMemory(Gb)”, “int”, “2”)










• att1 (“requirementName”, “string”, “JEE 
Application Server”)
• att2 (“requirementType”, “string”, “PaaS”)
• att3 (“minCPUSpeed(Ghz)”, “int”, “2”)
• att4(“minMemory(Gb)”, “int”, “1”)
• att5(“minBandwidth(Gb)”, “int”, “2”)
<<PaaS Offering>>
Jboss-Off
• att'1 (“offeringName”, “string”, “JEE 
Application Server”)
• att'2 (“offeringType”, “string”, “PaaS”)
• att'3 (“minCPUSpeed(Ghz)”, “int”, “3”)
• att'4(“minMemory(Gb)”, “int”, “2”)








• att1 (“requirementName”, “string”, 
“Vehicle Management Software”)
• att2 (“requirementType”, “string”, “SaaS”)
• att3 (“maxResponseTime(s)”, “int”, “6”)
• att14(“minAvailability(%)”, “int”, “98”)
<<SaaS Offering>> 
VehicleMgt-Off
• att'1 (“offeringName”, “string”, “Vehicle 
Management Software”)
• att'2 (“offeringType”, “string”, “SaaS”)
• att'3 (“maxResponseTime(s)”, “int”, “5”)








• att1 (“requirementName”, “string”, 
“Vehicle Management Software”)
• att2 (“requirementType”, “string”, “SaaS”)
• att3 (“maxResponseTime(s)”, “int”, “6”)
• att14(“minAvailability(%)”, “int”, “98”)
<<SaaS Offering>> 
VehicleMgt-Off
• att'1 (“offeringName”, “string”, “Vehicle 
Management Software”)
• att'2 (“offeringType”, “string”, “SaaS”)
• att'3 (“maxResponseTime(s)”, “int”, “5”)
• att'4(“minAvailability(%)”, “int”, “99”)
TaxiScenario-CSBA-Req1   VehicleMgt-Off
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5.7.2 Formalization
In this section, we formalize the semantics of the Match operator when applying it
between a requirement e in a blueprint model M and an offering e′ in another blueprint
model M′. The two blueprint models M and M′ can be formalized as the two RDF
Graphs G and G′, in which e and e′ can be formalized as a RDF resources (graph nodes)
in G and G′ respectively. Attributes of e and e′ can be formalized as the RDF properties
(adjacent edges of e and e′) in G and G′. Figure 5.12 illustrates the formalization of the
blueprint models M and M′, the elements e ∈ M, e′ ∈ M′, as well as all the attributes
att∗ ∈ e and att′∗ ∈ e′.
Figure 5.12 also illustrates that the Match operator can be formalized as a graph
matching operator that works on the two nodes e ∈ G and e′ ∈ G′ of two distinct
graphs G and G′ and returns a set of graph morphisms, which may contain:
• A set of graph morphisms between the adjacent edges of e and the adjacent edges
of e′.
• A graph morphism between e and e′.
Figure 5.12: Formalizing a Matching between a Requirement and an


















































Algorithm 5.6 Matching between a Requirement and an Offering using the Match op-
erator
1: function MATCH(Requirement e, Offering e′)
2: List<Mapping> mappingList: the list storing the mappings for the return;
3: # Step 1: Attributes Matching
4: for all atti ∈ e, att′i ∈ e′ do
5: Matching follows the rules defined in Table 5.3;
6: if ∃(atti 7→ att′i) then
7: Add (atti 7→ att′i) to mappingList;
8: end if
9: end for
10: # Step 2: Requirement-Offering Matching
11: if (∃(att1, att′1) ∈ mappingList) & (∃(att2, att′2) ∈ mappingList) then # 1st priority
matching: the core attributes “requirementName” vs “offeringName’, and “requirementType” vs. “offeringType”
12: for all atti ∈ e, 3 ≤ i ≤ 8 do # For all optional attributes of e, e.g. “maxResposneTime”, “minBand-
width”, “minCPUSpeed”,...
13: if @(atti 7→ att′i) ∈ mappingList then # if an attribute mapping does not exist




17: Add e 7→ e′ to mappingList; # If all attribute mappings exists, then a mapping e 7→ e′ also exists
18: end if
19: return mappingList; # Return the list of attribute mappings with or without e 7→ e′
20: end function
The implementation of the Match operator is explained in the pseudo algorithm 5.6.
From Line 4 to Line 9, the operator performs the Step 1: Attributes matching following
the rules defined in Table 5.3. Each identified attribute mapping att 7→ att′ is added
into the list of mappings mappingList. Then in Step 2: Requirement-Offering Matching
from Line 11 to Line 18, the operator evaluates the attributes matching results to iden-
tify whether a mapping between the requirement e and the offering e′, i.e. e 7→ e′,
exists. The evaluation comprises of checking if there exist mappings between the core
attributes of e and e′ (Line 11), and also between their optional attribute (Line 12-15).
Finally, if a mapping e 7→ e′ exists, it will be added into the mappingList, which is the
output of the operator.
By executing the Match operator, the user is able to identify all possible mappings
between the attributes of e and the attributes of e′, as well as the evaluation whether a
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mapping e 7→ e′ exists.
5.8 The Link and Unlink Operators
The conceptual definition of the Link and Unlink operators is introduced in the subsec-




– Link (Requirement e, Offering e’)
– Unlink (Requirement e, Offering e’)
• Input: a requirement e in a blueprint model M and an offering e′ in another
blueprint model M′.
• Output: n/a.
• Functionality: The Link operator supports the linking of a requirement e ∈ M
with an offering e′ ∈ M′ through a horizontal link to indicate that e′ is used
to resolve e. Before creating a horizontal link, the Link operator uses the Match
operator to check if e can be matched with e′. The Unlink operator is used for the
opposite purpose. If there already exists a horizontal link between e and e′, the
Unlink simply removes it.
The Link and Unlink operators can be used by a CSBA Engineer to compose and
decompose two blueprint models through the horizontal links. Their definitions
are simple. However, as an CSBA configuration has been defined in Defini-
tion 1.3, Section 1.2 as a composition of blueprint models, these two operators
play an important roles in supporting the (re-)configuration of an CSBA.
Example 5.5 (Examples of using the Link and Unlink operators) Figure 5.13 illustrates an example of using
the Link and Unlink operators. First, the Link operator uses the Match operator to check if the SaaS
requirement “TaxiOrdering-CSBA-Req1” can be matched with the SaaS offering “VehicleMgt-Off”. According
to our previous Example 5.4, this matching exists. Hence, the Link operator is able to create a horizontal link
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The effect of applying the Unlink operator is opposite. It removes the horizontal link between the require-
ment “TaxiOrdering-CSBA-Req1” and the offering “VehicleMgt-Off”.
5.8.2 Formalization
In this section, we formalize the semantics of the Link and Unlink operators when ap-
plying them between a requirement e in a blueprint model M and an offering e′ in
another blueprint model M′. The two blueprint models M and M′ can be formalized
as the two RDF Graphs G and G′, in which e and e′ can be formalized as the two RDF
resources (graph nodes) in G and G′ respectively. Figure 5.14 illustrates the formaliza-
tion of the blueprint bodels M and M′ and the elements e ∈ M, e′ ∈ M′.
Figure 5.14 also illustrates that the Link operator can be formalized as the creation
of a cross-edge between the two graphs G and G′. The Unlink operator works in the
other way around, i.e. it removes the cross-edge between G and G′.
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Algorithm 5.7 Pseudo implementation of the Link and Unlink operators
1: function LINK(Requirement e, Offering e′)
2: Let M be the BlueprintModel, e ∈ M;
3: # Execute the Match operator between e and e′ to get the list of mappings
4: List<Mapping> mappingList = Match(e, e′);
5: # If there exists a mapping e 7→ e′
6: if (e 7→ e′) ∈ mappingList then
7: # Create in M a “horizontalLink” relation between e and e′
8: Create a new Relation r = (“horizontalLink′′, e.id, e′.id);




13: function UNLINK(Requirement e, Offering e′)
14: Let M be the BlueprintModel, e ∈ M;
15: if ∃ r ∈ M, r = (“horizontalLink′′, e.id, e′.id) then




The implementation of the Link and Unlink operators is explained in the pseudo al-
gorithm 5.7. In Line 4, the Match operator is executed between the requirement e and
the offering e′ to identify the mappings between them. In Line 6, the operator checks
whether a mapping e 7→ e′ exists. If this is the case, a new horizontal link is created as
a new relation r ∈ M.
The pseudo implementaion of the Unlink operator is introduced from Line 13 to
Line 18. It simply identifies whether a horizontal link r ∈ M already exists between
the requirement e and the offering e′. If this is the case, the horizontal link will be
deleted out of M.
5.9 The Resolve Operator
7 This section introduces the Resolve operator for an automatic composition of
Blueprint Models to form an end-to-end configuration of an CSBA. The conceptual
definition of the Resolve operator is introduced in the subsection 5.9.1, followed by its
formalization in subsection 5.9.2 and implementation in subsection 5.9.3.
5.9.1 Conceptual Definition
• Signature: BlueprintModel* Resolve (BlueprintModel M)
• Input: The blueprint model M
• Output: A composition of blueprint models. As we have introduced in the pre-
vious Section 5.8, two blueprint models can be composed by the Link operator
through a horizontal link.
• Functionality: Figure 5.15 explains the functionality of the Resolve operator. The
input blueprint model M is called the target blueprint model. The Resolve operator
is used to resolve the target blueprint model, which means to resolve all of its
requirements, i.e. req1 and req2. Resolving a requirement means to find an
offering that can fulfill the requirement and use the Link operator to create a
horizontal link between them. The Resolve operator tries to resolve the target
bluperint model in the following three steps:
– Step 1 - Query all the source blueprint models: this step queries all the
blueprint models from the repository (called the source blueprint models), us-
ing the Query operator.
7The result presented in this section has been published in [Nguyen et al., 2012b]
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Abstract Resolved Blueprints (ARB) model of M
Output
– Step 2 - Resolve all the requirements: this step tries to resolve the require-
ments of both the target blueprint model M and the source blueprint mod-
els. It uses the Link operator to create a horizontal link (if possible) between
a requirement and an offering of two distinct blueprint models. After per-
forming this step, a requirement may be resolved by only one offering, e.g,
the requirement req1 in Figure 5.15, or it may be resolved by two or more
alternative offerings, e.g. the requirements req2 and req3 in Figure 5.15, or
it may not be resolved at all, e.g. the requirement req4 in Figure 5.15. The
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result of this step is a composition of blueprint models that has been created
by cross-linking the requirements with the offerings through the horizontal
links.
– Step 3 - Prune the composition: By the end of step 2, a requirement may
already be resolved by the Link operator, or it may still remain unresolved.
This step subsequently deletes all the blueprint models that still contain un-
resolved requirements. For instance in Figure 5.15, the blueprint model con-
taining the offering Off-D and the requirement req4 is deleted since the
requirement req4 is still unresolved. Lastly, this step returns a composition
of blueprint models that no longer contains any unresolved requirements.
If the returned composition of blueprint models does not contain the target
blueprint model M, the resolution is considered as “failed” and the composition
does not contain any useful information. In opposite, if the returned composi-
tion contains the target blueprint model M, the resolution is considered as “suc-
cessful” and the returned composition of blueprint models is called the Abstract
Resolved Blueprints (ARB) model of M. An ARB model of the target blueprint
model M specifies all the possible composition of source blueprint models to
resolve the requirements of M.
From the engineering point of view, an CSBA engineer can specify his CSBA in a
target blueprint model M and then use the Resolve operator to generate an ARB
model of M (if there exists any). The ARB model of M can then be used as the
configuration of the CSBA’s deployment environment using cloud services. Typ-
ically, it is used to generate a deployment plan for the CSBA. As an example, the
TOSCA standard specification [OASIS, 2013] can be used at this point to specify
the deployment topology and deployment plan for the CSBA.
Example 5.6 (Examples of using the Resolve operator) Figure 5.16 illustrates an example of using the Re-
solve operator for the TaxiScenario-CSBA blueprint model. In Step 1, the Resolve operator uses the
Query operator to query all the existing blueprint models in the repository, namely all the blueprint models
introduced in our Taxi Tilburg Scenario.
Then, in Step 2, the Resolve operator uses the Link operator to create horizontal links between a re-
quirement and an offering whenever a matching is found between them. As illustrated in Figure 5.16, the
requirements TaxiOrdering-CSBA-Req2 and VehicleMgt-Req2 have two alternative horizontal links.
The result of this step is a composition of blueprint models through the horizontal links.
Since the result of step 2 does not contain any unresolved requirements, Step 3 does not need to perform
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any pruning task. The result of step 2 is returned as an ARB model of the TaxiScenario-CSBA blueprint
model.
Using the ARB model as the output of the Resolve operator, the CSBA engineer of the Taxi Tilburg
company is able to configure the deployment environment of the TaxiScenario-CSBA. More specifically, he
knows which SaaSs, PaaSs, and IaaSs of external providers are needed by the TaxiScenario-CSBA, and in which
order these cloud services should be deployed. For instance, the Jonas-BP blueprint needs to be deployed so
that it can be used by the VehicleMgt-BP blueprint to deploy its software binaries. Either the MySQL-BP
blueprint or the PostgreSQL-BP blueprint should be deployed so that the data of the VehicleMgt-BP
can be managed. In case the MySQL-BP blueprint is selected, then the Ubuntu-BP blueprint needs to be
deployed first, which provides a linux virtual machine hosting the MySQL-BP blueprint.
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Figure 5.17: Formalizing the Resolve Operator

















































































Step 2: Cross-linking RDF Graphs













































































In this section, we formalize the semantics of the Resolve operator. The target blueprint
model M can be formalized as a RDF graph G whilst all the source blueprint models
M′i can be formalized as the RDF Graphs G
′
i . In the following, we explain the semantics
of each step of the Resolve operator in terms of graph operations
• Step 1: The semantics of this Step has been formalized in Section 5.6 as the use
of SPARQL operation to query all the RDF graphs G′i from a RDF Graph Store.
• Step 2: The semantics of this Step has been formalized in Section 5.8 as the iter-
ative cross-linking of two nodes in two distinct RDF graphs. The result of this
step is an aggregated graph AG, in which G and all the G′i are the subgraphs.
Figure 5.17 illustrates the aggregated graph AG as the result of performing both
Step 1 and Step 2.
• Step 3: The Resolve operator traverses through the aggregated graph AG, iden-
tifies a node of type “Requirement” that still has no “horizontalLink” edge. If
such as node is identified, the subgraph containing it will be pruned. Finally, the
aggregated graph AG is returned.
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5.9.3 Implementation
The implementation of the Resolve operator is explained in the pseudo algorithm 5.8.
In Line 5, source blueprint models are queried from the repository using the Query op-
erator. These source blueprint models are stored in a list of blueprint models listBMs.
In Line 6, the target blueprint model is added to listBMs. Line 5 and 6 are basically
the implementation of Step 1 of the Resolve operator.
From Line 9 to Line 13, Step 2 of the operator is implemented. The operator tra-
verses through all the requirements and offerings of all the blueprint models in the
listBMs. For each pair of a requirement e and offering e′, the Link operator is applied.
A horizontal link may be created if e can be fulfilled by e′.
Step 3 of the operator is implemented from Line 17 to Line 19. The operator tra-
verses again through all the requirements in all blueprint models in the listBMs and
identifies those that do not have a “horizontalLink” relation. If such a requirement is
identified, the blueprint model containing it is deleted out of listBMs using the helper
function DeleteBlueprintModel.
Finally in Line 20, the listBMs is returned as the output ARB.
The helper function DeleteBlueprintModel is implemented from Line 25 to Line 31.
It supports the deletion of a blueprint model M out of the list listBMs. Firstly in
Line 26, it deletes all the “horizontalLink” relations that exists between other blueprint
models and the offering of M. Then from Line 29 to Line 31, all elements and relations
in M are deleted and finally M is deleted out of the listBMs.
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Algorithm 5.8 Pseudo implementation of the Resolve operator
1: function RESOLVE(BlueprintModel targetBM)
2: List<BlueprintModel> listBMs; # The list of Blueprint Models listBMs that will be returned as the
resolution result
3:
4: # Step 1: listBMs is initialized by querying all the source blueprint models from the repository
5: listBMs = Query();
6: Add targetBM to the listBMs;
7:
8: # Step 2: Fulfill all the requirements of all Blueprint Models in listBMs
9: for all Element e ∈ BlueprintModel M ∈ listBMs, e.type = “Requirement′′ do
10: for all Element e′ ∈ BlueprintModel M′ ∈ listBMs, e′.type = “O f f ering′′
do





15: # Step 3: Pruning the solution
16: # Running a loop to detect a Blueprint Model M ∈ listBMs that still contains “unresolved” requirements
17: while (∃ Element e ∈ BlueprintModel M ∈ listBMs, e.type =
“Requirement′′) &
(@ Relation r ∈ M, r.name = “horizotnalLink′′, r.ids = e.id) do
18: DeleteBlueprintModel (M, listBMs); # Delete the BlueprintModel M using the help function
19: end while
20: return listBMs; # Return the list of Blueprint Models as the resolution result
21: end function
22:
23: # Help function to delete a blueprint model M out of the solution list listBMs
24: function DELETEBLUEPRINTMODEL(BlueprintModel M, List<BlueprintModel>
listBMs)
25: # Remove all the horizontal links from another Blueprint Model M′ to the offering of M, i.e.:
26: for all (Relation r′ ∈ BlueprintModel M′ ∈ listBMs, r′.name =
“horizontalLink′′
and Element e ∈ M, e.type = “O f f ering′′ with r′.idt = e.id) do
27: Delete r
28: end for
29: Delete all Elements e∗ ∈ M;
30: Delete all Relations r∗ ∈ M;




This chapter has introduced a set of operators that collectively implement the pro-
posed Blueprint Manipulation Techniques (BMTs). The original idea of developing
this set of operators stems from the model management operators developed by
Melnik [Melnik, 2004]. It is important to remark that this work aims only to pro-
pose a set of most essential operators that has been selected by the 4CaaSt consor-
tium [European Comission, 2010]. The selected operators in this chapter reflect the
desired functionalities of the blueprint toolset to support the CSBA developers in pub-
lishing, querying, and composing several blueprints available in the marketplace to
fulfill their application requirements. In the future work we will continuously gather
feedbacks from the cloud development community to extend this set of operators to a
more complete toolset for cloud application development with the blueprints.
Given the current set of operators there have been already remarks and improve-
ment suggestions among the 4CaaSt community, which we would like to discuss in
the following:
• More expressive query language: This chapter has introduced the simplistic ver-
sions of the Query operator with the namespace and the offering name as input.
The idea is only to demonstrate some simple definitions of the Query opertor.
In the future work, a more expressive query language is expected to support
more complex query options. In fact, currently with SPARQL the users can al-
ready form complex query expressions to query the blueprints from a repository.
However, SPARQL is a quite technical language that is not familiar with people
outside the semantic web community. A more user-friendly blueprint query lan-
guage is expected at this point.
• Operator for checking the consistency of the blueprints: An instantiated blueprint may
be modified by the user in different cases: e.g. updating its content, extending
it with external languages, etc. These activities could lead to an inconsistency of
a blueprint against the BSL syntax. Hence, an operator is needed to check the
consistency coherence of blueprints to the BSL syntax.
• A common ontology of attributes for matching: Currently, the Match operator is per-
formed on a common set of attributes defined by the BSL syntax. Given the sit-
uation that two blueprints with extensions need to be matched, then the Match
operator could not function properly on the two extension parts, since they may
be defined with different attribute structure. To prevent this problem, a common
ontology of attributes could be developed in the future to support a more precise
matching between blueprints. Then, the implementation of the Match operator
will restrict the matching so that it only support the matching of attributes that





One of the most significant task in design science [Hevner et al., 2004] is the validation
of the result to ensure its applicability in the real world. As we have discussed in the
Introduction Chapter 1, section 1.5, the validation of the Blueprint Approach has been
performed on four levels:
1. The technical soundness of the BSL is guaranteed by its map-
ping to a formal knowledge representation model described in RD-
F/OWL [McGuinness & van Harmelen (Eds.), 2004]- a well-established stan-
dard for describing Internet resources and semantic web. Based on this formal
knowledge model, the operators defined by the BMT’s have been formalized
using SPARQL [W3C, 2008] and SPARQL-Update [W3C, 2012] operations,
which are standards for manipulating RDF/OWL knowledge model. Using
well-defined and widely-accepted standards for knowledge representation
and manipulation ensures the logical consistency in our proposed Blueprint
Approach.
2. The usability of the BSL and BMT’s is demonstrated by using a running example
throughout the previous chapters of the thesis. This example is borrowed from
a real-case scenario that has been developed by the 4CaaSt community as one of
the three validation scenarios in the 4CaaSt project [European Comission, 2010].
Reusing a scenario from the 4caaSt community shows that our solution solves a
real-case defined by a group of cloud computing practitioners.
3. The technical feasibility of the BSL and BMT’s is proved by an internal “proof-
of-concept” prototype that has been implemented using well-known standard-
ized languages and widely adopted tools.
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4. The practical validity of our approach is exhibited through our participation
in various industry prototypes that have been developed based on the pro-
posed BSL and BMTs in the 4caaSt project. Within the scope of this project,
the proposed Blueprint Approach has been adopted as one of its core contribu-
tions [Gómez et al., 2012]. Future cloud products of our industry partners in the
project are also envisioned in this direction. Applying the Blueprint Approach in
the 4caaSt prototypes helps validate the applicability of the Blueprint Approach
in the cloud computing domain, since it can be proved to meet the expectations
of our industry partners in the project.
Since the first two types of validation have been introduced in the previous chapters
of the thesis, in this chapter we focus on the last two validation activities. In particular,
Section 6.1 introduces a proof-of-concept prototype for the Blueprint Approach. Then
in Section 6.2, we will report our activities in the 4caast project to demonstrate the
practical validity of the Blueprint Approach.
6.1 Technical Feasibility of the Blueprint Approach
In this section, we aim to validate the feasibility of realizing the BSL and BMT’s
through a proof-of-concept prototype. Towards this goal, the Taxi Tilburg Scenario in-
troduced in the previous Section 3.1 will be reused for the implementation. The fol-
lowing subsection 6.1.1 introduces the underlying technologies and tools that are used
to build this prototype. Subsection 6.1.2 presents an overview of the prototype archi-
tecture. Then, the functionalities provided by the prototype are explained in subsec-
tion 6.1.3. Some experiments with the prototype are reported in subsection 6.1.4 and
subsequently our findings are discussed in subsection 6.1.5. Lastly, subsection 6.1.6
summarizes our activity in validating the technical feasibility of the Blueprint Ap-
proach.
6.1.1 Underlying Technologies and Tools
The BSL has been formalized in the previous Chapter 4 as a set of OWL blueprint
ontologies, and a blueprint model can be created by instantiating the OWL classes de-
fined in these OWL blueprint ontologies. We use the well-known tool named Protege1
for modeling the OWL blueprint ontologies. The Protege tool also supports the cre-
ation of a blueprint model as an instance of the OWL blueprint ontologies. A blueprint
model is also described in OWL, hence it is called an OWL-based blueprint model.
Other features supported by the Protege tool include the reasoning mechanism to en-
sure the consistency of an OWL-based blueprint model against the OWL blueprint on-
1Protege tool: http://protege.stanford.edu/
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Figure 6.1: The proof-of-concept prototype for the Blueprint Ap-
proach




































tologies, and the serialization of both the OWL blueprint ontologies and OWL-based
blueprint models into XML documents. As a summary, we rely on the Protege tool to
formally develop the BSL as a set of OWL Blueprint Ontologies and then create some
sample OWL-based blueprint models.
The Jena Framework Libraries2 is a well-known open-source Java framework for
building Semantic Web applications. It supports a Java API for manipulating RDF
data, an ontology for manipulating OWL and RDFS ontologies, and a set of other
rule-based inferring and querying engines for RDF and OWL data sources. Given the
various useful supports of the Jena framework we decided to use it for the purpose of
implementing the BMT’s operators in Java.
6.1.2 Architecture
Figure 6.1 illustrates the overall architecture of the prototype. The upper part of the fig-
ure explains the use of the Protege tool to create several OWL-based blueprint models
for the Taxi Tilburg Scenario. Please note that the tool Protege also supports the con-
sistency checking of the instantiated OWL-based blueprint models against the OWL
2Jena Framework: http://jena.apache.org/
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blueprint ontologies and the serialization of both the OWL blueprint ontologies and
the OWL-based blueprint models into XML files.
The lower part of Figure 6.1 illustrates the architecture of our proof-of-concept im-
plementation for the BMT operators. The operators have been implemented as Java
Programs that reuse the Jena Framework Libraries3 for the following purposes:
• Parsing an XML document into a RDF model (a Java object implementing the
Jena’s Model interface).
• Manipulating RDF resources, RDF properties, RDF literals, etc. in a RDF Model.
• Executing SPARQL queries and SPARQL-Update statements against a RDF
Graph Store.
• Serializing a RDF Model into an XML file.
We use the Jena Fuseki server4 as the implementation of a RDF graph Store that can
process SPARQL queries and SPARQL-Update statements. The Java programs that
involve the execution of SPARQL queries and SPARQL-Update statements are consid-
ered as clients of the Jena Fuseki server. The server is started on localhost and then it
can load the sample OWL-based blueprint models in the Taxi Tilburg Scenario into its
RDF Graph Store.
6.1.3 Functionality
This section summarizes the functionalities offered by the prototype:
• Using the provided Blueprint Ontologies modeled in Protege, the users can in-
stantiate new blueprints to specify their cloud services on any layer of the cloud
stack. The users are also supported with the ontologies for modelling the policy
and resource description of their cloud services.
• Using the Protege tool, the users can verify whether their blueprints are consis-
tent with the Blueprint Ontologies
• By executing the Insert.java (or Delete.java) program with a blueprint as input, the
user can upload a blueprint to (or delete a blueprint from) the Jena Fuseki server.
• By specifying a query in the SPARQL language and inputing this query into





• By executing the Resolve.java program for an input blueprint, the user can run an
automatic composition of blueprints. This program reuses the Match, Link, and
Query programs to retrieve the needed blueprints from the Jena Fuseki server,
performs matchmakings between their offerings and requirements, and finally
composes them into the final result.
6.1.4 Validation Experiment
For the purpose of validating the technical feasibility of the blueprint approach, we
performed the following experiments on our prototype:
1. As the first step, the needed blueprints for the Taxi Tilburg Scenario were modeled
using the Protege tool. The TaxiOrdering-CSBA blueprint was considered
as the target blueprint that needs to be resolved and the other blueprints were
considered as the source blueprints.
2. The Insert operator (implemented by the Insert.java program) was used to up-
load the source blueprints to the Jena Fuseki server.
3. The Query operator was executed with different (complex) query expressions
defined in SPARQL. In particular:
• First, the source blueprints were queried based on their functional offering,
e.g. querying for “Database”, “Context-as-a-service” blueprints, etc.
• Then, the source blueprints were also queried based on both their functional
offering and policy and resource properties, e.g. querying for a “Database”
blueprint that offers more than 2 TB.
4. As the last experiment step, the TaxiOrdering-CSBA was resolved by execut-
ing the Resolve.java program. The result was an OWL/XML file containing two
alternative compositions of bluerpints.
6.1.5 Findings and Discussion
In general, the experiment results have helped us confirm the intended functionalities
of the prototype. However, we also encounter the following issues that need to be
considered in the future work:
• Using the Protege tool ensures the consistency of the instantiated OWL-based
blueprints. However, for some reasons the user may need to modify his
blueprint without using the tool. This leads to inconsistency between his
blueprints and the schema defined in the Blueprint Ontologies. At the moment,
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there is no support for verifying the consistency of a blueprint outside the Pro-
tege tool. This issue points to the need to develop a BMT operator to verify the
consistency of a blueprint.
• Currently, querying blueprints is supported with query expressions described
in SPARQL. Although SPARQL is already a powerful query language for RDF
data, it is quite a technical language and not very popular for users outside the
semantic web community. We are thinking of supporting a more generic, user-
friendly blueprint query language in the future work.
• Regarding the resolution functionality, we observe the following issues:
– We were not able to justify the performance of the resolution due to the
small scope of the validation scenario. In the future work, we expect to per-
form measurements on the response time and reliability of the resolution
functionality. At this moment, only the expected behavior of this function-
ality can be confirmed.
– We see the possibility to limit the solution space of the resolution process
by involving the user’s decision in each incremental resolution step. As
we have seen in Section 5.9, the resolution process is an iterative process to
resolve the requirements of the blueprints. If the resolution process can be
broken down to each iteration, in which the user is able to select a subset
of the alternative results for the next iteration, the solution space is smaller
and the performance will be increased. This issue will also be taken into
account in our future development of the resolution functionality.
6.1.6 Summary
For the purpose of validating the technical feasibility of the Blueprint Approach, we
used the Web Ontology Language (OWL), the well-established standard language for
specifying semantic web resources, to formalize the semantics of the BSL model. Then,
we also use OWL to create sample blueprint models as the instances of the BSL model
to specify cloud services in the Taxi Tilburg Scenario. To be noticed, this scenario is a
simplified version of a 4caast demonstration scenario, which has been co-developed
with several industry partners for validation purposes. For demonstrating the func-
tionality of the BMT operators, we have developed them as Java programs that reuse
the Jena Framework APIs. The sample OWL-based blueprint models in the Taxi Tilburg
Scenario are treated as RDF Models in these programs, so that they can be manipulated
and composed. In general, our experiments in this section have shown that it is fea-
sible to follow this path of implementation to realize a complete toolset for the BSL
and the BMT’s, although some of the important findings should be taken into account
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in the next development phase to improve the consistency and performance of the
approach.
6.2 Practical Validity of the Blueprint Approach
This section reports our activities in validating the applicability of the
Blueprint Approach through our participation in the EC’s 4caaSt FP7
project [European Comission, 2010]. From the early phase of this project, the
blueprint approach has already been recognized as one of its main innova-
tions [Gómez et al., 2012]. Its development started with a collaborative case study
design with our industry partners in the 4caaSt project such as Telefonica, TelecomI-
talia, SAP, etc., which resulted in a set of 4caaSt’s demonstration scenarios. The 4caaSt
scenarios have been used throughout the four-year project term for validating the
research results in general and the blueprint approach in particular. We introduce
in the following subsection 6.2.1 the Taxi Application Scenario that has extensively
been used during the course of the project for validating the Blueprint Approach.
The prototype architecture implementing this scenario will then be introduced in
subsection 6.2.2. Subsection 6.2.3 demonstrates how the components of this prototype
architecture are modeled in a set of blueprints and how the blueprints are resolved
to form a complete cloud application for the scenario. As part of the prototype, the
blueprint toolset is introduced in subsection 6.2.4 to support the management and
composition of blueprints. Finally, evaluation results of the Blueprint Approach
are reported in subsection 6.2.5 and 6.2.6. Whilst the subsection 6.2.5 presents the
evaluation result only within the 4CaaSt community, in subsection 6.2.6 we report the
results of an more general questionnaire that has been tailored towards a group of
knowledgeable audience in the SOA and Cloud Computing domain.
6.2.1 4caaSt’s Taxi Application Scenario
Among the three validation scenarios in the 4CaaSt project, the benefit of using
blueprints for cloud application development has been emphasized at most in the Taxi
Application Scenario [Gómez et al., 2012]. This scenario has the objective to evaluate
several features and technologies provided by the 4CaaSt project. For the full details
of the scenario please refer to the description in [Gómez et al., 2012]. In the following
we summarize the scenario to give the readers an overview of the validation context.
The Taxi Application Scenario is based on a hypothetical software company called
SaaSSolutionS that develops a SaaS application for managing taxi fleets. There is
another SaaS provider in this scenario called FindMyWay.com who offers a Context-
as-a-Service (CaaS) that provides context information in real or near-real time. The
4CaaSt platform and 4CaaSt marketplace developed by the 4CaaSt project participate
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Figure 6.2: Architecture Overview of the Taxi Application Proto-












































in this scenario as the offerings of a stakeholder called 4CaaSt who plays both the roles
as a PaaS provider and as a marketplace. Finally the scenario involves two Small-
and-Medium-Enterprise (SME) customers called Taxi Company Stuttgart and Taxi
Company Brussels, who own their fleets of radio taxis.
The scenario starts when one of the two customer SME begins to browse the 4CaaSt
marketplace for a Taxi fleet management software that meets their expectations. After
finding the SaaS provided by SaaSSolutions they decide to contract this solution with
the 4CaaSt marketplace. This contracting activity triggers the 4CaaSt marketplace to
resolve both the technical and business requirements of this SaaS. With the CaaS solu-
tion provided by FindMyWay.com and the platform solutions provided by the 4CaaSt
platform, it is able to resolve all the requirements of the taxi fleet management soft-
ware. Lastly, the taxi fleet management software is deployed on the 4CaaSt platform
and becomes ready-to-use for the Taxi Company Stuttgart and Taxi Company Brussels.
6.2.2 Taxi Application Architecture
In this section, we explain the architecture of the taxi application prototype
that has been developed by our partners in the 4CaaSt project. Figure 6.2 il-
lustrates the components that are parts of the deployed prototype, which in-
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clude [Andrikopoulos et al., 2013]:
• Taxi Application: This component is provided by SaaSSolutions to implement
the taxi management application for both the Taxi Company Stuttgart and Taxi
Company Brussels. It contains the following software artefacts: Taxi Company
Stuttgart WAR, Taxi Company Stuttgart Transmitter WAR, Taxi Company Brus-
sels WAR, Taxi Company Brussels Transmitter WAR, and Taxi Service Provider
(BPEL Process ZIP). The web-based front-end of the Taxi Application is imple-
mented by the WAR files and its back-end is implemented as a set of BPEL pro-
cesses.
• Context Integration Framework: This component is provided by SaaSSolutions
to integrate with an external context information provider and an external map
provider. It contains the following software artefacts: Context Integration Pro-
cesses (CIPs), REST2SOAP CaaS CMF WAR, and REST2SOAP Google Services
WAR.
• Enteprise Service Bus (ESB): This component is provided by SaaSSolutions to en-
able the message communication between the Taxi Application component and
the Context Information Framework component. It contains the following software
artefacts: Extended ServiceMix, Active MQ, and JBIMulti2 WAR.5.
• JOnaS, Orchestra and PostgreSQL: These are the components provided by the
4CaaSt platform. JOnaS6 is an open-source Servlet container to deploy the WAR
files, Orchestra7 is an open-source BPEL engine for hosting BPEL processes, and
PostgreSQL8 is an open source database solution.
• CaaS: The SaaS offered by FindMyWay.com to provide context information at
real-time.
• Google Maps Service: the map service of Google.
6.2.3 Blueprint and Blueprint Resolution
For the design, configuration and deployment of the Taxi Application scenario, blueprint
has been used as the uniform specification of (a group of) components of this proto-
type. Each blueprint specifies the requirements, offerings and artifacts needed for
deploying the solution.
5This ESB component is actually provided by Apache ServiceMix (http://servicemix.apache.





Figure 6.3: Components of the 4CaaSt Taxi Application Scenario that
























































In the following subsection 6.2.3.1, we report our activities in co-developing the
Blueprint Specification Language(BSL) with our partners in the 4CaaSt project and
subsequently explain in detail the blueprints that have been created based on this lan-
guage for the Taxi Application Scenario. In Subsection 6.2.3.2, we explain how to per-
form the blueprint resolution in the Taxi Application Scenario.
6.2.3.1 Blueprint Specification
A number of desired features for the blueprint definition have been derived from the
need of a standardized cloud service description format in 4caaSt. We have organized
several online and face-to-face meetings to gather these desired features from our in-
dustry partners. Then, we implemented the BSL in an XSD Template and distributed it
to the 4caaSt community to get feedbacks. We organized a “blueprint training” virtual
workshop to explain the concept of blueprint and train our industry partners how to
use the XSD blueprint template. As the cloud service offerings identified in the 4caaSt
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Figure 6.4: Blueprints of the 4Caast Taxi Application Scenario
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scenarios are the real industrial offerings of our partners, we requested them to use
the provided XSD blueprint template to describe their blueprints in XML and submit
them to our blueprint repository. A set of XML-based blueprints have been created by
our industry partners for the 4caast Taxi Application Scenario.
From the feedbacks of our partners during the collaborative development of the
BSL, it has shown that the Blueprint XSD Template is capable to capture all the neces-
sary aspects of an industrial cloud service offering and simple enough to be used by
our industry partners. Following our guidelines during the blueprint training work-
shop, a TelecomItalia representative was able to design a blueprint “on-the-fly” for
his cloud service. We experienced just a little amount of emails exchanged for the
blueprint template support, which confirms its simplicity of use.
Figure 6.4 illustrates the blueprints that have been created by our 4CaaSt partners
for the Taxi Application Scenario and how the components of the taxi application are
captured in the blueprints. The list of the these blueprints is described in the follow-
ing [Andrikopoulos et al., 2013]:
• TaxiScenario-v03: This is the blueprint describing the Taxi Application. It pro-
vides a “Taxi Management SaaS” and has three requirements: an “Enterprise
Service Bus”, a “Context Information Framework”, and a “BPEL Composition
Engine on Servlet Container v2.5”. The first and second requirements represent
the two functionalities needed by the offering and the last requirement indicates
a platform component needed to deploy the war files and zip files, which are the
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artefacts of this blueprint.
• CIF-v01: This is the blueprint that provides a “Context Information Framework”
(CIF) product. It contains a number of artefacts that implement the CIF prod-
uct. It exposes also three requirements needed for deploying and configuring the
artefacts: a “BPEL Composition Engine on Servlet Container v2.5” , a “Context-
as-a-Service”, and an “Enterprise Service Bus”.
• JOnAS-Orchestra-v3: This blueprint provides an integrated product containing
an Orchestra BPEL composition engine that has been preconfigured and pre-
deployed on a JOnAS application server. The JOnAS application server sup-
ports also a servlet container that can host servlet v2.5. Hence, this blueprint can
be classified as a “BPEL Composition Engine on Servlet Container v2.5”. This
blueprint is ready for installation, thus contains no further requirements.
• ASM-v01: This blueprint provides the Apache Service Mix product. This type
of offering can be classified as a “Enterprise Service Bus”. The blueprint con-
tains a number of artefacts that implement the product and the following two
requirements: a “BPEL Composition Engine on Servlet Container v2.5” and a
“postgresql database”.
• PostgreSQL-v02: This blueprint provides a “postgresql database” product. The
blueprint is ready for installation and thus contains no further requirements.
• CaaS-BP-v03: This blueprint provides a “Context-as-a-Service” product. The
blueprint is ready for installation and thus contains no further requirements.
• CaaS-ERISS-v01: Similar to the CaaS-BP-v03 blueprint, this is another alternative
blueprint which also provides a “Context-as-a-Service” product. The blueprint
is provided by a different provider in the marketplace. It is also ready for instal-
lation and contains no requirements.
Figure 6.4 shows an intuitive illustration of all seven aforementioned blueprints
that are involved in the Taxi Application scenario. Please note that, for the sake of
brevity, only the blueprint name and the requirements of each blueprint are shown in
the figure.
6.2.3.2 Blueprint Resolution
During the contracting of the Taxi Application, the requirements of the TaxiScenario-
v03 blueprint are resolved to offerings of the source blueprints that are stored in the
blueprint repository. The resolution is performed by following an algorithm that for
each distinct solution creates the abstract resolved blueprint (ARB) for the Taxi ap-
plication with all of the dependency blueprints embedded. Figure 6.5 and Figure 6.6
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Figure 6.5: Candidate Abstract Resolved Blueprint (ARB) 1
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show the two possible solutions for the resolution process. They differ in the choice of
the Context-as-a-Service component, which is required by the CIF-v01 blueprint. Both
solutions fulfill all of the requirements specified by the TaxiScenario-v03 blueprint and
represent a physically deployable architecture.
Figure 6.6: Candidate Abstract Resolved Blueprint (ARB) 2
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Note that the “Context-as-a-service (CaaS)” requirement is a part of the CIF-
v01 blueprint, which is resolved recursively after the CIF-v01 blueprint has al-
ready been used to resolve the “Context Information Framework” requirement of the
TaxiScenario-v03 blueprint. The two resolved solutions are passed to the marketplace
in order to select the one that best fits the customer’s preferences. Finally, the deploy-
ment manager for a physical deployment of the target service configuration is invoked
with the chosen solution.
To understand how the blueprints in the Taxi Application Scenario are managed
and composed by the resolution process, the next section 6.2.4 introduces the Blueprint
Toolset that supports these tasks.
6.2.4 Blueprint Toolset Support
The blueprint toolset has been built with aim to validate the use of the BMT operators
in the practice. The toolset has been extensively used by all three 4CaaSt demonstra-
tion scenarios for this purpose. It supports a number of tools for managing and manip-
ulating XML-based blueprints in a repository, as well as for composing blueprints into
a deployable CSBA configuration. Figure 6.7 depicts the architecture of the blueprint
toolset, which contains the following components:
• Blueprint repository: is where all the XML-based blueprints in the 4caaSt project
are stored. Currently, it is implemented as a MySQL database storing the XML
files.
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• BlueprintHQ (Blueprint Headquarter): is a Web Service providing a SOAP API
that can be used by external components for accessing the blueprint repository
and the resolution engine via SOAP message communication. The SOAP API
contains the following SOAP operations:
– addBlueprint(String blueprintXML): is the implementation of the BMT op-
erator Insert. It accepts the entire XML-based blueprint as input and inserts
this blueprint into the blueprint repository. A fault SOAP message is re-
turned if there already exists another blueprint in the repository with the
same ID.
– deleteBlueprint(String blueprintID): is the implementation of the BMT op-
erator Delete. It accepts the blueprint ID as input, identifies the blueprint
in the repository with this ID, and finally deletes this blueprint out of the
blueprint repository. A fault SOAP message is returned if there exists no
blueprint in the repository with the input blueprintID.
– getBlueprint(String blueprintID) and getAllBlueprints(): is the implemen-
tation of the BMT operator Query to query a blueprint from the repository
based on its unique blueprintID, or to query all the existing blueprints in
the repository.
– resolveBlueprint(String blueprintXML): is the implementation of the BMT
operator Resolve. Input of this operation is an entire XML-based blueprint.
The BlueprintHQ will invoke the Blueprint Resolution Engine, which is an-
other component of the toolset, with the input XML-based blueprint. The
actual execution of the Resolve operator takes place in the blueprint reso-
lution engine. For every invocation, the BlueprintHQ receives a resolution
result (called Abstract Resolved Blueprint(ARB)). After all the ARBs have
been retrieved, the BlueprintHQ combines them into a list of ARBs and re-
turns the list as the output of the operation.
The BlueprintHQ’s SOAP API has been implemented using NuSOAP9, a SOAP
Toolkit for PHP. Its WSDL can be accessed under: http://blueprinthq.
host-for.me/4CaaSt/blueprint_hq.php?wsdl. We have also built a test
client for the BlueprintHQ under http://blueprintexe.host-for.me/
4CaaSt/blueprintHQ.htm# for testing purpose. This SOAP API is consumed
by (1) the marketplace component provided by our 4caaSt partners Telefonica
and SAP to productize a blueprint and advertise it in a marketplace, (2) the
Blueprint Editor provided by our 4caaSt partner FranceTelecom to enable the
editing and managing of blueprints, and (3) our BlueprintEXE server that sup-
ports a web-based user interface for visualization purpose.
9NuSOAP: http://sourceforge.net/projects/nusoap/
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• Blueprint resolution engine: is the engine that actually performs the resolution
of an input XML-blueprint by iteratively performing the matchmaking of its re-
quirements against the existing blueprints in the blueprint repository and finally
producing a set of alternative Abstract Resolved Blueprints (ARBs) as the result.
Each ARB is a possible combination of blueprints that constitute a cloud applica-
tion. During the course of the 4caaSt project, we have worked with the folowing
two implementations of the blueprint resolution engine:
– Ericsson composition engine: During the first three years of the 4caaSt
project, the Ericsson composition engine [Niemoeller et al., 2009] has been
enhanced with the implementation of the blueprint resolution so that it
could function as a blueprint resolution engine in our 4caaSt blueprint
toolset. The midterm demonstration of the 4caaSt project has shown that
the Ericsson composition engine is capable of delivering the expected reso-
lution functionality. However, its performance still needs a lot of improve-
ments.
– IMDEA resolver: Recently, we have collaborated with the IMDEA Software
Institute10 in the co-development of the IMDEA resolver, which is an alter-
native blueprint resolution engine that aims to replace the Ericsson’s com-
position engine with a better performance as well as more advanced fea-
tures. The first release of the IMDEA resolver has met all the expectations re-
garding the performance of the blueprint resolution. By testing the IMDEA
resolver with a 4caaSt scenario that involves seven source blueprint models
in the repository and a target blueprint model, the time to get a solution is
quite acceptable (about 332-662 ms) depending on the network conditions.
The IMDEA resolver is a Java application that provides a Web service (with
SOAP/HTTP messaging) and runs on top of a Glassfish 3.1+ application
server. The main Java technologies involved in the implementation are Java
XML Binding (JAXB) and Java Web Services (JAX-WS), of which Glassfish
and its Metro component are the reference implementations.
• Blueprint Editor: is a Web interface that allows end-users to interact with the
blueprint repository, e.g. to add, modify, display, or delete blueprints. It is cur-
rently provided and maintained by FranceTelecom, our partner in the 4caaSt
project.
• Blueprint Visualizer: is a Web-based tool to visualize and resolve a
blueprint. Hosted on the BlueprintEXE server, this tool communicates with the
BlueprintHQ via SOAP messages to retrieve blueprints from the repository for
10IMDEA Software Institute: http://software.imdea.org/about.html
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visualization purpose. Furthermore, it can also be used to trigger the resolution
of a blueprint at the resolution engine.
– The Blueprint Visualizer is accessible here: http://blueprintexe.
host-for.me/4CaaSt/blueprint_sdk_main.php
– A tutorial video showing how to use the Blueprint Visualizer can be seen
here: http://youtu.be/7UX5NfvP-Mw?hd=1
• Marketplace: This component consumes the SOAP APIs of the BlueprintHQ ser-
vice, with aim to retrieve blueprints and expose them as products to the cus-
tomers. As long as a target blueprint is selected by the customer, the marketplace
will trigger the resolution of the target blueprint in order to form the complete
configuration for its deployment environment. Currently, the marketplace com-
ponent is provided and maintained by Telefonica and SAP, our partners in the
4caaSt project.
The following components of the toolset: BlueprintEXE, BlueprintHQ, blueprint
repository and blueprint resolution engine, are currently hosted on Flexiscale virtual
machines11 (supported by our 4caaSt partner Flexiant).
By using the blueprint toolset to demonstrate the manipulation and composition
of blueprints in the Taxi Application Scenario, we have shown the feasibility of im-
plementing a complete industry toolset for the BMT operators. We have particularly
focused on the support for the design and configuration phase of the Taxi Application.
Additional components supporting the runtime phase, e.g. the deployment controller,
monitoring component, adaptation engine, etc., can easily be integrated to the toolset
in the future via standard SOAP communication.
6.2.5 Evaluating the Blueprint Approach within the 4CaaSt Commu-
nity
As described in the 4CaaSt Whitepaper [Gómez et al., 2012], the Blueprint Approach
is one of the core contributions of the 4CaaSt project. Hence, it is crucial to evaluate its
practical validity after demonstrating it in the Taxi Application Scenario. An evalua-
tion questionnaire [Arozarena et al., 2012] has been created by the 4CaaSt project team
and sent to the partners who have participated in the process of creating blueprints for
the Taxi Application Scenario. The purpose of this questionnaire is to assess the cur-
rent applicability of the Blueprint Approach and provide improvement suggestions
for the future work in this direction.
The evaluation criteria contained in this questionnaire were taken from that
presents the S-Cube quality reference model, which include [Arozarena et al., 2012]:
11Flexiscale: http://www.flexiscale.com/
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• Learnability (notation scale –, -, 0, +, ++): Easiness of the blueprint model under-
standing.
• Effectiveness (notation scale –, -, 0, +, ++): Accuracy and completeness of the
blueprint that the user designs with respect to the user’s application or technol-
ogy.
• Efficiency of use (notation scale –, -, 0, +, ++): Effort and means put in designing
and applying the blueprint.
Four 4CaaSt partners who have created the Taxi Application blueprint (TaxiScencario-
v03), the Context-as-a-Service blueprint (CaaS-v03), the JOnAS/Orchestra blueprint
(JOnAS-Orchestra-v3), and the Context Integration Framework blueprint (CIF-v01),
have responded to this questionnaire with their assessments. In the following we
summarize the evaluation result that has been reported in [Arozarena et al., 2012]:
• Regarding the Learnability: This criterion receives two “++” and two “0”, which
indicates a quite high appreciation of the users in learning and using the
blueprints. General comments state that since the blueprint is designed as an
XSD template, it can be easily and intuitively created without extra learning ef-
fort. The good documentation and examples have also received lots of apprecia-
tions.
• Regarding the Effectiveness: This criterion receives three “+” and one “0”. The
good score of this criterion confirms the accuracy and completeness of the cur-
rent blueprint structure. The extension mechanism of the blueprint template
has been acknowledged as a significant feature for integrating with existing lan-
guages. There is also an interesting comment stating that since the blueprint
is currently only capable to capture only one cloud service, several blueprints
would be needed for several variants of the same cloud service. It is likely clearer
to have a separate blueprint for each service variant, yet very inefficient if the
number of variants is high.
• Regarding the Efficiency of use: This criterion receives two “+” and two “0”. The
score of this criterion is fairly good. It indicates that the users can work easily
with the current design of the blueprint template. The feedbacks of this criterion
stated that it did not require many hours to create a blueprint. The neutral scores
in this case only indicate that several feedback cycles were needed to create a
stable structure definition in the current blueprint template version.
6.2.6 Evaluating the Blueprint Approach in a broader Scope
The previous subsection 6.2.5 reports an evaluation activity that has been specifically
tailored towards the 4CaaSt partners who have contributed to the Taxi Application
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Scenario demonstration. The result is somewhat useful for the future development
of the Blueprint Approach since it reflects the assessment of those who have worked
directly with the blueprints. It does, however, not represent a general and objective
assessment of the practical validity of our approach.
For the purpose of evaluating the Blueprint Approach in a more objective way, we
have approached a group of knowledgeable people in the SOA and Cloud Computing
domains with a more general questionnaire. Some of the target audiences are already
familiar with the concept of blueprints. Some other are not and thus, need more time
to get acquainted to the approach through the related literature and tools. The ques-
tionnaire contains 10 questions and is divided into three parts:
• Part 1 - Understanding the Participant’s Segmentation: in this part we would
like to understand the knowledge background of the participant in the field of
cloud computing as well as his/her work circumstance.
• Part 2 - Evaluating the Blueprint Approach: in this part we would like the par-
ticipant to give his/her assessment on the practical validity of the Blueprint Ap-
proach.
• Part 3 - Improvement Suggestions: in this part we would like to collect the im-
provement suggestions for the future development of the Blueprint Approach.
Out of the 22 people who have been asked to participate in the questionnaire, 14 peo-
ple have delivered a complete result. The details of these anwers can be found in
Appendix B. In the following, we analyze the 14 complete answers.12
6.2.6.1 Part 1: Understanding the Participant’s Segmentation
In this part we would like to understand the knowledge background of the participant
in the field of cloud computing as well as his/her work circumstance.
12Please note that in the questionnaire we used different terminologies for the Blueprint Approach,
i.e. we use “Blueprint XSD Template” to refer to a concrete syntax of the BSL, and “Blueprint Web
Service Interface” to refer to a concrete implementation of the BMT operators. The purpose is to increase
the understandability for the technical audience.
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Q2. Your work is...
• Technically-oriented in an Academic Organization
• Technically-oriented in an Industry Organization
• Business/Economic-oriented in an Academic Organization
• Business/Economic-oriented in an Industry Organization
Q3.What is your intended usage of the blueprint approach?
• For further internal R&D activities
• For commercial product and service development
• Both
• Others
• No intended usage at all
Figure 7.1 in the Appendix B presents the results of the three questions Q1, Q2, and Q3
about the background and work circumstance of the participants. The majority of the
participants (11 out of 14) have an adequate knowledge on cloud application devel-
opment and 3 of them are already experts in the cloud computing domain. The ques-
tionnaire has gained attention from both academic and industry organization where
there are slightly more people from the academia (8) than from the industry (6). It
is understandable that most of the participants have a technical background (10 out
of 14) as the Blueprint Approach involves much technical knowledge. Lastly, what is
also interesting is to understand the intended usage of the Blueprint Approach. The
majority of the participants (11 out of 14) would like to adopt this approach for further
internal Research & Development activities whilst 4 participants would like to apply it
immediately for their commercial products and services. This information gives us the
encouragement that the Blueprint Approach has actually gained much interest from
the outside community.
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6.2.6.2 Part2: Evaluating the Blueprint Approach
In this part we report the participants’ assessments on the practical validity of the
Blueprint Approach. The question Q4, Q5, Q6 and Q7 in the questionnaire aim to
evaluate the current capability and design of both the Blueprint XSD Template and
the Blueprint Web Service Interface.
Q4. The Blueprint Template has been developed as an XML-based template to capture a
complete specification of a cloud service. The current version of the Blueprint Template is
able to...
• 4a. help the cloud providers shape their cloud service specifications in a more struc-
tured and meaningful way.
• 4b. serve as a uniform specification of cloud services that can be shared and composed
among a number of developers and cloud providers.
• 4c. provide a possibility for cross-linking cloud service specifications with aim to
facilitate the design and configuration of composite cloud applications.
• 4d. facilitate a more efficient discovery and selection of cloud services on a market-
place.
• 4e. help reduce the effort of (re-)composing the cloud service in different composite
cloud applications.
• 4f. enable a more efficient way to aggregate prices from different pricing models as
well as resolve the business conflicts.
• 4g. support the specification of the architecture topology of an entire cloud applica-
tion, from which an automatic deployment plan can be generated.
The question Q4 is used to evaluate the current capability of the Blueprint Template.
It has been designed as a rating scale question (1 = strongly disagree, 2 = disagree, 3
= neutral, 4= agree, 5 = strongly agree). The upper part of Figure 7.2 in the Appendix
B visualizes the average scores of this question. All participants has agreed that the
Blueprint Template has achieved its goal to help the cloud providers shape their cloud
service specifications in a more structured and meaningful way (statement 4a). The
other statements 4b, 4c, 4d, 4e and 4g have also received relatively good feedbacks.
However, the statement 4f only receives an intermediate score, which clearly indicates
that the blueprint template is still not able to support the aggregation of prices and res-
olution of business conflicts. This can be explained in the way that the current version
of the blueprint template still does not take this information into account and relies on
its extension mechanism for supporting the price specification, price aggregation and
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business conflict resolution.
Q5. The current design of the Blueprint Template...
• 5a. has captured all the essential information of a cloud service specification.
• 5b. is easy to understand and follow.
• 5c. is logically divided into meaningful template sections, each focusing on a partic-
ular information set of a cloud service specification.
• 5d. can easily be extended to incorporate external languages or specification
schemas, e.g. for specifying monitoring and accounting information.
• 5e. supports the interchangeability between heterogeneous systems thanks to its
XML-based definition.
• 5f. does not require additional training/guidance to understand and apply.
The question Q5 is used to evaluate the current design of the Blueprint Template.
It has been designed as a rating scale question (1 = strongly disagree, 2 = disagree,
3 = neutral, 4= agree, 5 = strongly agree). The lower part of Figure 7.2 in the Ap-
pendix B visualizes the average scores of this question. In general, the current design
of the template is acceptable. The highest score was given to statement 5c stating that
the template has been designed with a logical and understandable structure. From
the result of this question, we recognize the two biggest concerns: (1) regarding the
statement 5f, the template might be difficult for the users so that additional training
and guidance is still much expected, and (2) regarding the statement 5a, the template
might still be incomplete so that additional information elements of a cloud service
specification need to be incorporated into the future version of the template.
Q6. Currently, the Blueprint Template contains the following elements: Offering, Deploy-
ment Artefact(s), Requirement(s), Architecture Topology. What are the 3 most important
elements that should (still) be supported in the next version of the Blueprint Template?
• 6a. Offering
• 6b. Deployment Artefacts
• 6c. Requirements
• 6d. Architecture Topology
In the question Q6, we would like the participants to select the most important el-
ements of the current blueprint template. The result of this question is visualized
in the upper part of Figure 7.3 in the Appendix B. The aim of this question is to re-
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vise the significance/validity of these elements for the future template version. The
majority of participants (12 out of 14) agrees that “Offering” and “Requirement” are
the inherent elements of the template. There are some doubts about the role of the
“Deployment Artefacts” and “Architecture Topology” elements in the template. A
logical explanation for it is that some participants may expect a clear boundary be-
tween the Blueprint Template (which aims to support the design and composition
of cloud services) and other cloud specification formats like OVF [DMTF, b] and
TOSCA [OASIS, 2013] (which aim to support the the configuration of the deployment
environment of cloud services)
Q7. The Blueprint Web Service Interface has been developed to support a set of function-
alities for creating, manipulating, and composing blueprints. The current version of the
Blueprint Web Service Interface is able to...
• 7a. provide the essential functionalities in managing and composing cloud services.
• 7b. (through the Resolve operation) facilitate the automatic discovery and composi-
tion of cloud service specifications to meet certain application’s requirements.
• 7c. deliver reliable results.
• 7d. deliver a reasonable performance.
• 7e. easy to integrate with external systems.
The question Q7 aims to evaluate the current capabilities of the Blueprint Web Ser-
vice Interface, which is a Web Service-based implementation of the BMT operators.
The average scores of this question are visualized in the lower part of Figure 7.3 in the
Appendix B. Although this question has received reasonably good scores, the biggest
concern remains in the completeness of the provided functionalities (statement 7a).
The evaluatio result of the statement 7a is totally in-line with a large number of sug-
gested functionalities for the next version of the Blueprint Web Service Interface that
will be reported in the next Question Q8. Furthermore, one of the significant remarks
in the result of this question is that the “Resolve” operation has gained a lot of ap-
preciations as a significant functionality that supports the automatic discovery and
composition of cloud service specifications for engineering cloud applications.
6.2.6.3 Part 3: Improvement Suggestions
The third part of the questionnaire contains three questions that ask for the partici-
pants’ recommendations to improve the Blueprint Approach in the future work.
175
Q8. In your opinion, what are the 3 most important functionalities that are currently
missing in the Blueprint Web Service Interface ?
The question Q8 is an open question asking for the suggested functionalities for
the Blueprint Web Service Interface. From the result of the previous question Q7 we
already see that the participants also have some doubts about the completeness of
the provided functionalities. For this question, a list of desired functionalities have
been provided, which will be discussed and evaluated in the following regarding their
significance and implementability (notation scale –, -, 0, +, ++):
• Listing and grouping blueprints: There is a desire of grouping (tagging)
blueprints so that they can be organized into meaningful groups (not necessar-
ily hierarchically). This desire involves the definition of blueprint categories and
a category-based management of blueprints in the repository. Significance (+),
Implementability (+)
• Checking the compliance of regulatory (e.g. Sarbens-Oxley) and other compli-
ance requirements against the end-to-end Blueprint model: This is indeed a legit-
imate recommendation since the composition of web services may have to face
the situation in which several cloud services operate under different regulatory
rules. However, this topic involves a large body of knowledge and may require
much effort in the future work. Significance (++), Implementability (-)
• Rich querying of the blueprint repository: The simplicity of the current query-
ing functionality is a known shortcoming of the Blueprint Approach. A more
generic query operation together with a rich query language will definitely be
developed in the next step to support the users with more complex query ex-
pressions. However, this desire also requires relatively much effort. Significance
(++), Implementability (-).
• Automatic substitution of blueprints: We only consider this suggestion as a
“nice-to-have” feature for the future work. Significance (0), Implementability
(0)
• Generate Deployment Plan: This is an important suggestion. However, a num-
ber of related approaches like OVF [DMTF, b] and TOSCA [OASIS, 2013] have
already been developed in this direction. Hence, we would like to combine these
approaches with the Blueprint Approach and reuse their features to generate a
deployment plan for the blueprints, rather than develop this feature on our own.
Significance (-), Implementability (+)
• Semantic support for blueprints: Although our theoretical work on the blueprint
has been based on semantic web technologies like RDF and OWL, we do not
176
intend to provide the semantics support for the users in the near future. Signifi-
cance (-), Implementability (0).
• Check the XML syntax of new/updated blueprints: This is a valid suggestion
since we would always like to ensure the consistency of the blueprints that are
submitted to the repository. In our opinion, it is also feasible to implement the
consistency checking functionality. Significance (+), Implementability (++)
• Support for an interactive resolution to allow users to provide their choices,
knowledge in the process of resolving blueprints: This is an interesting sugges-
tion to improve the performance and reliability of the resolution process. Signif-
icance (++), Implementability (0)
Q9. In your opinion, what are the 3 most important language extensions for the Blueprint
Template?
• 9a. A language for specifying the Metering Information for a blueprint including
e.g. a description of what needs to be measured (event, time, quantity, etc.), and
the measurement unit (number of invocation, number of notification, millisecond,
second, GB, MB, etc.).
• 9b. A language for specifying the Monitoring Information for a blueprint including
e.g. a description of what needs to be monitored (physical memory, current CPU
load, bandwidth, etc.) and the monitoring unit (GByte, Gbit/s, CPU-Instruction,
etc.)
• 9c. A language for specifying the Constraints among several blueprints including
e.g. the business or regulatory compliance rules between the blueprint providers.
• 9d. A language for specifying the Deployment Environment of a blueprint including
e.g. the properties of the virtual machine nodes and network links used to deploy the
blueprint together with their vertical and horizontal elasticity.
• 9e. A language for specifying the Pricing Information of a blueprint including e.g.
the pricing model (pay-per-use for subscription-based), price unit, price aggregation
strategy, etc.
• 9f. A language for specifying the Service Level Agreements (SLA) of a blueprint
including e.g. the required performance level of a cloud service, the penalty and
compensation policy , etc.
The Blueprint Template provides an extension mechanism which can be used to in-
corporate external languages or specification schemas. We use the question Q9 to ask
for selecting the potential language extensions that play an important role in cloud ap-
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plication development. The list of potential language extensions have been provided
in the question. The result of this question is visualized in the upper part of Figure 7.4
in Appendix B. The most desired language extension is for specifying the Service-level
Agreement (SLA) of a blueprint (statement 9f). Another important language extension
is for specifying the constraints between the blueprints to support the specification of
business or regulatory compliance rules between the blueprint providers (statement
9c). Other proposals for specifying the deployment environment, the pricing informa-
tion, and the metering and monitoring information, also receive much attention from
the participants.
Q10. In your opinion, what are the 3 most important components that should be supported
in the future development of the Blueprint Approach?
• 10a. A software tool to generate and configure the deployment environment of a
blueprint
• 10b. A software tool to monitor the runtime SLA of a blueprint, e.g. to monitor
the response time, throughput and availability of the cloud service specified in that
blueprint
• 10c. A software tool to monitor the resource consumption of a blueprint, e.g. to
monitor the CPU load and the memory and bandwidth consumptions.
• 10d. A visualization tool for blueprints and blueprint compositions that enables
easy and intuitive editing tasks.
• 10e. A software tool that helps manage the entire lifecycle of a blueprint, i.e. from
the design and composition to the deployment, monitoring, and retirement.
Currently, the Blueprint Approach supports (1) a Blueprint XSD template for speci-
fying a cloud service in a blueprint, and (2) a Blueprint Web Service Interface for man-
aging and composing blueprints. In the last question Q10, we would like to ask for
recommendations for the additional tools that should be supported by the Blueprint
Approach in the future. The lower part of Figure 7.4 in the Appendix B visualizes the
result of this question. The majority of the participants (12 out of 14) points out the sig-
nificance of having a visualization tool for blueprints and blueprint compositions that
enables easy and intuitive editing tasks. The second most important tool support is a
lifecycle management tool for the blueprints. Both of the two most desired tool sup-
ports are already in the list of our future developments. In particular, the beta-version
of the visualization tool13 has been introduced to the 4CaaSt community.




CONCLUSIONS AND FUTURE ISSUES
The convergence of Service-Oriented Architecture (SOA) and Cloud Computing in-
troduces a novel approach to the engineering of distributed, geographically dispersed
Service-based Applications (SBAs). Composing SBAs using a syndication of hetero-
geneous cloud-based software-as-a-service (SaaSs), platform-as-a-service (PaaSs) and
infrastructure-as-a-service (IaaSs) allows an SBA developer to take advantage of their
different functionalities and qualities to build a tailored solution that meets specific
business requirements. SBAs that are built this way are called Cloud Service-Based
Applications (CSBAs).
However, current approaches for engineering CSBAs usually lead to a vendor lock-
in situation where the constituting SaaSs used to compose an CSBA are delivered as
monolithic, one-size-fits-all solution stacks coupled to proprietary platforms and in-
frastructures. These monolithic SaaS stacks are usually not customizable, extendable
and interoperable. To support a more flexible approach for engineering CSBAs, we
propose in this thesis the concept of Blueprint as an abstract, uniform specification of
a cloud service across all three layers of the cloud stack, i.e. SaaS, PaaS and IaaS. The
contribution of this thesis is to provide a Blueprint Approach for engineering CSBAs
that includes the following components:
• A well-defined Blueprint Specification Language (BSL) that provides a means for
cloud service providers to abstractly (i.e., independent of the implementation)
and unambiguously specify a cloud service in a blueprint. Chapter 4 has intro-
duced the BSL as a Domain-specific Modelling Language that comprises of the
following components: the BSL abstract syntax model in UML, the Blueprint
XSD Template as the BSL concrete syntax, and the OWL blueprint ontologies as
the formalization of the BSL semantics. Mappings between the three components
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of the BSL have also been explained in this chapter.
• A set of Blueprint Manipulation Techniques (BMTs) for publishing, querying, and
composing blueprints with aim to support the design and configuration of an
CSBA. In Chapter 5, we have developed these techniques as the BMT operators
that work on the blueprints. Each BMT operator has been introduced in detail
including its conceptual definition, formalization and implementation.
Following the blueprint approach, CSBA developers can create sophisticated CSBAs
from heterogeneous SaaS, PaaS, and IaaSs offered by different providers to achieve
end-to-end business requirements. A sample CSBA has been used as a running exam-
ple throughout the thesis to demonstrate our approach, i.e. the TaxiScenario-CSBA. It
has also been implemented as a “proof-of-concept” prototype to prove the feasibility
of the blueprint approach. To demonstrate the applicability of the blueprint approach
in the cloud computing domain, a blueprint toolset has been co-developed with our
industry partners within the scope of the 4caaSt project [European Comission, 2010].
Given the research results, we review in Section 7.1 the research questions of the
thesis and provide the answer for each question. Then, in Section 7.2 we evaluate our
results based on the criteria of design science. Finally, in Section 7.3 , we present the
issues that can be developed in the future to tackle the limitations of our research.
7.1 Research Questions and Answers
In the previous Section 1.4, we have defined four distinct research questions for the
thesis. In this section, we provide the answers to them.
RQ1: What is the state-of-the-art in specification language supports for cloud services
and what are their strengths and shortcomings?
The state-of-the-art in cloud service specification languages has been extensively
discussed in Chapter 2. We discovered that these languages are restricted to a certain
cloud layer, e.g. SaaS, PaaS, or IaaS. On the IaaS layer there exists a large body of
work on IaaS definition languages that aim to support an automatic packaging and
deployment of IaaS solutions on an infrastructure cloud. On the PaaS layer, there exist
only proprietary PaaS specification languages supported by particular vendors. On
the SaaS layer, existing well-established standards in Web services and SOA services
can certainly be reused for specifying SaaSs. We identified the lack of a uniform spec-
ification language for cloud services across all three layers of the cloud stack. As the
result, we proposed the Blueprint Approach to address this shortcoming.
RQ2: How can we design and validate a uniform specification language for cloud ser-
vices across all three layers of the cloud delivery stack?
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Chapter 4 has proposed the BSL as the uniform specification language for cloud ser-
vices across all three layers of the cloud delivery stack. The BSL is divided into mod-
ular modules to cover all aspects of a cloud service specification. Depending on the
cloud layer, a user of the BSL can choose the appropriate modules to specify his cloud
service, e.g. he can choose the BSL SaaS Module (which imports the BSL Core Mod-
ule, BSL Policy Module and BSL Interface Description Module) to specify his SaaS, or
he can choose the BSL PaaS module (which imports the BSL Core Module, BSL Pol-
icy Module, and BSL Resource Description Module) to specify his PaaS. Furthermore,
the BSL is designed in an extensible way so that external languages and specification
schemas can easily be incorporated.
A concrete XML-based syntax of the BSL has been proposed and the semantics of
the BSL has also been formalized as an OWL schema model. The validation of the BSL
has been performed through the distribution of the XML-based template to our indus-
try partners in the 4caaSt project [European Comission, 2010] to gain feedbacks. The
result has shown that the BSL has captured all the needed features of a uniform cloud
service specification language, yet is still simple enough to be used by the industry
people.
RQ3: How can we design and validate a set of manipulation techniques for publishing,
querying, and composing cloud service specifications
Another goal of developing the Blueprint Approach, next to the BSL, is to develop a
set of associated techniques that aim to support the publishing, querying and compo-
sition of cloud service specifications. By using the BSL, cloud services can be specified
in blueprints. The Blueprint Manipulation Techniques (BMTs) have been developed in
Chapter 5 as a set of BMT operators that aim to support the manipulation and compo-
sition of blueprints.
In Chapter 5 we have introduced a set of BMT Operators including their concep-
tual definitions, formalization, and pseudo implementation. To prove the feasibility
of these operators, a proof-of-concept prototype has been built using the existing se-
mantic web technologies in querying, updating and manipulating OWL/RDF data.
We have also participated into the development of the 4caaSt blueprint toolset, which
has been built based on the ideas of the BMT operators. The 4caaSt blueprint toolset is
currently being used in several industry prototypes and attracts a lot of interests from
the cloud market leaders like Telefonica, SAP, FranceTelecome, etc.
7.2 Evaluation
As introduced in the previous Section 1.5, the development of the Blueprint Ap-
proach conceptually belongs to design science. Hence, it is necessary to evaluate
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the research result against the requirements for an effective design science research.
In [Hevner et al., 2004], a list of criteria for evaluation has been introduced. In the
following, we use these criteria for evaluating our research result:
Design as an Artifact: Our work delivers the following viable artefacts:
• The BSL as a Domain-specific Modeling Language including:
– The BSL abstract syntax as an UML model
– The BSL concrete syntax as an XSD template
– The BSL formal semantics as a set of OWL ontologies.
• A set of BMT operators for manipulating and composing blueprints, including
– Their conceptual definitions.
– Their formalizations.
– Their prototype implementations.
All the artefacts have been introduced with a running example.
Problem Relevance: In the previous Section 1.3, we have identified the problem defi-
nition of our research as the lack of a uniform cloud service specification language and
a set of associated techniques to manipulate and compose cloud service specifications.
The development of the Blueprint Approach, which comprises of the BSL and the BMTs,
is totally in line with the problem definition.
Design Evaluation: The Blueprint Approach has been evaluated using an experimental
method. More specifically:
• We opt to evaluate the applicability of our approach using a CSBA engineer-
ing scenario driven from an industrial case of the 4caaSt project. In Chapter 4
and 5, we have demonstrated how the BSL and BMTs are able to support the
specification, manipulation, and composition of cloud services within this CSBA
engineering scenario.
• Evaluation activities have been continuously performed within the 4caaSt com-
munity with aim to gain feedbacks on the utility, quality and applicability of the
Blueprint Approach. In particular, we have organized several meeting and train-
ing sessions to motivate the use of our Blueprint Approach within the scope of
the 4caaSt project. After the four-year term of the 4caaSt project, the Blueprint
Approach has received many positive feedbacks from our industry partners on
addressing current shortcomings in the CSBA engineering domain. It has also
become one of the core contributions of the 4caaSt project.
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Research Contributions: The contributions of this work have been discussed in detail
at the beginning of this chapter.
Research Rigor: The semantics of the BSL has been formalized as a set of OWL on-
tologies. The reason for choosing the OWL language for formalizing the BSL is that it
is a well-established standard language for knowledge representation. It has also been
proved in [Horrocks et al., 2007] that OWL is based on the Description Logic, which
is “a family of knowledge representation languages that can be used to represent the
knowledge of an application domain in a structured and formally well-understood
way”. The formalization of the BSL as a set of OWL ontologies would provide the
sufficient level of formalism for our BSL contribution.
By instantiating the OWL classes defined in the OWL ontologies, blueprints can
be formally specified as OWL models too. Since the OWL language extends the RDF
vocabulary, an OWL-based blueprint model is also a RDF graph. We used the formal
structure of a blueprint as a RDF graph to formalize the BMT operators that work on it.
More specifically, the BMT operators have been formalized as either (1) SPARQL op-
erations for querying RDF Graphs, or (2) SPARQL-Update for updating RDF graphs,
or (3) basic graph operations for manipulating a graph data structure.
However, it is important to mention that given the innovative nature of our work
in the domain of CSBA engineering, we would prefer to put focus on the applicability
of the BSL and BMTs, rather than pursuing to prove their mathematical rigor.
Design as a Search Process: The development of the Blueprint Approach has been moti-
vated by the lack of a uniform cloud service specification language and a set of associ-
ated manipulation techniques to support CSBA engineers and cloud service providers
within the CSBA Engineering Lifecycle. Given this motivation, we have performed
an extensive state-of-the-art analysis on the current language approaches. The result
has shown that existing languages are typically restricted to a certain cloud layer and
thus not completely suitable to be used in the CSBA engineering lifecycle. This has
given us the motivation to develop the BSL. Moreover, the CSBA engineering lifecy-
cle has also pointed out the need to develop the associated techniques to manipulate
and compose cloud service specifications. This need has led to the development of
the BMTs. Inspired by the idea of model management operators that have been de-
veloped in [Melnik, 2004] for manipulating data models, we have developed a set of
operators to support the BMTs. Finally, to validate the feasibility and applicability of
our solutions, we have built a proof-of-concept prototype as well as participated in
several demonstration prototypes in the 4caaSt project. In summary, the development
of the Blueprint Approach has really been a search process starting always with a prob-
lem definition, then searching for a solution among the existing state-of-the-arts, then
building a solution, and finally validating that the solution we built is applicable.
Communication of the Research: The thesis has been presented in a way that is in-
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teresting to both technical and non-technical audiences. Firstly in Chapter 1, high-
level descriptions of the motivation, problem definition, goal and questions of the the-
sis have been introduced to motivate both the technical and non-technical audiences.
Then, Chapter 3 has presented the core contributions of the thesis that are still under-
standable for non-technical audiences. More in-depth technical details about the BSL
and BMTs have been presented in Chapter 4 and 5 that aim merely to the technical
audiences.
7.3 Future Issues
Engineering CSBAs is a relatively new research domain and still contains many chal-
lenges that our Blueprint Approach cannot support. It is inevitable that our contribu-
tions still contain a number of limitations, which have already been explained in the
previous section 1.7. In this section, we present the future work and directions, some
of which also address the limitations:
• Extensions of the BSL: Currently, the BSL allows for specifying only limited in-
formation categories of a cloud service, e.g. its functionality, policy, resource,
interface, etc. These categories have been selected as the most significant aspects
of a cloud service specification from existing literature and from the discussions
with our industry partners. However, several important aspects of a cloud ser-
vice have been left out such as the pricing model, licensing, regulatory rules,
etc. In order to have a complete picture of a cloud service specification, several
extensions are required for the BSL in the future.
• Extensions of the Policy and Resource Description Modules: Currently the BSL lacks
of an expressive policy and resource description for a cloud service. This is due
to the fact that we decided to adopt the WS-Policy constructs for this purpose. In
the future we will consider extending the policy and resource description mod-
ules with more expressive language constructs. This extension will involve the
support to specify the Service-level Agreement (SLA) policy, the pricing policy,
and the penalty and compensation policy of a cloud service.
• Continuous validation and improvement of the BSL: A concrete XSD template of the
BSL has been created and distributed to our industry partners in the 4caast com-
munity [European Comission, 2010]. However, this XSD template still lacks a
general acceptance and adoption of a larger cloud community and requires fur-
ther validation activities in the future.
• Extensions of the BMTs: Based on the requirements derived from the 4caaSt
project, we have discussed only the most important operators for engineering
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CSBAs: the Insert, Delete, Query, Match, Link, Unlink, and Resolve operators.
These operators aim to support the CSBA engineers and cloud service providers
only at the design phase of the CSBA engineering lifecycle. Future research direc-
tions may target the runtime phase of the lifecycle and introduce more operators
to support this phase.
• The need of a Blueprint Constraint Language: A CSBA configuration has been de-
fined in Definition 1.3, Section 1.2 as a composition of blueprints to configure
the deployment environment of an CSBA. Currently, there is a lack of a lan-
guage used to express invariant constraints in an CSBA configuration. These
constraints may come from different sources like the global Service Level Agree-
ment (SLA) terms, deployment constraints, data residency constraints, auditabil-
ity constraints, security constraints, etc. The CSBA engineers should be able to
use this language to specify these constraints that will govern both the compo-
sition of blueprints at the design time and the behaviors of cloud services at
runtime. We call such a language the Blueprint Constraint Language.
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APPENDIX A: ACRONYMS AND GLOSSARY
4CaaSt Project acronym: The 4CaaSt project aims to create an advanced PaaS Cloud
platform which supports the optimized and elastic hosting of internet-scale,
multi-tier applications and embeds all the necessary features easing program-
ming of rich applications and enabling the creation of a true business ecosystem
where applications coming from different providers can be tailored to different
users, mashed up and traded together [European Comission, 2010]
BMT Blueprint Manipulation Techniques: are defined as the techniques for publish-
ing, querying, and composing blueprints with aim to support the design and
configuration of an CSBA.
BSL Blueprint Specification Language: provides a means for cloud service providers
to abstractly (i.e., independent of implementation) and unambiguously specify a
cloud service in a blueprint.
CSBA Cloud Service-based Application: is a type of SBA that is developed by reusing
and composing cloud services across all three layers of the cloud stack, i.e. SaaS,
PaaS, and IaaS.
Configuration In communications or computer systems, a configuration is an ar-
rangement of functional units according to their nature, number, and chief
characteristics. Often, configuration pertains to the choice of hardware, soft-
ware, firmware, and documentation. The configuration affects system function
and performance. Source: Federal Standard 1037C. Link: http://www.its.
bldrdoc.gov/fs-1037/fs-1037c.htm
Deployment According to the Open Grid Forum’s CDDLM Foundation document
the deployment can be defined as follows: “Deploying any complex, distributed
service presents many challenges related to service configuration and manage-
ment. These range from how to describe the precise, desired configuration of
the service, to how we can automatically and repeatedly deploy, manage and
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then remove the service. Deployment description challenges include how to
represent the full range of service and resource elements, how to support service
“templates” (where some description files can be used later on as a base for fu-
ture deployment), service composition, correctness checking, and so on. Deploy-
ment challenges include automation, correct sequencing of operations across dis-
tributed resources, service lifecycle management, clean service removal, security,
and so on. Addressing these challenges is highly relevant to Grid computing at
a number of levels, including configuring and deploying individual Web Ser-
vices (including WS-RF and other dialects), and composite systems made up of
many co-operating Web Services.”. Source: S-Cube Knowledge Model. Link:
http://www.s-cube-network.eu/km/terms/s/service-deployment.
IaaS Infrastructure-as-a-Service: The capability provided to the consumer is to provi-
sion processing, storage, networks, and other fundamental computing resources
where the consumer is able to deploy and run arbitrary software, which can in-
clude operating systems and applications. The consumer does not manage or
control the underlying cloud infrastructure but has control over operating sys-
tems, storage, and deployed applications; and possibly limited control of select
networking components (e.g., host firewalls). [Mell & Grance, 2009]
OWL Web Ontology Language: is an ontology modeling language recommended by
the World Wide Web Consortium. [McGuinness & van Harmelen (Eds.), 2004]
OVF Open Virtualization Format: is considered nowadays as an open standard for
packaging and distributing virtual appliances. It contains a set of XML tem-
plates (conforming to predefined XSDs) to support the specification of either the
offering of an IaaS provider or the infrastructure resource requirements of a SaaS
or PaaS provider. [DMTF, b]
PaaS Platform-as-a-Service: The capability provided to the consumer is to deploy
onto the cloud infrastructure consumer-created or acquired applications created
using programming languages, libraries, services, and tools supported by the
provider. The consumer does not manage or control the underlying cloud in-
frastructure including network, servers, operating systems, or storage, but has
control over the deployed applications and possibly configuration settings for
the application-hosting environment. [Mell & Grance, 2009]
QoS Quality of Service: is a quality attribute sub-concept that represents those qual-
ity attributes that can be measured objectively or they are unmeasurable but can
take objective values. For example, security attributes are QoS attributes but can-
not be measured. However, the values that they take are objective. QoS attributes
are typical constituents of SLAs (e.g response time and availability).Source:
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S-Cube Knowledge Model. Link: http://www.s-cube-network.eu/km/
terms/q/quality-of-service-qos.
RDF Resource Description Framework: is a standardized approach to de-
scribe resources on the Web and the relationships among the re-
sources [Manola & Miller, 2004]
SaaS Software-as-a-Service: The capability provided to the consumer is to use the
provider’s applications running on a cloud infrastructure. The applications are
accessible from various client devices through either a thin client interface, such
as a web browser (e.g., web-based email), or a program interface. The consumer
does not manage or control the underlying cloud infrastructure including net-
work, servers, operating systems, storage, or even individual application capa-
bilities, with the possible exception of limited user-specific application configu-
ration settings. [Mell & Grance, 2009]
SBA Service-based Application: is composed by a number of possibly independent
services, available in a network, which perform the desired functionalities of
the architecture. Such services could be provided by third parties, not nec-
essarily by the owner of the service-based application. Note that a service-
based application shows a profound difference with respect to a component-
based application: while the owner of the component-based application also
owns and controls its components, the owner of a service-based application
does not own, in general, the component services, nor it can control their exe-
cution. [Andrikopoulos et al., 2008]
SLA Service-level Agreement: is that part of a service contract where the level of ser-
vice is formally defined. In practice, the term SLA is sometimes used to refer
to the contracted delivery time (of the service) or performance. Source: S-Cube
knowledge model. Link: http://www.s-cube-network.eu/km/terms/s/
service-level-agreement
SOA Service-oriented Architecture: is a logical structure of loosely coupled and inter-
operable software services that can be easily shared within and between enter-
prises, via published and discoverable interfaces [Papazoglou, 2007]
UML Unified Modeling Language: is a standardized (ISO/IEC 19501:2005), general-
purpose modeling language in the field of software engineering. The Unified
Modeling Language includes a set of graphic notation techniques to create visual




APPENDIX B: RESULT OF THE QUESTIONNAIRE
EVALUATION
In this appendix, we report the detailed results of the questionnaire evaluation of the
Blueprint Approach that has been discussed in the previous Section 6.2.6.
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Figure 7.1: Participant’s Information( Results of Question 1,2 and 3 )
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Figure 7.2: Evaluating the Blueprint Approach( Results of Question 4
and 5 )
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Figure 7.3: Evaluating the Blueprint Approach( Results of Question 6
and 7)
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