In this article, we provide a modified argument for proving conditional stability for inverse problems of determining spatially varying functions in evolution equations by Carleman estimates. Our method needs not any cut-off procedures and can simplify the existing proofs. We establish the conditional stability for inverse source problems for a hyperbolic equation and a parabolic equation, and our method is widely applicable to various evolution equations.
Introduction and main results
For evolution equations, we consider inverse source problems of determining spatially varying functions in non-homogeneous terms of the equations.
More precisely, let Ω ⊂ R n be a bounded open domain with smooth boundary ∂Ω, and let x = (x 1 , ..., x n ) ∈ R n and t denote the spatial and the time variables respectively. We set ∂ j = ∂ ∂x j , ∂ 2 j = ∂ 2 ∂x 2 j , 1 ≤ j ≤ n, ∂ t = ∂ ∂t , ∇ = (∂ 1 , ..., ∂ n ), ∇ x,t = (∇, ∂ t ), ∆ = n j=1 ∂ 2 j .
By ν = ν(x) we denote the unit outward normal vector to ∂Ω at x, and set ∂ ν u = ∇u · ν. Let L be a suitable partial differential operator in (x, t) and I be an open time interval.
We consider
Our inverse problem is formulated as follows:
For given t 0 ∈ I, function R(x, t) and subboundary Γ ⊂ ∂Ω, determine f (x) in (1.1) by u| Γ×I , ∇u| Γ×I and u| t=t 0 .
The choices of the operator L in (1.1) are quite general, and typical cases are
with b j , c ∈ L ∞ (Ω), j = 1, ..., n. We can similarly discuss more general elliptic operators but here we omit. Our formulation for the inverse problem requires only a single measurement of data of solution to an initial boundary value problem for (1.1). For our inverse problem, Bukhgeim and Klibanov [6] created a fundamental methodology which is based on Carleman estimates, and established the uniqueness for inverse problems. See also Klibanov [17] , [18] . A Carleman estimate is an L 2 -weighted estimate for solutions to system (1.1), and is stated as follows: by choosing a weight function ϕ = ϕ(x, t), there exist constants C > 0 and s 0 > 0 such that Ω×I s 3 |u| 2 e 2sϕ dxdt ≤ C for all s ≥ s 0 . We note that the constant C > 0 should be independent of s ≥ s 0 . The choices of the weight function ϕ(x, t) are essential for the applications, and we have two types of weight functions:
where λ > 0 is a large constant, and d is a suitable function. Carleman esimates with the weight (1.5) hold for parabolic and Schrödinger equations (Imanuvilov [12] , Imanuvilov and
Yamamoto [13] , Baudouin and Puel [2] ), but not for hyperbolic types of equations, while the ones with (1.4) more comprehensively hold.
Since [6] , we have had many works on inverse problems on the basis of Carleman estimates.
Among them, Imanuvilov and Yamamoto [13] , [14] , [15] are early works establishing the best possible Lipschitz stability over the whole domain Ω. As monographs, we can refer to Beilina and Klibanov [4] , Bellassoued and Yamamoto [5] , Fu, Lü and Zhang [10] , Klibanov and Timonov [19] . Moreover we list some of related articles on inverse problems by Carleman estimates. Since the researches have been developing widely, it is not easy to compose any comprehensive lists, and one can also consult the references therein.
Hyperbolic equations. Beilina, Cristofol, Li and Yamamoto [3] , Imanuvilov and Yamamoto [16] .
Parabolic equations.
Imanuvilov and Yamamoto [13] , Yamamoto and Zou [24] by Carleman estimates of type (1.5), and Yamamoto [23] as survey.
Schrödinger equations.
Baudouin and Mercado [1] , Baudouin and Puel [2] , Mercado, Osses and Rosier [22] by Carleman estimates of type (1.5), and Yuan and Yamamoto [26] by Carleman estimates of type (1.4).
First-order equations (transport equations).
Cannarsa, Floridia and Yamamoto [7] , Cannarsa, Floridia, Gölgeleyen and Yamamoto [8] , Gölgeleyen and Yamamoto [11] .
For plate equations and integro-differential equations related to the viscoelasticity, see for example, Yuan and Yamamoto [25] , Cavaterra, Lorenzi and Yamamoto [9] .
In the existing works, whenever one applied Carleman estimates of type (1.4), one needed to introduce cut-off functions χ(t) or χ(x, t) in order that χu vanishes on the boundary of the domains in x and t where we do not know data of u. On the other hand, in applying Carleman estimates of type (1.5), we need not any cut-off.
The cut-off procedure makes the arguments for the inverse problems more complicated, because we have to apply Carleman estimates not directly to solution to (1.1), but to the functions multiplied by χ, and the structure of the original equations may be changed inconveniently.
In this article, we propose an argument without the cut-off procedure for proving the stability for the inverse problems on the basis of Carleman estimates of type (1.4) . The key is that the weight function already takes smaller values on the boundary of a domain in (x, t) where data are not given, so that the weight function can well control such unknown data for proving the stability in the inverse problems, and so the cut-off is not necessary.
Here we discuss only a hyperbolic equation and a parabolic equation but our argument can work similarlty to other evolution equations as the above existing works discuss.
First we consider a hyperbolic system.
Here we assume b j , c ∈ L ∞ (Ω), j = 1, ..., n.
For arbitrarily fixed x 0 ∈ Ω, we set
(1.7)
We can prove the following.
Theorem 1 (global Lipschitz stability for an inverse source problem for a hyperbolic equation).
We assume that there exists a constant r 0 > 0 such that
Then there exists a constant C > 0 such that
for each u satisfying (1.6) and
We can relax the regularity (1.10) of u, but we omit details for simplicity. This type of stability over Ω was proved by e.g., Imanuvilov and Yamamoto [14] with a cut-off argument in t. The reverse inequality
can be proved for any T > 0 by the multiplier method (e.g., [5] (Chapter 3), Komornik [20] ).
Second we consider an inverse source problem for a parabolic equation:
Let Γ ⊂ ∂Ω be an arbitrarily fixed non-empty relatively open subset. We arbitrarily choose
Then we have
Theorem 2 (local Hölder stability for an inverse source problem for a parabolic equation). We assume (1.8) in (1.11) and an a priori bound:
with some constant M > 0. Then there exist constants C > 0 and θ ∈ (0, 1) depending on
We note that we have no boundary data on whole ∂Ω × (0, T ), but only Γ × (0, T ). With the whole boundary condition on ∂Ω × (0, T ), we can prove the Lipschitz stability over Ω by Carleman estimate with type (1.5) (Imanuvilov and Yamamoto [13] ).
The article is composed of five sections. In Sections 2, we show the key Carleman estimates for (1.6) and (1.11). Sections 3 and 4 are devoted to the proofs of Theorems 1 and 2 respectively. Section 5 gives concluding remarks.
Two key Carleman estimates
We set
We first consider the following hyperbolic equation:
For arbitrarily fixed x 0 ∈ Ω, λ > 0, 0 ≤ t 0 < T , and 0 < β < 1, we set
Henceforth C > 0 denotes generic constants which are independent of parameter s > 0.
Lemma 1 (hyperbolic Carleman estimate). Let λ > 0 be sufficiently large. Then there exist constants s 0 > 0 and C > 0 such that 
In particular, Ω 1 \ Ω contains some non-empty open subset. We note that Ω 1 can be constructed as a union of Ω and a non-empty domain Ω satisfying Ω ⊂ R 3 \ Ω, ∂ Ω ∩ ∂Ω = Γ.
We choose a domain ω such that ω ⊂ Ω 1 \ Ω. Then, by [12] , we can find d ∈ C 2 (Ω 1 ) such that
In particular,
We recall that we choose a domain Ω 0 ⊂ Ω satisfying ∂Ω 0 ∩ ∂Ω Γ and Ω 0 ⊂ Ω ∪ Γ.
Then for arbitrarily fixed t 0 ∈ (0, T ) and δ > 0 such that 0 < t 0 − δ < t 0 + δ < T , we set
We define
Then Lemma 2.
Let λ > 0 be chosen sufficiently large and let β > 0 be arbitrarily fixed. Then there exists constants s 0 > 0 and C > 0 such that
This is a classical Carleman estimate and we can prove similarly for example to Lemma 7.1 in [5] or Theorem 3.2 in [23] by keeping all the boundary integrals of v(·, t 0 ± δ) and v on ∂Ω × I which are produced in the proof.
The Carleman estimate Lemma 1 needs extra data u(·, −T ) and u(·, T ) of the solution, while Lemma 2 requires such data not only at the end points of the time interval but also on ∂Ω × I. In applying them to inverse problems, we can control these terms by the weight e 2sϕ or e 2s ϕ because the functions ϕ and ϕ take smaller values on such subboundaries. This is the essence of our argument without the cut-off.
3. Proof of Theorem 1.
First
Step. By (1.10) and
For the application of the Carleman estimate, we extend y to t ∈ (−T, T ) by the odd extension: y(·, −t) = −y(·, t) for 0 < t < T , and we make the odd extension of (∂ t R)(·, t)f
to (−T, 0). Then, by y(·, 0) = 0 in Ω, we can directly verify that y ∈ H 2 (−T, T ; L 2 (Ω)) ∩ L 2 (−T, T ; H 2 (Ω) ∩ H 1 0 (Ω)) and
We define ϕ in Q ± by (2.2) with t 0 = 0. Since (1.9) means T > d 2 1 − d 2 0 , we can choose β ∈ (0, 1) sufficiently close to 1, such that
Therefore we can apply Lemma 1 to y in Q ± :
for all s > s 0 .
Noting that y(·, −t) = −y(·, t) for −T < t < T , we obtain 
Second
Step.
We prove that there exist s 0 > 0 and C > 0 such that
for all s ≥ 0.
Proof of (3.5).
By direct calculations we can prove as follows.
By y = 0 on ∂Ω × (0, T ) and y(·, 0) = 0 in Ω, integrating by parts, we estimate the following integral on the right-hand side in terms of (3.6):
with (3.6) we can complete the proof of (3.5).
Third
We will complete the proof of Theorem 1 by (3.4) and (3.5) . The third equation in (3.1) implies ∂ t y(·, 0) = R(·, 0)f in Ω.
Therefore, by noting the assumption |R(x, 0)| = 0 for x ∈ Ω by (1.8), estimate (3.5) yields@
Applying (3.4) to the second term on the right-hand side to obtain 
Since e −2s(1−e −λβt 2 ) −→ 0 as s → ∞ for fixed 0 < t ≤ T and ∂ t R(·, t) 2 L ∞ (Ω) ∈ L 1 (0, T ), we apply the Lebesgue convergence theorem, so that we can verify (3.8) .
Therefore we absorb the first term on the right-hand side of (3.7) into the left-hand side:
for sufficiently large s. Here we apply the classical a priori estimate (e.g., Lions and Magenes [21] ) to (3.1), and we see
Moreover the Poincaré inequality yields
Hence
On the other hand, we have
Consequently (3.9) yields Γ×(0,T ) ) .
We set c 0 = 2 e λd 2 0 − e λd 2 1 −λβT 2 . Here inequality (3.3) yields c 0 > 0. Finally, by noting lim s→∞ s 3 e −c 0 s = 0, we can absorb the first term on the right-hand side by taking sufficiently large s. This proves Theorem 1.
Proof of Theorem 2

First
Step. We recall that u ∈ H 2 (0, T ; H 1 (Ω)) ∩ H 1 (0, T ; H 2 (Ω)) satisfies (1.11) . Setting z = ∂ t u and a = u(·, t 0 ), we have
We apply Lemma 2 to z, and we obtain
Here we set 
Since min x∈Ω 0 d(x) > 0 by (2.5), for δ > 0, we can choose sufficiently large β > 0 such that where we set
for all s ≥ s 0 .
Second
We have
Therefore For the final term, we used (1.12). Since
applying (4.6) and (4.7), we reach
for all s ≥ s 0 . By (4.2) and the second condition in (1.8), we estimate
Hence (4.8) yields
where we set D = D + a H 2 (Ω) .
Since
similarly to (3.8), we can verify
as s → ∞. Therefore (4.9) implies
for all s ≥ s 0 . Shrinking the integral domain Ω to Ω 0 and using σ 0 = min x∈Ω 0 d(x), we see
that is,
µ := e λσ 0 − e λσ 1 > 0 by (4.5). Since sup s>0 s 2 e −sµ < ∞, replacing C > 0 by Ce Cs 0 , we obtain
for all s ≥ 0. We minimize the right-hand side by choosing s ≥ 0.
Then we can solve
C+µ ∈ (0, 1). Case 2: M 2 ≤ D 2 . Then f 2 L 2 (Ω 0 ) ≤ C(1 + e Cs ) D 2 . By the trace theorem and the Sobolev embedding, we readily see that D ≤ CM, and D = D θ D 1−θ ≤ (CM) 1−θ D θ . Therefore, in both Cases 1 and 2, we can obtain
Thus the proof of Theorem 2 is completed.
Concluding Remarks
5-1. The method by Carleman estimates is widely applicable to other problems, and as such a problem, we discuss the observability inequality: we assume (1.7) and
where b j , c ∈ L ∞ (Ω), j = 1, ..., n.
Inequality (5.2) is called an observability inequality, and there are very many related works in the control theory (e.g., [20] ). The proof by Carleman estimates is found for example, in Chapter 4 in [5] , [10] , pp.58-65 in [19] . Our proposed argument in this article can simplify the existing proofs, as one sees below.
Proof of the observability inequality.
We recall Q = Ω × (0, T ) and (3.2): d 0 = min x∈Ω |x − x 0 | and d 1 = max x∈Ω |x − x 0 |, and we set
We replace the time interval (−T, T ) by (0, T ) and we apply Lemma 1 in Q := Ω × (0, T ). We choose t 0 = T 2 , and (5.1) allows us to take 0 < β < 1 in (2.2) such that +C Ω (s|∇ x,t u(x, 0)| 2 + s 3 |u(x, 0)| 2 + s|∇ x,t u(x, T )| 2 + s 3 |u(x, T )| 2 )e 2sϕ(x,0) dx for all large s > 0. We set E(t) = Ω |∇ x,t u(x, t)| 2 dx for 0 ≤ t ≤ T . Then the classical energy estimate (e.g., [21] ) and the Poincaré inequality yield Ω (s|∇ x,t u(x, 0)| 2 + s 3 |u(x, 0)| 2 + s|∇ x,t u(x, T )| 2 + s 3 |u(x, T )| 2 )e 2sϕ(x,0) dx ≤ Cs 3 E(0)e 2sκ 1 .
Hence Q s|∇ x,t u| 2 e 2sϕ dxdt ≤ Ce Cs ∂ ν u 2 L 2 (Γ×(0,T )) + Cs 3 e 2sκ 1 E(0). Again the classical energy estimate yields Q s|∇ x,t u| 2 e 2sϕ dxdt ≥ 2Cse 2sκ 2 δE(0). Therefore (5.5) yields 2Cse 2sκ 2 δE(0) ≤ Ce Cs ∂ ν u 2 L 2 (Γ×(0,T )) + Cs 3 e 2κ 1 E(0), that is, 2Cse 2sκ 2 δ 1 − C 1 δ s 2 e −2s(κ 2 −κ 1 ) E(0) ≤ Ce Cs ∂ ν u 2 L 2 (Γ×(0,T )) .
By (5.6), choosing s > 0 large, we complete the proof of the observability inequality.
5-2.
Our argument proposed in this article works for similar inverse problems for various types of partial differential equations such as plate equations, Schrödinger equation, integrodifferential equations, Lamé equations, equations for fluid dynamics.
