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Abstract
This work analyses the role of small but finite particle inertia on the microstructure of sus-
pensions of heavy particles subjected to an external flow. The magnitude of particle inertia
is characterized by the Stokes number (St), defined as the ratio of the inertial relaxation time
of a particle to the flow time scale. Fluid inertia is neglected so that the fluid motion satisfies
the quasi-steady Stokes equations. The statistics of the particles is governed by a Fokker-
Planck equation in position and velocity space. For small St, a multiple scales formalism is
developed to solve for the phase-space probability density of a single spherical Brownian par-
ticle in a linear flow. Though valid for an arbitrary flow field, the method fails for a spatially
varying mass and drag coefficient. In all cases, however, a Chapman-Enskog-like formulation
provides a valid multi-scale description of the dynamics both for a single Brownian particle
and a suspension of interacting particles. For long times, the leading order solution simplifies
to the product of a local Maxwellian in velocity space and a spatial density satisfying the
Smoluchowski equation. The higher order corrections capture both short-time momentum
relaxations and long-time deviations from the Maxwellian. The inertially corrected Smolu-
chowski equation includes a non-Fickian term at O(St).
The pair problem is solved to O(St) for non-Brownian spherical particles in simple
shear flow. In contrast to the zero inertia case, the relative trajectories of two particles are
asymmetric. Open trajectories in the plane of shear suffer a downward displacement in the
velocity gradient direction. The surface of the reference sphere ‘repels’ nearby trajectories
that spiral out onto a new stable limit cycle in the shearing plane. This limit cycle acts as a
local attractor and all in-plane trajectories from an initial offset of O(St
1
2 ) or less approach
the limit cycle. The topology of the off-plane trajectories is more complicated because the
gradient displacement changes sign away from the plane of shear. The ‘neutral’ off-plane
vtrajectory with zero net gradient displacement acts to separate trajectories spiralling onto
contact from those that go off to infinity. The aforementioned asymmetry leads to a non-
Newtonian rheology and self-diffusivities in the gradient and voriticity directions that scale
as St2 lnSt and St2, respectively.
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1Chapter 1
Introduction
A suspension is a multiphase system where the dispersed phase comprising solid particles
is suspended in a fluid medium. Suspensions are important in a variety of natural and in-
dustrial settings including landslides, drilling fluids, fluidized beds, etc; a great majority of
processes in the chemical industry entail the handling and transport of multiphase materials.
The suspended particles in these systems interact through hydrodynamic, interparticle and
Brownian forces. The interplay between these forces leads to a macroscopic flow behavior
that is complex and often strikingly different when compared to a Newtonian fluid like water.
Indeed, it is now known that concentrated suspensions cannot be treated using a classical
Newtonian formulation with an effective viscosity. Even with a Newtonian suspending fluid,
suspensions at high enough particle concentration exhibit pronounced non-Newtonian be-
havior with normal stress differences and a shear-rate-dependent viscosity (Jeffrey & Acrivos
1976, GadalaMaria & Acrivos 1980, Singh 2000, Zarraga et al 2000). Thus, an understanding
of suspension properties is of great interest both from a fundamental point of view and with
regard to enhancing the efficiencies of the aforementioned industrial processes.
In many of the above applications inertial effects are important, in some cases
even dominant. The study of inertial effects is motivated not merely by their quantitative
significance, but because inertia of either phase often qualitatively alters suspension behavior.
For instance, fluid phase inertia, characterised by the Reynolds number (Re), may lead to
particle migration and thence to concentration inhomogeneities in an initially uniform sus-
2pension, an effect that was originally shown for the case of Poiseuille flow (Segre & Silberberg
1962ab, Ho & Leal 1974). Particle inertia leads to the preferential concentration of particles
in regions of high strain rate in dilute particle-laden turbulent flows, and this in turn has a
significant effect on the fluid phase turbulence (Eaton & Fessler 1994). In general, inertial
effects in suspensions have been shown to induce non-Newtonian behavior (Lin et al 1970,
Tsao & Koch 1995). Ideally, it is desirable to study the separate roles of particle and fluid
inertia in suspension flows. Since the ratio of particle to fluid inertia scales as the ratio of
the densities of the respective phases, it is possible to study particle inertia independent of
fluid inertial effects for suspensions of heavy particles; for instance, considering 10 micron
particles in air (η ∼ 10−5Pa.s, ρp/ρf ∼ 1000) and a typical shear rate ∼ 10s−1, one has
St = 0.1 and Re = 10−4. This work considers the role of particle inertia in determining the
microstructure and rheology of heavy suspensions. Inertial forces in the fluid are therefore
neglected (Re = 0) and the suspending fluid satisfies the Stokes equations. The statistics of
the particles are given by a probability density function that satisfies a Fokker-Planck equa-
tion in phase space. A dimensionless measure of particle inertia is the Stokes number (St),
defined as the ratio of the inertial relaxation time of a particle to the flow time scale.
In contrast to the extensive body of knowledge available for inertialess flows of
suspensions (Re, St = 0) (Happel & Brenner 1965, Brady & Bossis 1988, Kim & Karrila 1991),
there is relatively limited work in situations where particle-phase inertia is important. While
considerable work has been done on particle-laden (gaseous) turbulent flows, the systems
studied are typically dilute and as a result, the primary focus is on turbulence modification by
the suspended particles rather than on interparticle interactions (Eaton & Fessler 1994, Fessler
et al 1994, Kulick et al 1994, Rouson & Eaton 2001). There exists a large body of work, both
theoretical and computational, on rapid granular flows that represent the infinite St limit.
3Particle inertia is dominant in these cases and the effect of the interstitial (suspending) fluid
is often neglected. Interparticle collisions are the main mechanism of momentum transport at
high concentrations, and the statistics of the particles are therefore modeled by analogy with
a molecular hard-sphere gas, the difference being that the collisions between the macroscopic
particles are dissipative (Jenkins & Savage 1983, Lun et al 1984, Jenkins & Richman 1985ab,
Campbell 1990). In the last decade, Koch and co-workers have developed a theory for zero
Re, finite (but large) St suspensions that accounts for the effects of interstitial fluid (Tsao &
Koch 1995, Sangani et al 1996).
This present work is valid for zero Re, small but finite St, and in addition,
we allow for Brownian effects by letting the Peclet number (Pe), defined as the ratio of the
Brownian diffusion time scale to the flow time scale, be finite. The reason for the latter is that
the high Pe limit (i.e., strongly sheared suspensions) is known to be singular (Brady & Morris
1997); Brownian diffusion and advection effects balance in asymptotically thin (O(Pe−1))
boundary layers near particle-particle contact, and the resulting asymmetry of the boundary
layer microstructure leads to persistent non-Newtonian effects that decay very slowly (≈
Pe−0.22) as Pe→∞. Our analysis allows one to investigate the effect of particle inertia (finite
St) on this limiting behavior. The domain of validity of our work is shown in Fig 1.1 in the
parameter space spanned by Re, St and Pe. The ratio St/Pe is independent of the flow and
small compared to unity1, implying that Brownian effects need only be considered for small
St.
The thesis is divided in two parts. The first part, comprising Chapters 2 and 3,
introduces and develops a multiple scales (Chapman-Enskog) formalism to solve the Fokker-
Planck equation for small but finite St (and arbitrary Pe) in non-equilibrium situations.
1This ratio St/Pe = Sc−1p , where Scp is the Schmidt number and the subscript p is used to indicate that
the kinematic viscosity in the definition of Scp is based on the particle density; Scp  1 whence the conclusion
follows (also see Chapter 2).
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Figure 1.1: Parameter plot delineating the domain of validity (shaded region) of our work.
In Chapter 3, we derive an inertially corrected Smoluchowski equation accurate to O(St)
that includes the first effects of particle inertia. The suspension (spatial) microstructure is
characterised by the pair-distribution function that satisfies the well-known Smoluchowski
equation in the inertialess limit (St = 0). The solution to the corrected equation therefore
accounts for changes in the suspension microstructure for finite St, thus serving to determine
inertial modifications of the suspension flow properties. Chapters 4 and 5 are devoted to
applying the formalism in order to obtain explicit results for simple shear flow of a dilute
non-Brownian suspension of spherical particles. Each of chapters 2, 3, 4 and 5 have associated
appendices that are labeled A, B, C and D, respectively.
In Chapter 2, we begin by performing a multiple scales analysis of the Fokker-
Planck equation for a single Brownian particle in a simple shear flow. This simplistic case
contains all three time scales present in the full problem of a finite St suspension subjected
to an external flow field, and yet allows for an exact solution thereby enabling the validation
of the proposed formalism. The three time scales are: the inertial relaxation time of the
5particle (τp), the time scale for Brownian diffusion (τD) and the time scale imposed by the
shear flow (γ˙−1, γ˙ being the shear rate). The governing Fokker-Planck equation describes the
evolution of the probability density on time scales of O(τp) or longer; for small St, it therefore
accounts for both the rapid momentum relaxations in O(τp) and the slower spatial diffusion
processes on time scales of O(γ˙−1) or O(τD). The disparate time scales of momentum and
spatial relaxations motivate the use of a multiple scales method for the problem. However,
it is shown that the customary multiple scales procedure (which has been successfully used,
for instance, in the analysis of linear and non-linear oscillators to yield amplitude/phase
modulated periodic solutions, and for non-linear wave equations to yield similarly modulated
travelling wave solutions; see Kevorkian & Cole (1995)) does not work for the Fokker-Planck
equation since the independent variables in this case span both position and velocity space,
and including only one of the two (as in the naive multiple scales approximation) leads to
spurious relaxation terms. We therefore employ a modified version of the formalism originally
used by Wycoff & Balazs (1987) for the Kramers equation2; in our case, this entails expanding
the probability density in an infinite series of Hermite functions of the fluctuation velocity,
defined as the difference between the velocity of the Brownian particle and the velocity of
the ambient simple shear flow at its instantaneous location. The expansion coefficients in the
infinite series are found to satisfy Smoluchowski-like equations with inertial corrections at
successive orders in St. The coefficient of the zeroeth order Hermite function represents the
number density and satisfies a corrected Smoluchowski equation containing an off-diagonal
diffusive component at O(St).
For a finite St suspension in an external flow, the time scale for momentum re-
laxations becomes configuration dependent on account of hydrodynamic interactions, and
2The Fokker-Planck equation in one dimension is better known as Kramers equation in the physics literature
after Kramers, who originally used it to calculate the escape rate of a Brownian particle from a deep potential
well (Kramers 1940).
6the multiple scales formalism introduced in Chapter 2 is no longer applicable in its original
form (i.e., in the form used for a single particle). In Chapter 3 we formulate a generalized
Chapman-Enskog expansion that still shares the same basic structure as the original multi-
ple scales formalism, but accounts for the complex form of the momentum relaxations in a
suspension. The expansion of the probability density is now in terms of tensorial Hermite
functions; the coefficient of the zeroeth order term, however, still represents the number den-
sity, and we derive a corrected Smoluchowski equation for the same, including the O(St)
inertial terms. In addition to (expected) corrrections to the leading order velocity field and
diffusivities, the equation derived is shown to contain a non-Fickian term at O(St/Pe2).
Though applicable only in the limit St  1, the range of validity of the Chapman-Enskog
formulation is expected to increase with increase in the particle volume fraction (φ) because,
for fixed St, the increase in the suspension viscosity with increasing φ reduces the effective
particle inertia.
In Chapters 4 and 5, we examine a monodisperse non-Brownian suspension of
heavy spherical particles in simple shear flow. In order to obtain analytical results, only
pair-wise hydrodynamic interactions are considered; the quantitative accuracy of our calcu-
lations will therefore be restricted to the case of dilute suspensions. With these assumptions,
the rheological problem reduces to analysing the relative trajectories of two inertial (finite
St) spheres in shear flow. The expression for the relative velocity, to O(St), is obtained
from the Smoluchowski equation derived in Chapter 3 in the limit Pe → ∞. A subse-
quent path integration along the O(St) modified trajectories will, in principle, determine
the pair-distribution function that then serves to characterize the finite St microstructure.
For St = 0, the pair-trajectories are fore-aft symmetric and were originally determined by
Batchelor & Green (1972a). The fore-aft symmetry implies that a pair-interaction leads to
7no net displacement in the transverse direction. Although the zero-Stokes open trajectories
support an isotropic distribution, the existence of a region of closed trajectories in simple
shear flow leads to an indeterminate pair-distribution function (Batchelor & Green 1972b).
A well-posed steady problem can only be obtained by the inclusion of (say) Brownian motion
or three-particle interactions. Particle inertia destroys the fore-aft symmetry of the zero-
Stokes trajectory space, giving rise to net transverse displacements in the velocity gradient
and vorticity directions (of simple shear flow) following each pair-interaction, in turn leading
to diffusive behavior for long times. The differing strengths of interaction along the gradi-
ent and vorticity directions result in an anisotropic self-diffusivity tensor, the gradient and
vorticity components of which scale as St2 lnSt and St2, respectively. Unlike the inertialess
limit where the indeterminacy of the rheological problem is related to the dependence of the
long-time distribution on the particular initial condition (in the region of closed trajectories),
the indeterminacy for finite St arises from the absence of such a long-time limit. For finite
St the region of closed trajectories is destroyed, but there exists instead a planar limit cycle
that acts as a local attractor; the associated basin of attraction has an infinite volume. As
a result, (almost) any initial condition3 for long times leads to a progressive accumulation
of particles on the attracting cycle, resulting in a temporally growing distribution. As is
the case for St = 0, one again needs to include additional mechanisms in order to obtain a
well-posed rheological problem.
It is finally noted that notwithstanding use of the corrected Smoluchowski equa-
tion derived in Chapter 3, the second part of the thesis comprising Chapters 4 and 5 is more
or less self contained and maybe read independently of the first.
3One may obtain a finite long-time pair-distribution function for initial conditions that correspond to a
zero probability in the basin of attraction of the limit cycle. These exotic initial conditions, however, do not
correspond to any reasonable physical scenario.
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Chapter 2
Multiple scales analysis of the Fokker-Planck equa-
tion for a single Brownian particle in simple shear
flow
2.1 Introduction
The Fokker-Planck equation (also known as the Kramers-Chandrasekhar equation) is the
fundamental equation governing the statistics of a Brownian particle in phase space. Re-
stricting consideration to position coordinates alone gives a coarser description character-
ized by the well-known Smoluchowski equation (Smoluchowski 1915). The derivation of the
Smoluchowski equation from the Fokker-Planck equation involves neglecting processes that
occur on the scale of the particle inertial relaxation time (τp). It is this separation of time
scales between the rapid relaxation of the velocity distribution towards a Maxwellian and the
much slower evolution of the spatial coordinates that allows the formulation of a successful
multiple scales scheme when the inertial relaxation time is the shortest time scale present.
This was originally done for a slowly varying potential force field by Wycoff & Balazs (1987a)
by expanding the probability density in an infinite series of Hermite functions (of the veloc-
ity), with coefficients determined as functions of position and time from the multiple scales
procedure. The analysis was carried out for situations where the length scale characterising
the potential is much greater than the mean free path of the Brownian particle, the latter
being the characteristic distance travelled by the particle (moving with its thermal velocity)
in a time interval of O(τp).
12
In this chapter we extend the formalism of Wycoff & Balazs to a Brownian
particle in a simple shear flow. The velocity field is given by ushear(y) = γ˙y¯ 1x, and gives
rise to a nonconservative hydrodynamic force field owing to the vorticity of the imposed flow.
Here γ˙ is the shear rate, 1x is the unit vector in the flow direction and y¯ is the coordinate
in the gradient direction. In addition to the inertial (τp) and configurational (τD = a
2/D,
where D is the diffusivity) relaxation times, the shear rate introduces a new time scale
γ˙−1, and the assumption made here is a separation of the inertial and flow time scales.
Therefore, the method remains valid for arbitrary relative magnitudes of τD and γ˙
−1, that
is, arbitrary values of the Peclet number Pe = γ˙τD. In contrast to equilibrium problems,
the pertinent variable for the Hermite functions (in the expansion of the probability density)
is no longer the absolute velocity of the Brownian particle but rather the difference between
its absolute velocity and the velocity of the unperturbed flow field at its current location.
As it is convected by the flow, the particle can only equilibrate about the instantaneous flow
velocity and the ‘equilibrium’ distribution is therefore a local Maxwellian about the ambient
flow velocity. The main purpose of this chapter is to develop a consistent multiple time scales
scheme for such non-equilibrium problems and to compare explicitly the exact and multiple
scales solutions for the case of simple shear flow.
The solution of the Fokker-Planck equation poses a formidable challenge in all ex-
cept the simplest cases. It is therefore desirable to reduce the original phase-space description
to one in position space since the concomitant decrease in the number of independent vari-
ables makes the reduced system more tractable. The multiple scales procedure helps achieve
this reduction and provides a systematic way of obtaining corrections to the Smoluchowski
description (valid for inertialess particles) to account for the effects of particle inertia. These
corrections assume particular significance when hydrodynamic interactions between parti-
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cles are taken into account, for in this case, the corrected Smoluchowski equation governs
the effect of the inertia of the particulate phase on suspension microstructure. The limit of
vanishing Brownian motion is also of special interest since a non-colloidal, inertialess suspen-
sion possesses a symmetric microstructure with a Newtonian rheology. The multiple scales
method would enable one to study the effects of inertia on this microstructural symmetry
and its consequences for suspension rheology.
In section 2.2, we formulate the mathematical problem and give the govern-
ing equations. The method of multiple scales is then introduced; when applied directly to
the Fokker-Planck equation, however, the method works only for the case of free Brownian
motion. We proceed to modify the multiple scales formalism along the lines of Wycoff &
Balazs (1987a), taking into account the spectrum of the Fokker-Planck operator in velocity
space (for a linear drag force), in order to extend its validity to a general force field. In
section 2.3.1, we detail the exact solutions for two initial conditions for Brownian motion of
a single spherical particle in simple shear flow, together with their small Stokes number ex-
pansions. The initial velocity distributions considered are a Maxwellian and a delta function,
the former corresponding to a particle initially at equilibrium, and the latter relating to the
Green’s function for the problem. Using the method developed in section 2.2, the general
form of the multiple scales hierarchy for simple shear flow is derived in section 2.3.2, and the
inertial corrections to the Smoluchowski equation are obtained. The corrected equation is
solved to obtain the number densities for the two initial conditions, which are then compared
to the corresponding exact expressions. In section 2.4, we compare the exact and multiple
scales solutions for the phase space probability densities for the aforementioned initial con-
ditions, and in addition, consider the form of the multiple scales hierarchy in the limit when
thermal effects are negligible. Finally in section 2.5, we summarize the results and comment
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on modifications in the procedure necessary when considering hydrodynamically interacting
particles.
2.2 Problem formulation
The Fokker-Planck equation for a single particle in shear flow is
∂P
∂t¯
+ u · ∂P
∂y
+
γ˙y¯
m
1x · ∂P
∂u
=
6piηa
m
∂
∂u
· (uP ) + kT
m
(
6piηa
m
)
∇2uP. (2.1)
Here, P (y,u, t¯ )dydu is the probability that the Brownian particle is in the elemental volume
[(y,y+dy), (u,u+du)] at time t¯, m is the mass of the particle, a is its radius, η is the viscosity
of the suspending fluid and T is the absolute temperature. Using the non-dimensionalizations:
t¯ = m/(6piηa)t, y = ax and u = (γ˙a)v, (2.1) becomes
∂P
∂t
+ Stv · ∂P
∂x
=
∂
∂v
· (v − y1x)P + 1
PeSt
∇2vP. (2.2)
In equation (2.2), the Stokes number St = mγ˙/(6piηa) is the ratio of the inertial
relaxation time (τp = m/6piηa) to the flow time scale, and is a measure of the inertia of
the Brownian particle, while Pe = (6piηa3γ˙)/kT is a measure of the importance of thermal
effects. Thus in the limit St  1, we have γ˙−1  τp, which illustrates the separation of
time scales. Equations (2.1) and (2.2) entail the assumption that the hydrodynamic force
experienced by the suspended particle can be taken as equal to the pseudo-steady Stokes
drag. This is a valid assumption when the density of the particle is much greater than that of
the fluid (i.e., when St Re, where Re = ρa2γ˙/η is the Reynolds number, and is a measure
of the inertial forces in the suspending fluid of density ρ). In this limit the vorticity generated
at the surface of the particle diffuses out into the bulk much faster than the particle inertia
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relaxes so that the particle, in effect, encounters a steady flow field and use of the steady
Stokes drag is appropriate on all time scales starting from τp. In fact, equation (2.1) can also
be written as the equivalent Langevin equation,
m
du
dt
= −6piηa(u− γ˙y¯ 1x) + FB(t), (2.3)
where FB(t) is the Brownian force modelled as a delta-correlated white noise with amplitude
determined from the fluctuation dissipation theorem (Chandrasekhar 1954):
〈FB(t)〉 = 0 , 〈FB(t)FB(t′)〉 = 2kT (6piηa)δ(t − t′).
The configuration space Smoluchowski equation for a Brownian particle in shear
flow corresponding to the Fokker-Planck equation (2.1) is
∂g
∂t¯
+
∂
∂y
· (γ˙y¯ 1xg) = D∇2y g , (2.4)
where g(y, t¯ ) is the positional probability density at time t¯ and D = kT/(6piηa) is the Stokes-
Einstein diffusivity. The Langevin equation of motion equivalent to (2.4) is given by (2.3)
with m = 0. When the time t¯ is scaled with the shear rate (representative of the slower
spatial relaxation processes), the non-dimensional Smoluchowski equation becomes
∂g
∂t
+
∂
∂x
(yg) =
1
Pe
∇2x g. (2.5)
Unlike the Fokker-Planck equation, the Smoluchowski equation depends only on Pe, and
therefore it should be possible to solve the former in a perturbative fashion for small St but
arbitrary Pe with the leading order positional density given by the solution to (2.5). It is
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our goal to obtain corrections to (2.5) for small Stokes numbers.
The multiple scales formalism is suited to the description of dynamical systems
characterised by concurrent processes occurring on widely separated time scales. The evolu-
tion of the momentum and spatial coordinates of a Brownian particle in shear flow for small
Stokes numbers presents one such instance, and suggests the applicability of the formalism
in this case. When applied to equation (2.2), the multiple scales method allows for the simul-
taneous evolution of the probability density on a hierarchy of time scales depending on St,
the rates of evolution on the different time scales being asymptotically separated for small
St. In principle, an infinite number of time scales is needed for an accurate description valid
for all times. This need not always be the case, however; in free Brownian motion, the re-
laxation processes are characterised by the scales τp and τD, and accordingly, one only needs
two independent variables in order to capture the time dependence of the exact solution to
arbitrary order in the relevant small parameter  = (τp/τD)
1
2 . In section 2.3.2 it will be seen
that the addition of a third time scale viz. γ˙−1 for shear flow necessitates the inclusion of an
infinite hierarchy.
In the multiple scales formalism, the probability density is written in the form
P (x,v, {ti}) (ti = Sti−1t), where t1 changes on the scale of τp and the ti’s for i ≥ 2 represent
the slower spatial relaxations. For small St, P is expanded as a power series in St, as is the
time derivative
∂
∂t
=
∞∑
i=1
St(i−1)
∂
∂ti
, (2.6)
thereby splitting the original time variation in equation (2.2) into variations on each of the
scales ti, which are then treated as independent variables. The solution at any given order
does not completely determine P to that order, however, but instead allows for an arbitrary
dependence on the slower time scales. This dependence is typically determined by secularity
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constraints (consistency conditions) at higher orders, which dictate that the solutions should
not exhibit an unbounded growth on any of the time scales. Applying this approach directly to
equation (2.2) works only for the case of free Brownian motion since the resulting operator (at
leading order) involves only the momentum variables, and therefore does not preserve the
properties of the original Fokker-Planck operator for a position dependent force field (see
Appendix A1.3).
In order to devise an indirect way of applying the multiple scales procedure that
remains valid for a general force field, we again start with equation (2.2). If for a moment
one neglects the O(St) spatial derivative on the left-hand side, the simplified equation
∂P
∂t
=
∂
∂w
· (wP ) +∇2wP = LH(w)P (2.7)
is obtained, where w = (PeSt)
1
2 (v − y1x) is the scaled fluctuation velocity. It is well
known that the operator LH has a denumerable infinity of eigenvalues and a complete set of
eigenfunctions (Titulaer 1978) given by
λn1,n2,n3 =−
3∑
i=1
ni,
ψn1,n2,n3(w) = e
− |w|2
2
3∏
i=1
Hni
(
wi
2
1
2
)
,
where Hn(x) denotes the n
th Hermite polynomial defined as Hn(x) = (−1)nex2dn(e−x2)/dxn.
The general solution to equation (2.7) is therefore
P (w, t) =
∑
n1,n2,n3
(
bn1,n2,n3e
−(n1+n2+n3)t
)
ψn1,n2,n3(w), (2.8)
where the coefficients bn1,n2,n3 are determined from initial conditions so as to satisfy the
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normalization constraint viz.
∫
Pdw = 1. For small but non-zero St, the solution to equation
(2.2) has the same general form as (2.8) to leading order. However, in addition to the
exponential decay eλt (on the scale of τp), the coefficient of ψn1,n2,n3 now involves a slowly
varying function of space and time characteristic of the spatial relaxation processes. Thus to
leading order, the solution to equation (2.2) can be written as
P (0)(x,v, t) =
∑
n1,n2,n3
[
bn1,n2,n3(x, t
slow)e−(n1+n2+n3)t
]
ψn1,n2,n3(w), (2.9)
where tslow denotes temporal dependence on asymptotically slower time scales of O(γ˙
−1).
The leading order coefficient corresponding to the zero eigenvalue, viz. b0,0,0, satisfies the
Smoluchowski equation (2.5), and for long times (2.9) takes the asymptotic form
b0,0,0(x, t
slow)ψ0,0,0(w), that is, a Maxwellian velocity distribution about the shear flow times
the solution to the configuration-space Smoluchowski equation. As we shall show, the higher
order corrections for finite St (P (i)’s, i ≥ 1) involve a spectrum of decay rates corresponding
to ψn1,n2,n3 and not just a single exponential as in (2.9). Therefore, the complete solution to
equation (2.2) can be written as
P (x,v, t) =
∑
n1,n2,n3
∞∑
i=0
(St)i
[ ∞∑
s=0
φ(i)n1,n2,n3,s(x, t
slow)e−st
]
ψn1,n2,n3(w), (2.10)
where φ
(0)
n1,n2,n3,Σni
= bn1,n2,n3 is the only non-zero element for i = 0. Neglecting all expo-
nentially decaying terms in (2.10) would give the so-called Bogliubov solution valid for long
times. Having characterised the form of the solution in velocity space, one may now apply
the multiple scales formalism to determine the dependence of the φ’s on the longer time
scales (denoted by tslow above).
In section 2.3.2, where we carry out the multiple scales analysis, (2.10) is used for
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the general solution to equation (2.2), and a recurrence relation between the φ’s is derived.
In terms of the multiple scales notation defined above, the exponential decay in (2.10) occurs
on the t1 (fast) scale, while the dependence of the φ’s on the slower time scales is represented
in terms of the set {tj}∞i=2. As would be expected based on the previous discussion, the
recurrence relations together with the appropriate initial conditions are in themselves not
sufficient to completely determine the φ’s. In fact, it will be found that at each order the
elements φ{ni},s, with s =
∑
ni, are left undetermined. The additional requirements for
determinacy are derived in the form of consistency conditions which serve as definitions of the
operators ∂/∂ti (rather than as secularity constraints) in a manner similar to the Chapman-
Enskog expansion (Chapman & Cowling 1970, Titulaer 1978). It must be emphasised that
the above procedure necessitates treating St on the two sides of equation (2.2) differently.
While St on the left-hand side is treated as a small parameter, that on the right-hand side
(as part of PeSt) is merely treated as a scale factor for the fluctuation velocity, i.e., the
magnitude of PeSt dictates the variance of the leading order Maxwellian.
2.3 Brownian motion in simple shear flow
In this section we compare the exact and multiple scales solutions for simple shear flow. It
suffices to consider the two-dimensional case since the third dimension (viz. the coordinate
in the vorticity direction and the corresponding velocity component) does not couple to
the others and continues to evolve as in free Brownian motion. Equation (2.2) written out
explicitly for two dimensions is
∂P
∂t
+ St
(
u
∂P
∂x
+ v
∂P
∂y
)
=
∂
∂u
(u− y)P + ∂
∂v
(vP ) +
1
PeSt
(
∂2P
∂u2
+
∂2P
∂v2
)
. (2.11)
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We demonstrate the applicability of the multiple scales procedure to (2.11) by considering two
distributions of initial velocities, a Maxwellian and a delta function centered at the origin. In
the absence of an equilibrium spatial distribution, the natural initial distribution of particle
positions to impose (and which simplifies the analysis) is that of a delta function. This
singularity in the spatial condition, however, leads to a divergent series in St. A comparison
with the exact solution can nevertheless be made and serves to verify the applicability of the
multiple scales procedure1.
2.3.1 Exact solution
The exact solution to equation (2.11) (wherein the shear flow constitutes a linear force)
is a multivariate Gaussian in phase space (Risken 1989, Miguel & Sancho 1979) with the
elements of the variance matrix being functions of time. The Green’s function of (2.11) for
a Brownian particle at (x, y) ≡ (0, 0) with velocity (u′, v′) at t = 0, from which the solution
for a Maxwellian distribution of initial velocities can be obtained, is
G(x,v, t|0,v ′, 0) = 1
(2pi)2∆
1
2
exp
[
−c : XX
2∆
]
. (2.12)
In (2.12),
X =


x− St u′k1 − St2v′k3
y − St v′k1
u− u′k2 − St v′k4
v − v′k2


,
1This is illustrated in Appendix A where the exact and multiple scales solutions for free Brownian motion
are compared for a delta function initial condition.
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and
k1 =(1− e−t),
k2 = e
−t,
k3 = [t(1 + e
−t)− 2(1− e−t)],
k4 = [1− (1 + t)e−t],
are functions that characterize relaxation from the initial conditions. The determinant of the
variance matrix 〈XX〉 is ∆ and c is the matrix of cofactors. The elements of the variance
matrix are:
〈xx〉d = St
Pe
[
2t− (1− e−t)(3− e−t) + St2( 2
3
t3 − 4t2 + 8t− 3
2
)
+St2e−t(−4t2 − 8t+ 8)− St2e−2t(t2 + 5t+ 13
2
)
]
,
〈xy〉d =St
2
Pe
[
(t2 − 4t+ 11
2
)− 8e−t + e−2t(5
2
+ t)
]
,
〈yy〉d = St
Pe
[
2t− (1− e−t)(3 − e−t)] ,
〈uu〉d = 1
PeSt
[
(1− e−2t) + 2St2(t− 11
2
) + St2e−t(4t+ 8)− St2e−2t(t2 + 3t+ 5
2
)
]
,
〈uv〉d = 1
2Pe
[
1− 4e−t + e−2t(3 + 2t)] , (2.13)
〈vv〉d = 1
PeSt
(1− e−2t),
〈ux〉d = 1
Pe
[
(1− e−t)2 + St2(4− 4t+ t2) + St2e−t(−8− 4t+ 2t2) + St2e−2t(4 + 4t+ t2)] ,
〈vx〉d = St
Pe
[
1
2
+ 2e−t(1− t)− e−2t(5
2
+ t)
]
,
〈uy〉d = St
Pe
[
(2t− 9
2
) + e−t(6 + 2t)− e−2t(3
2
+ t)
]
,
〈vy〉d = 1
Pe
(1− e−t)2,
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where the subscript ‘d’ indicates the associated delta function initial condition. From the
variances it is evident that for large times 〈xx〉d ∼ t3 and 〈uu〉d ∼ t. In shear flow, u ∼ y
and 〈yy〉d, being diffusive on time scales of O(γ˙−1) or larger, grows linearly with time, which
implies u ∼ y ∼ t1/2. This in turn implies that x ∼ ut ∼ t3/2 for long times. The other
asymptotic scalings can similarly be derived; for instance, 〈xy〉d ∼ O(t3/2 · t1/2) ∼ O(t2). The
effect of inertia is, in part, to modify the behavior for small times as seen by the presence of
exponentially decaying terms on the scale of τp. The profusion of algebraic terms at short
times is indicative of inertial couplings between convectively and diffusively growing terms.
Using (2.12), one can derive the solution for a Maxwellian initial condition as
simply
Pm(x,v, t) =
∫
dv ′G(x,v, t|0,v ′, 0) exp
[
−PeSt |v
′|2
2
]
.
We tabulate, to O(St), the long-time expressions for the spatial variances in this case for
comparison with solutions of the corrected Smoluchowski equation derived below (see (2.40));
these are given by
lim
t→∞〈xx〉m =
∫
dvdx (xx) lim
t→∞P
m(x,v, t) =
St
Pe
[
2t+ St2(
2t3
3
− 3t2 − 2)
]
,
lim
t→∞〈xy〉m =
∫
dvdx (xy) lim
t→∞P
m(x,v, t) =
St2
Pe
(t2 − 3t), (2.14)
lim
t→∞〈yy〉m =
∫
dvdx (yy) lim
t→∞P
m(x,v, t) =
St
Pe
(2t− 2),
where the long-time limit is taken to eliminate all exponentially decaying terms2. It should
also be noticed that the higher order algebraic terms in the variances in (2.13) and (2.14) are
not identical to those for a delta function initial condition (see Titulaer 1978), which shows
that the effects of inertial relaxations from a particular initial condition persist for long times;
2The exact expression for 〈yy〉m is (St/Pe)(2t− 2 + 2e
−t), and is easily found since the variance in the y
direction is identical to that for free Brownian motion for any initial condition.
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the leading order temporal growths are the same, of course.
The solution for the second initial condition where the Brownian particle is ini-
tially at rest at the origin is simply
P d(x,v, t) = G(x,v, t|0,0, 0).
In order to compare with solutions obtained from the multiple scales analysis, we
expand the exact solutions as a two-time-scale series by scaling all exponential terms with
τp (in accordance with Wycoff & Balazs (1987a)) and all algebraic terms with γ˙
−1, thereby
expressing the exact solutions in terms of t1 (= t) and t2 (= St t1). Since equation (2.11)
contains Pe only in the combination PeSt, the exact solution for small St and arbitrary Pe
can be expanded in the form 3
P (x,v, t1, t2;St, Pe) =
∞∑
i,j=0
Sti(PeSt)jP (i,j)(x,v, t1, t2),
= P (0,0) + PeSt (P (0,1) + StP (1,1) + St2 P (2,1))
+ (PeSt)2(P (0,2) + StP (1,2)) + (PeSt)3P (0,3) + O(St4),
which would be convergent for arbitrary Pe as St → 0. The two-time-scale expansions for
the exact solutions Pm and P d to O(St) are tabulated in Appendix A2. In the next section,
we perform the multiple scales analysis to O(St) to determine P (0,0) and P (0,1) in the above
series.
3Note that such a series involving only integral powers of the parameters Pe and St, suggesting an analytic
dependence, is plausible only in the absence of bounding surfaces. A finite (or semi-infinite) domain may lead
to the existence of boundary layers wherein the distribution function substantially deviates from the local
equilibrium solution. The analyticity with respect to the parameter is usually lost in such cases.
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2.3.2 Multiple scales analysis
In this section we follow the analysis of (Wycoff & Balazs 1987a) in developing the general
structure of the multiple scales perturbation scheme. It is convenient to use the rescaled
fluctuation velocity w (= (PeSt)
1
2 (v − y1x)) so that St is the only parameter in equation
(2.11). To this end, we also need to use the rescaled position variables (xˆ, yˆ) = (PeSt)
1
2 (x, y)
and equation (2.11) becomes
∂P¯
∂t
+St yˆ
∂P¯
∂xˆ
+ St
(
w1
∂P¯
∂xˆ
+ w2
∂P¯
∂yˆ
)
=
∂
∂w1
(w1P¯ ) +
∂
∂w2
(w2P¯ ) +
(
∂2P¯
∂w21
+
∂2P¯
∂w22
)
, (2.15)
where P¯ (xˆ,w, t) = P (x,v, t)/(PeSt)2 is the rescaled probability density (to satisfy the inte-
gral constraint
∫
P¯ d~ˆxd~w = 1). Using the general form (2.10) of section 2.2, we write
P¯ (xˆ,w, {tj};St, Pe) = 1
(2pi)
∞∑
m,n=0
∞∑
i=0
(St)i
[ ∞∑
s=0
φ(i)m,n,s(xˆ, yˆ, 6t1)e−st1
]
Hm
(
w1
2
1
2
)
Hn
(
w2
2
1
2
)
exp
[
−w
2
1 + w
2
2
2
]
, (2.16)
where 6t1 is used to denote that the φ’s are independent of the fast time scale t1. The analysis
being restricted to two dimensions, we use (m,n) in place of {ni} to label the eigenfunctions.
In addition, we set
∂
∂t
=
∞∑
r=1
St(r−1)
∂
∂tr
, (2.17)
where the tr’s are treated as independent variables. Substituting (2.16) and (2.17) into (2.15),
we collect like powers of St and equate the coefficients of e−st1 in these terms to zero for each
s, since this is the only way the relation would hold for arbitrary St and t1. This leads to a
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recurrence relation for the φ’s given as
i+1∑
r=2
∂
∂tr
φ(i+1−r)m,n,s + (m+ n− s)φ(i)m,n,s +
1
2
1
2
(
∂φ
(i−1)
m−1,n,s
∂xˆ
+
∂φ
(i−1)
m,n−1,s
∂yˆ
)
+ yˆ
∂φ
(i−1)
m,n,s
∂xˆ
+ 2
1
2
{
(m+ 1)
∂φ
(i−1)
m+1,n,s
∂xˆ
+ (n+ 1)
∂φ
(i−1)
m,n+1,s
∂yˆ
}
+
φ
(i−1)
m−1,n−1,s
2
+ (n+ 1)φ
(i−1)
m−1,n+1,s = 0.
(2.18)
Thus when formulated in terms of fluctuating velocities, the above recurrence relation no
longer possesses nearest neighbor symmetry as was found in Wycoff & Balazs (1987ab). This
is seen more readily when (2.18) is rewritten in terms of the tensorial coefficients φ
(i)
N,s’s,
where φ
(i)
N,s contains all φ
(i)
m,n,s with m+ n = N . While all other elements can be written in
terms of φ
(i)
N,s, φ
(i)
N+1,s and φ
(i)
N−1,s, φ
(i−1)
m−1,n−1,s results in an additional term proportional to
φ
(i)
N−2,s, which clearly destroys the symmetric structure.
If a˜m,n(xˆ, yˆ) are the coefficients of HmHn in a similar expansion of the initial
distribution function, then the initial condition becomes
a˜(i)m,n(xˆ, yˆ) =
∞∑
s=0
φ(i)m,n,s(xˆ, yˆ, 0), (2.19)
where a˜
(i)
m,n = 0 ∀ i ≥ 1 when the initial condition is independent of St. Equations (2.18)
and (2.19) together with suitable consistency conditions (derived below) are used to obtain
the φ’s. We now tabulate the solutions at successive orders.
For i = 0, one obtains from (2.18)
φ(0)m,n,s =0 ∀ s 6= m+ n,
φ
(0)
m,n,m+n = b
(0)
m,n(xˆ, yˆ, 6t1), (2.20)
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where b
(0)
m,n is an arbitrary (slowly varying) function of space and time that will be made
determinate by consistency conditions at higher orders. The initial condition for b
(0)
m,n is
b(0)m,n(xˆ, yˆ, 0) = a˜
(0)
m,n(xˆ, yˆ). (2.21)
That the only zero non-zero element at this order occurs for s = m+n implies that to leading
order, the solution of (2.15) is
P¯ (0)(xˆ,w, t) =
1
(2pi)
∑
m,n
b(0)m,ne
−(m+n)t1Hm
(
w1
2
1
2
)
Hn
(
w2
2
1
2
)
exp
[
−w
2
1 + w
2
2
2
]
,
which is of the same general form as (2.9), now for two dimensions.
For i = 1, equation (2.18) takes the form
∂
∂t2
φ(0)m,n,s + (m+ n− s)φ(1)m,n,s +
1
2
1
2
(
∂φ
(0)
m−1,n,s
∂xˆ
+
∂φ
(0)
m,n−1,s
∂yˆ
)
+ yˆ
∂φ
(0)
m,n,s
∂xˆ
+ 2
1
2
{
(m+ 1)
∂φ
(0)
m+1,n,s
∂xˆ
+ (n+ 1)
∂φ
(0)
m,n+1,s
∂yˆ
}
+
φ
(0)
m−1,n−1,s
2
+ (n+ 1)φ
(0)
m−1,n+1,s = 0.
Putting s = m+ n, one obtains the consistency condition for b
(0)
m,n at this order,
∂b
(0)
m,n
∂t2
+ yˆ
∂b
(0)
m,n
∂xˆ
+ (n+ 1)b
(0)
m−1,n+1 = 0. (2.22)
For other values of s, one obtains the entire first order solution:
φ
(1)
m,n,m+n+1 = 2
1
2
{
(m+ 1)
∂b
(0)
m+1,n
∂xˆ
+ (n+ 1)
∂b
(0)
m,n+1
∂yˆ
}
,
φ
(1)
m,n,m+n = b
(1)
m,n(xˆ, yˆ, 6t1),
(2.23)
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φ
(1)
m,n,m+n−1 = −
1
2
1
2
(
∂b
(0)
m−1,n
∂xˆ
+
∂b
(0)
m,n−1
∂yˆ
)
, (2.24)
φ
(1)
m,n,m+n−2 = −
1
4
b
(0)
m−1,n−1,
φ(1)m,n,s = 0 ∀ s 6= m+ n,m+ n+ 1,m+ n− 1,m+ n− 2,
where b
(1)
m,n will similarly be determined by the consistency condition at the next order.
Assuming a St independent initial condition, equation (2.19) yields
b(1)m,n(xˆ, yˆ, 0) =
1
2
1
2
(
∂b
(0)
m−1,n
∂xˆ
+
∂b
(0)
m,n−1
∂yˆ
)
+
b
(0)
m−1,n−1
4
− 2 12
{
(m+ 1)
∂b
(0)
m+1,n
∂xˆ
+ (n+ 1)
∂b
(0)
m,n+1
∂yˆ
}
.
(2.25)
For i = 2,
∂
∂t3
φ(0)m,n,s +
∂
∂t2
φ(1)m,n,s + (m+ n− s)φ(2)m,n,s +
1
2
1
2
(
∂φ
(1)
m−1,n,s
∂xˆ
+
∂φ
(1)
m,n−1,s
∂yˆ
)
+ yˆ
∂φ
(1)
m,n,s
∂xˆ
+ 2
1
2
{
(m+ 1)
∂φ
(1)
m+1,n,s
∂xˆ
+ (n+ 1)
∂φ
(1)
m,n+1,s
∂yˆ
}
+
φ
(1)
m−1,n−1,s
2
+ (n+ 1)φ
(1)
m−1,n+1,s = 0.
(2.26)
Using s = m+ n, this reduces to
∂b
(1)
m,n
∂t2
+ yˆ
∂b
(1)
m,n
∂xˆ
+ (n+ 1)b
(1)
m−1,n+1 =
∂b
(0)
m,n
∂t3
−
(
∂2b
(0)
m,n
∂xˆ2
+
∂2b
(0)
m,n
∂yˆ2
)
, (2.27)
which needs to be translated into separate consistency conditions for b
(1)
m,n and b
(0)
m,n. For this
purpose, we first consider the case m = 0 for which equations (2.22) and (2.27) simplify to
Lb
(0)
0,n = 0, (2.28)
Lb
(1)
0,n =
∂b
(0)
0,n
∂t3
−
(
∂2b
(0)
0,n
∂xˆ2
+
∂2b
(0)
0,n
∂yˆ2
)
, (2.29)
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where L = ∂/∂t2 + yˆ∂/∂xˆ. The first equation gives b
(0)
0,n = F (xˆ− yˆt2), which forces a secular
term (on the t2 scale) in b
(1)
0,n. This would suggest setting the right-hand side of (2.29) to zero
to eliminate the secularity. For m ≥ 1, however, the (coupled) hyperbolic system of equations
for b
(0)
m,n at leading order, viz. (2.22), allows for the existence of secular solutions, and this
is evidently independent of any constraint we might subsequently impose on the right-hand
side of (2.27). Therefore, secularity arguments work only for m = 0. But if we treat the
consistency conditions as definitions for the operators ∂/∂ti (i ≥ 2) themselves, rather than
the arguments on which these act (in a manner similar to the Chapman-Enskog expansion),
one finds that the consistency conditions at this order reduce to
∂b
(1)
m,n
∂t2
+ yˆ
∂b
(1)
m,n
∂xˆ
+ (n+ 1)b
(1)
m−1,n+1 = 0, (2.30)
∂b
(0)
m,n
∂t3
=
∂2b
(0)
m,n
∂xˆ2
+
∂2b
(0)
m,n
∂yˆ2
. (2.31)
The multiple scales hierarchy thus retains its structure at successive orders, i.e., the consis-
tency condition for b
(i)
m,n obtained at a given order will now be identical to that for b
(i+1)
m,n at
the next order and so on. For other values of s in (2.26), one obtains the complete second
order solution,
φ
(2)
m,n,m+n+2 =(m+1)(m+2)
∂2b
(0)
m+2,n
∂xˆ2
+2(m+1)(n+1)
∂2b
(0)
m+1,n+1
∂xˆ∂yˆ
+(n+1)(n+2)
∂2b
(0)
m,n+2
∂yˆ2
,
φ
(2)
m,n,m+n+1 = −2
1
2 2(n+ 1)
∂b
(0)
m,n+1
∂xˆ
+ 2
1
2
{
(m+ 1)
∂b
(1)
m+1,n
∂xˆ
+ (n+ 1)
∂b
(1)
m,n+1
∂yˆ
}
,
φ
(2)
m,n,m+n = b
(2)
m,n(xˆ, yˆ, 6t1), (2.32)
φ
(2)
m,n,m+n−1 =−
1
2
1
2
(m+ 1)
2
∂b
(0)
m,n−1
∂xˆ
+
1
2
1
2
(3− n)
2
∂b
(0)
m−1,n
∂yˆ
− 1
2
1
2
(
∂b
(1)
m−1,n
∂xˆ
+
∂b
(1)
m,n−1
∂yˆ
)
,
φ
(2)
m,n,m+n−2 =
(
b
(0)
m−2,n
8
− b
(1)
m−1,n−1
4
)
+
1
4
(
∂2b
(0)
m−2,n
∂xˆ2
+ 2
∂2b
(0)
m−1,n−1
∂xˆ∂yˆ
+
∂2b
(0)
m,n−2
∂yˆ2
)
,
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φ
(2)
m,n,m+n−3 =
1
2
1
2 4
(
∂b
(0)
m−2,n−1
∂xˆ
+
∂b
(0)
m−1,n−2
∂yˆ
)
,
φ
(2)
m,n,m+n−4 =
1
32
b
(0)
m−2,n−2,
φ(2)m,n,s = 0 ∀ s 6= m+n,m+n+1,m+n+2,m+n−1,m+n−2,m+n−3,m+n−4.
Equation (2.19) gives the initial condition for b
(2)
m,n as
b(2)m,n(xˆ, yˆ, 0) =−
[
(m+ 1)(m+ 2)
∂2b
(0)
m+2,n
∂xˆ2
+ 2(m+ 1)(n+ 1)
∂2b
(0)
m+1,n+1
∂xˆ∂yˆ
+ (n+ 1)(n+ 2)
∂2b
(0)
m,n+2
∂yˆ2
]
−
[
−2 12 2(n+ 1)∂b
(0)
m,n+1
∂xˆ
+ 2
1
2
{
(m+ 1)
∂b
(1)
m+1,n
∂xˆ
+ (n+ 1)
∂b
(1)
m,n+1
∂yˆ
}]
−
[
− 1
2
1
2
(m+ 1)
2
∂b
(0)
m,n−1
∂xˆ
+
1
2
1
2
(3− n)
2
∂b
(0)
m−1,n
∂yˆ
− 1
2
1
2
(
∂b
(1)
m−1,n
∂xˆ
+
∂b
(1)
m,n−1
∂yˆ
)]
−
[(
b
(0)
m−2,n
8
− b
(1)
m−1,n−1
4
)
+
1
4
(
∂2b
(0)
m−2,n
∂xˆ2
+ 2
∂2b
(0)
m−1,n−1
∂xˆ∂yˆ
+
∂2b
(0)
m,n−2
∂yˆ2
)]
− 1
2
1
2 4
(
∂b
(0)
m−2,n−1
∂xˆ
+
∂b
(0)
m−1,n−2
∂yˆ
)
− 1
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b
(0)
m−2,n−2. (2.33)
Combining equations (2.22) and (2.31), b
(0)
m,n satisfies
∂b
(0)
m,n
∂t2
= −yˆ ∂b
(0)
m,n
∂xˆ
− (n+ 1)b(0)m−1,n+1 + St
(
∂2b
(0)
m,n
∂xˆ2
+
∂2b
(0)
m,n
∂yˆ2
)
, (2.34)
where we use
∂
∂t2
=
∞∑
i=2
∂
∂ti
, (2.35)
to the relevant order so that the dependence on the slower time scales is expressed in terms
of t2 alone, which facilitates comparison with the exact solutions (see Appendix A2). Note
that the diffusive terms become O(1) when we revert to the original variables; thus to leading
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order
∂b
(0)
m,n
∂t2
+ y
∂b
(0)
m,n
∂x
+ (n+ 1)b
(0)
m−1,n+1 =
1
Pe
(
∂2b
(0)
m,n
∂x2
+
∂2b
(0)
m,n
∂y2
)
, (2.36)
which for m = 0 is the Smoluchowski equation for a Brownian particle in shear flow.
Since the second-order derivatives jump an order in St, one might expect higher
order derivatives down the hierarchy (for instance, fourth-order derivatives at O(St2), sixth-
order at O(St3) and so on) to also contribute to leading order. This is not the case, however,
as we explicitly show the absence of fourth-order derivatives of b
(0)
m,n at O(St2) and consider
this to be symptomatic of the higher orders in the hierarchy. The second-order derivatives
of b
(0)
m,n at this order then represent the entire O(St) correction to equation (2.36) if one
likewise shows the absence of fourth-order derivatives at O(St3). This entails considering
the operators ∂/∂t4 and ∂/∂t5 and is done in Appendix A3; we finally obtain the O(St)
correction as
∂b
(0)
m,n
∂t4
= 2(n+1)
∂2b
(0)
m−1,n+1
∂xˆ2
−(n+1)∂
2b
(0)
m−1,n+1
∂yˆ2
+(m+1)
∂2b
(0)
m+1,n−1
∂xˆ2
+(3n−m−1)∂
2b
(0)
m,n
∂xˆ∂yˆ
.
(2.37)
The consistency conditions at these orders again reveal the recurrent structure of the hier-
archy (see Appendix A3), and thus all b
(i)
m,n’s satisfy the same equations (but with different
initial conditions). Using (2.35) one can combine (2.36) and (2.37) to obtain the equation
governing b
(i)
m,n to O(St) as
∂b
(i)
m,n
∂t2
+ yˆ
∂b
(i)
m,n
∂xˆ
+ (n+ 1)b
(i)
m−1,n+1 =St
(
∂2b
(i)
m,n
∂xˆ2
+
∂2b
(i)
m,n
∂yˆ2
)
+ St2
[
2(n+ 1)
∂2b
(i)
m−1,n+1
∂xˆ2
−(n+ 1)∂
2b
(i)
m−1,n+1
∂yˆ2
+ (m+ 1)
∂2b
(i)
m+1,n−1
∂xˆ2
+(3n−m− 1)∂
2b
(i)
m,n
∂xˆ∂yˆ
]
,
31
or in the original variables
∂b
(i)
m,n
∂t2
+ y
∂b
(i)
m,n
∂x
+ (n+ 1)b
(i)
m−1,n+1 =
1
Pe
(
∂2b
(i)
m,n
∂x2
+
∂2b
(i)
m,n
∂y2
)
+
St
Pe
[
2(n+ 1)
∂2b
(i)
m−1,n+1
∂x2
−(n+ 1)∂
2b
(i)
m−1,n+1
∂y2
+ (m+ 1)
∂2b
(i)
m+1,n−1
∂x2
+(3n−m− 1)∂
2b
(i)
m,n
∂x∂y
]
, (2.38)
where the initial conditions for i = 0, 1 and 2 are given by (2.21), (2.25) and (2.33), respec-
tively. The solutions to these equations together with the expressions for the φ(i)’s given
by (2.20), (2.24) and (2.32) completely determine P (x,v, t) to O(St). The multiple scales
method helps reduce the difficulty of the problem from that of directly solving the full Fokker-
Planck equation equation (2.2) to solving equations (2.38) for the b
(i)
m,n’s in configuration space
alone.
To identify the corrections to the Smoluchowski equation for long times, we
rewrite equation (2.16) in the form
P¯ (xˆ,w, t1, t2;St, Pe) =
∞∑
m,n=0
∞∑
i=0
Sti

b(i)m,ne−(m+n)t1 +
m+n+i∑
j=m+n−2i
j≥0
′
φ
(i)
m,n,je
−jt1

H¯m
(
w1
2
1
2
)
H¯n
(
w2
2
1
2
)
,
(2.39)
where H¯n(x) = Hn(x)e
−x2 and ‘ ′ ’ is used to denote the exclusion of the i=(m+n) term from
the summation. The spatial density for finite St, g(x, t;St), is obtained by integrating out
the momentum coordinates in the above equation. Noting that the integrals of the Hermite
functions equal zero for all m and n except m = n = 0, we get
g(x, t2;St) =
∫
P dudv = (PeSt)
∫
P¯ dw1dw2 = (PeSt)
∞∑
i=0
Stib
(i)
0,0,
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where we have neglected exponentially decaying terms (arising from the φ summations) since
they are negligible for all times greater than O(τp). Clearly, g satisfies the same equations as
the b
(i)
0,0’s, which, to O(St), is
∂g
∂t2
+ y
∂g
∂x
=
1
Pe
(
∂2g
∂x2
+
∂2g
∂y2
)
− St
Pe
∂2g
∂x∂y
+O(St2). (2.40)
The corresponding initial condition (in rescaled variables) is
g(x, 0;St) = (PeSt) {b(0)0,0(xˆ, yˆ, 0) + St b(1)0,0(xˆ, yˆ, 0) + St2b(2)0,0(xˆ, yˆ, 0)}, (2.41)
where the terms on the right-hand side can be obtained to O(St) from (2.21), (2.25) and
(2.33) for m = n = 04.
Equation (2.40) is the Smoluchowski equation for a Brownian particle in a simple
shear flow correct to O(St); the effect of inertia is to introduce an off-diagonal diffusivity
Dxy = −(St/2Pe). Starting from an isotropic spatial density at t = 0, the shear flow
distorts iso-probability contours into ellipses, which stretch and align themselves with the
flow as t → ∞. In the limit of long times, the inclination of the major axis of the ellipse
with the flow direction is given by θ = (1/2) tan−1(3/t), and thus tends to zero as t → ∞.
For finite St, not considering the O(St) corrections to the initial conditions, the effect of
the off-diagonal diffusive term is to endow the probability ellipse with an ‘inertia’ which
resists the tilting effect of the flow (see Fig 2.1), slowing it by O(St); indeed, for this case
θ = (1/2) tan−1(3/t + 3St/2t2), and is therefore greater than its inertialess value by O(St)
4For m = n = 0, it is easy to determine the complete expression for ∂/∂t5 and to prove the absence of
fourth-order derivatives in ∂/∂t6, both of course acting on b
(i)
0,0 (or g). Thus, to O(St
2), the equation for g
becomes
∂g
∂t2
+ y
∂g
∂x
=
1
Pe
(
∂2g
∂x2
+
∂2g
∂y2
)
−
St
Pe
∂2g
∂x∂y
−
3St2
2Pe
∂2g
∂x2
.
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at any given time.
St > 0
St = 0
t = 0
t increasing 
Figure 2.1: Iso-probability contours in simple shear flow for St ≥ 0.
In the limit of vanishing Brownian motion (Pe → ∞), the inertial corrections
vanish for any finite value of St, and (2.40) simplifies to
∂g
∂t2
+ y
∂g
∂x
=0,
which has the general solution F (x−yt2), leading to a number density that remains constant
along a streamline. For long times, the particle is passively convected, with its velocity
equal to that of the ambient shear field at its location. This limit holds to all orders in St
for simple shear flow in the absence of Brownian motion; the only inertial effects arise on
account of short-time relaxations from initial conditions (see section 2.4.3). This is no longer
the case, however, for a general linear flow where the streamlines are curved and a particle
of finite mass is unable to faithfully follow the streamlines. For instance in a pure rotational
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flow (u = Gy, v = −Gx, G being the angular velocity) for finite St, the particle will follow
a path that spirals outwards due to centrifugal forces in contrast to the purely tangential
motion of the fluid elements. The case of simple shear flow of a suspension is similar since
the hydrodynamic interactions between particles now cause the particle pathlines to become
curved, and thereby deviate from the rectilinear pattern of the ambient field.
The solution to the corrected Smoluchowski equation (2.40) is of the form g =
g0 + St g1, where g0 is the solution of the leading order Smoluchowski equation, and is
obtained from knowledge of the Green’s function of (2.40) and the initial condition at leading
order. The Green’s function is (see Appendix A5) G(x, y, t|x′, y′, t′) from equation (A.61),
and satisfies G(x, y, t′|x′, y′, t′) = δ(x − x′)δ(y − y′). The O(St) correction g1 = gh1 + gp1 ,
where gh1 is the homogeneous solution satisfying the initial condition at O(St), and g
p
1 is the
particular solution given by5
gp1 = −
1
Pe
[
t22
2
∂2g0
∂x2
+ t2
∂2g0
∂x∂y
]
. (2.42)
For the velocity distributions considered, we have from (2.41) (also see sections 2.4.1 and
2.4.2),
gd0(x, 0) = δ(x)δ(y),
gd1(x, 0) = −
3
2Pe
[δ′′(x)δ(y) + δ(x)δ′′(y)],
gm0 (x, 0) = δ(x)δ(y),
gm1 (x, 0) = −
1
Pe
[δ′′(x)δ(y) + δ(x)δ′′(y)],
where the superscripts d and m, as before, indicate the initial conditions corresponding to a
5See Appendix A5 for details.
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delta function and a Maxwellian in velocity space, respectively. The solutions for g, to O(St),
for the two cases are
gd(x, t2;St) =G0 − St
Pe
[
3
2
{
∂2G0
∂x2
+
(
∂
∂y
+ t2
∂
∂x
)2
G0
}
+
(
t22
2
∂2G0
∂x2
+ t2
∂2G0
∂x∂y
)]
,
=G0 − St
Pe
[
(4t22 + 3)
2
∂2G0
∂x2
+ 4t2
∂2G0
∂x∂y
+
3
2
∂2G0
∂y2
]
, (2.43)
gm(x, t2;St) =G0 − St
Pe
[{
∂2G0
∂x2
+
(
∂
∂y
+ t2
∂
∂x
)2
G0
}
+
(
t22
2
∂2G0
∂x2
+ t2
∂2G0
∂x∂y
)]
,
=G0 − St
Pe
[
(3t22 + 2)
2
∂2G0
∂x2
+ 3t2
∂2G0
∂x∂y
+
∂2G0
∂y2
]
, (2.44)
where we have used that g0 = G0(x, y, t2) (see Appendix A5). Note that the solution for an
initial condition of the form δ(x)δ(n)(y) is given by the action of the operator (∂/∂y+t2∂/∂x)
n
on the fundamental solution G0, and represents the effect of the ambient vorticity in aligning
the ‘multipole’ singularity (initially along the y axis) with the flow direction with increasing
t2 (Blawzdziewicz & Szamel 1993). The number density g is entirely determined by the
three spatial variances viz. 〈xx〉, 〈yy〉 and 〈xy〉. Integrating by parts, one obtains that the
terms proportional to ∂2G0/∂x
2, ∂2G0/∂x∂y and ∂
2G0/∂y
2 in (2.43) and (2.44) contribute
to the O(St) corrections to 〈xx〉, 〈xy〉 and 〈yy〉 respectively; the resulting expressions for the
variances in the two cases are
〈xx〉d =〈xx〉G0 − St(4t22 + 3),
〈xy〉d =〈xy〉G0 − St(4t2),
〈yy〉d =〈yy〉G0 − 3St,
〈xx〉m =〈xx〉G0 − St(3t22 + 2),
〈xy〉m =〈xy〉G0 − St(3t2),
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〈yy〉m =〈yy〉G0 − 2St,
where 〈xx〉G0 , 〈xy〉G0 and 〈yy〉G0 are the variances corresponding to G0 (see Appendix A5). It
can easily be verified that the above expressions are identical to (2.13) and (2.14) (neglecting
exponentially decaying terms).
2.4 Comparison of exact and multiple scales solutions
In the previous section, we calculated the long time limits of the spatial variances generated
by the multiple scales analysis for the Maxwellian and delta function initial conditions, and
showed that they agreed with those obtained from the exact solutions. Here we compare the
complete exact and multiple scales solutions, including the short-time inertial relaxations.
We also examine the relaxation of the Brownian particle from a specified initial condition in
the athermal limit (Pe→∞).
2.4.1 Multiple scales solution for a Maxwellian initial condition
The Maxwellian initial condition is given by
P (x,v, 0) = {δ(x)δ(y)}
(
PeSt
2pi
)
exp
[
−PeSt(u
2 + v2)
2
]
,
= {δ(x)δ(y)}
(
PeSt
2pi
)
exp
[
−PeSt{(u− y)
2 + v2}
2
]
,
where the second step is possible due to the presence of δ(y). In terms of the rescaled variables
(xˆ,w),
P¯ (xˆ,w, 0) =
1
(2pi)
{δ(xˆ)δ(yˆ)}H¯0
(
w1
2
1
2
)
H¯0
(
w2
2
1
2
)
. (2.45)
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Therefore, (2.21) gives the initial conditions for the b
(0)
m,n’s as 6
b
(0)
0,0(xˆ, yˆ, 0) = δ(xˆ)δ(yˆ) =
δ(x)δ(y)
PeSt
,
b(0)m,n(xˆ, yˆ, 0) = 0 ∀ m+ n > 0. (2.46)
For small St,
b(0)m,n(xˆ, yˆ, t2;St) = b
(0)
m,n
I
(xˆ, yˆ, t2) + St b
(0)
m,n
II
(xˆ, yˆ, t2) +O(St
2), (2.47)
where b
(0)
m,n
I
satisfies the required initial condition, resulting in trivial conditions for all higher
order coefficients in the expansion. To leading order, (2.38) for i,m = 0 takes the form
∂b
(0)
0,n
I
∂t2
+ y
∂b
(0)
0,n
I
∂x
=
1
Pe

∂2b(0)0,nI
∂x2
+
∂2b
(0)
0,n
I
∂y2

 . (2.48)
Therefore, b
(0)
0,0
I
= G0/(PeSt) (denoted from here on by G¯0), and b
(0)
0,n
I
(xˆ, yˆ, t2) = 0 ∀ n ≥ 1.
Since b
(0)
0,0
I
does not couple to any of the equations for b
(0)
m,n
I
for m ≥ 1, the trivial initial
conditions (2.46) imply b
(0)
m,n
I
(xˆ, yˆ, t2) = 0 ∀ m ≥ 1&n ≥ 0. Thus, b(0)0,0
I
is the only non-zero
element at the leading order.
At the next order, the b
(0)
m,n
II
’s satisfy trivial initial conditions and are therefore
zero for m ≥ 1 and n ≥ 0; b(0)0,0
II
(also see equation (2.40)) satisfies
Db
(0)
0,0
II
= − 1
Pe
∂2G¯0
∂x∂y
, (2.49)
6The factor of (Pe St) in the initial condition is present in all the b
(i)
m,n’s and only serves to normalize the
probability density; it does not change the relative orders of the different contributions
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where
D =
∂
∂t2
+ y
∂
∂x
− 1
Pe
(
∂2
∂x2
+
∂2
∂y2
)
,
and therefore (see (2.42)),
b
(0)
0,0
II
(xˆ, yˆ, t2) =− 1
Pe
[
t22
2
∂2G¯0
∂x2
+ t2
∂2G¯0
∂x∂y
]
.
We now consider the b
(1)
m,n’s. Using (2.25), the only non-trivial initial conditions are
b
(1)
0,1(xˆ, yˆ, 0) =
1
2
1
2
∂b
(0)
0,0
I
∂yˆ
=
1
(2PeSt)
1
2
δ(x)δ′(y)
PeSt
,
b
(1)
1,0(xˆ, yˆ, 0) =
1
2
1
2
∂b
(0)
0,0
I
∂xˆ
=
1
(2PeSt)
1
2
δ′(x)δ(y)
PeSt
,
b
(1)
1,1(xˆ, yˆ, 0) =
1
4
b
(0)
0,0
I
=
1
4
δ(x)δ(y)
PeSt
,
where we omit the superscript I for all b
(i)
m,n’s (i ≥ 1), it being understood that they represent
the leading order coefficients in a small St expansion similar to (2.47), and that the higher
order corrections do not affect P (x,v, t) to O(St). Using (2.38) for i = 1, the equations
governing the non-trivial coefficients are
Db
(1)
0,1 =0,
Db
(1)
1,0 = − b(1)0,1,
Db
(1)
1,1 =0,
Db
(1)
2,0 = − b(1)1,1,
where b
(1)
2,0 is non-zero despite a trivial initial condition due to b
(1)
1,1 acting as the forcing
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function. The solutions, in order, to the above equations are
b
(1)
0,1(xˆ, yˆ, t2) =
1
(2PeSt)
1
2
(
∂G¯0
∂y
+ t2
∂G¯0
∂x
)
, (2.50)
b
(1)
1,0(xˆ, yˆ, t2) =
1
(2PeSt)
1
2
[
(1− t22)
∂G¯0
∂x
− t2∂G¯0
∂y
]
, (2.51)
b
(1)
1,1(xˆ, yˆ, t2) =
G¯0
4
, (2.52)
b
(1)
2,0(xˆ, yˆ, t2) = −
t2G¯0
4
. (2.53)
In order to determine the complete O(St) correction, we need to consider the b
(2)
m,n’s. Of these,
only those coefficients that satisfy initial conditions involving second-order derivatives (and
therefore jump an order in St when expressed in the original variables) contribute to the
O(St) correction. Using (2.33) and (2.25), the initial conditions for these coefficients are
b
(2)
0,0(xˆ, yˆ, 0) = −
1
(PeSt)

∂2b(0)0,0I
∂x2
+
∂2b
(0)
0,0
I
∂y2

 ,
b
(2)
0,2(xˆ, yˆ, 0) =
1
4(PeSt)
∂2b
(0)
0,0
I
∂y2
,
b
(2)
1,1(xˆ, yˆ, 0) =
1
2(PeSt)
∂2b
(0)
0,0
I
∂x∂y
,
b
(2)
2,0(xˆ, yˆ, 0) =
1
4(PeSt)
∂2b
(0)
0,0
I
∂x2
.
The equations corresponding to these initial conditions are
Db
(2)
0,0 = 0,
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Db
(2)
0,2 = 0,
Db
(2)
1,1 = −2b(2)0,2,
Db
(2)
2,0 = −b(2)1,1,
with the solutions
b
(2)
0,0(xˆ, yˆ, t2) = −
1
PeSt
[
∂2G¯0
∂x2
+
(
∂
∂y
+ t2
∂
∂x
)2
G¯0
]
, (2.54)
b
(2)
0,2(xˆ, yˆ, t2) =
1
4(PeSt)
(
∂
∂y
+ t2
∂
∂x
)2
G¯0, (2.55)
b
(2)
1,1(xˆ, yˆ, t2) =
1
2(PeSt)
[
(1− t22)
∂
∂x
− t2 ∂
∂y
](
∂G¯0
∂y
+ t2
∂G¯0
∂x
)
, (2.56)
b
(2)
2,0(xˆ, yˆ, t2) =
1
4(PeSt)
∂2G¯0
∂x2
+
1
2(PeSt)
[
t2(
t22
2
− 1) ∂
∂x
+
t22
2
∂
∂y
](
∂G¯0
∂y
+ t2
∂G¯0
∂x
)
. (2.57)
Having calculated the relevant coefficients, we consider the expression for the
rescaled probability density P¯ as given by (2.39) upto O(St2) in the rescaled variables. The
original and the rescaled probability densities differ by a factor of (PeSt)2; this does not,
however, alter the relative orders of the different terms, and is therefore not included when
comparing contributions from the various terms (below). As mentioned earlier, the b
(2)
m,n’s
jump an order due to the presence of second-order derivatives in their initial conditions.
That they contribute to the solution at O(St) also stems from the fact that the non-trivial
coefficients at this order, b
(2)
0,0, b
(2)
2,0 and b
(2)
0,2, multiply a product of two even Hermite func-
tions (H¯2 and H¯0 in this case); the O(St) contribution therefore comes from the presence of
the O(1) constant term in the even Hermite functions. Note that each power of the rescaled
velocity variable w will render the relevant contribution smaller by O(St
1
2 ) and thus the
quadratic term in H¯2 would be O(St) smaller than the constant term. For this reason the
non-zero coefficients at the first order, St b
(1)
1,0 and St b
(1)
0,1, despite being O(St
1
2 ) contribute
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only at O(St) to the solution (the additional factor of St
1
2 coming from the velocity variable
in H¯1), while St b
(1)
2,0 being O(St) still contributes at the same order. Similarly, the terms
containing b
(1)
1,1 and b
(2)
1,1 will be o(St) since they multiply H¯1(w1/2
1
2 )H¯1(w2/2
1
2 ). The reason
we need to consider them at all is because the equations for the b
(i)
2,0’s and b
(i)
1,1’s are coupled,
and the former contribute to the O(St) correction.
From (2.24) and (2.32), we observe that the non-trivial elements φ
(i)
m,n,m+n+j, j
ranging m + n − 2i to m + n + i, involve at most ith order derivatives of b(0)m,n. The φ(4)’s
would in general contain fourth-order derivatives of b
(0)
m,n and therefore, terms of the form
St4φ
(4)
m,n would only contribute at O(St2) (when taken together with the constant term in the
corresponding even ordered Hermite function). On the other hand, the non-zero φ
(3)
m.n’s that
contain third order derivatives multiply odd ordered Hermite functions and thus contribute
at the same order as the φ
(4)
m,n’s. We now rewrite (2.39) explicitly including only the terms
relevant to O(St).
P (xˆ, yˆ, u¯, v¯;St, Pe)
(PeSt)2
=
(
b
(0)
0,0
I
+St b
(0)
0,0
II
)
exp
[
−w
2
1 + w
2
2
2
]
+St
[{
(2
1
2w1)b
(1)
0,1e
−t1+(2
1
2w2)b
(1)
1,0e
−t1
− 2 b(1)2,0e−2t1
}−{w1 ∂b
(0)
0,0
I
∂xˆ
+ w2
∂b
(0)
0,0
I
∂yˆ
}]
exp
[
−w
2
1 + w
2
2
2
]
+ St2
[{
b
(2)
0,0 − 2 b(2)0,2e−2t1 − 2 b(2)2,0e−2t1
}
+ 2
1
2
(
∂b
(1)
1,0
∂xˆ
+
∂b
(1)
0,1
∂yˆ
)
e−t1
+ 2
1
2
(
∂b
(1)
1,0
∂xˆ
+
∂b
(1)
0,1
∂yˆ
)
e−t1 − 1
2
(
∂2b
(0)
0,0
I
∂xˆ2
+
∂2b
(0)
0,0
I
∂yˆ2
)]
exp
[
−w
2
1 + w
2
2
2
]
,
(2.58)
where we have used H¯0(z) = e
−z2 , H¯1(z) = 2
1
2 z e−z
2
, H¯2(z) = 2(z
2 − 1)e−z2 and retained
only the constant term in H¯2. It is seen that the terms linear in the velocity variables
w involve only b
(0)
0,0
I
, b
(1)
0,1 and b
(1)
1,0, which makes the calculation of the velocity dependent
corrections (terms of the form (a :wx)P (0), where P (0) is the leading order solution) alone a
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much simpler task. On substituting the expressions obtained for the various coefficients, it can
be verified that the above series matches up identically to the expansion of the corresponding
exact solution (Pm) in Appendix A2.
2.4.2 Multiple scales solution for a delta function initial condition
Here, we briefly present calculations similar to that in the previous section, carried out now
for a delta function initial condition. The details are given in Appendix A4. We consider the
case where
P (x,v, 0) = δ(x)δ(y)δ(u)δ(v),
= δ(x)δ(y)δ(u − y)δ(v),
so that the probability density in rescaled variables can be written as7
P¯ (xˆ,w, 0) =
δ(xˆ)δ(yˆ)
2pi
∞∑
m,n=0
(−1)m+nH¯2m(w1
2
1
2
)H¯2n(
w2
2
1
2
)
22(m+n)m!n!
.
For this case, the form of the solution is much more involved, and we restrict ourselves
to finding the O(St) velocity dependent corrections to P (x,v, t), which only requires the
calculation of the b
(0)
m,n’s and b
(1)
m,n’s to leading order; the superscripts ‘I’ and ‘II’ used in
section 2.4.1 are therefore omitted (the successful comparison of the number densities for
this initial condition suggests the correctess of the complete O(St) correction). From (2.21),
we obtain the initial conditions for the b
(0)
m,n’s as
b
(0)
2m,2n(xˆ, yˆ, 0) =
(−1)m+n
22(m+n)m!n!
δ(xˆ)δ(yˆ),
7We have used the relation δ(z) = 1
(2pi)
1
2
∑∞
n=0
(−1)nH¯2n(
z
2
1
2
)
22nn!
(see Uhlenbeck & Ornstein 1954).
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b
(0)
2m+1,2n(xˆ, yˆ, 0) =0,
b
(0)
2m,2n+1(xˆ, yˆ, 0) =0,
b
(0)
2m+1,2n+1(xˆ, yˆ, 0) =0.
The structure of the consistency condition (2.36) is such that the sets of coefficients
(b
(0)
2m,2n+1,b
(0)
2m+1,2n) and (b
(0)
2m,2n,b
(0)
2m+1,2n+1) form independent subsystems. The trivial initial
conditions for the former give
b
(0)
2m,2n+1(xˆ, yˆ, t2) =0, (2.59)
b
(0)
2m+1,2n(xˆ, yˆ, t2) =0. (2.60)
For the latter, we first obtain the solution for m = 0 (for which the coupling term in (2.36)
is absent) and then solve for increasing m to obtain the general forms
b
(0)
2m,2n(xˆ, yˆ, t2) =
(−1)m+n
(2pi)22n+mn!
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 2k)! G¯0, (2.61)
b
(0)
2m+1,2n+1(xˆ, yˆ, t2) =
(−1)m+n
(2pi)22n+m+1n!
m∑
k=0
t2m+1−2k2
∏m−1
l=k (2n+ 2m+ 1− 2l)
2kk!(2m + 1− 2k)! G¯0. (2.62)
Using the above expressions in (2.39), it may be verified that the exact and multiple scales
solutions are identical to leading order (see Appendix A4.1).
From equations (2.61) and (2.62), the φ
(1)
m,n,s’s for s 6= m+ n can be determined
using (2.24). The b
(1)
m,n’s satisfy the same set of equations as the b
(0)
m,n’s, and from (2.25),
b
(1)
2m,2n(xˆ, yˆ, 0) =0, (2.63)
b
(1)
2m+1,2n(xˆ, yˆ, 0) =
1
2
1
2
∂b
(0)
2m,2n
∂xˆ
− 2 12 (2m+ 2)∂b
(0)
2m+2,2n
∂xˆ
, (2.64)
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b
(1)
2m,2n+1(xˆ, yˆ, 0) =
1
2
1
2
∂b
(0)
2m,2n
∂yˆ
− 2 12 (2n+ 2)∂b
(0)
2m,2n+2
∂yˆ
, (2.65)
b
(1)
2m+1,2n+1(xˆ, yˆ, 0) =
1
4
b
(0)
2m,2n. (2.66)
Again, (b
(1)
2m,2n, b
(1)
2m+1,2n+1) and (b
(1)
2m,2n+1, b
(1)
2m+1,2n) form independent subsystems; they ap-
pear in the multiple scales series in the form St b
(1)
m,ne−(m+n)t1H¯mH¯n. The former will only
contribute terms of the form wi1w
j
2, where i+ j is even. The largest of these corresponds to
b
(1)
1,1 ( b
(1)
0,0 = 0) and is O(St
2). Therefore, we can restrict our attention to the set (b
(1)
2m+1,2n,
b
(1)
2m,2n+1) when looking at O(St) corrections. Solving (2.36) for initial conditions given by
(2.64) and (2.65), one obtains
b
(1)
2m+1,2n =
2
1
2 (−1)m+n
(2pi)22n+mn!
[
S
(m,n)
1
∂G¯0
∂xˆ
− S(m,n)2
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)]
, (2.67)
b
(1)
2m,2n+1 =
2
1
2 (−1)m+n
(2pi)22n+mn!
[
S′(m,n)2
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)
− S′(m,n)1
∂G¯0
∂xˆ
]
, (2.68)
where
S
(m,n)
1 =
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 2k)! ,
S
(m,n)
2 =
m∑
k=0
t2m+1−2k2
∏m
l=k(2n+ 2m+ 1− 2l)
2kk!(2m+ 1− 2k)! ,
S′(m,n)1 =
m−1∑
k=0
t2m−2k−12
∏m−2
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 1− 2k)! ,
S′(m,n)2 =
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m+ 1− 2l)
2kk!(2m− 2k)! .
Using the relations (2.61), (2.62), (2.67), (2.68) and the expressions for the φ(1)’s in (2.39), it
can be verified (see Appendix A4.2) that the multiple scales series matches the corresponding
exact solution to O(St), for velocity dependent corrections to the leading order solution.
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It is seen that the multiple scales series for this initial condition is of the form
P (x,v, t1, t2;St, Pe) = P
(0)(x,v, t1, t2;St, Pe) + StP
(1)(x,v, t1, t2;St, Pe) + . . . (2.69)
Since the P (i)’s are themselves functions of St, the term StiP (i) will also include higher
order contributions of O(Sti+a) (a > 0). For instance, b
(0)
m,nH¯mH¯n in the leading order solu-
tion (P (0) =
∑
b
(0)
m,nH¯mH¯n) contains terms of the form b
(0)
m,nwm1 w
n
2 that are O(St
m+n
2 ) when
expressed in terms of (u, v), and therefore o(St) for m+n > 2. Strictly speaking, they should
not be considered when comparing the exact and multiple scales solutions to O(St); it is,
however, possible in this case (as illustrated in the appendices) to cast the series in a form
which can be identified with terms in the exact solution.
2.4.3 The athermal limit
In the absence of Brownian motion, a particle at rest at the origin of a simple shear flow
remains so for all time. Therefore, to illustrate the relaxation of a non-Brownian particle from
its initial state, we must choose an initial condition in position space different from that used
above. Accordingly, we first derive the (finite Pe) form of the multiple scales solutions when
the particle at time t = 0 is at (x, y)≡(0, y0) with a Maxwellian distribution of velocities. The
non-Brownian limit is obtained by letting Pe→∞ in the final expression for the probability
density. The initial condition is
P (x,v, 0) = δ(x)δ(y − y0)
(
PeSt
2pi
)
exp
[
−PeSt(u
2 + v2)
2
]
, (2.70)
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which can be written in the form
P (x,v, 0) = δ(x)δ(y − y0)
(
PeSt
2pi
)
exp
[
−(PeSt)v
2
2
]
exp
[
−PeSt(u− y + y)
2
2
]
,
= δ(x)δ(y − y0)
(
PeSt
2pi
)
exp
[
−(PeSt)v
2
2
]
∞∑
m=0
(
PeSt
2
)m
2 ym
m!
dm
dum
{
exp
[
−PeSt(u− y)
2
2
]}
,
and in terms of the rescaled variables (xˆ,w), the renormalized probability density becomes
P¯ (xˆ,w, 0) =
1
2pi
∞∑
m=0
δ(xˆ)δ(yˆ − yˆ0)(−1)
myˆm0
m! 2
m
2
H¯m
(
w1
2
1
2
)
H¯0
(
w2
2
1
2
)
, (2.71)
where the delta function allows us to replace yˆ by yˆ0. The initial conditions for the coefficients
b
(0)
m,n (see (2.21)) are
b
(0)
m,0(xˆ, yˆ, 0) = δ(xˆ)δ(yˆ − yˆ0)
(−1)myˆ0m
m! 2
m
2
,
b(0)m,n(xˆ, yˆ, 0) =0 ∀ n 6= 0.
From (2.22), we observe that the system of equations for the b
(0)
m,n’s (n > 0) is independent of
the b
(0)
m,0’s, and the trivial initial conditions imply that these are zero for all times. With this
simplification, the b
(0)
m,0’s satisfy
∂b
(0)
m,0
∂t2
+ yˆ
∂b
(0)
m,0
∂xˆ
= 0, (2.72)
which gives
b
(0)
m,0(xˆ, yˆ, t2) =
(−1)mδ(xˆ− yˆt2)δ(yˆ − yˆ0)yˆm0
m! 2
m
2
. (2.73)
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From (2.39), to leading order,
P¯ (0)(x¯,w, t1, t2;St, Pe) =
∞∑
m=0
b
(0)
m,0e
−mt1H¯m
(
w1
2
1
2
)
H¯0
(
w2
2
1
2
)
,
=
∞∑
m=0
(−1)mδ(xˆ− yˆt2)δ(yˆ − yˆ0)yˆm0
m! 2
m
2
H¯m
(
w1
2
1
2
)
H¯0
(
w2
2
1
2
)
. (2.74)
To find the limiting form of the above expression as Pe→ ∞, we first consider the limiting
forms of the Hermite functions.
lim
Pe→∞
St finite
H¯0
(
w1
2
1
2
)
H¯0
(
w2
2
1
2
)
= lim
PeSt→∞
(
PeSt
2pi
)
exp
[
−w
2
1 + w
2
2
2
]
,
= lim
PeSt→∞
(
PeSt
2pi
)
exp
[
−PeSt(u− y)
2 + v2
2
]
,
= δ(u− y)δ(v),
lim
Pe→∞
St finite
H¯m
(
w1
2
1
2
)
H¯n
(
w2
2
1
2
)
= 2
m+n
2 (−1)(m+n) lim
PeSt→∞
d(m+n)
dwm1 dw
n
2
{
H¯0
(
w1
2
1
2
)
H¯0
(
w2
2
1
2
)}
,
= (−1)m+n
(
2
PeSt
)m+n
2
δ(m)(u− y)δ(n)(v),
⇒ lim
PeSt→∞
(−1)m+n
(
PeSt
2
)m+n
2
H¯m
(
w1
2
1
2
)
H¯n
(
w2
2
1
2
)
= δ(m)(u− y)δ(n)(v).
Using the above limits, (2.74) takes the form
P (0)(x,v, t1, t2;St) =
∞∑
m=0
δ(x − y0t2)δ(y − y0)(y0e
−t1)m
m!
δ(m)(u− y0)δ(v), (2.75)
where we have replaced y by y0. Treating the summation (formally) as a Taylor series expan-
sion, we get
P (0)(x,v, t1, t2;St) = δ(x− y0t2)δ(y − y0)δ(v)δ(u − y0 + y0e−t1), (2.76)
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where the term proportional to y0 in the argument of the last delta function captures, to
leading order, the relaxation of the particle from a state of rest at t = 0 to the steady state
velocity of y01x in a time of O(τp).
The exact solution for this case is readily obtained by solving the Langevin equa-
tions of motion, viz. equation (2.3) with FB = 0, for the same initial conditions. We get
x = y0(t2 − St) + Sty0e−t1 ,
y = y0,
u = y0(1− e−t1),
v =0,
so that the probability density corresponding to this deterministic trajectory can be written
as
δ{x− y0t2 + y0St(1− e−t1)}δ(y − y0)δ(v)δ(u − y0 + y0e−t1),
which, to leading order, is identical to (2.76).
2.5 Conclusions and discussion
A multiple scales analysis was carried out for a single Brownian particle in a simple shear flow
for small St by expanding the exact probability density in a series of Hermite functions of the
fluctuation velocity. It was shown that to O(St) the method reproduces the exact solutions
for two sets of initial conditions in velocity space, a delta function and a Maxwellian. The
structure of the multiple scales hierarchy differs from the usual case of a position dependent
forcing (Wycoff & Balazs 1987a) in that arguments based on secularity are not sufficient to
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obtain the consistency conditions that determine the dependence of the expansion coeffi-
cients on the slower time scales. The success of the multiple scales method clearly implies
the existence of an equivalent Chapman-Enskog approach for the same problem (see next
chapter).
The O(St) correction to the Smoluchowski equation was obtained that accounts
for the first effects of particle inertia on the spatial probability density. The O(St) cor-
rections to the spatial density depend on the original phase space initial condition for the
Brownian particle, and are therefore different for the two initial conditions considered. For
non-rectilinear flows, the inertial corrections remain finite in the limit of vanishing Brownian
motion (Pe→∞). For shear flow, however, inertia exerts an influence in the athermal limit
only when hydrodynamic interactions between particles are taken into account.
For the more pertinent case of a suspension of interacting particles, the fun-
damental equation is again an N -body Fokker-Planck equation where both the drag on a
particle and the diffusivity tensor are now position-space dependent owing to hydrodynamic
interactions. In the dimensionless form the multiparticle Fokker-Planck equation is
∂PN
∂t
+ St
N∑
i=1
vi · ∂PN
∂xi
+
N∑
i,j=1
(m−1ij · Foj) ·
∂PN
∂vi
=
N∑
i,j,k=1
m−1ij ·RFUjk :
∂
∂vi
(vkPn) +
1
PeSt
N∑
i,j,k,l=1
m−1ij ·RFUjk ·m−1kl :
∂2PN
∂vi∂vl
,
where the force Fo is assumed to be due to an external flow and is scaled accordingly. The m’s
are (constant) inertia tensors and the RFU ’s are the configuration dependent hydrodynamic
resistance tensors. The velocity v in this equation includes both transalational and rotational
degrees of freedom. The spatial dependence of the drift and diffusivity coefficients make it
very difficult to obtain an analytic solution for arbitrary Pe and St. Despite the complex
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configurational dependence, however, the neglect of fluid inertia still gives rise to a drag linear
in the particle velocities, and the structure of the Fokker-Planck equation with respect to the
velocity variables is therefore unaltered. Though the multiple scales method in the above
form is no longer applicable in this case (see next chapter), one can still employ a Chapman-
Enskog expansion for small St and again reduce the difficulty of the original problem to
that of solving relatively tractable (Smoluchowski-type) equations in position space for the
expansion coefficients, while capturing the inertial relaxations associated with the velocity
distribution in a perturbative manner. The Chapman-Enskog procedure allows for a possible
non-analytic parametric dependence of the expansion coefficients on St and Pe. This is
particularly important for the case of interacting particles since the limit of weak Brownian
motion (St = 0, Pe→∞) is known to be singular (Brady & Morris 1997) and is characterised
by the concentration of the positional probability in O(aPe−1) boundary layers near particle-
particle contact. These boundary-layer effects are, in part, the reason for persistent non-
Newtonian effects even in large Pe suspensions.
51
Bibliography
[1] Blawzdziewicz, J. & Szamel, G. 1993 Structure and rheology of semidilute suspensions
under shear. Physical Review E 48(6), 4632-4636.
[2] Brady, J.F. & Morris, J.F. 1997 Microstructure of strongly sheared suspensions and its
impact on rheology and diffusion. J. Fluid Mech. 348, 103-139.
[3] Chandrasekhar, S. 1954 Stochastic problems in physics and astronomy, in Selected papers
on noise and stochastic processes (ed. Nelson Wax), pp. 3-91. Dover.
[4] Chapman, S. & Cowling, T.G. 1970 The mathematical theory of non-uniform gases.
Cambridge University Press.
[5] Elrick, D.E. 1962 Source functions for diffusion in uniform shear flow. Aust. J. Phys.
15, 283-288.
[6] Hinch, E.J. 1975 Application of the Langevin equation to fluid suspensions. J. Fluid
Mech. 72, 499-511.
[7] Miguel, S.M. & Sancho, J.M. 1979 Brownian motion in shear flow. Physica 99A, 357-364.
[8] Risken, H. 1989 The Fokker-Planck Equation. Springer-Verlag, pp. 25.
[9] Smoluchowski, M.V. 1915 U¨ber brownsche Molekularbewegung unter Einwirkung a¨ubere
Kra¨fte und deren Susammenhang mit der verallgemeinerte Diffusionsgleichung. Ann. d.
Physik 48, 1103-1112.
52
[10] Subramanian, G. & Brady, J.F. Multiple scales analysis of the Fokker-Planck equation
for simple shear flow. Physica A, to be submitted.
[11] Subramanian, G. & Brady, J.F. Multiple scales analysis of the Fokker-Planck equation
for a planar linear flow. Physica A, to be submitted.
[12] Subramanian, G. & Brady, J.F. Multiple scales analysis of the Fokker-Planck equation
for inertial suspensions. Physica A, to be submitted.
[13] Subramanian, G. & Brady, J.F. Effect of particle inertia on suspension dynamics I:
Relative inplane trajectories in shear flow. J. Fluid. Mech., to be submitted.
[14] Titulaer, U.M. 1978 A systematic solution procedure for the Fokker-Planck equation of
a Brownian particle in the high-friction case. Physica 91A, 321-344.
[15] Uhlenbeck, G.E. & Ornstein, L.S. 1954 On the theory of Brownian motion, in Selected
papers on noise and stochastic processes (ed. Nelson Wax), pp. 93-111. Dover.
[16] Wycoff, D. & Balazs, N.L. 1987a Multiple time scales analysis for the Kramers-
Chandrasekhar equation. Physica 146A, 175-200.
[17] Wycoff, D. & Balazs, N.L. 1987b Multiple time scales analysis for the Kramers-
Chandrasekhar equation with a weak magnetic field. Physica 146A, 201-218.
53
Chapter 3
Chapman-Enskog formulation for the Fokker-Planck
equation
3.1 Introduction
The structure of the multiple scales formulation in the previous chapter bears resemblance to
the Chapman-Enskog expansion, a method originally developed as a means to solve the Boltz-
mann equation. The Boltzmann equation governs the singlet distribution function P1(x,u, t)
in a molecular hard-sphere gas (Chapman & Cowling 1970), and is given by
∂P1
∂t
+ u· ∂P1
∂x
+
∂
∂u
·
(
Fo
m
P1
)
=
∂cP1
∂t
, (3.1)
where the term on the right hand side represents the change in P1 due to hard-sphere colli-
sions. The Chapman-Enskog method resolves variations in P1 on time scales much longer than
the collisional time (i.e., the time interval between two successive collisions) and on length
scales much larger than the (molecular) mean free path. It is valid in the so-called hydrody-
namic regime, where the probability density only depends implicitly on the space and time
variables through functions that characterise the marcroscopic state of the gas (e.g., density,
velocity, pressure, etc.). The expansion is thus a singular one, accurate only after an initial
temporal boundary layer; the dynamics during this initial period correspond to the so-called
kinetic regime. The inability to resolve the shortest time scales in this case stems from the
insolubility of the leading-order time dependent equation involving the non-linear (integral)
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collision operator (∂c/∂t).
A Chapman-Enskog-like procedure can be carried out for the Fokker-Planck equa-
tion, and the resulting expansion then describes the evolution of the phase space probability
density (for the Brownian particle) on time scales much greater than the inertial relaxation
time (τp); this is done in Chapter 4. For the Fokker-Planck equation with a hydrodynamic
drag linear in the velocity, however, one can make further progress, since the equation is
linear and the leading-order time dependent equation reduces to an eigenvalue problem that
is easily solved. As was found in Chapter 2, the eigenfunctions are the Hermite functions and
form a complete orthogonal set. This implies that unlike the Boltzmann equation, one can
formulate a Chapman-Enskog method for the Fokker-Planck equation that accounts for varia-
tions of the probability density on the shortest time scales of O(τp)
1. Indeed, this has already
been done for a single Brownian particle in a conservative force-field by Titulaer (1978). In
what follows, we outline a similar formulation for the non-equilibrium case when the forcing
is due to a simple shear flow; the resulting expansion for the phase space probability density
and the corrected Smoluchowski equation obtained are identical to that derived in the previ-
ous chapter using the multiple scales formalism. The Chapman-Enskog formulation is more
general, however, and remains valid even in cases where the drift and diffusion coefficients in
the Fokker-Planck equation are configuration dependent. As will be seen in section 3.3, the
multiple scales formalism fails in these cases.
1Note that the spatial variations of the probability density are still neglected at leading order, and are thus
assumed to be on a scale much larger than the Brownian mean free path (kT/m)
1
2 τp. Including the spatial
dependence at leading order would, of course, imply solving the full problem!
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3.2 Equivalence of the Chapman-Enskog and multiple scales
formalisms for a single Brownian particle in shear flow
We again consider equation (2.15) in section 2.3.2 of Chapter 2:
∂P¯
∂t
+ St yˆ
∂P¯
∂xˆ
+ St
(
w1
∂P¯
∂xˆ
+ w2
∂P¯
∂yˆ
)
=
∂
∂w1
(w1P¯ ) +
∂
∂w2
(w2P¯ ) +
(
∂2P¯
∂w21
+
∂2P¯
∂w22
)
, (3.2)
and expand the (rescaled) probability density in the form
P¯ (xˆ,w, t) =
∑
m,n
Pm,n(xˆ,w, t) =
∑
m,n
{
cm,n(xˆ, t)ψm,n(w) +
∞∑
i=1
Sti P (i)m,n(xˆ,w, c(xˆ, t))
}
, (3.3)
where c(xˆ, t) ≡ {cm,n(xˆ, t)}∞m,n=0 and w is the scaled fluctuation velocity. The ψm,n’s are the
eigenfunctions defined in section 2.2 of Chapter 1; thus
ψm,n(w) = H¯m
(
w1
2
1
2
)
H¯n
(
w2
2
1
2
)
.
The time derivative in the Chapman-Enskog formalism is expanded as
∂
∂t
=− (m+ n) +
∞∑
i=1
Sti ∂(i−1)m,n , (3.4)
when acting on the Pm,n’s; the leading order term in (3.4) is the eigenvalue associated with
the eigenfunction ψm,n. We now elaborate the motivation behind the use of (3.3) and (3.4).
If one were to neglect the O(St) spatial derivatives in (3.2), then the reduced
equation involves only the fluctuation velocity w and has already been examined in Chapter
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1 (see (2.7)). Its general solution is given by
P¯ red =
∑
m,n
P redm,n(w, t) =
∑
m,n
cm,n(t)ψm,n(w), (3.5)
where the cm,n’s (∝ e−(m+n)t) are functions of time only. Since each of the P redm,n’s in (3.5) is
proportional to e−(m+n)t, the action of the time derivative on P redm,n is equivalent to multiplying
by the factor −(m+n), that is to say, for the reduced problem ∂/∂t = −(m+n) when acting
on P redm,n. This defines the action of ∂/∂t on P¯
red since
∂P¯ red
∂t
=
∂
∂t
(∑
m,n
P redm,n
)
=
∑
m,n
∂P redm,n
∂t
=
∑
m,n
−(m+ n)P redm,n.
Now examining (3.2), we see that (3.5) is no longer an exact solution, and neither
will ∂/∂t acting on the Pm,n’s be necessarily equivalent to multiplying by −(m+n). However,
the Chapman-Enskog formalism recognizes that both of these still hold at leading order. Thus
(3.5) with the cm,n’s now regarded as functions of both space and time differs from the exact
solution only at O(St), the discrepancy being generated by the O(St) spatial derivatives in
(3.2). This discrepancy is then accounted for by adding O(St) corrections to all the P redm,n’s (the
P
(1)
m,n’s in (3.3)). The pattern repeats at successive orders in St, i.e., the addition of the O(St)
corrections generates a discrepancy at O(St2) that is accounted for by the P
(2)
m,n’s and so forth,
which suggests the use of (3.3) as a solution of (3.2) for small St. A similar argument suggests
the form (3.4) for the action of the time derivative, the higher-order corrections in this case
being the operators ∂
(i)
m,n’s for i ≥ 0. The subscripts m and n indicate that the action of the
operator ∂
(i)
m,n (on the Pm,n’s) will in general be different for each m and n. This is, of course,
true even at leading order since the multiplicative factors (m+n) are obviously functions of
m and n. The ∂
(i)
m,n’s are treated as unknowns, and their action obtained from solvability
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conditions imposed at each order in the perturbation procedure.
Using (3.4) and (3.3) in (3.2) yields that the time dependence of all P
(i)
m,n’s for
i ≥ 1 is contained implicity in the cm,n’s and therefore the ∂(i)m,n’s, in effect, act on the cm,n’s.
If (say)P
(l)
m,n = L(cj,k), L being an arbitrary spatial operator, then the action of ∂
(i)
m,n on P
(l)
m,n
is obtained by replacing cj,k by ∂
(i)
m,ncj,k, i.e., ∂
(i)
m,n(Lcj,k) = L(∂
(i)
m,ncj,k)
2. We emphasize
that this is not an equality, but rather a requirement once we regard ∂
(i)
m,n as acting only on
functions of time (the cm,n’s in this case). Indeed, it will be seen below that the ∂
(i)
m,n’s are
determined in terms of spatial operators and the latter do not necessarily commute with L.
For either m or n not equal to zero, the time derivative defined by (3.4) acting on
the cm,n’s predicts an exponential decay on the scale of τp at leading order. Thus the cm,n’s
for m+ n > 0 represent the fast scales that characterise the momentum relaxations; c0,0 for
which case ∂/∂t is O(St), characterizes the slower spatial relaxation processes. If one were
only interested in dynamics of O(γ˙−1) or longer, it suffices to consider c0,0 alone (see Chapter
4). This, however, would only be valid for large times and the connection with the initial
distribution would be lost. Also note that P¯ has a diagonal structure at leading order, i.e.,
P
(0)
m,n ∝ ψm,n, which is no longer true for the higher order contributions; this is analogous to
that found for the P (i)’s in the multiple scales formalism (see section 2.2, Chapter 2).
Using (3.4) and (3.3) in (3.2) one obtains, by construction, an identity at leading
order. After suitable simplification, to O(St), one has
Lm,nP
(1)
m,n =
[
∂
∂w1
w1 +
∂
∂w2
w2 +
(
∂2
∂w21
+
∂2
∂w22
)
+ (m+ n)
]
P (1)m,n
2This requirement is met in a natural way in the multiple scales formalism since the terms in the expansion
of the time derivative are of the form ∂/∂ti, where ti is still treated as a time-like variable.
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=
(
∂(0)m,n + yˆ
∂
∂xˆ
)
cm,nH¯mH¯n +
[
1
2
1
2
∂cm,n
∂xˆ
H¯m+1H¯n +
1
2
1
2
∂cm,n
∂yˆ
H¯mH¯n+1
+ 2
1
2m
∂cm,n
∂xˆ
H¯m−1H¯n + 2
1
2n
∂cm,n
∂xˆ
H¯mH¯n−1 +
cm,n
2
H¯m+1H¯n+1
+ ncm,nH¯m+1H¯n−1
]
, (3.6)
where H¯m ≡ H¯m(w1/2 12 ) and H¯n ≡ H¯n(w2/2 12 ), respectively. The terms proportional to
H¯mH¯n and H¯m+1H¯n−1 on the right-hand side are both solutions of the homogeneous equation
Lm,n(P
(1)
m,n) = 0, and must therefore be eliminated in order to render (3.6) solvable. Setting
individual terms to zero will, however, lead to trivial results for the cm,n. Instead, we observe
that
P¯ (1) =
∑
m,n
P (1)m,n =
∞∑
q=0
∑
m+n=q
P (1)m,n,
and therefore
Lm,n
( ∑
m+n=q
P (1)m,n
)
=
∑
m+n=q
{R.H.S. of (3.6)}, (3.7)
where the operator
Lm,n =
[
∂
∂w1
w1 +
∂
∂w2
w2 +
(
∂2
∂w21
+
∂2
∂w22
)
+ q
]
,
remains the same for all P
(1)
m,n with m+n fixed, thereby enabling one to go from (3.6) to (3.7).
By a simple rearrangement, one finds that the sum on the right-hand side of (3.7) contains
terms of the form [(
∂(0)m,n + (n+ 1)yˆ
∂
∂xˆ
)
cm,n + cm−1,n+1
]
H¯mH¯n,
proportional to the homogenous solutions. Equating these terms to zero shows that ∂
(0)
m,n is
identical to ∂/∂t2 (see (2.22)). The above resummation is a natural consequence when the
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analysis is formulated in terms of tensorial Hermite functions, as is necessary when considering
hydrodynamic interactions (see section 3.4).
The expression for P (1) may now be obtained by solving (3.6) with the remaining
terms for each m and n. Without loss of generality, the coefficients of the homogeneous
solutions in P (1) may be set to zero. One can then verify that the O(St) contribution
to P¯ in the Chapman-Enskog expansion, as given by the particular solution at this order,
is identical to that obtained using the multiple scales method (see (2.10) and (2.24)). A
similar calculation at O(St2) yields ∂
(1)
m,n, and combining the expressions for ∂
(0)
m,n and ∂
(1)
m,n
gives equation (2.34) for the cm,n’s. This then shows that the Chapman-Enskog method is
equivalent to the multiple scales formalism for a single Brownian particle in simple shear flow.
This equivalence can, in fact, be shown to hold for an isolated Brownian particle (of constant
mass) subject to a Stokes drag in an arbitrary position dependent force field (see Wycoff &
Balazs 1987a). However, as will be seen below, the requirement of an explicit exponential
form for the fast scales (the t1 scale in Chapter 2) in the multiple scales formalism restricts
its applicability to precisely these cases.
3.3 Chapman-Enskog method for a configuration dependent
drag force in one dimension
The multiple scales method formulated in Chapter 1 fails if the ‘mass’ of the Brownian par-
ticle is no longer constant, or if the drag it experiences is a function of spatial position. Such
circumstances, as will be seen later, arise naturally in the context of multiphase sytems. For
instance, owing to hydrodynamic interactions, the drag on a given particle in a suspension
is dependent on the relative positions (and possibly orientations) of other particles (Kim &
Karrila 1991). The case of a position dependent mass is relevant for non-spherical parti-
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cles in whose case the inertia matrix is a function of particle orientation, and in bubbly
liquids (Yurkovetsky & Brady 1996) where the virtual mass matrix characterizing the inertial
interactions of bubbles is configuration dependent, a feature characteristic of fluid inertia.
The reason for the failure of the multiple scales formalism is that the functions
representing the dependence of the probability density on the fast time scales of O(τp) are
no longer superpositions of decaying exponentials as was assumed in (2.9). In order to see
this, we examine the simplistic case of a Brownian particle in one dimension with a position
dependent drag in the absence of an external force field3, the spatial domain still being infinite
in extent. The (non-dimensional) Fokker-Planck equation for this problem is given by
∂P
∂t
+  u
∂P
∂x
= f(x)
[
∂P
∂u
(uP ) +
∂2P
∂u2
]
, (3.8)
where  = (τp/τD)
1
2 (see Appendix A1) and f(x), which denotes the spatial dependence of
the drag coefficient, is an arbitrary non-zero function of position. The Chapman-Enskog
expansion developed in the previous section is still valid for this problem since it does not
assume any specific functional form for the fast time scales. This generality is, of course,
at the expense of not knowing the explicit analytical forms of the momentum relaxation
processes for arbitrary f(x).
Following arguments in section 3.2, we expand P as
P (x, u, t; ) =
∑
n
Pn(x, u, t; ),
=
∑
n
(
cn(x, t; )H¯n
(
u
2
1
2
)
+  P (1)n (x, u, cn(x, t)) + 
2 P (2)n (x, u, cn(x, t)) + . . .
)
,
(3.9)
3The case where both the mass and drag are position dependent is dealt with in section 3.4, in the context
of inertial suspensions.
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using
∂
∂t
=− nf(x) + ∂(0)n + 2∂(0)n + . . . , (3.10)
where the leading order term in the expansion for the time derivative is now a function of x,
denoting the spatial dependence of the momentum relaxations.
We now use (3.9) and (3.10) in (3.8), and solve upto O(4) in a manner analogous
to the previous section; the solvability conditions in one dimension are readily obtained
without the need for resummation. The resulting equations for the expansion coefficients are
∂cn
∂t
= −nf(x)cn + 2 ∂
∂x
(
1
f(x)
∂cn
∂x
)
− 4(2n+ 1) ∂
∂x
{
f ′(x)
f3(x)
∂
∂x
(
1
f(x)
∂cn
∂x
)}
+O(6),
(3.11)
where the inertial corrections in (3.11) appear at successive orders in 2 (and therefore in
integral powers of the particle massm). At O(4) we now have a non-fickian term proportional
to f ′(x) that was absent for the case of a constant drag, and is a consequence of the exact
solution of (3.8) no longer being a Gaussian for non-zero  .
If f(x) = f were constant, the coefficients cn for n ≥ 1 are related to c0 as
cn = c0 e
−nft, (3.12)
and P (0) =
∑
n cn(x, t; )H¯n(u/2
1
2 ) is consistent with the form (2.9) assumed in the multi-
ple scales procedure. Here c0 ≡ c0(x, 2t; ) is the solution of the corrected Smoluchowski
equation ((3.11) for n = 0) to all orders in , 2t being the slow time scale (denoted by t2 in
62
Chapter 2 and Appendix A1); thus
∂c0
∂(2t)
=
∂
∂x
(
1
f(x)
∂c0
∂x
)
− 2 ∂
∂x
{
f ′(x)
f3(x)
∂
∂x
(
1
f(x)
∂c0
∂x
)}
+O(4) = K(x, )c0. (3.13)
Assuming a leading order solution of the form P (0) =
∑
c0e
−nf(x)tH¯n(u/2
1
2 ) in
the general case, however, leads to inconsistencies at O() and higher, due to terms of the form
t{f ′(x)∑ncn(x, t)e−nf(x)tH¯n(u/2 12 )}; the (explicit) algebraic dependence on t invalidates the
procedure used in Chapter 1 for deriving recurrence relations between the cn’s. That the
relationship between coefficients characterising the fast and slow time scales is not as simple
may be seen by deriving the analog of (3.12) in the general case, valid for short times. Again
considering (3.11), the solution for cn for small  can be written as
cn(x, t; ) = e
−ntf(x)
[
c0(x, 
2t; ) + 2c(1)n (x, 
2t, t) +O(4)
]
, (3.14)
whence, c
(1)
n satisfies
∂c
(1)
n
∂t
= −2ntf
′(x)
f(x)
∂c0
∂x
− nt c0 ∂
∂x
(
f ′(x)
f(x)
)
+ n2t2c0
{f ′(x)}2
f(x)
.
For short times, this can be solved to yield
c(1)n =−
2nf ′(x)
f(x)
[
t2
2
∂
∂x
c0(x, 0; )+
2 t
3
3
∂
∂x
K(x; )c0(x, 0; ) + . . .
]
−n ∂
∂x
(
f ′(x)
f(x)
)[
t2
2
c(x, 0; )
+2
t3
3
K(x; )c0(x, 0; ) + . . .
]
+ n2
f ′(x)2
f(x)
[
t3
3
c0(x, 0; ) + 
2 t
4
4
K(x; )c0(x, 0; )
]
, (3.15)
valid when t  O(− 23 ). The involved relation between cn and c0 in this case can now be
contrasted with (3.12) and the form (2.9) assumed in the multiple scales formalism. Never-
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theless, the coefficients cn for n ≥ 1 still become asymptotically small for times greater than
O(τp).
As would be expected, the inertial corrections to the Smoluchowski equation do
not alter the equilibrium distribution in cases where it exists. The latter corresponds to a zero
flux in the stationary state and is still given by the solution of the leading order Smoluchowski
equation times a Maxwellian velocity distribution. In one dimension a vanishing flux at
infinity, and thence at every point x in the domain, is a sufficient condition for the existence
of an equilibrium distribution. For the above case in particular, it follows from (3.13) that
the equilibrium spatial density satisfies
1
f(x)
∂ceq0
∂x
= 0,
and is therefore a constant. It is easily seen that the inertial term at O(2) in (3.13) vanishes
for a constant number density. This remains true for a Brownian particle in any number
of dimensions in the presence a potential force field described by Ψ(x) (consistent with a
vanishing flux at infinity) since the associated Maxwell-Boltzmann distribution, e−Ψ(x)e−
u2
2 ,
satisfies the governing Fokker-Planck equation.
In two or more dimensions, the force field need no longer be conservative as is
the case for simple shear flow. The possibility of a stationary solution of the form e−Ψ(x) is
precluded in such cases. Even when a scalar potential function exists, the solution e−Ψ(x) may
be inconsistent with boundary conditions imposed at infinity and thus represent an aphysical
distribution. An example is planar extensional flow where the velocity field (and the resulting
hydrodyamic force field) is derivable from a potential Ψ(x, y) = K(x2 − y2). A solution of
the form e−K(x2−y2) would tend to infinity along the compressional axis. Planar extension,
however, supports a constant spatial density in the inertialess approximation which would be
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the physically relevant solution.
In the above non-equilibrium cases, the inertial corrections found using the
Chapman-Enskog expansion may be important in determining the modified stationary state
distributions. Indeed, again considering planar extension, the Smoluchowski equation, to
O(St), is found to be
∂c0
∂t
+Kx
∂c0
∂x
−Ky∂c0
∂y
=
1
Pe
(
∂2c0
∂x2
+
∂2c0
∂y2
)
+St
[
K2
(
∂
∂x
(xc0) +
∂
∂y
(yc0)
)
+
K
Pe
(
∂2c0
∂y2
− ∂
2c0
∂x2
)]
,
which clearly does not support a constant number density as a steady solution in contrast
to the zero-inertia limit. The Stokes number here is given by St = (Γ:Γ)
1
2 τp, Γ being the
velocity gradient tensor; Pe = 6piηa3(Γ:Γ)
1
2 /kT . The physical reason, of course, is that the
particles now migrate across the curvilinear streamlines on account of inertial forces, and this
migration will eventually be balanced by Brownian diffusion arising from a gradient in the
number density.
The aforementioned considerations become relevant for suspensions subjected to
external flows, in which case the force field is almost always non-conservative on account of
hydrodynamic interactions, and inertial corrections may therefore be crucial in determining
the spatial microstructure. In the next section we outline a Chapman-Enksog formalism to
determine the microstructure of Brownian suspensions for small but finite particle inertia.
3.4 Chapman-Enskog method for inertial suspensions
3.4.1 Introduction
In this section we employ the Chapman-Enskog method as a means to investigate the ef-
fects of particle inertia in a suspension of arbitrarily shaped Brownian particles subjected to
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an external linear flow. The phase-space probability density again satisfies a Fokker-Planck
equation with the force field and diffusivities being modified to include the effects of hydrody-
namic interactions among particles. The Fokker-Planck equation contains additional terms
to account for the configuration dependence of the particle inertia matrix which may be nec-
essary for non-spherical particles. The ambient linear flow field u∞ = Γ · y, where Γ, the
(traceless) velocity gradient tensor, gives rise to a non-conservative hydrodynamic force field
except when it is symmetric. Even for a symmetric Γ, however, the force field experienced
by an individual particle is not conservative on account of hydrodynamic interactions; the
particle surfaces act as sources of vorticity and render the resultant velocity (and force) field
rotational.
The application of the Chapman-Enskog formalism involves initially expanding
the non-equilibrium probability density in an infinite series of tensorial Hermite functions of
the fluctuation velocity. The latter is no longer the difference between the particle velocity
and that of the ambient linear flow at its location, but instead is the deviation of the actual
particle velocity from that of an inertialess particle at the same location. As in Chapter
1, the analysis is restricted in its validity to cases where the inertial relaxation time of an
individual particle is much smaller than the flow time scale (O(Γ :Γ)−
1
2 ). The analysis places
no restriction on the volume fraction, however, and also allows for an arbitrary ratio of the
configurational (diffusive) and flow time scales4. The leading order term in the Hermite func-
tion expansion is again a local Maxwellian in the fluctuation velocity as was for the case
of a single Brownian particle, and therefore does not explicitly involve the hydrodynamic
resistance/mobility functions; the effect of hydrodynamic interactions is, in part, to alter the
4In a statistically homogeneous concentrated suspension, one can distinguish two distinct regimes of linear
behavior as regards the mean square displacement of a single particle, those characterised by the short-
time (Ds0) and the long-time (D
s
∞) self-diffusivities. The appropriate generalization for a concentrated sus-
pension of the diffusive time scale τD = a
2/D of a single Brownian particle, is obtained by replacing D by
Ds0(φ) (Brady & Morris 1997).
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rate of approach to this local equilibrium. Each particle ‘feels’ the presence of the others
and may be regarded as suspended in a medium with an increased effective viscosity, which
changes the rate of momentum relaxation. In light of the arguments in section 3.3 for a
spatially varying drag in one dimension, we expect that the momentum relaxations will no
longer be expressible as simple superpositions of decaying exponentials owing to the config-
uration dependent inertia and resistance matrices, thereby rendering the original multiple
scales formalism developed in Chapter 1 inapplicable.
With the inclusion of hydrodynamic interactions, the force field and diffusivity in
the Fokker-Planck equation become complex functions of the particle configuration, making
it extremely difficult to obtain an analytical solution. In the limit when the momentum
and spatial relaxation processes occur on separate time scales, the Chapman-Enskog method
reduces the difficulty of the problem from that of solving for the exact phase-space probability
density to determining the series coefficients in the Hermite function expansion that depend
on configuration coordinates alone and satisfy Smoluchowski-like equations. The procedure,
in principle, yields inertial corrections to the Smoluchowski equation to any desired order.
We will, however, restrict our attention to the first effects of particle inertia, i.e., the O(St)
inertial modification, while commenting on the general form and the physical relevance of
the higher order terms.
In section 3.4.2 we give the governing equations together with the assumptions
made in the subsequent analysis. The Chapman-Enskog method is outlined in sections 3.4.3.1
and 3.4.3.2 for a configuration dependent and constant inertia tensor, respectively. The O(St)
inertial correction to the Smoluchowski equation is derived for the latter case (see (3.53)). The
range of validity of these and higher order corrections is analyzed in section 3.4.4. Section
3.5 summarizes the results and considers possible extensions of the method to cases where
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the particles interact via direct hard-sphere like collisions.
3.4.2 Problem formulation
The phase-space density for a system of N interacting Brownian particles satisfies a Fokker-
Planck equation (also see section 2.5 in Chapter 1) given by
∂PN
∂t¯
+
N∑
i=1
ui · ∂PN
∂yi
+
N∑
i,j,k,l=1
∂
∂ui
·
[(
1
2
m−1ij ·
∂mkl
∂xj
−m−1ij ·
∂mjk
∂xl
)
:ukulPN
]
+
N∑
i,j=1
(m−1ij ·Foj)·
∂PN
∂ui
=
N∑
i,j,k=1
m−1ij ·RFUjk :
∂
∂ui
(ukPN ) + kT
N∑
i,j,k,l=1
m−1ij ·RFUjk ·m−1kl :
∂2PN
∂ui∂ul
, (3.16)
where PN ({yi}, {ui}, t¯ ) is the probability density of finding the N particles in the 2N -
dimensional elemental phase space volume [{(y1,y1 + dy1), (u1,u1 + du1)}, . . . , {(yN ,yN +
dyN ), (uN ,uN + duN )}] at time t¯; the m’s are the inertia tensors and the RFU ’s are the
hydrodynamic resistance tensors. Thus, −∑Nj=1 RFUij ·uj represents the hydrodynamic drag
force on particle i in a suspension of N particles with velocities {uj}, and
∑N
j,k=1 m
−1
ij ·RFUjk ·uk
is the acceleration of the ith particle in response to similar forces acting on the system. Be-
cause fluid inertia is neglected, the drag is linear in the particle velocities and the resistance
tensors are only functions of the instantaneous particle configuration. This assumption is
valid when the particles are much denser than the suspending fluid since the ratio of particle
to fluid inertia scales with the density ratio of the two phases (see Chapter 1). The symbols
y, u and F are used to denote (y,p), (u,ω) and (F,L) where p, ω and L are the orientation
vector, the angular velocity and the hydrodynamic torque, respectively. In a similar manner,
m ≡ (mδ, I), where I is the moment of inertia tensor, and RFU ≡
(
RFU RFΩ
RLU RLΩ
)
; the elements
of RFU denote the couplings between the components of F and u.
Thus, (3.16) includes both translational and rotational degrees of freedom cou-
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pled by hydrodynamic interactions. In general, the external force field Fo may include any
configuration dependent interparticle forcing. Here we are concerned with the case when
Fo is the hydrodynamic force experienced by an individual particle due to the external
(linear) flow u∞, and therefore scales as (6piηa)|u∞|. In the absence of hydrodynamic in-
teractions, Fo = 6piηau∞, and the net hydrodynamic force experienced by an individual
particle is −(6piηa)(u−u∞), ensuring that a force-free non-Brownian inertialess particle will
follow the fluid streamlines. However, in presence of hydrodynamic interactions, particle
pathlines deviate from the streamlines even in the limit of zero-inertia; Fo now takes the
form 6piηaR¯(x) · u∞ + Fodev, where R¯(x) → 1,Fodev → 0 as the volume fraction goes to zero.
One may define a drag coefficient R¯(φ) determined from an ensemble average of the drag
force on any given particle, and ηR¯(φ) can now be interpreted as an effective viscosity of the
suspension. The expressions for R¯(x) and Fodev for pair-wise interactions are given in Kim &
Karrila (1991).
The terms proportional to (∇x m) on the left hand side of (3.16) arise for a
configuration dependent inertia matrix and may be derived from a Lagrangian description
using generalized coordinates (Grassia, Hinch & Nitsche 1995). The Langevin equations cor-
responding to (3.16) are given in terms of the Lagrangian L as
d
dt
(
∂L
∂ui
)
− ∂L
∂xi
= Fh + FB,
where Fh is the hydrodynamic force due to the external flow field. In the absence of inter-
particle forces, i.e., when Fh = −(6piηa)u + Fo, the Lagrangian is simply the total kinetic
energy L = (1/2)∑ij ui ·mij · uj . The drift and diffusion coefficients that appear in (3.16)
can then be derived in the usual manner from the short time behavior of the first and second
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moments of x and u (see Risken 1989)5.
The inertial relaxation time for a particle in a concentrated suspension depends
on the volume fraction via the effective viscosity, and is given by τ¯p = m/(6piηaR¯(φ)). Thus,
the ratio of the inertial and flow time scales, which defines the appropriate Stokes number
for a concentrated suspension, is S¯t = St/R(φ), where St = m(Γ :Γ)
1
2 /(6piηa) is the Stokes
number of an isolated Brownian particle. Since R¯(φ) is a monotonic increasing function of
φ (Jeffrey & Acrivos 1976), S¯t < St, and the effective particle inertia decreases with increasing
φ. We will continue to use St as the dimensionless parameter to represent the magnitude of
particle inertia remembering, however, that the condition for the convergence of the solution
is now S¯t 1. Using S¯t would in any case imply calculating R¯(φ), which in turn would entail
knowledge of the flow induced micrstructure; the latter is, of course, yet to be determined.
This then implies that the range of validity of the Chapman-Enskog solution increases with
φ, and for concentrated suspensions, one expects the perturbative solution to provide an
accurate description even for St of O(1) or greater.
Using yi = axi, ui = {(Γ :Γ) 12a}vi, and scaling the inertia and resistance tensors
with m and (6piηa), respectively6, we obtain the dimensionless form of (3.16) as
∂PN
∂t
+ St
{
vi
∂PN
∂xi
+
∂
∂vi
[(
m−1ij
2
∂mkl
∂xj
−m−1ij
∂mjk
∂xl
)
vkvlPN
]}
=
∂
∂vi
m−1ij R
FU
jk {(vk −RFU
−1
klF
o
l )PN}+
(
1
PeSt
)
m−1ij R
FU
jk m
−1
kl
∂2PN
∂vi∂vl
, (3.17)
where Pe = a2(Γ : Γ)
1
2 /D. Summation over repeated indices is implied in (3.17) and all
5We assume that the Brownian force FB is a Gaussian white noise process, in which case the third and
higher moments do not enter the statistical description.
6The scalings used above for the inertia and resistance tensors only apply to the translational degrees of
freedom; the moment of inertia of a particle scales as ml2 and the element RLΩ scales as ηl3 for a particle with
characteristic length ‘l’. This difference is, however, immaterial since the dimensionless parameters obtained
remain unchanged.
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subsequent tensorial relations; thus a given index i ranges from 1 to 6N in 3 dimensions.
We continue to use the same symbols for the dimensionless inertia and resistance tensors to
avoid notational complexity. The Peclet number defined above represents the ratio of the
configurational and flow time scales for an isolated Brownian particle. As was the case with
the Stokes number, the appropriate Peclet number in a concentrated suspension is a function
of the volume fraction, and is given by P¯ e = Pe(D/Ds0(φ)), where D
s
0(φ) is the short-time
self-diffusivity (defined as the instantaneous mobility). This, however, is not a concern since,
as will be seen, the Chapman-Enskog scheme is valid for arbitrary Pe provided only that
S¯t  1; the Peclet number serves to set the scale for the velocity fluctuations through
the combination PeSt. We will therefore retain Pe as the relevant measure of the relative
importance of flow and Brownian effects.
Using the flow time scale for non-dimensionalization and scaling the resistance
tensors as before, the Smoluchowski equation corresponding to (3.17) is:
∂
∂t
(
gN√
detmab
)
+
1√
detmab
∂
∂xi
(
RFUij
−1
F oj gN
)
=
1
Pe
√
detmab
∂
∂xi
(√
detmabR
FU
ij
−1 ∂
∂xj
(
gN√
detmab
))
, (3.18)
where gN is the configurational probability density at time t (see Grassia, Hinch & Nitsche
1995). Equation (3.18) describes the configurational dynamics for zero inertia with a con-
figuration dependent inertia tensor. In the presence of hydrodynamic interactions, one has
a tensorial diffusivity (≡ RFU−1) and the hydrodynamic velocity field, (RFU−1·Fo), is no
longer solenoidal. When Fo = 0, the equilibrium distribution is given by geqN =
√
detm; in
one dimension, this would imply that regions with vigorous thermal activity are depleted
in favor of regions of higher mass and feeble thermal velocities. When m,RFU = δ and
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Fo = −∇V (x), V being a scalar potential, geqN ∝ exp [−PeV (x)], the familiar Boltzmann
distribution. In section 3.4.3.2, we will derive corrections to (3.18) that account for the effects
of particle inertia in a suspension for the special case of a constant m.
3.4.3 Multiple scales analysis
3.4.3.1 Configuration dependent inertia tensor
In this section we examine the general form of the multiple scales solution to (3.17). Before
considering the detailed structure of the solution, we look at a simplified form of (3.17)
obtained by neglecting the O(St) term involving spatial gradients:
∂P
∂t
=
∂
∂wi
(
m−1ij R
FU
jk wkP
)
+m−1ij R
FU
jk m
−1
kl
∂2P
∂wi∂wl
, (3.19)
where wi is the scaled fluctuation velocity defined by wi = (PeSt)
1
2 (vi −RFU−1ij F oj ), and we
have replaced PN by P , the size (N) of the system now being understood. Since the inertia
tensor m is symmetric and positive definite, one may write m = m
1
2
† ·m 12 (‘†’ denotes the
transpose), and thereby define the non-singular variable transformation w¯i = m
1
2
ijwj. In the
new variables (3.19) becomes
∂P¯
∂t
= (m
1
2 )−1ji R
FU
jk (m
1
2 )−1kl
[
∂
∂w¯i
(w¯lP¯ ) +
∂2P¯
∂w¯i∂w¯l
]
= LH(w¯), (3.20)
where P¯ = (
√
detm)−1P is the rescaled (in order to satisfy the integral constraint) probability
density. Since the resistance tensor RFU factors out, the steady state solution only depends
on the RFU ’s implicitly (through w¯), and is given by e−
w¯·w¯
2 , with a suitable normalization
constant. Thus the solution is a local Maxwellian in the fluctuation velocity w¯, a measure of
the difference between the actual particle velocity at the given location and that corresponding
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to the zero-inertia-pathline passing through the same location.
Since the inertia and resistance tensors only depend on configurational degrees
of freedom, the general solution of (3.20) is given by
P¯ (w¯, t) =
∞∑
M=0
aMi1i2...iM (x, t)
{
H¯M
(
w¯
2
1
2
)}
i1i2...iM
, (3.21)
where
{H¯M (z)}i1i2...iM = (−1)M
∂M
∂zi1∂zi2 . . . ∂ziM
(
e−z·z
)
, (3.22)
is the tensorial Hermite function of order M ; the coefficient aM is an Mth order tensor
satisfying the relation
∂
∂t
(aMi1i2...iM ) =−RFUjk (m
1
2 )−1ki
[
aMi1i2...iM−1i(m
1
2 )−1jiM + a
M
i1i2...iM−2iiM
(m
1
2 )−1jiM−1 + . . .
+ · · ·+ aMii2i3...iM (m
1
2 )−1ji1
]
,
= −MA(M)
i1i2...iM i
′
1i
′
2...i
′
M
aMi′1i′2...i′M
. (3.23)
where A(M) is a tensor of order 2M defined by
A(M)
i1i2...iM i
′
1i
′
2...i
′
M
=
1
M
[
δi1i′1δi2i′2 . . . δiM−1i′M−1R
FU
jk (m
1
2 )−1
ki′M
(m
1
2 )−1jiM
+ δi1i′1 . . . δiM−2i′M−2δiM i
′
M
RFUjk (m
1
2 )−1
ki′M−1
(m
1
2 )−1jiM−1
+ · · ·+ δi2i′2δi3i′3 . . . δiM i′MR
FU
jk (m
1
2 )−1
ki′1
(m
1
2 )−1ji1
]
, (3.24)
and has been used in the interests of notational brevity. Here we have used the fact that the
aM ’s can, without loss in generality, be chosen as invariant with respect to the interchange of
any pair of their M indices. This implies that A(M) must be made symmetric with respect to
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its first group of M indices (i1, i2, . . . , iM ), and in addition, may be symmetrized with respect
to its last group of M indices (i′1, i
′
2, . . . , i
′
M ); the symmetry of R
FU makes A(M) invariant to
the interchange i1 ↔ i′1, i2 ↔ i′2, . . . , iM ↔ i′M 7. It must also be noticed that in the presence
of hydrodynamic interactions, the different degrees of freedom in velocity space are coupled.
Thus an isolated term of the form
∏6N
i=1 H¯ni(w¯i/2
1
2 ) is no longer an eigenfunction of the
operator LH in (3.20); instead, one now interprets H¯M(w¯/2
1
2 ) as a tensorial eigenfunction
with MA(M) as the associated matrix of eigenvalues. The orthogonality and completeness of
the Hermite functions H¯M enables one to determine the coefficients a
M (x, 0) corresponding
to an arbitrary initial distribution (Grad 1949).
The form of (3.21) with the aM ’s given by (3.23) motivates the use of a generalized
Chapman-Enskog expansion for P in (3.17) of the form
P (x,v, t) =(
√
detm)P¯ (x, w¯, t) = (
√
detm)
∞∑
M=0
P¯M (x, w¯, t),
=(
√
detm)
∞∑
M=0
{
aMi1i2...iM (x, t){H¯M
(
w¯
2
1
2
)
}i1i2...iM + St P¯ (1)M (x, w¯,aM(x, t))
+ St2P¯
(2)
M (x, w¯,a
M(x, t)) + . . .
}
, (3.25)
for small St. As was seen earlier, the linearity of the Fokker-Planck equation allows one
to treat the temporal evolution of each of the P¯M ’s separately; the coupling between these
various modes occurs at O(St) and higher via the initial conditions. In order to obtain
non-trivial equations at each order in St, the time derivative is also expressed as an infinite
7With these symmetries in mind, the tensor A(M) is actually an average over M ·M ! permutations of its
2M indices, rather than the M permutations indicated in (3.24). It is this form of A(M) which should be
used, for instance, in (3.27), when solving for the fast scales. The higher-order Chapman-Enskog solutions
obtained with either definition of A(M) remain the same, however.
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sequence of operators given by
∂
∂t
P¯
(i)
M =
[
−MA + St ∂(0)M + St2∂(1)M + . . .
]
P¯
(i)
M , (3.26)
where the operator at leading order is defined by
A bM1i1i2...iM1
= A(M1)
i1i2...iM1 i
′
1i
′
2...i
′
M1
bM1
i′1i
′
2...i
′
M1
.
Here, bM1 is a tensor of order M1 and an arbitary function of x and t; this definition fol-
lows naturally from (3.21) and (3.23). As before, the operators ∂
(i)
M will be determined from
solvability conditions at successive orders in St. We observe that (3.25) and (3.26) are ten-
sorial analogues of (3.9) and (3.10) (see section 3.3). Similar to the one-dimensional case, we
expect that the relaxations on the fast time scales of O(τ¯p) (≡ |A(M)|−1) will no longer be
expressible as superpositions of exponentials. The relations between coefficients characteriz-
ing the fast (aM , M ≥ 1) and slow (a0) scales will therefore be multi-dimensional analogs of
(3.14) and (3.15), where the exponential e−nft is now replaced by e−MA
(M)t, the latter being
interpreted as the classical power series:
(e−A
(M)t)i1i2...iM i′1i′2...i′M =
∞∑
n=0
(−1)n tn
n!
{A(M) A(M) A(M) . . . n times}i1i2...iM i′1i′2...i′M ,
(3.27)
where
A(M)
i1i2...iM i
′′
1 i
′′
2 ...i
′′
M
A(M)
i′′′1 i
′′′
2 ...i
′′′
M i
′′′′
1 i
′′′′
2 ...i
′′′′
M
= A(M)
i1i2...iM i
′′
1 i
′′
2 ...i
′′
M
A(M)
i′′1 i
′′
2 ...i
′′
M i
′′′′
1 i
′′′′
2 ...i
′′′′
M
.
As was the case for a single Brownian particle in simple shear (see section 3.2), the solution to
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(3.17) has a diagonal structure at leading order since P¯
(0)
M is proportional to H¯M (see (3.25)).
Again, the higher order contributions do not share this property, and will in general be given
by
P¯
(i)
M =
∞∑
M1=0
{b(i)M,M1}i1i2...iM1{H¯M1}i1i2...iM1 ,
where b
(0)
M,M1
= δM,M1a
M1 , which reproduces the leading order solution. In what follows, we
will use the above formalism to determine the Smoluchowski operator to O(St). Again refer-
ring back to the one-dimensional case, this would be equivalent to determining the expression
for K(x, ) in (3.13) to O(2).
Using P = (
√
detm)P¯ in (3.17), we obtain
∂P¯
∂t
+ St
{
vi
∂P¯
∂xi
+
∂
∂vi
[(
m−1ij
2
∂mkl
∂xj
−m−1ij
∂mjk
∂xl
)
vkvlP¯
]
+
viP¯
2
∂
∂xi
ln (detmab)
}
=
∂
∂vi
m−1ij R
FU
jk {(vk −RFU
−1
kl F
o
l )P¯ }+
(
1
PeSt
)
m−1ij R
FU
jk m
−1
kl
∂2P¯
∂vi∂vl
,
for the rescaled probability. Changing variables from (x,v) to (x, w¯), and subsituting (3.25),
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we finally obtain the following sequence of equations:
L
(M)
H (w¯)P¯
(i)
M =
i−1∑
j=0
∂
(j)
M P¯
(i−j−1)
M
+
1
(PeSt)
1
2
[
1
2
{(m 12 )−1ij w¯j−(PeSt)
1
2F hi }P¯ (i−1)M
∂
∂xi
{ln (detmab)}+w¯j(m
1
2 )−1ij
∂P¯
(i−1)
M
∂xi
]
− 1
(PeSt)
1
2
{(m 12 )−1lk (m
1
2 )−1mj + (m
1
2 )−1lj (m
1
2 )−1mk}
∂m
1
2
km
∂xl
w¯jP¯
(i−1)
M
+
1
(PeSt)
1
2
(m
1
2 )−1kj (m
1
2 )−1lb
(
∂m
1
2
al
∂xk
− ∂m
1
2
ak
∂xl
)
∂
∂w¯j
(w¯aw¯bP¯
(i−1)
M )
+ (PeSt)
1
2
[
(m
1
2 )−1jn (m
1
2 )−1pk
(
∂m
1
2
pl
∂xj
− ∂m
1
2
pj
∂xl
)
− ∂m
1
2
nk
∂xl
]
F hk F
h
l
∂P¯
(i−1)
M
∂w¯n
+
[
(m
1
2 )−1jn (m
1
2 )−1lmm
1
2
pk
(
∂m
1
2
pl
∂xj
− ∂m
1
2
pj
∂xl
)
− (m 12 )−1lm
(
∂m
1
2
nk
∂xl
+
∂m
1
2
nl
∂xk
)
− (m 12 )−1jn
(
∂m
1
2
mk
∂xj
− ∂m
1
2
mj
∂xk
)]
F hk w¯m
∂P¯
(i−1)
M
∂w¯n
+F hk
∂P¯
(i−1)
M
∂xk
+ F hi (m
1
2 )−1kl
∂m
1
2
jk
∂xi
w¯l
∂P¯
(i−1)
M
∂w¯j
− (m 12 )−1ij m
1
2
nl
∂F hl
∂xi
w¯j
∂P¯
(i−1)
M
∂w¯n
− (PeSt) 12F hi
∂F hl
∂xi
m
1
2
nl
∂P¯
(i−1)
M
∂w¯n
, (3.28)
where the operator
L
(M)
H (w¯) ≡
[
(m
1
2 )−1ji R
FU
jk (m
1
2 )−1kl
(
∂
∂w¯i
(w¯l +
∂2
∂w¯i∂w¯l
)
+MA
]
,
and we have used Fh to denote the hydrodynamic force field (RFU
−1 · Fo).
By construction, we have an identity at leading order (i = 0). For i = 1, we get
L
(M)
H (w¯)P¯
(1)
M = (∂
(0)
M a
M
i1i2...iM
){H¯M}i1i2...iM + (residual) R.H.S. of (3.28) for i = 1, (3.29)
where ∂
(0)
M will be determined by removing the homogenous solutions, viz. terms proportional
to H¯M on the right hand side of (3.29). These terms will only arise from the ‘flow’ terms,
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i.e., those containing Fh. While this may be seen from (3.28) after suitable manipulations,
it should even otherwise be evident, since as seen in section 3.3, the corrections to the
Smoluchowski equation in the absence of an external flow field, proceed in powers of 2, where
 = τp/τD. Thus, we expect the ‘non-flow’ terms to appear in the solvability conditions only
at alternate orders in St; however, the resulting contributions to the Smoluchowski equation
will not necessarily be of the same order owing to the associated factor of (PeSt). The first
non-trivial contribution from the non-flow terms will then be at O(St2) (i = 2), and this gives
rise to the familiar Brownian diffusion term in (3.18) (see below).
For now, again looking at the flow terms in (3.28), we note that the terms in the
solvability condition at this order will be linear in Fh. This restricts consideration to the
following five terms:
[
(m
1
2 )−1jn(m
1
2 )−1lmm
1
2
pk
(
∂m
1
2
pl
∂xj
− ∂m
1
2
pj
∂xl
)
−(m 12 )−1lm
(
∂m
1
2
nk
∂xl
+
∂m
1
2
nl
∂xk
)
−(m 12 )−1jn
(
∂m
1
2
mk
∂xj
− ∂m
1
2
mj
∂xk
)]
F hk w¯m
∂P¯
(0)
M
∂w¯n
, F hk
∂P¯
(0)
M
∂xk
, F hi (m
1
2 )−1kl
∂m
1
2
jk
∂xi
w¯l
∂P¯
(0)
M
∂w¯j
,−(m 12 )−1ij m
1
2
nl
∂F hl
∂xi
w¯j
∂P¯
(0)
M
∂w¯n
,
− 1
2
F hk P¯
(0)
M
∂
∂xk
{ln (detmab)} .
Using the recurrence relation for the H¯M ’s, the solvability condition is found to be
∂
(0)
M a
M
i1i2...iM
+
∂
∂xk
(aMi1i2...iMF
h
k )−MF hi (m
1
2 )−1kl
{
∂m
1
2
iM k
∂xi
aMi1i2...iM−1l
}
s
+M(m
1
2 )−1ij
∂F hl
∂xi
{
m
1
2
iM l
aMi1i2...iM−1j
}
s
−MF hk
{[
(m
1
2 )−1jiM (m
1
2 )−1pk m
1
2
lm
(
∂m
1
2
pl
∂xj
− ∂m
1
2
pj
∂xl
)
− (m 12 )−1lm
(
∂m
1
2
iM k
∂xl
+
∂m
1
2
iM l
∂xk
)
+ (m
1
2 )−1jiM
(
∂m
1
2
mk
∂xj
− ∂m
1
2
mj
∂xk
)]
aMi1i2...iM−1m
}
s
= 0, (3.30)
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where {.}s is a symmetrizing operator and serves to define the totally symmetric tensor
{Ci1i2...il}s =
1
l!
∑
Cip1 ip2 ...ipl ,
the sum being over all permutations of the numbers 1, 2, 3, . . . , l (Wycoff and Balazs 1987b).
The series coefficient a0, neglecting exponentially small corrections, is equal to
the spatial probability density gN for all times greater than O(τ¯p). The equation for a
0 is
obtained from (3.30) by setting M = 0 ; thus
∂
(0)
0 a
0 +
∂
∂xk
(a0F hk ) = 0, (3.31)
which is seen to be the limiting form of (3.18) for Pe→∞. As in Chapter 1, the diffusive term
at the next order will come out to be O(1/PeSt) from the solvability condition at O(St2), and
serves, in part, to determined ∂(1); the resulting contribution to the Smoluchowski equation
is, of course, O(1/Pe).
While one could proceed for the general case, in the absence of a specific problem
to examine and in light of the algebraic complexity of (3.28), we will restrict ourselves to
obtaining the O(St) correction to the Smoluchowski equation when the inertia tensor m is
configuration independent (see next section). For the variable inertia case, we will focus on
extracting the leading order diffusive term alone, so the resulting Smoluchowski equation
obtained from combining the solvability conditions at O(St) and O(St2) can be compared to
(3.18), thereby ensuring the consistency of the formalism at leading order.
The derivation of the diffusive term requires considering the non-flow terms alone
in (3.28) for i = 1, and one need only examine the solution P¯
(1)
M for M = 0. The solution for
general M , albeit algebraically more involved, is no more difficult; an expression for P¯
(1)
M is
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derived in Appendix B1, and serves to illustrate the general solution procedure at successive
orders in St. We now look at (3.28) for i = 1 and M = 0,
LH(w¯)(P¯
(1)
0 )
diff =
1
(PeSt)
1
2
[
1
2
(m
1
2 )−1ij w¯jP¯
(0)
0
∂
∂xi
{ln (detmab)}+w¯j(m
1
2 )−1ij
∂P¯
(0)
0
∂xi
]
− 1
(PeSt)
1
2
{(m 12 )−1lk (m
1
2 )−1mj + (m
1
2 )−1lj (m
1
2 )−1mk}
∂m
1
2
km
∂xl
w¯jP¯
(0)
0
+
1
(PeSt)
1
2
(m
1
2 )−1kj (m
1
2 )−1lb
(
∂m
1
2
al
∂xk
− ∂m
1
2
ak
∂xl
)
∂
∂w¯j
(w¯aw¯bP¯
(0)
0 ), (3.32)
with the associated solvability condition determined from (3.28) for i = 2 as
{∂(1)0 }diffP¯ (0)0 +
1
(PeSt)
1
2
(
(m
1
2 )−1ij
[
w¯j
∂
∂xi
(P¯
(1)
0 )
diff
]
H¯0
+
{
1
2
(m
1
2 )−1ij
∂
∂xi
{ln (detmab)}−
{(m 12 )−1lk (m
1
2 )−1mj+(m
1
2 )−1lj (m
1
2 )−1mk}
∂m
1
2
km
∂xl
}
[w¯j{P¯ (1)0 }diff ]H¯0
)
= 0, (3.33)
the superscript ‘diff ’ being used for obvious reasons. From (B.6) in Appendix B1, the
solution of (3.32) is given by
(P¯
(1)
0 )
diff = {b(1)0,1}diffi1 {H¯1}i1 + {b
(1)
0,3}diffi1i2i3{H¯3}i1i2i3 ,
whence the solvability condition reduces to
{∂(1)0 }diffP¯ (0)0 +
2
1
2
(PeSt)
1
2
[
(m
1
2 )−1ij
∂
∂xi
{b(1)0,1}diffj +
{
1
2
(m
1
2 )−1ij
∂
∂xi
{ln (detmab)}−
{(m 12 )−1lk (m
1
2 )−1mj+(m
1
2 )−1lj (m
1
2 )−1mk}
∂m
1
2
km
∂xl
}
{b(1)0,1}diffj
]
= 0. (3.34)
80
From (B.3) and (B.7) with M = 0, b
(1)
0,1
diff
is given as
{b(1)0,1}diffj =
1
2
1
2 (PeSt)
1
2
m
1
2
jqR
FU
qp
−1
[
−∂a
0
∂xp
+
∂
∂xp
(
√
lndetmab)
]
. (3.35)
Using (3.35) in (3.34), we find {∂(1)0 }
diff
to be
{∂(1)0 }
diff
=
∂
∂xi
RFUij
−1
(
√
detmab)
∂
∂xj
(
a0√
detmab
)
. (3.36)
Combining (3.36) and (3.31) and using ∂/∂t = ∂
(0)
0 +St {∂(1)0 }
diff
(see (3.26)), t now being on
the flow time scale, it is easily seen that we recover the correct leading order Smoluchowski
equation.
3.4.3.2 Configuration independent inertia tensor
It is evident from equation (3.11), valid for a position dependent drag force, that the appear-
ance of non-Fickian terms in the Smoluchowski equation is independent of the configuration
dependence of the inertia tensor. In this section therefore, we derive the form of the O(St)
correction to the Smoluchowski equation for a constant m. As will be seen below, it is nec-
essary to derive expressions for the operators ∂
(i)
0 in (3.26) upto i = 3 in order to obtain the
complete O(St) correction to equation (3.18).
With the above simplications, the sequence of equations given by (3.28) reduces
to
LH(w¯)P¯
(i)
0 =
i−1∑
j=0
∂
(j)
0 P¯
(i−j−1)
0 +
1
(PeSt)
1
2
w¯j(m
1
2 )−1ij
∂P¯
(i−1)
0
∂xi
+F hk
∂P¯
(i−1)
0
∂xk
− (m 12 )−1ij m
1
2
nl
∂F hl
∂xi
w¯j
∂P¯
(i−1)
0
∂w¯n
− (PeSt) 12F hi
∂F hl
∂xi
m
1
2
nl
∂P¯
(i−1)
0
∂w¯n
, (3.37)
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For i = 1, eliminating terms proportional to the homogeneous solution H¯0 gives
us the same definition for ∂
(0)
0 as (3.31), this being independent of m. Having removed the
secular terms, we examine (3.37) for i = 1, including both flow and non-flow terms:
LH(w¯)P¯
(1)
0 =
{
1
(2PeSt)
1
2
(m
1
2 )−1ii1
∂a0
∂xi
+
(PeSt)
1
2a0
2
1
2
F hi
∂F hl
∂xi
m
1
2
i1l
}
{H¯1}i1
+
a0
2
(m
1
2 )−1ii1m
1
2
i2l
∂F hl
∂xi
{H¯2}i1i2 .
Thus, P¯
(1)
0 is found to be
8
P¯
(1)
0 ={b(1)0,1}i1{H¯1}i1 + {b(1)0,2}i1i2{H¯2}i1i2 , (3.38)
where
RFUjk (m
1
2 )−1ki (m
1
2 )−1ji1{b
(1)
0,1}i = −
[
1
(2PeSt)
1
2
(m
1
2 )−1ii1
∂a0
∂xi
+
(PeSt)
1
2a0
2
1
2
F hi
∂F hl
∂xi
m
1
2
i1l
]
,
RFUjk (m
1
2 )−1ki {{b(1)0,2}i1i(m
1
2 )−1ji2 + {b
(1)
0,2}i2i(m
1
2 )−1ji1} = −
a0
4
∂F hl
∂xi
{(m 12 )−1ii1m
1
2
i2l
+ (m
1
2 )−1ii2m
1
2
i1l
}.
(3.39)
Here we have explicitly shown the action of the symmetrizing operator for the case of two
indices i1 and i2. The term independent of F
h in (3.38) could also have been obtained directly
from (3.35) for {b(1)0,1}diff .
We now use (3.38) for P¯
(1)
0 at the next order (i = 2) to obtain ∂
(1)
0 , and then P¯
(2)
0 .
Unlike ∂
(0)
0 , the operator ∂
(1)
0 will involve both flow and non-flow contributions. The former
are non-linear in the external forcing Fh, and represent the first effect of particle inertia in
the limit Pe →∞, while the latter correspond to Brownian diffusion for a constant m. For
8As in section 3.2, the homogeneous solutions (∝ H¯0) at this and higher orders may, without loss of
generality be taken as zero by allowing the coefficients aM to satisfy St dependent initial conditions.
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i = 2, we have
LH(w¯)P¯
(2)
0 = ∂
(0)
0 P¯
(1)
0 + ∂
(1)
0 P¯
(0)
0 +
1
(PeSt)
1
2
w¯j(m
1
2 )−1ij
∂P¯
(1)
0
∂xi
+F hk
∂P¯
(1)
0
∂xk
− (m 12 )−1ij m
1
2
nl
∂F hl
∂xi
w¯j
∂P¯
(1)
0
∂w¯n
− (PeSt) 12F hi
∂F hl
∂xi
m
1
2
nl
∂P¯
(1)
0
∂w¯n
, (3.40)
and the solvability condition is given by (3.33) for a constant m:
∂
(1)
0 P¯
(0)
0 +
1
(PeSt)
1
2
(m
1
2 )−1ij
[
w¯j
∂P¯
(1)
0
∂xi
]
H¯0
= 0,
where [.]H¯0 denotes the term proportional to H¯0, which arises from the term proportional to
H¯1 in P¯
(1)
0 . Using the expression for b
(1)
0,1 from (3.39), we finally obtain
∂
(1)
0 a
0 =
1
(PeSt)
∂
∂xi
[
RFU
−1
ij
∂a0
∂xj
]
+
∂
∂xi
[
RFU
−1
ij F
h
l
∂F hn
∂xl
mnja
0
]
. (3.41)
Combining (3.31) and (3.41) gives us the familiar convection-diffusion equation at leading
order with the O(St) flow induced inertial correction for non-Brownian particles,
∂a0
∂t
+
∂
∂xk
(a0F hk )=
1
Pe
∂
∂xi
[
RFU
−1
ij
∂a0
∂xj
]
+St
∂
∂xi
[
RFU
−1
ij F
h
l
∂F hn
∂xl
mnja
0
]
, (3.42)
where we have used (3.26) to O(St) for M = 0, i.e., ∂/∂t = (∂
(0)
0 +St ∂
(1)
0 ); the Brownian term
is now O(1/Pe). Though correct to leading order, (3.42) does not yet contain the complete
O(St) correction. It is necessary go to higher orders in St in order to derive the missing
terms.
We have thus far obtained exact expressions for ∂
(0)
0 and ∂
(1)
0 . The higher order
operators will, however, also contain terms that contribute only at o(St), and these will be
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neglected in the subsequent analysis. Therefore, we only derive ‘partial’ expressions for ∂
(2)
0
and ∂
(3)
0 via the corresponding solvability conditions, including terms relevant to the O(St)
correction. It is seen from (3.37) that each additional spatial derivative adds a scale factor of
(PeSt)−
1
2 , and each Fh a factor of (PeSt)
1
2 in the definition of the Smoluchowski operators
∂
(i)
0 . The Brownian term in ∂
(1)
0 above, for instance, contains second-order derivatives and is
O(1/PeSt). Unlike chapter 1 (see Appendix A3), however, derivatives of fourth and higher
orders of O(1/PeSt)n (n ≥ 2) do not cancel out in general, and give rise to the non-Fickian
terms starting at O(St).
Since none of the P¯
(i)
0 ’s for i ≥ 1 contain H¯0 (see earlier footnote), the general
form of the solvability condition for i ≥ 1 can be written as
∂
(i)
0 P¯
(0)
0 +
1
(PeSt)
1
2
(m
1
2 )−1ij
[
w¯j
∂P¯
(i)
0
∂xi
]
H¯0
= 0, (3.43)
where the subscript [.]H¯0 is used to denote the term proportional to H¯0 . Using the recurrence
relations for the Hermite functions, this simplifies to
∂
(i)
0 a
0 = − 2
1
2
(PeSt)
1
2
(m
1
2 )−1ii1
∂
∂xi
(
{b(i)0,1}i1
)
, (3.44)
where b
(i)
0,1 is the coefficient of the term proportional to H¯1 in P¯
(i)
0 . Thus, deriving the
expressions for ∂
(2)
0 and ∂
(3)
0 will entail knowledge of b
(2)
0,1 and b
(3)
0,1, respectively. Moreover,
since we intend to look at the O(St) correction, we only need consider terms of O(1/PeSt)
in ∂
(2)
0 and those of O(1/PeSt)
2 in ∂
(3)
0 (see (3.26)).
In order to obtain ∂
(2)
0 , we first use (3.41) to eliminate the secular terms in (3.40),
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so that
LH(w¯)[P¯
(2)
0 ]H¯1 =
[
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where we only consider the part of b
(1)
0,1 (defined by (3.39)) that depends on ∇xa0, the other
term involving Fh being O(St) smaller. The solution of (3.45) is easily found, and is given
by
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)
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From (3.46) we obtain [b
(2)
0,1](Pe St)−
1
2
, and using this in (3.44) for i = 2, we get
[
∂
(2)
0 a
0
]
(PeSt)−1
=
2
1
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∂
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+
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∂F hn
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.
(3.47)
The term in (3.47) involving the gradient of b
(1)
0,1, and thence, second-order derivatives of a
0,
will cancel out on using the definition of ∂
(0)
0 viz. (3.31). Those that remain are proportional
to b
(1)
0,1 and∇xb(1)0,2, both of which are linear functionals of ∇xa0 as is evident from (3.39). This
implies that ∂
(2)
0 will involve second-order derivatives of a
0 with coefficients that depend lin-
early on (∇x Fh). The resulting contributions to the Smoluchowski equation are O(St/Pe),
and include both the O(St) corrections to the Brownian diffusivity and the O(St/Pe) Brow-
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nian drift velocity. The analysis therefore predicts that, at O(St), the diffusive behavior of
an inertial suspension is flow dependent. In Chapter 1 this correction took the form of an
O(St) xy diffusivity for an isolated Brownian particle in a simple shear flow (see (2.40)).
From (3.44), we see that the O(1/PeSt)2 term in ∂
(3)
0 is related to theO(1/PeSt)
3
2
term in b
(3)
0,1. In order to obtain the latter, we consider (3.37) for i = 3:
LH(w¯)P¯
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0 = ∂
(0)
0 P¯
(2)
0 + ∂
(1)
0 P¯
(1)
0 + ∂
(2)
0 P¯
(0)
0 +
1
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1
2
w¯j(m
1
2 )−1ij
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(2)
0
∂xi
+F hk
∂P¯
(2)
0
∂xk
− (m 12 )−1ij m
1
2
nl
∂F hl
∂xi
w¯j
∂P¯
(2)
0
∂w¯n
− (PeSt) 12F hi
∂F hl
∂xi
m
1
2
nl
∂P¯
(2)
0
∂w¯n
, (3.48)
where the solution for P¯
(3)
0 will be found after having used ∂
(2)
0 from (3.47) to eliminate the
secular terms on the right-hand side. The terms in [P¯
(2)
0 ]H¯1 are all O(1/PeSt)
1
2 (see (3.46)),
and therefore contribute terms of O(1/PeSt) in b
(3)
0,1; these lead to corrections to the Smolu-
chowski equation at O(St2) and are not considered here. The O(1/PeSt)
3
2 contributions
come from [P¯
(2)
0 ]
∗¯
H2
and [∂
(1)
0 P¯
(1)
0
∗], where the action of ∂(1)0 is defined in (3.41); the super-
script ‘*’ indicates that we only need the O(1/PeSt) contributions in the respective terms.
Again considering (3.40), we find
[P¯
(2)
0 ]
∗¯
H2
= {b(2)0,2}∗i1i2{H¯2}i1i2 ,
where
RFUjk (m
1
2 )−1ki
{
(m
1
2 )−1ji1{b
(2)
0,2}∗ii2
}
s
=
−1
2(2
1
2 )(PeSt)
1
2
{
(m
1
2 )−1ii2
∂
∂xi
{b(1)0,1}∇xa
0
i1
}
s
. (3.49)
Having found [P¯
(2)
0 ]
∗¯
H2
, we only include terms relevant to the O(St) correction in
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(3.48) to obtain
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∂xi
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Solving (3.50), the O(1/PeSt)
3
2 term in b
(3)
0,1 is given by
[
{b(3)0,1}i1
]
(PeSt)−
3
2
=−(m 12 )i1mRFUml
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1
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∂
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∂xi
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,
(3.51)
and using (3.51) in (3.44) with i = 3, one finally obtains
[
∂
(3)
0 a
0
]
(PeSt)−2
=
2
1
2
(PeSt)
1
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∂xm
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RFUml
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∇x(∂(1)0 a0)
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(PeSt)
1
2
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2 )−1ij
∂
∂xi
(
{b(2)0,2}∗jk
)]}
,
(3.52)
where the change in the superscript associated with the first term indicates that the action
of ∂
(1)
0 is obtained by replacing a0 by ∂
(1)
0 a
0 (see section 3.2). The operator ∂
(3)
0 a
0 involves
fourth order derivatives of a0 and is independent of Fo. While it can be shown using the
expressions for {b(1)0,1}∇xa
0
and b
(2)
0,2 that the two contributions in (3.52) have opposing signs,
they do not cancel out in general. This is seen from the fact that, while an explicit expression
for the first term in terms of the tensors (∇nxa0), m
1
2 and RFU is easily derived using (3.39)
for b
(1)
0,1 and (3.41) for ∂
(1)
0 , this is not the case for the second term since b
(2)
0,2
∗
is only defined
through the action of the symmetrizing operator in (3.49)9. For one dimension, (3.52) reduces
to the non-Fickian term in (3.13) with RFU (x) ≡ f(x) (see section 3.3). To see this, we need
9This does not, of course, imply that one cannot solve for the elements of b
(2)
0,2
∗
; (3.49) is a regular system
of linear equations, and one can always obtain the individual elements of b
(2)
0,2
∗
in terms of the elements of the
other known tensors.
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to scale t with τp as in (3.13), which adds a factor of St, and the term ∂
(3)
0 a
0 in the rescaled
equation becomes O(4) with 2 = St/Pe = τp/τD.
It will be seen in the next section that the operators ∂
(i)
0 for i > 3 are only
relevant at O(St2) and higher. Considering the expressions for ∂
(0)
0 , ∂
(1)
0 , ∂
(2)
0 and ∂
(3)
0 as
given by (3.31), (3.41), (3.47) and (3.52), respectively, the Smoluchowski equation, to O(St),
can now be written as
∂gN
∂t
+
∂
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Pe2
[Lx]4gN ,
(3.53)
where the V(i)’s and the D(i)’s are, respectively, the drift velocities and the diffusion coeffi-
cients at successive orders in St; they are given by
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mj ,
and D(0) here represents the Stokes-Einstein diffusion coefficient. The {b(1)0,2}ij ’s are as defined
in (3.39). The fourth-order derivative contributions, [Lx]4a0, come from ∂(3)0 ; here, Lx denotes
a spatial gradient with associated configuration dependent factors, i.e.,
[L]kxgN =
[
∂
∂xi1
h1i1i2(x)
∂
∂xi2
h2i2i3(x) . . . h
k−1
ik−1ik
(x)
∂
∂xik
]
gN .
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It must be noticed that b
(1)
0,2 ∝ gN , and therefore both V(1) and D(1) are independent of gN
as they must be.
3.4.4 Higher order inertial corrections
Having determined the operators ∂
(i)
0 for i ≤ 3, we observe that the orders of the highest
derivative in ∂
(0)
0 , ∂
(1)
0 , ∂
(2)
0 and ∂
(3)
0 are 1, 2, 2 and 4 respectively. This pattern repeats at
higher orders, that is, ∂
(4)
0 again has fourth order derivatives, the operators ∂
(5)
0 and ∂
(6)
0 will
contain sixth order derivatives, and so forth. Thus, the highest order of derivatives in both
∂
(2k−1)
0 and ∂
(2k)
0 is 2k. This pattern ensures that the familiar convection-diffusion equation
(3.18) for a constant m is indeed the correct leading order equation and that the O(St)
correction terminates with derivatives of the fourth order. More generally, the Chapman-
Enskog formalism for an inertial suspension leads to a corrected Smoluchowski equation of
the following form:
∂gN
∂t
+
∂
∂xi
[
(RFU
−1·Fo)igN
]
=
1
Pe
(
∂
∂xi
RFU
−1
ij
∂gN
∂xj
)
+St
(
L(1)x +
1
Pe
[L(1)x ]2+ 1
Pe2
[L(1)x ]4
)
gN
+ · · ·+ Stk
k+1∑
i=0
1
Pei
[L(k)x ]2igN + . . . , (3.54)
where we have used L(k)x to denote an operator of the form Lx at O(Stk) (see previous
section). The highest derivative contribution at any order in St is independent of the flow
Fo; at O(St) this is the term containing fourth order derivatives (see (3.53)). The explicit
form of the Pe independent terms, L(k)x gN , at any order in St, can always be given in terms
of the tensors m and RFU . While this may be shown from the structure of the formalism
in previous sections by proving the redundance of the symmetrizing operator for these cases,
it is more easily demonstrated from an explicit solution of the deterministic equations of
89
motion in this limit (see Chapter 3, section 4.2). These terms represent inertial corrections
to the probability density of a non-Brownian suspension. We recall that in Chapter 1 such
corrections were absent for an isolated Brownian particle in a simple shear flow owing to the
rectilinear ambient streamlines.
The general form (3.54) will remain valid even when the inertia tensor m is
configuration dependent. The latter is expected to only affect the forms of the factors hi(x)
in the operators L(k)x . Finally, the order of the highest derivative in the O(Stk) contribution
will remain unchanged even for M ≥ 1 (the fast scales), i.e., the equation for the aM ’s is of
the same form as (3.54); this is seen, in part, from comparing the consistency conditions for
the operators ∂
(0)
M (M ≥ 1), and ∂(0)0 given by (3.30) and (3.31) respectively.
For a statistically homogeneous suspension, the spatial probability density gN is
transalationally invariant, i.e., gN (x1,x2, . . . ,x2, t) ≡ gN (r2, r3, . . . , rN , t), where ri = xi −
xi−1. Thus changing to relative coordinates, (3.53) becomes
∂gN
∂t
+
∂
∂ri
[
(Vˆ
(0)
i +St{Vˆ (1)i conv+
1
Pe
Vˆ
(1)
i
Brow})gN
]
=
1
Pe
∂
∂ri
(ˆ
D
(0)
ij +St Dˆ
(1)
ij
)∂gN
∂rj
+
St
Pe2
L′x4a00,
(3.55)
where Vˆ (k) and Dˆ(k) are suitable linear combinations of V (k) and D(k), and L′x4 denotes the
modified form of the fourth order derivative correction in relative coordinates; the indices i
and j now span the configurational degrees of freedom of (N − 1) particles. We observe that
the inertial corrections are not relevant in the limit Pe 1, since the Stokes number in this
case would be extremely small and the effects of particle inertia negligible10. The high Pe limit
for the leading order problem, viz. (3.55) for St = 0, is singular; strong convection effects
10The ratio St/Pe is independent of the flow time scale, and is of the same order as the ratio of the mean
free path (defined in the context of Brownian motion as the product of the thermal velocity (kT/m)
1
2 and the
correlation time, the latter being of O(τp)) to the size of the particle; thus, St/Pe  1.
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are balanced by Brownian diffusion in asymptotically thin boundary layers near particle-
particle contact. At these small relative separations, the interactions between the particles
are dominated by lubrication forces; for spherical particles this leads to the radial component
of the leading order relative velocity (Vˆ
(0)
r ) and the corresponding diffusion coefficient (Dˆ
(0)
rr )
vanishing linearly with decreasing separation; the dominant balance yields the thickness of
the boundary layer |ri − rj − 2| ∼ O(Pe−1) (Brady & Morris 1997). It may be shown that
the O(St) corrections to the velocity field (V
(1)
conv and V
(1)
Brow) and the diffusivity (D
(1)) again
have linearly decaying radial components close to contact, and therefore remain uniformly
small for all relative positions of particles. Moreover, since the non-Fickian term is O(1/Pe)
smaller than the other O(St) corrections, the leading order balance and the resulting scaling
for the boundary layer is expected to remain unaltered for Pe 1.
It is possible that the near-field linear decay of the ‘diffusion coefficients’ hi(x)
may be violated in the higher-order derivatives appearing at O(St2) and higher, implying
that they become comparable to the leading order terms for sufficiently small interparticle
separations. Even so, the ‘inner’ layer in such cases will most likely be O(St/Pe) or smaller,
and resorting to matched asymptotic expansions in order to obtain a uniformly valid solution
will amount to resolving length scales smaller than the Brownian mean free path; in this
sense the higher-order derivative corrections are similar to the Burnett and super-Burnett
corrections encountered in the kinetic theory of gases (Cercignani 1975). Therefore in the
limit Pe 1, notwithstanding possibly aphysical boundary layers, the finite St Smoluchowski
equation (3.54) again involves a second-order differential operator at leading order, and the
no-flux boundary conditions suffice to make the problem determinate.
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3.5 Conclusions
A generalized Chapman-Enskog expansion was used to determine the phase-space probability
density for an inertial suspension. The probability density was expanded in an infinite series
of Hermite functions involving the fluctuation velocity, and Smoluchowski-like configuration
space equations satisfied by the expansion coefficients were obtained. The method is restricted
in its validity to the case where S¯t = St/|R¯(φ)|  1, or equivalently, when the inertial
relaxation time of an individual particle is much smaller than the flow time scale. The
analysis yielded inertial corrections to the Smoluchowski equation that characterise the effect
of particulate phase inertia on suspension microstructure and rheology. The O(St) correction
was found to consist of three terms: the first term is an O(St) modification of the inertialess
velocity field (RFU ·Fo) and includes an O(St/Pe) Brownian drift velocity; the second is a
Fickian term that leads to a flow dependent O(St) correction to the diffusivity tensor; and
the third term is an O(St/Pe2) non-Fickian term comprising fourth order derivatives. The
non-Fickian contributions are expected to be unimportant in the limit Pe 1; the residual
inertial corrections can then be treated in a regular manner, and do not in any essential way
increase the difficulty of solving for the spatial probability density for finite Stokes numbers.
The solution derived using the Chapman-Enskog formulation above remains uni-
formly valid provided the nature of the near-field interactions between particles for small
but finite inertia are assumed to have the same character as that for inertialess particles (see
Chapter 3, section 4.3). For these cases, lubrication forces between particles are strong enough
to prevent interparticle contact. In the absence of hydrodynamic interactions, collisions be-
tween particles will fundamentally alter the probability density in regions of configuration
space where particle surfaces are in close contact11. In the limit of small St, the memory
11Weak hydrodynamic interactions are characteristic of highly charged particles in solutions of low ionic
strength, in which case the electrostatic repulsion acts at length scales much greater than the actual size of
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of a collision lasts only for a short distance (the distance travelled by the particle in a time
interval of O(τ¯p)), however, and one would still expect the multiple scales solution to be valid
over most of the domain except in configurational boundary layers, wherein the collisional
distribution dominates; the inertial term St (u · ∂P/∂x) has to be retained at leading order
in these regions). A uniformly valid solution in this limit would, in principle, be obtained via
matched asymptotic expansions.
the particle.
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Chapter 4
Trajectory analysis for inertial, non-Brownian sus-
pensions: in-plane trajectories
4.1 Introduction
Understanding the role of inertia in fluid-particle flows is critical both to the successful de-
sign and scale-up of industrial processes and to the modelling of naturally occuring phenom-
ena. In addition, from a fundamental viewpoint, it is of interest to investigate the separate
roles of particle and fluid inertia in flows, the magnitudes of these being determined by the
Stokes (St) and Reynolds numbers (Re), respectively. We examine suspensions of heavy parti-
cles, ρp/ρf  1, for which the Stokes number is finite, but the Reynolds number of the flow is
small enough for inertial forces in the fluid to be neglected. In the limit of zero Re, if one also
neglects the unsteady term in the Navier-Stokes equations, the motion of the fluid satisfies the
quasi-steady Stokes equations and is therefore uniquely determined by the current velocities
and configuration of the particles (and positions and velocities of the boundaries if any). The
interactions between particles are then completely characterized by configuration-dependent
resistance tensors whose expressions for the case of pair-wise interactions are well-known and
have been tabulated in detail (see Kim & Karrila 1991). For finite St, however, the particles
do not instantaneously relax to the local fluid velocity, and the momentum of the particle
enters as an independent variable. Gas-solid suspensions fall in this parameter regime. In
contrast, for particles suspended in a liquid, St ≈ Re, and at small Re, particle inertia is
negligible.
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Inertialess flows of suspensions have been extensively studied and are fairly well
understood. In contrast, there has been relatively limited work for cases where inertial effects
exert a significant influence on flow behaviour. One such investigation has been carried out
by Koch and coworkers (Koch 1990, Kumaran & Koch 1993ab, Tsao & Koch 1995, Sangani
et al 1996) who, in a series of papers, have studied non-Brownian suspensions in the limit
Re = 0, St > O(1). Fluid inertia is again negligible and the statistics of the particles
are governed by the Boltzmann equation that accounts for momentum transfer via solid-
body collisions. The macroscopic behaviour of dilute suspensions in this limit is found to
depend on the relative magnitudes of the inertial relaxation time τp and the collision time
τc = af(φ)/T
1/2
p , where φ is the volume fraction (f(φ) → φ−1 as φ→ 0) and Tp = 〈u′ · u′〉 is
a measure of the magnitude of particle velocity fluctuations. A pronounced non-Newtonian
rheology results at O(1) Stokes numbers, characterized by the presence of normal stress
differences.
In this chapter, we consider simple shear flow of dilute suspensions in the limit
Re = 0, St  1, and in the absence of Brownian motion (Pe → ∞). This serves to com-
plement the above efforts and helps characterize suspension properties as a function of St
for zero Re. The limit Re = St = 0, in the absence of non-hydrodynamic forces, generates
a symmetric microstructure with a Newtonian rheology (Batchelor & Green 1972b); we in-
vestigate, in depth, the deviation from this limit for small but finite particle inertia. In the
analysis below we consider only pair-particle interactions, and the results will therefore be
quantitatively accurate only for dilute suspensions (φ → 0). Some of the qualitative impli-
cations, however, are expected to remain valid even for higher volume fractions. For small
St, lubrication forces between particles are strong enough to prevent solid-body contacts (see
section 4.3) and particles never come close enough for their separation to become comparable
97
to molecular length scales (for instance, the mean free path λ for a gas-solid suspension). We
will therefore assume that the continuum approximation for the suspending fluid remains
valid for all possible particle configurations and solid-body collisions are not considered as
a source of momentum transfer. In this limit, the structure of the equation governing the
pair-probability P2 is identical to that for PN derived in Chapter 3 (see section 4.2). A central
result of our analysis is that the rheology of a finite St suspension for pair-wise interactions
in the absence of non-hydrodynamic forces is indeterminate. This indeterminacy is due to
the existence of a singular curve in configuration space where particles accumulate, thus pre-
cluding the possibility of a steady distribution. Therefore particle inertia, though a possible
mechanism for microstructural asymmetry, does not lead to a well-posed rheological problem
with pairwise interactions alone. We also show that the asymmetry of the finite St hydro-
dynamic interactions leads to a finite (anisotropic) shear-induced self-diffusivity. This then
provides a mechanism for diffusive suspension behavior even in the absence of short-range
interparticle forces or surface roughness (Davis 1996, daCunha & Hinch 1996, Leighton &
Acrivos 1987ab).
4.2 Equations for particle trajectories
Before specializing to the non-Brownian limit, we briefly reconsider the derivation of the
Smoluchowski equation from the Fokker-Planck equation. If one were not concerned with the
effects of inertia on shorter time scales, i.e., with relating the initial conditions in position
space for the Smoluchowski equation to that of the full Fokker-Planck equation (in phase
space), one can employ a much simpler form of the formalism given in previous chapters,
involving only the slower time scales. Of course, this so-called Bogliubov solution could
also have been obtained from the general solution of the Fokker-Planck equation derived in
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Chapter 3; it is, in fact, equivalent to considering the evolution of the P
(i)
0 ’s alone in (3.25),
and thence obtaining the equation (3.54) for a0. However, the relative simplicity of the
evolving slow scales may have been obscured in the generality of the formalism. Therefore,
at the possible expense of repetition, we delineate the method of obtaining this long-time
solution directly from the governing equation.
The Fokker-Planck equation governing the pair-probability P2(U,x, t;St) is given
as
∂P2
∂t
+ StU·∇xP2 =∇U ·
[
m−1·RFU ·(U−R−1FU ·Fo)P2
]
+
1
(PeSt)
(m−1 ·RFU ·m−1) :∇U∇UP2,
(4.1)
where, for the sake of simplicity, we have restricted attention to cases involving a constant
inertia tensor. Upon integrating (4.1) with respect to velocity coordinates, and assuming P2
and its derivatives to decay sufficiently rapidly as |U|→ ∞, we obtain
∂
∂t
(∫
P2 dU
)
+ St
∫
(U·∇xP2) dU = 0.
Writing P2(x,U, t) as g(x, t;St)P
′
2(U |x, t;St) with P ′2 being the conditional velocity distri-
bution for the configuration x, and using the fact that
∫
P ′2 dU = 1, we have
∂g
∂t
+ St∇x ·
[(∫
UP ′2 dU
)
g
]
= 0, (4.2)
where g now represents the probability density in configuration space. No approximations
have been made at this stage, and (4.2) for g is exact. As was seen in Chapter 3, P ′2
at leading order can be written in the form
∑∞
M=0 a
M (x, t;St)  H¯M ((PeSt/2) 12 V), where
V = U−R−1FU ·Fo is the fluctuation velocity, and the slow modes are contained in a0(x, t;St).
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Since we are not concerned with terms that become exponentially small on the flow time scale,
the equation for g, to any order in St, can be obtained without the need to calculate the
aM ’s for M ≥ 1.
For small St one can approximate P ′2 as
P ′2(U|x, t;St) = P ′2(0) + StP ′2(1) + . . . (4.3)
Using this expansion in (4.2), it is evident that we must similarly expand either g or the time
operator in order to avoid trivial solutions. The essence of the Chapman-Enskog method, of
course, lies in expanding the latter, which allows for g to be a non-analytic function of St;
thus
∂
∂t
= St
(
∂(0) + St ∂(1) + . . .
)
, (4.4)
where the leading order term is now taken to be O(St) in order to capture the slower scales
alone. Using (4.3) and (4.4) in (4.1), P
′(0)
2 is found to be a steady state Maxwellian in the
fluctuation velocity, and the higher order terms in the series for P ′2 depend on time only in
an implicit manner via g. The expansion (4.3) for P ′2 can now be written as
P ′2(U|x, t;St) = C exp
[
−(PeSt)
2
V·V
]
+ StP ′2
(1)
(U|x; g(x, t;St)) + . . . , (4.5)
with C being a suitable normalization constant. On substituting P ′2(0) in the flux term of (4.2),
one obtains the convective Smoluchowski equation for g in the absence of inertia (see (3.31)).
The higher order solutions represent the corrections for finite St and Pe. The equation for g
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for finite St then takes the form
∂g
∂t
+∇x ·
[(
〈U(0)〉+ St 〈U(1)〉+ . . .
)
g
]
= 0, (4.6)
where
〈U(i)〉 =
∫
UP ′2
(i)
dU (i ≥ 0).
Equation (4.6) should be identical to (3.54) for a0 in Chapter 3, and the 〈U(i)〉’s are therefore
generalized velocities; for finite Pe, they contain terms that involve gradients of g. For
instance, a velocity of the form −(D ·∇x log g) accounts for Brownian diffusion at leading
order.
We now investigate the non-Brownian limit of the two-particle Smoluchowski
equation for the case of spherical particles in a linear flow. This is obtained in the limit
Pe→∞ from equation (3.54); to O(St), it takes the form
∂g
∂t
+∇x ·(R−1FU ·Fog)− St∇x ·
[
R−1FU ·
{
(R−1FU ·Fo)·∇x(R−1FU ·Fo)·m
}
g
]
= 0, (4.7)
where x now denotes the configurational variables corresponding to a pair of particles. The
force Fo for a linear flow field is given by
Fo = RFU ·U∞ + RFE : E∞, (4.8)
where U∞ is the ambient velocity and E∞ is the rate of strain tensor (Brady and Bossis 1988).
For a statistically homogeneous suspension of spherical particles, only the relative positions
of the centers of mass are relevant. Thus, g ≡ g(r, t) where r is the relative separation of the
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two spheres, and in relative coordinates one obtains (see Appendix C1)
∂g
∂t
+∇r ·(V(0)g) + St∇r ·(V(1)g) = 0, (4.9)
where
V(0) =(U∞2 −U∞1 )− 2(M11UF −M12UF )·(R11FE + R12FE) :E∞
− 2(M11UL + M12UL)·(R11LE + R12LE) :E∞, (4.10)
V(1) =− (M11UF −M12UF )·{V(0) ·∇rV(0)}+
2
5
(M11UL + M
12
UL)·{V(0) ·∇r[(2(M11ΩF −M12ΩF )·
(R11FE + R
12
FE) :E
∞ + 2(M11ΩL + M
12
ΩL)·(R11LE + R12LE) :E∞]}. (4.11)
The O(St) inertial correction V(1) contains the familiar V·∇xV term symptomatic of trans-
lational inertia. The second term in V(1) of the form V ·∇xΩ arises due to the coupling of
the translational and rotational degrees of freedom in presence of hydrodynamic interactions.
From (4.9) the equations for the relative particle trajectories, to O(St), are given
by
dr
dt
= V(0)(r) + StV(1)(r). (4.12)
The velocity field on the right hand side of (4.12) is a known function of r, and a particle at r
can only move with this velocity. Therefore the particle momenta are no longer allowed to vary
in an independent manner. One may imagine endowing the system of non-Brownian particles
with an arbitrary set of initial velocities. Upon allowing the system to evolve, the particles
rapidly relax in a time of O(τ¯p) (τ¯p is the inertial relaxation time of an individual particle in
the suspension; see Chapter 3) to the value given by the field V(0)+StV(1) at their current
locations; for all later times, the trajectories for pair-interactions are accurately described to
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O(St) by (4.12). The above argument is, however, not restricted to dilute suspensions. The
Smoluchowski equation given by (4.7) is valid for a suspension of arbitrary concentration
provided the hydrodynamic resistance tensors are modified accordingly, and the variable x is
extended to include all configurational degreees of freedom. In this case, the inertial velocity
field, (R−1FU · Fo)− St(R−1FU · Fo) · ∇x(R−1FU · Fo) ·m, will again describe the configurational
dynamics after a time of O(τ¯p). As was seen in Chapter 3, τ¯p is a decreasing function of the
volume fraction. The lack of validity during an initial interval of O(τ¯p) is not a limitation,
since one is interested in configurational changes on the time scale of O(γ˙−1) ( τ¯p).
For the case of non-Brownian particles, the asymptotic equations for the relative
particle trajectories (4.12) can also be obtained starting from the equations of relative motion,
which from the linearity of the Stokes equations, can be written in the following form:
Stm· dV
dt
= −RFU ·(V −V∞) + RFE : E∞, (4.13)
where V = (U2 − U1,Ω1 + Ω2) and m =
(
I 0
0 2
5
I
)
for solid spheres; RFU and RFE now
denote appropriate combinations of resistance elements that influence relative motion. One
recognizes that the acceleration on the left hand side involves the Lagrangian derivative of
the particle velocity; since V(t) ≡ V(r(t)), one can rewrite (4.13) as
Stm·[V·∇rV] =−RFU ·
[
V − (V∞ + R−1FU ·RFE : E∞)
]
,
⇒ Stm·[V·∇rV] =−RFU · (V −R−1FU ·Fo). (4.14)
Equation (4.14) is still the exact equation of relative motion. However, in expanding the
relative velocity V as V0 + StV1 + . . . for small St, one eliminates the need for an initial
condition, thereby restricting the validity of the resulting solution to times much greater than
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O(τ¯p); one obtains
O(1) : −RFU ·(V(0) −R−1FU ·Fo) = 0, (4.15)
O(Sti) : m·
i−1∑
k=0
V(k) · ∇rV(i−k−1) = −RFU ·V(i) (i ≥ 1). (4.16)
Solving successively,
V(0) =R−1FU ·Fo,
V(1) =(R−1FU ·Fo)·∇r(R−1FU ·Fo)·m,
V(2) =(R−1FU ·Fo)·∇r
[
(R−1FU ·Fo)·∇r(R−1FU ·Fo)·m
]
+
[
(R−1FU ·Fo)·∇r(R−1FU ·Fo)·m
]·∇r(R−1FU ·Fo),
and so forth. The velocity fields V(0) and V(1) can be verified as being identical to (4.10)
and (4.11).
4.3 Nature of inertial velocity corrections for small Stokes
numbers
In this section we compare the relative magnitudes of the velocities V(0) and StV(1) as func-
tions of r in order to ascertain if there exist regions of non-uniformity where the perturbation
may be singular, knowledge of which would then help solve (4.12) for the particle trajectories.
Using explicit expressions for the resistance and mobility tensors (Kim & Karrila
1991) in (4.10), V(0) is found to be
V
(0)
i = Γ
∞
ij rj −
[
A
rirj
r2
+B
(
δij − rirj
r2
)]
E∞jkrk, (4.17)
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where A and B are functions of the scalar separation r. For St  1, the inertial velocity
StV(1) remains asymptotically small for large r because V
(1)
(r1) ≈ V(0) ·∇rV(0) ≈ (Γ∞·Γ∞)·r,
and therefore grows in the same manner as the leading order velocity. In fact, the inertial
corrections at all higher orders are at most of O(r) for r  1 (in particular, V(i) ∝ (Γ∞)i·r).
For shear flow, (Γ∞)i = 0 (i ≥ 2), and the inertial corrections therefore decay for large r 1.
For very small separations, the radial component of V(0) behaves as
lim
r→2
V (0)r = lim
r→2
(1−A)E∞ij
rirj
r
,
=4.077(r − 2)(2E∞ij ninj),
where we have used the near-field behavior of A, and n is the unit normal directed along
the line of centers. Thus, the radial component of V(0) goes to zero linearly with decreasing
inter-particle separation, and the no-flux boundary condition at particle-particle contact,
g(V· n) = 0, is automatically satisfied to leading order. The tangential components of V(0),
however, remain finite at contact.
The radial component of V(1), similar to that of V(0), vanishes in a linear manner
for small separations. Although not readily apparent, the radial components of the inertial
corrections at all higher orders also exhibit the same near-field behavior (see below). This
precludes the possibility of a radial boundary layer at contact or at infinity. However, there
are points of symmetry in the leading order flow where V
(0)
r is identically zero, which give
rise to angular boundary layers since the O(St) correction has a non-zero radial component
at these locations. For instance, the fore-aft symmetric trajectory space for shear flow gives
rise to singular points at 90 and 270 deg (the flow direction corresponds to 0 deg) in a plane
perpendicular to the vorticity direction. In planar extension the singular layers are along a
1Here, (Γ∞)i = Γ∞ · Γ∞ · · · · · Γ∞ i times.
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pair of orthogonal axes rotated 45 deg. with respect to the extensional and compressional axes.
The perturbation analyses for finite St shear flow trajectories in sections 4.4 and 5.3 (Chapter
5) take this into account.
We now consider a simplified form of the equation for the relative motion of a
pair of particles in a linear flow field in order examine the near-field behavior of the relative
velocity for arbitrary St, and thereby verify the aforementioned near-field form of the inertial
corrections. The equation for the relative translational velocity is given by
St
dV
dt
= −(R11FU−R12FU ) ·(V−U∞)+(R11FΩ +R12FΩ) ·(Ω1 +Ω2−2Ω∞)−2(R11FE +R12FE) :E∞,
(4.18)
where V=(U2−U1), and we have written the translational and rotational contributions on
the right-hand side separately. Taking the radial component of the above equation (which
eliminates the rotational part), and using the expressions for the resistance tensors (Kim &
Karrila 1991), we obtain
St
dVi
dt
ni = −XAVr +
(
rXA − 4
3
XG
)
Err, (4.19)
where XA = XA11 − XA12 and XG = XG11 − XG12. For small separations, the above equation
takes the form
St
dVi
dt
ni = − Vr
r − 2 + limr→2
(
2XA − 4
3
XG
)
Err. (4.20)
The singular terms in XA and XG cancel out and therefore (2XA− 43XG) remains O(1)
near contact. The solution of the above equation is impeded by the fact that d/dt(Vini) 6=
(dVi/dt)ni; the curvature of the particle pathlines results in inertial forces proportional to
dni/dt. However, one can retain the essential character of the above problem by considering
106
a simplified form of (4.20) in one dimension, thereby eliminating the effects of curvature.
The simplified equation contains the balance of a constant force ((2XA − 43XG)r=2Err) and
a singular drag term (XAr→2Vr). Thus,
St1
du
dt
=1− u
L− x,
u = u0 at t = 0,
x = 0 at t = 0,
where the constant force is scaled to unity, L is chosen as the location of the singularity, and
we have used St1 to denote the magnitude of the acceleration term and to differentiate it
from the Stokes number (St) defined elsewhere. Rewriting (du/dt) as (u du/dx) and using
y = L− x, uˆ = dy/dt, one obtains
St1 uˆ
duˆ
dy
=− 1− uˆ
y
,
⇒ St1 duˆ
dy
= −
(
1
y
+
1
uˆ
)
, (4.21)
with the initial condition uˆ = −u0 at y = L. We note that the solution for St1 = 0 is simply
u = y. Insight can be gained into the solution for arbitrary St1 by considering the following
two limiting cases:
Case 1: If u0  y0, which corresponds to an initially highly energetic particle,
then the leading order balance for short times is
St1
duˆ
dy
= − 1
y
,
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giving
uˆ = − u0 + 1
St1
ln(
y0
y
). (4.22)
Case 2: If u0  y0, which corresponds to an initially slowly moving particle, then
the leading order balance for short times is
St1
duˆ
dy
= − 1
uˆ
,
and the corresponding short time behavior is
uˆ =u20 +
2
St1
(y0 − y). (4.23)
Figs 4.1 and 4.2 show plots of |uˆ| versus y for the two limiting initial conditions considered
above for various values of St1. In Fig 4.1, where u0  y0, the velocity for small times
decreases logarithmically and is well described by equation (4.22). This solution is, however,
not valid for all separations since it predicts a finite separation at which the relative velocity
goes to zero. At smaller separations, there is a rapid transition from the steep logarithmic
decline to a gradual linear variation, corresponding to the rapidly diminishing magnitude of
the acceleration term. This transition becomes increasingly abrupt for large St1, and shifts
to smaller separations with increasing St1. For the case where u0  y0, Fig 4.2 shows that
the velocity increases for small times in accordance with equation (4.23), and does so till a
point where |uˆ|  y; the dynamics thereafter follow the previous case.
We therefore see that for small enough separations, the approach velocity always
decreases linearly with separation. The point of transition to this asymptotic regime is a
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Figure 4.1: Comparison of the theoretical approximation (4.22) (represented by dotted lines
in all three cases) and the exact numerical solution for the initial condition u0 = 5, y0 = 1, for
three different Stokes numbers. The dashed line denotes the numerical solution for St1 = 1,
the dash-dot line for St1 = 0.1, and the solid line for St1 = 0.01.
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Figure 4.2: Comparison of the theoretical approximation (4.23) (represented by dotted lines
in all three cases) and the exact numerical solution for the initial condition u0 = 0.1, y0 = 1,
for three different Stokes numbers. The solid line denotes the numerical solution for St1 = 3,
the dashed line for St1 = 1, and the dash-dot line for St1 = 0.1.
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strong function of Stokes number, however2. This explains the identical near-field behavior
of the inertial corrections V(i) (i ≥ 1) at all orders. The asymptotic linear variation also
implies that two particles do not come into contact in a finite time. Indeed, it has already
been pointed out by Sundararajakumar & Koch (1996) that interparticle contact, and hence
solid-body collisions, need to be taken into account only for St > O(1) when the gap thickness
reduces to levels where the continuum approximation breaks down. For St 1, lubrication
forces still dominate the near-field behavior and the situation is identical to that for inertialess
particles.
4.4 Relative in-plane trajectories of two spheres in simple
shear flow
Batchelor & Green (1972a) derived equations for the zero-Stokes particle pathlines in simple
shear flow; each relative trajectory was described by the functions φ(r) and θ(r), where
(r, θ, φ) are the spherical polar coordinates with the origin at the centre of one sphere. Here,
θ = 0 (x axis) corresponds to the direction of the ambient vorticity, and therefore θ = pi/2
represents the plane of shear. We formulate equations (4.12) for the O(St) corrected particle
trajectories in spherical coordinates thereby exploiting the availability of an explicit leading
order solution. The velocity gradient tensor for shear flow is
Γ˙ =


0 0 0
0 0 1
0 0 0


, (4.24)
2This can be seen from equation (4.22) by looking at the fictitious separation corresponding to a zero
approach velocity, which has an exponential dependence on St1.
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so that the yz plane is the plane of shear with y being the direction of flow (see Fig 4.3). In
the spherical coordinate system, we have
Γ˙rr = sin
2 θ sinφ cosφ, Γ˙θθ = cos
2 θ sinφ cos φ,
Γ˙φφ = − sinφ cosφ, Γ˙rθ = Γ˙θr = sin θ cos θ sinφ cos φ,
Γ˙rφ = sin θ cos
2 φ, Γ˙φr = − sin θ sin2 φ,
Γ˙θφ = cos θ cos
2 φ, Γ˙φθ = − cos θ sin2 φ.
Taking the ratio of the in-plane radial (Vr =
dr
dt ) and tangential velocities (Vφ = r
dφ
dt ), we
obtain the equation, correct to O(St), governing the relative trajectories of the two spheres
in the shearing plane (from here on termed as the in-plane trajectories):
dφ
dr
=
−{sin2 φ+ (B/2) (cos2 φ− sin2 φ)}+ St f1(r, φ)
r(1−A) sinφ cosφ+ St f2(r, φ) , (4.25)
where
f1(r, φ)=−Hsinφ cosφ
[{
2B(A−B)− r(1−A)dB
dr
}
(cos2 φ− sin2 φ)
2
+ 2(A−B) sin2 φ
]
− 6E
5r
sinφ cosφ
[
(cos2 φ− sin2 φ)
2
{
r(1−A)dC
dr
+ 2C(B − 1)
}
+ C
]
,
and
f2(r, φ) =−rG
[
sin2 φ cos2 φ
{
(A−B)2− r(1−A)dA
dr
}
+
(B−2A)
2
sin2 φ−B
2
cos2 φ− B(B−2A)
4
]
.
Here, (rf1) and f2 respectively denote the O(St) inertial corrections to the in-plane tangential
and radial velocities. The functions A and B, as seen before, characterize the relative trans-
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lational velocity of the spheres, while C denotes the angular velocity correction on account
of hydrodynamic interactions; the function E represents the translation-rotation coupling.
Explicit expressions for A, B, C, G, H and E can be obtained from Kim and Karrila (1991).
Although we have retained the O(St) denominator term on the right hand side
in (4.25), the resulting solution is meaningful only to O(St). We first note that (4.25) with
only the leading order terms remains unchanged on replacing φ by pi±φ, which is indicative
of the fore-aft symmetry of the zero-Stokes trajectory space. With the O(St) terms included,
(4.25) remains unchanged only on replacing φ by pi+φ, which follows from the antisymmetry
of simple shear flow. It was seen in section 4.3 that there is no non-uniformity in the small
St expansion with respect to r, but that there is a non-uniformity in φ. At φ = pi/2 the O(1)
term in the denominator equals zero since the zero-Stokes trajectory is purely tangential at
this point3. On the other hand, f2(r, pi/2) 6= 0 due to the radial velocity induced at O(St)
which destroys the fore-aft symmetry. This can also be understood by noting that with f1 and
f2 included, (4.25) is no longer invariant to reflection across the gradient(z) axis (φ↔ pi−φ).
Therefore, the perturbation is singular in nature necessitating care in the analysis when φ is
close to pi/2.
The analysis in the following sections will yield a picture of the entire (r-φ) phase
plane. In what follows it will be necessary to treat φ as the dependent variable and not r, since
the solution of the trajectory equation at the zeroeth order yields φ as an explicit function of
r and not the other way around (Batchelor & Green 1972a). Also, since (4.25) is a first order
differential equation, we need only one boundary condition. The zero-Stokes trajectories may
be characterised by prescribing their offset (z−∞) far upstream or downstream (the ‘outer’
layers), or their offset at φ = pi/2 (the ‘inner’ layer). Depending on where this boundary
3The same happens at φ = 3pi/2. However, owing to the antisymmetry of simple shear, it suffices to
consider only the upper half of the phase plane (0 ≤ φ ≤ pi).
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condition is imposed, the solutions in the particular layer are determined to all orders in St.
These solutions will then determine the solutions in the other layers by matching. We shall
impose the boundary condition at φ = pi, r → ∞, so that both the actual and zero-Stokes
trajectories start from the same upstream offset. Therefore, the solution in the outer layer
denoted O1 below (see section 4.4.1) is determined to all orders independent of the other
layers (see Fig 4.3).
Before going into the details of the analysis, we give a physical motivation of the
results to come. At zero Stokes number, the shearing plane comprises two classes of relative
trajectories:
1. ‘Open’ trajectories which start from a finite upstream offset and tend to an identical
downstream offset as t→∞, consistent with the fore-aft symmetry.
2. ‘Closed’ trajectories which represent bound orbits of the two spheres.
The limiting zero-Stokes open trajectory, or the separatrix, separates these two classes and
tends to a zero offset both upstream and downstream, i.e., z±∞ → 0 as y → ±∞ (see Fig
4.17).
The effect of inertia in the particle equation of motion (4.14) is represented by
St (V ·∇rV). Inertial modifications of the zero-Stokes phase plane may be understood by
considering this term with V now taken to be the velocity along a zero-Stokes trajectory4.
The term V·∇rV is related to the change in the velocity vector along the zero-Stokes path-
line, and therefore to its curvature. From Fig 4.3, it is evident that any open zero-Stokes
trajectory in the plane of shear has a pair of inflection points that serve to separate regions
of positive curvature (concave upward with respect to the y axis) lying outside from the re-
4There is also an inertial term of the form (V·∇rΩ) associated with the translation-rotation coupling that
arises in presence of hydrodynamic interactions. This effect is relatively small, however, and is restricted to a
quantitative modification of the phase plane (see section 4.4.2).
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gion of negative curvature (concave downward) in between. Starting from far upstream, a
particle with finite inertia is unable to faithfully follow the (upwardly) concave portion of the
zero-Stokes trajectory, and thus comes in closer than a similar inertialess particle. The in-
termediate region of negative curvature then pushes the particle outward causing it to cross
the z-axis (φ = pi/2) with a positive radial velocity (= St f2(c,
pi
2 )); the region of positive
curvature in the downstream portion of the trajectory again pushes the particle down lead-
ing to a net displacement in the velocity gradient direction that is negative (for z positive).
The magnitude of this displacement evidently depends on the inertia of the particle, and is
found to be O(St) for open trajectories with O(1) initial offsets (see (4.45)). Decreasing the
upstream offset, one expects the gradient displacement to become increasingly negative. For
small enough offsets, the finite St trajectory passes very close to the reference sphere in the
region where it is concave downward, and lubrication forces reduce the effective inertia of
the particle, in turn suppressing its outward radial motion in this region. At the same time,
the regions of positive curvature are enhanced since the trajectory has to now pass around
the surface of the reference sphere excluded volume. As will be seen in section 4.4.3, this
leads to a continuous increase in the gradient displacement from being O(St) for far-field
open trajectories to becoming O(St
1
2 ) for open trajectories with O(St
1
2 ) initial offsets (see
(4.54)). Thus, the effect of inertia is to destroy the fore-aft symmetry of the zero-Stokes open
trajectories in the shearing plane by inducing a non-zero gradient displacement.
In contrast to the fore-aft symmetry of the zero-Stokes separatrix, the limiting
finite St trajectory (for z positive) starts from an offset of O(St
1
2 ) at y = −∞, and tends to a
zero offset as y →∞. Trajectories with initial offsets less than this critical value spiral onto
a stable limit cycle, the location of which is predicted to be independent of St. Trajectories
starting from points asymptotically close to the surface of the reference sphere spiral out onto
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this limit cycle. The limit cycle is responsible for the indeterminacy of the finite St rheological
problem for pair-wise interactions, and necessitates the inclusion of other non-hydrodynamic
mechanisms or three-particle interactions to obtain a definite pair-distribution function.
The asymmetry of the open trajectories leads to a shear-induced diffusivity whose
gradient component scales as St2 lnSt (see (4.62)). The enhancement by a factor of lnSt
over what one would naively expect from an O(St) asymmetry is related to the increased
magnitude of the gradient displacement for open trajectories with O(St
1
2 ) offsets. It would be
very difficult to detect this region of O(St
1
2 ) and the resulting enhancement of the diffusivity
from a numerical integration of the trajectory equations alone, especially taking into account
the latter’s logarithmic character. Thus, our analysis provides a reliable and necessary guide
for trajectory calculations.
In section 4.4.1 we formulate the perturbation scheme and apply it to open tra-
jectories with offsets greater than O(St
1
2 ) in order to determine the in-plane gradient dis-
placements, which then serve to characterize the finite St asymmetry of the trajectory plane.
Section 4.4.2 contains a qualitative explanation of the effect that the translation-rotation cou-
pling has on the in-plane gradient displacement. In section 4.4.3 an expression for the critical
offset of the limiting trajectory is derived and compared with numerical results. Sections
4.4.4 and 4.4.5 are devoted to the evaluation of the far-field in-plane gradient displacement
and the in-plane value of the gradient diffusivity, respectively. Finally in section 4.4.6, we
consider the location of the stable limit cycle and its domain of attraction in the shearing
plane.
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Figure 4.3: Finite St open trajectory with O(1) initial offset.
4.4.1 Open trajectories with initial offsets much greater than O(St
1
2)
In this section we develop a perturbation method for finite St open trajectories with O(1)
offsets (see Fig 4.3). It will be seen later that the method remains valid for trajectories with
initial offsets greater than O(St
1
2 )).
4.4.1.1 Outer layer O1
In this layer we perform a regular perturbation expansion in the form of a power series in St
as
φ = φ0 + St φ1 + . . . (4.26)
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Substituting this in equation (4.25), we obtain
O(1) :
dφ0
dr
=− sin
2 φ0 +
B
2 (cos
2 φ0 − sin2 φ0)
r(1−A) sinφ0 cosφ0 , (4.27)
O(St) :
dφ1
dr
=
B
2 − sin2 φ0
r sin2 φ0 cos2 φ0 (1−A)
φ1 +
f1(r, φ0)
r(1−A) sinφ0 cosφ0
+
{(1−B) sin2 φ0 + B2 } f2(r, φ0)
r2(1−A)2 sin2 φ0 cos2 φ0
. (4.28)
The boundary condition can be written as
r sinφ→ z−∞ as y → −∞,
which ensures that the zero and finite St trajectories start from the same upstream offset.
At successive orders in St, one obtains
O(1) : r sinφ0 → z−∞ as r →∞,
O(St) : rφ−1 → 0 as φ0 → pi (r →∞),
where the branch of φ1 in the interval φ0  (pi/2, pi) is denoted by the superscript ‘−’; the cor-
responding branch in φ0  (0, pi/2) will be denoted by ‘+’. As alluded to in the introduction,
the asymmetry of the finite St open trajectories will be characterised by their net displace-
ments in the gradient and vorticity directions. Symmetry requirements clearly imply that
finite St trajectories starting in the shearing plane remain in it for all time. Thus the vorticity
displacement for these cases is evidently zero, and the lateral displacement (∆z)inplane in the
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velocity gradient direction is given as
(∆z)inplane = r sinφ |y=+∞y=−∞,
= r sin(φ0 + St φ1) |y=+∞y=−∞,
= St{(rφ1 cosφ0)φ0→0,r→∞ − (rφ1 cosφ0)φ0→pi,r→∞},
= St lim
r→∞ rφ
+
1 . (4.29)
Using the boundary condition at O(1), the zeroeth order solution is written
as (Batchelor and Green 1972a)
r2 sin2 φ0 = (z
−∞)2exp
[
−
∫ ∞
r
q(r′) dr′
]
+
∫ ∞
r
exp
[
−
∫ r
r′
q(r′′) dr′′
]
B′r′
(1−A′) dr
′, (4.30)
where
q(r) =
2(A−B)
(1−A)r ,
and the ‘ ′ ’ in A, B, etc. implies evaluation at r ′.
In accordance with (4.29) for the lateral displacement, we formulate the O(St)
equation in terms of rφ1 as the dependent variable to obtain
O(St) :
d
dr
(rφ1)+
{
sin2 φ0 − B2
r sin2 φ0 cos2 φ0 (1−A)
− 1
r
}
rφ1 =
f1(r, φ0)
(1−A) sinφ0 cosφ0
+
{(1−B) sin2 φ0 + B2 }f2(r, φ0)
r(1−A)2 sin2 φ0 cos2 φ0
,
(4.31)
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whose general solution is given by
rφ1 = I
′
φ1 exp
[
−
∫ r{ sin2 φ′0 − B′2
r′ sin2 φ′0 cos2 φ
′
0 (1−A′)
− 1
r′
}
dr′
]
+
∫ r
exp
[
−
∫ r
r′
{
sin2 φ′′0 − B
′′
2
r′′ sin2 φ′′0 cos2 φ
′′
0 (1−A′′)
− 1
r′′
}
dr′′
]{
f1(r
′, φ′0)
(1−A′) sinφ′0 cosφ′0
+
{(1 −B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
r′(1−A′)2 sin2 φ′0 cos2 φ′0
}
dr′,
where I ′φ1 is an integration constant. Using the boundary condition at O(St), the solution
upstream reduces to
rφ−1 = −
∫ ∞
r
exp
[
−
∫ r
r′
{
sin2 φ′′0 − B
′′
2
r′′ sin2 φ′′0 cos2 φ
′′
0 (1−A′′)
− 1
r′′
}
dr′′
]{
f1(r
′, φ′0)
(1−A′) sinφ′0 cosφ′0
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
r′(1−A′)2 sin2 φ′0 cos2 φ′0
}
dr′. (4.32)
Note that the term involving f2 contains cos
2 φ0 in the denominator, and is singular as
φ0 → pi/2 (cos2 φ0 ∼ (r − c)). Here, c is the distance of nearest approach for the zero-Stokes
trajectory, i.e., the value of r at φ0 = pi/2, and is therefore given by
c2 =(z−∞)2exp
[
−
∫ ∞
c
q(r′) dr′
]
+
∫ ∞
c
exp
[
−
∫ c
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′. (4.33)
This singularity in the integral term is made explicit by first noting that there exists a similar
(negative) logarithimic singularity in the integral inside the exponential (which also contains
cos2 φ0 in the denominator of its integrand). This then allows us to simplify (4.32) to yield (see
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Appendix C3)
rφ−1 = −
1
r cosφ0 sinφ0
∫ ∞
r
exp
[
−
∫ r
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′, (4.34)
where the singularity in the exponential has now been transferred to the prefactor; the cosφ0
in the denominator of the f2 term only goes to zero as (r − c) 12 (as r → c), and is therefore
integrable.
4.4.1.2 Inner layer I
In the inner layer, the radial component of the O(St) inertial velocity is important at leading
order, and we have to accordingly rescale the dependent and independent variables to take this
into account. Since φ is close to pi/2, and hence r close to c, we assume rescaled coordinates
φ˜ and r˜ of the form
φI =
pi
2
+ Stφ˜,
r = c+ St2r˜,
as can be verified for the required leading order balance. In terms of the rescaled coordinates,
(4.25), at leading order, becomes
dφ˜
dr˜
=
(1− B02 )
c(1 −A0)φ˜− f2(c, pi2 )
, (4.35)
where the subscript, ‘0’, used for the hydrodynamic functions here and in all subsequent
expressions, denotes the value of the function at r = c unless stated otherwise. The above
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scaling suggests that the radial coordinate of the inertial trajectory differs from that of the
zero-Stokes trajectory by O(St2) in the inner layer. Since the zero-Stokes trajectory space is
fore-aft symmetric, one could equally well have perturbed the given inertial trajectory about
a zero-Stokes trajectory with the same downstream offset, and obtained similarly an O(St2)
difference between their radial coordinates at φ = pi/2. This in turn would imply that the
radial coordinates of the two zero-Stokes trajectories differ by O(St2). On the other hand,
the limiting offsets of these two trajectories differ by an amount equal to the net lateral
displacement of the inertial trajectory which from (4.29) is O(St), assuming rφ+1 to be an
O(1) quantity (this being consistent with the domain of validity of the outer expansion).
From (4.33), an O(St) difference in the offsets would lead to an O(St) difference in the
radial coordinates at pi/2, which is clearly inconsistent with the scaling found above for
the inner layer. The resolution lies in recognizing that though the variation of the radial
distance in the inner layer is indeed O(St2), this variation is about a base value which
differs from c by O(St) (see Fig 4.3). The O(St) coefficient being a constant, only affects
the matching procedure, and the leading order inner equation remains unaltered. Thus, the
correct coordinates for the inner layer are
φI =
pi
2
+ St φ˜,
r = c+ St k + St2r˜,
where φ˜ still satisfies (4.35).
In deriving (4.35) using the coordinates above, the only assumption that needs
to be made is St k, St2r˜  c; no restriction is placed on the relative magnitudes of St k and
St2r˜. The constant k will be found from matching the inner and outer expansions in their
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domain of overlap, and will turn out to be negative as it should be since the in-plane inertial
trajectory, starting from the same upstream offset, ends up closer to the reference particle at
φ = pi/2 than the corresponding zero-Stokes trajectory (see Fig 4.3).
Though the above argument does give us a priori the correct inner coordinates,
even in the absence of this knowledge, one could have gone on with the original rescaled
coordinates to find an inconsistency when matching, that would then point to the same
resolution. The solution to (4.35) is given by
φ˜∓ =
G0(2−B0)(2A0 −B0)
4(1 −A0)
[
1±
{
1 +
16(r˜ − Ii)(1−A0)
cG20(2−B0)(2A0 −B0)2
} 1
2
]
, (4.36)
where Ii is an integration constant, and we have used
f2(c,
pi
2
) =
cG0(2−B0)(2A0 −B0)
4
.
The two values of φ˜ for each value of r˜ not being equal in magnitude indicates the O(St)
asymmetry of the inertial trajectory. A qualitative picture of the inner solution can be
obtained by setting Ii = 0 in (4.36). It is then seen that the minimum value of r˜ possible is
r˜min = − cG
2
0(2−B0)(2A0−B0)2
16(1−A0) , where the two branches φ˜
+ and φ˜− coincide, i.e. φ˜+ = φ˜− =
φ˜min =
G0(2−B0)(2A0−B0)
4(1−A0) . The value of φ˜min being positive, φ0  (pi/2, pi), and the smallest
radial separation occurs in the upstream quadrant. As will be seen, Ii does not affect the
matching to O(St).
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4.4.1.3 Layer O2
Since the zero-Stokes trajectory is fore-aft symmetric, the leading order solution remains the
same. The (simplified) form of the O(St) solution in this layer is given by
rφ+1 = I
+
φ1
z−∞
r sinφ0 cosφ0
exp
[∫ ∞
r
q(r′)dr′
]
− 1
r cosφ0 sinφ0
∫ ∞
r
exp
[
−
∫ r
r′
q(r′′)dr′′
]
{
r′f1(r′, φ′0)
(1−A′) +
{(1 −B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′,
(4.37)
where I+φ1 is an integration constant which will be determined from matching considerations.
Here, we have used the identity (C.10) with r ′ = ∞, i.e.,
exp
[∫ ∞
r
{
(1−B′′) sin2 φ′′0 − B
′′
2
r′′ sin2 φ′′0 (1−A′′)
− 1
r′′
}
dr′′
]
=
z∞
r sinφ0
exp
[∫ ∞
r
q(r′′)dr′′
]
,
since limr′→∞ r′ sinφ′0 = z
∞.
4.4.1.4 Asymptotic Matching
We can formally carry out the matching by taking the inner limit of the outer expansion
and vice versa. In this case, however, it is more instructive to perform the matching via the
‘intermediate matching principle’ (Kevorkian & Cole 1996, Van Dyke 1975) which then indi-
cates the domain of overlap between the outer and inner expansions. Taking the intermediate
dependent variable to be of the general form φ=pi/2 + Stαφˆ, the corresponding form for the
independent variable is obtained from (4.25) as r = c+ St2αrˆ. To begin with, α is assumed
to be greater than zero; this estimate will be refined during the course of matching. We now
rewrite the outer and inner solutions, to O(St), in terms of the intermediate variables. For
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the solutions in layer O1,
lim
r→c+St2αrˆ
φ0 =
pi
2
+ (St)α
{
(2−B0)rˆ
(1−A0)c
} 1
2
+O(St3α),
lim
r→c+St2αrˆ
St φ−1 =
−St1−α
c2
{
(2−B0)rˆ
(1−A0)c
} 1
2
∫ ∞
c+St2αrˆ
exp
[
−
∫ c
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′,
=
−St1−α
c (crˆ)
1
2
{
(2−B0)
(1−A0)
} 1
2
∫ ∞
c
exp
[
−
∫ c
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′
+
St1−α
c (crˆ)
1
2
{
(2−B0)
(1−A0)
} 1
2
∫ c+St2αrˆ
c
exp
[
−
∫ c
r′
q(r′′)dr′′
]
{
O(1) +
(1− B02 ) f2(c, pi2 )
(1−A0)2(1)(St)α
{
(2−B0)rˆ
(1−A0)c
} 1
2
}
dr′,
=
−St1−α
c (crˆ)
1
2
{
(2−B0)
(1−A0)
} 1
2
∫ ∞
c
exp
[
−
∫ c
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′ + St
G0(2−B0)(2A0 −B0)
4(1 −A0)
+ o(St).
When taking the intermediate limit of φ−1 , the O(St)
2α correction to c, and the first non-linear
term of O(St3α) in the expansions of cosφ0 and sinφ0, both of which appear in the prefactor
multiplying the integrals, contribute errors of only O(St1+α) which is o(St) for α > 0. Also,
φ−1 is an even function of cosφ0, and therefore yields the same value for both φ0 and pi− φ0.
When writing the limiting form of φ−1 above, we have used the asymptotic expression for
cosφ0 in (0, pi/2) in the prefactor, which then restricts φ0 in the integral to the same interval.
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Therefore
lim
r→c+St2αrˆ
φO1 = lim
r→c+St2αrˆ
(φ0 + St φ
−
1 ),
=
pi
2
+ (St)α
{
(2−B0)rˆ
(1−A0)c
}1
2
− St
1−α
c (crˆ)
1
2
{
(2−B0)
(1−A0)
} 1
2
∫ ∞
c
exp
[
−
∫ c
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1−B′) sin2 φ′0 + B
′
2 }f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′+ St
{
G0(2−B0)(2A0−B0)
4(1−A0)
}
+O(St3α)+o(St). (4.38)
For the inner layer we obtain from (4.36),
lim
r→c+St2αrˆ
St φ˜−= lim
St→0
St
G0(2−B0)(2A0−B0)
4(1−A0)
[
1+
{
1+
16(St2α−2rˆ − St−1k − Ii)(1−A0)
cG20(2−B0)(2A0−B0)2
}1
2
]
,
where we have used the ‘−’ branch of φ˜, since this is the one relevant in the interval (pi/2, pi).
If α > 1/2, then St2α−2  St−1 and the term containing k is dominant. It can be readily
verified that the resulting expansion does not match with (4.38). The same holds true even
for α = 1/2 when the two terms are of the same order. Therefore taking α < 1/2, and
neglecting terms of o(St), one obtains
lim
r→c+St2αrˆ
St φ˜− =
G0(2−B0)(2A0 −B0)
4(1 −A0)
[
St+ 4Stα
{
(rˆ − St1−2αk)(1 −A0)
cG20(2−B0)(2A0 −B0)2
} 1
2
]
,
⇒ lim
r→c+St2αrˆ
φI− =
pi
2
+(St)α
{
(2−B0)rˆ
(1 −A0)c
} 1
2
+ St
G0(2−B0)(2A0−B0)
4(1−A0)
−St1−α
{
(2−B0)
c(1−A0)
} 1
2
(
k
2rˆ
1
2
)
+o(St). (4.39)
Comparing the two limiting forms viz. (4.38) and (4.39), we see that for matching to hold
to O(St) we require St3α  St which implies α > 1/3. This is essentially the requirement
that the non-linear terms (not included in the inner layer at this order) in the expansion of
the sines and cosines in the leading order outer equation be subdominant as compared to the
125
O(St) inertial correction. Thus the domain of overlap, to O(St), is given by 1/3 < α < 1/2.
Matching the other terms gives
−
(
2−B0
1 −A0
)1
2 k
2
=− 1
c
(
1−A0
2−B0
) 1
2
∫ ∞
c
exp
[
−
∫ c
r′
q(r′′)dr′′
]
{
r′f1(r′, φ′0)
(1−A′) +
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′,
⇒ k = 2
c
(
1−A0
2−B0
)∫ ∞
c
exp
[
−
∫ c
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1 −B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′. (4.40)
In the above integral, φ′0  (0, pi/2). Although not evident from (4.40), k will turn out to
be less than zero, so the inertial trajectory is closer to the reference sphere (by O(St)) at
φ = pi/2 than the corresponding zero-Stokes trajectory.
We now consider the other branch of the inner solution relevant to the interval
(0, pi/2), whose limiting form for the purposes of matching with the solutions in layer O2, is
similarly given as
lim
r→c+St2αrˆ
φI+ =
pi
2
− (St)α
{
(2−B0)r˜
(1−A0)c
} 1
2
+ St1−α
{
(2−B0)
c(1 −A0)
} 1
2
(
k
2rˆ
1
2
)
+ St
G0(2−B0)(2A0 −B0)
4(1 −A0) + o(St). (4.41)
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The limiting form5 of expression (4.37) as r → c+ St2αrˆ is given as
lim
r→c+St2αrˆ
Stφ+1 =
St1−αI+φ1z
−∞
c (crˆ)
1
2
{
(2−B0)
(1−A0)
} 1
2
exp
[∫ ∞
c
q(r′)dr′
]
− St
1−α
c (crˆ)
1
2
{
(2−B0)
(1−A0)
} 1
2
∫ ∞
c
exp
[
−
∫ c
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′+ St
G0(2−B0)(2A0 −B0)
4(1−A0) +o(St),
and therefore,
lim
r→c+St2αrˆ
φO2 = lim
r→c+St2αrˆ
(φ0 + St φ
+
1 ),
=
pi
2
− (St)α
{
(2−B0)rˆ
(1 −A0)c
} 1
2
+ lim
r→c+St2αrˆ
φ+1 + o(St), (4.42)
where the limiting form of φ+1 is given above, and α is assumed to be in the overlap domain.
Again, matching terms in the limiting forms (4.42) and (4.41), and using the
definition of k as given by (4.40), we obtain
(St)1−α
{
(2−B0)
c(1−A0)
}1
2
(
k
2rˆ
1
2
)
=
St1−αI+φ1z
−∞
c (crˆ)
1
2
{
(2−B0)
(1−A0)
} 1
2
exp
[∫ ∞
c
q(r′)dr′
]
− (St)1−α
{
(2−B0)
c(1 −A0)
}1
2
(
k
2rˆ
1
2
)
.
The expression for I+φ1 is given by
I+φ1 = k
c
z−∞
(2−B0)
(1−A0) exp
[
−
∫ ∞
c
q(r′)dr′
]
. (4.43)
5Note that the sign of the term in rφ+1 involving the integration constant depends on the branch of cos φ0
used. In this case, we have to use the positive branch since φ0  (0, pi/2).
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From (4.29), (4.40) and (4.43), we obtain the following expression for the lateral displacement.
(∆z)inplane =St I
+
φ1
, (4.44)
= 2
St
z−∞
∫ ∞
c
exp
[
−
∫ ∞
r′
q(r′)dr′
]{
r′f1(r′, φ′0)
(1−A′) +
{(1 −B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′.
(4.45)
The above integral yields negative values which shows that a given finite-Stokes trajectory in
the shearing plane suffers a net downward displacement in the gradient direction (see section
4.4.4). It must be noted that the domain of existence of the solutions in the outer layers
O1 and O2 is r ≥ c, since sinφ0 no longer takes real values when r < c. This value of r is
attained on the inertial trajectory when φ ∼ pi/2±O(St 12 ), where the inner solution remains
valid (r˜ = −St−1k). As seen above, the matching occurs in the region φ ∼ pi/2 + O(Stα)
where 1/3 < α < 1/2, so the outer solution is real valued in the domain of overlap.
4.4.2 The effect of hydrodynamic coupling on the in-plane gradient dis-
placement
In presence of hydrodynamic interactions, the translational and rotational degrees of freedom
of different particles are coupled; a change in the translational velocity of one will induce cor-
responding changes in all angular velocities, and vice versa. This implies that the resistance
of a given particle to rotation on account of a finite moment of inertia will lead to an altered
translational velocity, and thence a modified trajectory. These inertial effects, represented by
V·∇rΩ, are weaker than the translational inertial termV·∇rV, and their omission does not
lead to a qualitative alteration of the finite St trajectories. Nevertheless, they are important
from a conceptual viewpoint and therefore elaborated below.
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3/4pi 1/4pi
φ
Figure 4.4: Stresslet velocity field induced by a sphere in shear flow. The solid arrows denote the
extensional portion of the ambient shear flow and the dotted arrows the disturbance velocity field.
The thick black arrows indicate the sign of the disturbance vorticity in the corresponding regions.
We first observe that this term is of significance only in the near-field regions
since the resistance tensor, MLU , characterising the translation-rotation coupling is only
O(1/r2) for large r. A qualitative understanding of this effect can, however, still be obtained
by looking at widely separated particles. Restricting our attention to φ  (0, pi), we see that
the induced stresslet velocity field (see Fig 4.4) due to the reference sphere acts to retard the
angular velocity of the second sphere (due to the ambient shear flow) in the regions φ < pi/4
and φ > 3pi/4, and enhance it in pi/4 < φ < 3pi/4. At any given value of r, the corrected
angular velocity therefore goes from a minimum at pi through a maximum at pi/2, and back
to the same value at φ = 0. While an inertialess particle would instantaneously respond
to this changing angular velocity, at finite St, the rotational inertia of an actual particle
resists the changing angular velocity field by inducing an O(St) torque in the opposite sense.
The resulting (perturbative) rotational velocity field displaces the second particle, or what
is equivalent in the relative frame, displaces the given particle in the opposite direction.
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z−∞ (∆z)inplane (∆z)inplane (w/o rotation)
3 −0.00684 −0.00670
1 −0.0384 −0.0351
0.5 −0.0481 −0.0418
0.2 −0.0713 −0.0935
0.16 spirals in −0.0993
Table 4.1: (∆z)inplane values with and without the U · ∇xΩ contribution: St = 0.1.
Upstream of the reference sphere, the angular velocity along a zero-Stokes pathline decreases
on one hand due to the increasing magnitude of the retarding correction, but increases on
the other since the motion is directed towards decreasing φ (and therefore from a retarding
to an enhancing correction). In the downstream quadrant (0, pi/2), the angular velocity
correction goes from enhancing to opposing, but at the same time decreases in magnitude
as one moves further downstream. The effect of changing radial distance (represented by
the term proportional to E dC/dr in the expression for f1; see (4.25)) dominates far enough
upstream and downstream, leading to a positive contribution to the gradient displacement.
However, the angular effect, which induces a right-handed inertial torque upstream and one
of the opposite sense downstream, is found to be larger owing to which the net contribution
of U ·∇rΩ to the gradient displacement is negative.
Since the term proportional to E in f1 (see (4.25)) represents the translation-
rotation coupling, its effect can be isolated by calculating the gradient displacement for
a given finite St trajectory with and without this term. In table 4.1, we tabulate values
of (∆z)inplane calculated from numerical integration of (4.25) (see section 4.4.4) with and
without the coupling term for a Stokes number of 0.1, and it is seen that the in-plane gradient
displacement is smaller in magnitude in the latter case.
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4.4.3 In-plane Limiting trajectory
It is evident from (4.45) that when the offset z−∞ is O(Stβ) (β > 0), then the lateral dis-
placement is no longer O(St), but increases to O(St1−β) 6, till at β = 12 , both (∆z)inplane
and z−∞ become O(St
1
2 ). In this latter case, the above expression will cease to be valid since
(∆z)inplane becoming comparable in magnitude to z
−∞ would imply that φ0 and St φ1 be-
come comparable in magnitude. This is clearly outside the realm of the perturbative scheme
in the previous section and must be treated in an alternate manner. This can also be seen
from the asymptotic expressions for φ+0 and φ
+
1 for r  1. We have
lim
r1
φ+0 ≈
[
(z−∞)2
r2
+
16
9r5
] 1
2
,
lim
r1
St φ+1 ≈ St
I+φ1
r
.
Provided r  St− 13 , (z−∞)2/r2 dominates, and φ+0 ∼ O(z−∞/r). Since the integration
constant St I+φ1 is of the same order as (∆z)inplane viz. O(St
1
2 ) (see (4.44)), both φ+0 and
Stφ+1 become O(St
1
2 )/r when z−∞ ∼ O(St 12 ). The non-uniformity in this case is on account
of integrated effects and could not have been anticipated based on the order of magnitude
of terms in the governing equations. Indeed, the O(St) terms in (4.25) decay more rapidly
than the leading order terms in the limit r  1, and therefore remain uniformly small.
The limiting trajectory for finite St is the critical trajectory which separates the
open trajectories that originate upstream and lie outside it, from the spiralling trajectories
inside (this spiralling effect will be shown later; see section 4.4.6). This limiting trajectory
starts from a finite offset of O(St
1
2 ) at y = −∞, and tends to z = 0 at y = +∞. All
trajectories starting at y = −∞ from an offset less than this limiting value will cross the
6See appendix C4 for an alternate analysis leading to the same result.
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Excluded volume
Reference Sphere
the same initial offset
trajectory with
zero-Stokes
z- = m
c
1St1/2
finite St limiting
trajectory
-  branch
d
c
z
x
y
finite St limiting
trajectory
+  branch
limiting trajectory
φ
(trajectory 1)
zero-Stokes
Figure 4.5: Finite St limiting trajectory in the plane of shear.
horizontal axis with a finite tangential velocity and at a finite distance downstream, as can
easily be verified by calculating Vφ at φ = 0; they then spiral in towards the reference sphere.
We calculate the two branches corresponding to the intervals φ  (0, pi/2) and
φ  (pi/2, pi) of the limiting trajectory separately, and piece them together at φ = pi/2, which
then determines the magnitude of the initial offset. As shown in Fig 4.5, the ‘−’ branch of
the limiting trajectory (φ  (pi/2, pi)) will be perturbed about a zero Stokes trajectory with
the same (unknown) initial offset (trajectory 1), and the ‘+’ (φ  (0, pi/2)) branch about the
zero-Stokes limiting trajectory that also tends to z = 0 as y → +∞. Let z−∞ = Stβmc1
(β > 0) correspond to the initial offset of both the finite St limiting trajectory and trajectory
1 about which it is perturbed. Using (4.33) for trajectory 1 and expanding for small St, we
have
c =
{∫ ∞
c
exp
[
−
∫ c
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′
}1
2
[
1+
mc1
2 St2β
2
exp
{∫ ∞
c
q(r′)dr′
}
∫ ∞
c
exp
[
−
∫ c
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′
]
.
(4.46)
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Thus, an O(Stβ) change in the initial offset produces, at leading order, only an O(St2β) alter-
ation of the radial distance at φ = pi/2, which illustrates the ‘squeezing effect’ for trajectories
with small offsets. As before, matching the outer and inner solutions in (pi/2, pi) yields (4.40)
for the integration constant k(c). The radial distance of the actual trajectory at φ = pi/2 is,
to O(St), given by
r−pi/2 = c+ St k(c) (4.47)
where the argument of k is used to denote evaluation at c.
Exactly the same procedure is applied to the ‘+’ branch of the finite St limit-
ing trajectory, the only difference being that it is perturbed about the zero-Stokes limiting
trajectory so that
r2 sin2 φ+0 =
∫ ∞
r
exp
[
−
∫ r
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′. (4.48)
The distance of nearest approach for the zero-Stokes limiting trajectory is denoted by d and
satisfies equation (4.46) with mc1 = 0, i.e.,
d =
{∫ ∞
d
exp
[
−
∫ d
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′
} 1
2
. (4.49)
Thus, the radial distance of the actual trajectory at φ = pi/2 for the ‘+’ branch is given by
r+pi/2 = d− St k(d). (4.50)
The difference in sign in this case compared to (4.47) is because we go from the choice of the
negative to the positive square root for the inner solution φ˜, but the corresponding matching
contributions in φ−1 and φ
+
1 remain the same. Since the two branches considered belong to
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the same trajectory, we have
r−pi/2 = r
+
pi/2,
⇒ c+ St k(c) = d− St k(d),
⇒ c = d− 2St k(d) (4.51)
to O(St). Therefore c differs from d by O(St)7, and from equations (4.46) and (4.49), this
implies that
O(St2β) ∼ O(St) ⇒ β = 1
2
.
This shows that the initial offset of the limiting finite St trajectory is O(St
1
2 ). As mentioned
earlier, the non-trivial exponent of 1/2 rather than 1 arises on account of the squeezing effect
of trajectories close to the reference sphere. Using c = d+ St p, an expression for p in terms
of the initial offset can be found using (4.46) for β = 1/2; one obtains
d+ St p=
{∫ ∞
d+St p
exp
[
−
∫ d+St p
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′
}1
2
[
1
+
mc1
2 St
2
exp
[∫ ∞
d
q(r′)dr′
]
∫ ∞
d
exp
[
−
∫ d
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′
]
,
⇒ d+ St p =
[(∫ ∞
d
exp
[
−
∫ d
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′
)
exp
[
−
∫ d+St p
d
q(r′)dr′
]
−
∫ d+St p
d
exp
[
−
∫ d+St p
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′
] 1
2
[
1 +
mc1
2 St
2
exp
[∫ ∞
d
q(r′)dr′
]
∫ ∞
d
exp
[
−
∫ d
r′
q(r′′) dr′′
]
B′r′
(1−A′) dr
′
]
.
7It must be remembered that k < 0 so that as expected, c > d.
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Using the definition of d from (4.49) and with some manipulation, one obtains
d+St p = d
(
1− St
2d2
(
2p(A0 −B0)
(1−A0)d d
2+
B0pd
(1−A0)
)
+
mc1
2 St
2d2
exp
[∫ ∞
d
2(A′ −B′)
(1−A′)r′ dr
′
])
,
where the subscript ‘0’ now indicates evaluation of the relevant hydrodynamic function at
r = d. Equating orders we observe that O(1) is an identity, while at O(St),
p =
mc1
2
d
(1−A0)
(2−B0) exp
[∫ ∞
d
q(r′)dr′
]
. (4.52)
With p given by (4.52), we use c = d+ St p in (4.51) to obtain
mc1
2
d
(1−A0)
(2−B0) exp
[∫ ∞
d
q(r′)dr′
]
= −2 k(d).
Therefore, the offset of the limiting finite St trajectory is mc1(St)
1
2 , where mc1 is given by
mc1 =
{
−2 k(d) d (2 −B0)
(1 −A0)
} 1
2
exp
[
−
∫ ∞
d
q(r′)dr′
]
, (4.53)
=
(
−4
∫ ∞
d
exp
[
−
∫ ∞
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′) +
{(1 −B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′
)1
2
.
(4.54)
Since k(d) < 0, the argument of the square root in the above expression is positive and mc1 is
real valued. Note that there are open trajectories with O(St
1
2 ) initial offsets that lie outside
the limiting trajectory. The expression for the gradient displacement for these cases is derived
in Appendix C4, and will be used for the evaluation of the in-plane self-diffusivity in section
4.4.5.
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St mc1St
1
2 (numer.) mc1St
1
2 (theor.)
0.01 0.05 0.051
0.1 0.165 0.162
0.5 0.409 0.362
1 0.657 0.512
Table 4.2: Comparison of theoretical and numerical values of the critical offset in the shearing
plane.
From (4.52) we see that the O(St) correction p is proportional to (1 − A0);
since the value of d is very close to the contact value of the inter-particle distance, one can
approximate (1−A0) as 4.077(d− 2) (d− 2  1). Thus for near-field approach, the effective
inertia of the particle with regard to radial motion is characterized by a modified Stokes
number Sˆt ∝ St(r − 2) which decreases linearly with decreasing separation. Therefore as
seen in section 4.3, even for St ∼ O(1), there is always a separation at which Sˆt  1, and
inertia of the particle is no longer important at these separations. This can also be understood
from the fact that the radial component of the drag has a 1/(r − 2) singularity at contact
which implies that the near-field motion of the particles is equivalent to that in a fluid with
an effective viscosity of order µ/(r − 2). This immediately suggests Sˆt as the appropriate
measure of particle inertia. This argument is not necessarily true, however, for arbitrary St,
since for St large enough the separation corresponding to Sˆt 1 might be small enough for
the continuum approximation to be invalid (Sundararajakumar & Koch 1996).
In table 4.2 and Fig 4.6, we compare the theoretical expression for mc1, (4.53),
with that obtained from numerical integration of (4.25) using an adaptive Runge-Kutta fourth
order method, for different Stokes numbers. In the latter case, the gradient displacement
was obtained by carrying out the integration from 200 units upstream to the same distance
downstream. There was no significant change in this value on further increasing this distance.
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Figure 4.6: The critical offset (mc
1
St
1
2 ) values obtained from numerical integration of the in-plane
trajectory equation (4.25) are plotted as a function of St
1
2 ; the dashed line represents the theoretical
approximation (4.53).
The theoretical and numerical values agree well upto a Stokes number of about
0.5, which confirms the St
1
2 scaling of the critical offset. Even for a Stokes number of 1,
the theoretical value is not too far off; this is because for St = 1, the limiting finite St
trajectory still passes very close to the sphere (rmin ∼ 2.0001), and as seen earlier, the inertia
of the particle is suppressed by lubrication forces at these separations, which translates to an
effective Stokes number for motion close to the sphere that is much less than 1.
4.4.4 Far-field analytical expression for in-plane gradient displacement
The expression for (∆z)inplane is given by (4.45),
(∆z)inplane =
2St
z−∞
∫ ∞
c
exp
[
−
∫ ∞
r′
q(r′)dr′
]{
r′f1(r′, φ′0)
(1−A′) +
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′.
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To find the far-field expression for (∆z)inplane (i.e., in the limit c (or z
−∞)  1)8, we use the
following far-field approximations for the hydrodynamic functions,
A =
5
r3
− 8
r5
+O(
1
r7
), B =
16
3r5
+O(
1
r7
),
C =
5
2r3
+O(
1
r6
), E =
1
2r2
+O(
1
r7
),
G =1− 3
2r
+O(
1
r3
), H = 1− 3
4r
+O(
1
r3
),
sin2 φ0 =
c2
r2
+O(
1
c3
), cos2 φ0 =
(
1− c
2
r2
)
+O(
1
c3
).
A term of O(1/rk) will, upon integration, yield a term of O(1/ck−1) for (∆z)inplane, and for
c  1, (∆z)inplane will therefore be in the form of a power series in 1/c. We will calculate
(∆z)inplane to O(1/c
4); to this order, the exponential factor in the integral expression can
be approximated by 1. Also, in the expressions above and those to follow, a neglected term
of the general form O(1/rn−scs) is denoted by O(1/rn), since both will contribute terms of
O(1/cn−1) in the final expression for (∆z)inplane. We now find the asymptotic approximations
for the other two terms in the integrand involving f1 and f2.
f1 :
r′f1(r′, φ′0)
(1−A′)
≈ −r
′ sinφ′0 cosφ
′
0
(1−A′)
[
H ′[−r′dB
′
dr′
(cos2 φ′0 − sin2 φ′0)
2
+ 2(A′ −B′) sin2 φ′0] +O(
1
r′6
)
]
,
=−10
r′2
cosφ′0 sin
3 φ′0+
3
4r′
(
10
r′2
)cos φ′0 sin
3 φ′0
− sinφ′0 cosφ′0
[
40
3r′4
−sin2 φ′0
(
80
3r′4
+
16
r′4
+
32
r′4
)]
+O(
1
r′5
),
=
(
− 10
r′2
+
15
2r′3
)(
1− c
2
r′2
) 1
2 c3
r′3
− c
r′
(
1− c
2
r′2
) 1
2
[
40
3r′4
− c
2
r′2
(
160
3r′4
)]
+O(
1
r′5
).
8The difference between c and z−∞ in this limit is only O(1/(z−∞)3), as can be verified from the zero-Stokes
trajectory equation; we can therefore use them interchangeably at the order of approximation considered in
this section.
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f2 :
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
,
≈ −r
′G′ sinφ0
cosφ′0
[
sin2 φ′0 cos
2 φ′0
(
−r′dA
′
dr′
)
+
(B′−2A′)
2
sin2 φ′0 −
B′
2
cos2 φ′0 +O(
1
r′6
)
]
,
=
(
−1 + 3
2r′
)[(
15
r′2
)
sin3 φ′0 cosφ
′
0 −
(
5
r′2
)
sin3 φ′0
cosφ′0
]
− 1
cosφ′0
[
32
3r′4
sin3 φ′0
− 40
r′4
sin3 φ′0 cos
2 φ′0 −
16
6r′4
sinφ′0 cos
2 φ′0
]
+O(
1
r′5
),
= −
[(
15
r′2
)
c3
r′3
(
1− c
2
r′2
) 1
2
−
(
5
r′2
)
c3
r′3
(
1− c
2
r′2
)− 1
2
]
+
[(
45
2r′3
)
c3
r′3
(
1− c
2
r′2
) 1
2
−
(
15
2r′3
)
c3
r′3
(
1− c
2
r′2
)− 1
2
]
−
[(
32
3r′4
)
c3
r′3
(
1− c
2
r′2
)− 1
2
−
(
40
r′4
)
c3
r′3
(
1− c
2
r′2
) 1
2
− 16
6r′4
c
r′
(
1− c
2
r′2
) 1
2
]
+O(
1
r′5
).
Having found the requisite asymptotic expressions, we proceed to evaluate (∆z)inplane by
considering terms at successive orders in 1/c.
O
(
1
c2
)
:
2
z−∞
∫ ∞
c
(1)
[(
− 10
r′2
)(
1− c
2
r′2
) 1
2 c3
r′3
−
(
15
r′2
)
c3
r′3
(
1− c
2
r′2
) 1
2
+
(
5
r′2
)
c3
r′3
(
1− c
2
r′2
)− 1
2
]
dr′,
=
2
z−∞
∫ ∞
c
[(
5
r′2
)
c3
r′3
(
1− c
2
r′2
)− 1
2
−
(
25
r′2
)(
1− c
2
r′2
) 1
2 c3
r′3
]
dr′.
Changing variables a′ = c2/r′2, we get
− 1
z−∞c
∫ 2
0
[
5a′(1− a′)− 12 − 25a′(1− a′) 12
]
da′,
=− 1
z−∞c
[
5Be(2,
1
2
)− 25Be(2, 3
2
)
]
,
= 0,
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where Be(r, s) is the Beta function (Abramowitz and Stegun 1972). At the next order,
O
(
1
c3
)
:
2
z−∞
∫ ∞
c
(1)
[(
15
2r′3
)(
1− c
3
r′3
) 1
2 c3
r′3
+
(
45
2r′3
)
c3
r′3
(
1− c
2
r′2
) 1
2
−
(
15
2r′3
)
c3
r′3
(
1− c
2
r′2
)− 1
2
]
dr′,
=
1
z−∞c2
[
30Be(
5
2
,
3
2
)− 15
2
Be(
5
2
,
1
2
)
]
,
= − 15pi
16(z−∞)3
,
where we gave replaced c by z−∞ (see earlier footnote). At the next order,
O
(
1
c4
)
:
2
z−∞
∫ ∞
c
(1)
[
− c
r′
(
1− c
2
r′2
)1
2
[
40
3r′4
− c
2
r′2
(
160
3r′4
)]
−
(
32
3r′4
)
c3
r′3
(
1− c
2
r′2
)− 1
2
+
(
40
r′4
)
c3
r′3
(
1− c
2
r′2
) 1
2
+
16
6r′4
c
r′
(
1− c
2
r′2
) 1
2
]
dr′,
=
1
z−∞c3
[
280
3
Be(3,
3
2
)− 32
3
Be(2,
3
2
)− 32
3
Be(3,
1
2
)
]
,
= 0.
Therefore, the far-field expression for (∆z)inplane is given by
lim
c1
(∆z)inplane = −(St) 15pi
16(z−∞)3
+O
(
1
z−∞
)5
. (4.55)
The reason for the O(1/c2) terms cancelling out identically, in turn leading to the O(1/z−∞)3
decay is because the deviation of the particle pathline from the corresponding streamline of
the ambient simple shear is O(1/z−∞)3 for z−∞  1, as can be seen from (4.30) using the
far-field approximations for the hydrodynamic functions. In the absence of interactions, the
relative trajectories are coincident with the streamlines, which for the case of simple shear
flow are just straight lines. Motion of the particle along such a rectilinear path will not lead to
an orthogonal displacement for any value of St. Therefore (∆z)inplane, for z
−∞  1, should
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c (∆z)inplane/numer (∆z)inplane/far−field (∆z)inplane/theor
5 −0.001941 −0.002356 -0.001976
10 −0.000282 −0.000295 -0.000291
15 −0.0000864 −0.0000873
20 −0.000037 −0.0000368
Table 4.3: Comparison of numerical and analytical values, and the far-field approxima-
tion (4.55) for (∆z)inplane for St = 0.1.
be of the same order as the leading order hydrodynamic interactions, which then leads to the
above scaling.
In table 4.3, we compare the far-field approximation for (∆z)inplane above with
that obtained from the numerical integration of (4.25). Also listed is the exact numerical
value of the integral expression (4.45) for (∆z)inplane (denoted below and in the table by
(∆z)inplane/theor), valid for trajectories with offsets z
−∞  O(St 12 ). This is calculated using
Gauss-Legendre quadrature; the upper limit in the integral was taken to be 80 units, and
further increase in this value did not change the value of (∆z)inplane/theor for the cases shown.
We have calculated (∆z)inplane/theor for the first two cases only, since for z
−∞ ≥ 15 the
absolute value of (∆z)inplane becomes very small and convergence with increasing number of
Gauss-Legendre points is slow. However, the values for z−∞ = 5 and 10 suffice to show the
accuracy of the far-field expression in approximating (4.45).
4.4.5 Calculation of in-plane self-diffusivity in the velocity gradient direc-
tion (Dip
zz
)
A particle moving along a finite St open trajectory in the shearing plane suffers a net dis-
placement in the gradient direction after a single interaction. A sequence of such uncorrelated
displacements will lead to the particle executing a random walk characterised in general by a
tensorial diffusivity (see Fig 4.7). The transverse components (i.e., the zz and xx components)
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of the self-diffusivity tensor in the dimensionless form are given by (Zarraga & Leighton 2001)
Dˆzz =
3
8pi
∫ ∞
−∞
∫ ∞
−∞
dx−∞ dz−∞ |z−∞| (∆z)2,
Dˆxx =
3
8pi
∫ ∞
−∞
∫ ∞
−∞
dx−∞ dz−∞ |z−∞| (∆x)2,
where Dˆii = Dii/γ˙a
2φ.
Diffusive trajectory of tracer particleResultant
Sucessive pairwise interactions
∆( 2
Test sphere
zz
∆
∆ 2 ∆ 3
2z) =   D    t
1z
z
y
z
z
Figure 4.7: Tracer particle (darker shade) undergoing a random walk due to successive uncorrelated
pair-interactions.
For the xx component, one needs to calculate the vorticity displacement (∆x) for
any open trajectory, which in turn necessitates consideration of off-plane trajectories. Here
we only evaluate the in-plane value of Dˆzz from the expressions for (∆z)inplane derived in
previous sections and in Appendix C4. This would entail integrating only with respect to
the z coordinate. Even so, as will be seen later in section 5.3.4, the scaling with St given
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by the analysis in this section remains unaltered on subsequent integration with respect to
x−∞. The projected in-plane value, Dˆipzz, is given as
8pi
3
Dˆipzz = 2
∫ ∞
0
|z−∞| (∆z)2inplane dz−∞ = 2
∫ ∞
mc1(St)
1
2
|z−∞| (∆z)2inplane dz−∞, (4.56)
where mc1 is the offset of the limiting finite St open trajectory, and is given by (4.53). Owing
to the antisymmetry of simple shear, it suffices to consider encounters in only one half of
the shearing plane. The change in the lower limit from 0 to the limiting offset is because
a sensible diffusivity can only be evaluated over the open trajectories. The rapid far-field
decay of the in-plane gradient displacement (see (4.55)) ensures that the diffusivity integral is
convergent with respect to the upper limit. Since (∆z)inplane ∼ O(St) for all trajectories with
O(1) initial offsets, a naive estimate would suggest that Dˆipzz ∼ O(St2). However, for small
initial offsets (∆z)inplane ∝ 1/z−∞, and the diffusivity integral has a logarithmic divergence
that is cut off at an offset of O(St
1
2 ). This enhances the magnitude of Dˆipzz by a factor of
lnSt; thus Dˆipzz ∼ (St)2(lnSt+K), where K is an O(1) constant.
For the purposes of this calculation, the ensemble of open in-plane trajectories
can be divided into two regions based on the scaling of the gradient displacement:
Region 1: open trajectories with initial offsets greater than O(St
1
2 ), for which (∆z)inplane <
O(St
1
2 ).
Region 2: open trajectories with O(St
1
2 ) initial offset for which ∆z ∼ O(St 12 ) (this includes
the limiting in-plane trajectory).
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Accordingly, we divide the interval of integration as below:
4piDˆipzz
3
=
∫ bSt 12−
mc1(St)
1
2
|z−∞| (∆z)2inplane dz−∞ +
∫ ∞
bSt
1
2−
|z−∞| (∆z)2inplane dz−∞
= I1 + I2, (4.57)
where 0 <  < 12 . In the limit St  1, we can have bSt−  1, and at the same time
bSt
1
2
−  1, so there is a region of overlap between the two families of trajectories; while
bSt− in I1 can be interpreted as a large offset on the scale of St
1
2 , bSt
1
2
− appears as a small
O(1) offset in I2. The objective is to obtain the leading order term in (4.57) independent of
b and , which will then be the first term in a small St asymptotic series for Dˆipzz.
Region 1: z−∞ > O(St
1
2 ):
I1 =
∫ bSt 12−
mc1(St)
1
2
|z−∞| (∆z)2inplane dz−∞,
which may be rewritten as
I1 =
∫ (bSt−)St 12
mc1(St)
1
2
|z−∞| (∆z)2inplane dz−∞.
Regarding both the upper and lower limits as O(St
1
2 ), and changing variables to z−∞ =
(St)
1
2 zˆ−∞, we get
I1 = St
∫ bSt−
mc1
| zˆ−∞| (∆z)2inplane dzˆ−∞. (4.58)
We now use ∆z = m′1(St
1
2 ), where m′1 is given by equation (C.23) with m1 replaced by zˆ
−∞.
We obtain
|∆z |inplane=St
1
2
{
zˆ−∞−
[
(zˆ−∞)2 + 2 k(d)d
(2 −B0)
(1 −A0) exp
(
−
∫ ∞
d
q(r′)dr′
)] 1
2
]
,
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=St
1
2
{
zˆ−∞−
[
(zˆ−∞)2 − 2 |k(d)| d (2−B0)
(1 −A0) exp
(
−
∫ ∞
d
q(r′)dr′
)] 1
2
}
,
⇒ (∆z)2inplane =St
{
zˆ−∞ − [(zˆ−∞)2 − (mc1)2] 12}2 , (4.59)
where we have used (4.53) for mc1 (see section 4.4.3). Using (4.59) in (4.58),
I1 = (St)
2
∫ bSt−
mc1
zˆ−∞
{
zˆ−∞ − [(zˆ−∞)2 − (mc1)2 ] 12}2 dzˆ−∞.
Using the substitution zˆ−∞ = mc1 secψ, we get
I1 =(St)
2
∫ bSt−
mc1
mc1 sec ψ {mc1(sec ψ − tan ψ)}2mc1 sec ψ tan ψ dψ,
=(St)2(mc1)
4
∫ bSt−
mc1
sec2 ψ tan ψ (sec ψ − tan ψ)2 dψ,
⇒ I1 =(St)2(mc1)4
[
1
2 cos4 ψ
− 1
2 cos2 ψ
+
sin ψ
4 cos2 ψ
− sin ψ
2 cos4 ψ
+
1
4
ln{tan
(
pi
4
+
ψ
2
)
}
]zˆ−∞=bSt−
zˆ−∞=mc1
.
Rewriting in terms of zˆ−∞, we obtain
I1 = (St)
2(mc1)
4
[
(zˆ−∞)4
2(mc1)
4
− (zˆ
−∞)2
2(mc1)
2
+
1
4
(
(zˆ−∞)2
(mc1)
2
− 2(zˆ
−∞)4
(mc1)
4
)(
1− (m
c
1)
2
(zˆ−∞)2
)1
2
+
1
4
ln
{
cot(
1
2
sin−1(
mc1
zˆ−∞
))
}]zˆ−∞=bSt−
zˆ−∞=mc1
,
where we have used cosψ = mc1/zˆ
−∞ and sinψ = {1 − (mc1/zˆ−∞)2}
1
2 . The quantity within
brackets equals zero at the lower limit, and therefore
I1 = (St)
2(mc1)
2
[
(zˆ−∞)4
2(mc1)
2
− (zˆ
−∞)2
2(mc1)
2
+
1
4
(
(zˆ−∞)2
(mc1)
2
− 2(zˆ
−∞)4
(mc1)
4
)(
1− (m
c
1)
2
(zˆ−∞)2
) 1
2
+
1
4
ln
{
cot(
1
2
sin−1(
mc1
zˆ−∞
))
}]
zˆ−∞=bSt−
.
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Since zˆ−∞ = bSt−  1, we find the asymptotic form of the first term for large zˆ−∞, giving
(
1− (m
c
1)
2
(zˆ−∞)2
) 1
2
= 1− (m
c
1)
2
2(zˆ−∞)2
− (m
c
1)
4
8(zˆ−∞)4
+O(
1
(zˆ−∞)6
),
ln
{
cot(
1
2
sin−1(
mc1
zˆ−∞
))
}
= ln
(
2zˆ−∞
mc1
)
+O(
1
(zˆ−∞)2
).
Using these in the expression for I1, we obtain
I1 = (St)
2(mc1)
4
{
− 1
16
+
1
4
ln
(
2zˆ−∞
mc1
)
+O(
1
(zˆ−∞)2
)
}
zˆ−∞=bSt−
.
Retaining only through the logarithim term
I1 = (St)
2(mc1)
4
[
− 1
16
+
1
4
ln(
2
mc1
) +
1
4
ln(b St−)
]
,
= (St)2
[
(mc1)
4
4
(ln b−  lnSt) +K ′
]
, (4.60)
where
K ′ = −(m
c
1)
4
16
{1 + 4 ln(m
c
1
2
)}. (4.61)
Region 2: z−∞ ∼ O(St 12 ):
I2 =
∫ ∞
bSt
1
2−
|z−∞| (∆z)2inplane dz−∞,
in which we now use the gradient displacement as given by equation (4.45) in section 4.4.1,
i.e.,
(∆z)2inplane=
4(St)2
(z−∞)2
[∫ ∞
c
exp
[
−
∫ ∞
r′
q(r′)dr′
]{
r′f1(r′, φ′0)
(1−A′) +
{(1−B′) sin2 φ′0 + B
′
2 }f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′
]2
.
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It must be noted that in the above integral, ∆z contains functions of c which in turn are
functions of z−∞ via (4.33). Therefore,
I2 =(St)
2
∫ ∞
bSt
1
2−
4dz−∞
z−∞
(∫ ∞
c
exp
[
−
∫ ∞
r′
q(r′)dr′
]{
r′f1(r′, φ′0)
(1−A′) +
{(1−B′) sin2 φ′0 + B
′
2 }f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′
)2
.
The above integral is logarithmically divergent at its lower limit, but the divergence is pre-
cisely cancelled off by an analogous term in I1, and the leading order approximation to the
diffusivity is independent of the b and , as it should be. This can be seen by rewriting I2 as
I2 =(St)
2
(∫ ∞
bSt
1
2−
dz−∞
4
z−∞
[∫ ∞
c
exp
[
−
∫ ∞
r′
q(r′)dr′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1−B′) sin2 φ′0 + B
′
2 }f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′
]2
−
∫ 1
bSt
1
2−
(mc1)
4
4
dz−∞
z−∞
)
+(St)2
∫ 1
bSt
1
2−
(mc1)
4
4
dz−∞
z−∞
.
The first term enclosed in parentheses is no longer divergent since the added integral exactly
cancels off the logarithmic divergence. One can therefore extend the lower limit in the
integrals to 0 incurring only an error of o(St). The b and  dependent terms in the second
integral are identically cancelled by the first term in (4.60).
Adding the expressions for I1 and I2, one obtains
4piDˆipzz
3
= 2(St)2
{
−(m
c
1)
4
8
lnSt+K
}
, (4.62)
where K = K ′ +K ′′, and
K ′′ =
∫ ∞
0
dz−∞
{
4
z−∞
[∫ ∞
c
exp
[
−
∫ ∞
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′
]2
− (m
c
1)
4
4z−∞
H(1− zˆ∞)
}
.
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St Dˆipzz (numer.) Dˆ
ip
zz (anal.)
0.1 2.546 x 10−3 2.643 x 10−3
0.01 2.72 x 10−5 2.841 x 10−5
0.001 2.914 x 10−7 3.039 x 10−7
Table 4.4: Comparison of analytical and numerical values of the in-plane diffusivity for
different Stokes numbers.
K ′ is defined by (4.61), and H(x) is the heavyside function. The above expression clearly
shows the non-analytic dependence of Dˆipzz on St.
In table 4.4 we compare the values of Dˆipzz given by (4.62) to those evaluated nu-
merically for different Stokes numbers. The latter were obtained by (numerically) evaluating
the diffusivity integral, (4.56); the in-plane gradient displacement for each open trajectory is
obtained from the numerical integration of the trajectory equation (4.25).
4.4.6 Behavior within the limiting trajectory
For St = 0 the limiting open trajectory is fore-aft symmetric and asymptotes to the y-axis
as y → ±∞; trajectories lying within form closed orbits. One may regard the plane of shear
from a dynamical systems perspective. In order to carry forth this analogy, we introduce the
change of variables r1 = (r−2), φ1 = φ, which maps the surface of the reference sphere (r = 2)
to the origin (r1 = 0), and is a one-to-one transformation at every other point in the plane.
Thus for St = 0, the trajectory equations (4.25) constitute a two dimensional dynamical
system of the form
dy1
dt
= F0(y1), (4.63)
where y1 = (y1, z1); the origin is a (local) ‘center’, a non-hyperbolic fixed point. In the
(y1, z1) coordinates, the phase plane looks similar to that of a simple pendulum(see Fig
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4.17). However, the crucial difference is that, while in the latter case one has a linear approx-
imation (with pure imaginary eigenvalues) close to the origin, implying that the near-field
closed orbits are approximately circular, the former affords no such simplification. That the
system of equations (4.63) is not linearizable about the origin can be seen by writing down
the equations in their explicit cartesian form for r1 → 0:
dy1
dt
=
z1
(y12 + z12)
[
2(4.077)y1
2 + z1
2 +
Bˆ(0)
2
(y1
2 − z12)
]
,
dz1
dt
=
y1
(y12 + z12)
[
2(4.077)z1
2 − z12 + Bˆ(0)
2
(z1
2 − y12)
]
, (4.64)
where B(r) = Bˆ(r1), and we have used that limr1→0 Aˆ(r1) = 1 − 4.077r1. Since all terms
in dy1/dz1 are of O(r
3
1) for small r1, there does not exist a non-trivial linear approximation
in the vicinity of the fixed point. It must also be noted that the hydrodynamic function B
approaches its contact value only in a logarithimic fashion, thereby precluding a Taylor series
expansion about the singular point r1 = 0.
The dynamical system for finite St can be written as
dy1
dt
= F0(y1) + StF1(y1). (4.65)
For small but finite St the limiting trajectory, as seen earlier, starts from an offset of O(St
1
2 )
at y = −∞ (+∞) for positive z (negative z), and goes to zero as y → ∞ (−∞). It will be
shown below that inertial effects lead to a bifurcation in the phase plane. For St > 0, the
origin loses its (neutral) stability, and there appears a new stable limit cycle in the phase
plane with its (in-plane) domain of attraction being the region of the plane included between
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the pair of limiting trajectories for z positive and negative. Trajectories lying outside the
limit cycle but within the limiting trajectories spiral into it, while those lying within the
limit cycle spiral out onto it as t → ∞. It must be emphasised that this bifurcation at
St = 0 is not a Hopf bifurcation, since the linear approximation yields a trivial Jacobian
matrix and the smoothness conditions for the vector field F0 + StF1 are not satisfied owing
to the singular behavior of B close to contact; the derivation of the normal form for the
Hopf bifurcation requires a vector field, which is Cr, r ≥ 5 (Wiggins 1990) . Indeed, unlike a
supercritical Hopf bifurcation where the amplitude of the stable limit cycle grows as O(Stα)
with α > 0 (i.e., the limit cycle emerges in a smooth manner from the fixed point with
variation in the parameter away from its critical value), the location of the limit cycle in
this case is, to leading order, independent of St for small St. Since the finite St phase
plane consists of a hyperbolic (stable) limit cycle and a hyperbolic (unstable) fixed point, it is
structurally stable, i.e., a further small change in St will only lead to quantitative alterations
of the trajectory topology (Guckenheimer & Holmes 1983).
4.4.6.1 Analysis of stable limit cycle by perturbation
We first present a physical argument supporting the existence of a stable limit cycle for finite
St, and then go on to locate it in the shearing plane by applying the perturbation analysis
developed in previous sections.
From the zero-Stokes phase plane (see Fig 4.17) we see that while closed trajec-
tories very near the reference sphere are almost circular (and hence, convex), those close to
the separatrix resemble the open trajectories just above in that they have extensive regions
with a concave curvature. Thus in the latter case, one would expect the analog of a negative
gradient displacement for finite St; this translates to a spiralling in behavior, i.e., a trajectory
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starting from (−R2, 0) intersects the y axis again at (R′2, 0) with R′2 < R2. On the other
hand, as one approaches the reference sphere, the curvature becomes uniformly convex, and
inertia now tends to push the second sphere in a radially outward direction, which leads to
a finite St trajectory that spirals outwards. This then implies the existence of a stable limit
cycle in between. Since the inward and outward spiralling are due to the same underlying
physical mechanism of particle inertia, it is plausible that a decrease (increase) in St would
reduce (enhance) the rate of spiralling in both cases equally, suggesting that the location of
the stable limit cycle may be independent of St.
Owing to the antisymmetry of simple shear, the points of intersection of the
limit cycle with the y and z axes must be symmetrically located with respect to the origin.
Utilizing this symmetry, one can, in a manner exactly similar to the analysis of the limit-
ing finite St open trajectory (see section 4.4.3), perturb the portions of the limit cycle in
(0, pi/2) and (pi/2, pi) about the same zero-Stokes closed orbit (intersecting the y and z axes
in (±Rlim2 , 0) and (0,±Rlim1 ) respectively), and then piece the two portions together. Per-
turbing the (pi/2, pi) branch gives us r−pi
2
= Rlim1 + St klim for its radial distance at φ = pi/2,
and perturbing the (0, pi/2) branch gives r+pi
2
= Rlim1 − St klim. The condition r+pi
2
= r−pi
2
then
reduces to
klim = 0, (4.66)
where klim ≡ k(Rlim1 , Rlim2 ).
We now find the general expression for k for a finite St spiralling trajectory.
The spiralling trajectory is perturbed about a zero-Stokes closed orbit that has the same
radial distance (r = R2) at φ = 0. It must be emphasised that an analogous perturbative
scheme fails for the case where the inertial and zero-Stokes (closed) trajectories start from
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the same point at φ = pi/2, since the solutions at O(1) and (St) become comparable in
magnitude sufficiently far downstream (see Appendix C4); this is, of course, similar to the
non-uniformity encountered for open trajectories with O(St
1
2 ) offsets (see section 4.4.3). The
boundary condition φ1 = 0 at r = R2 is imposed in the inner layer around φ = 0
9. The O(1)
and O(St) solutions are
r2 sin2 φ0 =
∫ R2
r
exp
[
−
∫ r
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′,
rφ1 =
1
r cosφ0 sinφ0
∫ r
R2
exp
[
−
∫ r
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1 −B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′.
It can easily be verified that the O(St) correction remains uniformly small for all r. In fact,
this conclusion can be arrived at from a comparison of the O(1) and O(St) terms in the
governing equation (4.25). On matching the solutions in the outer layer and in the inner
layer around φ = pi/2, one obtains the radial distance of the finite St trajectory at φ = pi/2
as R1 + St k, where k is defined in terms of R1 and R2 as
k(R1, R2) =− 2(1 −A0)
c (2 −B0)
∫ R2
R1
exp
[
−
∫ R1
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1 −B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′. (4.67)
Here the subscript ‘0’ indicates evaluation of the particular hydrodynamic function at r = R1,
where R1 is the radial coordinate of the zero-Stokes orbit at φ = pi/2. The above expression
can be compared to the analogous expression obtained for open trajectories viz. (4.40) in
section 4.4.1.4. For the closed trajectory, R1 plays the role of c while R2 replaces the infinity.
9The zero-Stokes closed orbits become purely tangential at the points φ = 0, pi/2, 3pi/2 and pi. Thus, besides
those present for open trajectories, one has to also account for angular boundary layers around φ = 0 and pi
in the perturbation analysis.
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The change in sign is because the k above refers to the quadrant (0, pi/2) as opposed to
(pi/2, pi) in (4.40).
When k > 0, the finite St trajectory starts from outside the zero-Stokes closed
orbit at φ = pi/2, and intersects it at φ = 0; a positive value of k would thus correspond to
a trajectory that spirals in. Likewise, a negative value of k would imply a trajectory that
spirals out. Using (4.66) and (4.67), one obtains
∫ Rlim2
Rlim1
exp
[
−
∫ Rlim1
r′
q(r′′)dr′′
]{
r′f1(r′, φ′0)
(1−A′) +
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′ = 0, (4.68)
where Rlim1 and R
lim
2 are related by the zero-Stokes trajectory equation. Equation (4.68)
serves as an algebraic equation for the unknown Rlim1 (or R
lim
2 ) and determines, to O(St) the
coordinates of the limit cycle. Clearly, the solution of (4.68) is independent of St.
Below, we evaluate the integral on the left hand side of (4.68) numerically in
order to isolate the region in which it changes sign.
R2 klim
2.3 0.075
2.1 0.018
2.05 −0.0068
The perturbation theory therefore predicts the limit cycle to intersect the y axis at approxi-
mately (±2.05, 0).
In order to verify that this value is independent of St, we numerically integrate
(4.25) for three different values of St ranging over an order of magnitude (from 0.2 to 0.02),
with the initial points being (−2.5, 0), (−2.1, 0) and (−2.05, 0). The sequence of figures from
Fig 4.8 to 4.16 depicts the trajectories for these cases; the figures show a magnified view of
the finite St spiralling trajectory in the region of its intersection with the negative y axis. One
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observes that while the spirals become progressively tighter with decreasing St, the location
of the limit cycle remains virtually independent of St in the range considered.
Finally, Figs 4.17 and 4.18 show the phase plane of trajectories for zero and finite
Stokes number respectively. The figures have not been drawn to scale; the near-field portions
of the trajectory plane, for instance, are intentionally magnified in order to clearly depict the
finite St modifications. It can be seen that the inertial alteration of the phase plane is still
consistent with the antisymmetry of the ambient simple shear flow. The qualitative effect of
the (V ·∇xΩ) term remains the same as for the case of open trajectories and therefore makes
the trajectories outside the limit cycle spiral in more rapidly; neglecting this coupling term
would push the limit cycle further away from contact.
The nearest distances of approach for the zero-Stokes closed orbits are O(10−5a),
and therefore, closed orbits may only be observed for extremely smooth inertialess spheres.
The near-field inertial modifications described above will, in practice, be obscured by surface
roughness of the spheres or the presence of short-ranged interparticle forces. This does not,
however, undermine the fundamental role that these effects play in determining the interac-
tion of two finite St particles. From the practical point of view, the inertial modifications
remain important since effects similar to the above are observed for the case of off-plane
trajectories (see Chapter 4), where the distances of approach are larger than the in-plane val-
ues. Even when the near-field interaction of the spheres is dominated by non-hydrodynamic
mechanisms such as Van der Waals forces (leading to aggregation), the resulting rate of aggre-
gation would depend on the fraction of trajectories that come closer to the reference sphere
than a certain distance set by the interparticle force, which would be related to the distances
of nearest approach of the finite St trajectories in Fig 4.18.
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Figure 4.8: Trajectory spiralling into the limit cycle from (−2.3, 0) for St = 0.2.
−2.14 −2.12 −2.1 −2.08 −2.06 −2.04
−0.2
−0.1
0
0.1
0.2
0.3
St=0.2 
(−2.1,0) 
Figure 4.9: Trajectory spiralling into the limit cycle from (−2.1, 0) for St = 0.2.
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Figure 4.10: Trajectory spiralling out onto the limit cycle from (−2.05, 0) for St = 0.2.
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Figure 4.11: Trajectory spiralling into the limit cycle from (−2.3, 0) for St = 0.1.
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Figure 4.12: Trajectory spiralling into the limit cycle from (−2.1, 0) for St = 0.1.
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Figure 4.13: Trajectory spiralling out onto the limit cycle from (−2.05, 0) for St = 0.1.
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Figure 4.14: Trajectory spiralling into the limit cycle from (−2.3, 0) for St = 0.02.
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Figure 4.15: Trajectory spiralling into the limit cycle from (−2.1, 0) for St = 0.02.
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Figure 4.16: Trajectory spiralling out onto the limit cycle from (−2.05, 0) for St = 0.02.
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Figure 4.17: Phase plane of trajectories for St = 0 in simple shear flow.
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Figure 4.18: Phase plane of trajectories for finite St in simple shear flow.
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Chapter 5
Trajectory analysis for inertial non-Brownian sus-
pensions: off-plane trajectories
5.1 Introduction
In the previous chapter we studied the finite Stmodification of trajectories in the shearing (yz)
plane. Here we examine the effects of particle inertia on off-plane trajectories. As for the in-
plane case, the finite St off-plane open trajectories are no longer fore-aft symmetric, suffering
net transverse displacements in both the gradient (z) and vorticity (x) directions. This is
shown in Figs 5.1 and 5.2, where we have plotted the xz and yz projections of a trajectory
for St = 0 and St = 0.1 in order to show both transverse displacements at finite St; the
trajectory originates from the same upstream point in the two cases.
The more dramatic effects of inertia occur via destruction of the off-plane closed
orbits that exist for zero Stokes number. In contrast to the in-plane case (see Fig 4.18), the
topology of the resulting spiralling trajectories is much more complex owing to the additional
degree of freedom orthogonal to the shearing plane. A glimpse of this complex behavior is
shown in Figs 5.3 and 5.4. Fig 5.3 shows a zero-Stokes closed orbit that passes through
(x, y, z) ≡ (0.1,−3, 0), while Fig 5.4 depicts a finite St spiralling trajectory passing through
the same point. The spiralling trajectory approaches the shearing plane as t→∞.
164
−6 −4 −2 0 2 4 6
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Y axis : Flow direction
Z 
ax
is
 : 
V
el
oc
ity
 g
ra
di
en
t d
ire
ct
io
n
0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
X axis : Vorticity direction
Figure 5.1: Zero St off-plane open trajectory for x−∞ = 0.5 with z−∞ = 0.15: yz and xz projections;
x−∞ and z−∞ are the upstream vorticity and gradient coordinates respectively.
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Figure 5.2: Finite St off-plane open trajectory for x−∞ = 0.5, z−∞ = 0.15 and St = 0.1: yz and xz
projections; x−∞ and z−∞ are the upstream vorticity and gradient coordinates respectively.
165
−4 −3 −2 −1 0 1 2 3 4
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
Y axis : Flow direction
Z
 a
xi
s 
: V
el
oc
ity
 g
ra
di
en
t d
ire
ct
io
n
,
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
X axis : Vorticity direction
Figure 5.3: Zero St off-plane closed orbit through (x, y, z) ≡ (0.1,−3, 0): yz and xz projections.
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Figure 5.4: Inward spiralling off-plane trajectory starting from (x, y, z) ≡ (0.1,−3, 0) for St = 0.1:
yz and xz projections.
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It will be seen in section 5.3 that a perturbation scheme for the off-plane trajec-
tories similar in structure to that formulated in Chapter 4 for in-plane trajectories explains
the general features of the finite St trajectory space. Before proceeding to the detailed anal-
ysis, however, we discuss the physical mechanisms that lead to the behavior observed in Figs
5.2 and 5.4. Owing to the antisymmetry of simple shear flow and the symmetry across the
shearing plane, it suffices to examine only a quadrant of the entire trajectory space. In what
follows we restrict our attention to the quadrant x, z ≥ 0.
5.2 Relative off-plane trajectories
5.2.1 Off-Plane open trajectories
We begin by looking at zero-Stokes open trajectories outside the shearing plane and the effect
of inertia on their fore-aft symmetry when viewed in the flow-vorticity (xy) plane. Off-Plane
zero-Stokes trajectories, unlike those in the shearing plane, are not confined to the velocity-
velocity gradient (yz) plane. As shown by dotted lines in Fig 5.5, their projections onto the xy
plane are not straight lines and qualitatively resemble the in-plane open trajectories in that
they include two inflection points. Retracing the argument put forth for the case of in-plane
trajectories (see section 4.1), one again considers the direction of the inertial force over regions
of positive and negative curvature in the xy projection and thereby concludes that the net
vorticity displacement (∆x), similar to the in-plane gradient displacement (∆z)inplane, will be
O(St) and negative for finite St off-plane trajectories with x−∞ ≥ O(1) 1; here, x−∞ is the
upstream off-plane coordinate. For x−∞ → 0 the off-plane trajectories become increasingly
planar since they approach their counterparts in the plane of shear, and their xy projections
1A negative ∆x would mean that the open trajectory ends up downstream at a smaller value of the off-plane
coordinate (x+∞ < x−∞) for z > 0.
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do not have to pass around the reference sphere projected onto the xy plane. In fact, in
contrast to the in-plane trajectories, the regions of positive and negative curvature in the
xy projections rather than becoming more pronounced approach straight lines as x−∞ → 0.
Therefore, notwithstanding their flattening out into straight lines, the xy projections are
expected to remain qualitatively similar for all values of x−∞, implying that ∆x is always
negative and goes to zero as we approach the shearing plane. This also indicates that one
should not expect an analog of the singular O(St
1
2 ) region found for the in-plane gradient
displacement for small x−∞ (see section 4.4.3). That this is indeed the case will be seen in
section 5.3.1 where we derive an expression for ∆x which shows the uniform O(St) scaling
for the vorticity displacement (see (5.20)).
Excluded volume( ) separatrices
Periodic orbits
Reference
y
z
x
sphere
z
x
Figure 5.5: Axisymmetric separatrix envelope enclosing closed orbits at St = 0
We next examine the gradient displacement (∆z) of finite St off-plane open tra-
jectories, again basing our arguments on the curvature of the corresponding zero-Stokes
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trajectories. Since the yz projection of the zero-Stokes trajectory in Fig 5.1 has two inflec-
tion points, the argument used above (and in section 4.1 for the in-plane trajectories) implies
that ∆z will be O(St) and negative for an upstream offset z−∞ ∼ O(1). For small values of
x−∞ the off-plane trajectories still resemble those in the plane of shear in that they pass very
close to the surface of the reference sphere for small z−∞. Lubrication interactions there-
fore dominate in the near-field portions (with negative curvature as seen in the yz plane)
of these trajectories leading to an increasingly negative ∆z as z−∞ → 0. Albeit smaller in
magnitude than the in-plane gradient displacement for the same z−∞, ∆z should still exhibit
the same qualitative behavior for small x−∞. Thus, there must exist a singular region (in
z−∞) of O(St
1
2 ), where (∆z) becomes O(St
1
2 ), and thence the same order of magnitude as
z−∞. Accordingly, for small x−∞ one has an off-plane limiting trajectory that starts from
a finite gradient offset of O(St
1
2 ) upstream and goes to zero far downstream (i.e., z+∞ = 0
as y → ∞), still suffering only an O(St) vorticity displacement. As for the in-plane case,
trajectories starting from smaller gradient offsets for these values of x−∞ will cross the y axis
at a finite distance downstream, resulting in a spiralling behavior that is discussed in the
next section. These conclusions are borne out in sections 5.3.1 and 5.3.2, where we derive
expressions for ∆z for trajectories with O(1) and O(St
1
2 ) offsets, respectively (see (5.21) and
(5.39)).
The above arguments with regard to ∆z, however, remain valid only for off-plane
trajectories with a negative gradient displacement. For fixed z−∞ and for x−∞ inceasing, the
trajectories move further away from the reference sphere, thereby diminishing the importance
of the near-field lubrication interactions. For large enough x−∞, the magnitude of inertial
forces (acting between the two inflection points of the in-plane projection) is sufficient to
reverse the sign of the gradient displacement for small z−∞. This then implies the existence
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of an intermediate finite St limiting trajectory corresponding to a critical value of the off-
plane coordinate (say) x−∞c (≈ 0.9), for which z±∞ → 0, i.e., ∆z = 0 (see Fig 5.6). The
limiting trajectories for smaller values of x−∞ are as described above. For x−∞ ≥ x−∞c ,
the limiting trajectories start from z−∞ = 0 and suffer a positive gradient displacement;
these trajectories are still referred to as ‘limiting’ since they serve to separate the open and
spiralling trajectories for x−∞ > x−∞c . Despite the absence of a gradient displacement, this
‘neutral’ trajectory is not fore-aft symmetric since it still suffers an O(St) displacement in
the vorticity direction; even its in-plane projection would be antisymmetric. Note that, while
for smaller St the magnitude of the negative in-plane gradient displacement (to be overcome)
is smaller, the inertial forces effecting this sign reversal are also correspondingly smaller,
thereby suggesting that the location of the neutral trajectory x−∞c may be independent of
St. It is shown later in section 5.3.2 that this is indeed true to leading order.
Now considering a fixed x−∞ (> x−∞c ) and varying z−∞, the above arguments
indicate that open trajectories with z−∞ ∼ O(1) or greater have a negative ∆z, while those
with z−∞ suffciently small have a positve ∆z. Thus, ∆z must change sign across z−∞ =
z−∞c (say). As mentioned earlier, this occurs because for trajectories sufficiently far away
from the reference sphere there is no lubrication mechanism to suppress the effects of inertial
forces acting along the regions of negative curvature. Since both regions of positive and
negative curvature become more pronounced for small z−∞, as manifested in a bigger hump
in the yz projection2, it is plausible that the two contributions to the gradient displacement
will balance out at a certain critical value of the gradient offset denoted above by z−∞c .
Again, since the underlying physical mechanism for both positive and negative gradient
displacements remains the same, one expects that, similar to x−∞c , the value of z−∞c for fixed
2This occurs for off-plane zero-Stokes trajectories because, for z−∞ small enough, they have to conform to
the excluded volume of the axisymmetric separatrix envelope (see Fig 5.5).
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x−∞ will be independent of St. This is shown to be the case in section 5.3.2.
We therefore see that, while open off-plane trajectories with gradient offsets O(1)
or greater are altered for finite St in a manner consistent with our intuition based on inves-
tigations of in-plane trajectories (see Chapter 4), those with smaller values of z−∞ behave
quite differently. The neutral off-plane trajectory at x−∞c acts to compartmentalize the finite
St trajectory space, which in turn dictates the nature of the spiralling trajectories discussed
next. As will be seen below and in section 5.5, this compartmentalization is independent of
St for St 1 and has profound consequences with regard to suspension microstructure and
rheology.
5.2.2 Off-plane spiralling trajectories
We now consider the inertial modifications of the zero-Stokes closed orbits, i.e., of the ensem-
ble of trajectories lying inside the axisymmetric zero-Stokes separatrix envelope (see Fig 5.5).
For any fixed off-plane coordinate, the zero-Stokes closed trajectories are similar in shape to
open trajectories lying just outside the separatrix surface, except in regions asymptotically
close to their points of intersection with the xy plane where the curvature (of the yz projec-
tion) changes sign as the trajectory crosses the y axis. Therefore one expects the qualitative
effects of inertial forces, at least with regard to the vorticity displacement ∆x, to remain
the same even when acting on these closed orbits. Thus, the equivalent of a non-zero ∆x
for a zero-Stokes closed trajectory would be an O(St) difference between the x coordinates
of the points of intersection with the flow-vorticity (xy) plane. The resulting finite St tra-
jectory is no longer closed; if we begin at x = x1 and φ = pi, the next point of intersection
at φ = 0 (moving in a clockwise manner when viewed down the positive x axis) will corre-
spond to x2 = x1 − St |(∆x)1| with x2 < x1 since ∆x is negative. From the antisymmetry
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of the simple shear flow, it immediately follows that this pattern repeats itself, i.e., the in-
ertial trajectory will again intersect the xy plane at a third point (φ = pi) corresponding to
x3 = x2− St |(∆x)2|, and so on. The inertial trajectory in effect spirals towards the plane of
shear, advancing by a distance of O(St) in each cycle (see Fig 5.6).
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with negative ∆
with zero ∆
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to infinity
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∆
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z
z
y
x
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Figure 5.6: Finite St spiralling trajectories within the modified separatrix envelope.
In describing the above spiralling behavior further, the terms spiralling ‘inward’
and ‘outward’ will be used with reference to the y coordinates of the points of intersec-
tion (with the xy plane) of the spiralling trajectory, i.e., if two successive points of intersection
have y coordinates y1, y2, such that y2 > y1, then the trajectory is said to spiral outwards,
and vice versa. Thus, a trajectory spiralling outward in z (applying the above definition to
points of intersection of the trajectory with the xz plane) and inward in y is still regarded as
spiralling inward. This will be the case for virtually all off-plane spiralling trajectories since
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the z extent (i.e, at φ = pi/2) of the finite St separatrix envelope diminishes as one moves away
from the plane of shear. It must also be remembered that the spiralling trajectories always lie
within the envelope formed by the limiting finite St trajectories (see previous section). Thus,
the phrase ‘spriralling off to infinity’ used below will refer to a spiralling trajectory that goes
off to infinity while remaining within this envelope.
With the above terminology in mind, the nature of the spiralling trajectories, as
seen in the yz plane, can be deduced from sign of ∆z. The equivalent of a non-zero ∆z for a
zero-Stokes closed trajectory is an asymmetry with respect to the y coordinates of the points
of intersection with the xy plane of the resulting finite St trajectory. Unlike the x coordinates,
however, the difference between successive y coordinates need not be O(St). This is owing
to the non-uniformity arising from squeezing the entire family of zero-Stokes closed orbits
covering the negative y-axis into an interval of O(d) or smaller on the z-axis, where d is
the ordinate of the separatrix envelope at φ = pi/2 for the particular off-plane coordinate.
This squeezing occurs regardless of the proximity to the reference sphere; the latter only
decides the relative magnitudes of the lubrication and inertial forces. The squeezing effect
will, for instance, magnify an O(St) perturbation between a zero-Stokes closed orbit and the
(spiralling) inertial trajectory at φ = pi/2, leading to an O(1) or larger difference between
their points of intersection with the xy plane further downstream (see Appendix C3). One
nevertheless expects that one of the following will occur:
1. Finite St trajectories just below the separatrix envelope (i.e., whose points of inter-
section with the xy plane are at large distances from the vorticity axis) in the region
x < x−∞c will spiral inward owing to the negative ∆z for open trajectories immediately
above; they eventually spiral onto the limit cycle in the plane of shear. Their behavior
resembles, and indeed asymptotes to that of in-plane trajectories outside the limit cycle
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but below the limiting in-plane trajectory (for which z+∞ = 0; see Fig 4.5). An example
of such a trajectory was shown in Fig 5.4 in the introduction.
2. Finite St trajectories will spiral outward for x > x−∞c owing to the reversal in the sign
of ∆z across x = x−∞c . We can also have a spiralling out behavior when x < x−∞c for
trajectories that lie sufficiently away from the finite St separatrix envelope (i.e., whose
points of intersection with the xy plane lie close to the vorticity axis), in which case
the trajectories have to conform to the excluded volume of the reference sphere as they
approach the plane of shear. These trajectories are still consistent with the negative
∆z (for open trajectories) in x < x−∞c , however, since though the points of intersection
with the xy plane move away from the vorticity axis, the trajectory still moves closer
to the surface of the sphere.
3. A subset of the finite St trajectories that spiral out will approach the limit cycle in the
shearing plane from ‘within’. The long-time behavior of these trajectories asymptotes
to that of the in-plane trajectories spiralling out onto the limit cycle (see Fig 4.18).
It must be emphasised that the above regimes need not necessarily correspond
to distinct finite St trajectories. Indeed, the first two cases may describe different portions
of the same finite St trajectory as it approaches the plane of shear. We do not consider the
third case further, since in any event trajectories belonging to this class form a vanishingly
small portion of the whole trajectory space.
The precise transition for a given finite St trajectory from a diverging to a con-
verging spiral can be seen as follows. At zero Stokes number the trajectory space contains
(at least) two invariant manifolds, the shearing plane that is locally a center manifold, and
the vorticity axis. The latter is trivially so since all points on this axis have zero velocity.
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For finite St the two manifolds remain invariant, and the modification of trajectories in the
shearing plane was described in section 4.4.6. A spiralling finite St trajectory originates from
(say) some point very near the vorticity axis (t → −∞), and to begin with, spirals outwards
from it. During its motion towards the plane of shear (in O(St) increments), the trajectory if
it comes closer than x−∞c , will eventually begin spiralling inward and approach the in-plane
limit cycle as t → ∞. On the other hand, if the outward spiralling is fast enough relative
to the rate of approach, the trajectory will spiral off to infinity before crossing the neutral
plane at x−∞c . The possibility of escape doesn’t exist for x < x−∞c since the outlet to infinity
is now cut off by the envelope of limiting trajectories that tends to zero to 0 as y → ∞
for x < x−∞c 3. Even having considered all open trajectories in the previous section, there
were still regions of space, infinite in extent, left unaccounted for; for example, the quadrant
x, z > 0, the region y > 0, x > x−∞c , with z (of O(St
1
2 )), bounded by the family of limiting
finite St open trajectories, and similar symmetrically placed regions in other quadrants. It
is precisely these regions that will be filled by trajectories spiralling off to infinity.
The correspondence between the nature of spiralling (close to the separatrix en-
velope) and the sign of ∆z for the corresponding limiting open trajectory will not be exact
due to ‘end effects’, that is to say, the transition from outward to inward spiralling for such
trajectories will not occur exactly at x = x−∞c (where ∆z for the limiting off-plane trajectories
changes sign). This discrepancy should be expected not only because of the small but finite
distance of the spiralling trajectories from the separatrix envelope, but more importantly
on account of inertial forces acting to push the spiralling trajectories further outwards (the
equivalent of a positive ∆z) in the regions close to φ = 0, pi where the curvature changes sign.
3To be precise, the neutral plane should correspond to the downstream off-plane coordinate of the neutral
trajectory viz. x−∞c − St (∆x)c, since it is beyond this value that the finite St limiting envelope cuts off the
escape to y = ∞.
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The above finite St modification of the closed orbits is still consistent with the
antisymmetry of the ambient simple shear flow, since the same arguments could be carried
out for the quadrant x > 0, z < 0 with the only sign of y being reversed. Every finite St
spiralling trajectory for x > 0 therefore has a mirror image (obtained by reflection across the
vorticity axis), and this pair of trajectories can, simplistically speaking, be likened to a pair
of helices separated by half a pitch, and winding around a cylindrical surface. This topology
will then be invariant to a rotation through pi as required by the antisymmetry of simple
shear.
From the above discussion, it is evident that the neutral off-plane trajectory at
x−∞c acts to separate finite St trajectories that spiral off to infinity from those that spiral
onto the in-plane limit cycle. Since the location of this neutral trajectory is, to leading order,
independent of St, so is its associated ‘filtering’ action. The region of spiralling trajectories
has an infinite volume, and the effects described above should therefore be observable even
for the case of rough spheres. Indeed, even if the neutral trajectory is destroyed on account
of surface roughness, the far-field spiralling trajectories will persist. Although the time scale
required to observe these inertial modifications increases as St → 0, for any non-zero St
the nature of pair-wise interactions between spherical particles is dramatically altered. This
fundamentally changes the pair-distribution function for long-times, because regions of space
that would have given rise to a finite time-periodic pair-distribution function for St = 0
on account of particles rotating in stable closed orbits, will now either be depleted for long
times on account of particles spiralling off to infinity, or serve as sites of accumulation (the
in-plane limit cycle). Our analysis therefore shows that a trajectory calculation (e.g., Zarraga
& Leighton 2001b) to characterise the microstructure and rheology of a finite St suspen-
sion via pair-wise interactions is a futile exercise unless one incorporates other mechanisms,
176
for example, three-particle effects or Brownian motion to render the distribution function
determinate.
The above alteration of the zero-Stokes trajectory space is also consistent with
the dynamical systems viewpoint introduced in section 4.4.6. The region enclosed by the
axisymmetric zero-Stokes separatrix envelope may now be regarded as a center manifold
embedded in three dimensions; the vorticity axis lying within this envelope consists of a
continuum of elliptic fixed points (or ‘centers’). It is known that even the smallest amount
of hyperbolicity can qualitatively alter such a trajectory configuration. In our case particle
inertia is the source of this hyperbolicity.
In the next section we formulate a perturbation scheme to analyze finite St off-
plane open trajectories and derive expressions for the transverse displacements in the gradi-
ent (∆z) and vorticity (∆x) directions. Having compared the analysis and numerics in detail
for the in-plane case (see Chapter 4), here we mainly focus on the qualitative implications of
the analysis and verify these by numerical integration of the trajectory equations (see (5.1)
and (5.2)). We do, however, present far-field analytical expressions for ∆z and ∆x that will
then compared to their numerical counterparts; these also serve to delineate the domain of
validity of the perturbation approach employed.
5.3 Perturbation analysis for off-plane trajectories
The relative off-plane trajectories are characterised by two equations describing the variation
of φ and θ with r, that, to O(St), are given as:
dφ
dr
=
−{sin2 φ+ (B/2) (cos2 φ− sin2 φ)}+ St f1(r, θ, φ)/ sin θ
r(1−A) sin2 θ sinφ cosφ+ St f2(r, θ, φ)
, (5.1)
dθ
dr
=
(1−B) sin θ cos θ sinφ cosφ+ St f3(r, θ, φ)
r(1−A) sin2 θ sinφ cosφ+ St f2(r, θ, φ)
, (5.2)
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where
f1(r, θ, φ)=−Hsin2 θ sinφ cosφ
[{
2B(A−B)−r(1−A)dB
dr
}
sin θ
(cos2 φ− sin2 φ)
2
+ 2(A−B) sin θ sin2 φ
]
− 6E
5r
sin θ sinφ cosφ
[
sin2 θ
(cos2 φ− sin2 φ)
2
{
r(1−A)dC
dr
+2C(B − 1)}+ C
2
(1 + sin2 θ)
]
,
f2(r, θ, φ) =− r G
[
sin4 θ sin2 φ cos2 φ
{
(A−B)2 − r(1−A)dA
dr
}
+
(B − 2A)
2
sin2 φ sin2 θ
−B
2
cos2 φ sin2 θ − B(B − 2A)
4
sin2 θ
]
,
and
f3(r, θ, φ) =−H sin θ cos θ
[
B(B−2)
4
+ sin2 θ sin2 φ cos2 φ
{
2(B−1)(A−B) − r(1−A)dB
dr
}]
− 6E
5r
sin θ cos θ
[
sin2 θ sin2 φ cos2 φ
{
r(1−A)dC
dr
+ 2C(B−1)
}
+
C
4
(2 sin2 φ−B)
]
.
We continue to use the same symbols as before for the r and φ components of the inertial
correction. Thus r sin θf1, f2 and rf3, respectively, denote the φ, r and θ components of the
O(St) inertial velocity. The functions f1 and f2 reduce to their in-plane values for θ = pi/2 (see
section 4.4.1). It may easily be verified that the system is invariant to a rotation through pi,
and in addition is fore-aft symmetric for St = 0. On account of these symmetries, it suffices
to consider the quadrant 0 ≤ θ ≤ pi/2, 0 ≤ φ ≤ pi of the entire trajectory space
Considering the rhs’s of the trajectory equations, we note that at φ = pi/2 the
O(1) terms in the denominator of (5.1) and in both the numerator and denominator of (5.2)
are zero. On the other hand, f2(r, θt, pi/2), f3(r, θt, pi/2) 6= 0 (where θt is the value of θ
at φ = pi/2), and therefore the perturbation is singular. Though the O(St) terms in the
trajectory equations remain uniformly small as θ→ 0, suggesting that the non-uniformity is
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in φ alone, it will be seen that the regular perturbation analysis is not valid for θt ≤ O(St 53 ).
This lack of validity, however, does not affect the values of the diffusivities at leading order (see
section 5.3.4).
The analysis for the most part resembles the in-plane case (see section 4.4) and
we only tabulate the main steps in the procedure. Section 5.3.1 considers off-plane open
trajectories with initial gradient offsets (z−∞) greater than O(St
1
2 ), and the corresponding
expressions for ∆x and ∆z are derived. In section 5.3.2 we examine off-plane trajectories with
O(St
1
2 ) initial gradient offsets, and study the nature of the envelope formed by the family of
finite St limiting trajectories that serve to separate the open and the spiralling trajectories.
Section 5.3.3 contains the analytical evaluation of the gradient and vorticity displacements
in the various limiting cases, while in section 5.3.4 we use the results of sections 5.3.1, 5.3.2
and 5.3.3 to derive scalings for the xx and zz components of the diffusivity tensor. In each
of the sections except 5.3.4, we present numerical results supporting the conclusions of the
analysis.
5.3.1 Open trajectories with initial gradient offsets much greater than
O(St
1
2 ).
We perturb the inertial trajectory about a zero-Stokes trajectory which starts from the same
initial point upstream (y → −∞). Similar to the in-plane case, there are three regions:
Outer layer O1 : φ  (
pi
2
+O(1), pi), θ  (θt +O(1),
pi
2
), r >
c
sin θt
+O(1),
Inner layer I : φ =
pi
2
+ Stφ˜, θ = θt + St θˆf + St
2θ˜, r =
c
sin θt
+ St k + St2r˜,
Outer layer O2 : φ  (0,
pi
2
−O(1)), θ  (θt +O(1), pi
2
), r >
c
sin θt
+O(1).
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5.3.1.1 Outer layer O1
In this layer using the regular expansions
θ = θ0(r) + St θ1(r) + . . . , (5.3)
φ =φ0(r) + St φ1(r) + . . . , (5.4)
in equations (5.1) and (5.2), we obtain
O(1) :
dθ0
dr
=
(1−B)
r(1−A)
cos θ0
sin θ0
, (5.5)
O(St) :
dθ1
dr
=− (1−B)
r(1−A)
1
sin2 θ0
θ1
+
{
f3(r, θ0, φ0)
r(1−A) sin2 θ0 cosφ0 sinφ0
− (1−B)f2(r, θ0, φ0) cos θ0
r2(1−A)2 sin3 θ0 cosφ0 sinφ0
}
, (5.6)
and
O(1) :
dφ0
dr
=− sin
2 φ0 + (B/2) (cos
2 φ0 − sin2 φ0)
r(1−A) sin2 θ0 sinφ0 cosφ0
, (5.7)
O(St) :
dφ1
dr
=
{
(B/2) − sin2 φ0
r(1−A) sin2 φ0 sin2 θ0 cos2 φ0
}
φ1+
{
2 cos θ0{sin2 φ0(1−B) + (B/2)}
r(1−A) sin3 θ0 cosφ0 sinφ0
}
θ1
+
{
f1(r, θ, φ)
r(1−A) sin3 θ0 sinφ0 cosφ0
+
{sin2 φ0(1−B) + (B/2)}f2(r, θ, φ)
r2(1−A)2 sin4 θ0 cos2 φ0 sin2 φ0
}
. (5.8)
The O(1) equation for θ0 does not depend on φ0, and similarly, the O(St) equation for θ1
does not depend on φ1. Thus in the outer layer, the φ solutions are forced by the θ solutions
at the same order.
Since both the inertial and zero-Stokes trajectories originate from the same up-
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stream point, the required boundary conditions are
r cos θ→x−∞,
r sin θ sinφ→ z−∞ as y → −∞,
which can be written at successive orders in St as
O(1) : r cos θ0 → x−∞ as r →∞,
O(St) : r θ−1 → 0 as r →∞ (φ0 → pi),
O(1) : r sin θ0 sinφ0 → z−∞ as r →∞,
O(St) : rφ−1 → 0 as r →∞ (φ0 → pi).
The expressions for the lateral displacements in the vorticity and gradient directions are:
∆x = r cos θ |φ→0φ→pi = −St limr→∞ r θ
+
1 , (5.9)
∆y = r sin θ sinφ |φ→0φ→pi = St limr→∞ rφ
+
1 . (5.10)
Solving the O(1) equations, we obtain the Batchelor-Green expressions for θ0 and φ0:
cos θ0 =
x−∞
r
exp
[∫ ∞
r
q(r′)
2
dr′
]
, (5.11)
r2 sin2 φ0 =
(z−∞)2
sin2 θ0
exp
[∫ ∞
r
q(r′)dr′
]
+
1
sin2 θ0
∫ ∞
r
exp
[
−
∫ r
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′. (5.12)
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The upstream solutions at O(St), after suitable simplification, are given as
rθ−1 =−
1
sin θ0
∫ ∞
r
exp
[
−
∫ r
r′
q(r′′)
2
dr′′
]{
f3(r
′, θ′0, φ
′
0)
(1−A′) sin θ′0 cosφ′0 sinφ′0
− (1−B
′)f2(r′, θ′0, φ
′
0) cos θ
′
0
r′(1−A′)2 sin2 θ′0 cosφ′0 sinφ′0
}
dr′, (5.13)
rφ−1 =−
1
r cosφ0 sinφ0 sin
2 θ0
∫ ∞
r
exp
[
−
∫ r
r′
q(r′′)dr′′
]{
2r′ cos θ′0{(1−B′) sin2 φ′0 + B
′
2 }
(1−A′) sin θ′0
θ−1
+
r′f1(r′, θ′0, φ
′
0)
(1−A′) sin θ′0
+
{(1 −B′) sin2 φ′0 + B
′
2 }f2(r′, θ′0, φ′0)
(1−A′)2 sin2 θ′0 sinφ′0 cosφ′0
}
dr′. (5.14)
We note that θ−1 and φ
−
1 are odd and even functions of cosφ0, respectively; in (5.13)
φ′0  (pi/2, pi).
Since θ0, unlike φ0, remains real valued even for values of r less than the zero-
Stokes minimum (c/ sin θt), we can obtain the vorticity displacement ∆x without needing
to solve the inner layer equation for θ, i.e., by directly matching the limiting expressions in
layers O1 and O2. We will therefore restrict ourselves to solving the inner equation for φ
alone.
5.3.1.2 Layer I
In the inner layer we have the expansions
φ =
pi
2
+ St φ˜,
θ = θt + St θf + St
2 θ˜,
r =
c
sin θt
+ St k + St2r˜,
where the scalings of the dependent and independent variables are determined from the
requirement of retaining inertial corrections to Vr and Vθ at leading order (see (5.1) and
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(5.2)). The variations in both r and θ are O(St2) about base values that contain O(St)
constants; the arguments leading to these forms remain identical to the in-plane case. Again,
the O(St) constants do not alter the leading order equations. The equation for φ˜, at leading
order, is given as
dφ˜
dr˜
=
1− B02
c sin θt(1−A0)φ˜− f2( csin θt , θt, pi2 )
, (5.15)
whence
φ˜± =
G0(2−B0)(2A0 −B0)
4(1 −A0)
[
1∓
{
1 +
16(r˜ − Ioffi )(1−A0)
cG20(2−B0)(2A0 −B0)2 sin θt
} 1
2
]
, (5.16)
and Ioffi is an integration constant whose value does not affect the O(St) matching. The
subscript ‘0’ indicates evaluation at r = c/ sin θt. The solution φ˜, similar to the in-plane case,
has two unequal branches indicative of the asymmetry at O(St). It may similarly be verified
that θ˜ has two (asymmetric) branches, each determined by the corresponding branch of φ˜;
however, since these are O(St2), they are not considered here.
5.3.1.3 Layer O2
The leading order solutions in this layer remain the same, while the O(St) solutions are given
by
rθ+1 =
Iθ+1
sin θ0
exp
[∫ ∞
r
q(r′)
2
dr′
]
− 1
sin θ0
∫ ∞
r
exp
[
−
∫ r
r′
q(r′′)
2
dr′′
]
{
f3(r
′, θ′0, φ
′
0)
(1−A′) sin θ′0 cosφ′0 sinφ′0
− (1−B
′)f2(r′, θ′0, φ
′
0) cos θ
′
0
r′(1−A′)2 sin2 θ′0 cosφ′0 sinφ′0
}
dr′, (5.17)
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rφ+1 =
z−∞Iφ+1
r cosφ0 sinφ0 sin
2 θ0
exp
[∫ ∞
r
q(r′)dr′
]
− 1
r cosφ0 sinφ0 sin
2 θ0
∫ ∞
r
exp
[
−
∫ r
r′
q(r′′)dr′′
]{
2r′ cos θ′0{(1 −B′) sin2 φ′0 + B
′
2 }
(1−A′) sin θ′0
θ+1
+
r′f1(r′, θ′0, φ
′
0)
(1−A′) sin θ′0
+
{(1−B′) sin2 φ′0 + B
′
2 }f2(r′, θ′0, φ′0)
(1−A′)2 sin2 θ′0 sinφ′0 cosφ′0
}
dr′. (5.18)
Using the expression for θ+1 , φ
+
1 becomes
rφ+1 =
z−∞Iφ+1
r cosφ0 sinφ0 sin
2 θ0
exp
[∫ ∞
r
q(r′)dr′
]
− 1
r cosφ0 sinφ0 sin
2 θ0
∫ ∞
r
exp
[
−
∫ r
r′
q(r′′)dr′′
]{
2r′ cos θ′0{(1 −B′) sin2 φ′0 + B
′
2 }
(1−A′) sin θ′0
θ−1m
+
r′f1(r′, θ′0, φ
′
0)
(1−A′) sin θ′0
+
{(1 −B′) sin2 φ′0 + B
′
2 }f2(r′, θ′0, φ′0)
(1−A′)2 sin2 θ′0 sinφ′0 cosφ′0
}
dr′
−
Iθ+1
x−∞ sinφ0
r sin2 θ0 cosφ0
exp
[∫ ∞
r
q(r′)dr′
]
. (5.19)
where the expression for θ−1m is given by (5.13) with φ
′
0  (0, pi/2). Thus, φ0  (0, pi/2) in (5.19).
5.3.1.4 Vorticity and Gradient displacements
Just as for the in-plane case (see section 4.4.1.4), the inner and outer solutions tabulated
above can be matched by rewriting them in intermediate variables; the domain of overlap
remains unchanged. The resulting expressions for the vorticity and gradient displacements
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z−∞ (∆x)traj (St = 0.1) (∆x)traj (St = 0.01)
5 −7.716 x 10−5 −7.718 x 10−6
2 −1.557 x 10−3 −1.552, x 10−4
1 −6.295 x 10−3 −6.302 x 10−4
0.5 −8.784 x 10−3 −8.921 x 10−4
0.2 −9.424 x 10−3 −9.593 x 10−4
Table 5.1: ∆x values for x−∞ = 0.2 and z−∞ ranging from 5 to 0.1; St = 0.1, 0.01.
z−∞ (∆x)traj (St = 0.1) (∆x)traj (St = 0.01)
5 −3.536 x 10−4 −3.537 x 10−5
2 −5.146 x 10−3 −5.137, x 10−4
1 −1.427 x 10−2 −1.421 x 10−3
0.5 −1.719 x 10−2 −1.711 x 10−3
0.2 −1.697 x 10−2 −1.684 x 10−3
Table 5.2: ∆x values for x−∞ = 1 and z−∞ ranging from 5 to 0.1; St = 0.1, 0.01.
are
∆x =− 2St
∫ ∞
c
sin θt
exp
[
−
∫ ∞
r′
q(r′′)
2
dr′′
]{
f3(r
′, θ′0, φ
′
0)
(1−A′) sin θ′0 cosφ′0 sinφ′0
− (1−B
′)f2(r′, θ′0, φ
′
0) cos θ
′
0
r′(1−A′)2 sin2 θ′0 cosφ′0 sinφ′0
}
dr′, (5.20)
∆z =
St
z−∞
(
2
∫ ∞
c
sin θt
exp
[
−
∫ ∞
r′
q(r′′)dr′′
]{
2r′ cos θ′0{(1−B′) sin2 φ′0 + B
′
2 }
(1−A′) sin θ′0
θ−1m+
r′f1(r′, θ′0, φ
′
0)
(1−A′) sin θ′0
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, θ′0, φ′0)
(1−A′)2 sin2 θ′0 sinφ′0 cosφ′0
}
dr′
)
− (∆x)x
−∞
z−∞
. (5.21)
We first observe that (5.20) for ∆x remains O(St) for all finite St open trajectories
with θt ∼ O(1), and tends to zero as θt → pi/2 (x−∞ → 0) regardless of the gradient offset
z−∞. This is consistent with physical arguments presented in section 5.1. In tables 5.1
and 5.2 we tabulate values of the vorticity displacement for open trajectories for two Stokes
numbers (St = 0.1 and 0.01). These values were obtained from a numerical integration of
the trajectory equations (5.1) and (5.2) using an adaptive Runge-Kutta fourth order method
and confirm the O(St) scaling.
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The expression for ∆z contains two terms. The first term is recognized as being
the off-plane analogue of (4.45) in section 4.4, while the second term is proportional to
∆x. We briefly dwell on the geometric significance of the latter. The vorticity displacement
∆x = −St limr→∞ rθ+1 is of the form rdθ, an O(St) arc element. For any finite r, such a
displacement along an arc of a sphere gives rise to displacements in both the gradient and
vorticity directions related by |(∆z)r| = |(∆x)r|x−∞/z−∞ as shown in Fig 5.7; here (∆z)r,
for instance, is the difference between the z coordinates of points on the zero-Stokes trajectory
and a fictitious inertial trajectory (for which the only gradient displacement is a concomitant
consequence of motion along the arc element) at a radial distance r downstream. In the limit
r → ∞, (∆z)r → (∆z), (∆x)r → (∆x), and the vorticity displacement ∆x is accompanied
by |∆z| = |∆x|x−∞/z−∞ in the gradient direction, the latter being identical to the second
term in (5.21); as is evident from Fig 5.7, this contribution to the gradient displacement is
always positive when ∆x < 0.
dθ
∆z
∆x
-
-
zero-Stokes
trajectory point
inertial trajectory
point
θ
x
z
Figure 5.7: Geometric relation between gradient and vorticity displacements
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The expression (5.21) for ∆z is singular as z−∞ → 0 provided the factor multiply-
ing 1/z−∞ in (5.21) remains O(1). When z−∞ ∼ O(St 12 ), the predicted gradient displacement
is of the same order of magnitude as z−∞, and the O(St) solution φ1 becomes comparable to
φ0 far enough downstream (as for the in-plane case); the expansion (5.4) is no longer valid for
trajectories with these and smaller offsets. The alternate expression for ∆z for trajectories
with O(St
1
2 ) gradient offsets, and its dependence on x−∞ is detailed in the next section.
5.3.2 Open trajectories with initial gradient offsets of O(St
1
2 )
O(S
t   )
O(St    )1/2
∆z
z
y
x
O(St    )1/2x-
x
-
Reference
Sphere O(St)
1/2
O(S
t   )
1/2
zero-Stokes
separatrices
trajectory with
offset
zero-Stokes
with negative 
Limiting Inplane trajectory 
finite St trajectory
with                offset’
x
z
Figure 5.8: Off-Plane inertial trajectory with O(St
1
2 ) initial gradient offset.
For trajectories with O(St
1
2 ) (or smaller) gradient offsets (z−∞), we piece together the (pi/2, pi)
and (0, pi/2) branches of the inertial trajectory at φ = pi/2 (this is, of course, similar to the in-
plane case; see Appendix C4). From Fig 5.8 we see that the inertial trajectory (heavy black
187
line) starts from a zero-Stokes trajectory (solid line) with a gradient offset of O(St
1
2 ) and
characterised by the parameters (c, θct ); since its gradient offset is only O(St
1
2 ), the zero-Stokes
trajectory is asymptotically close to the zero-Stokes separatrix corresponding to the same
value of the upstream off-plane coordinate (x−∞) and characterised by (d, θdt ) (dotted line).
The inertial trajectory ends on a different zero-Stokes trajectory, (c′, θct
′) (not shown), close
to a second zero-Stokes separatrix, (d′, θdt
′
) (dotted line) that corresponds to the same value
of the downstream off-plane coordinate (x∞′). Note that the parameters characterising the
zero-Stokes separatrices are not independent, and are related by the corresponding trajectory
equations (see (5.23) and (5.24) below). x∞′ is taken to be smaller than x−∞ by O(St) since
the vorticity displacement ∆x, as seen in the previous section, remains O(St) and negative
for all trajectories with θt ∼ O(1). That this is indeed true even when z−∞ ∼ O(St 12 ) will
be verified in a self-consistent manner.
We have the following relations:
x∞′ =x−∞ + St(∆x¯), (5.22)
d′2 =
∫ ∞
d′
sin θdt
′
exp
[
−
∫ d′
sin θdt
′
r′
q(r′′)dr′′
]
B′r′
(1−A′)dr
′, (5.23)
d2 =
∫ ∞
d
sin θdt
exp
[
−
∫ d
sin θdt
r′
q(r′′)dr′′
]
B′r′
(1−A′)dr
′, (5.24)
c2 =Stm21exp
[∫ ∞
c
sin θct
q(r′)dr′
]
+
∫ ∞
c
sin θct
exp
[
−
∫ c
sin θct
r′
q(r′′)dr′′
]
B′r′
(1−A′)dr
′, (5.25)
c′2 =St(m1+m′1)
2exp
[∫ ∞
c′
sin θct
′
q(r′)dr′
]
+
∫ ∞
c′
sin θct
′
exp
[
−
∫ c′
sin θct
′
r′
q(r′′)dr′′
]
B′r′
(1−A′)dr
′. (5.26)
Equations (5.23) and (5.24) define the relations between the parameters of the respective
zero-Stokes separatrices. As seen in (5.25), the (c, θct ) zero-Stokes trajectory starts from
a gradient offset of z−∞ = m1 St
1
2 . Anticipating that the displacement in the gradient
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direction will again be O(St)
1
2 , we have taken the gradient offset of the (c′, θct
′) trajectory to
be (m1 +m
′
1)St
1
2 in (5.26). The objective is to determine m′1 in terms of m1, d and θ
d
t ; the
gradient displacement is then given by ∆z = m′1St
1
2 .
It is evident that the O(St) forcing terms in the above equations will lead to
relations of the following form
d′ = d+ St a1, θdt
′
= θdt + St a2,
c = d+ St b1, θ
c
t = θ
d
t + St b2,
c′ = d+ St b′1, θ
c
t
′ = θdt + St b
′
2.
After some cumbersome algebra, one obtains
a1 =− (∆x¯)
(
cos θdt
sin θdt
)
2A0 sin
2 θdt +B0(1− 2 sin2 θdt )
(2−B0) exp
[∫ ∞
d
sin θdt
q(r′)
2
dr′
]
, (5.27)
a2 =− (∆x¯)
d
B0 + 2(1 −B0) sin2 θdt
(2−B0) exp
[∫ ∞
d
sin θdt
q(r′)
2
dr′
]
, (5.28)
b1 =
m21
d
(1−B0)
(2−B0)
[
1 + sin2 θdt
(B0 −A0)
(1−B0)
]
exp
[∫ ∞
d
sin θdt
q(r′)dr′
]
, (5.29)
b2 =
m21
d2
(sin θdt cos θ
d
t )
(1−B0)
(2−B0) exp
[∫ ∞
d
sin θdt
q(r′)dr′
]
, (5.30)
b′1 =
(m1 +m
′
1)
2
d
(1−B0)
(2−B0)
[
1 + sin2 θdt
(B0 −A0)
(1−B0)
]
exp
[∫ ∞
d
sin θdt
q(r′)dr′
]
+a1, (5.31)
b′2 =
(m1 +m
′
1)
2
d2
(sin θdt cos θ
d
t )
(1 −B0)
(2 −B0) exp
[∫ ∞
d
sin θdt
q(r′)dr′
]
+ a2, (5.32)
where the subscript ‘0’ now denotes evaluation at r = d/ sin θdt .
We now piece together the ‘+’ and ‘−’ branches of the inertial trajectory at
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φ = pi/2. First matching the radial distances of the two branches, we have
r−pi
2
= r+pi
2
,
where the left-hand side is calculated by perturbing about the (c, θct ) trajectory, while the
right-hand side is perturbed about the (c′, θct
′) trajectory. With an error of o(St), the above
condition gives
c
sin θct
=
c′
sin θct
′ − 2St k(d, θdt ),
where
k(d, θdt ) =2 sin θ
d
t
(1−A0)
d (2 −B0)
∫ ∞
d
sin θdt
exp
[
−
∫ d
sin θdt
r′
q(r′′)dr′′
]{
2r′ cos θ′0{(1−B′) sin2 φ′0 + B
′
2 }
(1−A′) sin θ′0
θ−1m+
r′f1(r′, θ′0, φ
′
0)
(1−A′) sin θ′0
+
{(1 −B′) sin2 φ′0 + B
′
2 } f2(r′, θ′0, φ′0)
(1−A′)2 sin2 θ′0 sinφ′0 cosφ′0
}
dr′.
(5.33)
Using the relations derived above, this finally yields
d(b2 − b′2)
cos θdt
(1−A0)
(1−B0) = 2(∆x¯) cos θ
d
t
(1−A0)
(2−B0) exp
[∫ ∞
d
sin θdt
q(r′)
2
dr′
]
− 2 k(d, θdt )−
d a2
cos θdt
(1−A0)
(1−B0) .
(5.34)
Now equating the angular coordinates of the ‘+’ and ‘-’ branches, we have
θ−pi
2
= θ+pi
2
,
⇒ θct = θct ′ − 2St θf (d, θdd),
⇒ b2 − b′2 =− 2 θf (d, θdd),
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where
θf = cos θ
d
t
(
1−B0
1−A0
)
k
d
+
1
d
∫ ∞
d
sin θdt
exp
[
−
∫ d
sin θdt
r′
q(r′′)
2
dr′′
]{
f3(r
′, θ′0, φ
′
0)
(1−A′) sin θ′0 cosφ′0 sinφ′0
−
(1−B′)f2(r′, θ′0, φ′0) cos θ′0
r′(1−A′)2 sin2 θ′0 cosφ′0 sinφ′0
}
dr′. (5.36)
From (5.34) and (5.35), it can be verified that one obtains the same expression for ∆x = St∆x¯
as that for trajectories with O(1) gradient offset viz. (5.20). This is consistent with our initial
assumption that the non-uniformity is solely with regard to the gradient displacement ∆z.
In order to find ∆z, we express b′2 (which contains the unknown m
′
1) in (5.34) in
terms of the other known quantities; thus
b′2 = b2 + a2 +
2 cos θdt (1−B0)
d(1−A0) k − 2
∆x¯
d
cos2 θdt
(1−B0)
(2−B0) exp
[∫ ∞
d
sin θdt
q(r′)
2
dr′
]
.
Using (5.30) and (5.32), we have
2m1m
′
1 +m
′
1
2
d2
(sin θdt cos θ
d
t )
(1−B0)
(2−B0) exp
[∫ ∞
d
sin θdt
q(r′)dr′
]
=
2 cos θdt (1−B0)
d(1−A0) k
−2∆x¯
d
cos2 θdt
(1−B0)
(2−B0)exp
[∫ ∞
d
sin θdt
q(r′)
2
dr′
]
,
which leads to a quadratic equation in m′1 given by
m′1
2
+ 2m1m
′
1 =
2d
sin θdt
(2−B0)
(1 −A0)k exp

−∫ ∞
d
sin θdt
q(r′)dr′

− 2(∆x¯)x−∞. (5.37)
In writing the solution we take the positive root of the equation, the reasoning being the
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x−∞ mc1St
1
2 (St = 0.1) mc1St
1
2 (St = 0.01) Ratio
0 0.165 0.05 3.3 (3.162)
0.1 0.163 0.05 3.2 (3.162)
0.2 0.156 0.048 3.25 (3.162)
0.5 0.116 0.036 3.22 (3.162)
Table 5.3: Limiting offsets for off-plane trajectories for small x−∞; the value in brackets in
the fourth column gives the ratio (St1/St2)
1
2 with St1 = 0.1 and St2 = 0.01.
same as that for the in-plane analysis (see Appendix C4). Therefore
m′1 =
1
2

−2m1+

4m21 + 4

 2d
sin θdt
(2−B0)
(1 −A0)k exp
[
−
∫ ∞
d
sin θdt
q(r′)dr′
]
− 2(∆x¯)x−∞




1
2

 . (5.38)
The offset of the limiting finite St trajectory is then given by mc1St
1
2 , this being obtained by
putting m′1 = −m1 in (5.38); thus
mc1 =

−2k(d, θdt )d
sin θdt
(2−B0)
(1−A0) exp
[
−
∫ ∞
d
sin θdt
q(r′)dr′
]
+ 2(∆x¯)x−∞


1
2
. (5.39)
In table 5.3 we tabulate the limiting offsets mc1St
1
2 for off-plane trajectories for
small x−∞ (≤ 0.5) and for St = 0.1 and 0.01; the in-plane limiting offsets correspond to
x−∞ = 0. The values were obtained from numerical integration of the trajectory equations
and their ratio for the two Stokes numbers confirms the O(St
1
2 ) scaling predicted by (5.39).
The expression (5.39) is real-valued only for small values of x−∞. With increasing
x−∞, the term (2∆x¯)x−∞ remains negative (as argued in the previous section), and the first
term in (5.39) reverses sign (see section 5.3.3.4). The argument of the square root then
becomes negative, suggesting that limiting finite St trajectories for large values of x−∞ no
longer originate from a finite gradient offset. In section 5.1 it was seen that this corresponds to
the diminishing importance of lubrication interactions in relation to inertial forces and results
192
in ∆z reversing sign, in turn implying the existence of a neutral off-plane trajectory (x−∞ =
x−∞c , z−∞ = 0) for which ∆z = 0. For this neutral trajectory, the factor multiplying 1/z−∞
in (5.21) goes to zero as o(z−∞) when z−∞ → 0. From (5.21), we see that x−∞c satisfies
2
∫ ∞
dc
sin θd
c
t
exp
[
−
∫ ∞
r′
q(r′′)dr′′
]{
2r′ cos θ′0{(1−B′) sin2 φ′0 + B
′
2 }
(1−A′) sin θ′0
θ−1m+
r′f1(r′, θ′0, φ
′
0)
(1−A′) sin θ′0
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, θ′0, φ′0)
(1−A′)2 sin2 θ′0 sinφ′0 cosφ′0
}
dr′ − (∆x¯) |x=x−∞c x
−∞
c = 0, (5.40)
where dc and θd
c
t can be obtained as functions of x
−∞
c from the zero-Stokes trajectory equa-
tions. The value of x−∞c given by the solution of (5.40) is clearly independent of St, thereby
validating the physical arguments put forth in section 5.1. Numerical integration of the tra-
jectory equations gives x−∞c ≈ 0.9, and this value is found to be virtually independent of St
for St ranging from 0.1 to 0.01. Table 5.4 shows similarly obtained values of ∆z (z−∞ ranging
from 5 to 0.1) for two values of the off-plane coordinate x−∞ > x−∞c . These values illustrate
the reversal in sign of the gradient displacement for small gradient offsets. The O(St) scaling
of ∆z for trajectories with large z−∞ is also evident.
The relation (5.40) is a special case of the more general relation
2
∫ ∞
c
sin θt
exp
[
−
∫ ∞
r′
q(r′′)dr′′
]{
2r′ cos θ′0{(1−B′) sin2 φ′0 + B
′
2 }
(1−A′) sin θ′0
θ−1m+
r′f1(r′, θ′0, φ
′
0)
(1−A′) sin θ′0
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, θ′0, φ′0)
(1−A′)2 sin2 θ′0 sinφ′0 cosφ′0
}
dr′ − (∆x¯)x−∞ = 0, (5.41)
which gives the gradient offset z−∞c for fixed x−∞ (≥ x−∞c ) at which ∆z changes sign; thus
for the neutral trajectory, z−∞c = 0). This value is also seen to be independent of St, again
consistent with arguments in section 5.1. Numerical integration of the trajectory equations
shows that ∆z in table 5.4 reverses sign at z−∞c = 0.36 and 0.24, respectively for the off-plane
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x−∞ = 1.5
z−∞ ∆z (St = 0.1) ∆z (St = 0.01)
5 −1.59 x 10−3 −1.589 x 10−4
2 −6.62 x 10−3 −6.593 x 10−4
1 −6.46 x 10−3 −6.397 x 10−4
0.5 −2.444 x 10−3 −2.376 x 10−4
0.2 5.502 x 10−3 5.754 x 10−4
0.1 1.516 x 10−2 1.665 x 10−3
x−∞ = 5
z−∞ ∆z (St = 0.1) ∆z (St = 0.01)
5 −3.802 x 10−4 −3.801 x 10−5
2 −2.335 x 10−4 −2.332 x 10−5
1 −8.986 x 10−5 −8.95 x 10−6
0.5 −3.424 x 10−5 −3.371 x 10−6
0.2 1.331 x 10−5 1.418 x 10−6
0.1 1.007 x 10−4 1.022 x 10−5
Table 5.4: Values of ∆z for x−∞ = 1.5 and 5, z−∞ ranging from 5 to 0.1; St = 0.1, 0.01.
coordinates x−∞ = 1.5 and 5. These values of z−∞c remain virtually unchanged for St ranging
from 0.1 to 0.01.
The analysis in this section is also applicable to off-plane trajectories with O(St
1
2 )
or smaller gradient offsets and x−∞ ≥ x−∞c , since we have made no assumption regarding the
sign of m′1 upto (5.38). For these values of x
−∞, (5.21) again loses its validity at a gradient
offset of O(St
1
2 ), and the gradient displacement is given by (5.38). Owing to the change in
sign of ∆z for small z−∞, however, the limiting finite St trajectory is now coincident with
the zero-Stokes separatrix far upstream, i.e., z−∞ = 0, and asymptotes to a downstream
gradient offset of O(St
1
2 ). The expression for the (positive) gradient displacement of this
limiting trajectory is given by (5.38) with m1 = 0. This leads to the same expression as that
obtained formc1 viz. (5.39), except that the sign of the argument in the square root is reversed.
That such a regime exists is not immediately apparent, since as argued earlier, ∆z = 0 for
z−∞ = z−∞c when x ≥ x−∞c , and z−∞c  1 ; it is therefore possible that m1 as given by
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Figure 5.9: Off-plane open trajectory for x−∞ = 0.5 with z−∞ = 0.5: yz and xz projections.
(5.38) is no longer an O(1) quantity close to the region of non-uniformity (z−∞ ≤ O(St 12 )).
However, one must recall that, while (5.38) is valid for trajectories with initial offsets in the
range (0, bSt
1
2 ) for b ∼ O(1), the location of the envelope of trajectories for which ∆z = 0 is
given by (5.41) and is independent of St. Thus, in principle, one can always go to a St small
enough that bSt
1
2  z−∞c for x−∞ ≥ x−∞c .
In what follows we show off-plane trajectories obtained from numerical integration
of the system comprising (5.1) and (5.2) for various values of z−∞ and x−∞. All trajectories
shown from here on are for a Stokes number of 0.1. In Figs 5.9 and 5.10 the trajectories
start from an off-plane coordinate (x−∞) of 0.5 and have gradient offsets z−∞ = 0.5 and
0.12, respectively; the ∆z for these cases is negative. The second trajectory corresponds to
the limiting offset (z−∞ = 0.12) for this value of x−∞, and therefore z+∞ → 0 as y → ∞4.
Trajectories with smaller gradient offsets are no longer open. Thus, the nature of the off-plane
open trajectories for x−∞ = 0.5 is similar to the in-plane trajectories (see Chapter 3).
4Since the figure only shows the portion of the trajectory between y = −6 and y = 6, that z → 0 as y →∞
is not evident. However, this was verified by plotting the trajectory upto a downstream y coordinate of 300.
195
−6 −4 −2 0 2 4 6
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Y axis : Flow direction
Z
 a
xi
s 
: V
el
oc
ity
 g
ra
di
en
t d
ire
ct
io
n
dz 
,
0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
X axis : Vorticity direction
dx 
Figure 5.10: Limiting off-plane open trajectory for x−∞ = 0.5 with z−∞ = 0.12: yz and xz projec-
tions.
Figs 5.11, 5.12 and 5.13 show trajectories for a larger value of the off-plane
coordinate, x−∞ = 1.5. The projection of the trajectories in the yz plane shows a hump
which is relatively less pronounced and is indicative of weakening interactions. The trajectory
starting from the largest gradient offset (z−∞ = 0.5) still has a negative ∆z similar to the
in-plane trajectories; the magnitude of this displacement is, however, 0.0024 for St = 0.1
and therefore not discernible from the figure. The trajectory with z−∞ = 0.15 has a positive
∆z. The limiting open trajectory in this case (Fig 5.13) starts from z−∞ = 0 and also has
a positive ∆z. For still larger values of x−∞, the qualitative behavior of the trajectories
remains the same as that for x−∞ = 1.5, except that the inertial effects grow progressively
weaker.
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Figure 5.11: Off-plane open trajectory for x−∞ = 1.5 with z−∞ = 0.5: yz and xz projections.
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Figure 5.12: Off-plane open trajectory for x−∞ = 1.5 with z−∞ = 0.15: yz and xz projections.
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Figure 5.13: Limiting off-plane open trajectory for x−∞ = 1.5 with z−∞ = 0: yz and xz projections.
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Figure 5.14: Spiralling off-plane trajectory starting from (x, y, z) ≡ (1.8,−1, 0): yz and xz projec-
tions.
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Figure 5.15: Off-plane trajectory starting from (x, y, z) ≡ (2,−0.5, 0) and spiralling off to infinity:
yz and xz projections.
An example of a trajectory that spirals in uniformly onto the in-plane limit cycle
was shown in Fig 5.4 in section 5.2. Figs 5.14 and 5.15 show other possible spiralling behaviors.
The trajectory in Fig 5.14 first spirals outward, but subsequently turns and eventually spirals
inward, converging onto the in-plane limit cycle. This can be seen as a retracing of its path in
the yz projection leading to the apparent crossing of trajectories in this view. The trajectory
in Fig 5.15 spirals out finally tending to y = ∞. Although the scale in the figure stops at
approximately y = 11, the trajectory is found to continue along this path upto y = 250 with
little change in z. The above figures again serve to reinforce the physical picture presented
in section 5.2.
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5.3.3 Far-field analytical expressions for lateral displacements ∆z and ∆x
Here we derive analytical expressions for the gradient and vorticity displacements. Evidently,
the resulting approximate expressions for small and large values of the offplane coordinate
will be power series in x−∞ and 1/x−∞, respectively, for a fixed initial gradient offset. In
the former limit, the offplane gradient displacement is expected to approach the inplane
displacement (∆z)inplane, and the vorticity displacement, since it tends to zero for x
−∞ → 0,
is in any event too small to be of any significance. We therefore restrict our attention to
the case where x−∞  1. In sections 5.3.3.1 and 5.3.3.2 we evaluate ∆x and ∆z for far-
field trajectories located away from the separatrix surface. In sections 5.3.3.3 and 5.3.3.4
we evaluate the ∆x and ∆z for far-field trajectories that are coincident with the zero-Stokes
separatrix surface far upstream, and use these expressions to determine the domain of validity
of the perturbation analysis.
5.3.3.1 Vorticity Displacement ∆x in the limit x ∞, z ∞  1
The vorticity displacement as given by (5.20) is
∆x =− 2St
∫ ∞
c
sin θt
exp
[
−
∫ ∞
r′
q(r′′)
2
dr′′
]{
f3(r
′, θ′0, φ
′
0)
(1−A′) sin θ′0 cosφ′0 sinφ′0
− (1−B
′)f2(r′, θ′0, φ
′
0) cos θ
′
0
r′(1−A′)2 sin2 θ′0 cosφ′0 sinφ′0
}
dr′.
We take x−∞ = α z−∞, where α is an O(1) number. As in the inplane case, ∆x will
be of the same order as the first deviation of the zero-Stokes trajectory from the ambient
streamline (of simple shear flow) due to hydrodynamic interactions. Since this deviation is
O(1/z−∞)3 for α ∼ O(1), and since we only calculate the leading order term in what would
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be an infinite power series, we will use the members of the pairs (x−∞, c cos θt/ sin θt) and
(z−∞, c) interchangeably in what follows, incurring an error consistent with the order of the
neglected terms. With this in mind, we have the following limiting forms for the various
quantities in (5.20):
cos θ0 ≈ αc
r
, sin θ0 ≈
(
1− α
2c2
r2
) 1
2
,
sinφ0 ≈ c
r
(
1− α2c2
r2
) 1
2
, cosφ0 ≈
[
1− (1+α2)c2
r2
] 1
2
(
1− α2c2
r2
) 1
2
,
exp
[
−
∫ ∞
r′
q(r′′)
2
dr′′
]
≈ 1,
where the far-field approximations for the hydrodynamic functions are the same as that
used in section 4.4.4 when evaluating (∆z)inplane. Again, in a manner exactly analogous
to the inplane case, the terms at O(1/z−∞)2 (corresponding to approximating G,H ≈ 1)
can be shown to cancel out identically. At O(1/z−∞)3, we have the following approximate
expressions for the terms in the integrand:
f3 :
f3(r
′, θ′0, φ
′
0)
(1−A′) sin θ′0 cosφ′0 sinφ′0
,
≈ 2A
′(H ′ − 1) sin3 θ′0 cos θ′0 sin2 φ′0 cos2 φ′0
sin θ′0 cosφ
′
0 sinφ
′
0
,
= −15αc
2
2r′6
(
1− (1 + α
2)c2
r′2
) 1
2
.
f2 :
(1−B′)f2(r′, θ′0, φ′0) cos θ′0
r′(1−A′)2 sin2 θ′0 cosφ′0 sinφ′0
,
≈ − (G
′ − 1) cos θ′0
sin2 θ′0 cosφ
′
0 sinφ
′
0
[
sin4 θ′0 sin
2 φ′0 cos
2 φ′0
(
−r′dA
′
dr′
)
−A′ sin2 θ′0 sin2 φ′0
]
,
= −
3αc2
2r′6
[
10− 15 (1+α)2
r′2
]
[
1− (1+α)2
r′2
] 1
2
,
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z−∞ x−∞ (∆x)numer (∆x)far−field
5 5 −3.784 x 10−4 −4.165 x 10−4
7 7 −1.454 x 10−4 −1.518 x 10−4
4 8 −1.563 x 10−4 −1.646 x 10−4
5 10 −8.197 x 10−5 −8.43 x 10−5
8 4 −8.174 x 10−5 −8.43 x 10−5
10 5 −1.555 x 10−4 −1.646 x 10−4
Table 5.5: Comparison of numerical and far-field approximation (5.42) for ∆x in the limit
x−∞, z−∞  1 for St = 0.1.
where (G′ − 1) and (H ′ − 1) at this order represent the O(1/r) corrections to the mobility
functions. Therefore, one finally obtains
∆x =3(St)
∫ ∞
c
√
1+α2

5{1− (1 + α)2
r′2
} 1
2
+
{
10− 15 (1+α)2
r′2
}
{
1− (1+α)2
r′2
} 1
2

 αc2
r′6
dr′,
=St
15α
2c3(1 + α2)
5
2
∫ 1
0
a′
3
2 (3− 4a′)
(1− a′) 12
da′,
where we have used a′ = c2(1+α2)/r′2. Evaluating the integral and replacing c by z−∞, one
finds
∆x = − St15pi
16
α
(1 + α2)
5
2 (z−∞)3
. (5.42)
Thus, the vorticity displacement is indeed negative as expected from the arguments in section
5.1. In table 5.5 we compare (5.42) with values obtained from numerical integration, again
using an adaptive Runge-Kutta method, of the system of equations (5.1) and (5.2) for St =
0.1.
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5.3.3.2 Gradient Displacement ∆z in the limit x ∞, z ∞  1
The gradient displacement as given by (5.21) is
∆z =
St
z−∞
(
2
∫ ∞
c
sin θt
exp
[
−
∫ ∞
r′
q(r′′)dr′′
]{
2r′ cos θ′0{(1−B′) sin2 φ′0 + B
′
2 }
(1−A′) sin θ′0
θ−1m+
r′f1(r′, θ′0, φ
′
0)
(1−A′) sin θ′0
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, θ′0, φ′0)
(1−A′)2 sin2 θ′0 sinφ′0 cosφ′0
}
dr′
)
− (∆x) x
−∞
z−∞
.
As for the case of ∆x, the terms at O(1/z−∞)2 can again be shown to cancel out. Again,
using x−∞ = αz−∞ and with the same far-field expressions as in section 5.3.3.1, one obtains
the following approximations for the terms in the integrand:
f1 :
r′f1(r′, θ′0, φ
′
0)
(1−A′) sin θ′0
≈ − r
′(H ′ − 1) sin2 θ′0 sinφ′0 cosφ′0(2A′ sin2 φ′0 sin θ′0)
c sin θ′0
,
=
15c3
2r′6
{
1− (1+α2)c2
r′2
} 1
2
1− α2c2
r′2
.
f2 :
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, θ′0, φ′0)
(1−A′)2 sin2 θ′0 sinφ′0 cosφ′0
,
≈ sinφ
′
0(−r′)(G′ − 1))
sin2 θ′0 cosφ
′
0
[
sin4 θ′0 sin
2 φ′0 cos
2 φ′0
(
−r′dA
′
dr′
)
−A′ sin2 θ′0 sin2 φ′0
]
,
=
3c3
2r′6
[
15
{
1− (1 + α
2)c2
r′2
} 1
2
− 5{
1− (1+α2)c2
r′2
} 1
2
]
.
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θ−1m :
2r′ cos θ′0{(1−B′) sin2 φ′0 + B
′
2 }
(1−A′) sin θ′0
θ−1m
≈ −2 cos θ
′
0 sin
2 φ′0
sin2 θ′0
∫ ∞
r′
(
2A′(H ′ − 1) sin3 θ′0 cos θ′0 sin2 φ′0 cos2 φ′0
sin θ′0 cosφ
′
0 sinφ
′
0
− (G
′ − 1 cos θ′0)
sin2 θ′0 cosφ
′
0 sinφ
′
0{
sin4 θ′0 sin
2 φ′0 cos
2 φ′0
(
r′
dA′
dr′
)
+A′ sin2 θ′0 sin
2 φ′0
})
dr′,
= −
3αc3
r′3(
1− α2c2
r′2
)2
∫ ∞
r′

5{1− (1 + α)2
r′′2
} 1
2
+
{
10− 15 (1+α)2
r′′2
}
{
1− (1+α)2
r′′2
} 1
2

αc2
r′′6
dr′′,
=
3αc3
r′3(
1− α2c2
r′2
)2 5α
2c3(1 + α2)
5
2
∫ 1
{
1− (1+α)2
r′′2
}
(
4a′ − 1
a′
)
(1− a′) 32 da′.
Changing variables to ψ = sin−1 a′ and integrating, one finally obtains
2r′ cos θ′0{(1−B′) sin2 φ′0 + B
′
2 }
(1−A′) sin θ′0
θ−1m
≈ 15α
2
(1 + α2)
5
2
1
r′3
(
1− α2c2
r′2
)2
[
1
8
sin−1
{
1− (1+α
2)c2
r′2
}1
2
+
(1+α2)
1
2
8
{
1− (1+α
2)c2
r′2
}1
2 c
r′
+
(1 + α2)
3
2
12
{
1− (1 + α
2)c2
r′2
}1
2 c3
r′3
+
2(1 + α2)
5
2
3
{
1− (1 + α
2)c2
r′2
}1
2 c5
r′5
− pi
16
]
.
Using the above approximations in the expression for ∆z, we get
∆z =
2St
(z−∞)3
[
15
4(1 + α2)
5
2
{
4
∞∑
n=0
(
α2
1 + α2
)n
Be(n+
5
2
,
3
2
)−
∞∑
n=0
(
α2
1 + α2
)n
Be(n+
5
2
,
1
2
)
}
+
15pi
32(1 + α2)
3
2
√
1 + α2 − 1
(1 + α2)
+
15α2
8(1 + α2)
7
2
∞∑
n=0
(n+ 1)
(
α2
1 + α2
)n
Be(n+
3
2
,
3
2
)
+
5α2
8(1 + α2)
7
2
∞∑
n=0
(
α2
1 + α2
)n
Be(n+
5
2
,
3
2
) +
5α2
(1 + α2)
7
2
∞∑
n=0
(
α2
1 + α2
)n
Be(n+
7
2
,
3
2
)
− 15piα
2
32(1 + α2)
5
2
]
+ St
15piα2
16(1 + α2)
5
2
1
(z−∞)3
, (5.43)
where the details of the calculation are given in Appendix C5. A comparison of the far-field
approximation and the corresponding numerical values is given in table 5.6 for St = 0.1.
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z−∞ x−∞ (∆z)numer (∆z)far−field
5 5 −3.802 x 10−4 −4.207 x 10−4
7 7 −1.458 x 10−4 −1.518 x 10−4
4 8 −7.9 x 10−5 −8.242 x 10−5
5 10 −4.128 x 10−5 −4.22 x 10−5
8 4 −3.116 x 10−4 −2.846 x 10−4
10 5 −1.637 x 10−4 −1.457 x 10−4
Table 5.6: Comparison of numerical values and the far-field approximation (5.43) for ∆z in
the limit x−∞, z−∞  1 for St = 0.1.
5.3.3.3 Vorticity Displacement ∆x on the finite St separatrix in the limit
x ∞  1
We now calculate ∆x from (5.20) for large x−∞ in the limit when the inertial trajectory is
coincident with the zero-Stokes separatrix far upstream, i.e., when z−∞ = 0; in the notation
of the preceding section, α is no longer an O(1) quantity. As seen earlier this can only
happen when x−∞ > x−∞c and since the latter is O(1), the limit x−∞  1 is consistent with
this requirement. It is known that the zero-Stokes separatrix surface is axisymmetric and is
described by the relation (Batchelor and Green 1972a)
z2 ∼ 16
9r3
+O(
1
r5
),
for large r. In the gradient-vorticity (xz) plane, this gives us
d2 =
16 sin3 θdt
d3
[
1 +O(d
4
3 )
]
=
16θdt
3
d3
[
1 +O(d
4
3 )
]
,
where d  1 for large x−∞; the relative error in approximating sin θdt by θdt is o(d
4
3 ). We
then have the following approximate expressions for the trigonometric functions appearing
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in (5.20):
cos θ0 ≈ d cos θ
d
t
sin θdt
1
r
≈ 1
θdt
d
r
, sin θ0 ≈
(
1− cos
2 θdt
sin2 θdt
d2
r2
)1
2
≈
(
1− 1
θdt
2
d2
r2
)1
2
,
cosφ0 ≈
(
1− 1
sin2 θdt
d2
r2
) 1
2
(
1− cos2 θdt
sin2 θdt
d2
r2
) 1
2
≈ 1, sinφ0 ≈
{(
d2− 16 sin3 θdt9d3
)
1
r2 +
16
9r5
} 1
2
(
1− cos2 θdt
sin2 θdt
d2
r2
) 1
2
≈ 4
3r
5
2
(
1− 1
θdt
2
d2
r2
)1
2
,
where the leading order error is O(d
4
3 ), this arising from use of the approximate equation for
the separatrix surface in simplifying sinφ0; the resulting form for sinφ0 is O(1/r
5
2 ) = O(d
5
3 ).
Also note that having replaced cos θt in this expression with 1, sinφ0 is no longer bounded
in absolute value by unity. The errors incurred, however, are O(d
10
3 ) or smaller. Using
these relations it may be verified that the leading order contributions correspond to the
approximations:
f3(r
′, θ′0, φ
′
0) ≈
(
1− 3
4r′
)
B′
2
sin θ′0 cos θ
′
0,
f2(r
′, θ′0, φ
′
0) ≈ r′
(
1− 3
2r′
)
B′
2′
cos2 φ′0 sin
2 θ′0,
where the error is again O(d
4
3 ); the neglected corrections to the mobility functions G and H
are of O(1/r3) and produce errors of a smaller order. The expression for ∆x becomes
∆x =− 2St
∫ ∞
d
sin θdt
{(
1− 3
4r′
)
B′ cos θ′0
2 cosφ′0 sinφ
′
0
−
(
1− 3
2r′
)
B′ cosφ′0 cos θ
′
0
2 sinφ′0
}
dr′,
where the O(d) leading order terms are easily seen to cancel out. Since the O(1/r) terms
contribute terms which are O(d
2
3 ) smaller, the original (relative) error of O(d
4
3 ) now becomes
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x−∞ d (∆x)numer (∆x)far−field
6 0.0907 −4.235 x 10−4 −5.44 x 10−4
8 0.0589 −2.149 x 10−4 −2.558 x 10−4
10 0.0421 −1.257 x 10−4 −1.517 x 10−4
Table 5.7: Comparison of numerical values and the analytical approximation (5.44) for ∆x
in the limit x−∞  1, z−∞ = 0 for St = 0.1.
O(d
2
3 ); we obtain
∆x =− 3
4
St
∫ ∞
d
θdt
B′ cos θ′0
r′ sinφ′0
dr′,
=− 3St
∫ ∞
d
θdt
1
r′
7
2
d
θdt r
′
(
1− 1
θdt
2
d2
r′2
) 1
2
dr′,
=− 3
2
St
(
θdt
d
) 5
2
Be(
7
4
,
3
2
),
=− 0.2967St d 53
[
1 +O(d
2
3 )
]
, (5.44)
where the values of the Beta function were obtained from Abramowitz & Stegun 1972. There-
fore, ∆x on the separatrix still remains O(St) and negative. For small St, the relative error
in evaluation is O(d
2
3 ), independent of St. Since this quantity can be fairly large even for
d 1, we expect a greater discrepancy between (5.44) and the values obtained by numerical
integration compared to cases considered in previous sections. These values are given in table
5.7 for St = 0.1, and appear to capture the variation of ∆x at least in a qualitative manner.
The above quantities were also calculated for St = 0.01 and the relative discrepancy remains
independent of St.
Using the above far-field approximations, we consider the limiting form of the
outer expansion (in layer O1) for the θ coordinate (see (5.5) and (5.6)) close to the zero-
207
Stokes separatrix; it is seen that
θt ≈ O(d
5
3 ),
St
c
∫ ∞
c
sin θt
exp
[
−
∫ c
sin θt
r′
q(r′′)dr′′
]{
f3(r
′, θ′0, φ
′
0)
(1−A′) sin θ′0 cosφ′0 sinφ′0
− (1−B
′)f2(r′, θ′0, φ
′
0) cos θ
′
0
r′(1−A′)2 sin2 θ′0 cosφ′0 sinφ′0
}
dr′
≈ St d 23 ,
so that the O(St) perturbation and the leading order term in the expansion are of the same
order when d ∼ O(St), i.e., when θt ∼ O(St 53 ). As a result, the perturbation analysis is no
longer valid for θdt ≤ O(St
5
3 ). This perhaps suggests the reason why the discrepancy between
the analytical (far-field) and numerical values in table 5.7 does not decrease with increasing
x−∞. This non-uniformity does not, however, affect the results of the diffusivites to O(St2)
as shown in section 5.3.4. Neither does it imply any essential change in the nature of the open
trajectories since ∆x still remains small compared to x−∞. Indeed, such a change cannot
occur for open trajectories in the limit x−∞  1 as the interactions and the concomitant
inertial effects are extremely weak at these distances. Rather, it shows that spherical polar
coordinates are not suited to describe trajectories with x−∞  1, z−∞  1, since the θ
coordinate becomes asymptotically small close to φ = pi/2.
5.3.3.4 Gradient Displacement ∆z on the zero-Stokes-separatrix in the limit
x ∞  1
Here we examine (5.38) for m′1 in the limit m1 → 0 for x−∞  1; ∆z = m′1St
1
2 . For
the approximation derived to be numerically accurate, there must exist an O(St
1
2 ) interval
of initial offsets well separated from z−∞c (where ∆z = 0). As seen in section 5.3.2, one
may need to go to very small values of Stokes numbers (less than 0.01) for this to be true.
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Nevertheless, the resulting approximate expression captures qualitatively the variation in the
gradient displacement, showing the change in sign of ∆z for large x−∞; it also serves to
define the domain of validity of the perturbation analysis, this being consistent with that
found above in section 5.3.3.3.
It can be shown that in the above limit, the second term in (5.38) is of O(d)
using the scaling of ∆x (see previous section), and is dominant thereby leading to a positive
∆z; ∆z ∼ O(St d) 12 . We, however, focus on the first term in (5.38) in order to show the sign
reversal for large x−∞ and small gradient offset (z−∞). Using the same far-field approxima-
tions as in the previous section, it is found that the term proportional to θ−1m in this term is
of a smaller order (see (5.38) and (5.33)). At leading order, the first term is then given by
2k(d, θdt )d
sin θdt
(2−B0)
(1 −A0) exp
[
−
∫ ∞
d
sin θdt
q(r′)dr′
]
,
where
k(d, θdt ) =2 sin θ
d
t
(1−A0)
d (2−B0)
∫ ∞
d
sin θdt
{
r′f1(r′, θ′0, φ
′
0)
(1−A′) sin θ′0
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, θ′0, φ′0)
(1−A′)2 sin2 θ′0 sinφ′0 cosφ′0
}
dr′,
≈ 2θ
d
t
d
∫ ∞
d
θdt
{
sin2 θ′0
2
cos3 φ′0 sinφ
′
0
(
r′2
dB′
dr′
)
+
B′ cosφ′0
2 sinφ′0
(sin2 φ′0 +
B′
2
)
}
dr′,
=
θdt
d
[
−320
9
∫ ∞
d
θdt
dr′
r′
13
2
(
1− d
2
r′2 sin2 θdt
)1
2
+
64
9
∫ ∞
d
θdt
1
r′
15
2
(
1− d2
r′2 sin2 θdt
) 1
2
dr′
+
32
3
∫ ∞
d
θdt
dr′
r′
13
2
(
1− d
2
r′2 sin2 θdt
)1
2
]
,
= d
13
3
[
−40
3
Be
(
11
4
,
3
2
)
+
32
6
Be
(
11
4
,
3
2
)
+
32
9
Be
(
11
4
,
1
2
)]
,
= d
13
3
48
39
Be
(
11
4
,
1
2
)
,
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and is thus positive in contrast to its value near the shearing plane.
We now reconsider equation (5.26) for c′. In the limitm1  m′1, and for (c′, θct ′) →
(d, θdt ), we have
St(m1+m
′
1)
2exp
[∫ ∞
c′
sin θct
′
q(r′)dr′
]
≈ O(St d),
∫ ∞
c′
sin θct
′
exp
[
−
∫ c′
sin θct
′
r′
q(r′′)dr′′
]
B′r′
(1−A′)dr
′ ≈ O(d2),
where we have used the scaling of ∆z above. The O(St) and leading order terms are of the
same order when d ∼ O(St) or when θdt ∼ O(St
5
3 ); thus the perturbation analysis is no longer
expected to be valid when θdt ≤ O(St
5
3 ).
5.3.4 Scaling of self-diffusivities Dzz and Dxx
From section 4.4.5, the transverse components of the diffusivity tensor are given as
Dˆzz = (4)
3
8pi
∫ ∞
0
∫ ∞
0
dx−∞ dz−∞z−∞(∆z)2, (5.45)
Dˆxx = (4)
3
8pi
∫ ∞
0
∫ ∞
0
dx−∞ dz−∞z−∞(∆x)2, (5.46)
where owing to symmetry considerations, it suffices to integrate over a quadrant of the
whole trajectory space. The analysis in previous sections has shown that the transverse
displacements of finite St trajectories in the gradient and voriticity directions behave very
differently. In particular, for small gradient offsets and close to the reference sphere, they
no longer scale with St in the same manner. This leads to an anisotropic inertial diffusivity
tensor. Here we show that the scaling of the gradient component of the diffusivity tensor,
Dˆzz, remains the same as its in-plane projection (Dˆ
ip
zz) evaluated in section 4.4.5, and that
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the vorticity component, Dˆxx, is O(St
2). The relative anisotropy as characterised by the
ratio of the diffusivities Dˆzz/Dˆxx is then O(lnSt) and increases as St→ 0.
While open trajectories for zero St cover the entire range of non-zero initial
offsets (−∞ < z−∞, x−∞ < ∞; z−∞ 6= 0), for finite St there exists a window of extent
(∆z−∞ × ∆x−∞) ≡ (O(St 12 ) × 2x−∞c ) that serves as a trapping zone and will eventually
lead to the capture of a given particle by the limit cycle in the shearing plane of a second
particle. This effect is not considered here, however, and is expected, on average, to affect
the trajectory of any ‘tagged’ particle only at times asymptotically long compared to the flow
time for St small enough. In principle, this provides a sufficient length of time (and thence a
sufficient number of interactions) for the particle to start behaving in a diffusive manner. The
scaling analysis given below therefore applies to trajectories outside this trapping window.
Since ∆x remains O(St) for all z−∞ and x−∞, and decays rapidly enough (see
section 5.3.3) for the integral in (5.46) to be convergent, Dˆxx is expected to be of O(St
2).
The expression (5.46) evaluated only over the finite St open trajectories is
Dˆxx
4
=
3St2
8pi

∫ x−∞c
0
dx−∞
∫ ∞
mc1(x
−∞)St
1
2
dz−∞+
∫ bSt− 23
x−∞c
dx−∞
∫ ∞
0
dz−∞
+
∫ ∞
bSt−
2
3
dx−∞
∫ ∞
0
dz−∞
)
z−∞(∆x¯)2, (5.47)
where we have explicitly shown the dependence of the limiting offset mc1 on x
−∞
c . Here,
∆x = St∆x¯. Splitting the integration interval (w.r.t x−∞) across x−∞c , as in the first two
integrals, takes into account the change in character of the finite St separatrix envelope for
x−∞ ≥ x−∞c ; this is evident from the lower limit of the integration with respect to z−∞.
The second division at bSt−
2
3 (b ∼ O(1)) serves to isolate the region of non-uniformity (see
sections 5.3.3.3 and 5.3.3.4), θt ≤ O(St 53 ) or equivalently x−∞ ≥ O(St− 23 ).
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As z−∞ → 0, ∆x remains O(St) and
∫ x−∞c
0
dx−∞
∫ mc1St 12
0
dz−∞z−∞(∆x)2 ∼ o(St2),
whence the range of integration respect to z−∞ in the first term of (5.47) can be extended
down to zero. Thus, (5.47) takes the form
Dˆxx
4
=
3St2
8pi

∫ bSt− 23
0
dx−∞ +
∫ ∞
bSt−
2
3
dx−∞

∫ ∞
0
dz−∞z−∞(∆x¯)2,
where ∆x is given by (5.20) in the first term. In the second term, θt ∼ O(St 53 ), which implies
∆x¯ ∼ St−1O(d 53 ) ∼ O(St 23 ) (see section 5.3.3.3); ∆x will certainly be smaller for larger x−∞
since the perturbation analysis predicts erroneously large values of ∆x for smaller values of
θt. Therefore (5.47) reduces to
Dˆxx
4
=
3St2
8pi
∫ ∞
0
dx−∞
∫ ∞
0
dz−∞z−∞(∆x¯)2, (5.48)
with an error of o(St2), thereby yielding the expected O(St2) scaling.
For Dˆzz, (5.45) when evaluated over the open finite St trajectories, can similarly
be written as
Dˆzz
4
=
3St2
8pi

∫ x−∞c
0
dx−∞
∫ ∞
mc1St
1
2
dz−∞+
∫ bSt− 23
x−∞c
dx−∞
∫ ∞
0
dz−∞
+
∫ ∞
bSt−
2
3
dx−∞
∫ ∞
0
dz−∞
)
z−∞(∆z¯)2, (5.49)
For the purposes of analytical evaluation, the integrals over z−∞ in the first two x−∞ sub-
intervals above will be further split, as in section 4.4.5, into an outer layer where ∆z is given
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by (5.21) and a singular layer of O(St
1
2 ) where it is given by (5.38).
In order to deduce the scaling of the leading order contribution to Dˆzz, however,
this will not be necessary. Since ∆z, like ∆x, decays away rapidly for large x−∞ and z−∞, one
can again neglect the region of non-uniformity viz. x−∞ ∈ (bSt− 23 ,∞). Therefore, the largest
contributions come from the first and second terms where the singular layer scales as O(St
1
2 ),
and as in the in-plane case, the logarithmic singularity in (5.21) results in an O(St2 lnSt)
leading order term. The scaling for Dˆzz remains the same even with the added integration
with respect to x−∞ because x−∞c is independent of St, and therefore the range of integration
with respect to x−∞ in the first and second terms is, to leading order, independent of St.
5.4 Comparison with direct numerical simulation of pair tra-
jectories
In this section we simulate pair-particle trajectories in simple shear flow by numerically inte-
grating the exact equations of motion for small Stokes numbers. The values of the transverse
displacements obtained are compared to those obtained by numerical integration of the O(St)
trajectory equations (5.1) and (5.2) (these latter values were used to support the conclusions
of the perturbation analysis in Chapter 4 and in section 5.3 of this chapter).
The equations of relative translational and rotational motion (the appropriate
variable being the sum of the individual angular velocities) are solved below using an adaptive
step fourth order Runge Kutta routine. The values of the hydrodynamic functions required for
the numerical integration (and for the trajectory calculations performed earlier) were obtained
as follows. For separations less than 4 particle radii, the values of the hydrodynamic functions
were obtained by interpolating between tabulated values obtained from the twin multipole
expansions given in Jeffrey & Onishi (1984) and Jeffrey (1992); the number of terms included
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in the expansion was 300. For separations greater than 4 particle radii, the approximate
far-field expressions given in the same references were used (also see Kim & Mifflin 1985, Kim
& Karrila 1992). The equations of motion are given by
St
dV
dt
=−(R11FU −R12FU )·(V−Γ· r) + (R11FΩ + R12FΩ)·(Ωs −2Ω∞)− 2(R11FE+R12FE) :E∞,
2
5
dΩs
dt
= (R11FΩ + R
12
FΩ)
† ·(V−Γ· r)− (R11LΩ + R12LΩ)·(Ωs − 2Ω∞) + 2(R11LE + R12LE) :E∞,
(5.50)
where Ωs = Ω1+Ω2 and are solved in spherical coordinates together with the set of equations
relating the spatial coordinates to the respective velocities, viz. dx/dt = v. The numerical
integration is carried out starting from far upstream. The initial translational (Vt=0) and
angular velocities (Ωst=0) are taken to be that induced by the ambient simple shear flow at
the initial position of the particle.
In tables 5.8 to 5.13, we compare the values of ∆x and ∆z obtained by integrating
the system (5.50) (denoted by (∆x,∆z)dirnum) to that obtained by numerical integration of
the O(St) trajectory equations (denoted by (∆x,∆z)traj) in section 5.3 for various values of
the off-plane coordinate, varying the gradient offset z−∞ in each case from 5 down to 0.1;
the Stokes number for all cases considered is 0.1. In general the values of ∆x and ∆z show
good agreement. There is a relatively large discrepancy between the values of ∆z near the
zero-crossing (z−∞ = z−∞c ) which is to be expected.
The direct numerical simulation gives the value of x−∞c , the off-plane coordinate
defining the neutral trajectory, as approximately 0.95, in close agreement with earlier O(St)
trajectory calculations (see section 5.3, where x−∞c was found to be close to 0.9). This value
is found to be virtually independent of St for St ranging from 0.1 to 0.01, thereby confirming
the theoretical prediction (5.40). Further, the values of z−∞c , the gradient offsets at which ∆z
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z−∞ (∆x)dirnum (∆x)traj (∆z)dirnum (∆z)traj
5 0 0 −1.855 x 10−3 −1.941 x 10−3
2 0 0 −1.565 x 10−2 −1.587 x 10−2
1 0 0 −3.834 x 10−2 −3.838 x 10−2
0.5 0 0 −4.802 x 10−2 −4.806 x 10−2
0.2 0 0 −9.341 x 10−2 −9.353 x 10−2
0.1 0 0 spirals spirals
Table 5.8: ∆x and ∆z values for x−∞ = 0 and z−∞ ranging from 5 to 0.1.
z−∞ (∆x)dirnum (∆x)traj (∆z)dirnum (∆z)traj
5 −7.733 x 10−5 −7.716 x 10−5 −1.848 x 10−3 −1.933 x 10−3
2 −1.485 x 10−3 −1.557 x 10−3 −1.536, x 10−2 −1.557 x 10−2
1 −5.963 x 10−3 −6.295 x 10−3 −3.685 x 10−2 −3.684 x 10−2
0.5 −8.373 x 10−3 −8.784 x 10−3 −4.514 x 10−2 −4.503 x 10−2
0.2 −9.048 x 10−3 −9.424 x 10−3 −8.272 x 10−2 −8.222 x 10−2
0.1 spirals spirals spirals spirals
Table 5.9: ∆x and ∆z values for x−∞ = 0.2 and z−∞ ranging from 5 to 0.1.
z−∞ (∆x)dirnum (∆x)traj (∆z)dirnum (∆z)traj
5 −1.798 x 10−4 −1.892 x 10−4 −1.813 x 10−3 −1.897 x 10−3
2 −3.371 x 10−3 −3.533 x 10−3 −1.395, x 10−2 −1.413 x 10−2
1 −1.244 x 10−2 −1.309 x 10−2 −3.008 x 10−2 −2.991 x 10−2
0.5 −1.686 x 10−2 −1.756 x 10−2 −3.301 x 10−2 −3.24 x 10−2
0.2 −1.831 x 10−2 −1.779 x 10−2 −4.694 x 10−2 −4.496 x 10−2
0.1 spirals spirals spirals spirals
Table 5.10: ∆x and ∆z values for x−∞ = 0.5 and z−∞ ranging from 5 to 0.1.
z−∞ (∆x)dirnum (∆x)traj (∆z)dirnum (∆z)traj
5 −3.363 x 10−4 −3.536 x 10−4 −1.772 x 10−3 −1.696 x 10−3
2 −4.921 x 10−3 −5.146 x 10−3 −1.018, x 10−2 −1.031 x 10−2
1 −1.37 x 10−2 −1.427 x 10−2 −1.558 x 10−2 −1.524 x 10−2
0.5 −1.686 x 10−2 −1.719 x 10−2 −1.183 x 10−2 −1.094 x 10−2
0.2 −1.709 x 10−2 −1.697 x 10−2 −4.755 x 10−2 −2.573 x 10−2
0.1 −1.725 x 10−2 −1.704 x 10−2 3.605 x 10−4 4.512 x 10−3
Table 5.11: ∆x and ∆z values for x−∞ = 1 and z−∞ ranging from 5 to 0.1.
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z−∞ (∆x)dirnum (∆x)traj (∆z)dirnum (∆z)traj
5 −5.23 x 10−4 −5.486 x 10−4 −1.318 x 10−3 −1.376 x 10−3
2 −3.801 x 10−3 −3.954 x 10−3 −3.942, x 10−3 −4.003 x 10−3
1 −5.457 x 10−3 −5.562 x 10−3 −2.855 x 10−3 −2.943 x 10−3
0.5 −5.043 x 10−3 −4.896 x 10−3 −9.471 x 10−4 −7.601 x 10−4
0.2 −4.981 x 10−3 −4.512 x 10−3 2.699 x 10−3 3.121 x 10−3
0.1 −5.276 x 10−3 −4.707 x 10−3 7.759 x 10−3 8.541, x 10−3
Table 5.12: ∆x and ∆z values for x−∞ = 2 and z−∞ ranging from 5 to 0.1.
z−∞ (∆x)dirnum (∆x)traj (∆z)dirnum (∆z)traj
5 −3.643 x 10−4 −3.784 x 10−4 −3.675 x 10−4 −3.803 x 10−4
2 −5.496 x 10−4 −5.613 x 10−4 −2.307, x 10−4 −2.336 x 10−4
1 −3.91 x 10−4 −3.909 x 10−4 −9.097 x 10−5 −8.988 x 10−5
0.5 −2.854 x 10−4 −2.708 x 10−4 −3.771 x 10−5 −3.425 x 10−5
0.2 −3.182 x 10−4 −2.744 x 10−4 6.903 x 10−6 1.325 x 10−5
0.1 −4.496 x 10−4 −3.754 x 10−4 9.068 x 10−5 1.007x 10−4
Table 5.13: ∆x and ∆z values for x−∞ = 5 and z−∞ ranging from 5 to 0.1.
changes sign for fixed x−∞, are also in good agreement with the O(St) trajectory calculations
and independent of St for St in the same range.
A vivid instance of how the small St theory formulated in this Chapter and in
Chapter 4 fails when St ∼ O(1) is seen from plotting an in-plane spiralling trajectory obtained
by integrating the equations of motion (5.50) with St = 2. The trajectory (see Fig 5.16) shows
crossing of paths. In contrast, that obtained from integrating the O(St) trajectory equation
(4.25) shows the same qualitative character as that for St  1 (see Fig 4.18) and is found
to spiral in to unrealistically small separations. The crossing of paths clearly suggests that
for St  1 one cannot reduce the full phase space to only the three positional degrees of
freedom as in the O(St) trajectory equations. This would then justify the apparent crossing of
paths in Fig 5.16, since it is always possible for the actual trajectories in the six-dimensional
(x,V) phase space to intersect when projected onto subspaces of lower dimensions. The
qualitative difference between the two cases is not related to neglecting corrections of o(St)
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Figure 5.16: In-Plane trajectory starting from (x, y) ≡ (−2.03, 0.9) for St = 2.
in the trajectory equations. Incorporating any finite number of such corrections will still
yield a single valued inertial velocity field and thence non-intersecting paths. It must be
emphasised, however, that even for St = 2 there seems to exist an attracting limit cycle in
the shearing plane.
5.5 Microstructure and rheology
As seen in previous sections, the effect of particle inertia in the absence of Brownian motion
is to destroy the fore-aft symmetry of the zero-Stokes trajectory space in simple shear flow.
This is expected to affect the macroscopic rheological properties of the suspension. The
equation governing the pair-distribution function g, to O(St), is the corrected Smoluchowski
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equation in the limit Pe→∞ (see (4.9)):
∂g
∂t
+∇r ·
[(
V(0) + StV(1) + . . .
)
g
]
= 0. (5.51)
Equation (5.51) for g does not admit a steady solution, however. The analysis of finite
St trajectories revealed, for small St, the existence of a stable limit cycle in the shearing
plane that is a local attractor, and whose domain of attraction is infinite in extent. Thus, a
constant flux at infinity will lead to a progressive accumulation of particles, and therefore to a
temporally growing density in the vicinity of the limit cycle. This may be compared to the case
St = 0, where any non-singular initial condition leads to a bounded distribution for all time.
Even in this case, however, a steady solution exists only for open pathlines; the distribution of
particles in a region of closed pathlines depends on the particular initial condition imposed and
is in general a periodic function of time (Wilson & Davis 2000). This makes the rheology of
an inertialess suspension in simple shear flow indeterminate (Batchelor & Green 1972b). The
above discussion shows that the rheology of a finite St suspension under pairwise interactions
is still indeterminate. The resolution, of course, lies in either incorporating three-particle
effects or in recognizing that other non-hydrodynamic mechanisms such as Brownian motion
or short-range interparticle forces come into play in regions close to the limit cycle where
particles come into close contact.
Not considering the domain of attraction of the in-plane limit cycle, the asym-
metry of the finite St open trajectories in itself should induce a similar asymmetry in the
pair-distribution function g. This microstructural asymmetry in turn should manifest itself
in a non-Newtonian rheology. However, we still need to look at equation (5.51) in order to
establish this in a more rigorous manner, because in extensional flow at zero Stokes number,
g(r) = g(r), and is thus isotropic despite the relative translational velocity of the two spheres
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exhibiting an angular dependence (Batchelor & Green 1972b). In order to ensure that a sim-
ilar coincidence does not occur for simple shear flow at finite St, we again examine (5.51).
At leading order, one has
∂g0
∂t
+ V(0) ·∇xg0 = −g0∇r ·V(0). (5.52)
The crucial property of the leading order velocity V(0) which allows for an isotropic distri-
bution as a possible steady solution is that the divergence of V(0) is related to its radial
component via a function that only depends on the scalar distance r, given by
∇r ·V(0) =
{
3(A−B)
r(1−A) +
1
(1−A)
dA
dr
}
V (0)r . (5.53)
This then allows one to rewrite (5.52) as
∂g0
∂t
+ V(0) ·∇r
(
g(r)
Φ(r)
)
= 0,
where
Φ(r) =
1
1−Aexp
[∫ ∞
r
3q(r′)
2
dr′
]
,
and which states that the ratio g(r)/Φ(r) is a conserved quantity along particle pathlines,
from which the inference of an isotropic distribution on open pathlines follows.
The property (5.53) no longer holds for the inertial velocity V(0) + StV(1), as
can easily be seen by taking the divergence of (4.11), implying that the resulting distribution
will be anisotropic and hence asymmetric in view of the different angular dependencies in the
upstream and downstream regions.
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Chapter 6
Conclusions
We have developed a Chapman-Enskog-like formalism in order to solve the Fokker-Planck
equation characterizing the particle statistics in finite St suspensions. The formalism was then
used to derive an inertially corrected Smoluchowski equation (Chapter 3), which determines
the spatial microstucture of a finite St suspension. The structure of the final formalism,
in particular the form of the rapid momentum relaxations, was motivated from that of a
multiple scales procedure, the latter being used to analyse the model problem of a single
Brownian particle in simple shear flow (Chapter 2). The Chapman-Enskog method can, in
principle, be used to derive inertial corrections to the Smoluchowski equation to any desired
order. We gave the explicit form of the O(St) correction that represents the first effect
of particle inertia, while indicating the general structure of the higher order terms. The
O(St) terms include corrections to both the leading order (inertialess) hydrodynamic velocity
field and the Brownian diffusivity, the latter correction being flow dependent. In addition,
they contain a non-Fickian term at O(St/Pe2) that involves fourth-order derivatives; the
coefficients of the fourth-order derivatives characterize higher-order transport effects, i.e.,
they affect the higher-order moments of the spatial probability distribution. Such effects
have previously been encountered in the analysis of the linear Boltzmann equation (used to
describe the behavior of ion swarms), where the Chapman-Enskog procedure again gives rise
to a generalized diffusion equation containing non-Fickian terms at higher orders (Kumar and
Robson 1974, Skullerud 1974).
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Explicit analytical results were obtained by using the aforementioned formalism
to perform a trajectory analysis for a dilute non-Brownian suspension of (inertial) spherical
particles in simple shear flow (Chapters 4 and 5). The analysis considered pair-wise interac-
tions, and the trajectories determined therefore corresponded to the finite St modification of
the inertialess pair-trajectories found originally by Batchelor and Green (1972ab). Particle
inertia was found to break the fore-aft symmetry of the zero-Stokes trajectory space (and
thence, of the microstructure), and the transverse displacements suffered during each pair-
interaction led to shear-induced diffusivities in the velocity gradient and vorticity directions
that scaled as St2 lnSt and St2, respectively. Particle inertia, though a possible mechanism
for microstructural asymmetry, was, however, found to result in an indeterminate rheol-
ogy. The latter was due to the absence of a steady state spatial microstrcuture for finite
St (considering only pair-wise interactions), this in turn arising from the existence of an at-
tractive limit cycle in the inertially modified trajectory space. The qualitative modifications
of the zero-Stokes trajectories, for instance, the destruction of the zero-Stokes closed orbits,
the location of the finite St neutral offplane trajectory, the relative proportions of finite St
trajectories spiralling onto the limit cycle and those spiralling off to infinity etc., were vir-
tually independent of St for small St. Thus, the inclusion of particle inertia fundamentally
altered the nature of pair-interactions in simple shear flow.
Although we have obtained explicit results only for a dilute non-Brownian system
of spherical particles in simple shear flow, the inertially corrected Smoluchowski equation de-
rived in chapter 3 is generally valid. Thus, while one can certainly include the residual effects
of Brownian motion in the above deterministic limit, thereby yielding a well-posed rheological
problem, the corrected Smoluchowski equation with the appropriate hydrodynamic velocity
field (to account for the possibly differing nature of hydrodynamic interactions) also applies
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to other situations, for instance, in examining the effects of particle inertia in sedimentation.
Indeed, a sedimenting suspension of one micron particles in air falls in the parameter regime
of interest (taking ρp/ρf ≈ 1000, St = 0.1, Re = 10−4, P e = 45). It is our hope that the range
of problems which can be addressed with the formalism developed in this thesis will be quite
extensive.
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Appendix A
Appendices for Chapter 2
A.1 Free Brownian motion
We compare the exact and multiple scales solutions for free Brownian motion to second order
in the appropriate small parameter for a delta function initial condition. The comparison is
carried out for one dimension; the generalization to any number of dimensions is straightfor-
ward. For free Brownian motion in one dimension, equation (2.1) becomes
∂P
∂t¯
+ u
∂P
∂y
=
6piηa
m
∂
∂u
(uP ) +
kT
m
(
6piηa
m
)
∂2P
∂u2
, (A.1)
which in non-dimensional form is
∂P
∂t
+  v
∂P
∂x
=
∂
∂v
(vP ) +
∂2P
∂v2
, (A.2)
where t¯ = τp t, y = ax, u= (kT/m)
1
2 v and  = (mkT )
1
2/(6piηa2) = (τp/τD)
1
2  1. A third
time scale τth = a/(kT/m)
1
2 can be constructed and represents the time taken for the particle
to travel a distance of order its own size when moving ballistically with the thermal velocity.
This time scale is, however, of little physical relevance since for all length scales of O(a)
or greater, the motion of the particle becomes diffusive. Indeed, free Brownian motion is
characterized by relaxation of the velocity distribution towards a Maxwellian on the scale
of τp leading to diffusive motion on longer time scales characterized by τd = τp/
2, where
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D = kT/(6piηa) is the Stokes-Einstein diffusivity. Thus, the two relevant time scales for the
multiple scales expansion are t1 = t and t2 = 
2 t1.
A.1.1 Exact solution
For an initial condition which is a delta function centered at the origin of phase space (i.e.
P (x, v, 0) = δ(x)δ(v)), the exact solution is (Chandrasekhar 1943)
PE(x, v, t) = G(x, v, t|0, 0, 0) = 1
(2pi)(FG −H2) 12
exp
[
−(Fv
2 − 2 Hxv +Gx2)
2(FG−H2)
]
, (A.3)
where
F =(2t− 3 + 4e−t − e−2t),
G =(1− e−2t),
H =(1− e−t)2.
This can be expressed uniquely in terms of t1 and t2 provided only that one recognizes the
linear term in F to characterise diffusive growth and scales it with τd. The two-time-scale
expansion of P (x, v, t) is therefore given by
PE(x, v, t1, t2; ) =
1
(2pi)(a + 2b)
1
2
exp
[
−cx
2 − 2 fxv + (d+ 2e)v2
2(a+ 2b)
]
, (A.4)
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where a, b, c, d, e and f are functions of t1 and t2:
a(t1, t2) = 2t2(1− e−2t1),
b(t1, t2) = −4− 4e−2t1 + 8e−t1,
c(t1, t2) = (1− e−2t1),
d(t1, t2) = 2t2,
e(t1, t2) = −3 + 4e−t1 − e−2t1 ,
f(t1, t2) = (1− e−t1)2.
The expression (A.4) can in turn be expanded as a power series in ,
PE(x, v, t1, t2; ) = P
(0)
E (x, v, t1, t2) +  P
(1)
E (x, v, t1, t2) + 
2P
(2)
E (x, v, t1, t2) + . . . , (A.5)
where
P
(0)
E (x, v, t1, t2)=
1
(2pi){(2t2)(1 − e−2t1)} 12
exp
[
− x
2
4t2
]
exp
[
− v
2
2(1− e−2t1)
]
, (A.6)
P
(1)
E (x, v, t1, t2)=
(1− e−t1)2
2t2(1− e−2t1)(xv)P
(0)
E , (A.7)
P
(2)
E (x, v, t1, t2)=
[
(1− e−t1)2
t2(1− e−2t1) −
(1− e−t1)2
2t22(1− e−2t1)
x2+
(1− e−t1)4
8t22(1− e−2t1)2
(xv)2
− (1− e
−t1)4
4t2(1− e−2t1)2 v
2
]
P
(0)
E . (A.8)
It was noted earlier (Wycoff & Balazs 1987a) that the multiple scales expansion is an implicit
expansion in the (inverse) length scale characterising the initial positional distribution. Since
a delta function has zero variance, the multiple scales expansion gives rise to a divergent series.
This can be seen by expressing t1 and t2 in terms of t in which case, P
(i)
E ∼ O(1/2i)P (0)
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and the expansion becomes a series in 1/ for  1. As we shall see in the next section, the
multiple scales procedure nevertheless reproduces (A.5) with terms to O(2) given by (A.6),
(A.7) and (A.8), thus validating the correctness of the formalism.
A.1.2 Multiple scales analysis
For the case of free Brownian motion, rather than use equation (2.10), it is more convenient
to apply the multiple scales procedure directly to the governing equation. Considering (A.2)
and splitting t into the two relevant time scales t1 (fast) and t2 (slow), we obtain
∂P
∂t1
+ 2
∂P
∂t2
+  v
∂P
∂x
=
∂
∂v
(vP ) +
∂2P
∂v2
, (A.9)
where t1 and t2 are now treated as independent variables. Expanding P as a power series in
, we get the following equations at successive orders,
O(1) :
∂P
∂t1
(0)
− [ ∂
∂v
(vP (0)) +
∂2P
∂v2
(0)
] = 0, (A.10)
O() :
∂P
∂t1
(1)
− [ ∂
∂v
(vP (1)) +
∂2P
∂v2
(1)
] =− v∂P
∂x
(0)
, (A.11)
O(2) :
∂P
∂t1
(2)
− [ ∂
∂v
(vP (2)) +
∂2P
∂v2
(2)
] =− ∂P
∂t2
(0)
− v∂P
∂x
(1)
. (A.12)
Considering the general initial condition
P (x, v, 0) =
1
(2pi)
1
2
∞∑
n=0
a˜n(x)H¯n
(
v
2
1
2
)
,
230
where a˜0(x) = 1 (to satisfy the normalization constraint), we obtain
O(1) : P (0)(x, v, 0) =
∞∑
n=0
a˜n(x)H¯n
(
v
2
1
2
)
, (A.13)
O() : P (1)(x, v, 0) = 0 , (A.14)
O(2) : P (2)(x, v, 0) = 0 . (A.15)
The general solution to the O(1) equation is
P (0) =
1
(2pi)
1
2
∞∑
n=0
bn(x, t2)H¯n
(
v
2
1
2
)
e−nt1 , (A.16)
where bn(x, 0) = a˜n(x); its dependence on t2 is left unspecified and will be determined from
suitable constraints at higher orders. The solution to (A.11) for P (1) satisfying (A.14) is
P (1) =
∫ t1
0
dt′1
∫ ∞
−∞
dv ′G(v, t1|v ′, t′1)
[
− v
′
(2pi)
1
2
∞∑
n=0
∂bn
∂x
H¯n
(
v ′
2
1
2
)
e−nt
′
1
]
, (A.17)
where the Green’s function G is (Chandrasekhar 1943)
G(v, t1|v ′, t′1) =
1
{(2pi)(1 − e−2(t1−t′1))} 12
exp
[
−{v − v
′e−(t1−t
′
1)}2
2(1− e−2(t1−t′1))
]
. (A.18)
Equation (A.17) can be written in the form
P (1) = − e
− v2
2
(2pi)
1
2
∞∑
n=0
∂bn
∂x
∫ t1
0
dt′1e
−nt′1
pi
1
2
∫ ∞
−∞
dp e−(p−k)
2
[
Hn+1(αp)
2
1
2
+ 2
1
2nHn−1(αp)
]
,
where α = (1− e−2(t1−t′1)) 12 , k = v ′e−(t1−t
′
1)
2
1
2 (1−e−2(t1−t′1)) 12
, p = v
′
2
1
2 (1−e−2(t1−t′1)) 12
and
Jn =
∫ ∞
−∞
dp e−(p−k)
2
Hn(αp) = pi
1
2 (1− α2)n2Hn( αk√
1− α2 ).
231
Using this, one obtains
P (1) =
1
pi
1
2
∞∑
n=0
[{
(n+ 1)e−(n+1)t1
∂bn+1
∂x
− e
−(n−1)t1
2
∂bn−1
∂x
}
+
{
1
2
∂bn−1
∂x
−(n+ 1)∂bn+1
∂x
}
e−nt1
]
H¯n
(
v
2
1
2
)
. (A.19)
The solution at O(2) can be written as
P (2) = I1 + I2,
where
I1 =− 1
(2pi)
1
2
∫ t1
0
dt′1
∫ ∞
−∞
dv ′G(v, t1|v ′, t′1)
∞∑
n=0
∂bn
∂t2
H¯n
(
v ′
2
1
2
)
,
I2 =− 1
pi
1
2
∫ t1
0
dt′1
∫ ∞
−∞
dv ′G(v, t1|v ′, t′1)
∞∑
n=0
[{
(n+ 1)
∂2bn+1
∂x2
e−(n+1)t
′
1
− e
−(n−1)t′1
2
∂2bn−1
∂x2
}
+
{
1
2
∂2bn−1
∂x2
− (n+ 1)∂
2bn+1
∂x2
}
e−nt
′
1
]
v ′H¯n
(
v ′
2
1
2
)
.
On evaluating these integrals, one finds
I1 =− 1
(2pi)
1
2
∞∑
n=0
∂bn
∂t2
e−nt1t1H¯n
(
v
2
1
2
)
,
I2 =
1
(2pi)
1
2
[ ∞∑
n=0
∂2bn
∂x2
e−nt1t1H¯n
(
v
2
1
2
)
+
∞∑
n=0
{
(et1 − 1)2
4
∂2bn−2
∂x2
−{(2n+ 1)− (n+ 1)e−t1
−ne−t1}∂
2bn
∂x2
+ (n+ 1)(n+ 2)(1 − e−t1)2∂
2bn+2
∂x2
}
e−nt1H¯n
(
v
2
1
2
)]
.
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Therefore, P (2) contains terms of the form
− 1
(2pi)
1
2
∞∑
n=0
(
∂bn
∂t2
− ∂
2bn
∂x2
)
t1e
−nt1H¯n
(
v
2
1
2
)
,
which have an algebraic dependence on t1 in addition to the exponential decay (note that
except for n = 0, the terms do not become unbounded as t1 →∞). Eliminating the algebraic
dependence for each n gives the consistency condition for the corresponding bn as
1
∂bn
∂t2
=
∂2bn
∂x2
. (A.20)
Thus, the bn’s satisfy the Smoluchowski equation for the diffusion of a free Brownian particle
and are given by
bn(x, t2) =
∫ ∞
−∞
dx′
(4pit2)
1
2
exp
[
−(x− x
′)2
4t2
]
a˜n(x
′). (A.21)
The solution at O(2) may now be written as
P (2) =
1
(2pi)
1
2
∞∑
n=0
[
(et1 − 1)2
4
∂2bn−2
∂x2
− {(2n+ 1)− (n+ 1)e−t1 − ne−t1}∂
2bn
∂x2
+(n+ 1)(n+ 2)(1 − e−t1)2 ∂
2bn+2
∂x2
]
e−nt1H¯n
(
v
2
1
2
)
. (A.22)
Determining P to O(2) requires knowing bn to O(
2), which in turn implies knowledge of the
consistency condition (given by (A.20) to leading order) to the same order. By considering
the O(3) and O(4) contributions, it may be verified that (A.20) is correct at least to O(2)
so that the probability density is given by
P = P (0) + P (1) + 2P (2) +O(3). (A.23)
1This step is motivated by the fact that the coefficients identified with the spatial relaxation processes must
satisfy diffusion-like equations.
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Using equations (3),(25),(26),(32) and (40) of Wycoff & Balazs (1987a) together with the
consistency conditions (equation (30) and its analogs in Wycoff & Balazs (1987a)), it may be
verified that their expression for f(x, v, t) to O(2) is identical to (A.23) above. The structure
of the above hierarchy strongly suggests that (A.20) is correct to all orders (that this is true
for b0 has already been shown by Titulaer (1978)). For a delta function initial condition, it
can be shown that (A.20) for bn is, in fact, exact and that the general form of the O(
n)
solution is
P (n)(x, v, t1, t2) =
2
n−3
2
pin!
(1− e−t1)n
t
n+1
2
2 (1− e−2t1)
n+1
2
H˜n
[
v(1− e−t1)
2(1 − e−2t1) 12
]
H˜n
[
x
(2t2)
1
2
]
. (A.24)
For n = 0, 1, 2, the above expression matches up to (A.6), (A.7) and (A.8), respectively, thus
proving the identity of the exact and multiple scales solutions to O(2). This then shows that
the consistency condition (A.20) is indeed exact to all orders in , since (A.20) is evidently
independent of the specific form of the initial distribution.
A.1.3 Failure of the naive multiple scales scheme
The approach described above works only for the case of free Brownian motion. Even for
the harmonic potential in one dimension, the simplest possibility of a non-trivial force field
while still retaining the well-posedness of the problem in an infinite domain, the method does
not give the correct form of the inertial relaxations. The reason for this can be understood
by considering the complete Fokker-Planck operator for a single Brownian particle in an
arbitrary (dimensionless) position dependent force field,
LFP (x,v, t) ≡ ∂
∂t
+ Stv · ∂
∂x
+ (St)kFo(x) · ∂
∂v
− 1
PeSt
(
∂
∂v
(v + ∇2v
)
, (A.25)
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where k is 0 for a hydrodynamic force field and 1 otherwise. The presence of the spatial
derivative ensures that LFP does not commute with any position dependent function h(x),
i.e., LFP (h(x) 6= h(x)LFP . Similarly, the position dependent force field gives rise to a
non-trivial commutator for the operators ∂/∂x and LFP , i.e., [
∂
∂x , LFP ] 6= 0. In the direct
approach above, the operator at leading order becomes
LVFP (v, t) ≡
∂
∂t
− 1
PeSt
(
∂
∂v
(v + ∇2v
)
,
for a non-hydrodynamic force field and
LWFP (w, t) ≡
∂
∂t
− 1
PeSt
(
∂
∂w
(w + ∇2w
)
,
for a hydrodynamic force field where w = v − Fo(x). Unlike LFP , however, the operator
LVFP commutes both with functions of the form h(x) and the gradient operator ∂/∂x. This
leads to spurious terms at higher orders; for instance, assuming the fast and slow time scales
to be t1 = t and t2 = (St)t, one obtains at O(St),
LVFPP
(1) = −∂P
∂t2
(0)
− v · ∂P
∂x
(0)
− Fo(x) · ∂P
∂v
(0)
.
The solutions corresponding to the second and third forcing functions can be obtained as
∂/∂x ·(P(1)II ) and Fo(x) ·P(1)III , where P(1)II and P(1)III are the particular solutions for the forcing
functions vP (0) and ∂P (0)/∂v respectively. This has the effect that spatial gradients and
position-dependent prefactors in the initial condition are propagated without modification
for all time thereby giving rise to erroneous terms at O(St) and higher. Hence, the direct
approach does not work for the case of a non-hydrodynamic force field. The above arguments
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also follow for LWFP , and therefore for a hydrodynamic force field, in terms of the variables
(x,w). Free Brownian motion is the special case wherein [ ∂∂x , LFP ] = 0; thus, LFP , like
LVFP , commutes with the gradient operator, and there is no distinction between the direct
and indirect approaches.
The indirect approach adopted in the text works in the general case because it
assumes a form for the momentum space functions (in terms of the Hermite polynomials),
and thereby circumvents the simultaneous consideration of both position and momentum
variables.
A.2 Two-time-scale expansions of the exact solutions
In this appendix we consider the two-time-scale expansions of Pm and P d (see section 2.3.1).
Since the exact solutions for both initial conditions are multivariate Gaussians in phase space
of the form ∆−
1
2 e−cijXiXj , we tabulate to O(St), the small St expansions for the cij ’s and
(1/∆) for the two cases.
1. Maxwellian initial condition:
c(0)xx =
3Pe
t2(t22 + 12)
,
c(1)xx = PeSt
3(t22 + 4) + 4e
−t1(3t22 − 4) + 9e−2t1(4− 3t22 + t42)
2t22(t
2
2 + 12)
2
,
c(0)xy = −
3Pe
t22 + 12
,
c(1)xy = −3PeSt
(t22 − 24)− e−t1(t42 − 6t22 + 24) + e−2t1(t42 − 10t22 + 24)
t2(t22 + 12)
2
,
c(0)yy =
Pe(t22 + 3)
t2(t
2
2 + 12)
,
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c(1)yy = PeSt
[
(t62 + 21t
4
2 + 63t
2
2 + 108)− 2e−t1(t62 − 7t42 − 42t22 + 72)
2t22(t
2
2 + 12)
2
+e−2t1(t62 − 17t42 + 69t22 + 36)
2t22(t
2
2 + 12)
2
]
,
c(0)uu =
PeSt
2
,
c(0)vv =
PeSt
2
,
c(0)ux = −3PeSt
2 + e−t1(t22 − 2)
t2(t22 + 12)
,
c(0)vx = PeSt
3 + 3e−t1
t22 + 12
,
c(0)uy = −PeSt
(t22 + 9) + e
−t1(9− t22)
t22 + 12
,
c(0)vy = −PeSt
2(t22 + 3) + e
−t1(t22 − 6)
t2(t22 + 12)
,
1
∆
=
3Pe4St2
t22(t
2
2 + 12)
+ 3Pe4St3
6(t22 + 6) + 16e
−t1(t22 − 3) + e−2t1(3t42 + 14t22 + 12)
t32(t
2
2 + 12)
2
.
In the above, c
(0)
ij and c
(1)
ij denote the zeroeth and first order terms respectively, in the
expansion of cij in powers of St. The terms not included at these orders, viz. c
(1)
uu , c
(0)
uv ,
c
(1)
vv , c
(1)
ux , c
(1)
uy , c
(1)
vx and c
(1)
vy , are all O(St2) and therefore need not be considered for the
O(St) corrections. None of the terms at higher orders viz. c
(k)
ij (k ≥ 2) contributes at
O(St).
2. Delta function initial condition:
In this case we restrict the comparison of the exact and multiple scales solutions to
velocity dependent corrections at O(St) (see section 2.4.2); c
(1)
xx , c
(1)
xy , c
(1)
yy and ∆(1) need
not be considered. As a result, we are only concerned with the leading order expressions
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for all coefficients (and ∆) and the superscripts ‘0’ and ‘1’ are omitted.
cxx =
3Pe
t2(t
2
2 + 12)
,
cxy = − 3Pe
t22 + 12
,
cyy =
Pe(t22 + 3)
t2(t22 + 12)
,
cuu =
PeSt(1 − e−2t1)
2(1− e−2t1(t22 + 2) + e−4t1)
,
cuv = − PeSt (t2e
−2t1)
(1− e−2t1(t22 + 2) + e−4t1)
,
cvv =
PeSt[1− (t22 + 1)e−2t1 ]
2(1− e−2t1(t22 + 2) + e−4t1)
,
cux = − 6PeSt1 + e
−t1(t22 − 2) + 2e−2t1 t22 + 2e−3t1 − e−4t1
t2(t22 + 12)(1 − e−2t1(t22 + 2) + e−4t1)
,
cvx =3PeSt
1 + 2e−t1 − e−2t1(t22 − 4)− 6e−3t1 − e−4t1
(t22 + 12)(1 − e−2t1(t22 + 2) + e−4t1)
,
cuy = − PeSt (t
2
2 + 9)− 2e−t1(t22 − 9)− 8e−2t1(t22 + 3)− 6e−3t1 + 3e−4t1
(t22 + 12)(1 − e−2t1(t22 + 2) + e−4t1)
,
cvy = − PeSt
[−2(t22 + 3)− 2e−t1(t22 − 6) + 3e−2t1 t22(t22 + 4) + 4e−3t1(2t22 − 3)
t2(t22 + 12)(1 − e−2t1(t22 + 2) + e−4t1)
+
2e−4t1(t22 + 3)
t2(t22 + 12)(1 − e−2t1(t22 + 2) + e−4t1)
]
,
1
∆
=
3Pe4St2
t22(t
2
2 + 12)(1 − e−2t1(t22 + 2) + e−4t1)
.
For the Maxwellian initial condition, the form of the coefficients suggests that, to leading
order, the solution is the product of a steady Maxwellian about the ambient flow field and
a positional distribution. For the delta function initial condition, however, the leading order
solution is more complicated; the expressions for cuu, cvv and cuv indicate coupling of the u
and v components of velocity and dependence of the leading order velocity distribution on
the t2 scale (see below).
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The exact solution for the Maxwellian case is written in the form
Pm(x,v, t1, t2)=
1
(2pi)2∆
1
2
0
(
1− St
2
∆1
∆0
)
exp[−(c(0)xxx2+c(0)yy y2+c(0)xy xy)] exp[−(c(0)uuu2+c(0)vv v2)]
exp[−(c(1)xxx2 + c(1)yy y2 + c(1)xy xy + c(0)uxux+ c(0)vx vx+ c(0)uy uy + c(0)vy vy)],
where ∆ = ∆0 + St∆1. Rewriting the above in terms of the fluctuation velocity (u − y, v),
we obtain
Pm(x,v, t1, t2) =
1
(2pi)2∆
1
2
0
(
1− St
2
∆1
∆0
)
exp[−(c(0)xxx2 + c(0)yy y2 + c(0)xy xy)] exp[−{c(0)uu (u−y)2
+c(0)vv v
2}] exp[−{c(1)xxx2+(c(1)yy + c(0)uu + c(0)uy )y2+(c(1)xy + c(0)ux )xy
+c(0)ux (u−y)x+ c(0)vx vx+ (c(0)uy + 2c(0)uu )(u− y)y + c(0)vy vy}].
The first two exponentials with the factor (2pi)−2∆
− 1
2
0 constitute the leading order term; we
expand the third exponential to linear order for small St to obtain
Pm(x,v, t1, t2) =P
m(0)
(
1− St
2
∆1
∆0
){
1−(c(1)xxx2 + (c(1)yy + c(0)uu + c(0)uy )y2 + (c(1)xy + c(0)ux )xy
+ c(0)ux (u− y)x+ c(0)vx vx+ (c(0)uy + 2c(0)uu )(u− y)y + c(0)vy vy
)
+ O(PeSt2) +O(Pe2St2)
}
,
=Pm(0)
{
1−(c(1)xxx2 + (c(1)yy + c(0)uu + c(0)uy )y2 + (c(1)xy + c(0)ux )xy + c(0)ux (u− y)x
+ c(0)vx vx+ (c
(0)
uy + 2c
(0)
uu )(u− y)y + c(0)vy vy
)− St
2
∆1
∆0
+ O(PeSt2) +O(Pe2St2)
}
, (A.26)
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where the leading order solution is given by
Pm(0) =
(PeSt)
(2pi)2∆
1
2
0
exp
[
−PeSt(u− y)
2 + v2
2
]
exp
[
−(c(0)xxx2 + c(0)yy y2 + c(0)xy xy)
]
=
(PeSt)
(2pi)
exp
[
−PeSt(u− y)
2 + v2
2
]
G0(x, y, t2), (A.27)
G0 being the Green’s function for the Smoluchowski equation as defined in Appendix A5.
For the delta function case, including only the terms linear in the fluctuation
velocity at O(St), we similarly have
P d(x,v, t1, t2)=P
d(0)
{
1− (cux(u− y)x+ cvxvx+ (cuy + 2cuu)(u− y)y + (cvy + cuv)vy)
+O(PeSt2) +O(Pe2St2)
}
, (A.28)
where
P d
(0)
=
1
(2pi)2∆
1
2
exp[−(cxxx2 + cyyy2 + cxyxy)] exp[−(cuu(u− y)2 + cuvuv + cvvv2)],
=
(PeSt)G0(x, y, t2)
2pi{1−(t22 + 2)e−2t1 +e−4t1}
1
2
exp
[
−PeSt(1−e
−2t1)(u−y)2+(1−(t22 + 1)e−2t1 )v2
2{1 − (t22 + 2)e−2t1 + e−4t1}
− t2e
−2t1(u−y)v
{1− (t22 + 2)e−2t1 + e−4t1}
]
. (A.29)
In order for an expansion in terms of Hermite functions to be possible, we have retained to
leading order the O(St) coefficients of terms quadratic in the fluctuation velocity in the above
manipulations. The expressions (A.26) and (A.28) with Pm(0) and P d
(0)
defined by (A.27)
and (A.29) are used for comparison with the multiple scales solutions given by (2.58) and
(2.69) respectively.
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A.3 Inertial corrections to equation (2.36) for b(0)m,n
Here, we derive the expressions for the operators ∂/∂t4 and ∂/∂t5. For i = 3, equation (2.18)
becomes
∂
∂t4
φ(0)m,n,s +
∂
∂t3
φ(1)m,n,s +
∂
∂t2
φ(2)m,n,s + (m+ n− s)φ(3)m,n,s +
1
2
1
2
(
∂φ
(2)
m−1,n,s
∂xˆ
+
∂φ
(2)
m,n−1,s
∂yˆ
)
+ yˆ
∂φ
(2)
m,n,s
∂xˆ
+2
1
2
{
(m+1)
∂φ
(2)
m+1,n,s
∂xˆ
+ (n+1)
∂φ
(2)
m,n+1,s
∂yˆ
}
+
φ
(2)
m−1,n−1,s
2
+(n+1)φ
(2)
m−1,n+1,s = 0.
(A.30)
For s = m+ n, using the expressions for the φ(2)’s given in (2.32), this simplifies to
∂b
(2)
m,n
∂t2
+ yˆ
∂b
(2)
m,n
∂xˆ
+ (n+ 1)b
(2)
m−1,n+1 =
[
∂b
(1)
m,n
∂t3
−
(
∂2b
(1)
m,n
∂xˆ2
+
∂2b
(1)
m,n
∂yˆ2
)]
+
[
−∂b
(0)
m,n
∂t4
− 1
2
1
2
(
∂
∂xˆ
[φ
(2)
m−1,n,m+n]b0 +
∂
∂yˆ
[φ
(2)
m,n−1,m+n]b0
)
−2 12
{
(m+ 1)
∂
∂xˆ
[φ
(2)
m+1,n,m+n]b0 + (n+ 1)
∂
∂yˆ
[φ
(2)
m,n+1,m+n]b0
}
− [φ
(2)
m−1,n−1,m+n]b0
2
]
, (A.31)
where [.]b0 denotes the part of the argument that depends on b
(0)
m,n, and is used because we need
only consider the part of φ
(2)
m,n,s that involves b
(0)
m,n for the purposes of evaluating ∂/∂t4 (acting
on b
(0)
m,n). Using the definitions of the operators ∂/∂t2 and ∂/∂t3 as given by (2.30) and (2.31),
(A.31) can be separated into the following individual consistency conditions,
∂b
(2)
m,n
∂t2
+ yˆ
∂b
(2)
m,n
∂xˆ
+ (n+ 1)b
(2)
m−1,n+1 = 0, (A.32)
∂b
(1)
m,n
∂t3
=
∂2b
(1)
m,n
∂xˆ2
+
∂2b
(1)
m,n
∂yˆ2
, (A.33)
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∂b
(0)
m,n
∂t4
=− 1
2
1
2
(
∂
∂xˆ
[φ
(2)
m−1,n,m+n]b0+
∂
∂yˆ
[φ
(2)
m,n−1,m+n]b0
)
− 2 12
{
(m+1)
∂
∂xˆ
[φ
(2)
m+1,n,m+n]b0
+(n+ 1)
∂
∂yˆ
[φ
(2)
m,n+1,m+n]b0
}
− [φ
(2)
m−1,n−1,m+n]b0
2
. (A.34)
From (A.34) we see that ∂/∂t4 involves derivatives of φ
(2)
m,n,m+n±1 (which contains first order
derivatives of b
(0)
m,n) and φ
(2)
m−1,n−1,m+n (which contains second-order derivatives of b
(0)
m,n), and
therefore consists entirely of second-order derivatives of b
(0)
m,n. Using the expressions for the
φ(2)’s from (2.32), (A.34) reduces to
∂b
(0)
m,n
∂t4
= 2(n+1)
∂2b
(0)
m−1,n+1
∂xˆ2
−(n+1)∂
2b
(0)
m−1,n+1
∂yˆ2
+(m+1)
∂2b
(0)
m+1,n−1
∂xˆ2
+(3n−m−1)∂
2b
(0)
m,n
∂xˆ∂yˆ
.
(A.35)
Thus, (2.36) represents the complete leading order equation for b
(0)
m,n. Combining equations
(2.30) and (A.33), we observe that b
(1)
m,n satisfies an identical equation to leading order. This
will, in fact, be true for all b
(i)
m,n’s and indicates the recurrent structure of the hierarchy.
Now, consider equation (2.18) for i = 4,
∂
∂t5
φ(0)m,n,s +
∂
∂t4
φ(1)m,n,s +
∂
∂t3
φ(2)m,n,s +
∂
∂t2
φ(3)m,n,s + (m+ n− s)φ(4)m,n,s +
1
2
1
2
(
∂φ
(3)
m−1,n,s
∂xˆ
+
∂φ
(3)
m,n−1,s
∂yˆ
)
+ yˆ
∂φ
(3)
m,n,s
∂xˆ
+ 2
1
2
{
(m+ 1)
∂φ
(3)
m+1,n,s
∂xˆ
+ (n+ 1)
∂φ
(3)
m,n+1,s
∂yˆ
}
+
φ
(3)
m−1,n−1,s
2
+ (n+ 1)φ
(3)
m−1,n+1,s = 0. (A.36)
Putting s = m + n we see that ∂b
(0)
m,n/∂t5 will involve [φ
(3)
m,n,m+n±1]b0 and [φ
(3)
m,n,m+n+2]b0 ,
where we need only look at contributions containing the highest order derivatives. In order
to obtain expressions for the φ
(3)
m,n’s, we again consider equation (A.30). For s = m+ n+ 1,
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we have
Lφ
(2)
m,n,m+n+1 + (n+ 1)φ
(2)
m−1,n+1,m+n+1 +
∂
∂t3
φ
(1)
m,n,m+n+1 − φ(3)m,n,m+n+1 +
φ
(2)
m−1,n−1,m+n+1
2
=− 1
2
1
2
(
∂φ
(2)
m−1,n,m+n+1
∂xˆ
+
∂φ
(2)
m,n−1,m+n+1
∂yˆ
)
+ 2
1
2
{
(m+ 1)
∂φ
(2)
m+1,n,m+n+1
∂xˆ
+(n+ 1)
∂φ
(2)
m,n+1,m+n+1
∂yˆ
}
.
When use of (2.22) is made for L (= ∂/∂t2 + yˆ∂/∂xˆ) acting on φ
(2), all terms on the
left-hand side except the φ(1) term involve only first-order derivatives of b
(0)
m,n (note that
φ
(2)
m−1,n−1,m+n+1 = 0). On the right-hand side, φ
(2)
m+1,n,m+n+1 and φ
(2)
m,n+1,m+n+1 involve only
the corresponding b
(2)
m,n’s. Thus, the terms relevant to the O(St) correction to b
(0)
m,n are those
involving derivatives of φ
(2)
m−1,n,m+n+1 and φ
(2)
m,n−1,m+n+1, that themselves contain second-
order derivatives of b
(0)
m,n (see (2.32)), and ∂/∂t3(φ
(1)
m,n,m+n+1) (where the operator ∂/∂t3 has
been defined in terms of second-order spatial derivatives in (2.31)). After some manipulation,
one obtains
[φ
(3)
m,n,m+n+1]b0 =2
1
2
[
(m+1)
∂
∂xˆ
(
∂2
∂xˆ2
+
∂2
∂yˆ2
)
b
(0)
m+1,n + (n+1)
∂
∂yˆ
(
∂2
∂xˆ2
+
∂2
∂yˆ2
)
b
(0)
m,n+1
]
+
1
2
1
2
[
m(m+1)
∂3b
(0)
m+1.n
∂xˆ3
+ (n+1)(n+2)
∂3b
(0)
m−1,n+1
∂xˆ2∂yˆ
+ 2m(n+1)
∂3b
(0)
m,n+1
∂xˆ2∂yˆ
+(m+1)(m+2)
∂3b
(0)
m+2,n−1
∂xˆ2∂yˆ
+ n(n+1)
∂3b
(0)
m,n+1
∂yˆ3
+ 2n(m+1)
∂3b
(0)
m+1,n
∂xˆ∂yˆ2
]
.
(A.37)
In a similar manner, for s = m+ n− 1
[φ
(3)
m,n,m+n−1]b0 =−
∂
∂t3
φ
(1)
m,n,m+n−1 − 2
1
2
[
(m+1)
∂φ
(2d)
m+1,n,m+n−1
∂xˆ
+ (n+1)
∂φ
(2d)
m,n+1,m+n−1
∂yˆ
]
,
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=
1
2
1
2
[
∂
∂xˆ
(
∂2
∂xˆ2
+
∂2
∂yˆ2
)
b
(0)
m−1,n +
∂
∂yˆ
(
∂2
∂xˆ2
+
∂2
∂yˆ2
)
b
(0)
m,n−1
]
− 2
1
2
4
[
(m+ 1)
∂
∂xˆ
(
∂2b
(0)
m−1,n
∂xˆ2
+ 2
∂2b
(0)
m,n−1
∂xˆ∂yˆ
+
∂2b
(0)
m+1,n−2
∂yˆ2
)
+(n+ 1)
∂
∂yˆ
(
∂2b
(0)
m−2,n+1
∂xˆ2
+ 2
∂2b
(0)
m−1,n
∂xˆ∂yˆ
+
∂2b
(0)
m,n−1
∂yˆ2
)]
, (A.38)
where the superscript ‘2d’ is used to denote the part involving second-order derivatives.
For s = m+ n+ 2, we have
Lφ
(2)
m,n,m+n+2 − 2φ(3)m,n,m+n+2 + (n+ 1)φ(2)m−1,n+1,m+n+2 =
− 2 12
[
(m+ 1)
∂φm+1,n,m+n+2
∂xˆ
+ (n+ 1)
∂φm,n+1,m+n+2
∂yˆ
]
. (A.39)
If one again uses equation (2.22) to simplify Lφ
(2)
m,n,m+n+2, then φ
(3)
m,n,m+n+2 is found to involve
only second-order derivatives and is therefore not relevant to the O(St) correction of b
(0)
m,n.
The expressions (A.37) and (A.38) when substituted (with appropriate change of indices) into
the consistency condition for b
(0)
m,n obtained from (A.36) , the resulting fourth-order derivatives
identically cancel out. Thus equation (2.37) represents the entire O(St) correction.
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A.4 Identity of exact and multiple scales solutions of section
2.4.2
A.4.1 Identity of leading order solutions
From (A.29), the leading order term in the expansion of the rescaled (exact) probability
density is
(P¯ d)(0)(xˆ,w, t1, t2)
=
G¯0(x, y, t2)
2pi{1−(t22 + 2)e−2t1 +e−4t1}
1
2
exp
[
−(1−e
−2t1)w21+(1−(t22 + 1)e−2t1 )w22−2t2e−2t1w1w2
2{1 − (t22 + 2)e−2t1 + e−4t1}
]
,
(A.40)
where w is the scaled fluctuation velocity (see section 2.2). We find the series coefficients
b˜m,n when (A.40) is expanded in terms of Hermite functions; they are defined as
b˜m,n =
1
(2pi)2m+nm!n!
∫ ∞
−∞
∫ ∞
−∞
P d
(0)
Hm
(
w1
2
1
2
)
Hn
(
w2
2
1
2
)
dw1dw2.
The identity of the exact and multiple scales solutions at this order holds provided b˜m,n =
b
(0)
m,ne−(m+n)t1 for all m and n where the b
(0)
m,n’s are as defined in equations (2.59), (2.60),
(2.61) and (2.62). It is easily seen that there are no terms in the expansion proportional to
H¯2m(w1/2
1
2 )H¯2n+1(w2/2
1
2 ) and H¯2m+1(w1/2
1
2 )H¯2n(w2/2
1
2 ) because these terms would change
sign under the transformation (w1, w2) → (−w1,−w2) while (A.40) being a homogeneous
quadratic function of w1 and w2, remains unchanged. Thus, b˜2m,2n+1 = b
(0)
2m,2n+1 = 0 and
b˜2m+1,2n = b
(0)
2m+1,2n = 0. For the terms proportional to H¯2mH¯2n and H¯2m+1H¯2n+1, we use
induction with respect to m; we assume that the coefficients b˜j,n are given by b
(0)
j,ne
−(j+n)t1
for j ≤ 2m+ 1 and n arbitrary (even or odd depending on j); we then prove that the same
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holds for b˜2m+2,2n and b˜2m+3,2n+1. Consider
b˜2m+2,2n =
1
(2pi)22m+222n(2n)!(2m+ 2)!
∫ ∞
−∞
∫ ∞
−∞
dw1dw2P
d(0)H2m+2
(
w1
2
1
2
)
H2n
(
w2
2
1
2
)
,
=
1
(2pi)22m+222n(2n)!(2m+ 2)!
∫ ∞
−∞
∫ ∞
−∞
dw1dw2P
d(0)
[
−2 12 d
dw1
H2m+1
(
w1
2
1
2
)
+H2m+2
(
w1
2
1
2
)
+ 2(2m+ 1)H2m
(
w1
2
1
2
)]
H2n
(
w2
2
1
2
)
,
where we have used the recurrence relation between Hermite polynomials. Integrating by
parts,
b˜2m+2,2n =
1
(2pi)22m+222n(2n)!(2m + 2)!
[
2
1
2
∫ ∞
−∞
∫ ∞
−∞
dw1dw2
d
dw1
(P d
(0)
)H2m+1
(
w1
2
1
2
)
H2n
(
w2
2
1
2
)
+
∫ ∞
−∞
∫ ∞
−∞
dw1dw2P
d(0)
{
H2m+2
(
w1
2
1
2
)
+ 2(2m+ 1)H¯2m
(
w1
2
1
2
)}
H2n
(
w2
2
1
2
)]
.
Differentiating (A.40) and using the resulting expression in the above relation, one obtains
after some manipulation
b˜2m+2,2n =
1
(2pi)22m+222n(2n)!(2m + 2)!{1 − e−2t1(t22 + 2) + e−4t1}
[
{e−4t1− e−2t1(t22 + 1)}∫ ∞
−∞
∫ ∞
−∞
dw1dw2
{
H2m+2
(
w1
2
1
2
)
+ 2(2m+ 1)H2m
(
w1
2
1
2
)}
H2n
(
w2
2
1
2
)
P d
(0)
+ e−2t1t2
∫ ∞
−∞
∫ ∞
−∞
dw1dw2
{
H2m+1
(
w1
2
1
2
)
H2n+1
(
w2
2
1
2
)
+ 4nH2n−1
(
w2
2
1
2
)
H2m+1
(
w1
2
1
2
)}
P d
(0)
]
,
246
from which, using the definition of the coefficients b˜m,n, we obtain
b˜2m+2,2n
[
1− e
−4t1 − e−2t1(t22 + 1)
1− e−2t1(t22 + 2) + e−4t1
]
=
1
{1− e−2t1(t22 + 2) + e−4t1}
[
e−4t1 − e−2t1(t22 + 1)
2(2m+ 2)
b˜2m,2n+
e−2t1t2(2n+ 1)
(2m+ 2)
b˜2m+1,2n+1
+
e−2t1 t2
2(2m + 2)
b˜2m+1,2n−1
]
,
⇒ b˜2m+2,2n(1− e−2t1) = e
−4t1 − e−2t1(t22 + 1)
2(2m + 2)
b˜2m,2n +
e−2t1 t2(2n+ 1)
(2m+ 2)
b˜2m+1,2n+1
+
e−2t1 t2
2(2m + 2)
b˜2m+1,2n−1.
Therefore
b˜2m+2,2n(1− e−2t1) =
[
e−4t1
2(2m + 2)
b˜2m,2n + e
−2t1 t2
(2n+ 1)
(2m+ 2)
b˜2m+1,2n+1
]
+
[
e−2t1 t2
2(2m + 2)
b˜2m+1,2n−1 − e˜
−2t1(t22 + 1)
2(2m + 2)
b˜2m,2n
]
,
= T1 + T2.
In accordance with our assumption, we use the expressions (2.61) and (2.62) for b˜2m,2n and
b˜2m+1,2n+1 while b˜2m+1,2n−1 is similarly given by
b˜2m+1,2n−1 =
(−1)m+n−1
(2pi)22n+m−1(n− 1)!
m∑
k=0
t2m+1−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m+ 1− 2k)! G¯0.
Using these,
T1 =
(−1)m+ne−(2m+2n+4)t1 G¯0
(2pi)(2m + 2)22n+m+1n!
[
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 2k)!
+
m∑
k=0
t2m+2−2k2
∏m
l=k(2n+ 2m+ 1− 2l)
2kk!(2m + 1− 2k)!
]
,
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=
(−1)m+ne−(2m+2n+4)t1 G¯0
(2pi)(2m + 2)22n+2m+1n!
[
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m − 2k)!
+(2m+2)
m∑
k=0
t2m+2−2k2
∏m
l=k(2n+2m+1−2l)
2kk!(2m + 2− 2k)! −
m∑
k=1
t2m+2−2k2
∏m
l=k(2n+2m+1−2l)
2k−1(k − 1)!(2m+ 2− 2k)!
]
,
=
(−1)m+ne−(2m+2n+4)t1 G¯0
(2pi)(2m + 2)22n+2m+1n!
[
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m − 2k)!
+(2m+2)
m∑
k=0
t2m+2−2k2
∏m
l=k(2n+2m+1−2l)
2kk!(2m+ 2− 2k)! −
m−1∑
k=0
t2m−2k2
∏m−1
l=k (2n+2m−1−2l)
2kk!(2m− 2k)!
]
,
=
(−1)m+ne−(2m+2n+4)t1 G¯0
(2pi)22n+2m+1n!
[
m∑
k=0
t2m+2−2k2
∏m
l=k(2n+ 2m+ 1− 2l)
2kk!(2m + 2− 2k)! +
1
2m+1(m+ 1)!
]
,
=
(−1)m+n
(2pi)22n+2m+1n!
m+1∑
k=0
t2m+2−2k2
∏m
l=k(2n+ 2m+ 1− 2l)
2kk!(2m+ 2− 2k)! G¯0 e
−(2m+2n+4)t1 , (A.41)
and
T2 =
(−1)m+n+1e−(2m+2n+2)t1 G¯0
(2pi)(2m + 2)22n+m+1n!
[
(2n)
m∑
k=0
t2m+2−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m + 1− 2k)!
+ (t22 + 1)
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 2k)!
]
,
=
(−1)m+n+1e−(2m+2n+2)t1 G¯0
(2pi)(2m + 2)22n+m+1n!
[
m∑
k=0
t2m+2−2k2 (2n+ 2m+ 1− 2k)
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m+ 1− 2k)!
+
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 2k)!
]
,
=
(−1)m+n+1e−(2m+2n+2)t1 G¯0
(2pi)(2m + 2)22n+m+1n!
[
m∑
k=0
t2m+2−2k2
∏m−1
l=k−1(2n+ 2m− 1− 2l)
2kk!(2m+ 1− 2k)!
+
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 2k)!
]
,
=
(−1)m+n+1e−(2m+2n+2)t1 G¯0
(2pi)(2m + 2)22n+m+1n!
[
(2m+ 2)
m∑
k=0
t2m+2−2k2
∏m
l=k(2n+ 2m+ 1− 2l)
2kk!(2m + 2− 2k)!
−
m∑
k=1
t2m+2−2k2
∏m
l=k(2n+ 2m+ 1− 2l)
2k−1(k − 1)!(2m + 2− 2k)! +
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 2k)!
]
,
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=
(−1)m+n+1e−(2m+2n+2)t1 G¯0
(2pi)(2m + 2)22n+m+1n!
[
(2m+ 2)
m∑
k=0
t2m+2−2k2
∏m
l=k(2n+ 2m+ 1− 2l)
2kk!(2m+ 2− 2k)!
−
m−1∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 2k)! +
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 2k)!
]
,
=
(−1)m+n+1e−(2m+2n+2)t1 G¯0
(2pi)22n+m+1n!
[
m∑
k=0
t2m+2−2k2
∏m
l=k(2n+ 2m+ 1− 2l)
2kk!(2m + 2− 2k)! +
1
2m+1(m+ 1)!
]
,
=
(−1)m+n+1
(2pi)22n+m+1n!
m+1∑
k=0
t2m+2−2k2
∏m
l=k(2n+ 2m+ 1− 2l)
2kk!(2m+ 2− 2k)! G¯0 e
−(2m+2n+2)t1 . (A.42)
Adding (A.41) and (A.42), we have
b˜2m+2,2n =
(−1)m+n+1
(2pi)22n+m+1n!
m+1∑
k=0
t2m+2−2k2
∏m
l=k(2n+ 2m+ 1− 2l)
2kk!(2m + 2− 2k)! e
−(2m+2n+2)t1 ,
= b
(0)
2m+2,2ne
−(2m+2n+2)t1 . (A.43)
Similarly for b˜2m+3,2n+1, one can derive the recurrence relation
b˜2m+3,2n+1(1− e−2t1)=e
−4t1− (t22 + 1)e−2t1
2(2m+ 3)
b˜2m+1,2n+1 +
e−2t1 t2
2(2m+ 3)
b˜2m+2,2n
+ e−2t1 t2
(2n+ 2)
(2m+ 3)
b˜2m+2,2n+2, (A.44)
where we now use (A.43) (changing n to n+ 1) for b˜2m+2,2n+2. Carrying out similar manip-
ulations, one obtains
b˜2m+3,2n+1 =
(−1)m+n+1
(2pi)22n+m+2n!
m+1∑
k=0
t2m+3−2k2
∏m
l=k(2n+ 2m+ 3− 2l)
2kk!(2m + 3− 2k)! e
−(2m+2n+4)t1 ,
= b
(0)
2m+3,2n+1e
−(2m+2n+4)t1 . (A.45)
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Thus, provided one proves b˜m,n = b
(0)
m,ne−(m+n)t1 for (m = 0, even n) and (m = 1, odd n),
one has the identity of the two for all m and n. For (m,n) ≡ (0, 2n), we have
b˜0,2n =
1
(2pi)22n(2n)!
∫ ∞
−∞
∫ ∞
−∞
dw1dw2 P
d(0)H2n
(
w2
2
1
2
)
,
=
1
(2pi)222n(2n)!
G¯0
[1− e−2t1(t22 + 2) + e−4t1 ]
1
2
∫ ∞
−∞
∫ ∞
−∞
dw1dw2 exp
[
− w
2
2
2(1 − e−2t1)
]
exp

− 1
2[1− e−2t1(t22 + 2) + e−4t1 ]
{
w1(1− e−2t1)
1
2 − w2e
−2t1t2
(1− e−2t1) 12
}2H2n
(
w2
2
1
2
)
,
=
1
22n(2n)!
G¯0
2
3
2pi2(1−e−2t1 ) 12
∫ ∞
−∞
dw2 exp
[
− w
2
2
2(1−e−2t1)
]
H2n
(
w2
2
1
2
)∫ ∞
−∞
dp exp
[−(p−K)2] ,
where we have expressed the exact solution alternately as the product of two exponentials.
Using the relation derived in Appendix F
b˜0,2n =
G¯0
22n(2n)!(2pi)
3
2
∞∑
m=0
(−1)me−2mt1
22mm!
∫ ∞
−∞
H¯2m
(
w2
2
1
2
)
H2n
(
w2
2
1
2
)
dw2,
=
(−1)nG¯0
(2pi)22nn!
e−2nt1 , (A.46)
from the orthogonality of the Hermite polynomials with respect to e−
w2
2 . For (m,n) ≡
(1, 2n+ 1),
b˜1,2n+1 =
1
(2pi)222n+2(2n+ 1)!
G¯0
[1− e−2t1(t22 + 2) + e−4t1 ]
1
2
∫ ∞
−∞
∫ ∞
−∞
dw1dw2 exp
[
− w
2
2
2(1− e−2t1)
]
exp

− 1
2[1−e−2t1(t22+2)+e−4t1 ]
{
w1(1−e−2t1)
1
2 − w2e
−2t1 t2
(1−e−2t1) 12
}22 12w1H2n+1
(
w2
2
1
2
)
,
=
2
3
2
(2pi)222n+2(2n+ 1)!
G¯0[1− e−2t1(t22 + 2) + e−4t1 ]
1
2
(1− e−2t1)∫ ∞
−∞
dw2 exp
[
− w
2
2
2(1 − e−2t1)
]
H2n+1
(
w2
2
1
2
)∫ ∞
−∞
dp p exp
[−(p−K)2] ,
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where
K =
w2t2e
−2t1
2
1
2 (1− e−2t1) 12 [1− e−2t1(t22 + 2) + e−4t1 ]
1
2
.
Therefore
b˜1,2n+1 =
1
22pi
3
2 22n+1(2n+ 1)!
G¯0e
−2t1 t2
(1− e−2t1) 32
∫ ∞
−∞
dw2 w2 exp
[
− w
2
2
2(1− e−2t1)
]
H2n+1
(
w2
2
1
2
)
,
=
− G¯0e−2t1 t2
22n+2(2n+ 1)!(2pi)
3
2
∫ ∞
−∞
dw2
∞∑
m=0
(−1)mH¯ ′2m
(
w2
2
1
2
)
e−2mt1
22mm!
H2n+1
(
w2
2
1
2
)
.
Using H¯ ′m(z) = −H¯m+1(z) and integrating, we obtain
b˜1,2n+1 =
(−1)nG¯0t2e−(2n+2)t1
(2pi)22n+1n!
. (A.47)
Equations (A.46) and (A.47) are of the form b
(0)
m,ne−(m+n)t1 for m = 0 and m = 1 respectively,
which completes the proof.
A.4.2 Identity of O(St) velocity-dependent corrections
From (A.28) and (A.40), the exact solution at O(St), including only velocity-dependent
corrections, can be written as
(P¯ d)(1)(xˆ,w, t1, t2)
= (cw1xw1xˆ+ cw2xw2xˆ+ cw1yw1yˆ + cw2yw2yˆ)(P¯
d)(0),
=(cw1xw1xˆ+ cw2xw2xˆ+ cw1yw1yˆ + cw2yw2yˆ)
∑
m+n=2k
b(0)m,ne
−(m+n)t1H¯m
(
w1
2
1
2
)
H¯n
(
w2
2
1
2
)
,
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where
(PeSt)cw1x = cux, (PeSt)cw2x = cvx,
(PeSt)cw1y = 2cuu + cuy, (PeSt)cw2y = cvy + cuv.
Using the recurrence relation between Hermite functions,
(P¯ d)(1) =
∑
m+n=2k+1
[
(cw1xxˆ+ cw1y yˆ)
{
b
(0)
m−1,n
2
1
2
e−(m+n−1)t1 + 2
1
2 (m+ 1) b
(0)
m+1,ne
−(m+n+1)t1
}
+
(cw2xxˆ+cw2y yˆ)
{
b
(0)
m,n−1
2
1
2
e−(m+n−1)t1+2
1
2 (n+1)b
(0)
m,n+1e
−(m+n+1)t1
}]
H¯m
(
w1
2
1
2
)
H¯n
(
w2
2
1
2
)
,
(P¯ d)(1) =
∞∑
m,n=0
{
[C(1)]2m,2n+1H¯2m
(
w1
2
1
2
)
H¯2n+1
(
w2
2
1
2
)
+ [C(1)]2m+1,2nH¯2m+1
(
w1
2
1
2
)
H¯2n
(
w2
2
1
2
)}
,
where we have used b
(0)
2m+1,2n = b
(0)
2m,2n+1 = 0 (see section A.4.1). In the above expression,
[C(1)]2m,2n+1 =(cw1xxˆ+cw1y yˆ)
[
b
(0)
2m−1,2n+1
2
1
2
e−(2m+2n)t1 + 2
1
2 (2m+1)b
(0)
2m+1,2n+1e
−(2m+2n+2)t1
]
+ (cw2xxˆ+ cw2yyˆ)
[
b
(0)
2m,2n
2
1
2
e−(2m+2n)t1 + 2
1
2 (2n+ 2)b
(0)
2m,2n+2 e
−(2m+2n+2)t1
]
,
=
2
1
2 e−2(m+n)t1 (−1)m+nG¯0
(2pi)22n+m+1n!
[ (cw1xxˆ+ cw1yyˆ)W1 + (cw2xxˆ+ cw2y yˆ)W2 ] .
From (2.61) and (2.62),
W1 =−
m−1∑
k=0
t2m−2k−12
∏m−2
l=k (2n+ 2m− 1− 2l)
2kk!(2m − 1− 2k)!
+ (2m+ 1)e−2t1
m∑
k=0
t2m+1−2k2
∏m−1
l=k (2n+ 2m+ 1− 2l)
2kk!(2m + 1− 2k)! ,
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=−
m−1∑
k=0
t2m−2k−12
∏m−2
l=k (2n+ 2m− 1− 2l)
2kk!(2m − 1− 2k)!
+e−2t1
[
m∑
k=0
t2m+1−2k2
∏m−1
l=k (2n+2m+1−2l)
2kk!(2m − 2k)! +
m∑
k=1
t2m+1−2k2
∏m−1
l=k (2n+2m+1−2l)
2k−1(k − 1)!(2m+ 1− 2k)!
]
,
=−(1− e−2t1)
m−1∑
k=0
t2m−2k−12
∏m−2
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 1− 2k)!
+ t2e
−2t1
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m+ 1− 2l)
2kk!(2m− 2k)! ,
and
W2 =
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m − 2k)! − e
−2t1
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m+ 1− 2l)
2kk!(2m− 2k)! ,
=
m∑
k=0
t2m−2k2 [{2n+2m−2(m−1)−1} − (2n+2m+1−2k)]
∏m−2
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 2k)!
+ (1− e−2t1)
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m+ 1− 2l)
2kk!(2m − 2k)! ,
=− t2
m−1∑
k=0
t2m−1−2k2
∏m−2
l=k (2n+ 2m− 1− 2l)
2kk!(2m − 1− 2k)!
+ (1−e−2t1 )
m∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m+ 1− 2l)
2kk!(2m− 2k)! .
Using the expressions for W1 and W2,
[C(1)]2m,2n+1=
2
1
2 e−2(m+n)t1(−1)m+nG¯0
(2pi)22n+m+1n!
[
S′(m,n)2 {(cw1xxˆ+ cw1y yˆ)t2e−2t1 + (cw2xxˆ+ cw2y yˆ)
(1− e−2t1)} − S′(m,n)1 {(cw1xxˆ+ cw1y yˆ)(1− e−2t1) + t2(cw2xxˆ+ cw2yyˆ)}
]
,
=
2
1
2 e−2(m+n)t1(−1)m+nG¯0
(2pi)22n+m+1n!
[
S′(m,n)2
{
−3(2e
−t1 + 1 + 3e−2t1)
(t22 + 12)
xˆ
+
2e−t1(t22 − 6) + 2(t22 + 3) + e−2t1(5t22 + 6)
t2(t22 + 12)
yˆ
}
−
S′(m,n)1
{
3{−(t22 − 2)+ 2e−2t1−4e−t1}
t2(t
2
2 + 12)
xˆ+
(2t22 + 3)− 3e−2t1+6e−t1
(t22 + 12)
yˆ
}]
.
(A.48)
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In an exactly analogous manner, one also obtains
[C(1)]2m+1,2n =(cw1xxˆ+ cw1y yˆ)
[
b
(0)
2m,2n
2
1
2
e−(2m+2n)t1 + 2
1
2 (2m+ 2)b
(0)
2m+1,2n+1 e
−(2m+2n+2)t1
]
+(cw2xxˆ+cw2yyˆ)
[
b
(0)
2m+1,2n−1
2
1
2
e−(2m+2n)t1+2
1
2 (2n+1)b
(0)
2m+1,2n+1e
−(2m+2n+2)t1
]
,
=
2
1
2 e−2(m+n)t1 (−1)m+nG¯0
(2pi)22n+m+1n!
[
−S(m,n)2 {(cw1xxˆ+ cw1yyˆ)t2e−2t1+(cw2xxˆ+ cw2yyˆ)
(1− e−2t1)}+ S(m,n)1 {(cw1xxˆ+ cw1y yˆ)(1− e−2t1) + t2(cw2xxˆ+ cw2yyˆ)}
]
,
=
2
1
2 e−2(m+n)t1 (−1)m+nG¯0
(2pi)22n+m+1n!
[
−S(m,n)2
{
−3(2e
−t1 + 1 + 3e−2t1)
(t22 + 12)
xˆ
+
2e−t1(t22 − 6) + 2(t22 + 3) + e−2t1(5t22 + 6)
t2(t22 + 12)
yˆ
}
+ (A.49)
S
(m,n)
1
{
3{−(t22 − 2) + 2e−2t1 − 4e−t1}
t2(t22 + 12)
xˆ+
(2t22 + 3)− 3e−2t1 + 6e−t1
(t22 + 12)
yˆ
}]
.
(A.50)
where S
(m,n)
i and S
′(m,n)
i (i = 1, 2) are as defined in section 2.4.2. (A.48) and (A.50) will be
used for comparison with the first order multiple scales solution.
From (2.16), the multiple scales series at O(St), including only velocity-dependent
corrections, is given by
P¯ (1)(xˆ, w¯, t1, t2)=St
∞∑
m,n
[
b(1)m,ne
−(m+n)t1 + 2
1
2
{
(m+ 1)
∂b
(0)
m+1,n
∂xˆ
+ (n+ 1)
∂b
(0)
m,n+1
∂yˆ
}
e−(m+n+1)t1
− 1
2
1
2
{
∂b
(0)
m−1,n
∂xˆ
+
∂b
(0)
m,n−1
∂yˆ
}
e−(m+n−1)t1− b
(0)
m−1,n−1
4
e−(m+n−2)t1
]
H¯m
(
w1
2
1
2
)
H¯n
(
w2
2
1
2
)
,
where we have used the expressions for the φ(1)’s from (2.24). It suffices to compare the
coefficients of H¯mH¯n for m + n odd, with (A.48) and (A.50). As argued in section 2.4.2,
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terms with m+n even, do not contribute at O(St). The coefficient of H2mH2n+1 is given by
[D(1)]2m,2n+1 =St
{
b
(1)
2m,2n+1e
−(2m+2n+1)t1 + 2
1
2
[
(2m+ 1)
∂b
(0)
2m+1,2n+1
∂xˆ
+ (2n+ 2)
∂b
(0)
2m,2n+2
∂yˆ
]
e−(2m+2n+2)t1 − 1
2
1
2
[
∂b
(0)
2m−1,2n+1
∂xˆ
+
∂b
(0)
2m,2n
∂yˆ
]
e−(2m+2n)t1
}
,
where we have again used that b
(0)
2m+1,2n = 0. Using (2.61) and (2.62),
[D(1)]2m,2n+1 =(St)b
(1)
2m,2n+1e
−(2m+2n+1)t1 +
2
1
2 (St)e−2(m+n)t1 (−1)m+n
(2pi)22n+m+1n!
[
e−2t1
{
∂G¯0
∂xˆ
(2m+ 1)
(2n+ 1)
S
(m,n)
2 −
∂G¯0
∂yˆ
S′(m,n)2
}
+
{
∂G¯0
∂xˆ
S′(m,n)1 −
∂G¯0
∂yˆ
S
(m,n)
1
}]
.
It may be shown that
S
(m,n)
1 =S
′(m,n)
2 − t2S′(m,n)1 ,
S
(m,n)
2
(2m+ 1)
(2n+ 1)
= t2S
′(m,n)
2 + S
′(m,n)
1 .
Using these, we obtain
[D(1)]2m,2n+1 =(St)b
(1)
2m,2n+1e
−(2m+2n+1)t1+
2
1
2 (St)e−2(m+n)t1 (−1)m+n
(2pi)22n+m+1n!
[
S′(m,n)1
(
(1+ e−2t1)
∂G¯0
∂xˆ
+ t2
∂G¯0
∂yˆ
)
+ S′(m,n)2
(
t2e
−2t1 ∂G¯0
∂xˆ
− (1 + e−2t1)∂G¯0
∂yˆ
)]
.
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On substituting the expression for G¯0 from Appendix E,
[D(1)]2m,2n+1 =St b
(1)
2m,2n+1e
−(2m+2n+1)t1 +
2
1
2 e−2(m+n)t1 (−1)m+nG¯0
(2pi)22n+m+1n!
[
− S′(m,n)1
{
3{−(t22 − 2) + 2e−2t1}
t2(t22 + 12)
xˆ+
(2t22 + 3)− 3e−2t1
(t22 + 12)
yˆ
}
+ S′(m,n)2
{
−3(1 + 3e
−2t1)
(t22 + 12)
xˆ+
2(t22 + 3) + e
−2t1(5t22 + 6)
t2(t
2
2 + 12)
yˆ
}]
. (A.51)
In a similar manner,
[D(1)]2m+1,2n=St b
(1)
2m+1,2ne
−(2m+2n+1)t1 +
2
1
2 (St)e−2(m+n)t1 (−1)m+n
(2pi)22n+m+1n!
[
−S(m,n)1(
(1 + e−2t1)
∂G¯0
∂xˆ
+ t2
∂G¯0
∂yˆ
)
+ S
(m,n)
2
(
−t2e−2t1 ∂G¯0
∂xˆ
+ (1 + e−2t1)
∂G¯0
∂yˆ
)]
,
=St b
(1)
2m+1,2ne
−(2m+2n+)t1 +
2
1
2 e−2(m+n)t1(−1)m+nG¯0
(2pi)22n+m+1n!
[
S
(m,n)
1
{−3(t22 − 2)+6e−2t1
t2(t22 + 12)
xˆ
+
(2t22 + 3)− 3e−2t1
(t22 + 12)
yˆ
}
+S
(m,n)
2
{
3(1 + 3e−2t1)
(t22 + 12)
xˆ− 2(t
2
2 + 3) + (5t
2
2 + 6)e
−2t1
t2(t22 + 12)
yˆ
}]
.
(A.52)
Comparing the sets of equations (A.48), (A.50) and (A.51), (A.52), we see that the bracketed
terms constant on the t1 scale and those proportional to e
−2t1 match up exactly, and the
coefficients [C]i,j and [D]i,j will therefore be identical provided b
(1)
m,n equals the factor multi-
plying e−t1 . In other words, the identity of the exact and multiple scales solutions at O(St)
holds provided
b
(1)
2m,2n+1 =
2
1
2 (−1)m+nG¯0
(2pi)22n+m+1n!(St)
[
S′(m,n)2
{
2(t22 − 6)
t2(t22 + 12)
yˆ− 6
(t22 + 12)
xˆ
}
+S′(m,n)1
{
12
t2(t22 + 12)
xˆ− 6
(t22 + 12)
yˆ
}]
,
256
b
(1)
2m+1,2n =
2
1
2 (−1)m+nG¯0
(2pi)22n+m+1n!(St)
[
S
(m,n)
1
{
6
(t22 + 12)
yˆ − 12
t2(t
2
2 + 12)
xˆ
}
+S
(m,n)
2
{
6
(t22 + 12)
xˆ− 2(t
2
2 − 6)
t2(t22 + 12)
yˆ
}]
.
These may be rewritten as
b
(1)
2m,2n+1 =
2
1
2 (−1)m+n
(2pi)22n+mn!
[
S′(m,n)2
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)
− S′(m,n)1
∂G¯0
∂xˆ
]
, (A.53)
b
(1)
2m+1,2n =
2
1
2 (−1)m+n
(2pi)22n+mn!
[
S
(m,n)
1
∂G¯0
∂xˆ
− S(m,n)2
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)]
. (A.54)
These identities may be proven by induction w.r.t m. As in section A.4.1, we assume that
the b
(1)
i,j ’s are given by (A.53) and (A.54) for i ≤ 2m, j even or odd so that i + j = 2k + 1,
and show that the same holds for i = 2m+ 1 and 2m+ 2. The equation for b
(1)
2m+1,2n is
Db
(1)
2m+1,2n = −(2n+ 1)b(1)2m,2n+1,
with the inital condition given by (2.64). The operator D is as defined in section 2.4.1. Using
(A.53) and (2.61), we have
Db
(1)
2m+1,2n =
2
1
2 (−1)m+n(2n+ 1)
(2pi)22n+mn!
[
S′(m,n)1
∂G¯0
∂xˆ
− S′(m,n)2
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)]
,
with the initial condition
b
(1)
2m+1,2n(xˆ, yˆ, 0) =
2
1
2 (−1)m+n
(2pi)22(m+n)m!n!
δ′(xˆ)δ(yˆ).
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The solution to the above system is given by
b
(1)
2m+1,2n(xˆ, yˆ, t2)
= b
(1)h
2m+1,2n + b
(1)p
2m+1,2n,
=
2
1
2 (−1)m+n
(2pi)22(m+n)m!n!
∂G¯0
∂xˆ
+
2
1
2 (−1)m+n(2n+ 1)
(2pi)22n+mn!
D−1
[
S′(m,n)1
∂G¯0
∂xˆ
−S′(m,n)2
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)]
,
=
2
1
2 (−1)m+n
(2pi)22(m+n)m!n!
∂G¯0
∂xˆ
+
2
1
2 (−1)m+n(2n+ 1)
(2pi)22n+mn!
[
∂G¯0
∂xˆ
∫ t2
0
S′(m,n)1 dt
′
2
−
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)∫ t2
0
S′(m,n)2 dt
′
2
]
,
=
2
1
2 (−1)m+n
(2pi)22(m+n)m!n!
∂G¯0
∂xˆ
+
2
1
2 (−1)m+n(2n+ 1)
(2pi)22n+mn!
[
∂G¯0
∂xˆ
m−1∑
k=0
t2m−2k2
∏m−2
l=k (2n+ 2m− 1− 2l)
2kk!(2m − 2k)!
−
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
) m∑
k=0
t2m−2k+12
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m + 1− 2k)!
]
,
=
2
1
2 (−1)m+n
(2pi)22n+mn!
∂G¯0
∂xˆ
[
1
2mm!
+
m−1∑
k=0
t2m−2k2
∏m−1
l=k (2n+ 2m− 1− 2l)
2kk!(2m− 2k)!
]
+
2
1
2 (−1)m+n
(2pi)22n+mn!
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
) m∑
k=0
t2m+1−2k2
∏m
l=k(2n+ 2m− 1− 2l)
2kk!(2m − 2k)! ,
=
2
1
2 (−1)m+n
(2pi)22n+mn!
[
S
(m,n)
1
∂G¯0
∂xˆ
− S(m,n)2
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)]
, (A.55)
where the superscripts ‘h’ and ‘p’ denote the homogeneous and particular solutions, respec-
tively.
At the next order, we have using (A.55)
Db
(1)
2m+2,2n+1 =− (2n+ 2)b(1)2m+1,2n+2,
=
2
1
2 (−1)m+n+1(2n+ 2)
(2pi)22n+m+2(n+ 1)!
[
S
(m,n+1)
1
∂G¯0
∂xˆ
− S(m,n+1)2
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)]
,
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with the initial condition
b
(1)
2m+2,2n+1(xˆ, yˆ, 0) =
2
1
2 (−1)m+n
(2pi)22(m+n+1)(m+ 1)!n!
δ(xˆ)δ′(yˆ).
Therefore
b
(1)
2m+2,2n+1(xˆ, yˆ, t2)
= b
(1)h
2m+2,2n+1 + b
(1)p
2m+2,2n+1,
=
2
1
2 (−1)m+n+1
(2pi)22(m+n+1)(m+ 1)!n!
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)
+
2
1
2 (−1)m+n(2n+ 2)
(2pi)22n+m+2(n+ 1)!
D−1
[
S
(m,n+1)
1
∂G¯0
∂xˆ
− S(m,n+1)2
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)]
,
=
2
1
2 (−1)m+n+1
(2pi)22(m+n+1)(m+ 1)!n!
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)
+
2
1
2 (−1)m+n(2n+ 2)
(2pi)22n+m+2(n+ 1)!
[
∂G¯0
∂xˆ
∫ t2
0
S
(m,n+1)
1 dt
′
2 −
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)∫ t2
0
S
(m,n+1)
2 dt
′
2
]
,
=
2
1
2 (−1)m+n+1
(2pi)22(m+n+1)(m+ 1)!n!
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)
+
2
1
2 (−1)m+n
(2pi)22n+m+1n!
[
∂G¯0
∂xˆ
m∑
k=0
t2m+1−2k2
∏m−1
l=k (2n+ 2m+ 1− 2l)
2kk!(2m+ 1− 2k)!
−
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
) m∑
k=0
t2m+2−2k2
∏m
l=k(2n+ 2m+ 3− 2l)
2kk!(2m + 2− 2k)!
]
,
=
2
1
2 (−1)m+n
(2pi)22n+m+1n!
∂G¯0
∂xˆ
m∑
k=0
t2m+1−2k2
∏m−1
l=k (2n+ 2m+ 1− 2l)
2kk!(2m+ 1− 2k)!
− 2
1
2 (−1)m+n
22n+m+1n!
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)[
1
2m+1(m+ 1)!
+
m∑
k=0
t2m+2−2k2
∏m
l=k(2n+ 2m+ 3− 2l)
2kk!(2m + 2− 2k)!
]
,
=
2
1
2 (−1)m+n+1
(2pi)22n+m+1n!
[
S′(m+1,n)2
(
∂G¯0
∂yˆ
+ t2
∂G¯0
∂xˆ
)
− S′(m+1,n)1
∂G¯0
∂xˆ
]
. (A.56)
From (A.55) and (A.56), it follows that (A.53) and (A.54) hold for all m and n provided
(A.53) is true for m = 0 and arbitrary n. This can easily be verified by direct solution of the
corresponding equation viz. Db
(1)
0,2n+1 = 0, the initial condition being given by (2.65) with
259
m = 0.
A.5 Solution to the inhomogeneous Smoluchowski equation
A.5.1 Green’s function for the Smoluchowski equation
The Green’s function for the equation2
∂P
∂t
+ y
∂P
∂x
=
∂2P
∂x2
+
∂2P
∂y2
, (A.57)
satisfying
G(x, y, 0|x ′, y ′, 0) = δ(x)δ(y),
G(x, y, t|x ′, y ′, 0) =0 ∀ t < 0,
is given by [5]
G(x, y, t|0, 0, 0) = G0(x, y, t) = 1
(2pi)
[
4t2(1 + t
2
12 )
] 1
2
exp
[
−x
2 + y2(1 + t
2
3 )− xy(t)
4t(1 + t
2
12 )
]
,
(A.58)
whence
〈xx〉G0 =2t
(
1 +
t2
3
)
,
〈yy〉G0 =2t,
〈xy〉G0 =t2.
2Here, the variables x and y have been rescaled by a factor of Pe1/2 to eliminate the parametric dependence.
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The Green’s function G(x, y, t|x ′, y ′, t ′) for the general case satisfies
G(x, y, t′|x ′, y ′, t ′) = δ(x − x ′)δ(y − y ′), (A.59)
G(x, y, t|x ′, y ′, t ′) = 0 ∀ t < t ′, (A.60)
To find G, one transforms to the variables s = t− t ′, y˜ = y − y ′ and x˜ = x− x ′ − y ′(t− t ′)
and uses
∂
∂t
=
∂
∂s
− y ′ ∂
∂x˜
,
∂
∂x
=
∂
∂x˜
,
∂
∂y
=
∂
∂y˜
,
so that equation (A.57) in the new variables becomes
∂P
∂s
+ y˜
∂P
∂x˜
=
∂2P
∂x˜2
+
∂2P
∂y˜2
.
Clearly, G0(x˜, y˜, s) is a solution of the transformed equation with
G0(x˜, y˜, 0) = δ(x˜)δ(y˜),
G0(x˜, y˜, s) = 0 ∀ s < 0,
these being the transformed initial conditions. Hence, the Green’s function for the case where
the Brownian particle is at (x ′, y ′) at t = t ′ is given by
G(x, y, t|x ′, y ′, t ′) = G0(x− x ′ − y ′(t− t ′), y − y ′, t− t ′). (A.61)
A.5.2 A Green’s function identity
In this section we give a formal proof for a Green’s function identity which proves useful in
deriving particular integrals for the inhomogeneous Smoluchowski equation. Equation (A.57)
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can be written in the form
∂u
∂t
= LSM (x, y)u, (A.62)
where the operator LSM is defined to be
LSM(x, y) = −y ∂
∂x
+
(
∂2
∂x2
+
∂2
∂y2
)
.
If u(x, y, 0) = δ(x− x ′)δ(y − y ′), then the formal solution of the above equation is given by
u(x, y, t) = G0(x− x ′ − y ′t, y − y ′, t) = eLSM (x,y)t{δ(x − x ′)δ(y − y ′)},
where the operator eAt is defined in the usual manner. Consider
∫ ∞
−∞
∫ ∞
−∞
G0(x− x ′ − y ′(t− t ′), y − y ′, t− t ′)G0(x ′, y ′, t ′) dx ′dy ′,
=
∫ ∞
−∞
∫ ∞
−∞
eLSM (x,y)(t−t
′){δ(x− x ′)δ(y − y ′)} eLSM (x ′,y ′)t ′{δ(x ′)δ(y ′)} dx ′dy ′,
= eLSM (x,y)(t−t
′)
∫ ∞
−∞
∫ ∞
−∞
δ(x− x ′)δ(y − y ′) eLSM (x ′,y ′)t′{δ(x ′)δ(y ′)} dx ′dy ′,
= eLSM (x,y)(t−t
′)eLSM (x,y)t
′{δ(x)δ(y)},
= eLSM (x,y)t{δ(x)δ(y)},
= G0(x, y, t).
which is the required identity. We now use the above identity to obtain the solution of the
inhomogeneous Smoluchowski equation for two canonical cases.
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1. When the forcing function is ∂G0/∂x, the particular integral is given by
Ix =
∫ t
0
dt′
∫ ∞
−∞
∫ ∞
−∞
G0(x− x ′ − y ′(t− t ′), y − y ′, t− t ′) ∂
∂x ′
G0(x
′, y ′, t ′) dx ′dy ′,
=−
∫ t
0
dt′
∫ ∞
−∞
∫ ∞
−∞
G0(x
′, y ′, t ′)
∂
∂x ′
G0(x− x ′ − y ′(t− t ′), y − y ′, t− t ′) dx ′dy ′,
=
∫ t
0
dt′
∂
∂x
∫ ∞
−∞
∫ ∞
−∞
G0(x
′, y ′, t ′)G0(x− x ′ − y ′(t− t ′), y − y ′, t− t ′) dx ′dy ′,
=
∫ t
0
dt′
∂
∂x
G0(x, y, t),
= t
∂G0
∂x
.
2. When the forcing function is ∂G0/∂y,
Iy =
∫ t
0
dt′
∫ ∞
−∞
∫ ∞
−∞
G0(x− x ′ − y ′(t− t ′), y − y ′, t− t ′) ∂
∂y ′
G0(x
′, y ′, t ′) dx ′dy ′,
=−
∫ t
0
dt′
∫ ∞
−∞
∫ ∞
−∞
G0(x
′, y ′, t ′)
∂
∂y ′
G0(x− x ′ − y ′(t− t ′), y − y ′, t− t ′) dx ′dy ′,
=−
∫ t
0
dt′
∫ ∞
−∞
∫ ∞
−∞
G0(x
′, y ′, t ′)
[
−(t−t ′) ∂
∂x
− ∂
∂y
]
G0(x−x ′− y ′(t−t ′), y−y ′, t−t ′) dx ′dy ′,
=
∫ t
0
dt′
[
(t−t ′) ∂
∂x
+
∂
∂y
]∫ ∞
−∞
∫ ∞
−∞
G0(x−x ′− y ′(t−t ′), y−y ′, t−t ′)G0(x ′, y ′, t ′) dx ′dy ′,
=
∫ t
0
dt′
[
(t− t ′) ∂
∂x
G0(x, y, t) +
∂
∂y
G0(x, y, t)
]
,
=
t2
2
∂G0
∂x
+ t
∂G0
∂y
.
The solution for a general forcing function of the form ∂ i+jG0/∂x
i∂yj will proceed in an
analogous manner.
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Appendix B
Appendices for Chapter 3
B.1 The O(St)Chapman-Enskog solution, P¯
(1)
M , for general M
Here we derive an expression for the general solution P¯
(1)
M at O(St), including only the non-
flow contributions that generate the diffusive term in the Smoluchowski equation (3.18) at
leading order. Using i = 1 in (3.28), one obtains
L
(M)
H (w¯)(P¯
(1)
M )
diff =
1
(PeSt)
1
2
[
1
2
(m
1
2 )−1ij w¯jP¯
(0)
M
∂
∂xi
{ln (detmab)}+w¯j(m
1
2 )−1ij
∂P¯
(0)
M
∂xi
]
− 1
(PeSt)
1
2
{(m 12 )−1lk (m
1
2 )−1mj + (m
1
2 )−1lj (m
1
2 )−1mk}
∂m
1
2
km
∂xl
w¯jP¯
(0)
M
+
1
(PeSt)
1
2
(m
1
2 )−1kj (m
1
2 )−1lb
(
∂m
1
2
al
∂xk
− ∂m
1
2
ak
∂xl
)
∂
∂w¯j
(w¯aw¯bP¯
(0)
M ), (B.1)
where we have not included ∂
(0)
M in (B.1), since it is defined solely in terms of flow terms in
(3.30); the superscript ‘diff ’ has been used for the aforementioned reason. Using P
(0)
M =
aMi1i2...iM {H¯M}i1i2...iM , (3.32) reduces to
L
(M)
H (w¯)(P¯
(1)
M )
diff =
1
(PeSt)
1
2
[
{c(1)M+1}i1i2...iM+1{H¯M+1}i1i2...iM+1 +{c(1)M−1}i1i2...iM−1
{H¯M−1}i1i2...iM−1 + {c(1)M+3}i1i2...iM+3{H¯M+3}i1i2...iM+3
]
, (B.2)
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where
{c(1)M+1}i1i2...iM+1 =
1
2
1
2
{
(m
1
2 )−1iiM+1
∂
∂xi
(aMi1i2...iM )− aMi1i2...iM{(m
1
2 )−1lk (m
1
2 )−1miM+1
+(m
1
2 )−1liM+1(m
1
2 )−1mk}
∂m
1
2
km
∂xl
}
+
1
2
3
2
(m
1
2 )−1iiM+1
∂
∂xi
{ln (detmab)}aMi1i2...iM
− M
2
1
2
(m
1
2 )−1kiM+1(m
1
2 )−1liM
(
∂m
1
2
al
∂xk
− ∂m
1
2
ak
∂xl
)
aMai1i2...iM−1
− 1
2
1
2
(m
1
2 )−1kiM+1(m
1
2 )−1la
(
∂m
1
2
al
∂xk
− ∂m
1
2
ak
∂xl
)
aMi1i2...iM
− M
2
1
2
(m
1
2 )−1kiM+1(m
1
2 )−1lb
(
∂m
1
2
iM l
∂xk
− ∂m
1
2
iM k
∂xl
)
aMbi1i2...iM−1 , (B.3)
{c(1)M−1}i1i2...iM−1 =2
1
2M
{
(m
1
2 )−1ia
∂
∂xi
(aMai1i2...iM−1)− aMai1i2...iM−1{(m
1
2 )−1lk (m
1
2 )−1ma + (m
1
2 )−1la
(m
1
2 )−1mk}
∂m
1
2
lm
∂xl
}
−2 12M(M−1)(m 12 )−1kiM−1(m
1
2 )−1lb
(
∂m
1
2
al
∂xk
− ∂m
1
2
ak
∂xl
)
aMabi1i2...iM−2 ,
(B.4)
{c(1)M+3}i1i2...iM+3 =−
1
2
3
2
aMi1i2...iM (m
1
2 )−1kiM+3(m
1
2 )−1liM+2
(
∂m
1
2
iM+1l
∂xk
−
∂m
1
2
iM+1k
∂xl
)
. (B.5)
This then suggests a solution of the form
(P¯
(1)
M )
diff = {b(1)M,M+1}i1i2...iM+1{H¯M+1}i1i2...iM+1 +{b(1)M,M−1}i1i2...iM−1{H¯M−1}i1i2...iM−1
+ {b(1)M,M+3}i1i2...iM+3{H¯M+3}i1i2...iM+3 , (B.6)
where the b(1)M,M1 ’s can again be chosen as symmetric in their indices. Subsituting this, we
obtain the following linear relations for the coefficients:
RFUjk (m
1
2 )−1ki
{
{b(1)M,M+1}i1i2...iM i(m
1
2 )−1jiM+1
}
s
=− {c(1)M+1}i1i2...iM+1 ,
RFUjk (m
1
2 )−1ki
{
{b(1)M,M−1}i1i2...iM−2i(m
1
2 )−1jiM−1
}
s
={c(1)M−1}i1i2...iM−1 , (B.7)
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RFUjk (m
1
2 )−1ki
{
{b(1)M,M+3}i1i2...iM+2i(m
1
2 )−1jiM+3
}
s
=− 1
3
{c(1)M+1}i1i2...iM+3 ,
which determines (P¯
(1)
M )
diff .
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Appendix C
Appendices for Chapter 4
C.1 The O(1) and O(St) velocity fields
Here we derive the explicit forms of the terms involving the O(1) and O(St) hydrodynamic
velocity fields, in the Smoluchowski equation (4.7). The former is given by
∇x ·(R−1FU ·Fog)
= (∇x ,0) ·



 RFU RFΩ
RLU RLΩ


−1
·



 RFU RFΩ
RLU RLΩ

·

U∞
Ω∞

+

RFE
RLE

 :E∞

 g

 ,
=∇x ·[{U∞ + (MUF ·RFE + MUL ·RLE)·:E∞}g] ,
where we have used the expression for Fo in terms of the resistance tensors (Brady and Bossis
1988), and the fact that orientation constitutes a degenerate degree of freedom for spherical
particles. When x ≡ (x1,x2), this takes the form
∇x1·[{U∞1 + (M11UF ·(R11FE+R12FE)+M12UF ·(R21FE +R22FE)+M11UL ·(R11LE +R12LE)+M12UL ·(R21LE
+ R22LE)) :E
∞} g] + ∇x2·[{U∞2 + (M21UF ·(R11FE+ R12FE)+M22UF ·(R21FE+ R22FE)+M21UL ·(R11LE
+ R12LE)+ M
22
UL ·(R21LE + R22LE)) :E∞} g].
In a statistically homogeneous suspension, the various mobility and resistance tensors and
the pair distribution function are only functions of r, and we therefore change to relative
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coordinates using r = x2 − x1, ∇x1 = −∇r, ∇x2 = ∇r. In addition, for equal sized spherical
particles
M11UF = M
22
UF , M
12
UF = M
21
UF ,
M11UL = −M22UL, M12UL = −M21UL, (C.1)
R11FE = −R22FE , R12FE = −R21FE,
R11LE = R
22
LE , R
12
LE = R
21
LE .
Therefore,
∇x ·(R−1FU ·Fog) =∇r·{
[
(U∞2 −U∞1 )− 2(M11UF−M12UF )·(R11FE+R12FE):E∞ (C.2)
−2(M11UL+M12UL)·(R11LE +R12LE):E∞
]
g}. (C.3)
We now examine the term involving the O(St) velocity field viz.
∇x ·
[
R−1FU ·
{
(R−1FU ·Fo)·∇x(R−1FU ·Fo)·m
}
g
]
. First consider
∇x(R−1FU ·Fo)
=

∇x(U∞+MUF ·RFE :E∞+MUL ·RLE :E∞)∇x(Ω∞+MΩF ·RFE :E∞+MΩL ·RLE :E∞)
0 0

.
⇒∇x(R−1FU ·Fo)·m
=

∇x(U∞+MUF ·RFE :E∞+MUL ·RLE :E∞) 25∇x(Ω∞+MΩF ·RFE :E∞+MΩL ·RLE :E∞)
0 0

,
where we have used the inertia tensor for solid spherical particles (the moment of inertia of a
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solid sphere is 2/5ma2, m being its mass and a its radius).
⇒ (R−1FU ·Fo)·∇x(R−1FU ·Fo)·m
=
[
(U∞+ MUF ·RFE :E∞+ MUL ·RLE :E∞)·∇x(U∞+ MUF ·RFE :E∞+ MUL ·RLE :E∞),
2
5
(U∞+ MUF ·RFE :E∞+ MUL ·RLE :E∞)·∇x(Ω∞+ MΩF ·RFE :E∞+ MΩL ·RLE :E∞)
]
.
⇒ R−1FU ·
{
(R−1FU ·Fo)·∇x(R−1FU ·Fo)·m
}
=


MUF ·{(U∞+(MUF ·RFE+MUL ·RLE):E∞)·∇x(U∞+(MUF ·RFE+MUL ·RLE):E∞)}+
2
5MUL ·{(U∞+(MUF ·RFE+MUL ·RLE):E∞)·∇x(Ω∞+(MΩF ·RFE+MΩL ·RLE):E∞)}
MΩF ·{(U∞+(MUF ·RFE+MUL ·RLE):E∞)·∇x(U∞+(MUF ·RFE+MUL ·RLE):E∞)}+
2
5MΩL ·{(U∞+(MUF ·RFE+MUL ·RLE):E∞)·∇x(Ω∞+(MΩF ·RFE+MΩL ·RLE):E∞)}


.
Finally,
∇x ·R−1FU ·
{
(R−1FU ·Fo)·∇x(R−1FU ·Fo)·m
}
g
=∇x ·g[MUF ·{(U∞+(MUF ·RFE+MUL ·RLE) :E∞) ·∇x(U∞+(MUF ·RFE
+MUL ·RLE) :E∞)}+ 2
5
MUL ·{(U∞+(MUF ·RFE+MUL ·RLE) :E∞) ·
∇x(Ω∞+(MΩF ·RFE + MΩL ·RLE) :E∞)}].
In relative coordinates for equal sized spheres, using the symmetry properties of the resistance
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tensors given in (C.1), this becomes
∇r ·
[
(M11UF −M12UF )·
({(U∞2 −U∞1 )− 2(M11UF −M12UF )·(R11FE + R12FE) :E∞ − 2(M11UL
+M12UL) · (R11LE + R12LE) :E∞}·∇r{(U∞2 −U∞1 )− 2(M11UF −M12UF )·(R11FE + R12FE) :E∞
−2(M11UL + M12UL)·(R11LE + R12LE) :E∞}
)]
g
− 2
5
∇r ·
[
(M11UL + M
12
UL)·
({
(U∞2 −U∞1 )−2(M11UF−M12UF )·(R11FE + R12FE) :E∞− 2(M11UL
+M12UL) · (R11LE + R12LE) :E∞}·∇r{2(M11ΩF −M12ΩF )·(R11FE + R12FE) :E∞ + 2(M11ΩL
+M12ΩL)·(R11LE + R12LE) :E∞
})]
g, (C.4)
where we have used that the ambient angular velocity Ω∞ is a constant in simple shear.
Using the explicit expressions for the resistance and mobility tensors in (C.4), we
get
V
(1)
i =(E
∞
jkrjrk)
2ri
[
(G−H)
{
(A−B)2
r4
− (1−A)
r3
dA
dr
}
+H
{
(A−3B+2)(A−B)
r4
−(1−A)
r3
(
dA
dr
− dB
dr
)}]
+Hrj
[
Γ∞il Γ
∞
lj −BΓ∞il E∞lj −BE∞il Γ∞lj +B2E∞il E∞lj
]
+
rirjrk
r2
[
(G−H){Γ∞jl Γ∞lk −BΓ∞jlE∞lk + (B − 2A)E∞jl Γ∞lk −B(B − 2A)E∞jl E∞lk }
+H
{
2B(A−B)E∞jl E∞lk − 2(A−B)E∞jl Γ∞lk
}]
+Hrlrjrk
[{
2B(A−B)
r2
−(1−A)
r
dB
dr
}
E∞il E
∞
jk −
2(A−B)
r2
Γ∞il E
∞
jk
]
, (C.5)
⇒ V (1)r =Gr
[
(E∞jkrjrk)
2
r4
{
(A−B)2− r(1−A)dA
dr
}
+Γ∞ikΓ
∞
kj
rirj
r2
+ (B−2A)E∞ik Γ∞kj
rirj
r2
−BΓ∞ikE∞kj
rirj
r2
−B(B−2A)E∞ikE∞kj
rirj
r2
]
, (C.6)
lim
r→2
V (1)r =4(r − 2)
[
0.3528(E∞jknjnk)
2 + ninj
{
Γ∞ikΓ
∞
kj − 1.594E∞ik Γ∞kj − 0.406Γ∞ikE∞kj
−0.6472E∞ik E∞kj
}]
. (C.7)
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C.2 O(St) solution in the outer layer O1
The expression for the O(St) solution as given in section 4.4.1.1 is
rφ−1 = −
∫ ∞
r
exp
[
−
∫ r
r′
{
sin2 φ′′0 − B
′′
2
r′′ sin2 φ′′0 cos2 φ
′′
0 (1−A′′)
− 1
r′′
}
dr′′
]{
f1(r
′, φ′0)
(1−A′) sinφ′0 cosφ′0
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
r′(1−A′)2 sin2 φ′0 cos2 φ′0
}
dr′.
Using the leading order equation in layer O1 viz. (4.27), we obtain
exp
[
−
∫ r
r′
{
sin2 φ′′0 − B
′′
2
r′′ sin2 φ′′0 cos2 φ
′′
0 (1−A′′)
− 1
r′′
}
dr′′
]
=exp
[
−
∫ r
r′
dr′′
dφ′′0
dr′′
sinφ′′0
cosφ′′0
]
exp
[
−
∫ r
r′
{
(1−B′′) sin2 φ′′0 − B
′′
2
r′′ sin2 φ′′0 (1−A′′)
− 1
r′′
}
dr′′
]
,
=exp
[∫ r
r′
d ln(cos φ′0)
]
exp
[
−
∫ r
r′
{
(1−B′′) sin2 φ′′0 − B
′′
2
r′′ sin2 φ′′0 (1−A′′)
− 1
r′′
}
dr′′
]
,
=
cosφ′0
cosφ0
exp
[
−
∫ r
r′
{
(1−B′′) sin2 φ′′0 − B
′′
2
r′′ sin2 φ′′0 (1−A′′)
− 1
r′′
}
dr′′
]
. (C.8)
This can be further simplified by first noting that
d(r sinφ0)
r sinφ0
=
dr
r sinφ0
[
dφ0
dr
(r cosφ0) + sinφ0
]
,
= dr
[
−1
r
(A−B)
(1−A) −
B
2r sin2 φ0(1−A)
]
,
⇒ B dr
2r sin2 φ0(1−A)
=− dr
r
(A−B)
(1−A) −
d(r sinφ0)
r sinφ0
. (C.9)
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Therefore, one can write
exp
[
−
∫ r
r′
{
(1−B′′) sin2 φ′′0 − B
′′
2
r′′ sin2 φ′′0 (1−A′′)
− 1
r′′
}
dr′′
]
=exp
[∫ r
r′
{
B′′
2 r′′ sin2 φ′′0 (1−A′′)
}
dr′′
]
exp
[
−
∫ r
r′
(A′′−B′′)
(1−A′′)r′′ dr
′′
]
,
and using (C.9), this becomes
exp
[
−
∫ r
r′
{
(1−B′′) sin2 φ′′0 − B
′′
2
r′′ sin2 φ′′0 (1−A′′)
− 1
r′′
}
dr′′
]
=exp
[
−
∫ r
r′
d(r′′ sinφ′′0)
r′′ sinφ′′0
]
exp
[
−
∫ r
r′
2(A′′−B′′)
(1−A′′)r′′ dr
′′
]
,
=
r′ sinφ′0
r sinφ0
exp
[
−
∫ r
r′
2(A′′−B′′)
(1−A′′)r′′ dr
′′
]
, (C.10)
whence
exp
[
−
∫ r
r′
{
sin2 φ′′0 − B
′′
2
r′′ sin2 φ′′0 cos2 φ
′′
0 (1−A′′)
− 1
r′′
}
dr′′
]
=
r′ sinφ′0 cosφ
′
0
r sinφ0 cosφ0
exp
[
−
∫ r
r′
2(A′′−B′′)
(1−A′′)r′′ dr
′′
]
.
(C.11)
Substituting (C.11) in (4.32), the solution satisfying the upstream boundary condition is
finally given by
rφ−1 =−
1
r cosφ0 sinφ0
∫ ∞
r
exp
[
−
∫ r
r′
2(A′′−B′′)
(1−A′′)r′′ dr
′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′,
which is the same as (4.34) in section 4.4.1.1.
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C.3 Non-uniform nature of the O(St) corrections for zero-
Stokes closed trajectories
Since the entire family of in-plane closed trajectories intersecting the y axis in the interval
(−∞,−2) is squeezed into a very narrow interval at φ = pi/2, one expects a tiny change in
the radial distance at φ = pi/2 to have a large effect on the subsequent point of intersection
with the y-axis. In particular, for φ→ 0 and for sufficiently large radial distances, the finite
Stokes trajectory may deviate by a large amount from a zero-Stokes trajectory having the
same point of intersection at φ = pi/2. This in turn would imply that the O(St) inertial
corrections do not remain uniformly small for such a perturbative formulation. This non-
uniformity on account of the cumulative effect of inertial corrections is explicitly shown for
the spiralling trajectories in what follows.
We perturb the inertial trajectory about a zero-Stokes closed orbit whose points
of intersection the y and z axes are (±R2, 0) and (0,±R1) respectively. The inertial trajectory
is assumed to pass through (0, R1), which therefore serves as the boundary condition in the
inner layer around φ = pi/2. Without going into the details (which remain the same as that
for open trajectories discussed earlier and as that in section 4.4.6.1), it can be verified that
the solutions in the outer layer which match up to the inner solution close to φ = pi/2, are
given by
r2 sin2 φ0 =
∫ R2
r
exp
[
−
∫ r
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′,
rφ1 =
1
r cosφ0 sinφ0
∫ r
R1
exp
[
−
∫ r
r′
q(r′)dr′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1 −B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′,
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For zero-Stokes closed orbits R1 remains O(1) (infact, it ranges over values very close to the
contact value), while R2 can be arbitrarily large. Considering the limit r  1 (R2−r ≈ O(1)),
and using that sinφ0 ≈ φ0 ≈ O(r− 52 ), one obtains
lim
r1
φ0 ≈ 1
r
5
2
, (C.12)
lim
r1
St φ1 ≈ lim
r1
St
r−
1
2
∫ r
R1
exp
[
−
∫ r
r′
q(r′)dr′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′.
The integral is an O(1) quantity, and one obtains an estimate by replacing r by R2 in the
upper limit and the integrand. Thus, St φ1 ≈ φ0 for r ∼ O(St− 13 ). This implies that for
closed trajectories with points of intersection (with the y-axis) sufficiently far from the origin,
to be precise R2 > r ≥ O(St− 13 ), the outer expansion is no longer valid. This is true for large
r regardless of how close r is to R2, and therefore the outer expansion loses its validity before
one reaches the inner layer around φ = 0 (where R2 − r  R2).
The above non-uniformity manifests itself even though one is able to carry out
the matching based on the formal magnitude of terms. The solution in the vicinity of φ = 0
is given by φ = St φ˜, and
φ˜ =
G0B0(B0 − 2A0 + 2)
4(1 −A0)
[
1 +
{
1 +
16(1 −A0)(r˜ + Ii)
G20(B0 − 2A0 + 2)2R2B0
} 1
2
]
,
where r = R2 + St k
′ +St2r˜ and the subscript ‘0’ denotes evaluation of the relevant function
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at r = R2. Matching gives us
k′ =− 2(1−A0)
R2B0
∫ R2
R1
exp
[
−
∫ R2
r′
2(A′′ −B′′)
(1−A′′)r′′ dr
′′
]{
r′f1(r′, φ′0)
(1−A′)
+
{(1−B′) sin2 φ′0 + B
′
2 } f2(r′, φ′0)
(1−A′)2 sinφ′0 cosφ′0
}
dr′. (C.13)
However, the above procedure remains valid provided St k ′ given by the above expression
remains small compared to R2. For R2  1, (1−A0) ∼ 1 and B0 ∼ O(1/R52). The condition
St k′  R2 holds only when R2  O(St− 13 ), which is consistent with the conclusion above.
Though the perturbation about a zero-Stokes trajectory starting from the same
radial distance at φ = pi/2 fails, we can carry out a perturbation starting from φ = 0 as
in section 4.4.6.1, and the latter works since the trajectories come closer together as we go
towards φ = pi/2. The non-uniformity in the former case is the same as that encountered
far downstream for trajectories with O(St
1
2 ) offsets (see section 4.4.3) and is also seen for the
off-plane spiralling trajectories in Chapter 5. It has the consequence that for finite St, and
at large distances (along the y axis) from the reference sphere, the y coordinates of successive
points of intersection of the inward spiralling trajectory no longer differ by an infinitesmal
amount.
C.4 In-plane open trajectories with initial offsets of O(Stβ)
(0 < β ≤ 1/2)
We first consider the set of in-plane open trajectories with initial offsets z−∞=m1Stβ where
β < 1/2, so that they lie within the trajectories with O(1) offsets, but are asymptotically away
the limiting O(St
1
2 ) trajectory. The in-plane gradient displacement for these trajectories is
determined in a manner exactly analogous to that for the limiting finite St trajectory (see
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section 4.4.3), i.e., we perturb the ‘−’ branch of the actual trajectory about a zero-Stokes
trajectory having the same initial offset, and the ‘+’ branch about a different zero-Stokes
trajectory with offset z−∞′; z−∞′ < z−∞ because all in-plane open trajectories suffer a
negative gradient displacement.
If c be the distance of nearest approach for the trajectory with offset z−∞, then
c2 = m21St
2β exp
[∫ ∞
c
q(r′)dr′
]
+
∫ ∞
c
exp
[
−
∫ c
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′, (C.14)
which implies a solution of the form
c = d+ St2βp1 + St
4βp2 + . . .+ St
2nβpn + o(St) (C.15)
for small St, where 2nβ is the greatest integer less than or equal to 1, and d, the distance of
nearest approach for the limiting zero-Stokes trajectory, satisfies equation (4.49). Proceeding
as in section 4.4.3, one obtains
c′ = c+ 2St k(d) = d+ St2βp1 + . . .+ St2nβpn + 2St k(d) + o(St), (C.16)
where k(d) us defined in (4.40) and c′ is the distance of nearest approach for the zero-Stokes
trajectory with offset z−∞′. To find the gradient displacement (∆z)inplane, we need to find
a small St expansion for c′ in terms of (∆z)inplane, which in turn necessitates assuming a
suitable form for z−∞′. As for the case of trajectories with O(1) initial offsets, we expect
the gradient displacement to be much smaller than z−∞, that is, (∆z)inplane ∼ O(Stδ) where
δ > β. Accordingly we assume z∞′ = m1Stβ +m′1St
δ, whence c′ satisfies a relation similar
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to (C.14) given as
c′2 =
∫ ∞
c′
exp
{
−
∫ c′
r′
q(r′′)dr′′
}
B′r′
(1−A′) dr
′
+ (m21St
2β + 2m1m
′
1St
β+δ +m′1
2
St2δ) exp
{∫ ∞
c′
q(r′)dr′
}
. (C.17)
The above equation contains additional forcing terms at O(Stβ+δ) and O(St2δ). From (C.16),
we see that c and c′ differ at O(St) which suggests that the leading order forcing term in
(C.17) must be O(St). This implies β+δ = 1 ⇒ δ = 1−β. Hence, δ > 12 for β < 12 . This also
implies O(St2δ) ∼ o(St), and can therefore be neglected. Thus for trajectories with initial
offset Stβ, the in-plane gradient displacement scales like St1−β and (C.17) becomes
c′2 =
∫ ∞
c′
exp
[
−
∫ c′
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′ + (m21St
2β + 2m1m
′
1St) exp
[∫ ∞
c′
q(r′)dr′
]
. (C.18)
The solution of (C.18), to O(St), is
c′ = d+ St2βp1 + St4βp2 + . . .+ St2nβpn + St p′. (C.19)
where St p′ is the correction owing to the forcing term (∝ 2m1m′1) in (C.18). Comparing
(C.16) and (C.19) gives p′ = 2St k(d); now using (C.19) in (C.18) with this value of p′, one
gets
p′d
(2 −B0)
(1 −A0) =2m1m
′
1 exp
[∫ ∞
d
q(r′)dr′
]
.
The in-plane gradient displacement is finally given by
(∆z)inplane = z
∞′ − z∞ = m′1St1−β, (C.20)
277
where
m′1 =
k(d)d
m1
(2−B0)
(1 −A0) exp
[
−
∫ ∞
d
q(r′)dr′
]
. (C.21)
Referring back to (4.45) for (∆z)inplane in section 4.4.1.4, we find that for trajectories with
offset O(Stβ), c and d differ by o(1), and one can replace c in (4.45) by d with an error of
o(St); this together with the expression for k(d) (given by (4.40)) shows that, to O(St), the
above expression for the gradient displacement is identical to that given by equation (4.45),
as should be the case.
For the case when β = 1/2, (C.17) takes the form
c′2 =
∫ ∞
c′
exp
[
−
∫ c′
r′
q(r′′)dr′′
]
B′r′
(1−A′) dr
′ + St (m1 +m′1)
2 exp
[∫ ∞
c′
q(r′)dr′
]
. (C.22)
Writing c′ = d+ Stp′, we obtain in a similar manner
p′ =
1
2d
[
(2m1m
′
1 +m
′
1
2
) exp
(∫ ∞
d
q(r′)dr′
)
− p′d
{
2(A0 −B0)
(1 −A0) −
B0
(1−A0)
}]
.
and in terms of k(d),
m′1
2
+ 2m1m
′
1 − 2k(d)d
(2 −B0)
(1 −A0) exp
[
−
∫ ∞
d
q(r′)dr′
]
= 0.
Solving the quadratic in m′1, one gets
m′1 =
1
2
(
−2m1 ±
[
4m21 + 8k(d)d
(2 −B0)
(1 −A0) exp
{
−
∫ ∞
d
q(r′)dr′
}] 1
2
)
. (C.23)
The above expression for m′1 must tend to (C.21) for trajectories with O(St
β) (β < 1/2)
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offsets in the limit m1  1; this implies choice of the positive sign in (C.23). Indeed, we have
lim
m11
m′1 = lim
m11
1
2
(
−2m1 +
{
4m21 + 8k(d)d
(2 −B0)
(1 −A0) exp
[
−
∫ ∞
d
q(r′)dr′
]} 1
2
)
,
= lim
m11
(
−m1 +m1
{
1 +
2k(d)d
m21
(2−B0)
(1−A0) exp
[
−
∫ ∞
d
q(r′)dr′
]} 1
2
)
,
=
(
−m1 +m1
{
1 +
k(d)d
m21
(2−B0)
(1 −A0) exp
[
−
∫ ∞
d
q(r′)dr′
]})
+ o(St),
=
k(d)d
m¯1
(2−B0)
(1 −A0) exp
[
−
∫ ∞
d
q(r′)dr′
]
,
identical to (C.21).
Therefore, the in-plane gradient displacement for open trajectories with O(St
1
2 )
initial offsets, lying above the limiting open trajectory, is given by
(∆z)inplane = m
′
1St
1
2 ,
where
m′1 =
1
2
(
−2m1 +
[
4m21 + 8k(d)d
(2 −B0)
(1 −A0) exp
{
−
∫ ∞
d
q(r′)dr′
}] 1
2
)
.
The case m′1 = −m1 corresponds to the limiting open trajectory (see (4.53)).
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Appendix D
Appendices for Chapter 5
D.1 Gradient displacement ∆z in the limit x−∞, z−∞  1
Using the approximate expressions in section 5.3.3.2, the expression for ∆z to be evaluated
in this limit can be written as
∆z =
2St
z−∞
(I1 + I2 + I3 + I4 + I5 + I6 − I7) + St
Iθ+1
x−∞
z−∞
, (D.1)
where
I1 =
∫ ∞
c
√
1+α2
15c3
2r′6
{
1− (1+α2)c2
r′2
} 1
2
(
1− α2c2
r′2
) dr′,
=
15
4c2(1 + α2)
5
2
∫ 1
0
a′
3
2
(1− a′) 12(
1− α21+α2 a′
) da′ ,
=
15
4c2(1 + α2)
5
2
∞∑
n=0
(
α2
1 + α2
)n ∫ 1
0
a′n+
3
2 (1− a′) 12da′,
=
15
4c2(1 + α2)
5
2
∞∑
n=0
(
α2
1 + α2
)n
Be(n+
5
2
,
3
2
).
I2 =
∫ ∞
c
√
1+α2
3c3
2r′6
(
1− α2c2
r′2
)

15{1− (1 + α2)c2
r′2
} 1
2
− 5{
1− (1+α2)c2
r′2
} 1
2

 dr′,
=
15
4c2(1 + α2)
5
2
∫ 1
0

3a′ 32 (1− a′) 12(
1− α2
1+α2
a′
) − a′ 32
(1− a′) 12
(
1− α2
1+α2
a′
)

 da′,
=
15
4c2(1 + α2)
5
2
[
3
∞∑
n=0
(
α2
1 + α2
)n
Be(n+
5
2
,
3
2
)−
∞∑
n=0
(
α2
1 + α2
)n
Be(n+
5
2
,
1
2
)
]
.
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I3 =
15α2
8(1 + α2)
5
2
∫ ∞
c
√
1+α2
sin−1
{
1− (1 + α
2)c2
r′2
}1
2 dr′
r′3
(
1− α2c2
r′2
)2 ,
=
15α2
8c2(1 + α2)
3
2
∫ 1
0
b′ sin−1 b′
(1 + α2b′2)2
db′,
=
15pi
32c2(1 + α2)
3
2
√
1 + α2 − 1
(1 + α2)
.
I4 =
15α2
8(1 + α2)2
∫ ∞
c
√
1+α2
{
1− (1 + α
2)c2
r′2
}1
2 c dr′
r′4
(
1− α2c2
r′2
)2 ,
=
15α2
8c2(1 + α2)
7
2
∫ 1
0
a′
1
2
(1− a′) 12(
1− α21+α2 a′
)2 da′,
=
15α2
8c2(1 + α2)
7
2 c
∞∑
n=0
(n+ 1)
(
α2
1 + α2
)n
Be(n+
3
2
,
3
2
).
I5 =
5α2
4(1 + α2)
∫ ∞
c
√
1+α2
{
1− (1 + α
2)c2
r′2
}1
2 c3 dr′
r′6
(
1− α2c2
r′2
)2 ,
=
5α2
8c2(1 + α2)
7
2
∫ 1
0
a′
3
2
(1− a′) 12(
1− α2
1+α2
a′
)2 da′,
=
5α2
8c2(1 + α2)
7
2
∞∑
n=0
(
α2
1 + α2
)n
Be(n+
5
2
,
3
2
).
I6 = 5α
2
∫ ∞
c
√
1+α2
{
1− (1 + α
2)c2
r′2
}1
2 c5 dr′
r′8
(
1− α2c2
r′2
)2 ,
=
5α2
c2(1 + α2)
7
2
∫ 1
0
a′
5
2
(1− a′) 12(
1− α21+α2 a′
)2 da′,
=
5α2
c2(1 + α2)
7
2
∞∑
n=0
(
α2
1 + α2
)n
Be(n+
7
2
,
3
2
).
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I7 =
15α2
16(1 + α2)
5
2
∫ ∞
c
√
1+α2
dr′
r′3
(
1− α2c2
r′2
)2 ,
=
15α2
32c2(1 + α2)
5
2
∫ 1
0
da′(
1− α21+α2 a′
)2 da′,
=
15piα2
32c2(1 + α2)
5
2
.
We have used a′ = (1+α2)c2/r′2 as the intermediate variable of integration. In the evaluation
of I3, b
′ = a′
1
2 . The final expression for I3 was looked up from [7]. Using the above integrals
and the corresponding far-field approximation of ∆x (which contributes to ∆y through Iθ+1
),
and replacing c by z−∞, one obtains the expression given in section 5.3.3.2 viz. (5.43).
