Reconstruction d'image en interférométrie optique by THIEBAUT, Eric
Reconstruction d’image en interférométrie optique.
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Résumé – Avec le développement des interféromètres astronomiques aux longueurs d’onde du visible et de l’infrarouge apparâıt
le besoin de nouveaux algorithmes de reconstruction d’image. Afin de comparer ces algorithmes il faut les tester sur des données
(simulées ou réelles) identiques mais il est aussi souhaitable de pouvoir les décrire dans un formalisme commun. C’est cette dernière
approche qui est envisagée ici ce qui permet de répertorier les différentes méthodes de reconstruction d’image. Il est montré que
la reconstruction d’image en interférométrie optique se ramène à la résolution d’un problème d’optimisation globale. L’approche
de type problème inverse permet aussi d’envisager la résolution de problèmes plus compliqués comme la reconstruction d’image
sans mesure de phase de Fourier.
Abstract – New image reconstruction algorithms are needed to process the data from current and future infrared and visible
interferometers. In order to compare these algorithms, they must be tested on the same (simulated and real) data. However
a common formalism to describe image reconstruction methods would also be helpful. This point is considered here and, by
using the inverse problem framework, it is shown that existing image reconstruction algorithms consist in solving a global
optimization problem under different a piori constraints. This approach also allows to consider more complex problems such as
image reconstruction without Fourier phase data.
1 Introduction
Les interféromètres optiques se développent (VLTI, etc)
et sont les instruments qui permettent aujourd’hui d’at-
teindre la meilleure résolution angulaire dans le visible
et l’infrarouge. Mais les mesures fournies par ces instru-
ments ne sont pas directement des images et la reconstruc-
tion d’image est un outil indispensable. La reconstruction
d’image en radio-interférométrie a une longue histoire et
est aujourd’hui bien mâıtrisée [13, 2]. Néanmoins les spé-
cificités de l’interférométrie optique font que les méthodes
de reconstructions développées en radio ne sont pas direc-
tement utilisables et il faut adapter celles existantes ou en
développer de nouvelles. Les raisons des difficultés supplé-
mentaires en interférométrie optique sont les lacunes de
mesures et la perte d’information de phase de Fourier.
Pour Ntel télescopes (ou antennes) combinés simultané-
ment, le nombre maximal de fréquences spatiales mesurées
est de Ntel (Ntel− 1)/2. Avec en général quelques dizaines
d’antennes en radio contre 3 ou 4 télescopes en optique,
les interféromètres radios ont clairement l’avantage car ils
offrent rapidement une bien meilleure couverture du plan
des fréquences spatiales — le plan (u, v). Quelque soit la
méthode utilisée, pour reconstruire une image il faut in-
terpoler proprement les trous dans le plan (u, v) ; ceci est
le rôle rempli par des contraintes a priori comme la posi-
tivité, la régularisation et, éventuellement, le support im-
posé à l’image.
2 Observables
Idéalement, un interféromètre mesure la visibilité com-
plexe Î(ν) qui est la transformée de Fourier de la distri-
bution d’intensité I(ω) dans la direction angulaire ω. La
fréquence spatiale mesurée par une paire de télescopes mis
en interférence est :
ν = B/λ (1)
où λ est la longueur d’onde et B est la séparation projetée
sur le ciel entre les deux télescopes.
En réalité, la turbulence est responsable d’un retard de
phase aléatoire et différent pour chaque télescope. En op-
tique, le déphasage dû à la turbulence entre deux téles-
copes est plus difficile (ou impossible) à mesurer et donc
à compenser ce qui se traduit par une perte d’information
sur la phase de Fourier. Aussi il faut intégrer des mesures
interférométriques qui sont insensibles à ce défaut, à sa-
voir :
– Le spectre de puissance :
Î(2)(ν) = |Î(ν)|2 (2)
qui ne nécessite que deux télescopes pour être mesuré
mais ne donne qu’une information sur le module de
la visibilité complexe.
– Le bispectre :
Î(3)(ν1,ν2) = Î(ν1) Î(ν2) Î(−ν1 − ν2) (3)
qui demande de faire interférer au moins trois téles-
copes pour être mesuré. La phase du bispectre est la
clôture de phase qui permet de mesurer une partie
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Fig. 1 – Reconstruction d’image à partir des données simulées de l’Image Beauty Contest [10]. De gauche à droite :
image originale, couverture du plan (u, v), image lissée à la résolution de l’interféromètre, image reconstruite à partir
du spectre de puissance et des clôtures de phase, image reconstruite sans mesure de phase. La longueur d’onde de la
simulation est λ = 0.55µm.
de l’information de phase de Fourier mais seulement
une information de phase pour 3 fréquences spatiales
et au prix d’un accroissement de la complexité du
traitement (non linéarité).
3 Modèle Direct
Le résultat de la reconstruction d’image est la distri-
bution d’intensité I(ω) sur le champ de vue Ω dans la
direction angulaire ω. Une façon de décrire cette distribu-
tion est d’utiliser une base de fonctions {bj : Ω 7→ R; j =









où x ∈ RN sont les paramètres décrivant l’image et où
Î(ν) et b̂j(ν) sont les transformées de Fourier de l’image
et de la j-ième fonction de la base à la fréquence spatiale
ν. Cette description est très générale et permet de rendre
compte, par exemple, d’une approche multi-résolution ou
encore de la superposition d’un fond diffus et de sources
ponctuelles [4]. Néanmoins une formulation plus courante
consiste à utiliser une même fonction b sur une grille ré-
gulière de directions angulaires G = {ωj ; j = 1, . . . , N},




xj b(ω − ωj)
FT−−→ Î(ν) = b̂(ν)
N∑
j=1
xj e−2 i π ωj ν . (5)
Dans cette description, la fonction b(ω) fixe de fait la réso-
lution angulaire effective de l’image à la manière du clean
beam dans la méthode Clean [7]. Afin d’éviter le replie-
ment spectral, il faut que le critère de Shannon soit res-




où Bmax est la longueur de la base interférométrique proje-
tée maximale. Certaines approches comme la méthode des
building blocks [6] ou comme Wipe [8] font explicitement
apparâıtre b(ω). Il suffit de choisir pour b(ω) n’importe
quelle fonction d’interpolation pour que le modèle (5) s’ap-
plique à la plupart des autres algorithmes ; dans ce cas les
paramètres xj = I(ωj) sont les intensités des pixels de
l’image.
Les données interférométriques sont liées à la visibilité
complexe échantillonnée comme le montre, par exemple,
le deuxième panneau de la Fig. 1. En suivant notre modé-
lisation, la visibilité complexe Î(ν) échantillonnée dépend
linéairement des paramètres x :
Î(νk) = (A · x)k (7)
avec
Aj,k = b̂j(νk) (8)
Aj,k = b̂(νk) e−2 i π ωj νk (9)
pour les prescriptions (4) et (5) respectivement.
Les représentations proposées pour l’image reconstruite
possèdent une transformée de Fourier exacte. La trans-
formée de Fourier des Eq. (4) et (5) peut aussi être ap-
proximée par une transformée de Fourier discrète rapide
(FFT) mais dans ce cas, les fréquences spatiales discrètes
ne cöıncidant pas forcement avec celles mesurées, il faut
interpoler le spectre de Fourier de l’image [2]. L’interpola-
tion étant une opération linéaire et à condition d’adapter
l’expression des coefficients de A, le modèle linéaire de la
visibilité complexe échantillonnée donné par l’Eq. (7) reste
toutefois valable.
4 Approche Inverse
Une fois choisie la paramétrisation, la reconstruction
d’image peut s’envisager comme la résolution d’un pro-
blème inverse [15, 16]. En suivant une approche baye-
sienne, il s’agit de maximiser la probabilité des paramètres
x étant données les mesures d :
x+ = arg max
x
Pr(x|d) = arg max
x
Pr(d|x) Pr(x) . (10)
La solution s’écrit de façon générale :
x+ = arg min
x
f(x) (11)
où la fonction de pénalisation f(x) s’écrit :
f(x) = c0 − c1 log Pr(x|d)
= c0 −c1 log Pr(d|x)︸ ︷︷ ︸
fdata(x)
−c1 log Pr(x)︸ ︷︷ ︸
fprior(x)
(12)
où c0 et c1 > 0 sont deux constantes réelles. Cette équation
fait apparâıtre qu’il faut minimiser un critère qui est la
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somme d’un terme de vraisemblance fdata(x) qui mesure
la compatibilité des paramètres avec les mesures et d’un
terme de régularisation fprior(x) qui impose la connais-
sance a priori sur l’image.
4.1 Vraisemblance
Lorsque les données sont simplement des visibilités com-
plexes mesurées et si l’on fait l’approximation gaussienne
pour les erreurs, le terme de vraisemblance s’écrit comme :




‖A · x− d‖2`2 (14)
où W = Cov(d)−1 est l’inverse de la matrice de covariance
du bruit et la dernière expression est valide pour un bruit
uniforme et indépendant de variance σ2.
En interférométrie optique, pour les mesures complexes
telles que le bispectre, l’expérience montre que le module
et la phase sont approximativement gaussiens et indépen-
dants [14]. Si l’approximation de Goodman est valide, le
terme d’attache aux mesures du bispectre peut se metre










avec x̂ def= A ·x et où d` est la `-ième mesure bispectrale et
k1,`, k2,` et k3,` sont les indices des trois fréquences spa-
tiales associées. De même que pour l’Eq. (15) mais plus gé-
néralement pour les mesures de l’interférométrie optique,
spectre de puissance, bispectre ou clôture de phase, l’ex-
pression de fdata(x) n’est plus quadratique par rapport
aux paramètres x et cela même si l’on fait l’approximation
gaussienne pour les erreurs de mesures. Toutefois une une
approximation convexe [11] autour de la solution courante
peut être utilisée pour limiter des problèmes de conver-
gence d’une méthode de reconstruction itérative. Sinon il
faut prendre en compte que la phase d’un complexe n’est
définie qu’à un facteur 2 π près [5, 9] et que le module est
nécessairement positif. À ces problèmes se rajoute le fait
de devoir extraire l’information de phase des mesures de
clôture de phase. Dans une approche similaire à la tech-
nique de self-calibration [3] utilisée en radio-astronomie,
certains algorithmes comme Wisard traitent les ambi-
güıtés de phase explicitement en introduisant de nouvelles
inconnues [12]. Mais il est aussi possible de traiter ces am-
bigüıtés de façon implicite [17] avec l’avantage de pouvoir
traiter dans ce cas n’importe quel type de mesures voire
de reconstruire une image sans aucune mesure de phase
de Fourier (cf. Fig. 1). De toute façon, les dégénérescences
qui découlent de l’incomplétude des mesures de phase font
que le terme d’attache aux données doit être minimisé par
une méthode d’optimisation globale.
4.2 Régularisation
La régularisation fprior(x) permet de prendre en compte
les contraintes a priori sur l’image à reconstruire. Pour
un problème inverse mal conditionné, celle-ci est néces-
saire pour éviter l’amplification du bruit. Dans le cas de
la reconstruction d’image en interférométrie, les lacunes
de mesures font que le problème est le plus souvent mal-
posé : il y a plus d’inconnues que de mesures et se conten-
ter de maximiser la vraisemblance du modèle admet une
infinité de solutions. La régularisation permet dans ce cas
de choisir parmi toute les solutions compatibles avec les
mesures, celle qui est la plus proche d’un certain a priori.
Il existe plusieurs types d’a priori qui peuvent être pris
en compte mais aussi plusieurs façons de forcer un type
donné a priori. Pour être une bonne régularisation, fprior
doit avoir certaines propriétés [13], en pratique, la régulari-
sation devant permettre de combler l’absence de mesure à
certaines fréquences spatiales, il est naturel de lui deman-
der d’avoir la propriété d’interpoler entre les fréquences
spatiales mesurées de façon continue et suffisamment lisse.
C’est une forme de contrainte de lissage fréquentiel qui
peut être obtenue en imposant une simple régularisation
quadratique de l’image :
fprior(x) = µ ‖x‖2`2 . (16)
ou une forme plus génrale comme :
fprior(x) = µ (B · x− c)T ·Q · (B · x− c) (17)
où Q est une matrice symmétrique positive.
Le lissage fréquentiel peut aussi s’obtenir en utilisant
une des méthodes de maximum d’entropie [13] qui ont
fait leurs preuves en radio-astronomie (voir ci-après). Il
est intéressant de noter que les méthodes de type Clean
ou building-block [7, 6] régularisent d’une certaine façon
la solution en la représentant par un nombre limité de
composantes.
5 Analogies
La forme de la pénalisation de l’Eq. (12) est très gé-
nérale et d’autres méthodes de reconstruction d’images,
pas forcément basée sur une approche bayesienne, sont
équivalentes et ne diffèrent que par le type particulier de
régularisation qu’elles imposent.
5.1 Maximum d’entropie
La méthode du maximum d’entropie consiste à maximi-




(xj − x̄j − xj log(xj/x̄j)) , (18)
où x̄ est la solution a priori, sous la contrainte que l’ac-
cord avec les mesures soit respecté. Formellement, pour
des données bruitées et dans le cas d’un modèle linéaire
(ce qui est le cas si des visibilités complexes sont mesu-
rées), l’image reconstruite est la solution du problème :
max S(x) sujet à ‖A · x− d‖`2 ≤ ε (19)
où ε est ajusté en fonction du niveau de bruit. Un tel pro-
blème d’optimisation sous contrainte se résoud en intro-
duisant un multiplicateur de Lagrange λ et en maximisant
le Lagrangien :
L(x;λ) = S(x)− λ
(




1D’autres expressions de l’entropie sont possibles [13].
Colloque GRETSI, 11-14 septembre 2007, Troyes 1271
par rapport à x et en ajustant λ pour respecter la
contrainte. En posant µ = 1/(σ2 λ), il est facile de voir









qui est bien de la forme de l’Eq. (12). Lorsque les don-
nées ne sont pas simplement des visibilités complexes, il
suffit de remplacer le terme ‖A ·x−d‖2`2/σ
2 par la forme
de fdata(x) adaptée aux mesures, par exemple celle de
l’Eq. (15).
5.2 Compressed Sensing
Récemment la théorie du compressed sensing a été éla-
borée pour justifier mathématiquement qu’il soit possible
de reconstruire, par exemple, une image complète à par-
tir d’un nombre de mesures très inférieur au nombre de
pixels. Pour des données bruitées, la solution s’obtient en
résolvant le problème [1] :
min ‖x‖`1 sujet à ‖A · x− d‖`2 ≤ ε (22)
où ε est réglé en fonction du niveau du bruit. La minimi-
sation de la norme `1 des paramètres permet, en pratique,
de n’expliquer les mesures qu’avec le nombre minimal de
paramètres significatifs (i.e. non nuls). En faisant la même
manupulation que dans le cas du maximum d’entropie, on
peut montrer que la méthode revient à minimiser une pé-




‖A · x− d‖2`2︸ ︷︷ ︸
fdata(x)








|xj | . (24)
Les méthodes de type Clean ou building-block [7, 6] en
limitant le nombre de mise à jour (le nombre de blocs) se
ramènent à un a priori du même type que celui implémenté
par la norme `1 dans la l’approche Compressed Sensing.
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