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ABSTRACT. In this work, it is established that the group measure space construction corresponding
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indexed by any countable group G. When G = Zd , we characterize ergodicity (and also absolute non-
ergodicity) of stationary SαS fields in terms of the central decomposition of this crossed product von
Neumann algebra coming from any (not necessarily minimal) Rosin´ski representation. This shows
that ergodicity (or the complete absence of it) is a W ∗-rigid property (in a suitable sense) for this class
of fields. All our results have analogues for stationary max-stable random fields as well.
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1. INTRODUCTION
This paper establishes a new connection between probability theory and von Neumann alge-
bras via ergodic theory. We will assume that the random variables discussed here are defined on a
common probability space (Ω,A ,P) unless mentioned otherwise. The corresponding expectation
operator will be denoted by E(·). For two random variables Y , Z, we write Y d= Z if Y and Z are
identically distributed. For any index set T and two stochastic processes (i.e., two collections of
random variables defined on (Ω,A ,P)) {Y (t)}t∈T and {Z(t)}t∈T , the notation {Y (t)} d= {Z(t)} (or
simply Y (t) d= Z(t), t ∈ T ) means that they have the same finite-dimensional distributions. We will
take T = G to be a countable group in this paper.
For α ∈ (0,∞] and a σ-finite standard measure space (S,S ,µ), we define the space Lα(S,µ) :=
{ f : S→ C measurable | ‖ f‖α < ∞}, where ‖ f‖α :=(
∫
S | f (s)|α µ(ds))1/α for α∈ (0,∞) and ‖ f‖∞ :=
sups∈S | f (s)| (the supremum is actually an essential supremum). The equalities in Lα(S,µ) (and ev-
erywhere else in this paper) should be interpreted as modulo null sets. Note that ‖ · ‖α is a norm if
and only if α ∈ [1,∞] making the corresponding Lα(S,µ) a Banach space. For α ∈ (0,1), however,
Lα(S,µ) is just an extremely rigid linear space over C with very few isometries. For our purpose,
the functions belonging to Lα(S,µ) for 0 < α < 2 will actually be real-valued. They will arise in
the integral representations of a class of real-valued stochastic processes called symmetric α-stable
random fields, which will be systematically defined in the next two paragraphs.
A random variable X is said to follow symmetric α-stable (SαS) distribution (α∈ (0,2], the index
of stability) with scale parameter σ > 0 if it has characteristic function (i.e., Fourier transform) of
the form
E(eiθX ) = exp{−σα|θ|α}, θ ∈ R.
It can be shown that such random variables exist and arise as scaling limits of sums of symmetric
random variables. When α = 2, we get a Gaussian random variable. In this paper, however, we
will always concentrate on the non-Gaussian case, i.e., α ∈ (0,2). For encyclopedic treatment of
α-stable (0 < α< 2) distributions and processes, we refer to Samorodnitsky and Taqqu (1994).
Let G be a countable group with identity element e. A stochastic process X = {Xt}t∈G is called
an SαS random field if for each k ≥ 1, for each t1, t2, . . . , tk ∈ G and for each c1,c2, . . . ,ck ∈ R, the
linear combination ∑ki=1 ciXti follows an SαS distribution. Also {Xt}t∈G is called left-stationary, if
{Xt} d= {Xst} for all s∈G. The notion of right-stationarity can be defined similarly and will coincide
with left-stationarity when G is abelian. All our results for left-stationary SαS random fields will
have their counterparts in the right-stationary case as well. From now on, we shall write stationary
to mean left-stationary throughout this work.
In this paper, we introduce a von Neumann algebraic invariant for a stationary SαS random field
indexed by any countable group using the crossed product construction of Murray and Von Neumann
(1936) for the group action arising in the work of Rosin´ski (1995). Specializing in the case when the
indexing group is Zd , we give a characterization of ergodicity (and also of complete non-ergodicity)
of these fields in terms of the central decomposition of our invariant establishing W ∗-rigidity (in an
appropriate sense) of ergodicity (as well as full non-ergodicity) in this setup. We also observe in
Section 5.4 that all our results hold for stationary max-stable random fields as well.
The rest of this section concentrates on a brief outline our main contributions and also the ma-
chineries used to establish them. In a nutshell, the techniques of the proofs are based on ergodic
theory, operator algebra as well as probability theory. To the best of our knowledge, this is the first
work on stationary SαS random fields that constructs this crossed product invariant and uses it to
establish a W ∗-rigidity result. We expect this association between von Neumann algebras and stable
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random fields to be very powerful because both themes are strongly tied up with the ergodic theory
of nonsingular group actions as described below.
It was shown in Rosin´ski (1995, 2000) that any stationary SαS random field {Xt}t∈G has an
integral representation of the form
(1.1) Xt
d
=
∫
S
ct(s)
(
dµ◦ϕt
dµ
(s)
)1/α
f ◦ϕt(s)M(ds), t ∈ G,
where (S,S ,µ) is a σ-finite standard measure space, {ϕt}t∈G is nonsigular group action on (S,µ),
{ct}t∈G is a ±1-valued cocycle for {ϕt}t∈G, f ∈ Lα(S,µ) is a real-valued function and M is an SαS
random measure on S with control measure µ. We will assume, without loss of generality, that the
full support condition ⋃
t∈G
Support( f ◦ϕt) = S
holds. See Sections 2 and 4 for details of these terminology. Roughly speaking, the randomness in
{Xt}t∈G is completely absorbed in the random measure M and the infinite-dimensional parameter
( f ,{ϕt},{ct}) (or simply the action {ϕt}) carries all (a lot of, resp.) information on the dependence
structure of {Xt}t∈G.
Keeping the above intuition in mind, it is not at all surprising that various probabilistic facets
(e.g., mixing features (see Rosin´ski and Samorodnitsky (1996), Samorodnitsky (2005), Roy (2007,
2012), Wang et al. (2013)), large deviations issues (see Mikosch and Samorodnitsky (2000), Fasen
and Roy (2016)), growth of maxima (see Samorodnitsky (2004), Roy and Samorodnitsky (2008),
Owada and Samorodnitsky (2015b), Sarkar and Roy (2018), Athreya et al. (2019)), extremal point
processes (see Resnick and Samorodnitsky (2004), Roy (2010), Sarkar and Roy (2018)), functional
central limit theorem (see Owada and Samorodnitsky (2015a), Jung et al. (2017)), statistical aspects
(see Bhattacharya and Roy (2018)), uniform Ho¨lder continuity of paths (see Panigrahi et al. (2018)),
etc.) of a stationary SαS random field {Xt} has been connected to ergodic theoretic properties of the
underlying nonsingular action {ϕt}.
On the other hand, given a nonsinglular group action {ϕt}, it is possible to construct a crossed
product von Neumann algebra L∞(S,µ)oG called the group measure space construction (intro-
duced in the measure-preserving case by Murray and Von Neumann (1936)); see Section 3.2. It is
well-known that ergodic theoretic properties of the nonsingular action {ϕt} are nicely encoded in
L∞(S,µ)oG; see, for example, Jones (2009), Peterson (2013) and the references therein. There-
fore, one would expect, in light of the discussions in the previous paragraph, that the group measure
space construction corresponding to the underlying group action {ϕt} should become an important
invariant that contains a lot of information about probabilistics features of the stable random field
{Xt}.
The matter is slightly delicate because the integral representation of the form (1.1) (now known
as Rosin´ski representation; see Roy (2017)) isn’t unique. However, this obstacle can be overcome
if we restrict our attention to minimal representations (see Definition 4.1 below). It was shown by
Rosin´ski (1995) for G = Z that the group actions in any two minimal representations of a fixed
stationary SαS random field are conjugate (i.e., isomorphic as group actions). We observe that a
careful immitation of the proof, keeping in mind the potential noncommutativity of G, extends this
result to any countable group. This yields Theorem 5.2, from which the following result can be
shown since conjugacy implies orbit equivalence, which in turn implies W ∗-equivalence; see, for
example, Singer (1955).
Theorem 1.1. Group actions arising in all minimal representations of a fixed stationary SαS random
field are W ∗-equivalent, i.e, their group measure space constrctions are isomorphic as von Neumann
algebras.
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We will call the von Neumann algebra obtained in the above theorem the minimal group measure
space construction of the stationary SαS random field. This is an important invariant that contains a
lot of information on the probabilistic properties of the field.
Note that Rosin´ski (1995) established that any minimal representation is actually a Rosin´ski
representation even though the converse is not true. Nor does Rosin´ski representation enjoy the
same uniqueness property. Therefore, the group measure space construction corresponding to a
Rosin´ski representation may not be an invariant for a stationary SαS random field. In other words,
two nonsingular actions arising in two different Rosin´ski representations (of the same stationary SαS
field) may not be W ∗-equivalent. However we do expect, in view of Remark 2.5 of Rosin´ski (1995)
(see also (4.3) below), that some von Neumann algebraic properties will be preserved under further
conditions on the group and/or the actions. This is manifested in Corollary 5.16, for example; see
also the discussions below.
In order to obtain finer results, we assume that G = Zd and its action {ϕt}t∈Zd (arising in a
Rosin¨ski representation of {Xt}t∈Zd ) is ergodically free (i.e., its restriction to each ergodic compo-
ment has trivial stabilizers). The latter assumption enables us to nicely connect the central decom-
position (i.e., (3.1) below) of a group measure space construction to the ergodic decomposition wrt
the underlying action; see Theorem 3.9, which, together with a characterization of ergodicity of
{Xt}t∈Zd (established in Samorodnitsky (2005) for d = 1 and Wang et al. (2013) for d > 1), gives
rise to the following result.
Theorem 1.2. Suppose G = Zd and {Xt}t∈Zd is a stationary SαS random field. If the nonsingular
Zd-action {ϕt} on (S,µ) arising in a Rosin´ski representation of {Xt} is ergodically free, then the
following are equivalent:
(1) {Xt} is ergodic;
(2) {Xt} is weakly mixing;
(3) the group measure space construction corresponding to {ϕt} does not admit a II1 factor in
its central decomposition.
Observe that the first two statements of the above theorem are both ergodic theoretic and proba-
bilistic whereas the third one is operator algebraic in nature. Thus Theorem 1.2 builds a new bridge
between probability theory, ergodic theory and operator algebra. The next result strenthens this
bridge by giving an analogous von Neumann algebraic criterion for absolute non-ergodicity for the
same class of random fields.
Theorem 1.3. Suppose G = Zd and {Xt}t∈Zd is a stationary SαS random field. If the nonsingular
Zd-action {ϕt} on (S,µ) arising in a Rosin´ski representation of {Xt} is ergodically free, then the
following are equivalent:
(1) {Xt}t∈Zd does not have a nontrivial ergodic part in the sense of Wang et al. (2013);
(2) {ϕt}t∈Zd is a positive action, i.e., there exists a {ϕt}-invariant probability measure τ∼ µ on
S;
(3) the group measure space construction corresponding to {ϕt} admits only a II1 factor(s) in
its central decomposition.
Theorems 1.2 and 1.3 follow from Theorem 4.1 of Wang et al. (2013) and Theorem 3.9 below
with the help of various facets of ergodic decomposition as given in Theorem 2.2. From the two
starkly contrasting situations in these two theorems, we can infer that roughly speaking, presence
of more II1 factors in the central decomposition of a Rosin´ski group measure space construction
(i.e., group measure space construction corresponding to a nonsingular action arising in a Rosin´ski
representation) is an indication of weaker ergodicity and hence stronger dependence for stationary
SαS random fields indexed by Zd ; see Remark 5.14 below. In other words, we are carrying forward
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a program of Samorodnitsky (2004) (of linking long range dependence for such a field with ergodic
theoretic properties of the underlying action) to the realm of operator algebra.
Additionally, it transpires from Theorems 1.2 and 1.3 that under our assumptions, even a Rosin´ski
group measure space construction carries full information about ergodicity (also about the complete
absence of it) for a stationary SαS random field. In other words, if two stationary SαS random
fields indexed by Zd (not necessarily with same d) have isomorphic Rosin´ski group measure space
constructions (this is possible with different d’s because of Connes et al. (1981)), then one of them
is ergodic (fully non-ergodic, resp.) if and only if the other one is so.
Inspired by the discussions in the previous paragraph and the recent progress on W ∗-superrigidity
(a term coined by Sorin Popa; see, for instance, the survey paper of Ioana (2018) and the references
therein) of an action, we ask the following questions.
Question 1.4. Does the minimal group measure space construction fully (or partially) remember
the stationary SαS random field in some suitable sense? How about a Rosin¨ski group measure space
construction?
While the complete answer to the above questions would be immensely challenging, they do open a
Pandora’s box of conjectures and open problems; see Section 6.2.
It would be awesome if we can put conditions on one (or both) of the random fields so that it is
possible get a positive answer to Question 1.4. We must admit that we are still quite far from doing
so with the only progress being Theorem 1.5 below. Motivated by Question 1.4 and the rich theory
of rigidity (and superrigidity) for actions, we introduce two related notions of W ∗-rigidity (namely,
W ∗m- and W ∗R -rigidities corresponding to minimal and Rosin´ski representations, respectively) for a
property of stationary SαS fields (see Section 5.3) and establish the following result.
Theorem 1.5. Ergodicity (equivalently, weak mixing) is a W ∗R -rigid (and hence a W ∗m-rigid) property
for stationary SαS random fields indexed by Zd . Complete lack of ergodicity (as described in The-
orem 1.3) is also a W ∗R -rigid (and hence a W ∗m-rigid) property for such random fields. In particular,
both ergodicity and absolute non-egodicity are orbit equivalence rigid properties as well.
We actually conjecture (see Section 6) that many probabilistic properties of a stable random field
are W ∗m-rigid making our invariant a really powerful one.
This paper is organized as follows. In Sections 2 and 3, we give the prelimineries on ergodic
theory (of nonsingular group actions) and operator algebra (of group measure space cpnstructions),
respectively. On the other hand, Section 4 focuses on a brief overview of stationary SαS random
fields. Section 5 is the key section of this paper containing all the new results and their proofs. We
conclude with Section 6, where we discuss how our results can be applied to a few examples, and
state some conjectures and open problems.
2. ERGODIC THEORY OF NONSINGULAR ACTIONS
In this section, we start with a brief overview of ergodic theory of nonsingular group actions.
We would first like to mention that any statement related to measure spaces should be thought of as
true modulo null sets. Since the underlying group G is countable, this will not lead to any measure
theoretic difficulty. We start with the definition of nonsingular (also known as quasi-invariant) group
action.
Recall that G is a countable group with identity element e and (S,S ,µ) is a σ-finite standard
measure space. A collection of measurable maps ϕt : S→ S indexed by t ∈ G is called a group
action of G on S if
1. ϕe is the identity map on S, and
2. ϕuv = ϕv ◦ϕu for all u,v ∈ G.
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Note that the order in which the two maps ϕv and ϕu appear in the above definition is important
because G is possibly noncommutative. In the usual notation for group actions, ϕt : s 7→ (t−1).s for
each t ∈ G.
Definition 2.1. A group action {ϕt}t∈G of G on S is called nonsingular (also known as quasi-
invariant) if µ◦ϕt ∼ µ for all t ∈ G. Here “∼” denotes equivalence of measures.
We refer to Varadarajan (1970), Zimmer (1984), Krengel (1985) and Aaronson (1997) for ergodic
theory of such actions. Note that measure-preserving group actions {ϕt} (i.e., µ ◦ϕt = µ for all
t ∈ G) are clearly nonsingular but the converse is not true.
2.1. Ergodic and Neveu Decompositions. Recall that a nonsingular group action {ϕt}t∈G on (S,µ)
is called ergodic if its invariant σ-field is µ-trivial, i.e., whenever A ⊆ S is such that A = ϕt(A)
(modulo µ) for all t ∈ G, then either µ(A) = 0 or µ(Ac) = 0. The following result states that even
when a nonsingular action is not ergodic, it can be decomposed into “ergodic components” in a
“measurable way”. See, for example, Corollary 6.9 of Schmidt (1977).
Theorem 2.2 (Existence of Ergodic Decomposition). Let {ϕt}t∈G be a nonsingular action of a
countable group G on a σ-finite standard measure space (S,S ,µ). Then there exists another σ-finite
standard Borel space (Y,Y ), a measurable map Ψ : S→ Y , and a family {µy : y ∈ Y} of σ-finite
measures on (S,S) such that
(1) for each B ∈ S , y 7→ µy(B) is a measurable map of Y into [0,∞];
(2) for each B ∈ S ,
µ(B) =
∫
Y
µy(B)dν(y),
where ν := µ◦Ψ−1;
(3) µy
(
Ψ−1({y}c))= 0 for each y∈Y (in particular, µy and µy′ are mutually singular whenever
y 6= y′);
(4) {ϕt}t∈G is a nonsingular and ergodic action restricted to each (Sy,µy), where Sy :=Ψ−1({y});
(5) if µ is {ϕt}t∈G-invariant, then so is each µy;
(6) if µ is equivalent to a {ϕt}t∈G-invariant σ-finite measure τ, then for each y ∈ Y , µy ∼ τ|Sy .
Definition 2.3. Suppose {ϕt}t∈G is a nonsingular action of a countable group G on a σ-finite stan-
dard measure space (S,S ,µ). Then the collection {(Sy,µy) : y∈Y} obtained in Theorem 2.2 is called
the ergodic decomposition of S wrt the action {ϕt}.
It can be shown that the ergodic decomposition is unique up to isomophism. In some sense, it
gives the “finest possible” partition of S into invariant components. Another partition (possibly much
coarser) into two invariant components is given by the Neveu decomposition, which is described
below. This decomposition is closely connected to ergodicity (as well as to complete non-ergodicity)
of the stationary SαS random fields indexed by G = Zd and thus becomes the backbone of proving
a few results of this paper.
Neveu decomposition is obtained by applying Lemma 2.2 and Theorem 2.3 (i) in Wang et al.
(2013) in the case of any countable group G (not just Zd). This yields the partition S = P ∪N ,
where the set P is the largest (modulo µ) {ϕt}-invariant set where one can have a finite measure
preserved by {ϕt} and equivalent to µ, and N = P c. The subsets P and N of S are known as the
positive part and the null part of {ϕt}t∈G, respectively.
2.2. Conjugacy and Orbit Equivalence. In this subsection, we define two equivalence relations
on the space of all nonsingular group actions. One more will be introduced in Section 3.3. All of
these will play significant roles in this work.
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Definition 2.4. Let {ϕ(i)t }t∈Gi be a nonsingular action of a countable group Gi on a σ-finite standard
Borel space (Si,Si,µi) for each i = 1, 2. These two actions {ϕ(1)t } and {ϕ(2)t } are called
(1) conjugate if there exist a group isomosphism α : G1→ G2 and a bijection h : S1→ S2 such
that both h and h−1 are measurable, µ1 ◦h−1 ∼ µ2, and for all t ∈ G,
(2.1) h◦ϕ(1)t = ϕ(2)α(t) ◦h ;
(2) orbit equivalent if there exist a group isomosphism α : G1→G2 and a bijection h : S1→ S2
such that both h and h−1 are measurable, µ1 ◦h−1 ∼ µ2, and for µ1-almost all s1 ∈ S1
(2.2) h
({ϕ(1)t (s1) : t ∈ G})= {ϕ(2)α(t)(h(s1)) : t ∈ G}.
Furthermore, if G1 = G2, then unless mentioned otherwise, α is taken as the identity isomorphism
in the above two definitions.
Clearly (2.2) follows from (2.1) and hence conjugacy implies orbit equivalence but the converse
does not hold. One should think of conjugacy as the isomorphism in the category of nonsingular
group actions while the orbit equivalence is a much weaker notion that only demands correspon-
dence of orbits. As we will see, an even weaker notion of W ∗-equivalence (see Definition 3.10
below) is useful enough in ergodic theory and operator algebra, and hence for stable fields as well.
The equivalence relations in Definition 2.4 can also be defined for measure-preseving actions in a
similar fashion although in this case, the measures µ1 ◦h−1 and µ2 need to be equal, not just equiva-
lent.
3. VON NEUMANN ALGEBRAS
This section is devoted to von Neumann algebras and more specifically, to group measure space
construction corresponding to a nonsingular action. For detailed discussions on von Neumann al-
gebras and proofs of the results stated in this section, we refer the readers to Bratteli and Robinson
(1987), Sunder (1987), Jones (2009), Peterson (2013) and the references therein.
Let H be a separable Hilbert space over C and B(H ) be the space of all bounded operators on
H . The following elegant result initiated the study of von Neumann algebras.
Theorem 3.1 (von Neumann’s Bicommutant Theorem). Suppose M is a ∗-subalgebra of B(H )
containing 1, the identity operator. Then the following are equivalent:
(1) M is closed in weak operator topology.
(2) M is closed in strong operator topology.
(3) M = (M′)′ =: M′′.
Here M′ := {T ∈ B(H ) : TA = AT for all A ∈M} is the commutant of M.
Observe that the first two are analytic properties while the third one is an algebraic one. Thus, von
Neumann’s beautiful result binds the two subjects nicely and gives rise to the following important
notion, which can also be defined more abstractly (not just as a subalgebra of B(H )) but the more
concrete definition below will serve our purpose.
Definition 3.2. A unital ∗-subalgebra ofB(H ) satisfying one (and hence all) of the above equivalent
conditions (i.e., (1), (2) and (3) of Theorem 3.1) is called a von Neumann algebra.
3.1. Factors and Central Decomposition. Note that if M is a von Neumann algebra, then so is M′.
We now define a very important special case that serves as a building block in the investigation of
von Neumann algebras.
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Definition 3.3. A von Neumann algebra M is called a factor if Z(M) := M ∩M′ = C1 (i.e., the
centre is trivial).
The following result of von Neumann states that any von Neumann algebra can be decomposed as a
direct sum (or more generally, direct integral) of factors in a unique fashion.
Theorem 3.4 (von Neumann). Let M be a von Neumann algebra. Then there exists a σ-finite
measure space (Y,Y ,ν) and von Neumann algebras {My : y ∈ Y} such that the direct integral de-
composition
(3.1) M =
∫
Y
My ν(dy)
holds and for ν-almost all y ∈ Y , My is a factor. Moreover, this decomposition is almost surely
unique up to isomorphism.
See, for example, Knudby (2011) for nice exposition of direct integral of von Neumann algebras
and a proof of the Theorem 3.4. This decomposition is known as the central decomposition, which
reduces the study of von Neumann algebras to the study of factors. As will be seen later, the central
decomposition will play a key role in this paper. We would also like to mention that if Y is countable
with ν being the counting measure, then the direct integral in (3.1) reduces to a direct sum.
It is well-known that any von Neumann algebra M has a lot of projections, which generate M. It
is possible to define an equivalence relation on these projections such that the equivalence classes
form a partially ordered set, which becomes totally ordered whenever M is a factor. Depending on
the order structure of this totally ordered set and existence/non-existence of trace (defined below),
factors can be classified into various types; see, for example, Sunder (1987), Jones (2009), Peterson
(2013) for details. In this paper, we shall only need the following type of factors with infinitely many
(in fact, uncountably many) equivalence classes of projections.
Definition 3.5. A factor M is said to be of type II1 if it is infinite-dimensional and it admits a
normalized trace, i.e., there exists an ultraweakly continuous linear functional tr : M→C satisfying
tr(1) = 1, tr(ab) = tr(ba) and tr(a∗a)≥ 0 for all a,b ∈M.
At this point, we would like to mention that commutative von Neumann algebras are just the
L∞-spaces and hence the study of von Neumann algebras is regarded as “non-commutative measure
theory”. On the other hand, the investigation of II1 factors form an integral part of “non-commutative
probability theory”. Therefore, it is not at all unreasonable to expect that these rich structures will be
closely tied up with the probabilistic properties of stable random fields. In particular, the following
terminology coined in this paper will be essential in characterizing ergodicity (as well as the absolute
lack of it) for stationary SαS random fields.
Definition 3.6. (1) We say that a von Neumann algebra M does not admit a II1 factor in its central
decomposition (3.1) if for ν-almost all y ∈ Y , My is a not a II1 factor.
(2) On the other hand, we say that M admits only II1 factor(s) in its central decomposition (3.1) if
for ν-almost all y ∈ Y , My is a II1 factor.
As we shall see in Theorem 5.10, a stationary SαS random field indexed by G = Zd will be ergodic
(completely non-ergodic, resp.) if and only if certain von Neumann algebra does not admit a II1
factor (resp., admits only II1 factor(s)) in its central decomposition. This von Neumann algebra is
defined in the next subsection along with a discussion on its relation to ergodic theoretic properties
of nonsingular group actions.
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3.2. Group Measure Space Construction. Given a nonsingular group action {ϕt}t∈G on a σ-finite
standard measure space (S,S ,µ), we can also construct a von Neumann algebra that reflects the
ergodic theoretic properties of the action. This was first introduced by Murray and Von Neumann
(1936) in the context of measure-preserving group actions.
The G-action {ϕt} lifts to the space of all real-valued measurable functions on S by
σtg = g◦ϕt , t ∈ G.
This lifted action preserves the L∞-norm but not other L p-norms. However, for each t ∈ G, pit :
L2(S,µ)→ L2(S,µ) given by
(pitg)(s) = g◦ϕt(s)
(
dµ◦ϕt
dµ
(s)
)1/2
, s ∈ S
defines an isometry. The unitary representation {pit}t∈G of G inside L2(S,µ) is called the Koopman
representation.
Using the cocycle relationship
dµ◦ϕuv
dµ
=
dµ◦ϕu
dµ
σu
(
dµ◦ϕv
dµ
)
, u,v ∈ G,
one gets that for all a ∈ L∞(S,µ) (thought of as acting on L2(S,µ) by multiplication), for all t ∈ G
and for all g ∈ L2(S,µ),
(3.2) (pit apit−1g)(s) = ((σta)g)(s), s ∈ S.
In other words, the Koopman representation “normalizes” L∞(S,µ) inside B(L2(S,µ)). The group
measure space construction is a space, where the crossed product relation (3.2) is internalized (see
(3.3) below). The details of this construction is given here.
Consider the von Neumann algebra
B(l2(G)⊗L2(S,µ)) = B(l2(G))⊗B(L2(S,µ))
(with the closure being taken with respect to the weak/strong operator topology). Define a repre-
sentation of G by t 7→ ut := λt ⊗ pit , where {λt} is the left regular representation and {pit} is the
Koopman representation. We also represent L∞(S,µ) by a 7→ 1⊗Ma, where Ma is the multiplica-
tion (by a) operator on L2(S,µ). It can be checked that the following “internal” crossed product
relation holds:
(3.3) ut(1⊗Ma)ut−1 = 1⊗Mσt a .
Define the group measure space construction (also known as crossed product construction) as
L∞(S,µ)oG := {ut ,1⊗Ma : t ∈ G, a ∈ L∞(S,µ)}′′.
It can be shown that the crossed product relation (3.3) implies that any x ∈ L∞(S,µ)oG can be
uniquely written as x = ∑t∈G atut with {at : t ∈ G} ⊆ L∞(S,µ). Thus, we can view x as a |G|× |G|
matrix with entries coming from L∞(S,µ) that are the same along each left group-diagonal. To
understand the connection with ergodic theory, let us recall that a nonsingular G-action {ϕt} on
(S,S ,µ) is called free if µ-almost all stabilizers are trivial, i.e.,
µ
({s ∈ S : ϕt(s) = s for some t 6= e})= 0.
The following result illustrates the relation between ergodic theory and group measure space con-
struction through the underlying nonsingular action.
Theorem 3.7. The following results hold for a nonsingular G-action {ϕt} and the corresponding
group measure space construction defined above.
9
(1) If the action {ϕt}t∈G is free and ergodic, then L∞(S,µ)oG is a factor.
(2) If L∞(S,µ)oG is a factor, then {ϕt}t∈G is ergodic.
(3) If {ϕt}t∈G is free and ergodic, then the factor L∞(S,µ)oG is of type II1 if and only if
{ϕt}t∈G is a positive action (i.e., its null part N is of zero µ-measure).
Furthermore, if the two nonsingular actions (not necessarily of the same group) are orbit-equivalent,
then the corresponding group measure space constructions are isomorphic as von Neumann alge-
bras
The above result shows the strong ties between ergodic theory and von Neumann algebras. In this
work, we plan to encash a stronger connection, whose precise statement needs the following notion
coined in this paper. Recall the ergodic decomposition given by Definition 2.3.
Definition 3.8. A nonsingular G-action on a σ-finite stanard measure space (S,µ) is called ergodi-
cally free if its restriction to (Sy,µy) is free for each y ∈ Y .
Clearly, a free nonsingular action is ergodically free but the converse does hold in general because
there can be uncoutably many ergodic components. The next result is not at all unexpected in light
of Theorem 3.7 and it will play a crucial role in establishing the main result of this paper.
Theorem 3.9. Let {ϕt}t∈G be an ergodically free nonsingular action on a σ-finite standard measure
space (S,S ,µ), which has an ergodic decomposition as given in Theorem 2.2. Then M :=L∞(S,µ)o
G has a central decomposition (3.1) with My := L∞(Sy,µy)oG for each y ∈ Y .
We have already defined conjugacy and orbit equivalence for nonsingular group actions in Sec-
tion 2.2. In the next subsection, we will define another equivalence relation called W ∗-equivalence,
which has lead to the famous notion and the rich theory of W ∗-rigidity as described below.
3.3. W ∗-rigidity. We start by defining the following equivalence relation (on the space of all non-
singular group actions), which, in spite of being the weakest of the three, will be extremely useful
in this work.
Definition 3.10. Two nonsingular group actions (not necessarily of the same group) are called W ∗-
equivalent if the correspinding group measure space constructions are isomorphic as von Neumann
algebras.
As we have already observed, conjugacy trivially implies orbit equivalence. Theorem 3.7 yields that
orbit equivalence implies W ∗-equivalence, which was first observed by Singer (1955) for probability
measure-preserving (p.m.p.) group actions.
Summarizing, we get
(3.4) conjugacy =⇒ orbit equivalence =⇒ W ∗-equivalence.
In general, neither of the above implications can be reversed. A rigidity phenomenon corresponds
to general conditions on the groups and/or actions so that the reverse implication(s) hold. More pre-
cisely, if under some conditions, W ∗-equivalence implies conjugacy (or at least orbit equivalence),
then it will be an example of a rigidity property. Informally speaking, rigidity means that the group
measure space construction “remembers” the group and its action very well. The strongest form of
this is the notion of W ∗-superrigidity (a term coined by Sorin Popa; see, e.g., Ioana (2018) and the
references therein) in the context of p.m.p. group actions.
Definition 3.11. A p.m.p. group action {ϕt}t∈G is called W ∗-superrigid if any free ergodic p.m.p.
action W ∗-equivalent to {ϕt}t∈G must be conjugate to it.
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Essentially, W ∗-superrigidity of an action means that the conjugacy class of the action can be fully
reconstructed from the isomorphism class of its crossed product von Neumann algebra. Roughly
speaking, the group measure space construction has “fully remembers” the group as well as its
action. Therefore, this property is incredibly useful in the classification theory and has become a
prominent topic of recent research; see Popa (2006), Peterson (2010), Popa and Vaes (2010, 2014),
Ioana (2011), etc. Just to give an example, it was shown by Ioana (2011) that Bernoulli action of
any ICC group having Kazhdan’s property (T) is W ∗-superrigid. There has been progress towards
W ∗-superrigidity for nonsingular (but not necessarily p.m.p.) actions as well; see, for instance,
Proposition D of Vaes (2014). For a detailed survey of these results, we refer the readers to Ioana
(2018).
As mentioned in Section 1, we will construct an invariant called minimal group measure space
construction for a stationary SαS random field indexed by any countable group. Of course, moti-
vated by the notion of W ∗-superrigidty, the natural question to ask would be the following:
Question 3.12. Does the minimal group measure space construction fully remember the stationary
SαS random field in some suitable sense?
The complete answer to the above question is still unknown and perhaps extremely difficult. Finding
conditions on one of the random fields so that we can get a positive answer to Question 3.12 should
be thought of as a W ∗-superrigidity question in this setup.
While W ∗-superrigidty signifies complete memory of the group action, it is quite possible in
many situations that only certain features of the action will be remembered. This phenomenon is
typically referred to as W ∗-rigidity. We will establish such a result for stationary SαS random fields.
More specifically, we will show, with the help of Theorem 3.9, that ergodicity (as well as complete
non-ergodicity) will be remembered provided the indexing group of the field is Zd and its actions are
ergodically free. We will actually introduce two types of W ∗-rigidity and show that ergodicity and
absolute non-ergodicity are indeed rigid in both senses under our conditions. One must contrast this
with the complete lack of rigidity for free ergodic p.m.p. actions of Zd (more generally, countably
infinite amenable groups; see Connes (1976)). Of course, we do allow actions that are not p.m.p. or
else by Theorem 5.10, no Zd-indexed stationary SαS random field would be ergodic.
4. STATIONARY SαS RANDOM FIELDS
In this section, we present the background on symmetric α-stable random fields (indexed by a
countable group G) and their integral representations. We will also introduce the notion of minimal
representation, which will be very useful in the next section. Finally, we specialize in the stationary
case and discuss Rosin´ski representations. For a survey of these results in the G = Z case, see, for
instance, Roy (2017).
4.1. Integral Representation. Let X= {Xt}t∈G be an SαS (0 < α< 2) (not necessarily stationary)
random field indexed by G. Any such random field has an integral representation (also called
spectral representation) of the type
(4.1) Xt
d
=
∫
S
ft(s)M(ds), t ∈ G,
where M is an SαS random measure on some standard Borel space S with a σ-finite control measure
µ, and { ft : t ∈G} ⊂Lα(S,µ) is a family of real-valued functions. See, for instance, Theorem 13.1.2
of Samorodnitsky and Taqqu (1994). This simply means that each linear combination ∑ki=1 ciXti
follows an SαS distribution with scale parameter ‖∑ki=1 ci fti‖α. The collection { ft}t∈G ⊂ Lα(S,µ)
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is called a spectral representation or an integral representation of {Xt}t∈G. We shall assume, without
loss of generality, that the full support condition⋃
t∈G
Support( ft) = S
holds for all integral representations { ft}t∈G of {Xt}t∈G. Note that given any σ-finite standard
measure space (S,S ,µ), a family of real-valued functions { ft}t∈G ⊂ Lα(S,µ) and an SαS random
measure M on S with control measure µ, one can construct an SαS random field using (4.1).
4.2. Minimal Representation. The next notion (introduced in Hardin Jr. (1982)) is slightly tech-
nical albeit very useful. We shall first give the formal definition and then have a discussion that will
help us understand its meaning.
Definition 4.1. An integral representation { ft}t∈G ⊂ Lα(S,µ) of an SαS random field is called a
minimal representation if for all B ∈ S , there exists A ∈ σ{ ft/ fu : t,u ∈ G} such that µ(A∆B) = 0.
The ratio ft(s)/ fu(s) is defined to be ∞ when ft(s)≥ 0, fu(s) = 0 and−∞ when ft(s)< 0, fu(s) = 0.
In particular, the σ-algebra σ
{
ft/ fu : t,u ∈ G
}
is generated by a bunch of extended real-valued
functions. It was shown by Hardin Jr. (1981, 1982) that every SαS random field has a minimal
representation even though it is never unique.
The following discussion provides better insight into the notion of minimality of integral repre-
sentations. Let { f ∗t }t∈G ⊂ Lα(S∗,µ∗) be a minimal representation of an SαS random field {Xt}t∈G
and { ft}t∈G ⊂ Lα(S,µ) be any integral representation of {Xt}t∈G. Then there exist measurable
functions Φ : S→ S∗ and η : S→ R\{0} such that
(4.2) µ∗(A) =
∫
Φ−1(A)
|η|αdµ, A⊆ S∗,
and for each t ∈ G,
(4.3) ft(s) = η(s) f ∗t (Φ(s)) for µ-almost all s ∈ S.
In other words, minimal representations are minimal in the sense that any integral representation
can be expressed in terms of them. If further { ft}t∈G above is also a minimal representation, then Φ
and η are unique modulo µ, Φ is one-to-one and onto, µ∗ ◦Φ∼ µ and
(4.4) |η|=
(
d(µ∗ ◦Φ)
dµ
)1/α
µ-almost surely.
The proof of these observations use analytic rigidity (i.e., dearth of isometry) of Lα-spaces for
α ∈ (0,2); see Hardin Jr. (1981, 1982). See also Rosin´ski (1994, 1995).
4.3. The Stationary Case: Rosin´ski Representation. Now assume that {Xt}t∈G is stationary. In
this case, we would need one more notion, namely, that of a cocycle as described below.
Definition 4.2. Suppose {ϕt}t∈G is a nonsingular action on a standard measure space (S,S ,µ).
Then a collection of measurable maps
{
ct : S→ {+1,−1}
}
t∈G is called a ±1-valued cocycle for
{ϕt} if for all t1, t2 ∈ G,
ct1t2(s) = ct1(s)ct2(ϕt1(s))
for µ-almost all s ∈ S.
Using (4.3), one can show (see Rosin´ski (1994), Rosin´ski (1995), Rosin´ski (2000), Sarkar and Roy
(2018)) that any minimal representation of {Xt}t∈G has the following special form:
(4.5) ft(s) = ct(s)
(
dµ◦ϕt
dµ
(s)
)1/α
f ◦ϕt(s), t ∈ G,
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where f ∈Lα(S,µ) is a real-valued function, {ϕt}t∈G is a nonsingular G-action on (S,µ), and {ct}t∈G
is a ±1-valued cocycle for {ϕt}t∈G. The relation ϕuv = ϕv ◦ϕu comes from the left-stationarity of
{Xt}. It will be reversed if we consider a right-stationary SαS field.
Conversely, given any σ-finite standard measure space (S,S ,µ), a real-valued function f ∈Lα(S,µ),
a nonsingular G-action {ϕt}t∈G on (S,µ), a ±1-valued cocycle {ct} for {ϕt}, and an SαS random
measure M on S with control measure µ, one can construct a stationary SαS random field using
(4.1) and (4.5). In this case, we say that the stationary SαS random field {Xt}t∈G is generated by
the nonsingular G-action {ϕt}. Following Roy (2017), we shall call any integral representation
(not necessarily minimal) of the form (4.5) a Rosin´ski representation of {Xt}t∈G. We introduce the
following terminology for the ease of presentation of Theorem 5.2 below.
Definition 4.3. We will call ( f ,{ϕt},{ct}) a Rosin´ski triplet (corresponding to the representation
(4.5)) of {Xt} on (S,µ). If further (4.5) is a minimal representation, then ( f ,{ϕt},{ct})will be called
a minimal triplet (of {Xt} on (S,µ)), or we will simply say that the Rosin´ski triplet ( f ,{ϕt},{ct}) is
minimal.
Observe that using our language, Rosin´ski (1995) actually established that any minimal represen-
tation is a Rosin´ski representation. However, the converse may not hold; the integral representation
considered in Remark 4.3 of Roy (2010) will work as a counter-example (this was provided to the
author by Jan Rosin´ski).
5. LINKING STABLE FIELDS WITH VON NEUMANN ALGEBRAS
As will be seen in this section, the group measure space construction corresponding to all minimal
representations (of a fixed stationary SαS field) will be isomorphic as von Neumann algebras making
this an invariant of the random field. This result opens up a close connection between probabilistic
properties of stationary SαS random fields and von Neumann algebraic aspects of the group measure
space construction corresponding to some (equivalently, any) minimal representation.
5.1. Minimal Representations, Conjugacy and the Crossed Product Invariant. Our first result
is an extension of two theorems in Rosin´ski (1995) put together. It states, among other things, that
two nonsingular actions arising in two minimal representations (of a fixed stationary SαS random
field) are conjugate. In order to present the precise statement of this result in its full strength, we
need to introduce one more equivalnce relation as follows.
Definition 5.1. Suppose {ϕ(i)t }t∈G is a nonsingular action of a countable group G on a σ-finite
standard Borel space (Si,Si,µi) and {c(i)t }t∈G is a ±1-valued cocycle for {ϕ(i)t } for each i = 1, 2.
We write
(
{ϕ(1)t },{c(1)t }
)
≈
(
{ϕ(2)t },{c(2)t }
)
(and say that the pairs are equivalent) if
(1) the G-actions {ϕ(1)t } and {ϕ(2)t } are conjugate via conjugacy map h : S1→ S2 as in Defini-
tion 2.4 (in particular, (2.1) holds with α being the identity map on G), and
(2) the cocycle {c(1)t ◦ h−1}t∈G is cohomologous to {c(2)t }t∈G , i.e., there exists a measurable
map b : S2→{+1,−1} such that for each t ∈ G,
c(1)t ◦h−1(s) = c(2)t (s)
b◦ϕ(2)t (s)
b(s)
for µ2-almost all s ∈ S2.
It is easy to verify that “≈” defines an equivalence relation (for paris of the form (action, cocycle)
as above), which holds trivially when the actions are conjugate via the map h and c(1)t ◦ h−1 = c(2)t
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for all t ∈ G. The following result is a combined generalization of Proposition 3.3 and Theorem 3.6
of Rosin´ski (1995), who considered the case G = Z.
Theorem 5.2. Let G be a countable group and {Xt}t∈G be a stationary SαS random field. Then the
following results hold.
(a) Suppose
(
f (1),{ϕ(1)t },{c(1)t }
)
is a Rosin´ski triplet of {Xt} on (S1,µ1) as in Definition 4.3. Bor-
rowing the notation from Definition 5.1 above, we assume that
(5.1)
(
{ϕ(1)t },{c(1)t }
)
≈
(
{ϕ(2)t },{c(2)t }
)
and set f (2)(s) = b(s)
(
d(µ1◦h−1)
dµ2
(s)
)1/α
f (1) ◦ h−1(s) for all s ∈ S2. Then
(
f (2),{ϕ(2)t },{c(2)t }
)
is
also a Rosin´ski triplet of {Xt} on (S2,µ2). Moreover, if
(
f (1),{ϕ(1)t },{c(1)t }
)
is minimal, then so is(
f (2),{ϕ(2)t },{c(2)t }
)
.
(b) Conversely, if
(
f (i),{ϕ(i)t },{c(i)t }
)
is a minimal triplet of {Xt} on (Si,µi) for i = 1, 2, then (5.1)
holds. In particular, two group actions arising in two minimal representations of {Xt} are conjugate.
Proof. Note that (a) follows by mimicking the proof of Proposition 3.3 of Rosin´ski (1995). On the
other hand, to establish (b), we have to immitate the proof of Theorem 3.6 in Rosin´ski (1995) with
a bit of care keeping in mind that G is possibly non-abelian. More precisely, we have to expand f (2)τt
in two different ways (for each τ, t ∈G) and then invoke the uniqueness of Φ and η in (4.3) (because
of minimality) to carry out the argument in a similar fashion. 
The above result motivates the following notions, one of which will become an important invari-
ant for a stationary SαS random field.
Definition 5.3. Suppose {Xt}t∈G is a stationary SαS random field and {ϕt}t∈G is a nonsingular
action (on a standard measure space (S,µ)) arising in a Rosin´ski (resp. minimal) representation.
Then the corresponding group measure space construction L∞(S,µ)oG is called a Rosin´ski (resp.
minimal) group measure space construction of {Xt}t∈G.
The following result is an immediate consequence of Theorem 5.2 above and should be regarded
as one of the main results of this paper that builds a link between stationary SαS random fields and
von Neumann algebras.
Theorem 5.4. Let {Xt}t∈G be a stationary SαS random field indexed by a countable group G.
Suppose, for each i = 1, 2, {ϕ(i)t } is a nonsingular G-action on a standard measure space (Si,µi)
arising in a minimal representation of {Xt}. Then
L∞(S1,µ1)oG∼= L∞(S2,µ2)oG
as von Neumann algebras, i.e., {ϕ(1)t } and {ϕ(2)t } are W ∗-equivalent. In other words, a stationary
SαS random field (indexed by a countable group) has unique (up to von Neumann algebra isomor-
phism) minimal group measure space construction.
Proof. By Theorem 5.2, {ϕ(1)t } and {ϕ(2)t } are conjugate G-actions. This means that there exists
a bijection h : S1 → S2 such that both h and h−1 are measurable, µ1 ◦ h−1 ∼ µ2, and for all t ∈ G,
(2.1) holds. In particular, for all t ∈G, (2.2) holds making {ϕ(1)t }t∈G and {ϕ(2)t }t∈G orbit equivalent.
Since orbit equivalence implies W ∗-equivalence (see, for instance, Singer (1955)), it follows that as
von Neumann algebras,
L∞(S1,µ1)oG∼= L∞(S2,µ2)oG
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completing the proof. 
It transpires from Theorem 5.4 that the minimal group measure space construction is an invariant
for any stationary SαS random field indexed by a countable group. Of course, this invariant com-
pletely forgets the first and the last components of a minimal triplet ( f ,{ϕt},{ct}) remembering
only the middle one, namely, the nonsingular action {ϕt}. However, it is clear from the references
given in Section 1 that various probabilistic facets of stationary SαS random fields are closely tied
up with ergodic theoretic properties of {ϕt} with f and {ct} containing only little data on {Xt}. In
light of this, the minimal group measure space construction, which encodes the ergodic theoretic
properties of the action up to orbit equivalence, becomes a powerful invariant that carries a lot of
information about diverse stochastic features of the random field. We will see manifestation of this
heuristic in Theorems 5.10, 5.13 and 5.20 and expect to discover more in this direction in future (see
Section 6.2).
5.2. Weak Mixing, Ergodicity and Complete Non-ergodicity. Recall that Rosin´ski representa-
tions do not enjoy the strong uniqueness property as the minimal ones. Therefore, two nonsingular
actions arising in two different Rosin´ski representations (of the same stationary SαS field) may not
be W ∗-equivalent. However we do hope, in view of (4.3), that some operator algebraic properties
will be preserved under further conditions on the group and/or the actions (see, e.g., Corollary 5.16).
With this goal in mind and with the intention of obtaining finer results, we specialize in the case
when G = Zd and the action {ϕt}t∈Zd is ergodically free.
The assumption of the underlying action being ergodically free is a technical one - it is important
because it allows us to invoke Theorem 3.9 in the proof of Theorem 5.10, which is one of our main
results. Keeping this in mind, we abuse the terminology a bit and introduce the following notion.
Definition 5.5. A Rosin´ski group measure space construction (or the corresponding Rosin´ski repre-
sentation) is called ergodically free when the underlying nonsingular action is so.
By virtue of Theorem 5.2 above, if the nonsingular action arising in a minimal representation of
a stationary SαS random field is ergodically free then so is the action arising in another minimal
representation of that field. In this situation, we will say that the minimal group measure space
construction of the stationary SαS random field is ergodically free. This gives rise to the following
definition with a further abuse of termonology.
Definition 5.6. We say that a stationary SαS random field is ergodically free when its minimal group
measure space construction is so.
As Remark 5.12 below suggests, all known families of stationary SαS random fields are ergodically
free.
Note that any (not necessarily stationary) SαS random field X = {Xt}t∈G (defined on the proba-
bility space (Ω,A ,P) mentioned in the first paragraph of Section 1) induces a canonical probability
measure PX on the measurable space
(
∏t∈GR,
⊗
t∈GBR
)
defined by
PX := P
({ω ∈Ω : (Xt(ω) : t ∈ G) ∈ ·}).
It is easy to observe that {Xt}t∈G is (left) stationary if and only if the left tranlation {τt}t∈G is a
measure presevting G-action on the induced probability space
(
∏t∈GR,
⊗
t∈GBR, PX
)
.
Definition 5.7. A stationary SαS random field X= {Xt}t∈G is called ergodic if the measure-preserving
G-action {τt} is so.
Ergodicity is an important notion for stochastic processes and it helps in establishing limit the-
orems for stationary SαS random fields as well. See, for example, Mikosch and Samorodnitsky
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(2000), whose main result (on estimation of ruin probabilities for stationary SαS random fields in-
dexed by Z; see Theorem 2.5 therein) is valid under the assumption of ergodicity. On the othar hand,
if a stationary SαS random field {Xt}t∈Zd is ergodic, then whenever h :R→R is a function such that
E(|h(X0)|)<∞, using multiparameter erdodic theorem of Tempel’man (1972) (see also Theorem 2.8
in Page 205 of Krengel (1985)), we can find a strongly consistent estimator for θ := E(h(X0)) as
follows:
θˆn :=
1
(2n+1)d ∑‖t‖∞≤n
h(Xt)
a.s.−→ θ
as n→∞. Therefore finding characterizations of ergodicity is an important problem in statistics and
probability theory.
The multiparameter erdodic theorem mentioned in the above paragraph also yields that a measure-
preservingZd-action {ϕt}t∈Zd on a probability space (S,S ,µ) is ergodic if and only if for all A,B∈ S ,
lim
n→∞
1
(2n+1)d ∑‖t‖∞≤n
µ(A∩ϕt(B)) = µ(A)µ(B).
Recall that such a Zd-action {ϕt}t∈Zd is weakly mixing if for all A,B ∈ S ,
lim
n→∞
1
(2n+1)d ∑‖t‖∞≤n
∣∣µ(A∩ϕt(B))−µ(A)µ(B)∣∣= 0.
Definition 5.8. A stationary SαS random field X = {Xt}t∈Zd is called weakly mixing if the shift
action {τt}t∈Zd
(
on the on the induced probability space
(
∏t∈Zd R,
⊗
t∈Zd BR, PX
))
is so.
Weak mixing implies ergodicity but the converse does not hold in general. In case of Zd-indexed
stationary SαS random fields, however, the two notions are equivalent; see Theorem 5.9, which
gives another characterization of ergodicity of {Xt}t∈Zd (apart from being weakly mixing) and forms
a building block in the proof of one of our main results.
Theorem 5.9 (Samorodnitsky (2005) (d = 1) and Wang et al. (2013) (d > 1)). Let {Xt}t∈Zd be a
stationary SαS random field. Then the following are equivalent.
(1) {Xt}t∈Zd is ergodic;
(2) {Xt}t∈Zd is weakly mixing;
(3) the nonsingular Zd-action {ϕt}t∈Zd arising in some (equivalently, any) Rosin´ski represen-
tation is null, i.e., the positive part of {ϕt} has measure zero.
As mentioned before, with the help of Theorems 3.9 and 5.9 above, we get out next result,
which is a new characterization of ergodicity (equvalently weak mixing) of Zd-indexed stationary
SαS random fields based on operator algebraic properties (namely, through Definition 3.6) of their
Rosinski group measure space constructions.
Theorem 5.10. Suppose that {Xt}t∈Zd is a stationary SαS random field and it has an ergodically
free Rosin´ski group measure space construction. Then the following are equivalent.
(1) {Xt}t∈Zd is ergodic;
(2) {Xt}t∈Zd is weakly mixing;
(3) the nonsingular Zd-action arising in some (equivalently, any) Rosin´ski representation is
null;
(4) some (equivalently, any) ergodically free Rosin´ski group measure space construction does
not admit a II1 factor in its central decomposition.
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Proof. Because of Theorem 5.9, the statements (1), (2) and (3) are equivalent even without the hy-
pothesis of existence of an ergodically free Rosin´ski group measure space construction. To complete
the proof, it is enough verify that (3) and (4) are equivalent. To this end, we use the hypothesis of the
theorem to get an ergodically free nonsingular Zd-action {ϕt} (on a standard measure space (S,µ))
arising in a Rosin´ski representation of {Xt}t∈Zd . We invoke Theorem 2.2 to obtain the ergodic de-
composition {(Sy,µy) : y∈Y} of S wrt the action {ϕt}t∈Zd . By virtue of Theorem 3.9, the ergodically
free Rosin´ski group measure space construction M = L∞(S,µ)oZd has central decomposition
M =
∫
Y
My ν(dy)
with My := L∞(Sy,µy)oZd for each y ∈ Y . As per the convention mentioned in the beginning
of Section 2, all the statements used in the proof are true modulo null sets under the appropriate
measure.
Proof of (4) implies (3): Suppose (4) holds and P ⊆ S is the positive part of {ϕt}t∈Zd . We have to
show µ(P ) = 0. Using the hypothesis (4), we can get a measurable N1 ⊂ Y such that ν(N1) = 0 and
for all y ∈ Z := Y \N1, the factor My = L∞(Sy,µy)oZd is not of type II1. We first claim that it is
enough to establish
(5.2) P ⊆Ψ−1(N1),
where Ψ : S→ Y is the measurable map obtained in Theorem 2.2. To prove the claim, recall that
ν= µ◦Ψ−1 and hence (5.2) yields
µ(P )≤ µ◦Ψ−1(N1) = ν(N1) = 0.
In order to complete the proof of (4) implies (3), it remains to show that (5.2) holds. Suppose that
this inclusion does not hold. Then
P1 := P ∩Ψ−1(Z) 6= /0
modulo µ. This means by Theorem 2.2,
0 < µ(P1) =
∫
Y
µy(P1)dν(y)
=
∫
Z
µy(P1∩Sy)dν(y)+
∫
Y\Z
µy(P1∩Sy)dν(y)
=
∫
Z
µy(P1∩Sy)dν(y)
=
∫
Z
µy(Sy)dν(y).
Therefore, there exists z ∈ Z such that µz(Sz)> 0. Since P and Sz are both {ϕt}-invariant, and {ϕt}
restricted to (Sz,µz) is ergodic, it follows that Sz ⊆ P .
Using the {ϕt}-invariance of P once again, we get that {(Sy,µy) : y ∈ Ψ(P )} is the ergodic
decomposition of P wrt {ϕt} restricted to P . Also P , being the positive part, supports a {ϕt}-
invariant finite mesure τ ∼ µ. Therefore by Theorem 2.2, τz := τ|Sz ∼ µz. Recall that µz(Sz) > 0
and hence by equivalence, τz(Sz) > 0. In particular, Sz supports a nonzero {ϕt}-invariant finite
measure τz equivalent to µz. This implies that {ϕt} restricted to (Sz,µz) is a positive action. Hence
Theorem 3.7 yields that Mz = L∞(Sz,µz)oZd is a II1 factor, which contradicts that z ∈ Z. Therefore
(5.2) holds. This completes the proof of (4) implies (3) in Theorem 5.10.
Proof of (3) implies (4): Suppose (3) holds. We have to show that (4) holds. First note that
0 < µ(S) =
∫
Y
µy(S)dν(y) =
∫
Y
µy(Sy)dν(y).
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This shows that there exits a measurable N0 ⊂ Y such that ν(N0) = 0 and for all y ∈ Y \N0, we have
µy(Sy) > 0. Suppose (4) does not hold. Then there exists measurable Y0 ⊆ Y such that ν(Y0) > 0
and for all y ∈ Y0, the factor My = L∞(Sy,µy)oZd is of type II1. Since (Y,ν) is a standard measure
space, we may assume, without loss of generality, that ν(Y0) ∈ (0,∞). Set V = Y0∩Nc0 .
Clearly, by construction, ν(V ) = ν(Y0) ∈ (0,∞). Also for each v ∈V , we get that µv(Sv)> 0 and
Mv = L∞(Sv,µv)oZd is a II1 factor, and hence by Theorem 3.7, the action {ϕt}t∈Zd restricted to
(Sv,µv) is positive. This means that each Sv supports a {ϕt}-invariant finite measure τv ∼ µv. Since
µv(Sv) > 0, by equivalence, τv(Sv) > 0 for each v ∈ V . Therefore, by normalizing, we may assume
that each τv is a probability measure on Sv.
We will now arrive at the contradiction to (3) by constructing a measurable {ϕt}-invariant set
Q ⊂ S of strictly positive µ measure that supports a {ϕt}-invariant finite measure τ ∼ µ|Q . To this
end, define Q =Ψ−1(V ), which is clearly {ϕt}-invariant. Also,
µ(Q ) = µ◦Ψ−1(V ) = ν(V )> 0.
For all measurable B⊆ Q , define
τ(B) :=
∫
V
τv(B∩Sv)dν(v).
It is easy to check using monotone convergence theorem that τ is a measure on Q because each
τv is a measure on Sv. Also
τ(Q ) =
∫
V
τv(Q ∩Sv)dν(v) =
∫
V
τv(Sv)dν(v) = ν(V ) ∈ (0,∞)
since each τv is a probability measure on Sv. This shows that τ is a nonzero finite measure on Q .
We now claim that {ϕt}t∈Zd restricted to Q preserves the probability measure τ. This is true
because for each t ∈ Zd and for each measurable B ⊆ Q , we get by {ϕt}-invariance of each τv and
Theorem 2.2 that
τ(ϕt(B)) =
∫
V
τv(ϕt(B)∩Sv)dν(v)
=
∫
V
τv(ϕt(B∩Sv))dν(v)
=
∫
V
τv(B∩Sv)dν(v)
= τ(B).
Finally, we verify that τ ∼ µ|Q . To achieve this, fix measurable B ⊆ Q . Repeating an argument
used in the proof of the reverse implication, we get
µ(B) =
∫
Y
µy(B)dν(y) =
∫
V
µy(B∩Sy)dν(y).
Therefore µ(B) =
∫
V µy(B∩ Sy)dν(y) = 0 holds if and only if there exists a ν-null set NB such that
for each y ∈V \NB, µy(B∩Sy) = 0 holds if and only if there exists a ν-null set NB such that for each
y ∈V \NB, τy(B∩Sy) = 0 holds if and only if τ(B) =
∫
V τy(B∩Sy)dν(y) = 0 holds. This argument
is true for any measurable subset B of Q and it shows τ∼ µ|Q .
Therefore we have produced a measurable {ϕt}-invariant subset Q of S such that µ(Q ) > 0
and Q supports a nonzero finite measure τ (∼ µ|Q ) that preserves {ϕt}. This shows that {ϕt} has
a nontrivial positive part contradicting (3). Therefore (4) must hold. This finishes the proof of
Theorem 5.10. 
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Remark 5.11. In the above proof, we roughly establish that
“P =Ψ−1
({y ∈ Y : My = L∞(Sy,µy)oZd is a II1 factor})”
except that the set {y ∈ Y : My is a II1 factor} may not be a measurable subset of Y . We resolve
this measurability issue with the help of various facets of the ergodic decomposition as given in
Theorem 2.2. In fact, the same proof will establish the equivalence of the statements (3) and (4) in
Theorem 5.10 for any countable indexing group, not just Zd . Therefore, if Theorem 5.9 holds for
stationary SαS fields indexed by more general class of groups, then so does Theorem 5.10. In par-
ticular, the obstracle is not von Neumann algebraic but ergodic theoretic, namely, the unavailibility
of ergodic theorem for nonsingular actions of more general groups; see the discussions in Jarrett
(2019) and also in Section 6.2 below.
Remark 5.12. The assumption of existence of an ergodically free Rosin´ski group measure space
construction is neither needed for the equivalence of the first three statements of Theorem 5.10 (as
seen in Theorem 5.9) nor very restrictive because all known families of stationary SαS random fields
are generated by ergodically free actions.
We will say that a stationary SαS random field {Xt}t∈Zd has a nontrivial ergodic part if the
stationary SαS random field {XNt }t∈Zd in (3.6) of Wang et al. (2013) is nontrivial. Otherwise,
we will say that {Xt}t∈Zd does not have a nontrivial ergodic part and this should be thought of as
“complete non-ergodicity” of {Xt}. The following result also uses Definition 3.6 and it is essentially
a characterization of absolute lack of ergodicity for a stationary SαS random field.
Theorem 5.13. Suppose that {Xt}t∈Zd is a stationary SαS random field and it has an ergodically
free Rosin´ski group measure space construction. Then the following are equivalent.
(i) {Xt}t∈Zd does not have a nontrivial ergodic part;
(ii) the nonsingular Zd-action {ϕt} arising in some (equivalently, any) Rosin´ski representation
is positive, i.e., the null part of {ϕt} is of measure zero;
(iii) some (equivalently, any) ergodically free Rosin´ski group measure space construction M
admits only II1 factor(s) in its central decomposition.
Proof. Clearly, (i) and (ii) are equivalent thanks to Theorem 5.9. We will establish the equivalence
of (ii) and (iii) following the notation and terminology used in the proof of Theorem 5.10. Fix an
ergodically free action {ϕt} arising in a Rosin´ski representation of {Xt}.
First assume that (ii) holds but (iii) does not. Then there exists Y0 ⊂ Y such that ν(Y0) > 0 and
for all y ∈ Y0, the factor My is not of type II1. Then it is possible to check, following the arguments
used in the proof of Theorem 5.10, that Ψ−1(Y0)⊆N , the null part of {ϕt}. This is a contradiction
to (ii) because
µ(N ) ≥ ν◦Ψ−1(Y0) = ν(Y0)> 0.
This completes the proof of (ii) implies (iii).
Now suppose that (iii) holds but (ii) does not. This means µ(N )> 0. Then Y1 =Ψ(N ) satisfies
ν(Y1) = µ◦Ψ−1(Y1) = µ
(
Ψ−1(Ψ(N ))
) ≥ µ(N )) > 0
and an argument similar to the one used in the proof of Theorem 5.10 yields that for almost all y∈Y1,
the factor My is not of type II1, which contradicts the hypothesis that (iii) holds. This completes the
proof of (iii) implies (ii) and hence of Theorem 5.13. 
Remark 5.14. (Connection to Long Range Dependence) In Theorems 5.10 and 5.13 above, we no-
tice two diametrically opposite situations for stationary SαS random fields indexed by Zd . No factor
in the central decomposition of some (equivalently, any) ergodically free Rosin´ski group measure
space construction is of type II1 (almost surely) if and only if the random field is ergodic. On the
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other hand, almost all such factors are of type II1 if and only if the random field is fully non-ergodic.
Since ergodicity is a form of asymptotic independence, we can come up with the following heuris-
tic. In this setup, having more II1 factors in the central decomposition of a Rosin´ski group measure
space construction should be thought of as presence of longer memory (i.e., stronger dependence) in
the stationary SαS random field. This goes very well with the spirit of Samorodnitsky (2004), who
initiated this connection between length of memory of stable fields and ergodic theoretic properties
of the underlysing nonsingular action. We take this connection forward to the realm of operator
algebras as well.
The following corollaries follow immediately from Theorems 5.10 and 5.13, and hence their
proofs are omitted.
Corollary 5.15. With the assumptions of Theorem 5.10 and the notation used in its proof, if Y is
countable and ν is the counting measure on Y , then {Xt}t∈Zd is ergodic (equivalently, weakly mixing)
if and only if for each y ∈ Y , the factor L∞(Sy,µy)oG is not of type II1. ALso, {Xt}t∈Zd does not
have a nontrivial ergodic part if and only if each factor L∞(Sy,µy)oG is of type II1.
Corollary 5.16. Not admitting a II1 factor (and also, admitting only II1 factor(s)) in its central
decomposition is an invariant for any ergodically free Rosin´ski (not necessarily minimal) group
measure space construction of a fixed stationary SαS random field indexed by Zd .
Corollary 5.15 is a useful special case of Theorem 5.10 and it will be applied in the proof of
Theorem 6.4 below. On the other hand, Corollary 5.16 gives us hope that a Rosin´ski group measure
space construction too has reasonable information about a Zd-indexed stationary SαS random field
provided, of course, it is ergodically free.
5.3. W ∗m- and W ∗R -rigidities. In light of the results presented in the previous subsection and inspired
by the concept of W ∗-superrigidity coined by Sorin Popa (see the discussions in Section 3.3 and also
the survey of Ioana (2018)), we introduce a bunch of new notions in this paper. We expect to use
them in our future work as well. With this in mind, we define two equivalence relations for stationary
SαS random fields when the indexing group is allowed to be any countable group, not just Zd .
Definition 5.17. Two stationary SαS fields
{
X (1)t
}
t∈G1 and
{
X (2)t
}
t∈G2 indexed by two (possibly
different) countable groups are called W ∗R -equivalent (resp., W ∗m-equivalent) if an ergodically free
Rosin´ski (resp., minimal) group measure space construction of
{
X (1)t
}
t∈G1 is isomorphic (as von
Neumann algebra) to an ergodically free Rosin´ski (resp., minimal) group measure space construc-
tion of
{
X (2)t
}
t∈G2 .
In particular, the notion of W ∗R -equivalence needs the existence of ergodically free Rosin´ski
group measure space constructions for both stationary SαS random fields. On the other hand, W ∗m-
equivalence requires that both random fields are ergodically free is the sense of Definition 5.6. In
view of Remark 5.12 above, these requirements do not constrain the notions too much. Since by
Theorem 3.1 of Rosin´ski (1995), any minimal representation is a Rosin´ski representation (but the
converse does not hold), it follows that
(5.3) W ∗m-equivalence ⇒ W ∗R -equivalence
even though we are not sure of the converse. While it seems plausible that W ∗R -equivalence may not
imply W ∗m-equivalence, we do not know of any counter-example to confirm this belief. Nor can we
show that these two notions are equivalent under additional conditions on the groups and/or their
actions and/or the fields.
Using the above two equivalence relations, we introduce two notions of W ∗ rigidity for a property
of stationary SαS random fields as follows.
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Definition 5.18. A property P of stationary SαS random fields (indexed by a class G of countable
groups) is called W ∗R -rigid (resp., W ∗m-rigid) for G if whenever two such fields (not necessarily in-
dexed by the same group) are W ∗R -equivalent (resp., W ∗m-equivalent), one enjoys property P if and
only if the other one does.
The following fact follows immediately from (5.3) once we understand the terminology.
Theorem 5.19. If a property P of stationary SαS random fields is W ∗R -rigid for a class G of count-
able groups, then it is also W ∗m-rigid for G .
Proof. Suppose P is a W ∗R -rigid property. We have to show that P is W ∗m-rigid. Take G1,G2 ∈ G ,
two ergodically free stationary SαS random fields
{
X (1)t
}
t∈G1 and
{
X (2)t
}
t∈G2 such that they are
W ∗m-equivalent, and
{
X (1)t
}
t∈G1 has property P. Then by (5.3), they are also W
∗
R -equivalent. Hence
by our hypothesis (of P being W ∗R -rigid),
{
X (2)t
}
t∈G2 also has property P. By symmetry of the
argument, it follows that P is W ∗m-rigid. 
Theorem 5.19 can be described pictorially with the help of Figure 1. As the figure suggests, more
properties of stationary SαS random fields are W ∗m-rigid. This is because Theorem 5.4 above makes
the minimal group measure space construction a powerful invariant that perhaps remembers a lot of
features of a stationary SαS field indexed by any countable group.
FIGURE 1. The relation between W ∗-rigidities
On the other hand, thanks to (4.3), we do expect any ergodically free Rosin´ski group measure
space construction to remember many properties of a stationary SαS random field as well making
the two circles in Figure 1 come close to each other. In other words, our eventual aim should be
to reverse the implication in (5.3) (and hence in Theorem 5.19 for many properties) under extra
algebraic restriction(s) on the group and/or ergodic theoretic condition(s) on the action and/or pto-
babilistic constraint(s) on the random field. At this point, we are far from this goal with the only
partial success story being the following result.
Theorem 5.20. Ergodicity (equivalently, weak mixing) is a W ∗R -rigid (and hence a W ∗m-rigid) prop-
erty for G :=
{
Zd : d ∈ N}. Also, having a nontrivial ergodic part is a W ∗R -rigid (and hence a
W ∗m-rigid) property for G .
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Proof. Take two stationary SαS random fields
{
X (1)t
}
t∈Zd1 and
{
X (2)t
}
t∈Zd2 such that they are W
∗
R -
equivalent. This means that for each i = 1, 2, there exists an ergodically free nonsingular action
{ϕ(i)t }t∈Zdi on a standard Borel space (Si,µi) arising in a Rosin´ski representation such that
L∞(S1,µ1)oZd1 ∼= L∞(S2,µ2)oZd2 .
as von Neumann algebras.
In particular, L∞(S1,µ1)oZd1 does not admit a II1 factor in its central decomposition if and only
if same is true about L∞(S2,µ2)oZd2 . Therefore, by Theorem 5.10,
{
X (1)t
}
t∈Zd1 is ergodic (equiv.,
weakly mixing) if and only if
{
X (2)t
}
t∈Zd2 is so. This completes the proof of the first statement, i.e.,
ergodicity (equiv, weak mixing) is a W ∗R -rigid (and hence a W ∗m-rigid) property for G . The second
statement follows similarly using Theorem 5.13. 
It follows from Theorem 5.20 that ergodicity (and also having a nontrivial ergodic part) is an orbit
equivalence rigid property for stationary stable random fields indexed by Zd , d ∈N in the following
sense.
Corollary 5.21. If two stationary SαS fields
{
X (1)t
}
t∈Zd1 and
{
X (2)t
}
t∈Zd2 are generated by orbit
equivalent ergodically free nonsingular actions (of Zd1 and Zd1 , respectively), then the following
statements hold.
(a)
{
X (1)t
}
t∈Zd1 is ergodic (equiv. weakly mixing) if and only if
{
X (2)t
}
t∈Zd2 is so.
(b)
{
X (1)t
}
t∈Zd1 has a nontrivial ergodic part if and only if so does
{
X (2)t
}
t∈Zd2 .
Proof. Under the hypothesis of Corollary 5.21, it follows using (3.4) that the corresponding ergodi-
cally free Rosin´ski group measure space constructions are isomorphic as von Neumann algebras. In
other words,
{
X (1)t
}
t∈Zd1 and
{
X (2)t
}
t∈Zd2 are W
∗
R -equivalent. Hence, by Theorem 5.20,
{
X (1)t
}
t∈Zd1
is ergodic (equivalently, weakly mixing) if and only if
{
X (2)t
}
t∈Zd2 is so. This establishes (a). State-
ment (b) follows similarly. 
Note that without Corollary 5.21, it would not at all be obvious that orbit equivalence preserves
ergodicity (or the complete lack of it) in our setup. We would also like to mention that the indexing
groups having possibly different ranks (as Z-modules) is actually very useful in the context of orbit
equivalence. This is due to the seminal result of Connes et al. (1981) which states that any non-
singular action of Zd (more generally, of any amenable group) is orbit equivalent to a nonsingular
Z-action. Therefore, it is now possible to associate a stationary SαS process to any stationary SαS
random field indexed by Zd in an ergodicity-preserving manner.
5.4. Stationary Max-stable Random Fields. All our results presented in Section 5 have analogues
for stationary max-stable (more specifically, α-Fre´chet) random fields as well. Such random fields
enjoy a spectral representation similar to (1.1) except that the cocycle is trivial, the SαS random
measure M is replaced by an independently scattered α-Fre´chet random sup-measure with control
measure µ, and the integral in (1.1) becomes an extremal integral; see Stoev and Taqqu (2005) and
Wang and Stoev (2010b) for the details in the G = Z case. The extension to any countable indexing
group G is trivial.
There is a parallel notion of minimality of spectral representations for max-stable fields; see, for
example, Wang and Stoev (2009), Proposition 6.1 of which states that nonsigular actions arising in
two minimal spectral representations of a Z-indexed stationary α-Fre´chet random field are conju-
gate. The same arguments holds for a general coutable indexing group G (with a bit of care keeping
in mind the potential noncommutativity of the group as in the proof of Theorem 5.2). Therefore the
minimal group measure space construction becomes an invariant in the max-stable case as well.
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Using Theorem 5.3 of Wang et al. (2013), we can establish an analogue of Theorem 5.10 for
stationary α-Fre´chet random fields by following the same proof. This immediately gives rise to
a similar W ∗-rigidity theory in the max-stable world establishing parallels of all results proved in
Section 5. This actually goes very well with the spirit of Wang and Stoev (2010a), who established
a strong association between sum-stable and max-stable paradigms.
6. APPLICATIONS AND FUTURE DIRECTIONS
In this section, we view some of the known classes of examples through the lens of our results,
and finally present a few open problems and conjectures. In particular, we discuss how the indexing
group in some of our results can perhaps be extended to more general groups (as opposed to only
Zd).
6.1. Examples. This section is devoted to applications of our results to a few examples as described
below. They will help us understand the notation and terminology used in this work. For simplic-
ity, all the cocycles in the Rosin´ski representations of the stationary SαS fields discussed in this
subsection will be taken to be the trivial one (i.e., ct ≡ 1 for all t). We would also like to mention
that all these examples have canonical max-stable (more precisely, α-Fre´chet) analogues and the
conclusions drawn about them will be the same due to the discussions in Section 5.4.
Example 6.1 (Stationary Mixed Moving Average SαS Random Field). This Zd-indexed random
field was introduced (in the d = 1 case) by Surgailis et al. (1993). Suppose (Y,ν) is a σ-finite standard
measure space, ζ is the counting measure on Zd , M is an SαS random measure on S = Y ×Zd with
control measure µ = ν⊗ ζ, and f ∈ Lα(Y ×Zd ,ν⊗ ζ) is a real-valued function. Stationary mixed
moving average SαS random field is defined by
Xt =
∫
Y×Zd
f (y,z+ t)dM(y,z), t ∈ Zd .
In the above Rosin´ski representation, the measure-preserving (and hence nonsingular) Zd-action
on S = Y ×Zd is given by
ϕt(y,z) = (y,z+ t), (y,z) ∈ Y ×Zd
for all t ∈ Zd . Note that using Fubini’s theorem the measure µ = ν⊗ζ can be rewritten as
µ(A) =
∫
Y
µy(A)dν(y), A⊆ S,
where µy(A) = ζ({z ∈ Zd : (y,z) ∈ A}) for all y ∈ Y . Each µy is supported on Sy := {y}×Zd giving
rise to the ergodic decomposition {(Sy,µy) : y ∈ Y} of {ϕt}.
The action {ϕt}t∈Zd restricted to each (Sy,µy) is just a shift action on the second component, and
is free and ergodic. Moreover, it is well-known that such a shift action is of Krieger type II∞ (this
actually follows from the uniqueness (up to a constant) of Haar measure on Zd). In particular, the
corresponding ergodically free Rosin´ski group measure space construction L∞(Y ×Zd ,ν⊗ζ)oZd
does not admit a II1 factor (in fact, it admits only II∞ factors; see, for example, Jones (2009) for the
definition of a II∞ factor) in its central decomposition
L∞(Y ×Zd ,ν⊗ζ)oZd =
∫
Y
(
L∞({y}×Zd , µy)oZd
)
dν(y)
obtained via Theorem 3.9. Therefore, by Theorem 5.10, {Xt}t∈Zd is ergodic.
Example 6.2 (Stationary Sub-Gaussian SαS Random Field). This is a slight generalization of Ex-
ample 6.1 of Roy and Samorodnitsky (2008). Suppose µ is a probability measure on S = RZd such
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that the coordinate projections {pt}t∈Zd is an ergodic stationary random field under µ. Take an SαS
random measure M on RZd with control measure µ and define a stationary SαS random field
(6.1) Xt =
∫
RZd
ptdM, t ∈ Zd .
When {pt}t∈Zd is a sequence of i.i.d. Gaussuan random variables, then {Xt}t∈Zd becomes a station-
ary sub-Gaussian SαS field; see Example 5.1 in Samorodnitsky (2004) and also Example 6.1 in Roy
and Samorodnitsky (2008).
In the Rosin´ski representation (6.1), the underlying action is simply the shift action of Zd on
RZd , and it is p.m.p. and ergodic because of our assumptions on µ. In particular, by Theorem 3.7,
the corresponding Rosin´ski group measure space construction
M = L∞
(
RZ
d
,µ
)
oZd
is itself a factor, which is of type II1. This means that the set Y in the central decomposition (3.1) of
this crossed product von Neumann algebra M is a singleton set with ν being the counting measure
on it. Hence, another application of Theorem 5.10 yields that {Xt}t∈Zd is not ergodic. Nor does it
have a nontrivial ergodic part.
Example 6.3 (Stationary SαS Process Associated with a Markov Chain). This class of examples
was introduced by Rosin´ski and Samorodnitsky (1996) (see also Example 4.1 in Samorodnitsky
(2005)). Following them, we would assume that G = Z. It is possibe to extend this example to a
Zd-indexed one in parallel to Example 6.2 of Wang et al. (2013) but it would complicate the notation
a lot. Therefore, we refrain from doing so.
We start with a Markov chain on a countable state space C that decomposes into nonempty com-
munication classes {Ci : i ∈ I}. Clearly, I is also countable and hence we assume that I ⊆ N. For
each i∈ I, fix a state li ∈Ci. Assume that for each i∈ I, the Markov chain restricted to Ci is aperiodic
and recurrent (and of course, irreducible) with the transition probability matrix
(
p(i)jk
)
j,k∈Ci , and the
invariant measure pi(i) = (pi(i)l : l ∈Ci) on Ci with pi(i)l ∈ (0,∞) for each l ∈Ci and pi(i)li = 1 (such an
invariant measure exists uniquely because of irreducibility and recurrence of the restricted Markov
chain; see, e.g., Proposition 2.12.3 of Resnick (1992)). Let S = ∪i∈ISi, where Si =CZi .
Fix i ∈ I for now. For each l ∈Ci, let P(i)l be the unique probability measure on
Si =CZi = {x = (x(t) : t ∈ Z) : each x(t) ∈Ci}
such that under P(i)l , x(0) = l, (x(0),x(1),x(2), . . .) is a Markov chain with transition probability
matrix
(
p(i)jk
)
j,k∈Ci , and (x(0),x(−1),x(−2), . . .) is a Markov chain with transition probability matrix(
pi(i)k p
(i)
k j /pi
(i)
j
)
j,k∈Ci . Define a σ-finite measure µi on Si =C
Z
i as
(6.2) µi := ∑
l∈Ci
pi(i)l P
(i)
l .
Clearly, µi is a finite measure if and only if pi(i) is so, which is equivalent to saying the underlying
Markov chain restrcited to Ci is positive recurrent.
Now we vary i ∈ I and assign this measure µi defined by (6.2) on each Si = CZi to obtain a
measure µ on S = ∪i∈ISi. In other words, µ is the unique σ-finite measure on S = ∪i∈ISi such that its
restriction to each Si is µi. Let {ϕt}t∈Zd be the shift action on S. This means that for all t ∈ Zd ,
ϕt(x)(u) = x(u+ t), x ∈ S, u ∈ Z.
Clearly this Zd action is free and hence ergodically free.
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Because of the invariance of the measures pi(i), i ∈ I, the action {ϕt}t∈Zd preserves the measure
µ. Recall that for each i ∈ I, we have fixed li ∈Ci and chosen the invariant measure pi(i) such a way
that pi(i)li = 1. Hence the map f : S→ R defined by
f (x) :=∑
i∈I
2−i/α1(x∈Si,x(0)=li)
belongs to Lα(S,µ). Suppose M is an SαS random measure on S with control measure µ. Define a
Z-indexed stationary SαS random field using the Rosin´ski representation
(6.3) Xt =
∫
S
f ◦ϕt(x)dM(x), t ∈ Z.
The following result gives criterion for ergodicity (equivalently, weak mixing) as well as the com-
plete absence of it for the random field defined above.
Theorem 6.4. The random field {Xt}t∈Z defined by (6.3) is ergodic if and only if all the states of the
underlying Markov chain are null recurrent. On the other hand, {Xt}t∈Z does not have a nontrivial
ergodic part if and only if all the states are positive recurrent.
Proof. Firstly observe that each Si is a {ϕt}-invariant subset of S and µ = ∑i∈I µi. The underlying
Markov chain being irreducible and recurrent on each communication class Ci, the shift action {ϕt}
restricted to each Si is ergodic. Therefore {(Si,µi) : i ∈ I} is the ergodic decomposition of {ϕt}t∈Zd
with Y = I and ν being the counting measure on I.
Therefore, the Rosin´ski group measure space construction corresponding to the intergral repre-
sentation (6.3)
Lα(S,µ)oZ= Lα
(∪i∈I CZi ,µ)oZ
is ergodically free. By Theorem 3.9, it has the central decomposition
Lα(S,µ)oZ∼=
⊕
i∈I
(
Lα(Si,µi)oZ
)
=
⊕
i∈I
(
Lα(CZi ,µi)oZ
)
.
Using Theorem 3.7 above and the discussions in Example 4.1 of Samorodnitsky (2005), it follows
that the factor
(
Lα(CZi ,µi)oZ
)
is of type II1 or not according as the underlying Markov chain
restricted to the communication class Ci is positive recurrent or null recurrent, respectively. (In the
latter case, the factor is actually of type II∞.) From this observation, Theorem 6.4 follows with the
help of Corollary 5.15. 
Remark 6.5. In light of Remark 5.14, we perceive that presence of more positive recurrent commu-
nication classes in the underlying Markov chain ensures longer memory of the associated stationary
stable process considered in Example 6.3. Intuitively, positive recurrence of many states causes their
frequent returns leading to the Markov chain’s long range dependence, which gets transferred to the
stable process via the random measure M.
6.2. Conjectures and Open Problems. Our work leads to many conjectures and open problems.
The most important one is the following.
Problem 1. Can we establish the W ∗-rigidities in Theorem 5.20 for a richer class G of countable
groups?
Observe that the class G in Theorem 5.20 comes of Theorems 5.10 and 5.13, both of which can be
extended to a bigger class of groups provided same can be done for Theorem 5.9; see Remark 5.11,
which also states that the obstracle is ergodic theoretic and not operator algeraic. More precisely,
the main hindrance of extending the proof of Theorem 3.1 of Samorodnitsky (2005) is unavailability
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of ergodic theorem for nonsingular actions of more general groups; see, for example, the dicussions
in Jarrett (2019).
The use of ergodic theorem in the proof of Theorem 3.1 of Samorodnitsky (2005) (and also
Theorem 4.1 of Wang et al. (2013)) is twofold. Firstly, it is used in establishing the criterion of
ergodicity (and thereby linking it to weak mixing) as presented in Section 5.2 above. This needs
pointwise ergodic theorem for p.m.p. actions, which is actually available for any amenable group
thanks to the seminal work of Lindenstrauss (2001). The role of hypercubes (for Zd) is played by a
special family of Følner sets (called tempered Følner sequence). The second use of ergodic theorem
(in the proof of Theorem 3.1 of Samorodnitsky (2005)) is slightly delicate. In order to mimic it, we
need a stochastic ergodic theorem for a nonsigular action, which is not necessarily p.m.p. and this
had to be established even for G = Zd in Theorem 2.7 of Wang et al. (2013) (see also Hochman
(2010) for a ratio ergodic theorem for multiparameter non-singular actions).
In view of the discussions above, it is now clear that a stochastic ergodic theorem for nonsingular
actions indexed by a more general group is the key to solving Problem 1. In partcular, for amenable
groups, this has to be established along a tempered Følner sequence (or its carefully chosen sub-
sequence). For each discrete Heisenberg group, Jarrett (2019) discovered a sequence of subsets
(depending on the group) such that the ergodic theorem holds along the sequence for all nonsingular
actions. This leads to the following conjecture.
Conjecture 2. Theorem 5.9 (and hence Theorems 5.10, 5.13 and 5.20) will hold for discrete Heisen-
berg groups.
Resolution of Conjecture 2 will, of course, solve Problem 1 partially by enhancing the class G a
bit. Apart from this, Conjecture 2 will be of independent interest because discrete Heisenberg groups
naturally crops up in space-time models (this was pointed out to the author by D. Yogeshwaran in
a personal communication). Also, random walks on such groups has been studied extensively; see,
for example, Be´guin et al. (1997), Gretete (2011) and the references therein. Another natural and
general question in this context is the following.
Problem 3. Will Conjecture 2 hold for groups of polynomial growth (or more generally, for a bigger
class of amenable groups)?
Since many actions of free groups and infinite property (T) groups (both are important classes
of non-amenable groups) have W ∗-rigidity (see, for example, Popa and Vaes (2014)) and W ∗-
superrigidity (see, for example, Ioana (2011)), respectively, it is not unreasonable to expect that
many properties (not just ergodicity or the complete absence of it) will become at least W ∗m-rigid for
these class of groups.
Conjecture 4. Many probabilistic properties of stationary SαS random fields will become W ∗m-
rigid (a few properties will, in fact, be W ∗R -rigid) for G = {Fm : m ∈ N} as well as for G = {G :
G is a countably infinite group having property (T )}.
Of course, Conjecture 4 is very broad and hence we can start with specific properties like ergodicity,
weak mixing, mixing, etc. In particular, the nonsingular action of Fm on its Furstenberg-Poisson
boundary ∂Fm is free and ergodic, and the corresponding group measure space construction is of
type III. Therefore, the following conjecture is a natural one.
Conjecture 5. The stationary SαS random field considered in Example 3.2 of Sarkar and Roy (2018)
(generated by the boundary action of Fm) is ergodic.
If Conjecture 5 can be resolved positively, then the following question would be the next step.
Problem 6. Will a version of Theorem 5.10 hold for any stationary SαS random field indexed by Fm
at least under some conditions?
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The next problem is related to Question 1.4. It is, of course, a very difficult question. Keeping
this in mind, it is perhaps better to use various test cases and answer it partially.
Problem 7. Is it possible to answer Question 1.4 at least partially? In other words, is it possible to
give conditions on the group(s) and/or the action(s) and/or the stationary SαS field(s) such that the
minimal (more generally, a Rosin´ski) group measure space construction remembers the field fully or
partially?
Note that if all the conditions are put on exactly one of the two random fields, then the question
of complete rememberance is a W ∗-superrigidity question, which is beyond our reach at this point.
Instead, we can take specific properties and ask the following question.
Problem 8. Will Conjecture 4 hold for the class G = {Zd : d ∈ N} with respect to probabilistic
properties other than ergodicity (and the absolute lack of it)? More specifically, will mixing be
WR-rigid or at least Wm-rigid for G?
Another special case of Problem 7 relates to the growth of partial maxima as investigated in
Samorodnitsky (2004), Roy and Samorodnitsky (2008), Sarkar and Roy (2018) and Athreya et al.
(2019). Suppose G is a finitely generated group and fixing a generating set of G, we study the growth
maxima of a stationary G-indexed SαS random field on increasing balls of radius n→∞ with centre
e (the identity element of G) in the word metric.
Problem 9. Can we find a rich class G of finitly generated groups such that the growth of the
maxima sequence (as mentioned above) being like the i.i.d. case will be a W ∗R -rigid (or at least
W ∗m-rigid) property for G?
More specifically, we can restrict our attention to the class of groups considered in Athreya et al.
(2019) and try to relate the non-vanishing cocycle growth of the underlying nonsingular action with
the minimal (or a Rosin´ski) group measure space construction. Alternatively, we can also try to
solve Problem 9 for G = {Zd : d ∈N} and for G = {Fm : m≥ 2} relating our work with that of Roy
and Samorodnitsky (2008) and Sarkar and Roy (2018), respectively.
The next two problems, if solved, will show the strength of a Rosin´ski group measure space
construction making it an invariant (in the first case) or at least an almost invariant (in the second
case) for a stationary SαS random field.
Problem 10. Can we establish, under additional conditions on the group and/or the actions and/or
the random field, that any two Rosin´ski group measure space constructions of a fixed stationary SαS
random fields are isomorphic as von Neumann algebras?
Problem 11. Even if we cannot solve Problem 10, is it at least possible to reverse the implication
in (5.3) under some conditions?
As we see, this work leads to a Pandora’s box of open problems and conjectures. We hope to
solve at least some of these in the years to come. Of course, trying out important test cases and then
slowly making educated guesses will be the ideal approach towards this goal.
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