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Prize Collecting Steiner Tree 問題に対する
ヒューリスティクス





The Prize Collecting Steiner Tree (PCST) problem is an important problem in the eld
of combinatorial optimization. In this research, we develop two heuristics (H1, H2) for PCST
problems. The heuristics consists of two stages. In the rst stage, a spanning tree is computed,
which is based on these heuristics. In the second stage, we delete vertices to improve the objective
function value. Through computational experimentations, we found that method H1 is faster
than method H2. Given a set of real-world instances, we obtained a good approximation ratio
in both methods H1 and H2.
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1. はじめに


































無向グラフG = (V (G); E(G))，各辺 eにコスト ce  0，
各点 i にペナルティi  0，特別な点 r 2 V (G) が与える．





i2V (G)nV (T )
i; (1)
を最小にする木 T を求めたい [1]．
3. PCST問題に対する最適解の求め方
PCST問題の入力を整数計画問題として定式化する詳細を
示す．入力の点と辺に対応するバイナリ変数 xe (e 2 E(G))，
yi (i 2 V (G))を導入する．
xe =
(


















xe  yi; (S  V (G) n frg; S 6= ;; i 2 S)
(3)
yr = 1; (4)
yi 2 f0; 1g; (i 2 V (G) n frg) (5)
xe 2 f0; 1g: (e 2 E(G)) (6)







x と y とする．
2. U    fi 2 V (G) : yi  g. ただし  = 23 .
3. すべての i(2 U)を含む，できるだけ最小コスト





y とする．次に U を条件 yi   を満たす点 i (2 V (G))
の集合とする．パラメータ は適切な値に定められ，PCST






























無向辺とそのコストを図 1(a) に示す．点 i;点 j にそれ
ぞれ i; j が付随し，それらを結ぶ無向辺のコストを cij と
する．その無向辺を 2本の有向枝に変換したのが図 1(b)で
ある．点 iから点 j に向かう有向枝のコストを cij と仮定す
ると，cij := j   cij と定義する．
この動作を各辺について行うことによって，入力の無向
グラフはペナルティを取り除いた有向グラフになる．











有向木 T = (V (T ); E(T ))，有向枝 e 2 E(T ) のコスト




を最大にする木 T 0 を求めたい．
(1) 最適な部分木の探索





2. 後行順に，各点 v に対して，以下を実行．
 点 v の親を uとし，uから v に向かう有向枝を
eとする．
 各点に fi2V (T ) を導入し，初期値を 0とする．
 If fv   we > 0,
fu を fu = fu + fv   we に更新．












きる．ここで全域木の性質から m = n   1より，全体の時
間計算量は O(n)となる．したがってアルゴリズム 6.1は多
項式時間で実装できる．
表 1 点数 10に固定したときの各近似比．
jV j jEj H1 H2 3-近似
10 15 1.055 1.045 1.030
10 20 1.107 1.065 1.024
10 25 1.158 1.081 1.010
10 30 1.203 1.123 1.012
10 35 1.246 1.115 1.010





Machine: lenovo ThinkPad X240,
CPU: Intel(R) Core(TM) i3-4010U 1.70GHz,
OS: Microsoft Windows 7 Enterprise,
Memory: 4GB,
Compiler: Microsoft Visual C++ 2008 Express Edition.
ベンチワークとはあらゆる分野に存在し，アルゴリズム
の性能を確認するための入力である．PCSP問題にもベンチ































辺数を 1,000 に固定したときの計算時間を表 2 に示す．
点数を 10に固定したときと同様に，点数の増加に比例して
H1と H2の計算時間は高速であることが確認された．
表 2 大規模なグラフにおける H1, H2の評価値．
jV j jEj H1 H2
100 1,000 865 633
200 1,000 2,923 2,421
300 1,000 5,748 5,120
400 1,000 9,085 8,563
500 1,000 13,015 12,661
図 2大規模なグラフにおけるH1, H2の計算時間 [msec.]
(3) KPグループに対する結果




0 である点を多く持っている．もう 1 つは P と呼ばれ，構
造はランダムである．Pの特徴は総点数に占めるペナルティ
0 でない点の割合がおよそ 5 割であり，K と比べて 2 倍ほ
ど多い．サンプル数は K が 23，P が 11 であり，最大の点
数は 400，辺数は 1,576であった．これらのベンチマークは











Canuto et al. [8]は OR{Libraryに存在する PCSTの
入力例を用いて，新たに 80の入力を生成した. それらは C
とDグループに分類されていて，サンプル数は各 40である．
Cの点数は 500，Dの点数は 1,000であり，ほとんどの点が
ペナルティ0 である．C の辺数は 625 から 12,500 の間，D
の辺数は 1,250から 25,000の間である．C, Dについて，コ
表 3 KPグループにおける H1, H2の近似比．
サンプル jV j jEj H1 H2
K 248 920 1.129 1.133
P 245 745 1.266 1.351
表 4 Cグループにおける H1, H2の近似比．
サンプル jV j jEj H1 H2
C-A 500 4,156 1.366 1.505
C-B 500 4,156 1.829 1.850
C 500 4,156 1.598 1.677
表 5 Dグループにおける H1, H2の近似比．
サンプル jV j jEj H1 H2
D-A 1,000 8,313 1.368 1.452
D-B 1,000 8,313 1.893 1.846
D 1,000 8,313 1.630 1.699
ストは [1, 10]の一様乱数である。C, Dは，さらに Aと B




























表 6 Cologne1グループにおける H1, H2の近似比．
サンプル jV j jEj H1 H2
i01 768 6,332 1.079 1.148
i02 769 6,342 1.048 1.088
i03 771 6,342 1.050 1.061
i04 761 6,293 1.317 1.317
i05 716 6,296 1.166 1.193
Cologne1 766 6,321 1.119 1.150
表 7 Cologne2グループにおける H1, H2の近似比．
サンプル jV j jEj H1 H2
i01 1,819 16,743 1.165 1.239
i02 1,820 16,740 1.454 1.516
i03 1,825 16,762 1.289 1.364
i04 1,817 16,719 1.019 1.031
i05 1,826 16,794 1.140 1.182
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