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Generation of localized magnetic moments in the charge-density-wave state
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We propose a mechanism explaining the generation of localized magnetic moments in charge-
density-wave compounds. Our model Hamiltonian describes an Anderson impurity placed in a host
material exhibiting the charge-density wave. There is a region of the model’s parameter space,
where even weak Coulomb repulsion on the impurity site is able to localize the magnetic moment
on the impurity. The phase diagram of a single impurity at T = 0 is mapped. To establish the
connection with experiment thermodynamic properties of a random impurity ensemble is studied.
Magnetic susceptibility of the ensemble diverges at low temperature; heat capacity as a function
of the magnetic field demonstrates pronounced low field peak. Both features are consistent with
experiments on orthorhombic TaS3 and blue bronze.
PACS numbers: 71.10.Pm, 03.67.Lx, 74.45.+c
I. INTRODUCTION
Study of coexistence and competition between differ-
ent types of order is a recurrent theme of the modern
condensed matter research, both theoretical and exper-
imental. In this paper we discuss a particular example
of such coexistence. There is significant experimental
evidence that several charge-density wave (CDW) mate-
rials (orthorhombic TaS3, Ref. 1,2; blue bronze Ref. 3;
non-magnetic tritellurides YTe3 and LaTe3, Ref. 4) show
unusual sensitivity to the magnetic field at low temper-
atures. For example, magnetic susceptibility of o-TaS3
is temperature-independent in a broad range of temper-
atures, both above and below its CDW transition tem-
perature TCDW=218K (see Fig.1 of Ref. 1). However,
below ∼60K the susceptibility begins to grow quickly as
the temperature decreases. Experimental investigation
of low-temperature magnetic and thermodynamic prop-
erties concluded1 that such a behavior is consistent with
the assumption that a disordered ensemble of localized
magnetic moments undergoes a transition into a glass
state.
This magnetic glass is quite unexpected (non-magnetic
glass6 induced by the CDW pinning is, of course, possi-
ble, but it has little relevance to the issue under consid-
eration). Theoretically, the CDW magnetic properties
are believed to be trivial: due to the gap in the electron
spectrum, at temperatures significantly below TCDW elec-
tronic contribution to the susceptibility vanishes. How
localized magnetic moments can emerge under such cir-
cumstances?
In this paper we propose a mechanism, which may ex-
plain the origin of these magnetic moments. We will
study an impurity inside a CDW compound. Assuming
weak electron repulsion at the impurity site, we find a
parameter regime where exactly one electron resides on
that site. Spins of such electrons are responsible for low-
temperature magnetism of the CDW material.
Our mechanism is quite generic, and does not impose
special restrictions on the dimensionality of the Hamilto-
nian, band structure, and other model details. However,
the low-temperature magnetism of an CDW compound is
by no means a universal feature: if the system parameters
are outside of the required range, the magnetic response
is completely trivial. Of course, a particular material
may enter this regime either by luck, or by intelligent
design of a material scientist.
Our paper is organized as follows. In Sec. II we in-
troduce our model Hamiltonian. Generation of the mag-
netic moment on a single impurity is discussed in Sec. III.
Thermodynamic properties of an ensemble of these im-
purities is investigated in Sec. IV. The discussion are pre-
sented in Sec. V. We conclude in Sec. VI.
II. MODEL
We study a single Anderson impurity, which is located
inside the host material with CDW ground state. The
model’s Hamiltonian H is equal to
H = HF +Himp +Hhop, (1)
where Fro¨hlich Hamiltonian HF, Anderson Hamiltonian
Himp, and hybridization Hamiltonian Hhop are defined
as follows:
HF =
∑
kσ
(
ǫka
†
1,kσa1,kσ − ǫka†2,kσa2,kσ
)
+
∑
kσ
∆
(
eiφa†1,kσa2,kσ + H.c.
)
, (2)
Himp =
∑
σ
(−ǫ0)d†σdσ + Ud†↑d↑d†↓d↓, (3)
Hhop =
∑
kσ
t(a†1,kσ + a
†
2,kσ)dσ +H.c. (4)
This model describes two bands of electrons with perfect
nesting. The dispersion of the first band is ǫk, the disper-
sion in the second band is −ǫk. Band electron creation
2operators are a†α,kσ, where α = 1, 2, is the band index, k
and σ are momentum and spin of the electron.
The CDW phase is characterized by a finite value of
the order parameter ∆, which we assume to be real and
positive. The quantity φ in Eq. (2) equals to CDW phase
φ = Kn ·Rimp (5)
at the location of the impurity Rimp. (In this equation
Kn is the nesting vector of the Fermi surface.)
Operator d†σ creates an electron at the impurity site.
Single-electron energy at the impurity is equal to −ǫ0.
The hybridization amplitude between the impurity state
and the bands is t. The electron-electron interaction at
the impurity site is U > 0. In this paper we assume that
U is small:
U ≪ ∆. (6)
This is a necessary condition for the use of the perturba-
tion theory in powers of the interaction.
III. SINGLE-IMPURITY PROPERTIES
First, let us briefly discuss the properties of our model
in the “high temperature” regime, T > TCDW, ∆(T ) = 0.
When U is small, and the temperature is high, the Kondo
correlations at the impurity site are negligible: combining
inequality (6) and inequality TK ≪ U , we derive
TK ≪ U ≪ ∆(0) ∼ TCDW < T (7)
for this regime. Consequently, the interaction at the im-
purity site can be treated perturbatively. Thus, above
the transition into the ordered state our model describes
electrons experiencing potential scattering off the impu-
rity. When we generalize our model to include many
impurities randomly placed in the sample, we should re-
cover the usual phenomenology of a metal with disorder.
The low temperature behavior of the model is much
less trivial, as we will see below. Experimentally, the
magnetic susceptibility starts to diverge when the tem-
perature is significantly smaller than TCDW. Thus, we
will study the regime
T ≪ TCDW. (8)
In this limit the CDW order parameter is independent
of temperature, and it is permissible to use its zero-
temperature value for calculations.
For weak interaction, Eq. (6), perturbation theory is
allowed. To apply the perturbation theory we need to
find the eigenstates and eigenenergies of the unperturbed
Hamiltonian. The unperturbed Hamiltonian is given by
Eq. (1) in which we put U = 0. It can be diagonalized
straightforwardly. It is convenient to introduce a set of
creation operators corresponding to eigenstates with en-
ergy E
AE = δEd
† +
∑
k
βEka
†
1,k + γEka
†
2,k, (9)
where AE satisfies the equation:
[H,AE ] = EAE . (10)
Here δE , βEk, and γEk are c-number coefficients. We
do not show the spin index explicitly since the U = 0
Hamiltonian can be split into two identical Hamiltonians
for two spin projections.
A. Subgap bound state
Equation (10) is equivalent to a system of linear equa-
tions on coefficients δE , βEk, and γEk. For this system
to have a solution, E must satisfy the following equation:
E+ ǫ0−2t2(E+ |∆| cosφ)
∑
k
1
E2 − ǫ2
k
− |∆|2 = 0. (11)
This equation may have a subgap solution |E0| < ∆:
E0 = −ǫ0 − ΓE0 + |∆| cosφ√
∆2 − E20
, (12)
where Γ = 2πt2ρnV (13)
is the width of the impurity level [ρn is the density of
states at the Fermi energy in metallic state, V is the
sample volume]. There is no more than one subgap solu-
tion. It corresponds to an electron bound to the impurity
site. Energy E0 is zero if
ǫ0 = −Γ cosφ. (14)
When the order parameter is large (∆≫ ǫ0,Γ), Eq. (12)
may be solved approximately:
E0 ≈ −ǫ0 − Γ cosφ. (15)
The energy of the bound state depends on the local value
of φ. The density of extended states, which will be eval-
uated below, is also sensitive to φ. These facts are not
surprising: the quantum tunneling between the impurity
and the bands is sensitive to the value of local charge
density, which is proportional to exp(iφ).
B. Density of extended states
The presence of the impurity not only generates the
bound state, but also affects the density of states in the
bulk. For |E| > ∆ the density of extended states can
be calculated with the help of the following trick7. All
eigenenergies are solutions of Eq. (11). Thus, the density
of states is equal to the “density of zeros” for the function:
F (E) = −ǫ0 − E (16)
+ 2t2(E +∆cosφ)
∑
k
1
E2 − ǫ2
k
−∆2 .
3However, this function has not only zeros, but poles as
well. It is convenient to define the following polynomial:
P (E) = F (E)
∏
k
(E2 − ǫ2k −∆2). (17)
This polynomial has identical set of roots as F (E), and
no singularities. Thus, the density of states ρ(E) is equal
to
ρ(E) =
1
π
lim
ω→+0
d
dE
Im [lnP (E + iω)] . (18)
To prove this formula it is enough to notice that its right-
hand side is a sum of delta-functions
∑
n δ(E−En), where
En are the roots of P (E), and, consequently, of F (E).
The right-hand side of Eq. (18) can be calculated in the
thermodynamic limit. For finite ω > 0 one can replace
the sum in the definition of F , Eq. (16), by the integral,
which can be evaluated. Finally, we obtain
ρ(E) = ρ0(E) +
1
π
d
dE
arctan
Γ(E +∆cosφ)
(ǫ0 + E)
√
E2 −∆2 , (19)
ρ0(E) = ρn
E√
E2 −∆2 . (20)
Here ρ0 is the usual BCS-like density of states. The den-
sity of states ρ(E) will be used below to calculate the
average filling fraction of the impurity site.
C. Unperturbed many-electron states
Now, when we have finished describing the single-
electron states of the U = 0 Hamiltonian, we must con-
struct a set of many-electron states, which will be the
starting point of perturbation theory calculations.
It is assumed that at low temperature all negative-
energy extended states are occupied, and positive-energy
extended states are empty. However, the low-lying sub-
gap states may be empty or occupied, depending on
different conditions (temperature, interaction, magnetic
field). To account for these possibilities we will keep track
of four many-electron states |N↑, N↓〉, where numbers
Nσ = 0 or 1 (21)
show how many electrons with spin σ sit at the impurity
bound state. The energy of |N↑, N↓〉 equals to:
E =
∑
σ
Eσ, (22)
Eσ = E0Nσ +
∫
E¯ρ(E¯)Θ(−∆− E¯)dE¯. (23)
Here Θ(x) is the step-function.
D. Filling fraction of the impurity site
To apply the perturbation theory, we will need the
following matrix element:
〈nσ〉 = 〈N↑, N↓| d†σdσ |N↑, N↓〉 . (24)
Since the non-interacting Hamiltonian does not couple
different spin projections, 〈nσ〉 depends on Nσ, but not
onN−σ. Physically, 〈nσ〉 is equal to probability of finding
electron with spin σ on the impurity. Note that this
probability is not equal to Nσ.
To calculate 〈nσ〉 it is convenient to use the Hellmann-
Feynman theorem, which states that, if |ψn(λ)〉 is an
eigenstate of a Hamiltonian H = H(λ):
H(λ) |ψn(λ)〉 = En(λ) |ψn(λ)〉 , (25)
where λ is some parameter, then
∂En
∂λ
= 〈ψn| ∂H
∂λ
|ψn〉 . (26)
Using the latter equation, we can write
〈nσ〉 = −∂Eσ
∂ǫ0
, (27)
where Eσ is determined by Eq. (23). The formula for
〈nσ〉 has two terms:
〈nσ〉 = n0 + n1Nσ, (28)
n0 =
∫
E¯
∂ρ(E¯)
∂ǫ0
Θ(−∆− E¯)dE¯, (29)
n1 =
∂E0
∂ǫ0
. (30)
The quantity n0, Eq. (29) is independent of Nσ, and
identical for both spin projections. It is always non-zero
as long as the impurity level has finite hybridization with
the band electrons. General analytic calculations for n0
are quite cumbersome, however, some simple equations
can be obtained in the limit ǫ0 ≪ ∆. When φ = π2 , for
arbitrary Γ the following relation can be derived:
n0(φ =
π
2
) =
1
2
Γ
Γ +∆
. (31)
If we assume further that Γ < ∆, then
n0(φ = 0) ≃ Γ
∆
(
1
2
− 1
π
). (32)
The second term, Nσn1, obviously depends on the oc-
cupation of the bound state level by an electron with spin
σ. Using Eq. (12) we derive
n1 =
(∆2 − E20)
3
2
(∆2 − E20 )
3
2 + Γ∆(∆ + E0 cosφ)
. (33)
Both n0 and n1 are plotted in Fig. 1. Examining this
figure one can notice that, if E0 < 0 and ǫ0,Γ < ∆, then
the contribution of zone electrons n0 is much smaller than
contribution of the localized electrons n1.
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FIG. 1: (Color online) The dependence of n0 and n1 versus
the impurity level width Γ for different values of φ (phase
φ characterizes the impurity location Rimp relative to the
charge-density wave). For calculations ǫ0 = 0.2Γ was cho-
sen. All curves for n1 start from 1 at Γ = 0, and decrease
when Γ grows. The curves for n0 start from zero at Γ = 0,
and grow when Γ grows.
E. Perturbation theory
In this subsection we calculate first-order correction to
the energy of |N↑, N↓〉 induced by small, but finite U . It
is given by the following matrix element:
∆E = U 〈N↑, N↓| d†↑d↑d†↓d↓ |N↑, N↓〉 = U〈n↑〉〈n↓〉. (34)
Since the non-perturbed Hamiltonian does not couple
spin projections, the latter matrix element factorizes into
a product 〈n↑〉〈n↓〉, which can be evaluated easily:
∆0E = Un
2
0 for N = 0, Sz = 0, (35)
∆1E = Un1n0 + Un
2
0 for N = 1, Sz = ±1/2, (36)
∆2E = U(n1 + n0)
2 for N = 2, Sz = 0, (37)
where ∆NE is the correction for the state with N elec-
trons on the bound state. Of the three possibilities pre-
sented by Eqs. (35), (36), and (37), only N = 1 case cor-
responds to a magnetic state with non-zero spin. This
state becomes the ground state if its energy E0 + ∆1E
is lower than both the energy 2E0 + ∆2E of the state
with two electrons bound to the impurity, and the en-
ergy ∆0E for the state with zero electrons at the bound
state. Therefore, the ground state is magnetic if
− Un21 − Un0n1 < E0 < −Un0n1. (38)
For large ∆≫ ǫ0,Γ the latter condition is equivalent to:
U > ǫ0 + Γcosφ > 0. (39)
Equation (38) allows us to map numerically the phase
diagram of the impurity.
The phase diagrams on the plane (Γ/∆, ǫ0/∆) for dif-
ferent φ are presented in Fig. 2. The value of φ affects
the details of the phase diagram, however, the magnetic
phase exist for any φ.
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FIG. 2: (Color online) The phase diagram of a single impu-
rity on the plane (Γ/∆, ǫ0/∆). The value of U is equal to
0.3∆ The hatched areas correspond to the magnetic phase.
The difference between the three hatched areas is the value of
phase φ, which depends on the location of the impurity rel-
ative to the density wave. Horizontally hatched area (blue)
represents the magnetic phase for φ = 0. Crisscrossed area
(green) represents the magnetic phase for φ = π/2. The area
hatched by slanted (red) lines represents the magnetic phase
for φ = π.
This phase diagram is valid as long as the perturbation
theory is justified. One can use the perturbation theory
if the bound state energy E0 lies sufficiently far from the
edges of the continuous spectrum. Thus, for small U our
phase diagram is valid even for large ǫ0,Γ <∼ ∆.
In Fig. 3 the phase diagram of a single impurity is
shown on a different plane. This time, the horizontal
axis represents φ, the vertical axis – interaction parame-
ter U/Γ. The magnetic phase corresponds to the colored
(yellow) area. It is easy to see that, if |ǫ0| < Γ, then
for any non-zero value of U there is finite interval of φ,
where the impurity is magnetic. For relatively small in-
teraction U ≪
√
Γ2 − ǫ20 the width of such an interval is
determined by the following formula
δφU =
2U√
Γ2 − ǫ20
. (40)
If the impurities are randomly distributed along the
CDW then even weak repulsion can magnetize at least
part of them. In the next section we will discuss how this
affects the experimentally observed quantities.
IV. THERMODYNAMIC PROPERTIES OF AN
IMPURITY ENSEMBLE
In the previous section we learned that a weakly in-
teracting impurity in a CDW material may have mag-
netic ground state. In this section we will demonstrate
that in a system with finite concentration of such impu-
rities the magnetic susceptibility diverges at zero tem-
perature, while the heat capacity at finite temperature
demonstrates pronounced peak at weak magnetic field.
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FIG. 3: (Color online) The phase diagrams of the impurity
for three different value of the on-site potential ǫ0. Vertical
axis is the Coulomb repulsion U , the horizontal axis is φ.
Colored (yellow) area shows the magnetic phase. Panel (a)
corresponds to ǫ0 = −0.5Γ, panel (b) corresponds to ǫ0 =
0.5Γ, panel (c) corresponds to ǫ0 = 1.5Γ.
A. Susceptibility of a single impurity
We start our analysis with calculation of the partition
function of a single impurity placed in magnetic field.
Only |N↑, N↓〉 states contribute to the thermodynamic
properties at low temperature and magnetic field. Their
energies are:
ǫ1 = Un
2
0, (41)
ǫ2,3 = E0 + Un0(n1 + n0)± h, (42)
ǫ4 = 2E0 + U(n1 + n0)
2, (43)
where ǫ1 is the energy of the state with zero localized
electrons on the impurity. This energy is determined
by Coulomb repulsion Un20 between bulk electrons tun-
neled to the impurity site. Energies ǫ2,3 correspond to
the states with one localized electron. They have finite
Zeeman energy h2,3 = ±µBB. When there are two elec-
trons on the impurity site, their energy ǫ4 is composed
of two contributions: the single-electron energy 2E0, and
the electron-electron interaction energy U(n0 + n1)
2. In
the above expressions we did not include explicitly the ki-
netic energy of the zone electrons. Since the occupation
numbers of bulk states does not change at low T and
h, this portion of energy is identical for all four states
|N↑, N↓〉.
The corresponding partition function is:
Z =
4∑
i=1
e−βǫi, where β = 1/T. (44)
It can be used to find the free energy F = −T lnZ, which,
in turn, is used to calculate the magnetic susceptibility
of the impurity:
χ = −∂
2F
∂h2
|h=0 = 2β
eβE0 + 2 + e−β(E0+U)
. (45)
Within the framework of our formalism the renormalized
energies in this equation equal to:
E0 = E0 + Un0n1, (46)
U = Un21 (47)
These expressions are obtained using the perturbation
theory. However, Eq. (45) is more general: it captures
the physics of an Anderson impurity in an insulating envi-
ronment. This equation retains its physical meaning even
when the perturbation theory is invalid. In this case, of
course, simple perturbation theory results, Eqs. (46) and
(47), must be discarded. Instead, parameters E0 and U
should be derived using a more advanced technique (e.g.,
mean field theory).
At small T the susceptibility diverges:
χ(T ) ≈ 1
T
, (48)
provided that E0 < 0 and E0 +U > 0 at the same time.
Otherwise, the susceptibility vanishes at T = 0.
B. Susceptibility of the impurity ensemble
Of course, in a sample numerous impurities exist. If
the impurities are not too dense, they can be treated
independently. To study a macroscopic sample in the
diluted limit single-impurity properties must be averaged
over an ensemble of impurities.
To perform the averaging we assume that all impuri-
ties have the same values of the “internal” parameters
U , Γ, and ǫ0. The phase φ, on the other hand, will be
treated as a random variable homogeneously distributed
over the interval of (0, 2π). This means that the locations
of the impurities do not correlate with the charge-density
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FIG. 4: (Color online) The ensemble-averaged magnetic sus-
ceptibility 〈χ〉 versus temperature T for different values of the
Coulomb repulsion U/Γ. Other parameters are: ǫ0 = 0.1Γ,
Note that Γ > ǫ0. When this condition is met, the suscepti-
bility diverges at small T for arbitrary weak U . By contrast,
the ensemble of U = 0 impurities has finite susceptibility at
T = 0.
modulations in the CDW phase, which is equivalent to
weak pinning of the CDW by the impurities. (The case
of strong pinning will be briefly discussed in Sec. V.)
The ensemble of this type has an interesting property:
if Γ > ǫ0, then for any non-zero U a finite fraction of
the impurities are in the magnetic state. In other words,
arbitrary small interaction is sufficient to generate the di-
vergent susceptibility of the ensemble. The results of nu-
merical calculations illustrating this point are presented
in Fig. 4. There the dependence of the ensemble-averaged
magnetic susceptibility 〈χ〉 is shown as a function of tem-
perature for different values of the repulsion U . If there
is no interaction, then 〈χ(T )〉 is finite for any tempera-
ture. However, the susceptibility demonstrates 1/T di-
vergence (the Curie’s law) even for weak U . The smaller
the interaction, the lower the temperature at which the
susceptibility starts to diverge.
C. Ensemble heat capacity
Besides the susceptibility, the heat capacity of o-TaS3
as a function of temperature and magnetic field has been
measured1,9. It is not difficult to extend the formalism
of the previous subsection for calculation of the impurity
ensemble heat capacity CV. It equals to:
CV(T, h) = −T ∂
2〈F (T, h)〉
∂T 2
, (49)
where 〈F 〉 denotes the ensemble-averaged free energy.
The dependence of CV on Zeeman energy h for fixed
temperature is presented in Fig. 5. As we can see, if
U = 0, the heat capacity is quite insensitive to weak
magnetic field. However, for non-zero interaction CV be-
comes a non-monotonous function of the magnetic field,
with maximum near h ∼ T . The maximum is associ-
ated with the contributions of those impurities on which
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FIG. 5: (Color online) The heat capacity CV of the impurity
ensemble versus Zeeman energy h for different values of the
interaction parameter U . For calculations we used Γ = 50T
and ǫ0 = T . If U = 0, the heat capacity is virtually field
independent at small h. For non-zero U finite concentration
of the magnetized impurities emerge, and CV develops maxi-
mum at weak field h ∼ T . We see also that the interaction U
significantly enhances the weak field heat capacity.
exactly one electron resides. Since the number of such
impurities in the ensemble grows when U increases, the
weak field heat capacity may be significantly enhanced by
the interaction, as one can see from the graphs in Fig. 5
V. DISCUSSION
A. Comparison to experiment
Above we proposed a mechanism describing the emer-
gence of localized magnetic momenta in a material with
CDW order. Within the framework of our model we were
able to show that the magnetic susceptibility of the sys-
tem diverges at low T . This behavior resembles the phe-
nomenology observed in experiments on o-TaS3, Ref. 1,
and YTe3 and LaTe3, Ref. 4,5. Specifically, the suscepti-
bility of o-TaS3 is virtually temperature-independent for
a broad range of temperatures, both above and below
its CDW transition temperature of TCDW = 218K. How-
ever, below ∼60K the susceptibility diverges as T → 0.
Ref. 1 explored the details of this divergence.
Non-magnetic tritellurides YTe3 and LaTe3 demon-
strated diamagnetic susceptibility with weak tempera-
ture dependence4,5. However, below ∼ 10K divergent
paramagnetic contribution appears, see Fig. 6.1 of Ref. 4.
While that contribution has been dismissed as being due
to contamination by magnetic atoms, no experimental
proof to this statement has been offered. Obvious simi-
larity between the behavior of the quasi-two-dimensional
and quasi-one-dimensional materials suggests that, be-
side contamination, other options must not be dismissed
off hand. Clearly, the susceptibility divergence of both
TaS3 and the tritellurides is in agreement with the con-
clusions of our study.
Another interesting experimental feature of o-TaS3 is
7the sensitivity of its heat capacity to low magnetic field.
In Ref. 2 it has been reported that at T = 0.1K the
field-sensitive contribution to CV passes through maxi-
mum when the magnetic field B is equal to 0.1T. Such
a magnetic field corresponds to the Zeeman energy h =
µBB = 0.065K. This is consistent with the heat capacity
behavior presented in our Fig. 5: if U > 0, then CV(h)
has a pronounced maximum at h ∼ T .
B. Spin-spin interaction
Our model qualitatively reproduces both the suscepti-
bility divergence and the sensitivity of the heat capacity
to the magnetic field, yet, there are obvious discrepancies
with the data. On experiment the susceptibility diverged
with fractional exponent; the heat capacity demonstrated
hysteresis when magnetic field was varied.1,2. To describe
these phenomena the model of non-interacting impurities
is insufficient. It is likely that interaction between impu-
rity spins must be accounted for. For example, random-
exchange antiferromagnetic Heisenberg model has been
mentioned in Ref. 1 as a possible low-temperature effec-
tive theory responsible for the fractional exponent in the
susceptibility data. However, a study of such an interac-
tion is beyond the scope of this paper.
C. Strength of the effective Coulomb interaction
Our investigation demonstrates that the repulsion be-
tween electrons on the impurity site U is of crucial im-
portance for non-trivial magnetic properties of the CDW.
The non-zero U is necessary to explain both the diver-
gence of the magnetic susceptibility (see Fig. 4), and the
low field peak of the heat capacity (see Fig. 5).
Given such a sensitivity to U , we would like to discuss
its value. Clearly, we can give reasonable estimate for
the interaction strength only when the nature of the im-
purities is known. If we deal with an atomic impurity,
the value of U may be as high as eV or several eV due to
strong localization of the atomic orbitals. For such a high
value of the interaction the perturbation theory is not ap-
plicable. Instead, one should use the mean field theory
to find the impurity magnetization self-consistently. As
for the main conclusions of our study, they remain un-
changed. However, if such high-U impurities were indeed
present in the material, they might form localized mag-
netic momenta even in the metallic phase (provided that
ǫ0 < 0) even in the metallic phase. Yet, it appears that at
high temperature nothing anomalous has been reported.
On the other hand, visually examining experimental
data in Fig. 1a of Ref. 1, we notice that the susceptibility
of TaS3 starts to grow below ∼ 100K. If we interpret
this observation within the framework of our model, the
following rough estimate U ∼ 100K = 10meV can be
made. Such a small value of U could mean one of two
things. Either (i) the effective value of U experiences
strong renormalization due to, for example, hopping to
the bulk, or (ii) that “the impurities” are, in fact, shallow
defects due to structural imperfections.
The decreasing renormalization of U due to hopping is
quite expected. However, to justify case (i) the renormal-
ization must be very strong: about two orders of mag-
nitude, from ∼ eV to ∼ 10meV. It is not clear if this
could be rationalized for a real material. However, if it
is indeed possible, then our formalism may be straight-
forwardly applied to such a system.
Regarding case (ii), our model cannot be immediately
applied to such “impurities”: the hybridization Hamil-
tonian, Eq. (4), corresponds to a very localized impurity
state, which hybridizes with the band states atR = Rimp
only. However, the main conclusions of our analysis en-
dure.
To prove the latter statement, consider the following
reasoning. Let us model the crystal imperfections by spa-
tial variation of the single-particle potential V = V (R).
It is finite near the imperfection:
V (R) ∼ V0 < 0, if |R| < R0, (50)
and zero otherwise. In a gapful environment, like CDW
material, if V0 is sufficiently deep, and R0 is sufficiently
large, the imperfection may host a subgap localized state.
Due to very extended wave function the effective U for
such a state is low. However, for a shallow subgap state
even weak U might be sufficient to push the second elec-
tron out, generating a spinful ground state. An ensemble
of these states would demonstrate both the divergent sus-
ceptibility, and the low field peak of CV(h).
D. Strong versus weak pinning
When we averaged over the impurity ensemble in sub-
section IVB, we assumed that the positions of impurities
and the order parameter phase φ are not correlated. This
assumption is equivalent to homogeneous distribution of
φ in the impurity ensemble.
However, in general, the CDW pinning introduces the
correlation between the impurity position and the phase
φ. Indeed, an impurity and the CDW interact. The
corresponding pinning energy is a periodic function of
φ. An impurity ensemble introduces local distortions to
the CDW to minimize the pinning energy at the expense
of the CDW elastic energy. For weakly pinned CDW
this distortion is weak. In this situation the correlation
between impurity positions and φ may be neglected.
In the opposite limit of strong pinning a given impu-
rity strongly distorts the CDW to choose a particular
value of φ, which minimizes the pinning energy function.
In such a regime the assumption of homogeneous distri-
bution of φ is, clearly, invalid. Instead, a distribution
function would concentrate around a particular value (or
values) of φ. This, however, does not affect the major
conclusions of our study. Specifically, both the diver-
gence of the susceptibility and the low field maximum
8of the heat capacity are consequences of the impurities
hosting spins. To generate at least some amount of the
spinful impurities the ensemble we have introduced in
subsection IVB requires arbitrary weak U . For different
distribution function it may be necessary for U to exceed
some critical strength Uc. If U > Uc, then both divergent
susceptibility and non-monotonous field-dependent heat
capacity should be expected.
E. Mechanism of Vakhitov et al.
A possible theoretical mechanism explaining genera-
tion of the magnetic moments in CDW state has been
proposed in Ref. 8 by Vakhitov and co-authors. In that
reference a strongly anisotropic quasi-one-dimensional
(Q1D) metal interacting with phonon mode has been
studied. The metal undergoes the Peierls transition at
some finite temperature. It was demonstrated that, un-
der suitable conditions, an impurity introduced into such
a system traps an unpaired electron. These impurities,
randomly scattered over the sample, are responsible for
the low-temperature susceptibility enhancement.
While several basic ingredients of the model of Ref. 8
are similar to the assumptions of the present paper, there
is an important distinction: the proposal of Ref. 8 relies
heavily on the bosonization of one-dimensional electrons.
As such, it can be applied to study of Q1D systems,
like o-TaS3 and blue bronze Rb0.3MoO3. However, non-
magnetic tritellurides LaTe3 and YTe3 are quasi-two-
dimensional. Thus, it appears important to develop an
alternative mechanism, operational beyond Q1D realm.
Our formalism relies not on the bosonization, but rather
on the mean field theory for the Fro¨lich Hamiltonian.
The mean field approach may be used for quasi-two-
dimensional, three-dimensional and, with certain care10,
even for Q1D systems. Consequently, our mechanism has
a much wider applicability range.
VI. CONCLUSIONS
In conclusion, we have proposed a possible mechanism
responsible for the generation of the localized magnetic
moments in a material with CDW. Its main idea is quite
generic: for an Anderson impurity in an insulating en-
vironment one can always find a parameter range where
the impurity hosts a single electron spin. Using the per-
turbation theory in the impurity interaction strength U ,
we mapped the zero-temperature phase diagram of a sin-
gle impurity. It consists of magnetic and non-magnetic
phases. The presence of the magnetic phase can affect
the thermodynamic properties of a diluted ensemble of
such impurities. It was determined that the ensemble’s
susceptibility diverges at low temperature, and the heat
capacity demonstrates marked dependence on weak mag-
netic field. Both theoretical findings are consistent with
the experimental observations in some CDW materials.
The mechanism is fairly robust in the sense that the
nature of the impurity and some other details are not very
important. While our Hamiltonian described a point-like
impurity, an extended shallow level bound to a defect
may be considered instead. At the same time, the mech-
anism is not universal: if the ensemble parameters lie out-
side the relevant region, no localized magnetic moments
appear, and the material has trivial magnetic properties.
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