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Abstract
We present a type of single-hidden layer feedforward neural networks with sigmoidal nondecreasing activation
function. We call them ai-nets. They can approximately interpolate, with arbitrary precision, any set of distinct data
in one or several dimensions. They can uniformly approximate any continuous function of one variable and can be
used for constructing uniform approximants of continuous functions of several variables. All these capabilities are
based on a closed expression of the networks.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
An interpolation problem is given by a set of ordered pairs
(x0, f0), (x1, f1), . . . , (xn, fn), (1)
where S={x0, x1, . . . , xn} ⊂ Rd is a set of distinct vectors and {fi/i=0, . . . , n} is a set of real numbers.
We say that the function f : Rd → R is an exact interpolant of (1) if
f (xi) = fi (i = 0, 1, . . . , n).
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Consider the following set of functions
Ndn+1, =
⎧⎨
⎩N(x) =
n∑
j=0
cj(wj .x + bj )/wj ∈ Rd, cj , bj ∈ R
⎫⎬
⎭ ,
where w.x denotes the usual inner product of Rd and  is a function from R to R. We call
• single layer feedforward networks to the elements ofNdn+1,,• activation function to ,
• inner weights to the coefﬁcients wj and bj ,
• outer weights to the coefﬁcients cj .
When  is a sigmoidal function, that is, it veriﬁes limt→−∞ (t) = 0 and limt→∞ (t) = 1, we call
• single layer feedforward neural networks to the elements ofNdn+1,,• neuron to each addend of N(x).
It iswell known that single layer feedforward networkswith atmostn+1 addends (elements ofNdn+1,)
can learn n+ 1 distinct samples (xi , fi) with zero error (exact interpolants) and the inner weights can be
choosen “almost” arbitrarily.
Several proofs of this fact have been proposed
• Proofs of analytical type are given in [12–14,20,24]. Ito and Saito [14] prove that if the activation
function is sigmoidal, continuous and nondecreasing, then the interpolation can be made with inner
weights wj ∈ Sd−1 (Sd−1 ≡ {x ∈ Rd/x21 + x22 + · · · + x2d = 1}).
In [20] Pinkus proves the same result but  only needs to be continuous in R and not a polynomial.
• Algebraic proofs which have a more constructive character can be found in [11,22,23,26]. Shrivastava
and Dasgupta [23] give a proof for logistic sigmoidal activation functions and then, they prove the
theorem (by means of an asymptotic procedure) for activations functions , such that (0) = 0 and
−1 exists.
Sartori and Antsaklis [22] consider that  is any nonlinear function. Huang and Babri [11] criticize
the above proof because they consider that it has a less general validity. They give a proof for arbi-
trary bounded nonlinear activation functions which have a limit at one inﬁnity, that is, there exists
limt→∞ (t) or limt→−∞ (t).
With regard to the problem of ﬁnding the weights of the network, all the algebraic proofs ﬁx the inner
weights in a more or less “arbitrary way” and the outer weights are obtained by solving a (n+1)×(n+1)
linear system.
Other direct approaches for obtaining the weights are more cumbersome, for example, Barhen et al. [3]
connect a virtual input layer to the nominal input layer by a special nonlinear transfer function and to the
ﬁrst layer by regular (linear) synapses.A sequence of alternating direction singular value decompositions
is then used to determine precisely the interlayer weights.
Li [17], considers that ism-times continuously differentiable on an interval containing  and(k)() =
0 (0km − 1). He gives an algorithm to approximately interpolate n samples that consists of the
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following steps:
• Solve a (n + 1) × (n + 1) linear system.
• Find the inverse of a (n + 1) × (n + 1) Vandermonde matrix.
• Estimate the maximum of a function on an interval.
The procedures cited above can be scarcely effective, especially, when the number of neurons is large.
Even the most simple (algebraic) methods require to invert an (n+ 1)× (n+ 1) dense matrix. Therefore,
we can state the following problem:
Problem I. Is there a way to ﬁnd the weights of an exact neural interpolant without training?
Let  be a positive real number, we say that the function g : Rd → R is an -approximate interpolant
of (1) if
|g(xi) − fi |<  (i = 0, 1, . . . , n).
Given an arbitrary function g, we deﬁne the interpolation error of g relating to problem (1) as
max
i=0,1,...,n |g(xi) − fi |.
Approximate interpolants are used in [24] as a tool for studying exact interpolation. In this reference it
is proved that if arbitrary precision approximate interpolants exist in a linear space of functions, then an
exact interpolant can be obtained in that space (Lemma 9.1). Furthermore, Sontag gives a proof of the
following fact:
“If  is sigmoidal, continuous and there exits a point c such that ′(c) = 0, then an interpolation
problem with 2n+ 1 samples can be approximated with arbitrary precision by a net with n+ 1 neurons”
(Proposition 9.4).
Although this proof (based on the induction principle) can be made constructive, the determina-
tion of the weights requires to solve n times a set of one variable equations, in the most favorable
case.
On the other hand, most of the methods of approximation by neural networks are reduced to the search
of approximate interpolants. These are usually obtained by
• local optimization techniques (gradient descent, second order training methods,...),
• global optimization procedures (stochastic optimization, methods based on homotopy,...).
The connection between approximate interpolants and uniform approximation in the context of
Probabilistic (Computational) Learning Theory can be found in [1,2].
We can state the following problem:
Problem II. Existence and construction of neural -approximate interpolants for arbitrary values of .
It is clear that a solution to this problem gives a procedure for solving the Problem I in practice.
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In this paper we give a solution to Problem II, that is, for any interpolation problem (1) and for any
precision , we show a constructivemethod for obtaining a family of -approximate interpolants inNdn+1,(if  is sigmoidal and nondecreasing).
This paper is organized in six sections. Section 2 gives a new and quantitative proof of the fact that
n + 1 hidden neurons can learn n + 1 distinct samples with zero error. Based on this result, Section 3
introduces the approximate interpolation nets (ai-nets) in the unidimensional case. These networks do not
require training and can approximately interpolate an arbitrary set of distinct samples.We give a rigorous
upper bound of the interpolation error and show that it basically depends on a real parameter (A) and the
number of neurons n + 1 of the network.
The remaining sections show some applications of ai-nets.
Section 4 gives a constructive proof of the uniform convergence of ai-nets to any continuous func-
tion of one variable (if  is the logistic sigmoidal function). Lemma 8 and Theorem 3 describe such a
neural network whose weights are explicitly known. Although Cardaliaguet et al. [4] have also proposed
approximants with similar features, our approach presents some advantages:
• It provides a genuine neural network, that is, the activation function is sigmoidal. In [4] the activation
functions are “bell-shaped” and even with the transformation proposed in Section 3.1.4 the result is a
neural network with additional terms that depend on the number of neurons.
• Obtaining the number of neurons n as a function of the precision  is an easy task in Lemma 8, but it
is much more difﬁcult in [4].
Although other constructive proofs of the Cybenko’s theorem, with more general activation functions,
have been proposed [5,8,19], we give a more general approximation operator obtained from ai-nets.
In this way, we show a connection between interpolation and approximation in the context of neural
networks.
Corollary 3 provides a procedure of uniform approximation of functions of several variables, based on
ai-nets.
Section 5 extends the concept of ai-net to multidimensional domains.
Section 6 provides some concluding remarks.
2. Existence of exact neural interpolants (ei-nets)
Let P= {x0 = a, x1, . . . , xn = b} be any partition of the ﬁnite interval [a, b] ⊂ R. We want to ﬁnd a
neural net N that exactly interpolates the data
(x0, f0), (x1, f1), . . . , (xn, fn),
where fi ∈ R (i = 0, 1, . . . , n), that is
N(xi) = fi (i = 0, 1, . . . , n).
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Deﬁne the following quantities
0 ≡ 0,
i ≡ xi − xi−1 (i = 1, . . . , n),
M ≡ max
i=1,...,n i ,
m ≡ min
i=1,...,n i ,
r ≡ m/M ,
ij ≡ i + i+1 + · · · + j (if i < j),
ii ≡ i (i = 0, 1, . . . , n).
From the above deﬁnitions, we have
0<r1,
i
j
r (i, j = 1, . . . , n). (2)
From now on, we consider that (t) is a sigmoidal nondecreasing function, that is
1. limt→∞ (t) = 1.
2. limt→−∞ (t) = 0.
3. If t1 t2, then (t1)(t2).
The third condition seems scarcely restrictive in practice, in fact [9] gives seven examples of sigmoidal
functions and all of them are nondecreasing.
We look for a function of type
N(x) =
n∑
j=0
cj(wjx + bj ), (3)
such that
n∑
j=0
cj(wjxi + bj ) = fi (i = 0, 1, . . . , n). (4)
Or, in vectorial form
Mc = f .
The inner weights of the network are determined by the following procedure:
Let A be a positive real variable. Let  and  be positive and negative constants, respectively. For
j = 0, . . . , n − 1 we consider the following systems
wjxj + bj = A,
wjxj+1 + bj = A,
288 B. Llanas, F.J. Sainz / Journal of Computational and Applied Mathematics 188 (2006) 283–308
and
wnxn−1 + bn = (2 − )A,
wnxn + bn = A.
That is, for each neuron j (except the last one) we can choose its value in xj near cj and its value in
xj+1 near 0 when A is large enough. The solution of the above systems is as follows:
wj =  − 
xj+1 − xj A (j = 0, 1, . . . , n − 1),
bj = xj+1 − xj
xj+1 − xj A (j = 0, 1, . . . , n − 1),
wn =  − 
xn − xn−1A,
bn = (2 − )xn − xn−1
xn − xn−1 A.
A neural network of type (3), that satisﬁes (4) and with inner weights given by the above expressions,
will be called ei-net (exact interpolation net) for the points ((x0, f0), (x1, f1), . . . , (xn, fn)). From now
on, we denote it by Ne(x,A).
If we replace each xj by its concrete value we have
wj =  − 
j+1
A (j = 0, 1, . . . , n − 1),
bj =
(
 + ( − )(a + 0 + 1 + · · · + j )
j+1
)
A (j = 0, 1, . . . , n − 1),
wn =  − 
n
A,
bn =
(
 + ( − )b
n
)
A.
Hence, the entries of the matrix M are
Min = 
((
 + ( − )i+1 n
n
)
A
)
(i = 0, 1, . . . , n − 1),
Mij = 
((
 + ( − )i+1 j
j+1
)
A
)
(i < j <n),
Mii = (A) (i = 0, 1, . . . , n),
Mi+1 i = (A) (i = 0, 1, . . . , n − 1),
Mij = 
((
 + ( − )j+2 i
j+1
)
A
)
(ji − 2, i = 2, . . . , n).
Let us now introduce some previous deﬁnitions and lemmas.
If S is a square matrix we denote by det(S) its determinant and by St its transpose.
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Lemma 1. Let S = (s0, s1, . . . , sn) be a square matrix with column vectors sj . If we deﬁne
Sd ≡ (s0 − s1, s1 − s2, . . . , sn−1 − sn, sn),
we have that
det(S) = det(Sd).
Proof. Apply the properties of the determinants. 
A square matrix S = (Sij ) is strictly diagonally dominant if
|Sii |>
n∑
j=0
j =i
|Sij |
for i = 0, 1, . . . , n.
Lemma 2 (Lascaux and Theodor [16, p. 70]). Strictly diagonally dominant matrices are invertible.
Lemma 3. Let a0, a1, . . . , an be n+1 arbitrary real numbers.We deﬁne an+1 ≡ 0 and the ﬁnite sequence
a0 − a1, a1 − a2, . . . , an−1 − an, an − an+1.
If k ∈ {0, 1, . . . , n} we have
ak − ak+1 >
n∑
i=0
i =k
(ai − ai+1),
if and only if
ak > ak+1 + a02 . (5)
Proof. If k = 0,
n∑
i=1
(ai − ai+1) = a1.
If k = n,
n−1∑
i=0
(ai − ai+1) = a0 − an.
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If n = 0 and k = 0,
n∑
i=0
i =k
(ai − ai+1) = a0 − ak + ak+1.
The second term in the above equations is lower than ak − ak+1 if and only if (5) holds. 
We can now state
Theorem 1. There exists a real number A∗ such that if A>A∗, then the matrix M is invertible.
Proof. From now on, we shall denote  −  by .
From Lemmas 1 and 2 it is enough to study when (Mt)d is strictly diagonally dominant.
As the rows of thematrixMt are strictly decreasing ﬁnite sequenceswe can applyLemma3 to determine
the conditions on A,  and  that make (Mt)d strictly diagonally dominant.
The following n + 1 conditions must hold
(A) > 2(A),
2(A) > 2(A) + 
((
 + 12
)
A
)
,
2(A) > 2(A) + 
((
 + 123
)
A
)
,
. . . . . . . . . ,
2(A) > 2(A) + 
((
 + 1n−1n
)
A
)
,
2(A) > 
((
 + 1nn
)
A
)
.
Deﬁne
g(A) ≡ 2(A),
g0(A) ≡ 4(A),
g1(A) = 2(A) + 
((
 + 12
)
A
)
,
. . . . . . . . . ,
gn−1(A) ≡ 2(A) + 
((
 + 1n−1n
)
A
)
,
gn(A) ≡ 
((
 + 1nn
)
A
)
.
We have limA→∞ g(A) = 2, limA→∞ g0(A) = 0 and limA→∞ gk(A) = 1 (k = 1, . . . , n).
From the deﬁnition of limit with
•  = 12 , there exists A′ such that if A>A′, then g(A)> 32 .
•  = 32 , there exists A0 such that if A>A0, then g0(A)< 32 .
•  = 12 , there exists Ak such that if A>Ak , then gk(A)< 32 for k = 1, . . . , n − 1.
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Hence, if we take A∗ = max(A′, A0, A1, . . . , An−1), it follows that if A>A∗, then
g(A)> 32 >gk(A) (k = 0, 1, . . . , n). 
In the case of the logistic sigmoidal activation function
s(x) = 1
1 + e−x ,
a sufﬁcient condition for the existence of ei-nets is:
Corollary 1. If the activation function is the logistic sigmoidal, and the following inequality
eA
(
1 − eA
1 + 3eA
)
> 1.
holds, then M is invertible.
Proof. The n + 1 conditions of Theorem 1 hold if the following inequalities
(A)> 2(A), (6)
2(A)> 2(A) + (( + 	)A) (for all 	> 0), (7)
2(A)> (( + 
)A) (for all 
1) (8)
are satisﬁed.
If (x) = s(x), (6) can be written as
1
1 + e−A >
2
1 + e−A ,
which is equivalent to
eA − eA − 2> 0. (9)
Inequality (7) can be written as
2
1 + e−A >
2
1 + e−A +
1
1 + e−(+	)A ,
this is equivalent to
eA − eA − e−A + 2
e	A
(e−A − e−A) − 3> 0. (10)
If the inequalities
eA − eA − e−A − 3> 0, (11)
and
e−A − e−A > 0, (12)
both hold, then (10) is satisﬁed.
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Inequality (8) can be written as
2
1 + e−A >
1
1 + e−(+
)A .
As A> 0, this inequality always holds, in effect
2 + 2e−Ae−
A > 2> 1 + e−A.
Now, if
eA
(
1 − eA
1 + 3eA
)
> 1,
we have
eA(e−A − 1)> e−A + 3,
hence
eA(e−A − 1) − 2> 1 + e−A.
This implies (9) and (11).
Finally, as A> 0
e−A − e−A > e−A − 1> 0,
and (12) follows. 
Notes
1. In the common case in that = 1 and =−1, the second inequality of Corollary 1 can be written as
eA
(
1 + e−A
1 + 3e−A
)
> 1.
If we make the change of variable y = eA, this is equivalent to
y2 − 2y − 3> 0.
Therefore, if A> ln(3) then, M is invertible.
2. The procedure for determining the inner weights is a modiﬁcation of the method proposed in [11].
We could obtain a more general formulation considering the systems
wjxj + bj = g1(A),
wjxj+1 + bj = g2(A),
for j = 0, . . . , n − 1, and
wnxn−1 + bn = 2g1(A) − g2(A),
wnxn + bn = g1(A),
where g1 and g2 verify limA→+∞ g1(A) = +∞ and limA→+∞ g2(A) = −∞.
As the above conditions guarantee that g1(A)>g2(A) in an interval (Ap,+∞), for some Ap0, the
proof of Theorem 1 remains valid with slight changes.
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3. Unidimensional neural approximate interpolants
LetP={x0 =a, x1, . . . , xn =b} be any partition of the interval [a, b] ⊂ R. Consider the interpolation
problem
(x0, f0), (x1, f1), . . . , (xn, fn).
Deﬁne the following neural network
Na(x,A) ≡
n−1∑
j=0
(fj − fj+1)
(
( − )Ax
xj+1 − xj +
xj+1 − xj
xj+1 − xj A
)
+ fn
(
( − )Ax
xn − xn−1 +
(2 − )xn − xn−1
xn − xn−1 A
)
, (13)
where  and  are positive and negative real constants respectively.
This neural network will be called an ai-net for the points ((x0, f0), (x1, f1), . . . , (xn, fn)). We prove
in this section that ai-nets are approximate interpolants that are arbitrarily near of the corresponding ei-net
(same A,  and ) when the parameter A increases. We note that Na(x,A) and Ne(x,A) differ only in
the outer weights, which are given explicitly by (13) in the case of an ai-net.
Let us now introduce some previous deﬁnitions and lemmas.
In Cn+1 we introduce the norm
‖z‖1 = |z0| + |z1| + · · · + |zn|,
where |z| = √zz¯ (z¯ is the conjugate of the complex number z).
In the space of complex (n + 1) × (n + 1) matrices the induced matrix norm is
‖B‖1 ≡ max
j=0,...,n
(
n∑
i=0
|bij |
)
.
Lemma 4 (Kress [15, p. 80]). Let B and B + B be complex, invertible matrices. Let z and z + z be
vectors such that
Bz = b,
(B + B)(z + z) = b,
then
‖z‖1
‖z‖1 cond1(B)
‖B‖1
‖B‖1
⎛
⎜⎜⎝ 1
1 − cond1(B)‖B‖1‖B‖1
⎞
⎟⎟⎠ ,
where cond1(B) = ‖B‖1‖B−1‖1 is the condition number of B.
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Deﬁne the functions
1(A) ≡ 1 − (A),
2(A) ≡ (A),
(A) ≡ max(1(A), 2(A)).
We have that limA→∞ (A) = 0.
Theorem 2. There exists a real number A1 such that if A>A1, then
|Ne(x,A) − Na(x,A)|< 2(n + 1)(A)1 − 2(n + 1)(A)
⎛
⎝n−1∑
j=0
|fj − fj+1| + |fn|
⎞
⎠ , (14)
for all x ∈ [a, b].
Proof. We shall consider that A>A∗ (Theorem 1).
The nets can abridgedly be written as
Na(x,A) =
n∑
j=0
c′j(wjx + bj ),
and
Ne(x,A) =
n∑
j=0
cj(wjx + bj ).
The coefﬁcients c′j and cj are, respectively, solutions of the systems
Uc′ = f and Mc = f ,
where
U =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 . . . 1 1 1
0 1 1 . . . 1 1 1
0 0 1 . . . 1 1 1
.. .. .. . . . .. .. ..
0 0 0 . . . 1 1 1
0 0 0 . . . 0 1 1
0 0 0 . . . 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
and
c′ =
⎛
⎜⎝
c′0
c′1
..
c′n
⎞
⎟⎠ , c =
⎛
⎜⎝
c0
c1
..
cn
⎞
⎟⎠ , f =
⎛
⎜⎝
f0
f1
..
fn
⎞
⎟⎠ .
By considering in Lemma 4
B = U, z = c′, M = B + B, z + z = c, b = f ,
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we have
‖c − c′‖1
‖c′‖1 ‖U
−1‖1‖M − U‖1
(
1
1 − ‖U−1‖1‖M − U‖1
)
. (15)
We need an upper bound of the expression
‖U−1‖1‖M − U‖1.
From the explicit values of Mij (Section 2), we have that if A> 0 and i = 0, 1, . . . , n − 1
|Min − 1| = 1 − 
((
 + i+1n
n
)
A
)
< 1 − (A)(A),
if i < j <n
|Mij − 1| = 1 − 
((
 + i+1 j
j+1
)
A
)
< 1 − (A)(A),
if i = 0, 1, . . . , n
|Mii − 1| = 1 − (A)(A),
if i = 0, 1, . . . , n − 1
|Mi+1 i | = (A)(A).
Finally, if ji − 2 and i = 2, . . . , n
|Mij | = 
((
 − j+2 i
j+1
)
A
)
< (A)(A).
Hence
‖M − U‖1 <(n + 1)(A).
On the other hand
U−1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 −1 0 . . . 0 0 0
0 1 −1 . . . 0 0 0
0 0 1 . . . 0 0 0
.. .. .. . . . .. .. ..
0 0 0 . . . 1 −1 0
0 0 0 . . . 0 1 −1
0 0 0 . . . 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
hence
‖U−1‖1 = 2,
so that
‖U−1‖1‖M − U‖1 < 2(n + 1)(A). (16)
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There exists a number A′ such that if A>A′, then 2(n + 1)(A)< 1. Then, from (15), (16) and
considering that the function g(x) = x/(1 − x) is strictly increasing on (−∞, 1), it follows that
‖c − c′‖1 < 2(n + 1)(A)1 − 2(n + 1)(A)‖c
′‖1. (17)
On the other hand
|Ne(x,A) − Na(x,A)| =
∣∣∣∣∣∣
n∑
j=0
(cj − c′j )(wjx + bj )
∣∣∣∣∣∣

n∑
j=0
|cj − c′j | = ‖c − c′‖1.
Finally, from (17) we have that if A>A1 = max(A′, A∗), then
|Ne(x,A) − Na(x,A)|< 2(n + 1)(A)1 − 2(n + 1)(A)
⎛
⎝n−1∑
j=0
|fj − fj+1| + |fn|
⎞
⎠ . 
If the values fi are the images of xi under a real function f, the second factor in (14) can be bounded
as follows
• If f is of bounded variation on [a, b]
V ba (f ) + |f (b)|.
• If f is continuously differentiable on [a, b](
max
x∈[a,b] |f
′(x)|
)
(b − a) + |f (b)|.
• If f is Lipschitz on [a, b] and L is a Lipschitz constant (Section 4)
L(b − a) + |f (b)|.
In the case of the logistic sigmoidal activation function we can ﬁnd a more sharp bound. If we deﬁne
 ≡ min(||, ||) we have:
Corollary 2. If (x) = s(x), there exists a real number A2 such that if A>A2, then
|Ne(x,A) − Na(x,A)|< 4e
−A
1 − e−rA − 4e−A
⎛
⎝n−1∑
j=0
|fj − fj+1| + |fn|
⎞
⎠ (18)
for all x ∈ [a, b].
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Proof. Consider that A>A∗ > 0. By (2), ij r for i, j = 1, . . . , n, and therefore, the sum of terms of
the kth column of the matrix whose entries are the absolute value of the entries of M −U ,Sk (1k <n),
can be bounded as follows
1 − s
((
 + (1+···+k)k+1
)
A
)
< e−(+kr)A,
1 − s
((
 + (2+···+k)k+1
)
A
)
< e−(+(k−1)r)A,
. . . . . .. . . ,
1 − s
((
 + kk+1
)
A
)
< e−(+r)A,
1 − s(A)< e−A,
s(A)< eA,
s
((
 − k+2k+1
)
A
)
< e(−r)A,
s
((
 − (k+2+k+3)k+1
)
A
)
< e(−2r)A,
. . . . . .. . . ,
s
((
 − (k+2+k+3+···+n)k+1
)
A
)
< e(−(n−k−1)r)A.
Hence
Sk <
e−A(1 − e−(k+1)rA)
1 − e−rA +
eA(1 − e−(n−k)rA)
1 − e−rA <
e−A + eA
1 − e−rA .
As
e−Ae−A, eAe−A.
We have
Sk <
2e−A
1 − e−rA .
This bound is also valid for the columns 0 and n.
Therefore
‖M − U‖1 < 2e
−A
1 − e−rA ,
and
‖U−1‖1‖M − U‖1 < 4e
−A
1 − e−rA .
There exists a real number A′′ such that if A>A′′, then
4e−A
1 − e−rA < 1.
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Fig. 1. Na in the case of sin(2x).
Therefore, if A>A′′
‖c − c′‖1 < 4e
−A
1 − e−rA − 4e−A ‖c
′‖1,
and if A>A2 = max(A′′, A∗), then
|Ne(x,A) − Na(x,A)|< 4e
−A
1 − e−rA − 4e−A
⎛
⎝n−1∑
j=0
|fj − fj+1| + |fn|
⎞
⎠ . 
Fig. 1 shows the graph of Ne(x,A) (continuous line) and Na(x,A) (discontinuous line) as A increases.
We have considered the interpolation problem (circles) of the function sin(2x) on 11 points, the logistic
sigmoidal activation function,  = 1 and  = −1.
4. Uniform approximation by means of ai-nets
In this section we use the results of the previous one for obtaining constructive methods for the uniform
approximation of continuous functions. To simplifymatters, we restrict ourselves to the logistic sigmoidal
activation function. Let us now introduce some deﬁnitions and auxiliary results.
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Let f be a function deﬁned on [a, b]. The modulus of continuity of f on [a, b], is deﬁned for > 0 by
(f, ) = sup
x,y∈[a,b]
|x−y|
|f (x) − f (y)|.
Lemma 5 (Rivlin [21, p. 14]). f is continuous on [a, b] if and only if
lim
→0 (f, ) = 0.
Lemma 6. Let f be a continuous function on [a, b]. For each > 0 there exists a piecewise linear function
l such that
|f (x) − l(x)|<  for all x ∈ [a, b].
Proof. From Lemma 5, for each > 0 there exists > 0 such that(f, )<  if < . Consider a partition
P= {x0, . . . , xn} of [a, b] such that |xi+1 − xi |<  for i = 0, . . . , n − 1 and deﬁne
l((1 − )xi + xi+1) = (1 − )f (xi) + f (xi+1) for  ∈ [0, 1].
Then, if x = (1 − )xi + xi+1, we have
|f (x) − l(x)|(1 − )|f (x) − f (xi)| + |f (x) − f (xi+1)|< . 
We consider in this section ai-nets, with the following features
• The partition of [a, b] is uniform, that is, xj = a + b−an j (j = 0, 1, . . . , n).• A depends on n, that is, A = A(n).
• The real numbers fj are the images of xj under a function f
fj = f (xj ) = f
(
a + b − a
n
j
)
.
Then, if > 0 and < 0 are real constants we can deﬁne
Na(x,A) ≡
n−1∑
j=0
(fj − fj+1)s
(
( − )A(n)x
xj+1 − xj +
xj+1 − xj
xj+1 − xj A(n)
)
+ fns
(
( − )A(n)x
xn − xn−1 +
(2 − )xn − xn−1
xn − xn−1 A(n)
)
.
Lemma 7. Let s(x) be the logistic function, we have:
If 	> 0, then lim
x→∞ xs(	x)(1 − s(	x)) = 0, (19)
s(x)(1 − s(x)) 14 for all x ∈ R, (20)
lim
x→∞
ln(x)
x
= 0. (21)
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Proof. All these results can easily be obtained using techniques of differential calculus. 
A function f is Lipschitz on [a, b] if there exists a constant L> 0 such that
|f (x) − f (y)|L|x − y|
for all x, y ∈ [a, b]. We say that L is a Lipschitz constant for f.
Lemma 8. Let f be a Lipschitz function on [a, b]. For all > 0, there exists a function A(n) and a natural
number N such that
|f (x) − Na(x,A(n))|< 
for all n>N and for all x ∈ [a, b].
Proof. Let x ∈ [a, b], and suppose that x ∈ [xJ , xJ+1], then
|f (x) − Na(x,A)| = |f (x) − f (xJ ) + f (xJ ) − Na(xJ ,A) + Na(xJ ,A) − Na(x,A)|
 |f (x) − f (xJ )| + |f (xJ ) − Na(xJ ,A)| + |Na(xJ ,A) − Na(x,A)|
= |f (x) − f (xJ )| + |Ne(xJ ,A) − Na(xJ ,A)| + |Na(xJ ,A) − Na(x,A)|

L(b − a)
n
+ |Ne(xJ ,A) − Na(xJ ,A)| + |Na(xJ ,A) − Na(x,A)|. (22)
From (18), if A>A2
|Ne(x,A) − Na(x,A)|< 4e
−A
1 − e−A − 4e−A (L(b − a) + |f (b)|). (23)
The third addend in (22), can be bounded if we compute the derivative of Na(x,A) for x ∈ (xJ , xJ+1).
If we use the notation
sd(wjx + bj ) ≡ s(wjx + bj )(1 − s(wjx + bj )),
and 0<J <n − 1, we have
|N ′a(x,A)| =
∣∣∣∣∣∣
J−1∑
j=0
A(fj − fj+1)
xj − xj+1 s
d(wjx + bj ) + A(fJ − fJ+1)
xJ − xJ+1 s
d(wJ x + bJ )
+
n−1∑
j=J+1
A(fj − fj+1)
xj − xj+1 s
d(wjx + bj ) − f (b)An
b − a s
d(wnx + bn)
∣∣∣∣∣∣

J−1∑
j=0
∣∣∣∣fj − fj+1xj − xj+1
∣∣∣∣Asd(wjx + bj ) +
∣∣∣∣fJ − fJ+1xJ − xJ+1
∣∣∣∣Asd(wJ x + bJ )
+
n−1∑
j=J+1
∣∣∣∣fj − fj+1xj − xj+1
∣∣∣∣Asd(wjx + bj ) + |f (b)|Anb − a sd(wnx + bn)
nALs(A)(1 − s(A)) + AL
4
+ |f (b)|An
b − a s(A)(1 − s(A)).
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This inequality is also valid for J = 0 and n − 1 and is based on the following facts
• If x /∈ [A, A] then s(x)(1 − s(x))s(A)(1 − s(A)).
• (20).
• Lipschitz property of f.
Now we can give a bound of the third addend in (22). We have for some x∗ ∈ (xJ , xJ+1)
|Na(x,A) − Na(xJ ,A)| = |N ′a(x∗, A)||x − xJ |
(nALs(A)(1 − s(A)) + AL
4
+ |f (b)|An
b − a s(A)(1 − s(A)))
b − a
n
(L(b − a) + |f (b)|)As(A)(1 − s(A)) + AL(b − a)
4n
.
We must ﬁnd a number N such that if n>N , (23) and the following inequalities
4e−A
1 − e−A − 4e−A (L(b − a) + |f (b)|)<

4
, (24)
AL(b − a)
4n
<

4
, (25)
(L(b − a) + |f (b)|)As(A)(1 − s(A))< 
4
, (26)
L(b − a)
n
<

4
, (27)
hold.
If we take A = ln(np) with p> 0 there exists a natural number NA(p) such that if n>NA(p), then
A = ln(np)>A2.
Eq. (24) changes into
4n−p
1 − n−p − 4n−p (L(b − a) + |f (b)|)<

4
,
and there exists a natural number N1(p) such that if n>N1(p), this inequality holds.
Eq. (25) can be expressed as
pL(b − a) ln(n)
n
< .
From (21) there exists a natural number N2(p) such that if n>N2(p), this inequality is satisﬁed.
Eq. (26) changes into
(L(b − a) + |f (b)|)p ln(n)s(p ln(n))(1 − s(p ln(n)))< 
4
.
From (19) there exists a natural number N3(p) such that if n>N3(p), this inequality holds.
Finally, there exists a natural number N4 such that if n>N4, (27) is satisﬁed.
The result follows if we take
N = max(NA(p),N1(p),N2(p),N3(p),N4). 
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Fig. 2. Uniform convergence of ai-nets: sin(x).
Theorem 3. Let f be a continuous function on [a, b]. For each > 0 there exists a function A(n) and a
natural number N such that
|f (x) − Na(x,A(n))|< 
for all n>N and for all x ∈ [a, b].
Proof. From Lemma 6 we can ﬁnd a piecewise linear function l 
2
such that
|f (x) − l 
2
(x)|< 
2
for x ∈ [a, b].
As l 
2
is Lipschitz on [a, b], we can apply Lemma 8 and ﬁnd A(n) and N such that
|l 
2
(x) − Na(x,A(n))|< 2 for x ∈ [a, b] and n>N .
The result follows from the above inequalities. 
Figs. 2 and 3 show the uniform convergence of ai-nets when n andA increases. Here we have considered
 = 1,  = −1 and p = 3.
Theorem 3 can be extended to the multidimensional case according to the procedures given in [5,10].
We follow the ﬁrst approach, less general but more constructive.
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Fig. 3. Uniform convergence of ai-nets: |x|.
Corollary 3. Let f (x) be a continuous function on I = [0, 1]d . For each > 0 there exists a neural
network
N(x) =
n∑
j=0
cj s(wj .x + bj ),
where wj ∈ Rd , cj , bj ∈ R such that
|N(x) − f (x)|<  for all x ∈ I .
Proof. We only give the main steps of the proof. Details can be consulted in [5].
• Extend f (x) to be a 2-periodic even function with respect to every variable xi, i = 1, . . . , d., g(x)
deﬁned on J = [−1, 1]d .
• By a result on Bochner–Riesz means [25, p. 256] and by the evenness of g(x), we have that for any
> 0, there exists R> 0 such that for any x = (x1, . . . , xd) ∈ J∣∣∣∣∣∣
∑
|m|R
cm1...md cos(m1x1 + · · · + mdxd) − g(x1, . . . , xd)
∣∣∣∣∣∣<

2
,
where cm1...md are real numbers, m = (m1, . . . , md) ∈ Zd and |m|2 = m21 + · · · + m2d .• Deﬁne u = m.x and approximate cos(u) by an ai-net. 
304 B. Llanas, F.J. Sainz / Journal of Computational and Applied Mathematics 188 (2006) 283–308
5. Multidimensional neural approximate interpolants
Let the function f : Rd → R and let S = {x0, x1, . . . , xn} ⊂ Rd be a set of distinct vectors. If
{fi/i = 0, . . . , n} is a set of real numbers, we search for a neural network N such that
N(xi) = fi (i = 0, 1, . . . , n).
Lemma 9 (Huang and Babri [11], Shristava and Dasgupta [23]). Let S = {x0, x1, . . . , xn} ⊂ Rd be a
set of distinct vectors, then there exists a vector w such that the n + 1 inner products
w.x0,w.x1, . . . ,w.xn,
are different from each other.
The set of w that verify the above condition is the complement of a ﬁnite union of lower dimensional
hyperplanes. Then we can pickw according to any distribution having a density (with respect to Lebesgue
measure) and ﬁnd with probability 1, a w that works. From now on, w denotes a ﬁxed vector that veriﬁes
the condition in Lemma 9.
If we reorder the points of S in such a way that
w.x0 <w.x1 < · · ·<w.xn,
we can obtain the expression of a multidimensional ai-net, simply, replacing x by w.x in (13), that is
Na(x,w, A) =
n−1∑
j=0
(fj − fj+1)
(
( − )Aw.x
w.xj+1 − w.xj +
w.xj+1 − w.xj
w.xj+1 − w.xj A
)
+ fn
(
( − )Aw.x
w.xn − w.xn−1 +
(2 − )w.xn − w.xn−1
w.xn − w.xn−1 A
)
. (28)
The corresponding ei-net Ne(x,w, A) can be obtained by replacing (fj − fj+1) with cj and fn with
cn in (28). A multidimensional version of Theorem 1 can be stated using arguments similar to the ones
in Section 1.
If we deﬁne
j ≡ w.xj − w.xj−1 (j = 1, . . . , n),
M ≡ max
j=1,...,n j ,
m ≡ min
j=1,...,n j ,
r ≡ m/M .
We have, using the notation of Section 3
Theorem 4. Let Na(x,w, A) be the multidimensional ai-net deﬁned in (28). Then, there exists a real
number A3 such that if A>A3,
|fi − Na(xi ,w, A)|< 2(n + 1)(A)1 − 2(n + 1)(A)
⎛
⎝n−1∑
j=0
|fj − fj+1| + |fn|
⎞
⎠
for i = 0, 1, . . . , n.
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Proof. If we replace in (28) w.x by t and w.xj by tj , we have the function
Na(t, A) =
n−1∑
j=0
(fj − fj+1)
(
( − )At
tj+1 − tj +
tj+1 − tj
tj+1 − tj A
)
+ fn
(
( − )At
tn − tn−1 +
(2 − )tn − tn−1
tn − tn−1 A
)
.
This is the unidimensional ai-net for the problem
(ti, fi) (i = 0, 1, . . . , n).
It is clear that Na(xi ,w, A) = Na(ti, A) for i = 0, 1, . . . , n.
If we consider the exact interpolation net Ne(t, A), that by Theorem 1 exists if A>A∗, we have
|fi − Na(xi ,w, A)| = |fi − Na(ti, A)| = |Ne(ti, A) − Na(ti, A)|.
From Theorem 2, the result follows. 
In the case of logistic sigmoidal activation function we have the following result:
Corollary 4. Let Na(xi ,w, A) be the multidimensional ai-net deﬁned in (28). Then there exists a real
number A4 > 0 such that if A>A4,
|fi − Na(xi ,w, A)|< 4e
−A
1 − e−Ar − 4e−A
⎛
⎝n−1∑
j=0
|fj − fj+1| + |fn|
⎞
⎠
.
Fig. 4 shows the multidimensional ai-net corresponding to the function z = x + y on the 49 points
{(i, j)/0i6, 0j6}. We have considered w = (1, 10) and A = 5.
Fig. 5 shows the multidimensional ai-net corresponding to the above function, but the 49 points
have been equidistantly placed on the intersection of the straight line y = 10x and the square [0, 6]×
[0, 6]. In this case the approximation to the function z = x + y is much better than in the above
case.
Multidimensional ai-nets are constant in the hyperplanes orthogonal to w, therefore, in general, we
cannot obtain a good approximation by a only ai-net. For example, in the case of functions from R2 to R,
the graph of the corresponding bidimensional ai-nets are ruled surfaces.
6. Conclusions
Wegive a new and quantitative proof of the fact that a single layer neural networkwith n hidden neurons
can learn n distinct samples with zero error.
Based on this result we introduce a family of neural networks (ai-nets). These networks can approxi-
mately interpolate n samples in any dimension with arbitrary precision and without training. We give a
rigorous bound of the interpolation error.
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Fig. 5. Interpolation of z = x + y. Interpolation points on the straight line y = 10x.
As an application, we prove, in the unidimensional case and with logistic activation function, that
ai-nets can be used as uniform approximation operators for continuous functions. These operators are
somewhat more general than those presented in [5,8,19]. In this way, we give a connection between
interpolation and approximation in the case of neural networks.
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From Lemma 8 and the deﬁnitions in Section 5, we can prove that a multidimensional ai-net can
uniformly approach, without training, a linear function deﬁned on a simplex of Rd . This opens the way
to the study of localized approximation [6,7,18] based on ai-nets. This topic will be addressed in future
work.
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