ABSTRACT Augmented reality (AR) capabilities on handheld mobile devices are increasing; therefore, interaction with a virtual scene is a key feature to explore the full potential of mobile AR. One of the primary interaction tasks is 3D target selection. Because touch screens provide a direct means of interaction with AR content by directly touching and manipulating AR elements, touch-based interaction is a natural and appealing style of input for AR applications. However, developing AR selection techniques for handheld devices using touch screens is not a straightforward task. One issue is that while interacting with AR targets, users occlude the targets with their fingers. Furthermore, because the user's finger covers a large area of the screen, the size of the target users can touch is limited. In addition, in a 3D AR environment, it is difficult to select targets by touch when they are occluded from each other due to differences in spatial depth. In this paper, we present four novels AR selection techniques for handheld mobile devices that can precisely select targets with small sizes even when they are occluded. Then, we present the results of an experimental study in which we evaluated the usability, performance, and error rate of our proposed and existing AR selection techniques.
I. INTRODUCTION
Today, the popularity of augmented reality (AR) applications in mobile devices is increasing, and handheld devices with AR capabilities are becoming common. State of the art mobile devices provide real-time 3D rendering of dense virtual scenes, which are blended with the live image of the built-in mobile camera. The limitations of the mobile context, including the small physical screen size and limited input modalities, can be overcome to some extent by AR interaction. The mobile device acts as ''a window into the virtual world.'' In handheld mobile AR, 3D interaction with a virtual scene is a key feature to explore the full potential of mobile AR. One of the primary interaction tasks is 3D target selection.
Three-dimensional interaction techniques have been extensively studied in immersive virtual environments with the use of head-mounted displays and tracking devices, such as data gloves, and on desktop VR configurations with a keyboard and mouse. Several researchers have studied 3D interaction techniques that approach the richness of reality, particularly for desktop and large-scale interactions. Shneiderman [1] examined features for increasing the usability of 3D user interfaces primarily for desktop and near-to-eye displays and proposed general guidelines for UI developers. These guidelines include better use of depth cues, particularly occlusion, shadows, and perspective, taking into account the limited angle of the view position, contrast with the background, and other considerations. Bowman et al. analyzed interaction techniques common in 3D user interfaces and developed a taxonomy of universal tasks for interacting with 3D virtual environments: selection and manipulation of virtual targets; travel and way finding within a 3D environment; issuing commands via 3D menus; and symbolic input, such as text, labels, and legends. Defining appropriate 3D interaction techniques is still an active field [2] .
A number of user input alternatives currently exist on mobile devices, including the use of touch screen-based inputs, inertial trackers, and camera-based tracking, each with advantages and disadvantages. Among them, multi-touch interfaces have emerged as the standard input technique.
Because touch-based interaction provides a direct means of interacting with AR content, it is also a natural and appealing style of input for AR applications. Inertial trackers, such as three-axis acceleration sensors and gyroscopes for rotational sensing, also have the potential to increase the richness of interaction with handheld devices.
Although touch-based interaction provides a direct means of interacting with AR content, developing AR interaction techniques for handheld devices with multi-touch displays is not a straightforward task. Due to the small size of the device, the area of interaction and display is limited. Interacting with an AR target using multi-touch input, users often occlude the target with their fingers [3] . The smallest size of the targets that users can touch on the screen is limited. With the increasing complexity of AR scenes, this limitation is becoming a major issue. Another problem is that in a 3D AR environment, when the targets are occluded from each other due to the difference in spatial depth, it becomes difficult to select by touch. Therefore, it is difficult to perform a precise, pixel-level selection in dense or occlusive environments with varying target sizes [4] .
For these reasons, the selection technique must provide the possibility to disambiguate and precisely select desired targets even if they are partly occluded or completely hidden by other virtual scene targets. In dense virtual environments with targets of high visual similarity, selecting a target can be difficult or even impossible with existing selection techniques. To provide unique selection of a target, the technique should preserve any spatial context to support disambiguation and consist of only single touch interactions to simplify user interaction and minimize selection errors evoked by imprecise touch input.
To address these interaction problems, we present four novel AR selection techniques (PR-Cone-Casting, OffsetRay-Casting, 2D-Grid-Cursor and PR-Bubble-Cursor) for handheld mobile devices that can precisely select targets with small sizes even when they are occluded. PR-ConeCasting, 2D-Grid-Cursor and PR-Bubble-Cursor allow users to point to the desired target in an imprecise or careless manner in order to eliminate the problem of the target is occluded by user's finger.PR-Cone-Casting and PR-BubbleCursor achieve precise selection in a refinement selection step by touching the easily selectable 2D clone representation, even if the desired target is occluded or small.2D-Grid-Cursor achieve precise select an occluded or small target by touching the easily selectable grid cursor. Because single touch input is imprecise, the main idea of these three technologies is to achieve accurate selection occlusive or small AR target by selecting large and easily selectable alternative target. Offset-Ray-Casting solves the problem of finger occlusion by separating the touch point from the cursor position, and it can manipulate the virtual ray movement to point to precisely the desired target by swiping gestures continuously when the target is occluded or small. Although the four novel selection techniques is introduced for precise selection in dense handheld AR environments, they can be applied to all kinds of dense 3D Virtual Execution System (VEs).
Then, we implemented two baseline selection techniques (Ray-Casting and Go-Go) for handheld AR scenarios. Finally, we present the results of an experimental study in which we evaluated the usability, performance, and error rate of the proposed and existing AR selection techniques. Based on these results and findings, we have developed a set of preliminary guidelines regarding target selection in a mobile AR scenario to assist designers with selecting between these techniques.
II. RELATED WORK
Selection is one of the universal interaction tasks [2] in 3D user interfaces (3DUIs) and as such has been extensively studied. While multiple guidelines have been created for developers of 3DUIs, the research has clearly shown that there is no best selection technique for all situations. As shown in the literature, the performance and usability of a selection technique varies greatly, depending on specific task requirements (i.e., target size and distance) and the environment's layout, such as target occlusions and scene density. It always consists of two subtasks: indicating the target and the optional step of confirming the selection. Since many selection approaches exist that have been designed for virtual environments (VEs), we separated related work into selection techniques designed for VEs that can be adapted to AR, and AR selection techniques for handheld mobile touch interfaces.
A. 3D SELECTION IN VEs
Bowman et al. [2] divided selection techniques into four main categories: selection by pointing, selection by touching, selection by occlusion, and indirect selection. Virtual pointing metaphors include, among others, Ray-Casting, Occlusion, Cone-Casting, Aperture, and Flashlight [2] , [3] , [6] , [7] . Virtual-Hand [2] and Go-Go [5] are selection techniques used to touch targets in space. The image-plane technique [3] is a selection technique by occlusion. Selection by attributes [2] is an indirect selection technique. Hybrid techniques exist, such as HOMER [9] , which uses Ray-Casting for target selection and Virtual-Hand for manipulation.
Ray-Casting [13] is a widely used pointing-based technique in which the user points with a virtual ray extending from the hand or input device to specify a target in the scene. This is a bigger issue with Ray-Casting than with other techniques because small hand movements are amplified at the end of long rays, causing Ray-Casting to be less precise as targets get farther from the user. These issues make Ray-Casting difficult to use when the targets have a small visual size [14] , as selecting such targets by pointing requires high levels of precision. In order to address these issues, a number of improvements have been proposed. Even though such techniques improve selection performance in general, they can have a negative effect in very cluttered environments. Cone-Casting [6] , for example, extends ray casting by adding a cone-shaped volume to the ray to make it easier to select distant targets. In cluttered environments, however, many targets will fall inside the cone, so that the user still must point precisely to select the desired target. Go-Go, Aperture, as well as Occlusion require independent tracking of a user's output device and another marker in space. Aperture effectively selects small targets but performs less precisely in a dense group of targets [5] , [2] , [7] . Occlusion has been reported to be imprecise with a dense group of small or distant targets [2] . Go-Go also has low performance when selecting targets in dense environments, but can easily select fully occluded targets in a one-step selection process [2] . Fully occluded targets, however, cannot be selected in a single step with Ray-Casting, Occlusion, Aperture, or Cone-Casting. Another approach is the flexible pointer [12] , in which Ray-Casting rays are bent by the user to point around occluding targets. One Ray-Casting flavor [11] pulls targets closer to the user for easier selection, based on the nearness to the ray, reminiscent of fish eye lenses. Most of these techniques can be classified as immediate selection, since they only require a single high precision selection without refinement.
There are existing progressive refinement techniques in the literature. For example, the Shadow Cone-Casting technique [18] uses continuous movement with cone-casting to disambiguate selection. In [16] , Steed presented a general model for selection using 3D gestures and proposed a range of techniques that can use the same concepts. The DepthRay technique [17] , which adds depth control to the classic Ray-Casting technique to select occluded targets, requires two actions to specify the target. PORT [19] allows the selection of multiple targets and uses a series of movement and resizing actions to define the set of targets. SQUAD [20] and Expand [21] are two-step selection techniques to aid in target selection. Internally they use Sphere-respectively Cone-Casting for target indication. In a refinement selection step, all selected targets are presented in a 2D representation, preserving some spatial context information. Both techniques offer precise selection of partly or fully occluded targets in dense or cluttered environments. To the best of our knowledge, there has been no prior generalization of the progressive refinement concept and no comparison of progressive refinement techniques to immediate techniques.
All these 3D selection techniques were originally designed for input devices and usage environments other than mobile AR. Thus, their performance with multi-touch displays has not been evaluated.
B. SELECTION WITH HANDHELD MOBILE TOUCH INTERFACES
Existing approaches for selecting 3D targets in mobile AR usually employ a simple pointing metaphor triggered by a single touch event on the mobile screen [22] - [24] . However, in a cluttered mobile environment, these approaches lack precision due to users' finger size. To enhance precision in 2D touch interfaces [4] , 2D selection techniques that overcome the problem of finger occlusion on the screen have been presented: Dual-Finger Offset and Dual-Finger Midpoint. These approaches require two hands for precise selection and are therefore not applicable in a mobile AR scenario, where only one hand is available for input. Reference [8] proposed two selection techniques especially designed for handheld AR using two fingers to select small and partly occluded targets in sparse as well as dense AR. This approach is promising but cannot be applied to select targets in the extreme screen corners. Since this reduces the already restricted interaction space even more, it is not an optimal approach on a mobile device such as a smartphone. Additionally, in [8] , the authors demonstrated selection in dense mobile AR using single touch by decoupling the selection point from the physical touch point. Therefore, target occlusion via the finger can be avoided, but the offset is calculated statically. Thus, this approach is not applicable to selecting targets near the screen corners or along the display edges.
III. SELECTION DESIGN
When designing a selection technique for handheld AR, there are important factors that influence performance and ease of use. Due to the physical constraints of the mobile device size and the constraints posed by human fingers, direct manipulation on these displays suffers from limited precision, occlusion problems, and limitations on the size of the scene elements.
In this section, we first summarize the requirements for precise selection in dense, one-handed, handheld AR environments. Then, we develop a set of general design guidelines for mobile AR selection with multi-touch input. Finally, we present the choice of two baseline techniques and the design of four selection techniques.
A. REQUIREMENTS
Since we are aiming at precise selection in dense, one-handed, handheld AR environments, the application scenario's specific characteristics must be considered during the design of selection techniques as well as for choosing baseline techniques to guarantee a fair evaluation. The requirements can be summarized as follows.
1) The multi-touch selection technique should allow the user to perform precise selection of small or occluded targets, as well as targets in dense environments. 2) Independent tracking of a user's interaction device and head is not available compared to (immersive) VEs. Thus, input and output devices comprise a single device. 3) Touch input by fingers can be imprecise due to the large area the user's fingertip covers on the screen. Since only one hand is available for interaction, complex multihand gestures cannot be applied to improve selection precision.
B. DESIGN GUIDELINES
Based on our motivation and the outlined requirements, we developing the following design guidelines to enable VOLUME 7, 2019 precise selection in a dense, one-handed, handheld AR environment. 1) Since targets can be partly occluded or even invisible in dense virtual scenes, it is important to provide a technique that supports the selection of these targets. Furthermore, targets can be highly similar in visual appearance. Thus, it is important to present multiple selected targets in a correct spatial context that assists target disambiguation while taking the limited screen size into account. 2) Considering the mobile usage context, interaction methods should not assume the presence of additional physical tools (such as additional 3D pointing devices) to interact with the device. 3) Unlike exocentric (outside-in) approaches on tabletop 3D techniques handheld mobile AR interaction techniques should focus on the egocentric view. 4) The interactive techniques should provide appropriate feedback to the user, either visually or in another form. For example, throughout the manipulation, the user should experience constant visual/physical connection [10] .
C. BASELINE TECHNIQUES
Most of the popular 3D selection techniques mentioned in Section 2.1 are not designed for mobile environments. Many of them, such as Go-Go or Aperture, require independent tracking of the user's interaction device and head. Furthermore, popular multi-touch selection techniques are aimed at selecting targets in a 2D environment. Hence, direct comparison of these techniques is difficult in a handheld environment. Related work [8] has introduced a qualitative evaluation of 3D selection techniques in handheld AR environments. For performance analysis, they proposed an adaption of Go-Go using swipe gestures to adjust the virtual arm length and multi-touch input to select a target. To compare our novel selection technique with other baseline selection techniques for a summative evaluation, we chose Ray-Casting [2] and GO-GO [5] because they represent selection techniques of virtual pointing metaphors and selection techniques of touch targets in space. Both fulfill the requirements from Section 3.1.
As shown in Figure 1 , Ray-Casting is a simple, onestep selection technique and is widely used in 3D computer and (immersive) VEs. A virtual ray is cast into the virtual scene; targets are selected if the virtual ray intersects them. Ray-Casting is fast and accurate for targets in close range, but it has problems with small targets at a greater distance and with occlusions. To use Ray-Casting in a handheld AR environment, we use the following adaption: Ray-Casting is triggered by a single touch event on the screen; the 2D screen coordinates are back-projected into 3D space, and a virtual ray cast from the virtual camera's position in the direction of the back-projected 3D point into the handheld AR scene.
This direction can be estimated using the 6DOF (degree of freedom) pose of handheld's device that is implicitly given in handheld AR. The first target that the ray hits is selected. Hence, target selection results in a simple single touch experience, which should be easily understandable for users.
As shown in Figure 2 , Go-Go, also implemented as a hybrid technique. This technique allows a virtual hand to point to the desired target by a user's single touch on the screen, which is physically similar to Ray-Casting; to touch the screen and perform swipe up and down gestures to adjust the arm length; and to touch the confirmation button on the screen to select the target that intersected with the virtual hand. However, since the go-go constrains the desired target size with a point cursor, it is difficult to manipulate the virtual hand to point to and touch the occluded target or the small target. 
D. PR-CONE-CASTING
As shown in Figure 3 , PR-Cone-Casting (Progressive Refinement Cone-Casting) is a two-step technique. In the first step, it uses Cone-Casting for target indication, similar to Ray-Casting, by a single touch event on the screen. Users touch the screen and perform swipe left and right gestures to change the apex angle of Cone-Casting. Cone-Casting displays as a ring cursor on the screen. Targets that partially lie inside of the Cone-Casting are considered potential targets. PR-Cone-Casting allows users to point to easily the desired target in an imprecise or careless manner because of the use of the volume cursor, no matter how dense the scene is, or how small the object is, or the target is occluded by user's finger, which differs to the Ray-Casting that must use ray to point to the desired target difficultly. In a refinement selection step, all potential targets are presented in 2D clone's representation without occlusion near the ring cursor on the screen, preserve some spatial context information. The participants select the corresponding target by touching the 2D clone's representation of the target on the screen. Turning occluded and small 3D target selections into unobstructed and larger 2D clone's representation selections solves the imprecise problem when selecting the occluded AR small targets with touch input. Therefore. PR-Cone-Casting offers precise selection of partly or fully occluded targets in dense or cluttered environments.
E. OFFSET-RAY-CASTING
As shown in Figure 4 , Offset-Ray-Casting is a two-step technique. In the first step, the user places the screen cursor near the target displayed on the screen by a single touch on the screen. Similar to Ray-Casting, the 2D screen coordinates of the screen cursor are back-projected into 3D space, and a virtual ray is cast from the virtual camera's position in the direction of the back-projected 3D point into the handheld AR scene. In the second step, the user touches the screen and performs swiping gestures to adjust the position of the screen cursor (also adjusts the position of the virtual light projected in the AR scene) to point to the desired target. The user finishes selecting the target intersected with the virtual light by lifting his or her finger from the screen. The separation between the touch point and the cursor position solves the problem of finger occlusion. Swiping gestures continuously to adjust the position of the virtual ray can manipulate precisely the virtual ray to point to the desired target, making the precise selection when the target is occluded or small.
F. 2D-GRID-CURSOR
As shown in Figure 5 , 2D-Grid-Cursor is a hybrid technique that allows users point a translucent virtual grid cursor, physically similar to Ray-Casting, by a single touch event on the screen; touch the screen and perform swipe up and down gestures to adjust the cursor depth; perform swipe left and right gestures to change cursor size; and touch the part of the grid cursor that intersects the target to confirm the target selection. 2D-Grid-Cursor allows users to point to easily the desired target in an imprecise or careless manner because of the use of the flat cursor, no matter how dense the scene is, or how small the object is, or the target is occluded by user's finger, which differs to the Ray-Casting that must use ray to point to the desired target difficultly. Unlike GOGO, which constrain the desired target size with a point cursor, 2D-Grid-Cursor makes it easier to constrain the desired target size with a flat cursor. It is easier to select an occluded or small target by touching the larger grid cursor to confirm the target selection.
G. PR-BUBBLE-CURSOR
As shown in Figure 6 , PR-Bubble-Cursor (Progressive Refinement Bubble Cursor) is a two-step technique. In the first step, users point the translucent virtual bubble cursor by a single touch on the screen; perform swipe up and down gestures to adjust the cursor depth; and perform swipe left and right gestures to change cursor size. All objects that at least partially lie inside of the virtual bubble are considered potential targets. PR-Bubble-Cursor allows users to capture easily the desired target in an imprecise or careless manner because of the use of the volume cursor, no matter how dense the scene is, or how small the object is, or the target VOLUME 7, 2019 is occluded by user's finger, which differs to the GO-GO that constrains difficultly the desired target size with a point cursor. In a refinement selection step, all potential targets are presented in a 2D clone's representation near the bubble cursor on the screen, preserve some spatial context information. The participant selects the corresponding target by touching the 2D clone's representation of the target on the screen. Turning occluded and small 3D target selections into unobstructed and larger 2D clones representation selections solves the imprecise problem when selecting the occluded AR small targets with touch input. Therefore, PR-Bubble-Cursor offers the precise selection of partly or fully occluded objects in dense or cluttered environments.
IV. CONTROLLED EXPERIMENT
For a comprehensive evaluation of our four proposed AR selection techniques, we conducted a summative evaluation by comparing our techniques with the two baseline techniques mentioned in Section 3.3 in the same selection scenario based on variations in target size and target occlusion level.
A. OBJECTIVES
The main goal of the experiment was to evaluate the performance and ease of use of our four proposed selection techniques compared to the two baseline techniques. In this study, we focused on the selection of targets under occlusion. In designing the experiment, we formulated the following hypothesis: H1: The speed of Ray-Casting is fast, but the accuracy decreases with increased target occlusion level or reduced target size. Ray-Casting is not suitable for selecting smaller targets in an occlusion environment. H2: Go-Go is not affected when the target is occluded, and the accuracy is relatively high, but the selection speed is slow. H3: The accuracy and speed of Offset-Ray-Casting decreases with increased target occlusion level or reduced target size. The performance of 2D-Grid-Cursor is not affected when the target is partially occluded. Offset-Ray-Casting is faster than 2D-Grid-Cursor, but the accuracy of Offset-Ray-Casting is worse than that of 2D-Grid-Cursor. The combined performance of Offset-Ray-Casting and 2D-Grid-Cursor is better than that of Ray-Casting and Go-Go. H4: PR-Cone-Casting and PR-Bubble-Cursor, which are best suited for selecting small targets in a high-occlusion environment, are not affected by the target occlusion level and target size. The combined performance of PR-Cone-Casting and PR-Bubble-Cursor is better than that of Offset-Ray-Casting and 2D-Grid-Cursor.
B. APPARATUS
The experiment was conducted on an iPhone 6 with the IOS 11 operating system. This mobile device has a screen resolution of 750 × 1334 pixels (326 PPI) and a 4.7-inch diagonal length. Test applications were implemented using DuMix AR iOS SDK. Tests were performed while the mobile device was connected to a MacBook Pro, and outputs of the tests, such as task completion time and error rate, were displayed on the DuMix AR Editor console.
C. PARTICIPANTS
We performed this set of experiments on 12 participants (three females and nine males). Participants' ages ranged from 22 to 29 years old, with a median age of 25. Eleven participants used a smartphone with a touch screen, while one used a mobile device with keyboard and non-touch displays. Following Apple's Human Interface Guidelines, among the male and female participants, we assumed an average of 1 cm 2 (44 × 44 pixels) finger size on the screen and did not consider finger size to be a blocking factor for the experiment.
D. EXPERIMENTAL TASK
As shown in Figure 7 , participants were required to test six selection techniques in the same selection scenario. Participants were required to select a spherical target, marked by a green and white grid. From a central starting position, targets appeared randomly in one of nine compass directions at the same distance. For each selection technique, the participants were given five minutes to practice. In the real testing scenario participants could end the practice session at any time once they felt comfortable with the technique. Once completing the practice, the participants were notified that they had five seconds until the formal testing would begin; and once this time was up, they started formal testing. For each selection, the participants were given two seconds to observe the scene and determine where the target to select was located. Then, they clicked the red dot in the center to start the selection (the red dot then disappears). Participants were asked to select the target as precisely as possible, and to do so as quickly as possible. After all the selection tasks were completed, the screen showed the end of the test, and the interactive portion of the study was complete.
E. EXPERIMENTAL DESIGN AND PROCEDURE
We used a within-participants design with three factors:
• Selection technique (Ray-Casting, Go-Go, PR-ConeCasting, Offset-Ray-Casting, 2D-Grid-Cursor, PRBubble-Cursor)
• Target size (Diameter: 0.2 cm, 0.5 cm, and 1cm)
• Target occlusion level (20%, 50%, and 80%) For each technique, each combination of these variables was tested on 12 participants. Therefore, in total, the design of the experiment resulted in 12 participants × 6 techniques × 3 target sizes × 3 target occlusion levels × 3 repetitions for each group × 5 groups = 9720 total trials. To mitigate fatigue, the study was broken into two sessions lasting 20-40 minutes each, for six selection techniques. To reduce learning effects, participants were randomly assigned to start with either technique. For analysis, we collected the size and occlusion level of each selected target. We also collected the time and error rate of each trial.
After the experiment of each technique was completed, participants were given a post-questionnaire (see Table 1 ). All the questions were presented using a 7-point Likert scale, where 1 was the most negative response and 7 was the most positive response. After all the technical experiments were completed, the participants were asked to rank the six techniques from 1 (most preferred) to 6 (least preferred). 
V. RESULTS
We conducted a repeated-measures ANOVA (α = 0.05) for target selection time and accuracy by having selection technique, target size, and target occlusion level as independent variables. Target selection time was defined as the period of time from clicking the red dot to starting the selection to the spherical target at which a highlighted item was selected, measured in seconds(s). When the assumption of sphericity was violated (tested with Mauchly's test), we used Greenhouse-Geisser-corrected values in the analysis. The post hoc tests were conducted using pairwise t-tests with Bonferroni corrections. In our analysis of trial completion time, we discarded trials in which errors occurred and removed outliers that were more than three standard deviations from the group mean (11.6% of the data).
A. ACCURACY
As shown in Figure 8 , we found a main effect on the error rate of the technique (F 2.669, 29.357 = 629.677, P < 0.001). Post hoc tests showed significant differences between Ray-Casting and other techniques (p < 0.001), and there were significant differences between PR-Bubble-Cursor and other techniques (p < 0.02). There were no significant differences between Go-Go and other techniques (p > 0.7), except Ray-Casting and PR-Bubble-Cursor. There were significant differences between PR-Cone-Casting and OffsetRay-Casting (p < 0.005) and between PR-Cone-Casting and 2D-Grid-Cursor (p < 0.02). There was no significant difference between Offset-Ray-Casting and 2D-Grid-Cursor (p = 1.000). PR-Bubble-Cursor had the lowest error rate (M = 0.25%, SD = 0.36%), followed by PR-Cone-Casting (M = 1.17%, SD = 0.74%), Go-Go (M = 2.65%, SD = 1.83%), 2D-Grid-Cursor (M = 4.38%, SD = 2.33%), and Offset-Ray-Casting (M = 5.01%, SD = 2.63%), respectively. Ray-Casting had the highest error rate (M = 40.86%, SD = 3.79%), and the error rate was much higher than with other selection techniques. There were main effects of both target occlusion level (F 3.304, 36.347 = 179.845, p < 0.001) and target size (F 2.698, 29.677 = 48.056, p < 0.001). This indicates that the effects of target occlusion level and target size were so VOLUME 7, 2019 large that the variables were significant overall; but when we examine the interactions, we get a clearer picture of the effects.
As shown in Figure 9 , there was a significant interaction between technique and target occlusion level. As expected, the target occlusion level had no significant effects on the error rate for PR-Cone-Casting, 2D-Grid-Cursor, and PRBubble-Cursor (p > 0.286). The target occlusion level had significant effects on the error rate for Ray-Casting and Offset-Ray-Casting (p < 0.001), and the general trend was that the error rate increased with increased target occlusion level. However, the target occlusion level had a significant effect on the error rate for Go-Go (p < 0.001), and the general trend was that the error rate was reduced with increased target occlusion level. This is a bit surprising because Go-Go was not expected to be affected by the occlusion level of the target. A possible explanation is that inadequate visual feedback can affect the selection of Go-Go. When the occlusion rate is high, the subject will be more careful to complete the selection, resulting in a lower error rate. Post hoc comparisons show that in the low occlusion level and medium occlusion level, there was no significant difference between Go-Go and OffsetRay-Casting (p > 0.15); whereas in the higher occlusion level, the error rate of Offset-Ray-Casting was significantly higher than that of Go-Go (p < 0.003). At all target occlusion levels, there were no significant differences between Go-Go and other techniques (p > 0.05), except Ray-Casting, and there were significant differences between Ray-Casting and other techniques (p < 0.001). However, although not significant, PR-Bubble-Cursor and PR-Cone-Casting had a lower error rate than did Go-Go. As shown in Figure 10 , there was a significant interaction between technique and target size (F 2.698, 29.677 = 48.056, p < 0.001). As expected, the target size had no significant effects on the error rate for PR-Cone-Casting and PR-BubbleCursor (p > 0.06). The target size had significant effects on the error rate for Ray-Casting, Go-Go, 2D-Grid-Cursor, and Offset-Ray-Casting (p < 0.002), and the general trend was that the error rate was reduced with increased target size. Post hoc comparisons show that in large target size and medium target size, there were no significant differences between all techniques (p > 0.09), except Ray-Casting (p < 0.001). For small target size, the error rate of PR-Bubble-Cursor was significantly lower than that of Ray-Casting, Go-Go, OffsetRay-Casting, and 2D-Grid-Cursor (p < 0.002). There were significant differences between Ray-Casting and other techniques (p < 0.001). There were no significant differences between Go-Go and other techniques (p > 0.3), except Ray-Casting and PR-Bubble-Cursor, and the error rate of PR-Cone-Casting was significantly lower than that of OffsetRay-Casting and 2D-Grid-Cursor (p < 0.005).
B. TIME
As shown in Figure 11 , we found a main effect on performance time of the technique (F 1.107, 12.176 = 182.209, p < 0.001). Post hoc tests showed significant differences between all techniques (p < 0.001), except between PR-BubbleCursor and Offset-Ray-Casting (p = 0.525). Ray-Casting had the fastest performance time (M = 0.44s, SD = 0.07s), followed by PR-Cone-Casting (M = 0.68s, SD = 0.05s), Offset-Ray-Casting (M = 1.22s, SD = 0.16s), PR-BubbleCursor (M = 1.29s, SD = 0.13s), and 2D-Grid-Cursor (M = 2.06s, SD = 0.14s), respectively. Go-Go had the slowest completion time (M = 2.75s, SD = 0.56s). There were main effects of both target occlusion level (F 2.22 = 22.547, p < 0.001) and target size (F 1.094, 12.039 = 243.647, p < 0.001). This indicates that the effects of target occlusion level and target size were so large that the variables were significant overall; but when we examined the interactions, we obtained a clearer picture of the effects.
As shown in Figure 12 , there was a significant interaction between technique and target occlusion level (F 2.589, 28.478 = 10.790, P < 0.001). As expected, the target occlusion level had no significant effects on performance time for Ray-Casting, PR-Cone-Casting, 2D-Grid-Cursor, or PR-Bubble-Cursor (p > 0.05). The target occlusion level had significant effects on performance time for Offset-RayCasting (p < 0.001), and the general trend was that the performance time was increased with increased target occlusion level. However, the target occlusion level had a significant effect on performance times for Go-Go (p < 0.001). This is a bit surprising, because it should just constrain the selected target size with a point cursor. A possible explanation is that the visual feedback is inadequate. Although the targetoccluded portion can also be selected by Go-Go, not seeing it will affect the selection. Post hoc comparisons show that in all target occlusion levels, there were significant differences between all techniques (p < 0.006), except between PR-Bubble-Cursor and Offset-Ray-Casting. Although there was no significant difference between Offset-Ray-Casting and PR-Bubble-Cursor in the medium occlusion level and higher occlusion level (p > 0.05), in the medium occlusion level, Offset-Ray-Casting was faster than PR-Bubble-Cursor; whereas in the higher occlusion level, PR-Bubble-Cursor was faster than Offset-Ray-Casting. As shown in Figure 13 , there was a significant interaction between technique and target size (F 1.284, 14.124 = 168.007, p < 0.001). As expected, the target size had no significant effects on the performance time for PR-ConeCasting and PR-Bubble-Cursor (p > 0.05). The target size had significant effects on the performance time for RayCasting, Go-Go, 2D-Grid-Cursor, and Offset-Ray-Casting (p < 0.001), and the general trend was that the performance time was reduced with increased target size. Post hoc comparisons show that in all target sizes, Go-Go was significantly slower than other techniques (p < 0.04), except 2D-Grid-Cursor. In large target size and medium target size, although not significant, 2D-Grid-Cursor was faster than Go-Go (p = 1.00); whereas in small target size, 2D-GridCursor was significantly faster than Go-Go (p < 0.05). In all target sizes, Ray-Casting was significantly faster than other techniques (p < 0.04). In large target size, OffsetRay-Casting was significantly faster than PR-Bubble-Cursor (p < 0.001); whereas in small target size, Offset-Ray-Casting was significantly slower than PR-Bubble-Cursor (p < 0.02).
C. SUBJECTIVE EVALUATION
We conducted Friedman tests on questionnaires followed by pairwise comparison when appropriate. For pairwise comparison, Holm's Sequential Bonferroni adjustment [15] was used at α = 0.05 to control for the chance of Type-I errors.
As shown in Figure 14 , in questionnaire terms of the performance confidence (χ2 (5) = 43.166, p < 0.001), usefulness of using the method for task completion (χ 2 (5) = 51.105, p < 0.001), ease of learning the interaction methods (χ2 (5) = 21.312, p < 0.002), ease of using the interaction method (χ2 (5) = 51.939, p < 0.002), intuitiveness (χ 2 (5) = 19.757, p < 0.002), naturalness (χ2 (5) = 28.096, p < 0.001), mental stress (χ2 (5) = 28.746, p < 0.001), and physical stress (χ2 (5) = 25.512, p < 0.001), the Friedman test showed that there were statistically significant differences between interaction methods.
In general, participants rated PR-Cone-Casting, OffsetRay-Casting, 2D-Grid-Cursor, and PR-Bubble-Cursor higher than Ray-Casting and Go-Go; the highest was for PRBubble-Cursor, followed by PR-Cone-Casting; the lowest was for Go-Go, followed by Ray-Casting. This discovery is consistent with the result of the post questionnaire for the overall rank of method preference. Specifically, for usefulness, participants rated PR-Cone-Casting (p < 0.002), 2D-Grid-Cursor (p < 0.008), and PR-Bubble-Cursor (p < 0.001) significantly higher than Ray-Casting, while there was no significant difference between Offset-Ray-Casting and Ray-Casting (p = 0.096). Figure 15 shows the results of user preference. Of the participants, 58.33% thought PR-Bubble-Cursor was the best, while 33.33% thought PR-Cone-Casting was the best, and 8.33% thought 2D-Grid-Cursor was the best. Interestingly, 58.33% of participants thought Ray-Casting was the worst, while 41.67% thought Go-Go was the worst. There were significant differences in either the most preferred (χ2 (5) = 21.000, p < 0.002) or least preferred rankings (χ2 (5) = 25.000, p < 0.001).
VI. DISCUSSION
We designed the experiment to compare six different AR selection techniques in terms of speed, precision, and subjective evaluation for performing AR selection tasks with a multi-touch handheld device in an occlusion AR scene. Many of the results of our performance study were statistically significant, which enabled us to draw multiple meaningful conclusions.
For [H1], Ray-Casting was faster than other techniques in all combinations of occlusion levels and target sizes. However, the error rate of Ray-Casting increased significantly with an increase in the occlusion level and a decrease in the target size, and the error rate of Ray-Casting was much higher than that of other techniques. The very high error rate indicates that Ray-Casting is not suitable for the target selection task in the occlusion environment. Ray-Casting was rated by the participants as the least favorite technique. Based on these results, [H1] can clearly be supported.
For [H2], Go-Go was slower than other techniques in all combinations of occlusion levels and target sizes, and its accuracy was higher but not the highest. These results can therefore support part of H2. However, the performance of Go-Go is significantly different at different occlusion levels. Therefore, we must note that H2 was not correct in terms of the effects of occlusion level. Subjective evaluations indicate that Go-Go is one of the two techniques that users like the least.
For [H3], Offset-Ray-Casting decreased in speed, and the error rate increased as the occlusion level increased or the target size decreased. The performance of 2D-Grid-Cursor did not change as the occlusion level changed. OffsetRay-Casting and 2D-Grid-Cursor were slightly slower than Ray-Casting, but their accuracy was much higher than with Ray-Casting. Offset-Ray-Casting and Ray-Casting were faster than Go-Go, and their accuracy was similar to that of Go-Go. Offset-Ray-Casting was faster than 2D-Grid-Cursor and had a similar accuracy to 2D-Grid-Cursor. Overall, Offset-Ray-Casting and 2D-Grid-Cursor were better than Ray-Casting and Go-Go, and Offset-Ray-Casting was better than 2D-Grid-Cursor. However, as the occlusion level increased, the performance of Offset-Ray-Casting decreased. At high occlusion levels, the accuracy of 2D-Grid-Cursor was better than that of Offset-Ray-Casting. Based on these results, [H3] can clearly be supported.
For [H4], different occlusion levels and different target sizes did not affect the performance of PR-Cone-Casting and PR-Bubble-Cursor. PR-Bubble-Cursor was the most accurate technique, followed by PR-Cone-Casting. PR-ConeCasting was the fastest technique, except for Ray-Casting, and the selection time was almost one-half that of PR-BubbleCursor. The speed of PR-Bubble-Cursor was only significantly slower than that of Ray-Casting and PR-Cone-Casting. Under the various issues in the main observation review, PR-Cone-Casting and PR-Bubble-Cursor scored the highest two techniques. PR-Bubble-Cursor was the most popular technique among users in the user preference ranking, followed by PR-Cone-Casting. Overall, PR-Cone-Casting and PR-Bubble-Cursor are superior to the other four techniques. Based on these results, [H4] can clearly be supported. It is worth noting that since PR-Cone-Casting and PR-BubbleCursor are progressive refinement techniques, they can preserve some spatial context information; but when there are more targets with the same visual appearance, these two techniques may not be able to select the target correctly.
Based on these results and findings, we have developed a set of preliminary guidelines regarding target selection in a mobile AR scenario: 1) Ray-Casting is not recommended if the target is occluded or is small. However, due to its faster speed, Ray-Casting remains a good alternative for fully visible targets of larger size. 2) Go-Go is not recommended when selecting an AR target on a handheld device using a touch screen. 3) We recommend Offset-Ray-Casting and 2D-GridCursor first when there are many targets and the visual appearance is the same. Among them, Offset-RayCasting is faster, and 2D-Grid-Cursor is more accurate at higher occlusion levels. 4) We recommend PR-Cone-Casting and PR-BubbleCursor first when the visual appearance of the target is different. Among them, PR-Cone-Casting is faster, while PR-Bubble-Cursor is more accurate.
VII. CONCLUSION
In this work we explore AR selection techniques in handheld AR environments by evaluating six techniques. Precise selection of objects when objects are occluded or small in size is our main motivation. Ray-Casting and Go-Go are 3D selection techniques in the literature, and we implemented them for handheld AR scenarios. PR-Cone-Casting, OffsetRay-Casting, 2D-Grid-Cursor and PR-Bubble-Cursor were the four AR selection technologies we proposed for handheld mobile devices. PR-Cone-Casting, 2D-Grid-Cursor and PR-Bubble-Cursor allow users to point to the desired target in an imprecise or careless manner in order to eliminate the problem of the target is occluded by user's finger. Because single touch input is imprecise, the main idea of these three technologies is to achieve accurate selection occlusive or small AR target by selecting large and easily selectable alternative target. Offset-Ray-Casting solves the problem of finger occlusion by separating the touch point from the cursor position, and it can manipulate the virtual ray movement to point to precisely the desired target by swiping gestures continuously when the target is occluded or small. The results of our study indicate that when users select occluded and small targets, the comprehensive performance of PR-Cone-Casting, Offset-Ray-Casting, 2D-GridCursor and PR-Bubble-Cursor is better than Ray-Casting and Go-Go. However, each technology has different performance characteristics when examining scenes with different combinations of occlusion levels and target sizes. As such, we created four guidelines to assist designers with selecting between these techniques and establish some preliminary guidelines for dense AR object selection.
In other dense 3D VEs, it is equally difficult to select targets when they are occluded from each other due to differences in spatial depth. In other interactive interfaces that use touch screen input, it is equally difficult to select small targets due finger occlusion targets and single touch input is imprecise. Therefore, although we tested four novel selection techniques in dense handheld AR environments, they applies for other dense 3D VEs and other interactive interfaces that use touch screen input as well.
