Introduction
During the seventies and early eighties several investigations have been devoted to exploit the potential o ered by a single uniform representation formalism for problem solving. Despite signi cant success in some areas (see, for example, the MYCIN project 1 ), in the mid eighties it became apparent that Knowledge-Based Systems (KBS) aiming at mimic at some extent the ability of human experts in solving complex problems have to exploit di erent kinds of knowledge (for example, knowledge about physical laws). In particular, the limits of an approach based on the exclusive use of heuristic or experiential knowledge have been singled out and the idea of exploiting some form of "deep" knowledge of the domain gained consensus 2 .
The development of knowledge-based systems based on a \deep" model of the domain was made possible by some progresses in the early eighties in the research area currently called \model-based reasoning" 3 . Proposals for representing the structure and function of a device, for reasoning on such a description or for providing a causal account of an evolution have been signi cant steps in extending the capability of KBSs for dealing with complex phenomena. The main common basis of these di erent proposals is the search for a description of the domain which does not depend on the human experience in solving problems and which is strongly related to basic laws of the domain to be modeled.
Among the tasks that have been investigated by model-based reasoning, diagnosis received a lot of attention: signi cant examples of diagnostic systems based on \deep" models have been developed in a variety of elds like digital circuits, mechanical devices, power systems, medicine, etc. (see the projects and the methodologies described in 4;5 ) .
On the other hand the use of just a single formalism for complex tasks (as diagnosis) may be not su cient for solving the problem in an e cient way, so that the opportunity of exploiting more than one type of knowledge (integrating some form of heuristic knowledge with some form of deep knowledge) was pointed out in the mid eighties (see, for example, the manifesto by Steels on Second Generation Expert Systems 2 ).
The idea of using multiple representations for problem solving has attracted a signi cant amount of attention and a number of systems have been developed which are able to solve complex problems, mainly in the area of diagnosis, by exploiting some form of integration and co-ordination among different representations (see 6 for an accurate and in-depth description of the work done in this area).
However, the approach based on multiple representations requires the solutions to not easy problems which can be summarized as 1. the selection of speci c representations which can be actually useful for the task at hand (in our case diagnostic problem solving) 2. the possibility and/or the opportunity of deriving one representation from another. In particular, the possibility of deriving some form of operational or experiential knowledge starting from a "deep" knowledge in order to limit the knowledge acquisition phase to just one representation 3. the way di erent representations are used (and when) by a diagnostic problem solver in order to gain the maximum of e cacy and e ciency The di erent problems are not independent and the solution of one of them may strongly a ect the others. For example, the experience we gained in developing the Check system 7 (a complex architecture for diagnostic problem solving which resulted very useful and innovative) was a clear con rmation of the problem. The choice adopted for the selection of the representations (prototypical descriptions for heuristic knowledge and causal model for the deep model) proved to be very useful for solving problem 1, but prevented us to solve problem 2; for this reason we subsequently explored di erent alternatives: one research direction has culminated in the development of the Aid (Abductive and Iterative Diagnosis) system 8 , where the potential and usefulness of "knowledge compilation" was successfully exploited 9 , while another interesting approach was the combination of Model-Based Reasoning (MBR) with Case-Based Reasoning (CBR). We decided to investigate the potential of Case-Based Reasoning 10 since in the last decade a number of experiments have shown that CBR can play a signi cant role in tasks like diagnostic problem solving 11 or planning 12 . Moreover, experience seems to play a very important role in humans for the shift from novices to experts; in particular, CBR is claimed to be able to mimic (at some extent) the capability of human experts in solving a new case by retrieving similar cases solved in the past and by suitably adapting them to the situation at hand. In the literature on CBR several di erent characterizations of CBR have been proposed and an important distinction is made between Precedent Case-Based Reasoning (where previous solutions to cases similar to the current one are used as a justi cation for the solution of the current case with almost no adaptation) and Case-Based Problem Solving where retrieved solutions relative to previous similar cases need to be adapted to t the current situation.
The present chapter summarizes some of the work done in the last few years at the Dipartimento di Informatica of the University of Torino in combining Case-Based Reasoning (in particular Case Based Problem Solving) and ModelBased Reasoning for diagnostic problems and singles out some problems which requires further investigation.
The chapter is organized as follows: next section points out the basic assumptions underlying our work in diagnostic problem solving, section describes the formalism of causal model, section provides a logical characterization of diagnostic problem solving and a sketch of the mechanism for diagnostic problem solving adopted in the model-based component, section describes the approach to multiple representations (initially proposed in 13 ) based on the exploitation of a case memory and the integration of Case-Based Reasoning with ModelBased diagnostic reasoning; in section we nally discuss at what extent the integrated architecture addresses (and solves) the problems mentioned above.
Basic assumptions
In order to make clear the pros and cons of the approach we have developed it is important to make explicit the basic assumptions on the kind of models we have at disposal and the nature of the diagnostic problem solving.
We assume that there is a su cient amount of domain knowledge to be able to write down a "deep" model of the domain . In the following we will use a causal model, but most of the work presented here can be adapted without much e ort to the case where the domain is represented by means of a set of models, each one describing a single component of the system and such that, for each component, the di erent behavioral modes are taken into account 14;15 .
We also assume that the deep model is correct and reasonably complete (see discussion in the next section for the notion of completeness we refer to). We are interested in diagnostic problem solving where the solution of the problem is fault identi cation rather than just fault localization (in other words we are interested to know which are the faults or why there is some fault rather than just to know which components in a system are faulty). Moreover, we want to be able to deal with di cult problems such as multiple faults and symptom masking.
Causal Model Formalism
Let us brie y discuss the causal model formalism, while in the next section we will address the problem of the formal characterization of diagnostic problem upon which the model-based reasoner performs its task. A causal model is composed by a set of logical formulae which expresses di erent kinds of relationships among entities belonging to di erent types. The formalism is actually more structured than as presented here, but we will focus our attention just on major features. We identify di erent kind of entities corresponding to the following sets of symbols:
State symbols represent non-observable internal states of the modeled system; in particular, if the causal model is used to capture the faulty behavior of a system, each state in the network will correspond to a faulty situation.
Initial cause symbols represent the initial perturbations (initial states) that may lead the system to a given behavior.
Context symbols represent contextual conditions that may in uence the behavior of the modeled system (in other words exogenous parameters).
Manifestation symbols represent observable parameters in the modeled system which are the observable consequences of the behavior of the system. In particular, if the causal model describes the faulty behavior, manifestations can be seen as symptoms.
Each one of these entities is characterized by a set of admissible values so that we can identify di erent instances of them; for example, the manifestation high temperature indicator ( Since the assumption that complete models can be built is not realistic in many real-world domains, the formalism allows one to represent incomplete knowledge. Two di erent forms of incompleteness can be captured: some of the causes of a state may be abstracted or, given a cause-e ect relation, some of its preconditions may be abstracted in the model. The fact that some cause of a state S is missing can be modeled by introducing an extra unknown initial cause and connecting it to S. In order to deal with the latter case, we introduce the possibility of labeling a relation as a May one; such a label expresses ignorance about the actual conditions and processes underlying the relationship itself. May relations are modeled in the logical language by introducing a new entity, represented by an Assumption symbol, that is put in conjunction with the rest of the precondition. In the following we will denote as Abducible symbols the union of the set of the Initial cause and Assumption symbols.
In Fig. 1 we report a simple model of the faulty behavior of a car engine. We use a graphical notation to sketch the structure of the causal model (the graph can be thus regarded as a Causal Network). Elliptic boxes correspond to State symbols, double-lined elliptic boxes to Initial cause symbols and rhomboidal boxes denote Manifestation symbols and double rectangular boxes to Context (only an acronym is used for each symbol; the legenda 
Characterization of Diagnostic Problems
In the past years we have developed 14 a formal theory of model-based diagnosis able to capture classical notions of model-based diagnosis.
De nition 1 A diagnostic problem DP can be described as a 4-tupla < T; CXT; HY P; < + ; ? >>, where: T is the set of logical formulae constituting the causal model; HY P is a set of ground atoms denoting the Abducibles in terms of which diagnostic solutions are expressed (in other words HY P contains the Assumption symbols and the instantiations of Initial causes with all admissible values);
CXT is the set of contextual data characterizing the case under examination;
+ is a set of ground atoms denoting the set of manifestations that must be accounted for in the case under examination;
? is a set of ground atoms denoting the value of manifestations that are known to be false in the case under examination.
It follows from this de nition that, if OBS is the set of all the manifestations in the current case, + OBS while ? = fm(x)j for each admissible value x of manifestation m di erent than a, where m(a) 2 OBSg. Since we abstract from time, we impose that a given entity cannot assume more than one (normal or abnormal) value. This means that a conjunction of atoms representing di erent instances of the same entity of the causal model yields an inconsistency, so the consistency check is done by comparing the set ? with the observations. It is worth noting that in the de nition of diagnostic problem there is some degree of freedom in choosing + and di erent characterization of diagnosis are obtained depending on the choice of + 14 . However, this choice is limited by the type of model: for instance, if we consider a model describing only the faulty behavior, there is no causal relation explaining a normal value of a manifestation, but only relations for abnormal values and then a reasonable choice for determining + is based on the inclusion in + of all the manifestations whose value is abnormal, while the manifestations known to have a normal value should play a role only in consistency checking.
De nition 2 Given a diagnostic problem DP=< T; CXT; HY P; < + ; ? >>, a set H HY P is a solution to DP ( The introduction of the notion of diagnostic solution allows us to de ne a precise notion of explanation of symptoms and to capture phenomena such as multiple faults. Therefore, the characterization of diagnostic problem we have introduced is richer that the classical characterization of diagnosis as classi cation. However, it is worth noting that the notion of diagnostic solution introduced above does not cover all the relevant problems in diagnostic problem solving: in particular the fact that initial data are usually insu cient for reaching a unique conclusion and more data have to be acquired for discrimination. The characterization of diagnostic problem solving can be easily extended in order to take into account that diagnosis is an iterative process. In fact, in designing and developing the diagnostic system Aid 8 we have included the characterization of diagnosis reported in Def. 2 into a framework able to model the di erent aspects of diagnostic problem solving. In particular, in the Aid system the diagnostic process has been modeled as follows: Collect Data: acquire initial data characterizing a speci c problem; Explain: determine the explanations for the current set of data and the predictions associated with each explanation; while Discrimination is Needed and Possible: there are di erent current explanations and they do not make the same predictions do Select Test: given the predictions of each current explanation, suggest the observable parameters potentially useful for discriminating among the explanations;
Acquire New Data;
Revise: update the set of explanations by taking into account the new observations endwhile; Display Solutions: output the nal set of explanations A complete description of the steps involved in this abstract characterization of diagnostic process is reported in 8 . Here, it is worth to give some details about the Explain step which is the core of the procedure. In particular, Explain involves the following substeps:
Determination of the \candidate explanations", that is, determination a A preference criterion based on set inclusion minimality can be used to partially rank the obtained solutions.
of the minimal sets of assumptions that entail the observations to be explained. This can be done by reasoning backwards from such observations and merging sets of assumptions entailing each of them. Since some non-minimal candidate explanation may be generated in this way, it is necessary to lter them out. Determination of all the predictions of each candidate explanation on observable parameters. This can be done by reasoning forwards from each candidate explanation. Pruning of the candidate explanations that are inconsistent with the observations.
The notion of prediction is very relevant: in fact, the predictions of a tentative solution H with respect to manifestations whose value is known at the current stage of diagnostic process are used to determine whether H is a consistent explanation, while predictions with respect to manifestations whose value is unknown (since it has not yet been provided from the user or the external world) can be used to decide further measurements b . In Aid the predictions on unknown manifestations are the basis for the steps Discrimination is Needed and Possible and Select Test.
5 Integration of CBR with Model-Based Reasoning
As pointed out in the introduction, experience seems to play a very important role in improving the performance of humans in solving problems in a speci c domain. In the same way, there is hope that experience can improve the performance of a KBS. In particular, we have decided to augment a model based diagnostic system (more speci cally the Aid system), with a case-based component with the aim of experimenting the bene ts (and the limitations) which can be obtained when past experience in solving diagnostic problems is taken into account.
Since CBR is a quite general term covering di erent approaches, we analyzed the kind of phenomena to be covered in diagnostic problem solving (e_ g _ multiple faults), in order to single out the most appropriate approach. From b Actually, in a version of Aid called Aid+, the use of some form of compiled knowledge can be used for de ning a more exible and e cient reasoning strategy, where part of the consistency checking and discrimination phases are performed during the Explain step 9 .
such an analysis we concluded that the most promising approach was CaseBased Problem Solving, since an explicit adaptation of the solutions of the retrieved cases is usually needed. However, even if a CBR component can help a lot, it is doubtful it can completely substitute a model-based reasoner especially when the experience is limited. c In particular, we pursued the idea that the identi cation of previously solved problems can improve the performance of a model-based system in diagnostic problem solving. For this reason we designed and developed a prototypical version of ADAPtER (Abductive Diagnosis through Adaptation of Past Episodes for Re-use), a system which combines typical aspects of a Case-Based system with typical aspects of a Model-Based reasoner. The architecture of APDAPtER is quite complex and involves the following basic components (see also a knowledge base, represented through a Causal Model identifying the behavior of the system to be diagnosed; the formalism is exactly the same described in previous sections and used by the Aid system a Supervisor module controlling the activation of other modules of the integrated system; a Case Memory Manager able to store and retrieve cases from the Case Memory and to evaluate the degree of match between the current case to be solved and the retrieved ones;
a Model-Based Reasoner (the Aid system) able to perform diagnostic reasoning on the causal model an Adaptation Module that has to perform adaptation on retrieved solutions and is able to invoke the model-based reasoner if adaptation mechanisms fail to provide a solution.
It is clear that the goal we pursue in adding a case-based component to Aid concerns the possibility of guiding the latter in the search for a solution to a new problem, by reminding solutions to similar problems already solved.
In fact, the strategy adopted by the diagnostic system is the following: when presented with a new case, the supervisor rst invokes the case-based reasoner in order to retrieve the most similar cases solved in the past and then it tries to use the solutions of retrieved cases in order to focus the model-based reasoner in the search for the actual solution. In order to reach this goal, a component devoted to the adaptation of a retrieved solution to the case under examination has been developed. Such a module makes use of suitable adaptation criteria which will be discussed in the next section. The de nition of such adaptation criteria is critical since they strongly in uence not only the quality of the solution obtained via adaptation, but also the actual possibility of obtaining a solution.
Notice that the task of co-ordination among the di erent components of the diagnostic system is up to the supervisor which, in principle, can directly activate the model-based reasoner deciding to by-pass the case-based component. In general, the supervisor has the di cult task of deciding how much e ort the adaptation module has to devote to adapt the retrieved solution of a speci c case before considering other cases or to abandon the case-based component for the use of the model-based reasoner. We will comment on these problems at the end of the chapter after a description of the adaptation mechanisms.
Adaptation Mechanisms
The present section describes the main features of the adaptation module, whose aim is to adapt the solution of a case retrieved from the case memory (in general, the retrieved case should be promising according to given criteria) to the case under examination.
In order to make the description understandable we have to remember that the cases in the case memory are cases that have been solved either by means of the model-based reasoner alone or by the integrated system. To be more speci c, each case C in the case memory is represented by a 4-tuple C =< CXT; OBS; H; CONS(H) > where CXT and OBS represent the set of observed features characterizing the case (in particular, CXT the contextual data and OBS the manifestations or symptoms), H is a solution of the diagnostic problem relative to CXT and OBS (notice that H is a set of initial causes and assumption symbols as described in the characterization of diagnostic problem solving of Aid), where CONS(H) identi es a ground causal chain on the causal model, starting from the initial causes (and assumptions) mentioned in H and containing all their causal consequences. In the following we will consider that H and CONS(H) are used as the starting point of the adaptation mechanisms when the case C is retrieved.
Let us assume that the new problem to be solved is characterized by a set of observed features CXT 0 and OBS 0 and that we retrieve a case C =< CXT; OBS; H; CONS(H) > from the case memory, where CXT 0 = CXT.
Unless the unusual situation when the case under examination is characterized by exactly the same observations of the retrieved one (i.e. OBS 0 =OBS), the causal model representing the deep knowledge of the domain is invoked to check whether the retrieved solution is suitable for the case under examination. In particular, we precisely characterize the notion of \suitability" by adopting the formal notion of consistency of a diagnostic solution; this corresponds to test whether the retrieved solution H predicts a value di erent from the observed one for any manifestation m 2 OBS 0 . If consistency is veri ed, then the retrieved solution can be used as a potential solution for the new case under examination. In case the consistency check fails, adaptation strategies are needed in order to single out a solution satisfying all the characteristics of the case under examination. Such adaptation strategies are de ned as a suitable combination of processes whose task is to remove inferences that are responsible for inconsistency and processes whose task is to build explanations for data to be covered.
More precisely, the adaptation strategy is based on the activation in sequence of the following mechanisms:
consistency checking is performed through the construction of set ?
starting from OBS 0 and by comparing it with the manifestations predicted by the solution H of the retrieved case C. This test of consistency is exactly the same we have in the Aid system in the Explain step and can be easily done by putting into set ? every ground manifestation atoms di erent than the observed one. If consistency is veri ed, the retrieved solution can be used as a potential solution for the current case and further work of adaptation is needed only in case the user requires the covering of manifestations not accounted for by the retrieved solution (if the user is satis ed with the consistency criterion, no adaptation e ort is required). If an inconsistency is pointed out in correspondence of a given manifestation instance m(a), then consistency must be re-established.
inconsistency removal: this mechanism disproves the causal chain leading to the discovered inconsistency, by removing instances of states and/or manifestations from the retrieved solution. This step is performed by two processes, one moving backward to the causes C of m(a) and the other moving forward to necessary consequences of the set of causes C.
In particular, the backward process ends when an initial cause or a MAY relation is reached, while the forward process may end either on a state having multiple alternative causes or on a manifestation. In the former case, the reached state cannot be disproved and it is denoted as suspended, in order to try to explain it in an alternative way later on explanation construction: this mechanism builds abductive explanations for entities to be accounted for. This process has many similarities with the backward step present in the Explain phase of Aid. The main di erence is that the explanation construction step stops as soon as a state of the retrieved solution (i.e. a state S 2 CONS(H)) not disproved by the step of inconsistency removal is reached. In this way the amount of search for determining an abductive explanation is reduced. The process of explanation construction is performed in three cases: for manifestation instances of the current case generating an inconsistency; for suspended states; for manifestations of the current case having no instance present in the retrieved case, when they are present in the set + . It is important to note that in the adaptation strategy sketched above, a module is invoked only if the previous one has not been able to nd a "suitable" solution to the problem under examination. Therefore we can consider that adaptation is done at di erent levels with di erent computational costs.
It should not be very surprising that in some cases the adaptation mechanism could be very expensive from a computational point of view since involves steps such as explanation construction whose complexity could be exponential in the worst case. Moreover, the step of inconsistency removal can disproves most (if not all) of the causal chain given by the retrieved solution, so that in the worst case almost nothing of the retrieved solution can be reused.
Let us consider the causal model introduced in section and representing a fragment of the model sketched in the causal network of Fig. 1; in this model the set of hypotheses HY P consists of the ground initial causes roco(poor); roco(very poor); osga(very worn); piws(slightly worn); piws(worn); prws(slightly worn); prws(worn) and the assumption 1 . Notice that, since in the case to be solved no information about the context grcl is given, during the retrieval case the system asks the user to provide such an information if the retrieved case depends on such a context; in this example we are considering the case when the user's answer is grcl(low).
case di er from those in OBS 0 1 , a consistency check occurs by constructing the set ? as follows: ? = fvibr(normal); vibr(strong); owli(off); htin(off); htin(yellow); exsm(grey); exsm(black)g
It is easy to see that the consistency ckeck succeeds, therefore the retrieved solution can be considered a solution also for the current case unless the user requires a stronger form of explanation based on covering.
Example 2. Since the retrieved case provides some information on the presence of oil below the car (i.e. oibc(huge amount)), let us suppose that a check concerning the presence of oil below car produces the new observation oibc(small amount). We can immediately point out that the retrieved case is no longer consistent with OBS 0 2 = OBS 0 1 foibc(small amount)g. The adaptation strategy starts with a rst step of inconsistency removal, trying to disprove the causal chain leading to the conclusion oibc(huge amount). In fact, by removing the assumption 1 , the state oils(holed) and the manifestation oibc(huge amount) become unsupported and consistency is re-established; however, by removing the above assumption, also the state laoi(severe) is not supported and so it must be explained in an alternative way in order to account for its direct manifestation owli(red) and its consequences (in other words, the state laoi(severe) becomes \suspended"). By considering the causal model, laoi(severe) can be explained through the conjunction of the state jerk(very strong) and the contextual information casp(high); since this contextual information has not been initially provided by the user, the system inquires him/her about the value of casp. If the user provides the value high for casp, then the system can re-connect the explanation process with the retrieved solution (i.e. roco(very poor) can be re-used) and the adaptation process can be completed.
Notice that no additional work is needed to explain htin(red) and that, as a side e ect of the adaptation, also the manifestation vibr(very strong) is explained (even if not explicitly required). In this case, even if part of the retrieved solution has been disproved during the inconsistency removal phase, the adaptation of the retrieved solution saves signi cant amount of work with respect to a diagnostic process that do not exploit retrieved cases.
Heuristic function for choosing the most promising case
On the basis of the considerations made in the previous section, it is obvious that adaptation may result, in some cases, a more costly approach than a a pure model-based problem solver. Therefore the selection of the case to be adapted among the ones retrieved from the case memory is of primary importance. In principle, the diagnostic system could try to adapt all the retrieved cases and to select the solution of the new case after the actual adaptations have been performed. From a practical point of view this strategy is too expensive and a more parsimonious approach has to be adopted.
We have devised a heuristic function able to rank the retrieved cases according to the estimate cost of adaptation for solving the case under examination. This heuristic function is based on a subdivision of manifestations in classes depending on the fact that they occur in the case under examination and/or in the retrieved case. However, the manifestations in O CONFLICT require even more adaptation work since they represent points of con ict between the new case and the retrieved one: for each of them the Inconsistency Removal mechanism has to be invoked and it is clear that this mechanism can be quite complex and time consuming.
The heuristic function h A (A is for adaptation) is de ned as a linear combination of the cardinalities of O NEW and O CONFLICT , where the coe cient for O NEW is lower than the coe cient for O CONFLICT in order to take into account the di erence in adaptation e ort (see 16 ). As said above this heuristic function is used for ranking the retrieved cases and to select the one for which this heuristic function is minimum. The selected case is then considered for adaptation. When the heuristic function h A is not able to discriminate (the heuristic function has the same value for more than one retrieved case) we take into account another heuristic function h S (S stands for similarity) based on O COMMON and O RETRIEV ED . Function h S is intended to prefer the retrieved case which has more characteristics in common with the new one.
Discussion
In this section we aim at discussing at what extent the combination of case-based reasoning and model-based reasoning sketched above is able to cope with the problems mentioned in the introduction concerning systems exploiting multiple representations.
Problems 1 and 2 concern the selection of a representation suitable for diagnostic problem solving and the possibility of deriving one representation from the other. The approach adopted in our experimental system deals with both problems and provides a very promising solution. In fact, the causal model and the inference mechanisms developed for this formalism are able to represent complex phenomena (e.g. complex interactions among multiple causes) and to solve diagnostic problems involving multiple faults. It is also worth noting that we do not aim at substitute entirely the model-based component with the case-based component. In fact, when the case-base component is unable to solve the problem at hand, the model-based component is invoked. Even if these two mechanisms seem to be very di erent (and actually they are), the transition is very smooth since both of them make use of the same knowledge base. In fact, the case-based component, in order to adapt a retrieved solution to the new case, not only makes use of the causal model exactly in the same way the model-based component makes use of it, but it also uses part of the inference mechanisms of the model-based reasoner (e.g. the Explain step). This strict integration of the two components solves also problem number 2 (that is the problem of consistency between multiple representations and the possibility of deriving one representation from another). In our system this possibility exists because the case memory store cases (and solution of cases) in a format which is derived from the output of the model-based reasoner. In other words, the knowledge contained in the case memory is not acquired separately, but it is the result of a learning phase where the model-based reasoner solves a set of cases whose solution is stored in the case memory for future use. Actually, the learning phase does not stop after the model-based reasoner has solved the cases contained in the training set; indeed it has also the possibility of learning any time a new case is solved either by the case based component via adaptation mechanisms or by the model based reasoner from scratch. In this way we can have a case memory which evolves over time, depending on the set of cases the system has to solve. The case-based component can become more and more competent as di erent cases are analyzed and solved.
The crucial question for any system based on multiple representation is problem number 3: how to de ne a control strategy for invoking the di erent components in such a way that the system can solve problems with the maximum of e cacy and e ciency. The question is not trivial at all. Sometimes in the CBR community it has been taken for granted that solving a problem by retrieving a similar case is less expensive than to solve it from scratch. Unfortunately, this is not always the case: recent investigations 17 on case-based planning have shown that the theoretical computational complexity of re-using plans of previously solved problems is in general at least as hard as generating the plans from scratch (in particular, this may happen even if the problem for which a plan exists is very similar to the problem to be solved). Moreover, an in-depth analysis of diagnostic problem solving by comparing the worst-case computational complexity of model-based diagnosis and case-based diagnosis has shown that the hardness of re-using (and adapting) solutions to a new case is not peculiar to planning, but it can arise also in case-based diagnosis since in general the computational complexity of re-using a diagnostic solution is not lower than the complexity of generating a diagnostic solution from scratch 18 .
The fact that sometimes case-based diagnosis is quite expensive from a computational point of view is not just a theoretical possibility. We have carried out a set of experiments by using di erent domains in order to have a better idea of when and under what circumstances the CBR approach provides real bene ts to diagnostic problem solving A signi cant amount of e ort has been devoted to this problem and more work is in progress. It is not very surprising that the addition of a CBR component to a MBR one can lead to signi cant gains from a computational point of view in many situations. However there is no guarantee that in general the use of retrieved cases provide such a gain. Sometimes the attempt to adapt a retrieved solution to the current case is more complex that solving the case from scratch. In particular, theoretical results show that both problems (adaptation and generation of a solution from scratch) are NP-complete problems 18 .
The experiments we made allowed us to have an initial evaluation of the real impact of the general theoretical results. First of all the selection of the "most promising" case among the retrieved ones cannot be based just on the similarity criterion, but has to take into account the e ort of adaptation.
The heuristic function h A provided good results so that in most cases the "most promising" case selected according the function is actually the one which requires less adaptation e ort to provide a solution to the new case (see 16 for more details). In these experiments we considered also the amount of time needed for adapting a retrieved solution to the new case: as expected we had that the cases requiring only consistency checking took in general less time than cases requiring only abductive explanations, which in turn required less time than cases involving both inconsistency removal and abductive explanations. This result just shows that these di erent mechanisms have di erent cost in computational time.
We compared also the time required by the integrated system (involving case retrieval, selection of the "most promising case", adaptation of the case) in solving a new case in comparison to the pure model-based diagnostic system (that is Aid). The results are very preliminary but we can say that in general the cases involving only consistency checking were solved by the integrated system in less time than by Aid. Such a pattern is not con rmed when we analyze cases whose solution requires also inconsistency removal and abductive explanations: in fact, we have in some cases very signi cant computational gains but in some other cases Aid solves the diagnostic problem in less time. Figure 4 shows a graphical representation of some experimental data obtained by considering a medical domain concerning the leprosis disease. The experiments refer to a case memory having 30 stored cases; points represents di erent cases distinguished by the kind of adaptation required (only consistency checking, explanation construction, inconsistency removal). Those above the bisector line indicates cases for which ADAPtER performed better than AID and vice versa. We can notice that points under the bisector line are very close to the line itself showing that, in the experiments we ran, cases for which the model-based reasoner has been proved to be better resulted in very small computational gains. On the contrary, the advantage in using the integrated system can be very relevant in several cases. A more accurate analysis is still needed in order to learn a strategy able to decide whether and when the Aid system has to be preferred over the case-based component. Obviously such a strategy could stop the adaptation module when a given amount of work has been done and the solution has not been reached.
Another problem which deserves an in-depth analysis is the role of the number and the typology of the cases stored in the case-memory. This problem
