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This paper deals with the problem of finding a point within a convex or
nonconvex planar region, which is farthest from a given point. Equivalently, given a
facility serving a geographical region, a point of this region is sought which receives
the least amount of service, assuming that the amount of service received decreases
with distance from the facility. Applications of this problem can be found in the
military, transportation, telecommunications, and public safety services. In this
study the generalized L norm is considered as the distance metric. For thisp
nonlinear and nonconvex problem, properties of the optimal solution are estab-
lished. Based on these properties a solution algorithm is developed, consisting of
 .a the subdi¨ ision procedure that decomposes the boundary into manageable
 .nonlinear segments, and b a branch and bound based en¨eloping procedure which
determines the optimal solution on a nonlinear segment. Using Karush]Kuhn]
Tucker conditions, it is proved that the optimal solution in the special cases of the
rectilinear and Tchebycheff metrics is among a set of four candidate points. For
the Tchebycheff metric, a converse problem, the farthest point Vornoi diagram is
defined and constructed. Appropriate examples illustrate all cases. Q 1998 Aca-
demic Press
1. INTRODUCTION
The quality of service of a public facility serving a geographical region
often depends on the amount of service received by the most disadvan-
taged in terms of distance customer. By identifying the farthest customer
and his distance from the service facility it is possible to adjust the service
capacity so that the amount of service received by all customers exceeds
certain minimum level. Equivalently, this paper deals with the problem of
determining a point within a convex or nonconvex planar region which is
the farthest from a given point.
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The following are some examples of applications of this maximum
distance problem:
 .1 Identifying a point in the surveillance area of an aircraft which is
the farthest from its base for the purpose of determining if the surveillance
area is within range.
 .2 Finding the neighborhood or the house in a town which is
farthest from a fire station, police station, or an emergency service station
in order to evaluate the responsiveness of such a facility to the worst case
scenario.
 .3 Identifying in a geographical area the farthest point from a signal
transmission source such as a radio station, a TV station, or a siren in
order to adjust the intensity of the source that will result in a minimum
detectable level.
 .4 Determining within a plant the location of a semi-noxious new
facility, such as a welding machine, having an adverse effect on an existing
facility, such as a flammable materials storage area. The new facility may
be restricted to be placed within a region such that the total cost of
transportation between that facility and the existing facilities does not
exceed a certain value.
In the above examples, the Euclidean, the rectilinear, or the more
general L norm could be used to model distances. The generalized or Lp p
 .  .distance between two points Q x , y and Q x , y on the plane is1 1 1 2 2 2
5 5  < < p < < p.1r pdefined as Q y Q s x y x q y y y , where 1 F p F `.p1 2 1 2 1 2
The most commonly used distances are special cases of the L distance:p
the rectilinear for p s 1, the Euclidean for p s 2, and the Tchebycheff
w xdistance for p s `. Love and Morris 7, 8 showed that in certain cases
significant gains in accuracy can be obtained by utilizing the L distancep
w xover the rectilinear and Euclidean distances. Brimberg and Love 3
described an efficient search for the best fitting values of the weighted Lp
distance.
The converse of the problem addressed in this paper is the closest point
w x w x w xproblem. Mitchell et al. 13 , Wolfe 17 , Bazaraa et al. 2 , and Sherali and
w xChoi 16 developed efficient algorithms for determining a point on a
w xpolyhedron that is closest to the origin. Melachrinoudis 11 developed a
closed-form solution for the L distance between a point and a hyper-p
plane. No work has been reported in the literature on the farthest point
problem.
The organization of this paper is as follows. In Section 2, the maximum
L distance problem is formulated and the properties of its optimalp
solution are stated. For 1 - p - `, the solution algorithm and its two main
procedures, the Subdivision procedure and the Enveloping procedure, are
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described in Section 3. Simplified solution procedures are developed for
 .  .the special cases of the rectilinear p s 1 and the Tchebycheff p s `
distances in Section 4. The paper ends with a summary and conclusion in
Section 5.
2. PROBLEM FORMULATION AND PROPERTIES
The problem under consideration is to find a point X within a bounded
convex region S which is farthest from a given point Q as it is shown
later, the more general problem dealing with a nonconvex region is a
.special case of this problem , or
5 5 5 5max X y Q , where X y Q is the L distance between X and Q.p p p
XgS
P .
Since the objective function is convex the optimal solution of problem
 .P is at the boundary of S. If S is a convex polygon the solution can be
found easily by evaluating the L distance from Q to every vertex of S. Inp
the location literature, whenever a bounded feasible region is considered it
is almost always assumed to be a convex polygon see, for example, Hansen
w x w x w x.et al. 4 , Melachrinoudis and Cullinane 12 , and Aneja and Parlar 1 .
However, if the boundary of S contains one or more nonlinear segments
the problem becomes difficult to solve because it belongs to the class of
nonconvex problems. General mathematical programming techniques such
 .as the use of Karush]Kuhn]Tucker K-K-T optimality conditions do not
guarantee finding the global optimal in nonconvex problems. In this paper
it is assumed that the boundary of S consists of linear and nonlinear
segments with known equations, and of vertices which are defined as
common points of consecutive boundary segments.
 .A nonlinear segment is defined here as part of a curve, F X s 0,
bounded by two endpoints D and E. Interior points of a nonlinear
segment are defined as all of its points except the two endpoints, D and E.
See an illustration of a circular nonlinear segment DFE in Fig. 1.
In some cases the bounded region is nonconvex or is the union of many
 .disjoint regions. Consider problem P9 ,
5 5max X y Q , where S9 is a bounded nonconvex region. P9 .p
XgS9
 .The following proposition generalizes problem P to include nonconvex
regions.
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FIG. 1. An illustration of a geographical region.
 .PROPOSITION 1. The optimal solution of problem P9 can be found by
 .sol¨ ing problem P , where S is the con¨ex hull of S9.
 .Proof. Suppose the optimal solution X of problem P does not solvep
 .  .problem P9 , i.e., X g S y S9 . Then there exist X 9, X 0 g S9 ; S suchp
 . 5 5that X s l ? X 9 q 1 y l ? X 0, 0 - l - 1. Since X y Q is a convexpp
5 5function, the solution to problem max X y Q is either X 9 orpX g X 9 X 0
X 0 which contradicts the optimality of X . Therefore, the optimal solutionp
 .  .of problem P solves problem P9 .
Based on this proposition, the following corollary reduces the search for
the optimal solution to the nonlinear segments and the vertices of the
boundary of a convex set S.
 .COROLLARY 1. The optimal solution of problem P is either on a
nonlinear boundary segment or at a ¨ertex of the boundary of the con¨ex set S.
Proof. Consider a line segment V V on the boundary of S. Since V V isi j i j
5 5a convex set, X y Q for X g V V is maximized at one of its endpointsp i j
V or V . Therefore excluding interior points of linear boundary segmentsi j
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from further consideration leaves only the nonlinear boundary segments
and the vertices of S as candidate sets containing the optimal solution.
As it was mentioned earlier the geographical region can be the union of
many disjoint bounded subregions. Figure 1 provides an example of such a
region where S9 is the union of an ellipse, a rectangle, and a circle and S is
the convex hull of S9. According to the above corollary, the search for the
5 5point X g S9 at which X y Q is maximized is contained in the nonlin-p
ear segments DFE, and GHA, and the vertices, B and C.
Consider now a nonlinear segment BC lying entirely within the triangle
QBC as shown in Fig. 2. Then the following proposition can be used to
fathom all interior points of the nonlinear segment BC.
PROPOSITION 2. If a nonlinear segment BC lies within the triangle QBC
then for p G 1 all interior points X 9 of the nonlinear segment BC satisfy the
5 5 5 5 5 5 .property Q y X 9 - max Q y B , Q y C .p p p
Proof. Let Q, B, C, D, E, F, H, and J be the points of interest, as
shown in Fig. 2. The point of minimum L distance from Q to line HJ isp
 . denoted by point D. The function L . is continuous and convex seep
w x.Love, Morris, and Wesolowsky 9 . D is unique for all p G 1 except for
 .  .the following two cases: 1 p s 1 and BC is a "458 line segment, and 2
p s ` and BC is a horizontal or a vertical line segment.
5 5If D is unique, then Q y X increases as X moves on line BC awayp
 .from D right or left . D may lie either on CJ, or on BC, or on HB. Fig-
ure 2 illustrates the case when D lies on BC.
If D g CJ, and X is the intersection of line segments BC and QX9 then
5 5 5 5 5 5 . 5 5 5 5Q y B s max Q y B , Q y C ) Q y X ) Q y X 9 , sincep p p p p
5 5 5 5 5 5 5 5Q y X s Q y X 9 q X 9 y X , and X 9 y X ) 0. Similarly,p p p p
FIG. 2. Illustration of Proposition 2.
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5 5 5 5 5 5 . 5 5if D g HB, then Q y C s max Q y B , Q y C ) Q y X )p p p p
5 5Q y X 9 .p
If D g BC, consider the subsegments BD and DC.
5 5 5 5If X g BD « Q y X - Q y Bp p 55 5 5 5If X g DC « Q y X - Q y Cp p
5 5 5 5 5 5 5 5« max Q y B , Q y C ) Q y X ) Q y X 9 . .p p p p
If p s 1 and BC is a "458 line segment, let K and L denote the
intersection points of line segment BC with a vertical and a horizontal line
drawn from Q. Now the minimum L distance between Q and line BC1
occurs at every point of the line segment KL, and
5 5 5 5¡s max Q y B , Q y C , .p p
if BC is a subset of KL,~5 5 5 5Q y X 9 - Q y Xp p
5 5 5 5- max Q y B , Q y C , .p p¢
otherwise.
If p s ` and BC is a horizontal or a vertical line segment, let K and L
denote the intersection points of line BC with a line drawn from Q at a
q458 and y458 angle, respectively. Now the minimum L distance occurs`
 .at every point of the line segment KL and the above inequality for p s 1
holds for p s `, as well.
Thus, the L distance between Q and any point X 9 of the nonlinearp
5 5 5 5 .segment BC is less than max Q y B , Q y C for any p G 1.p p
Proposition 2 is used in several steps of the following algorithm to
fathom nonlinear subsegments possessing the above stated property.
3. SOLUTION METHOD
Let the boundary of S consist of ¨ vertices and n nonlinear segments.
Based on Corollary 1, the following algorithm determines the optimal
 .solution of problem P by identifying on each nonlinear segment the point
which is farthest from Q. A lower bound LB on the optimal objective
function value of P is computed in Step 1. The nonlinear segments of the
boundary of S are searched for best points in the next two steps. In Step 2,
the Subdivision procedure is used to divide a nonlinear segment into
subsegments. Some subsegments are fathomed using Proposition 2, while
the remaining are further explored in Step 3 using the Enveloping proce-
dure. The Enveloping procedure uses branch and bound to identify the
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point on a subsegment which is farthest from Q. The lower bound and the
incumbent solution are updated until all nonlinear segments are consid-
ered in Step 2.
3.1. ALGORITHM.
Step 1. Find the vertex V of S which is farthest from Q,k
5 5 5 5max V y Q s V y Q . Use V as the incumbentp p1F iF ¨ i k k
5 5solution, X s V , and its distance V y Q as a lowerpp k k
5 5bound on the maximum distance, LB s X y Q . Set q s 0.pp
Step 2. Set q s q q 1.
If q ) n stop; consider the incumbent X as the final solutionp
to problem P. Otherwise, run the Subdivision procedure Step
.2.1 appearing later in this section for the qth nonlinear
segment. Denote by m the number of nonlinear subsegments
of the qth segment which should be further examined. Let
j s 0.
Step 3. Let j s j q 1.
If j ) m go to Step 2.
Otherwise, run the Enveloping procedure Step 3.1 through
.Step 3.4 appearing later in this section for the jth subsegment
of the qth nonlinear segment. Repeat Step 3.
3.2. Subdi¨ ision Procedure
Since a nonlinear segment DFE is part of the boundary of a convex set,
its convex hull will be bounded by itself and its chord DE. Let the tangents
of a nonlinear segment at its two endpoints D and E intersect at point G.
The tangents are drawn perpendicular to the gradients of the curve at the
respective endpoints. Then the nonlinear segment lies within the two
dimensional cone with vertex G and generators defined by GD and GE. In
addition, it lies either within the triangle GDE or within the set which is
the difference between the cone and the triangle GDE. Let's first assume
that the nonlinear segment lies within GDE, as shown in Fig. 3a. The case
in which the nonlinear segment lies outside the triangle GDE and the case
in which the tangents of the nonlinear segment at D and E are parallel
will be considered later in this section.
The tangent lines of the nonlinear segment at D and E partition the
plane into five subspaces. Depending on which subspace Q lies, we
consider the following five cases. In each one of the cases we subdivide the
nonlinear segment into subsegments, and fathom the dominated subseg-
 .ments. The remaining m subsegments are further examined in Step 3 of
the algorithm using the Enveloping procedure. To simplify the notation,
< < 5 5we use the abbreviation XY for X y Y .p
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FIG. 3a. Case in which the nonlinear segment lies within triangle GDE.
 .Case 1. If Q lies in the closed subspace denoted by 1 see Fig. 3a then
two tangents can be drawn supporting the nonlinear segment thus dividing
it into three subsegments. The part of the segment that is inside the
triangle defined by Q and the two tangent points can be fathomed. This
leaves two new subsegments, defined by the tangent points and the
endpoints of the original nonlinear segment, to be further examined using
the Enveloping procedure. Set m s 2.
Case 2. If Q lies in any one of the two open subspaces denoted by 2a,
or 2b, then only one supporting tangent to the nonlinear segment can be
drawn. Fathom the subsegment bounded by the tangent point and either
point D or E whichever is adjacent to Q. Let point W D if Q lies in
.subspace 2a, and E if it lies in 2b be the point adjacent to Q. If
 < <. < < < <max LB, QW s QW , set LB s QW and X s W. This leaves a sub-p
segment bounded by the tangent point and the other than W endpoint of
the chord DE. Set m s 1.
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Case 3. If Q lies in the closed subspace denoted by 3, the complete
segment is considered. Set m s 1.
Case 4. If Q lies in the open subspace denoted by 4 within the convex
.set defined by nonlinear segment DFE and chord DE , then the lines QD
and QE divide the original segment into three subsegments. Consider
these subsegments. Set m s 3.
Case 5. If Q lies in the closed subspace denoted by 5, then all interior
points of the nonlinear segment can be fathomed and the maximum
distance between Q and any point of the nonlinear segment is given by
 < < < <.D* s max QD , QE . If D* ) LB, then set LB s D*, and
< < < <D if QD G QE
X sp  E otherwise.
Set m s 0.
If the nonlinear segment lies outside the triangle GDE, as depicted in
Fig. 3b, the previous first four cases apply again while Case 5 is replaced by
the following Case 59.
Case 59. If Q lies in the closed subspace denoted by 59, then two
tangent lines can be drawn from Q supporting the nonlinear segment.
Fathom the two subsegments defined by the two tangent points and the
two endpoints of the original nonlinear segment; this leaves a new subseg-
ment having as endpoints the tangent points. Set m s 1.
In addition, there are two special cases.
Case 6. If the tangent lines of the nonlinear segment at D and E are
parallel then the above-mentioned first four cases can be applied. Case 5
or 59 is not applicable.
 .If the boundary of the feasible region S is a single curve, F X s 0,
denote the single nonlinear segment by T and consider three subcases
depending on the relative location of Q with respect to S.
 .  .Case 7. a If Q q , q lies inside S then partition T into convex1 2
nonlinear segments as follows:
 .i Find the intersection points of the line x s q with the curve1
 .F X s 0 and label them in ascending order of y as A , A .1 3
 .ii Find the intersection points of the line y s q with the curve2
 .F X s 0 and label them in ascending order of x as A , A .4 2
Therefore, T is divided into four nonlinear segments, A A , A A ,1 2 2 3
A A , A A . Set m s 4.3 4 4 1
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FIG. 3b. Case in which the nonlinear segment lies outside triangle GDE.
 .b If Q lies on the boundary of S then the application of the same
procedure provides three nonlinear segments. Set m s 3.
 .c If Q lies outside S then draw from Q the two tangent lines to the
 .curve F X s 0. Fathom the part of the curve that lies inside the triangle
defined by the two tangent points and Q. This leaves the remaining part of
the curve for further investigation. Set m s 1.
 .The Subdivision procedure Step 2.1 of the algorithm uses one of the
above cases, depending on the relative location of Q with respect to the
qth nonlinear segment.
Step 2.1. If q s n s 1 and the boundary of the feasible region S is
a single curve then execute Case 7. Otherwise, draw tangent lines to the
qth nonlinear segment at its endpoints D and E. Denote their intersec-
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tion by G. The lines GD, GE, and DE partition the plane into sub-
spaces. Depending on which subspace Q lies, execute one of the Cases 1
through 6.
3.3. En¨eloping Procedure
The Enveloping procedure is run for the jth nonlinear subsegment
generated by the Subdivision procedure. This nonlinear subsegment, T , is
 .defined as part of a curve, F X s 0, and is bounded by its two endpoints
A and A .1 2
The procedure receives as input T , X , and LB and provides as outputp
an update of X and LB.p
At each iteration, a new candidate nonlinear subsegment T , T ; T , is1 1
5 5considered. An upper bound UB on the distance X y Q , X g T , isp 1
computed by enclosing the nonlinear segment T within a triangle and1
using Proposition 2. T is fathomed if UB-LB - « for a preselected small1
positive number « . If not fathomed, T is thereafter bisected and its1
nonlinear subsegments added to a binary tree. Upper bounds UB and UBl r
for the two nonlinear subsegments are computed and used for fathoming.
The procedure terminates when all unfathomed nonlinear segments of the
binary tree have been considered.
Step 3.1.
Denote by A , A the two endpoints of the subsegment. Consider1 2
building a binary tree of subsegments with root A A .1 2
Step 3.2.
Draw a line tangent to nonlinear segment A A , that is parallel to1 2
the line segment A A . Denote by A its tangent point, and by1 2 3
B , B its intersection points with lines QA , and QA , respectively1 2 1 2
 .see Fig. 4 .
 < < < <.  < <.Set UB s max QB , QB , LB s max LB, QA , and let X de-1 2 3 p
FIG. 4. Illustration of the first iteration of the Enveloping procedure.
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< <note the point associated with LB. If LB s QA , then X s A .3 p 3
If UB y LB - « then go to Step 3.4. Otherwise, branch on the
nonlinear segment A A to two nonlinear segments, the nonlinear1 2
segment A A as the left child, and the nonlinear segment A A as1 3 3 2
the right child of the node A A of the binary tree.1 2
Step 3.3.
 < < < <.  < < < <.Let UB s max QB , QA and UB s max QB , QA be the up-l 1 3 r 2 3
per bounds on the left and right child, respectively.
 .3a If UB F LB and UB ) LB then fathom the left child, setl r
A s A and go to Step 3.2.1 3
 .3b If UB ) LB and UB F LB then fathom the right child, setl r
A s A , and go to Step 3.2.2 3
 .3c If UB ) LB and UB ) LB then set A s A , and go to Stepl r 2 3
3.2.
Step 3.4.
Backtrack to the first unfathomed right child, A A , if one exists;3 2
set A s A , and go to Step 3.2.1 3
If there is no such a child, then stop.
3.4. Complexity Analysis of the Algorithm
Step 1 of the algorithm evaluates the distance to each vertex, requiring
 .therefore O ¨ time. The Subdivision procedure divides a nonlinear seg-
ment into at most m s 3 subsegments; Step 2 therefore is taking constant
time. The Enveloping procedure is not combinatorial in nature but its
number of iterations depends on the required accuracy « . Denoting the
 .complexity of the Enveloping procedure with O t , the overall algorithm is
 .of complexity O ¨ q nt . Let us now analyze the complexity of the En-
veloping procedure in its worst case, i.e., when no children are fathomed
but the bisection continues until the segments become very small and the
 .BU y LB - « condition holds for each one of them. This is the case of a
circular or very close to a circular segment with Q being at the center or
very close to the center of the corresponding circle. Starting with such a
circular segment of at most pr2 radians and radius r, after several
bisections the resulting arc w satisfies the above condition if UB y LB s
y1w .y1 xrrcos w y r - « or w - cos «rr q 1 . In this worst case, all arcs of
size w have to be considered, or the number of iterations of the Envelop-
 . y1w .y1 xing procedure is pr2 rcos «rr q 1 , computed below for several
values of the accuracy ratio, «rr:
y2 y3 y4 y5 y6«rr 10 10 10 10 10
y1y1 11.15 35.13 111.02 351.06 1110.16pr2 rcos «rr q 1 .  .
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FIG. 5. Illustration of Example 1.
’The above number of iterations fits very closely the function 1.11 rr« . .
Computational experiments were performed on several segments, such as
in the following example, to test this bound. Since on the average case
many subsegments are fathomed, the number of iterations is much less
than the bound. For values «rr s 10y3, 10y4 the number of iterations was
between 10 and 20 and 20 and 40, respectively, where r was taken as the
largest distance between Q and any point of the segment.
EXAMPLE 1. Consider the problem of determining within a plant the
location for a new facility which has an adverse effect on an existing
facility. The new facility is desired to be located as far away as possible
from the existing facility with the restriction that the additional transporta-
tion cost introduced by the new facility does not exceed a certain value.
 .  .Assume that there are four existing facility points P 4, 2 , P 8, 5 ,1 2
 .  .P 11, 8 , and P 13, 2 as shown in Fig. 5 with unit minisum weights and3 4
p s 2. In addition, assume that one of the existing facilities located at P2
has an adverse interaction with the new facility and the additional trans-
portation cost that can be tolerated is 16.5.
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 .The feasible region defined as S in problem P is enclosed within the
minisum contour
2 2 2 2’ ’F X s x y 4 q y y 2 q x y 8 q y y 5 .  .  .  .  .
2 2 2 2’ ’q x y 11 y y y 8 q x y 13 q y y 2 y 16.5 .  .  .  .
s 0
 .which also defines a single nonlinear segment, T , and Q s 8, 5 is inside
 .S. According to the Subdivision procedure Step 2.1 of the algorithm , we
 .partition T into four nonlinear segments m s 4 . Nonlinear subsegment
A A is first considered by the Enveloping procedure, where A s1 2 1
 .  . y38, 3.418 and A s 10.405, 5 . The value of « is set at « s 10 . Starting2
at LB s 0, the lower bound is improving up to the twelfth iteration, and it
takes four more iterations until the termination of the procedure. The
lower bound provided by the procedure is LB s 2.481, and the incumbent
 .optimal solution is X s 10.364, 4.249 . Table I provides all the relevant2
information for each iteration. Figure 6 depicts the binary tree. Numbered
nodes correspond to the same iteration numbers of the procedure. The
Enveloping procedure applied to the other three nonlinear segments did
not improve the lower bound. Therefore the incumbent solution is the
optimal.
Each line in Table I corresponds to a nonlinear subsegment, called
node child. The first column denotes the node child under consideration.
 .  .A x , y , A x , y are the endpoints of the current node child and1 1 1 2 2 2
 .A x , y is the point of the node child defined by a tangent line drawn3 3 3
5 5parallel to the chord A A . UB is the upper bound of X y Q where X21 2
belongs to the node child, and LB is the incumbent lower bound on the
 .optimal objective function value of problem P . The last column entry
corresponds to the fathomed node child, if there is one.
4. SPECIAL CASES
 .  .For the rectilinear p s 1 and Tchebycheff p s ` metrics the En-
veloping procedure can be simplified because the objective function can be
linearized. Therefore, local optima on a nonlinear segment can be found
easily as tangent points with lines of certain directions.
4.1. Rectilinear Metric
 .Let T be defined by F X s 0. Consider "458 lines that are tangent to
 .T. The farthest point from Q q , q is among these tangent points. These1 2
 .at most four points can be found by applying the K-K-T conditions for
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FIG. 6. Binary tree of Enveloping procedure in Example 1.
 < < <optimality. The K-K-T conditions for the problem, max x y q q y y1
<. <  . 4q F X s 0 , provide the following four systems of three nonlinear2
 .equations with three unknowns x, y, and k , corresponding to any
combination of q and y in the first equation.
=F X s "k , " k .  .
1 .F X s 0 .
k G 0.
The following example illustrates this case.
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EXAMPLE 2. Consider the same T and Q as in Example 1. The four
 .systems of Eqs. 1 provide the following four different solutions: R s1
 .  .  .10.0137, 5.7681 , R s 7.5826, 5.6065 , R s 10.0451, 3.7226 , and R s2 3 4
 .  .7.5693, 3.7144 . The optimal solution is X s R s 10.0451, 3.7226 with1 3
maximum L distance 3.3224.1
4.2. Tchebycheff Metric
 .In the special case of the Tchebycheff metric L , the above rectilinear`
metric approach can be applied after the coordinate system is rotated by
458. However, such a rotation is not required since a similar system to Eqs.
 .1 can be obtained. In this case, the tangent lines to segment T are
 .horizontal and vertical lines. Let's denote the at most four points by
 .R x , y , i s 1, 2, 3, 4. Using again K-K-T necessary conditions and notingi i i
 < < < <. <  . 4that the objective function is max x y q , y y q F X s 0 , the four1 2
points can be found by solving the following four systems of three nonlin-
 .ear equations with three unknowns x, y, and k . The four systems of
equations correspond again to any combination of q and y in the first
equation.
¡=F X s "k ? 1, 0 or "k ? 0, 1 .  .  .~ 2 .F X s 0 .¢
k G 0.
The following example illustrates this case:
EXAMPLE 3. Using the same T and Q as in the previous two examples
 .and solving the systems of Eqs. 2 we obtain the following four different
 .  .  .solutions: R s 7.184, 4.650 , R s 8.998, 6.143 , R s 10.431, 4.694 ,1 2 3
 .  .and R s 8.792, 3.251 . The optimal solution is X s R s 10.431, 4.6944 ` 3
with maximum L distance 2.431.`
It is interesting to observe the trajectory of the optimal point X as pp
increases from 1 to `. For all the data used in the above three examples
 .X s 10.364, 4.249 was found to lie in a small arc of T , bounded by2
 .  .X s 10.0456, 3.7226 and X s 10.431, 4.694 . Additional experiments1 `
performed with integer values of p, 2 F p F 20, provided optimal solu-
tions X lying on the same arc approaching X as p increased. Actuallyp `
for p G 5 both coordinates of X had the same first three decimal digitsp
as the coordinates of X , and for p G 8 six decimal digits were the same.`
This means that X is not sensitive to p beyond a certain value of p.p
Although in our example the optimal set X , 1 F p F `, is a single arc ofp
T , the case in which it consists of more than one disjoint arc cannot be
excluded. With respect to the optimal objective function value it was found
5 5 5 5 5 5that X y Q s 2.431 - X y Q s 2.481 - X y Q s 3.3224.` 2 1` 2 1
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This can be generalized, or
 .COROLLARY 2. The optimal objecti¨ e function ¨alue of problem P is a
5 5 5 5decreasing function of p, i.e., X y Q - X y Q for p - p9.p9 pp9 p
Proof. The L distance between two points is a decreasing function ofp
 w x. 5 5 5 5p for a proof, see Hardy et al. 5 . Therefore, X y Q - X y Qp9 pp9 p9
5 5- X y Q where the second inequality is implied from the optimalitypp
of X .p
For the two special cases of p the search for the farthest point in T is
reduced to a search over at most four points. These points are the points
of T that are tangent to "45 lines for p s 1, and horizontal and vertical
lines for p s `. Unfortunately, for 1 - p - ` the linearity of the objective
function does not apply and the number of local optima which can be
obtained by the K-K-T conditions is unpredictable. Since the problem is
not convex, any search procedure for a local optimal requires a starting
point. Many starting points have to be used to improve the solution and
theoretically the global optimal may not be obtained even after a large
number of searches. This was the reason why the K-K-T conditions were
 .not used for the general problem P but instead a branch and bound type
 .of procedure was used Enveloping procedure .
( )4.3. Farthest-Point Voronoi Diagram FPV
Since for p s ` the four candidate points, obtained above, are indepen-
 .dent of point Q, a more interesting problem, converse to P , is formulated
as follows:
Problem FPV. Partition S into subregions S , i s 1, 2, 3, 4, such thati
 .for every Q g S , R is the solution to problem P , where R , i s 1, 2, 3, 4,i i i
 .are the solutions obtained by solving the four systems of Eqs. 2 .
 .  .A solution to problem P p s ` can then be readily obtained by
identifying the subregion S in which Q lies. A similar problem to FPV1
can be defined for p s 1 and an analogous solution procedure can be
developed. In order to solve problem FPV it suffices to partition R2,
instead of S, into subregions VR associated with R , i s 1, 2, 3, 4, andi i
then determine the subregions as S s VR l S, i s 1, 2, 3, 4. This leads toi i
the construction of the farthest-point Voronoi diagram defined in Okabe
w xet al. 14 as follows:
DEFINITION 1. The farthest-point Voronoi diagram of points R g R2,i
i s 1, . . . , n, is the diagram that partitions R2 into polygons VR , i si
1, . . . , n, so that VR is the locus of points which are farther from R thani i
from any other point, R / R .j i
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Although the closest-point Voronoi diagram dominates the literature of
spatial tessellations, the farthest-point Voronoi diagram has been studied
to a limited extent and only in conjunction with L for which optimal2
 . w xQ n log n construction algorithms have been developed. See Shamos 15
w xand Lee 6 for construction algorithms. In this paper we will develop a
construction procedure for the farthest-point Voronoi diagram in L , for`
the purpose of solving problem FPV. Consider the rectangle ABCD
 .defined by R x , y , i s 1, 2, 3, 4 in Fig. 7. Without loss of generality, wei i i
will assume first that the sides of the rectangle that are parallel to the
FIG. 7. Farthest-point Voronoi diagram.
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< < < <x-axis are larger, a s AD ) AB s b, or equivalently in terms of the
coordinates of the points R , x y x ) y y y . The geometric construc-i 3 1 2 4
tion procedure of the L farthest-point Voronoi diagram is as follows:`
Farthest-Point Procedure. Draw the two lines that each divides into two
equal halves the angles of the rectangle incident to each one of its largest
sides, BC and AD. Let the intersection points be K and K , respectively,2 4
and the extensions of these lines beyond K and K be K d , K d , and2 4 2 3 2 4
K d , K d , respectively. The farthest-point Voronoi diagram consists of4 2 4 1
two vertices, K and K , and five edges. One of the five edges is line2 4
segment K K which is parallel to the smallest sides of the rectangle and2 4
the other four are "45 rays emanating from the vertices K and K . The2 4
five edges partition R2 into four farthest-point Voronoi polygons VRi
associated with points R , i s 1, 2, 3, 4, as shown in Fig. 7.i
Now let's prove that the above geometrical construct is the farthest-point
Voronoi diagram. Since BK C and AK D are right isosceles triangles,2 4
K K is the perpendicular bisector of the largest sides of the rectangle2 4
< < < <ABCD. Also, since a ) b ) R B , ar2 ) R B y ar2.1 1
5 5  < < .This implies K y R s max ar2, R B y ar2 s ar2 and, simi-`2 1 1
5 5 5 5larly, K y R s ar2. Since K y R s ar2, K is the L equidis-` `2 3 2 2 2 `
tant point from R , R , and R at a distance ar2. Since K is symmetrical1 2 3 4
to K with respect to the perpendicular bisector of the smallest sides of2
the rectangle, K is equidistant from R , R , and R at the same distance4 1 4 3
ar2. After a translation of the axes to a new origin A, the coordinates of
 .  .the Voronoi vertices become K s ar2, ar2 and K s ar2, b y ar2 .4 2
The four rays are subsets of the bisectors of the four points taken two at a
time. K d is part of the L bisector of points R and R , K d of R and4 2 ` 1 4 4 1 4
R , K d of R and R , and K d of R and R . The L bisector of3 2 4 3 2 2 3 2 1 `
points R and R is B B B d and the L bisector of R and R is1 4 1 2 3 2 ` 4 3
C C C d , as shown in Fig. 7. Clearly, VR is the locus of points that are1 2 3 1 4
 .farther from R than from R or R . Regarding the distance of X x, y g4 1 3
 . < < < < < < VR from R x , y , we have x y x F x y ar2 q ar2 y x F y y4 2 2 2 2 2
. 5 5ar2 q ar2 s y s X y R , where the first inequality follows from the`4
triangle inequality and the second from the "1 slopes of the two rays
defining VR and from the restriction 0 F x F a. Also since b - a and4 2
y G 0,2
a a
< < 5 5if y - y « y y y F b y - F X y R ,`2 2 42 2
and
< < 5 5if y G y « y y y F y s X y R .`2 2 4
5 5  < < < <. 5 5Therefore, X y R s max x y x , y y y F X y R , which` `2 2 2 4
proves that VR is the farthest-point Voronoi polygon for R . A similar4 4
proof can be used for the other polygons, VR , VR , and VR .1 2 3
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If a - b the finite length edge K K is horizontal and the farthest-point2 4
Voronoi diagram looks like one that is obtained by a 908 rotation of the
farthest-point Voronoi diagram of Fig. 7. If a s b, the rectangle becomes
a square and its two diagonals define the diagram, since K ' K . There-2 4
fore,
PROPOSITION 3. The solution to problem FPV is S s VR l S, i si i
1, 2, 3, 4, where VR , i s 1, 2, 3, 4 are the farthest-point Voronoi polygonsi
constructed by the abo¨e L farthest-point procedure.`
All the computational steps of the algorithm involving systems of nonlin-
ear equations were programmed and solved using the Mathcad software
w xpackage 10 , Windows 3.1 version, on a PC 486 microcomputer.
5. SUMMARY AND CONCLUSION
There are instances in regional planning where the farthest point from
an existing facility point Q must be determined, thus the point receiving
the least amount of service within a bounded convex or nonconvex planar
region from a given facility. The optimal solution of this problem is either
on a nonlinear boundary segment or at a vertex of a linear boundary
segment.
The solution procedure for the general L metric, 1 - p - `, consistsp
of two subprocedures, the Subdivision procedure and the Enveloping
procedure. The former procedure divides a nonlinear segment into subseg-
ments and fathoms those that are dominated. The latter procedure me-
 .thodically encloses unfathomed subsegments or their subdivisions into
triangles and in a branch and bound fashion determines the best point on
that subsegment.
Simplified solution procedures are established for the special cases of
 .  .the rectilinear metric L and Tchebycheff metric L based on the1 `
Karush]Kuhn]Tucker conditions. The last led to the definition of a
converse problem whose solution was obtained by the construction of the
L farthest-point Voronoi diagram.`
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