The interplay among the spectrum, geometry and magnetic field in tubular neighbourhoods of curves in Euclidean spaces is investigated in the limit when the cross section shrinks to a point. Proving a norm resolvent convergence, we derive effective, lower-dimensional models which depend on the intensity of the magnetic field and curvatures. The results are used to establish complete asymptotic expansions for eigenvalues. Spectral stability properties based on Hardy-type inequalities induced by magnetic fields are also analysed.
Introduction
This paper is concerned with spectral properties of a curved quantum waveguide when a magnetic field is applied. The configuration space of the waveguide is modelled by a tube Ω ε about an unbounded curve γ in the Euclidean space R d , with d ≥ 2, where ε is a positive parameter that homothetically scales the waveguide cross section {ετ : τ ∈ ω}. All along this paper ω ⊂ R d will be a bounded and simply connected domain. The quantum dynamics is governed by the Dirichlet realization L [d] ε,bA of the magnetic Laplacian
where b > 0 is a positive parameter and A a smooth vector potential associated with a given magnetic field B.
We are primarily interested in effective models for L [d] ε,bA in the limit ε → 0, which corresponds to the scaled cross section of the waveguide shrinking to a point. The other parameter with which we can play is the intensity of the magnetic field b. From a heuristic point of view, if b is fixed and ε goes to zero, we expect that the limiting model will not depend on the magnetic field. Indeed, in the limit when ε goes to zero, Ω ε shrinks to the curve γ and there is no magnetic field in dimension 1. However, the situation is much less clear if the parameter b is allowed to depend on ε. We shall show that the effective model substantially depends on the smallness of εb and reveal thus different asymptotic regimes which lead to distinct spectral phenomena.
In dimensions 2 and 3, the case without magnetic field and without torsion is investigated in the famous paper of Duclos and Exner [9] (see also subsequent generalizations in [5, 19, 14] as well as [10, 4, 23, 24, 25, 26] where quantum layers are analysed). In particular, they prove that there is always discrete spectrum below the essential spectrum when the waveguide is not straight but it is straight asymptotically. They also investigate the limit ε → 0 to show that the Dirichlet Laplacian on the tube Ω ε converges in a suitable sense to the effective one dimensional operator:
In addition it is proved in [9] that each eigenvalue of this operator generates an eigenvalue of the initial operator L [d] ε,0 . In dimension 3 it is also possible to twist the waveguide by allowing the cross section of the waveguide to non-trivially rotate by an angle function θ with respect to a relatively parallel frame of γ (then the velocity θ ′ can be interpreted as a "torsion"). It is proved in [12] that, whereas the curvature is favourable to discrete spectrum, the torsion plays against it. In particular, the spectrum of a straight twisted waveguide is stable under small perturbations (such as local electric field or bending). This repulsive effect of twisting is quantified in [12] (see also [18, 21] ) by means of a Hardy type inequality. The interplay between the effects bending and twisting is illuminated in the limit ε → 0 when one reveals the effective operator [3, 7, 20, 17 ] (see also [22, 27] ):
where C(ω) is a positive constant whenever ω is not a disk or annulus. Writing (1.1) in suitable curvilinear coordinates (see (2.8) below), one may notice similarities in the appearance of the torsion and the magnetic field in the coefficients of the operator and it therefore seems natural to ask the following question:
"Does the magnetic field act as the torsion ?" It turns out that the question of the limit ε → 0 in the presence of a magnetic field is investigated in [16] where a model operator of the form (1.2) is derived in the case when the waveguide is periodic with respect to s. In particular, the restriction to γ of the vector potential appears in the effective model (see [16, Eq. (2. 3)]) and cannot be completely gauged out due to the periodicity.
Our previous remark on the fact that the magnetic field disappears in the limit ε → 0 if b is kept fixed leads us to the study up to which extent the similarity can be justified on the level of various smallness regimes of εb. In our paper we derive an appropriate effective dynamics L eff in each of the regimes. Especially we establish that, as soon as b is of order ε −1 , new effective operators appear and display a competition between the magnetic field and the torsion. Moreover, in the critical regime, we establish complete asymptotic expansions in ε for eigenvalues below the essential spectrum. This regime εb ∼ 1 is critical in the sense that εb ≫ 1 is a semiclassical regime (which is beyond the scope of this paper).
Two-dimensional waveguides with magnetic field were previously investigated in [11] . The authors prove that, as in the case with torsion, there is a Hardy type inequality in the straight waveguide: 1) ), where C is a positive constant whenever the magnetic field is not identically zero, and they use it to ensure the stability of the spectrum under small perturbations. In this paper we extend the inequality (1.3) to any dimension d and investigate the dependence of the constant C on the magnetic field. We also establish the spectral stability properties in the full generality.
The organization of the paper is as follows. In the forthcoming Section 2 we present our main results in detail. The remaining sections are devoted to proofs. The effective models together with asymptotic expansions for eigenvalues in dimension two (respectively, three) are derived in Section 3 (respectively, Section 4). The magnetic Hardy inequality in arbitrary dimension and associated spectral stability are established in Section 5.
Main results
A precise statement of our results requires to start with some technical prerequisites.
Magnetic field
Let A : Ω ε → R d denote a smooth vector field, which will play the role of our magnetic potential. In the canonical coordinates of R d , denoted here by x = (x 1 , · · · , x d ), the vector potential induces a 1-form
Its exterior derivative is given by:
where
are coefficients of the magnetic tensor. In dimension 2, respectively 3, the magnetic field B can be identified with the scalar, respectively the vector:
We will assume throughout the whole paper that B has compact support.
Remark 2.1. Since ω is simply connected, all our results will only depend on the magnetic field B. This is convenient in order to compare the geometric effect of torsion with a physical quantity. If it were not the case, one should slightly adapt our proofs and we would get results involving the vector potential A.
Two-dimensional waveguides
Let us consider a smooth and injective curve γ: R ∋ s → γ(s) which is parameterized by its arc length s. The normal to the curve at γ(s) is defined as the unique unit vector ν(s) such that γ ′ (s) · ν(s) = 0 and det(γ ′ , ν) = 1. We have the relation γ ′′ (s) = −κ(s)ν(s) where κ(s) denotes the algebraic curvature at the point γ(s).
We can now define standard tubular coordinates. We consider:
We always assume Φ is injective and
Then it is well known (see [19] ) that Φ defines a smooth diffeomorphism from R × (−ε, ε) onto the image Ω ε = Φ(R × (−ε, ε)), which we identify with our waveguide. Up to changing the gauge, the Laplace-Beltrami expression of L [2] ε,bA in these coordinates is given by (see [13, 
with the gauge:
We let:
ε,bA m.
Introducing the rescaling t = ετ, (2.2)
we let:
and denote by L [2] ε,bAε the homogenized operator on L 2 (R × (−1, 1), ds dτ ):
with:
Henceforth we assume that the curvature κ has compact support. Recalling that also B is supposed to be smooth and have compact support, it is easy to verify that L [2] ε,bA , defined as Friedrichs extension of the operator initially defined on
ε,bAε is H 1 0 (R × (−1, 1)).
Three-dimensional waveguides
The situation is geometrically more complicated in dimension 3. We consider a smooth curve γ which is parameterized by its arc length s and does not overlap itself. We use the so-called Tang frame (or the relatively parallel frame, see for instance [20] ) to describe the geometry of the tubular neighbourhood of γ. Denoting the (unit) tangent vector by T (s) = γ ′ (s), the Tang frame (T (s), M 2 (s), M 3 (s)) satisfies the relations:
Here κ 2 and κ 3 are curvature functions relative to the choice of the normal fields M 2 and M 3 . Although the latter (and therefore the former) are not uniquely defined, κ 2 = κ 2 2 + κ 2 3 = |γ ′′ | 2 is just the square of the usual curvature of γ.
Let θ : R → R a smooth function (twisting). We introduce the map Φ : R × (εω) → Ω ε defined by:
Let us notice that s will often be denoted by t 1 . As in dimension two, we always assume:
Φ is injective and ε sup
Sufficient conditions ensuring the infectivity hypothesis can be found in [12 
and R = h 3 bA 2 + h 2 bA 3 . We also introduce the angular derivative
We will see in Section 4 that the magnetic operator L [3] ε,bA is unitarily equivalent to the operator on L 2 (Ω ε , h dt) given by:
By considering the conjugate operator h 1/2 L [3] ε,bA h −1/2 , we find that L [3] ε,bA is unitarily equivalent to the operator defined on L 2 (R × (εω), ds dt 2 dt 3 ) given by:
Finally, introducing the rescaling
we define the homogenized operator on L 2 (R × ω, ds dτ ):
Henceforth we assume that κ and θ ′ have compact supports. Again, it is possible to verify that the form domains of L [3] ε,bA and L [3] ε,bAε are H 1 0 (R × (−ε, ε)) and H 1 0 (R × (−1, 1)), respectively.
Limiting models and asymptotic expansions
We can now state our main results concerning the effective models in the limit ε → 0. We will denote by λ Dir n (ω) the n-th eigenvalue of the Dirichlet Laplacian −∆ Dir ω on L 2 (ω). The first positive and L 2 -normalized eigenfunction will be denoted by J 1 .
and for δ = 1, we let:
and:
In the critical regime δ = 1, we deduce the following corollary providing the asymptotic expansions of the lowest eigenvalues λ
Corollary 2.4 (Case d = 2 and δ = 1). Let us assume that T [2] admits N (simple) eigenvalues µ 0 , · · · , µ N below the threshold of the essential spectrum. Then, for all n ∈ {1, · · · N }, there exist (γ j,n ) j≥0 and ε 0 > 0 such that for all ε ∈ (0, ε 0 ):
Thanks to the spectral theorem, we also get the approximation of the corresponding eigenfunctions at any order (see our quasimodes in (3.9)).
In order to present analogous results in dimension three, we introduce supplementary notation. The norm and the inner product in L 2 (ω) will be denoted by · ω and ·, · ω , respectively. We also use the standard notation
We write µ(ε) ∼ j≥j 0 µj ε j when for all J ≥ j0 we can find ε0 > 0 and C > 0 such that for ε ∈ (0, ε0):
where T [3] is defined by:
with R ω being given in (4.6) and
In the same way, this theorem implies asymptotic expansions of eigenvalues λ [3] n (ε) of L [3] ε,ε −1 Aε . Corollary 2.7 (Case d = 3 and δ = 1). Let us assume that T [3] admits N (simple) eigenvalues ν 0 , · · · , ν N below the threshold of the essential spectrum. Then, for all n ∈ {1, · · · N }, there exist (γ j,n ) j≥0 and ε 0 > 0 such that for all ε ∈ (0, ε 0 ):
As in two dimensions, we also get the corresponding expansion for the eigenfunctions. Complete asymptotic expansions for eigenvalues in finite three-dimensional waveguides without magnetic field were also previously established in [17, 2] . Such expansions were also obtained in [16] in the case δ = 0 in a periodic framework.
We refer to Sections 3 and 4 for proofs of the results in the case of dimension 2 and 3, respectively. In agreement with the expectation mentioned in the introduction, no magnetic effect can be observed via the limiting models provided that the quantity εb is negligible in the limit as ε → 0. On the other hand, in dimension 2 the magnetic field plays the same (repulsive) role as the torsion in dimension 3 provided that εb is of order one. The effect of magnetic field is much more complex in dimension 3 in the latter regime.
A Hardy inequality in straight magnetic waveguides
In dimension 2, the limiting model (with δ = 1) enlightens the fact that the magnetic field plays against the curvature, whereas in dimension 3 this repulsive effect is not obvious (it can be seen that D α R ω , J 1 ω ≥ 0). Nevertheless, if ω is a disk, we have D α R ω , J 1 ω = 0 and thus the component of the magnetic field parallel to γ plays against the curvature (in comparison, a pure torsion has no effect when the cross section is a disk). In the flat case (κ = 0), we can quantify this repulsive effect by means of a magnetic Hardy inequality (see Section 5 for the proofs).
Let A be a smooth vector potential such that σ B is not zero on Ω(R 0 ) for some R 0 > 0. Then, there exists C > 0 such that, for all R ≥ R 0 , there exists c R (B) > 0 such that, we have:
Moreover we can take:
where λ In this sense we could say that the constant 1 4 , coming from the standard Hardy inequality in dimension 1, is optimal. Moreover, Theorem 2.8 generalizes the one of [11] to any dimension and provides a very simple Hardy constant c R (B) which explicitly displays the relation between diamagnetism and the existence a magnetic Hardy inequality. Since B is compactly supported, thanks to perturbation theory, we can show that c(bB) ∼ b→0 cb 2 for some positive c. In particular we recover the behaviour of the explicit constant of [11] .
Spectral stability due to the magnetic field
The inequality of Theorem 2.8 can be applied to prove certain stability of the spectrum of the magnetic Laplacian on Ω under local and small deformations of Ω. Let us fix ε > 0 and describe a generic deformation of the straight tube Ω. We consider the local diffeomorphism:
j=2 is the canonical basis of {0} × R d−1 . The functions ε j and E 1 are smooth and compactly supported in a compact set K. As previously we assume that Φ ε is a global diffeomorphism and we consider the deformed tube Ω def,ε = Φ ε (R × ω). Proposition 2.10. Let d ≥ 2. There exists ε 0 > 0 such that for ε ∈ (0, ε 0 ), the spectrum of the Dirichlet realization of (−i∇ + A) 2 on Ω def,ε coincides with the spectrum of the Dirichlet realization of (−i∇ + A) 2 on Ω. The spectrum is given by [λ Dir 1 (ω), +∞).
As we have noticed in Remark 2.9, a large magnetic field does not increase very much c(B). Nevertheless in the large magnetic field limit (which is equivalent to a semiclassical limit with parameter h = b −1 ), it is possible to prove a stability result which does not use the Hardy inequality. 
Norm resolvent convergence
Finally, let us state an auxiliary result, inspired by the approach of [15] , which tells us that, in order to estimate the difference between two resolvents, it is sufficient to analyse the difference between the corresponding sesquilinear forms as soon as their domains are the same.
Lemma 2.12. Let L 1 and L 2 be two positive self-adjoint operators on a Hilbert space H. Let B 1 and B 2 be their associated sesquilinear forms. We assume that Dom(B 1 ) = Dom(B 2 ). Assume that there exists η > 0 such that for all φ, ψ ∈ Dom(B 1 ):
where Q j (ϕ) = B j (ϕ, ϕ) for j = 1, 2 and ϕ ∈ Dom(B 1 ). Then, we have:
Proof. The proof can be found in [20, Prop. 5 .3] but we recall it for the convenience of the reader. Let us considerφ,ψ ∈ H. We let φ = L −1 2φ and ψ = L −1 1ψ . We have φ, ψ ∈ Dom(B 1 ) = Dom(B 2 ). We notice that:
1φ ,ψ and:
and the result elementarily follows.
3 Proofs in two dimensions
Proof of Theorem 2.3
Let us consider δ ≤ 1 and K ≥ 2 sup κ 2
.
A first approximation We let:
The corresponding quadratic forms, defined on H 1 0 (Ω), are denoted by Q [2] ε,δ and Q [2] ε,δ whereas the sesquilinear forms are denoted by B [2] ε,δ and B [2] ε,δ . We can notice that:
ε,δ and L app, [2] ε,δ are invertible for ε small enough. Moreover there exists c > 0 such that for all ϕ ∈ H 1 0 (Ω):
Let φ, ψ ∈ H 1 0 (Ω). We have to analyse the difference of the sesquilinear forms:
We easily get:
We must investigate:
We notice that:
We have:
By the Taylor formula, we get (since δ ≤ 1):
so that:
We infer that:
It remains to analyse:
With the same kind of arguments, we deduce:
We again use (3.1) to infer:
In the same way, we deduce:
We get:
By Lemma 2.12, we infer that:
Case δ < 1. The same kind of arguments provides:
By Lemma 2.12, we get that:
Case δ = 1. This case is slightly more complicated to analyse. We must estimate the difference the sesquilinear forms:
ε,1 (φ, ψ).
We introduce the projection defined for ϕ ∈ H 1 0 (Ω):
and we let, for all ϕ ∈ H 1 0 (Ω):
We can write:
By using that τ J 1 , J 1 ω = 0, we get:
Then we have:
Thanks to the min-max principle, we deduce:
Therefore we get:
Moreover we have:
The term B app, [2] ε,1
(ψ ⊥ , ψ ) can be analysed in the same way so that:
We infer:
We must now deal with the term
and we easily deduce that:
We also get the same kind of estimate by exchanging ψ and φ. Gathering (3.3), (3.5), (3.6) and (3.7), we get the estimate:
ε,1 (φ).
By exchanging the roles of ψ and φ, we can also prove:
We must estimate D ε (φ ⊥ , ψ ⊥ ). With (3.4), we immediately deduce that:
We find that:
and this term can treated as the others. Finally we deduce the estimate:
We apply Lemma 2.12 and the estimate (3.2) to obtain Theorem 2.3.
Proof of Corollary 2.4
Let us expand the operator L [2] ε,bAε in formal power series:
We look for a quasimode in the form of a formal power series:
and a quasi-eigenvalue:
We must solve:
We choose γ 0 = π 2 4 and we take:
with J 1 (τ ) = cos πτ 2 . Then, we must solve:
We have γ 1 = 0 and ψ 1 = f 1 (s)J 1 (τ ). Then, we solve:
The Fredholm condition implies the equation:
and we take for γ 2 = γ 2,n = µ n a negative eigenvalue of T [2] and for f 0 a corresponding normalized eigenfunction (which has an exponential decay). This leads to the choice:
where ψ ⊥ 2 is the unique solution of (3.8) which satisfies ψ ⊥ 2 , J 1 τ = 0. We can continue the construction at any order (see [1, 8] where this formal series method is used in a semiclassical context). We write (γ j,n , ψ j,n ) instead of (γ j , ψ j ) to emphasize the dependence on n (determined in the choice of γ 2 ). We let:
A computation provides:
The spectral theorem implies that:
It remains to use the spectral gap given by the approximation of the resolvent in Theorem 2.3 and Corollary 2.4 follows.
Proofs in three dimensions

Preliminaries
We will adopt the following notation:
, we will use in our computations the following notation:
The reader is warned that, if (y 1 , · · · , y d ) represent curvilinear coordinates, the outcome will differ from the usual (invariant) definition of curl .
We recall the relations between A, B and A, B. This can be done in terms of differential forms. Let us consider the 1-form:
We consider Φ the diffeomorphism defined in (2.4) . The pull-back of ξ A by Φ is given by:
where A = t DΦA(Φ) since we have x = Φ(t) and we can write:
We can compute the exterior derivatives:
with B = curl A and B = curl A (see Notation 4.1). It remains to notice that the pull-back and the exterior derivative commute to get:
and, using again (4.1), it provides the relation:
where t Com(DΦ) denotes the transpose of the comatrix of DΦ. Let us give an interpretation of the components of B. A straightforward computation provides the following expression for DΦ:
so that det DΦ = h and
Let us check that L [3] ε,bA (whose quadratic form is denoted by Q [3] ε,bA ) is unitarily equivalent to L [3] ε,bA given in (2.6). For that purpose we let:
and a computation provides:
We notice that |G| = h 2 . In terms of quadratic form we write:
Choice of gauge Since ω is simply connected (and so is Ω ε ) we may change the gauge and assume that the vector potential is given by:
In other words, thanks to the Poincaré lemma, there exists a (smooth) phase function ρ such that DΦA(Φ) + ∇ t ρ = A. In particular, we have: A j (s, 0) = 0, ∂ j A j (s, 0) = 0 for j ∈ {1, 2, 3}.
Proof of Theorem 2.6
.
We recall that A is given by (4.2) and that L [3] ε,ε −δ Aε is defined in (2.8). We have to analyse the difference of the corresponding sesquilinear forms:
Let us deal with the term:
Since we have
and we get:
ε,δ (ψ) .
With the same kind of estimates, it follows that:
With the Taylor formula we notice that:
We notice that |R ε | ≤ Cε due to the properties of the vector potential A (see (4.2) ). Then we can apply the same technique as in Section 3 to deduce:
ε,δ (ψ). and then:
(L
Case δ < 1 This case is similar to the case in dimension 2 since |bA lin j,ε | ≤ Cε 1−δ . If we let:
It remains to decompose the sesquilinear form associated with L app2, [3] ε,δ by using the orthogonal projection Π 0 and the analysis follows the same lines as in dimension 2.
Case δ = 1 This case cannot be analysed in the same way as in dimension 2. Using the explicit expression of the vector potential (4.2), we can write our approximated operator in the form:
Perturbation theory Let us introduce the operator on L 2 (ω) (with Dirichlet boundary condition) and depending on s:
Thanks to perturbation theory the lowest eigenvalue ν 1,ε (s) of P ε (s) is simple and we may consider an associated L 2 normalized eigenfunction u ε (s). Let us provide a estimate for the eigenpair (ν 1,ε (s), u ε (s)). We have to be careful with the dependence on s in the estimates. Firstly, we notice that there exist ε 0 > 0 and C > 0 such that for all s, ε ∈ (0, ε 0 ) and all ψ ∈ H 1 0 (ω):
From the min-max principle we infer that:
Let us analyse the corresponding upper bound. Thanks to the Fredholm alternative, we may introduce R ω the unique function such that:
We use v ε = J 1 + εB 23 (s, 0, 0)R ω as test function for P 2 ε and an easy computation provides that there exist ε 0 > 0 and C > 0 such that for all s, ε ∈ (0, ε 0 ):
The spectral theorem implies that there exists n(ε, s) ≥ 1 such that:
Due to the spectral gap uniform in s given by (4.5) we deduce that there exist ε 0 > 0 and C > 0 such that for all s, ε ∈ (0, ε 0 ):
This new information provides:
and thus: P 2 ε − ν 1,ε (s) (v ε − v ε , u ε ω u ε ) ω ≤Cε. so that, with the spectral theorem and the uniform gap between the eigenvalues:
Up to changing u ε in −u ε , we infer that :
and this is easy to deduce:
Projection arguments We shall analyse the difference of the sesquilinear forms:
We write:
Estimate of D ε,1 (φ, ψ) We introduce the projection on u ε (s):
and, for ϕ ∈ H 1 0 (Ω), we let:
We can write the formula:
Remark 4.2. We notice that the decomposition of the sesquilinear form is performed with respect to the two projections Π 0 and Π ε,s . This is due to the fact that we need to catch the effect of the magnetic field in the subprincipal terms.
Let us analyse D ε,1 (φ ε , ψ ). We have to estimate:
Thanks to the approximation result, we get (uniformly in s):
and thus:
Then, we get:
and a computation gives:
and in the same way we get:
Therefore we deduce:
Let us now deal with D ε,1 (φ ε , ψ ⊥ ). We notice that:
In addition, we easily get:
Therefore we deduce that:
The most delicate term to analyse is:
But we have:
ε,1 (φ) + C φ 2 so that:
The term D ε,1 (φ ⊥ε , ψ ) can be analysed with the same arguments since we have:
The investigation of D ε,1 (φ ⊥ε , ψ ⊥ ) goes along the same lines. Therefore we have proved that:
We use the decomposition of φ and ψ with respect to J 1 and its orthogonal. We have: D 2,ε (φ , ψ ) = 0.
Let us explain how to deal with term D 2,ε (φ , ψ ⊥ ). The worst term can be bounded by ∂ s φ ψ ⊥ and we have:
ε,1 (φ) + C φ ≤CQ eff, [3] ε,1 (φ).
In addition we have:
app2, [3] ε,1 (ψ).
We infer that: ∂ s φ ψ ⊥ ≤ Cε Q app2, [3] ε,1 (ψ) Q eff, [3] ε,1 (φ).
The analysis of D 2,ε (φ ⊥ , ψ ) and D 2,ε (φ ⊥ , ψ ⊥ ) can be performed in the same way and we get |D ε,2 (φ, ψ)| ≤ Cε Q app2, [3] ε,1 (ψ) Q eff, [3] ε,1 (φ). (4.9)
Combining (4.8) and (4.9), we infer that:
|D ε (φ, ψ)| ≤ Cε Q app2, [3] ε,1 (ψ) Q eff, [3] ε,1 (φ).
With Lemma 2.12 we infer: 
Proof of Corollary 2.7
For the asymptotic expansions of the eigenvalues claimed in Corollary 2.7, we leave the proof to the reader since it is a slight adaptation of the proof of Corollary 2.4. Following an idea of [11] , for ψ ∈ C ∞ 0 (Ω) we let ψ = J 1 φ, with φ ∈ C ∞ 0 (Ω) We deduce: We apply (5.1) to χ 1,R φ and we get: Q R,A (φ) =
