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Abstract
This paper studies vehicle attribute recognition by appearance. In the literature, image-based target recognition has been
extensively investigated in many use cases, such as facial recognition, but less so in the field of vehicle attribute recognition.
We survey a number of algorithms that identify vehicle properties ranging from coarse-grained level (vehicle type) to
fine-grained level (vehicle make and model). Moreover, we discuss two alternative approaches for these tasks, including
straightforward classification and a more flexible metric learning method. Furthermore, we design a simulated real-world
scenario for vehicle attribute recognition and present an experimental comparison of the two approaches.
Keywords Vehicle attribute recognition · Image classification · Metric learning
1 Introduction
Traffic monitoring is an essential tool for collecting statis-
tics to enable better design and planning of transport infras-
tructure. Often, plain vehicle counting is not enough, and
there is a need to capture extended attributes of the vehicles;
for example, can separation of heavy traffic from lighter
vehicles, or following individual vehicles to find out which
routes the drivers usually take? Such data allows more fine-
grained analysis and more accurate profiling of users of
transport infrastructure, which is necessary for assessing the
effects of future changes in transportation.
The traditional approach for collecting traffic data is
to organize manual data collection campaigns and enroll
human labor for counting the vehicles, or implement road-
side questionnaires after stopping the vehicles. Needless
to say, such labor-intensive operations are quite insulting
to drivers’ experience. Alternatively, various technologies
could be used to facilitate the data collection procedure.
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The inductive ground loops (see, e.g., MAVE®-L product
line of AVE GmbH)1 measure the magnetic profile of vehi-
cles passing by and provide a coarse-grained classification
of vehicle type. Moreover, laser scanners (see, e.g., traffic
counters from SICK GmbH)2 can gather similar informa-
tion from vehicles. Even audio can be applied as a means of
identifying the type of a vehicle by extracting the predefined
feature set from segments of short audio signal [75].
More recently, camera-based techniques for traffic mon-
itoring have become more widespread. Cameras are ubiq-
uitous, cost-effective, and often have been already utilized
in other surveillance use cases. Moreover, they provide
a rich source of information with which new generation
of recognition methods become feasible; for example,
inductive ground loops and laser scanners enable only a very
coarse-grained categorization due to the nature of the input
data they have. The level of computer vision techniques
was the bottleneck of camera-based traffic monitoring sys-
tems for a long time. However, the emergence of deep
learning has thoroughly changed the situation. In particu-
lar, image classification has progressed to an entirely new
level within the last ten years and is reaching human-level
accuracy in many domains. An essential factor in this trans-
formation is the availability of large-scale datasets. Signif-
icant milestones in the history of such datasets include the
1http://www.ave-web.de/
2http://www.sick.de/
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ImageNet dataset for image classification [9], the Microsoft
COCO dataset for object detection [42], and more recent
vehicle-specific datasets such as the KITTI dataset for
autonomous driving [18], the VERI-Wild dataset for vehi-
cle re-identification [48], and the CCPD dataset for license
plate recognition [79].
Deep learning techniques have enabled diverse practical
applications of vehicle attribute recognition. In this paper,
we will discuss the following three problem settings:
– Vehicle type recognition attempts to characterize
vehicles to coarse-grained categories by their size or
intended usage, e.g., sedan, bus and truck. A common
use case is statistical: What is the distribution of vehicle
categories at a specific checkpoint?
– Vehicle make recognition categorizes vehicles by their
manufacturer, e.g., Ford, Toyota and Chevrolet. An
example use case is searching for stolen vehicles or
license plates: Did the make of this vehicle change since
last month?
– Vehicle model recognition learns to predict the vehicle
model, e.g., Ford Puma, Toyota Corolla and Chevrolet
Volt. This task is significantly more detailed than the
aforementioned vehicle make recognition, and it can be
used as a method to study consumer behavior regarding
a specific vehicle model. Additional challenges are
introduced due to the dynamic nature of the data:
Manufacturers introduce new designs annually, and the
prediction model needs to be regularly updated.
Additional topics outside the scope of this paper include
vehicle re-identification [45, 47, 48] which is an exciting
and prevalent area that is related to metric learning
described below. It targets to match vehicles across multiple
cameras based on their appearance. Such methods allow
vehicle tracking in larger regions, which helps in planning
the road network. Alternatively, one could use license plate
recognition for the same task. However, re-identification
does not explicitly require the license plate to be visible
and allows a less restricted camera placement (e.g., longer
distance, or non-frontal camera angle).
The benefit of type, make and model recognition is that
they do not collect any privacy-sensitive information about
individual vehicles. The results are purely statistical (e.g.,
“15% of traffic on this road are buses”), and may thus
avoid potential privacy issues. On the other hand, license
plate recognition and re-identification systems can also be
implemented in a privacy-preserving manner, where only
a hash of the recognized license plate or a feature vector
representing the appearance is retrieved, rather than a image
of the vehicle itself. Nevertheless, their use may be still
be less acceptable by the public than a purely statistical
approach.
There are two commonly used strategies for type, make
and model recognition. First is the straightforward approach
that poses the recognition task as a classification problem.
For example, vehicle type recognition typically has only
a few distinct classes with abundant samples of each
class. It is natural to present it as a K-way classification
problem [27, 36].
The classification approach may not be feasible for
all cases. In re-identification, it is difficult to train a
classification model since the large number of identities
would make the last fully-connected layer excessively huge.
Therefore, this problem is usually approached as a metric
learning problem, where a neural network learns a mapping
function from images to feature vectors. The identity can
be retrieved by comparing the feature vectors against the
historical collection of feature vectors, most often applying
the nearest neighbor search method. Another significant
benefit of the metric learning approach is that it allows
addition of new data (e.g., new car models when they are
launched) without retraining the entire model. With this
in mind, we will describe both approaches, and carry out
experimental analyses of their performance.
The rest of this paper is organized as follows. In Section 2,
we discuss available datasets and different problem settings
of vehicle attribute recognition. Section 3 explains the
methodology of our proposed solution to vehicle type
and make recognition, and reports the experimental results
on the VERI-Wild [48] dataset. Section 4 describes the
future research directions. Finally, Section 5 contains the
concluding remark.
2 Vehicle Attribute Recognition
In most problems in computer vision, methods can be
roughly divided into two categories: older Hand-crafted
feature engineering methods and newer Deep learning
approaches. We will discuss these next.
Hand-crafted methods rely on human-engineered feature
extraction pipelines to transform the image into a set
of features that are robust to variations in both vehicle-
specific variables (e.g., scale, location and color), as well
as environment variables (e.g., pose, illumination and
background). The feature extraction stage is followed by
a conventional machine learning (i.e., non-deep learning)
classifier, such as nearest neighbor search or Support Vector
Machine (SVM) [6].
Deep learning methods differ from the hand-crafted
methods in that they do not require human-engineered
feature extractors, but instead learn the feature extractors
purely from data. This is the main reason for clearly superior
accuracy compared to traditional approaches. For a more
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in-depth discussion of deep learning, we refer the reader
to [15, 19, 26].
2.1 Datasets
Image-based vehicle attribute recognition has been studied
extensively, especially since the introduction of deep
learning techniques. Table 1 lists commonly used datasets
on vehicle attribute recognition, sorted by publication year.
In addition to the dataset size, the number of unique
types/makes/models is shown when applicable.
Historically, the earliest dataset was collected by Petrovic
and Cootes [55], and it concentrated on vehicle model
recognition. The dataset contains 1,132 frontal images from
77 distinct vehicle models. Likewise, Clady et al. [5]
introduced a set of frontal vehicle images with annotations
of models. More recently, the car-types [67] dataset has
doubled the number of images among the early datasets,
with images captured from different viewpoints.
Later, Peng et al. [54] built up a collection of high-
resolution frontal images taken under daylight and night-
light, with annotated labels of vehicle type. Both BMW-10
and car-197 datasets were proposed in [39], with the for-
mer containing an ultra-fine-grained dataset of 10 BMW
sedans and the latter comprising significantly more images
from 197 models. Interestingly, the FG3DCar [44] dataset
is annotated with additional 64 landmark locations, which
makes it feasible to apply 3D-based methods.
In 2015 and 2016, vehicle attribute recognition has seen
a surge of interest as many new datasets [13, 27, 41, 64,
80] have been gathered. The most notable datasets are Com-
pCars [80] and BoxCars [64], which contain a large num-
ber of images with fine-grained labels of specific vehicle
models. The CompCars dataset consists of images col-
lected from either public websites or surveillance cameras,
enabling real-world applications that need to address the
challenge of significant appearance variations. On the other
hand, the BoxCars dataset focuses on traffic surveillance
applications and includes a 3D bounding box for each
vehicle and the foreground mask.
As might be expected, the dataset scale is continuously
increasing. The updated BoxCars116k [65] dataset extends
the previous BoxCars [64] to contain almost twice the
number of images. The MIO-TCD [51] dataset is a signif-
icant milestone pushing vehicle attribute recognition to the
next level. The dataset is many times larger than any pre-
vious datasets, and it features a localization subset for the
detection task and a classification subset for the recognition
task.
Among the most recent datasets, the VERI-Wild [48]
dataset was initially collected for vehicle re-identification,
and images are captured under unconstrained scenarios.
Nevertheless, the provided vehicle type and make annota-
tions make it also suitable for recognition purposes.
It stands out to argue that deep neural networks benefit
considerably from large-scale datasets. For future research,
the MIO-TCD [51] dataset, the VERI-Wild [48] dataset and
the CompCars [80] dataset are well suited to vehicle type
recognition, vehicle make recognition and vehicle model
recognition, respectively.
2.2 Methods for Vehicle Type Recognition
Vehicle type recognition aims at a coarse-grained prediction
of vehicle type, with popular categories including sedan, bus
and truck. Table 2 summarizes conspicuous hand-crafted
Table 1 Commonly used
datasets on vehicle attribute
recognition, sorted by
publication year.
Dataset Year #Image #Type #Make #Model
Petrovic and Cootes [55] 2004 1,132 – – 77
Clady et al. [5] 2008 1,121 – – 50
car-types [67] 2011 1,904 – – 14
Peng et al. [54] 2012 4,924 5 – –
BMW-10 [39] 2013 512 1 1 10
car-197 [39] 2013 16,185 7 – 197
FG3DCar [44] 2014 300 – – 30
Liao et al. [41] 2015 1,482 – 8 –
BIT-Vehicle [13] 2015 9,850 6 – –
CompCars [80] 2015 214,345 12 161 1,687
Huttunen et al. [27] 2016 6,555 4 – –
BoxCars [64] 2016 63,750 – 27 148
BoxCars116k [65] 2018 116,286 – 45 693
MIO-TCD [51] 2018 648,959 11 – –
VERI-Wild [48] 2019 416,314 14 149 –
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Table 2 Selected hand-crafted and deep learning methods for vehicle type recognition. Algorithms tested on the same dataset are grouped.
Method Year Dataset #Image #Type Accuracy Notes
Petrovic and Cootes [54, 55] 2004
Peng et al. [54] 4,924 5
84.3% Hand-crafted
Psyllos et al. [54, 57] 2011 78.3% Hand-crafted
Peng et al. [54] 2012 90.0% Hand-crafted
Dong and Jia [12] 2013 91.3% Hand-crafted
Peng et al. [53] 2013 93.7% Hand-crafted
Dong et al. [13] 2015 96.1% Deep learning
Kafai and Bhanu [33] 2012 Kafai and Bhanu [33] 845 4 96.6% Hand-crafted
Petrovic and Cootes [2, 55] 2004
BIT-Vehicle [13] 9,850 6
78.6% Hand-crafted
Psyllos et al. [2, 57] 2011 70.8% Hand-crafted
Peng et al. [2, 53] 2013 85.0% Hand-crafted
Dong et al. [13] 2015 88.1% Deep learning
Sun et al. [68] 2017 90.1% Hand-crafted
Yang et al. [80] 2015 Subset of CompCars [80] 52,083 12 63.1% Deep learning
Huttunen et al. [27] 2016 Huttunen et al. [27] 6,555 4 97.8% Deep learning
He et al. [22, 58] 2015
MIO-TCD [51] 648,959 11
96.5% Deep learning
Kim and Lim [37] 2017 97.8% Deep learning
Lee and Chung [71] 2017 97.9% Deep learning
Jung et al. [31] 2017 97.9% Deep learning
Theagarajan et al. [72] 2017 97.8% Deep learning
Rachmadi et al. [58] 2018 97.9% Deep learning
and deep learning methods for vehicle type recognition.
Note that the accuracies of different methods are not
comparable if they are not tested on the same dataset.
2.2.1 Hand-Crafted Methods
Psyllos et al. [57] defined the Region of Interest based on
the size and location of the license plate after recognizing
the plate with the Sliding Concentric Window segmentation
method [8]. A Probabilistic Neural Network [66] is trained
on a set of Scale Invariant Feature Transform (SIFT) [49]
feature descriptors, and it accelerates inference speed
considerably compared with the conventional nearest
neighbor classifier.
Peng et al. have done a series of works in vehicle type
recognition. In [54], a coarse-to-fine method is proposed to
enable fast and accurate license plate localization. A coarse-
grained detection is obtained by inspecting the intensity
histograms horizontally, while the line segments feature
generates finer localization. Eigenvectors are extracted
from vehicle front images as the feature representation.
K-mean clustering is applied to each vehicle type, and
the category of a test sample is in line with the nearest
cluster center. Later on, the aforementioned method gets
improved in three aspects [53]. First, the color of the
license plate is an informative clue to vehicle type, and it
is incorporated into the classification pipeline. Furthermore,
the coordinates of the vehicle are extracted accurately with
a straightforward background-subtraction method. Lastly,
the algorithm estimates the vehicle type based on the top
ten most similar training samples rather than only the best
match.
In [12], two sets of feature embedding are utilized. On
the one hand, the SIFT [49] feature analyzes local patterns
in images, and it falls into the category of appearance-based
features. On the other hand, the relative coordinate between
each SIFT keypoint and the mean keypoint of a local region
correspond to the structural feature. A Multiple Kernel
Learning method is proposed to merge the two feature sets
mentioned above and generate a more robust prediction.
Comparably, Sun et al. [68] extracted two sets of
feature embedding individually. The global feature set is
produced by an improved Canny edge detection algorithm,
while the local feature set is extracted from by applying
Gabor wavelet kernels on non-overlapping patches of the
whole vehicle image. In addition, a two-stage classification
strategy is proposed: the first stage model predicts whether
the sample is a small vehicle or a large vehicle while the
second stage model recognizes the specific vehicle type.
Kafai and Bhanu [33] shifted focus on video-based
vehicle type recognition from direct rear-side view for the
reason that a vehicle does not necessarily have a front
license plate. After detecting a moving vehicle with a
Gaussian mixture model, the coordinates of the license
J Sign Process Syst
plate are extracted by using either a matched filtering
approach [1] which exploits the colored texture in the plate,
or a blob detection and filtering method which picks out the
best match from candidate blobs. In addition to the license
plate, the regions of tail light are located by examining
the redness of pixels. A low-level feature set is computed
from each frame, e.g., height, width, and angle of tail
lights. Subsequently, a Hybrid Dynamic Bayesian Network
is implemented by adding an explicit temporal dimension to
a standard Bayesian Network, and it generates a probability
distribution with respect to the feature vectors.
2.2.2 Deep Learning Methods
Dong et al. [13] adopts a semi-supervised convolutional
neural network to classify vehicle type. The neural network
consists of convolutional layers, absolute value rectification
layers, local contrast normalization layers, average pool-
ing layers, subsampling layers, and a fully-connected layer
with softmax activation. A sparse Laplacian filter learning
method is proposed to optimize the parameters of convolu-
tional layers with a large number of unlabeled samples. On
the contrary, the parameters in the fully-connected layer are
learned on labeled samples.
Huttunen et al. [27] compared the performances of a
deep learning neural network with a hand-crafted method
which employs SVM [6] on SIFT [49] feature. Instead of
using either manual or grid search of the optimal setting of
neural network’s hyperparameters such as input image size,
kernel size of convolutional layers and learning rate, the
random search strategy [3] reduces computational burden
significantly while reaching comparable or even superior
performance. The resulting topology outperforms the SVM
classifier in terms of accuracy.
Since the introduction of the large-scale MIO-TCD [51]
dataset, deep learning has become the predominant
approach for vehicle type recognition. Kim and Lim [37]
choose a convolutional neural network of moderate size,
and the samples are augmented with flipping and rotations.
Multiple models are trained while each of them accesses a
half portion of the training set, which is randomly selected.
Consequently, the classification system produces several
predictions for a single test sample. The results are aggre-
gated by a voting process that imposes different weights to
each class label so that the problem of imbalanced data is
compensated.
Lee and Chung [71] propose an ensemble of 12 local
expert networks and 6 global networks. The local expert
networks take the GoogLeNet [69] structure, and each
network is trained on a subset of training samples. The
dataset is split in view of the resolution and aspect ratio
of samples. Conversely, the global networks are trained
with all training samples and three topologies are used,
namely, AlexNet [40], GoogLeNet [69] and ResNet [23]. In
the inference procedure, a rule-based gating function [29]
selects the prediction from a specific local expert network
considering the resolution and aspect ratio of the test
sample. The final prediction is generated by merging the
predictions of single local expert network and multiple
global networks.
Jung et al. [31] train ResNet [23] models on samples
augumented by photometric distortions [24] and color
modifications [40]. Multiple ResNet-based backbones are
optimized simultaneously while their outputs are element-
wise added up. A joint fine-tuning method [32] is employed
to fine-tune all parameters rather than only the last dense
layer. Besides, a mechanism named DropCNN randomly
drops the predictions from the aforementioned backbones
during training.
In [72], two neural networks are trained independently
with the weighted cross-entropy loss function. Both models
are based on ResNet [23], and they differ in the number
of layers. The logical reasoning is appended to the
fully-connected layer to confront the issue of dual-class
misclassification. The predictions of different models are
combined using weights, which refer to the average values
of precision and recall.
Last but not least, Rachmadi et al. [58] introduces a
Pseudo Long Short-Term Memory (P-LSTM) classifier for
identifying a single image. Unlike the ordinary use cases
which involve time-series data, multiple parallel networks
extract features from different crops of the input image,
and those spatial pyramid features are feed to the P-LSTM
classifier in sequence. A fully-connected layer is appended
at the end to compute the probabilities of each class label.
2.3 Methods for Vehicle Make andModel
Recognition
Vehicle make recognition targets to predict the manufacturer
or brand of the vehicle (e.g., Ford, Toyota or Chevrolet).
By contrast, vehicle model recognition aims at a more fine-
grained prediction of the particular model (e.g., Ford Puma,
Toyota Corolla or Chevrolet Volt). The characteristics of
type recognition differ from make and model recognition in
two aspects. The number of categories in type recognition
is significantly smaller than that in make and model
recognition. Besides, type recognition tends to have static
categories, whereas makes and models change at times.
Consequently, type recognition is commonly considered
as a more manageable task where a straightforward
classification setup and even hand-crafted classifiers can be
competitive.
Tables 3 and 4 compile prominent hand-crafted and deep
learning methods for vehicle make recognition and vehicle
model recognition, respectively. Note that the accuracies of
J Sign Process Syst
Table 3 Selected hand-crafted and deep learning methods for vehicle make recognition. Algorithms tested on the same dataset are grouped.
Method Year Dataset #Image #Make Accuracy Notes
Liao et al. [41] 2015 Liao et al. [41] 1,482 8 81.3% Hand-crafted
Yang et al. [80] 2015
Subset of CompCars [80] 30,955 75
82.9% Deep learning
Hu et al. [25] 2017 99.3% Deep learning
Xiang et al. [76] 2019 99.6% Deep learning
different methods are not comparable if they are not tested
on the same dataset.
2.3.1 Hand-Crafted Methods
In the early works, methods are typically constrained to
vehicle images captured from the frontal view, and the
nearest neighbor search is employed to find the most similar
sample. In [55], the license plate is detected by searching
for all possible right angle corners and selecting the best
candidate while considering the scale and aspect constraints
of its rectangle structure. A set of structure mapping
methods are investigated to extract the feature vector from
the Region of Interest, e.g., raw pixel values, Harris corner
detector [21], and square mapped gradients. Clady et al. [5]
propose to construct a model from several frontal vehicle
images based on oriented-contour points. Given a prototype
image, the oriented-contour points matrix is computed
by applying a histogram-based threshold process on the
gradient orientations. A discriminant function measures the
similarity scores between test samples and labels in trained
models.
Later methods take advantage of the Deformable Part
Model (DPM) [14] algorithm, which is originally proposed
to solve generic object detection tasks. Stark et al. [67]
suggest that the detected parts indicate the geometry
of objects and help in matching the class labels. The
vanilla DPM is reformulated as a latent linear multi-
class SVM [6], and the consequential structDPM classifier
is directly optimized against a multi-class loss function.
Liao et al. [41] construct the hypothesis that vehicle parts
differ in the discriminative capacity of estimating vehicle
attributes. After a DPM-based detector localizes vehicle
parts, multiple predictions are generated based on the
Table 4 Selected hand-crafted and deep learning methods for vehicle model recognition. Algorithms tested on the same dataset are grouped.
Method Year Dataset #Image #Model Accuracy Notes
Petrovic and Cootes [55] 2004 Petrovic and Cootes [55] 1,132 77 93% Hand-crafted
Clady et al. [5] 2008 Clady et al. [5] 1,121 50 93.1% Hand-crafted
Stark et al. [67] 2011
car-types [67] 1,904 14
93.5% Hand-crafted
Krause et al. [39] 2013 94.5% Hand-crafted
Krause et al. [39] 2013 BMW-10 [39] 512 10 76.0% Hand-crafted
Krause et al. [39] 2013
car-197 [39] 16,185 197
67.6% Hand-crafted
Krause et al. [38] 2015 92.8% Deep learning
Hu et al. [25] 2017 93.1% Deep learning
Xiang et al. [76] 2019 94.3% Deep learning
Lin et al. [44] 2014 FG3DCar [44] 300 30 90.0% Hand-crafted
Yang et al. [80] 2015
Subset of CompCars [80] 52,083 431
76.7% Deep learning
Hu et al. [25] 2017 97.6% Deep learning
Xiang et al. [76] 2019 98.5% Deep learning
Jaderberg et al. [30, 81] 2015
Subset of BoxCars [64] 59,742 77
64.3% Deep learning
Sochor et al. [64] 2016 75.4% Deep learning
Fu et al. [16, 81] 2017 72.2% Deep learning
Zeng et al. [81] 2019 81.2% Deep learning
Lin et al. [43, 65] 2015
Subset of BoxCars116k [65] 90,840 107
69.6% Deep learning
Simon and Rodner [63, 65] 2015 75.9% Deep learning
Gao et al. [17, 65] 2016 70.6% Deep learning
Sochor et al. [65] 2018 84.1% Deep learning
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Histograms of Oriented Gradient (HOG) [7] features of each
part. Those predictions are accumulated with a weighting
scheme allowing that larger weights are assigned to more
influential parts.
Compared with the works explained above, some
researchers divert the attention to 3D space. Krause
et al. [39] extend two methods to obtain superior object
representations in 3D. Established on the basis of 2D
Spatial Pyramid [73], each rectified patch is associated
with corresponding 3D coordinates. Likewise, the pooling
regions in 2D BubbleBank [11] is switched from 2D to 3D.
The resulting 3D representations from these two methods
are combined with linear SVM [6] classifiers, which are
trained in the manner of one-versus-all.
In [44], Lin et al. optimize 3D model alignment and
fine-grained classification jointly. To begin with, the DPM
method gives a rough estimation of part locations, while
a pre-trained regression model further detects the represen-
tative landmarks. Each 3D model consists of a collection of
3D points, and the 3D object geometry is obtained by fitting
the model to landmark locations in 2D. With hand-crafted
features retrieved from each landmark, a multi-class linear
SVM [6] classifier predicts the label. Most importantly, the
predicted label is fed back to the 3D model to get better
alignment results.
2.3.2 Deep Learning Methods
The CompCars [80] dataset contains a considerable
number of vehicle images taken from all viewpoints with
rich annotations. Yang et al. [80] utilize an Overfeat
model [61] which is initialized with pretrained weights
on the ImageNet [9] dataset, and fine-tune it for vehicle
attribute recognition. The Overfeat model differs from the
established AlexNet model [40] in three aspects: (i) it does
not contain a contrast normalization scheme; (ii) adjacent
pooling regions do not overlap and (iii) smaller stride value
is used to get larger feature maps.
Hu et al. [25] surpass the previous work considerably on
the strength of a novel spatially weighted pooling scheme.
The pooling layer learns spatially weighted masks which
assess the discriminative capacity of spatial units, and
applies pooling operation to the extracted feature maps of
the convolutional layer correspondingly.
Xiang et al. [76] propose a four-stage pipeline that
takes the interaction between parts into account. Part
detection is implemented using a backbone model truncated
at an intermediate layer, while part assembling involves
pointwise convolutional layers which gather associated
parts into the same feature map. Afterward, topology
constraint comprises depthwise convolutional layers and
estimates the probability of the topology relationship
between related parts. The ending classification uses a
fully-connected layer to make predictions.
Sochor et al. are noted for collecting the BoxCars [64]
and BoxCars116k [65] datasets. In [64], the recognition per-
formance is boosted by inserting additional supplementary
information to the neural network, more specifically, 3D
vehicle bounding box, rasterized low-resolution shape, and
3D vehicle orientation. With 3D bounding boxes automati-
cally obtained from surveillance cameras and the rasterized
low-resolution shape information, a normalization proce-
dure aligns the original images. Besides, the 3D orientation
offers an insight into the viewpoint, which is beneficial.
Later on, the previous method is extended in [65] by
proposing a method to estimate 3D bounding boxes in
case of such information is unavailable. The directions to
the vanishing points are obtained from three classification
branches, which generate probabilities for each vanishing
point belonging to a specific angle. In addition, two extra
data augmentation strategies are integrated. On the one
hand, the color of the image is randomly alternated. On
the other hand, random crops in the images are filled with
random noise.
Zeng et al. [81] devise a framework that learns a joint
representation of the 2D global texture and 3D bounding
box. The 2D global feature originates from a pre-trained
detector that localizes the Region of Interest. The 3D
perspective network regresses the 3D bounding box and
extracts feature embedding. At last, the feature fusion
network merges the set of two features and generates the
predictions.
Unlike the aforementioned methods which are explicitly
devised for vehicle make and model recognition, some
generic image classification algorithms have also been
validated, especially from the domain of fine-grained
image classification. Jaderberg et al. [30] introduce a
differentiable spatial transformer module, which makes the
trained models more spatially invariant to the input data.
A spatial transformer spatially transforms feature maps,
and the manipulation is conditioned on the feature maps
itself. The localisation network regresses the transformation
parameters. The grid generator produces a set of points
where the input feature maps should be sampled. Finally, the
sampler samples the input feature maps at the grid points.
In [63], Simon and Rodner present a method that learns
part models without the need of acquiring annotations of
parts or bounding boxes. The channels in feature maps
are treated as a part detector, and a part constellation
model is obtained by selecting part detectors that fire at
similar relative locations. As a side product, the filtered part
proposals can be applied in the data augmentation pipeline.
Lin et al. [43] utilize a bilinear model consisting of two
feature extractors. The feature vectors from those extractors
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are multiplied using the outer product and pooled to obtain
the bilinear vector. The resulting topology is significantly
faster than methods that are dependent on detectors, and it
is capable of capturing pairwise correlations between the
feature channels.
From a different perspective, Gao et al. [17] targeted
on reducing the size of feature representation in bilinear
models, without compromising the discriminative capacity.
Two compact bilinear pooling approaches are investigated
to approximate the inner product of two descriptors, namely,
Random Maclaurin [34] and Tensor Sketch [56]. The
compact pooling methods are differentiable so that the
pipeline can be optimized end-to-end.
Last but not least, Fu et al. [16] propose to recursively
learn discriminative region attention and region-based
feature representation at multiple scales. The classification
sub-network provides sufficient discriminative capacity at
each scale. The attention proposal sub-network starts from
the full image, and iteratively generates region attention
from coarse to fine. Meanwhile, the finer scale network
takes a magnified region from previous scales in a recurrent
manner.
3 Experimental Implementation of a Vehicle
Attribute Recognizer
As discussed in Section 2.3, vehicle make and model
recognition have been extensively studied, but there is still
room for further investigation, especially due to the recently
introduced large-scale datasets. Namely, especially people
recognition has recently taken significant advances both in
facial and full-body recognition, and some recent pipelines
have not been experimented on vehicles yet. Therefore,
we will next revisit a state-of-the-art method for people
re-identification [50] and experiment on its out-of-the-box
accuracy in the domain of vehicle attribute recognition.
Moreover, the experiment also aims to present the details of
implementing a vehicle identification model in a concrete
manner.
3.1 Methodology
3.1.1 Model Architecture
The backbone model ResNet50 [23] is initialized with
pre-trained weights on ImageNet [9]. The global average
pooling layer shrinks the spatial dimensions of feature maps
and generates a feature vector for each sample. On the
condition that the categorical cross-entropy loss function
is applied, a batch normalization [28] layer and a fully-
connected layer are appended to the end so that the model
predicts the probabilities of classes.
3.1.2 Loss Function
Three loss functions are examined, namely, categorical
cross-entropy loss, triplet loss [60] and lifted structured
loss [52]. The categorical cross-entropy loss function is
widely used in conventional classification problems. The
last two falls in the scope of metric learning, which
optimizes feature embedding directly in such a way samples
within the same class get closer while samples from
different classes get further.
3.1.3 Training Procedure
Four strategies are implemented to boost performance. In
the early stage of the training, the learning rate starts from
a low value and increases gradually as the training pro-
ceeds. Such a warmup strategy cracks the distorted gradient
issue [20, 46]. Moreover, random erasing data augmenta-
tion [83] is utilized to mask out random crops from original
images, and it helps the model generalize better. Finally,
label-smoothing regularization [70] encourages the model
to make less confident predictions, and 2 regularization
induces the model to choose smaller parameters.
3.1.4 Inference Procedure
Given a test sample, the output of the global average pooling
layer is retrieved as the feature embedding. The cosine
distance function is chosen to measure the distance between
two feature vectors. While the entire test set corresponds to
the query set, 100 samples are randomly selected from each
class label in the training set and those samples constitute
the gallery set. Each query sample takes the label of the
closest match from the gallery set, and accuracy measures
the percentage of cases in which the predicted label is
consistent with the ground truth label.
The reason why we adopt the paradigm as mentioned
above is that it is also applicable in cases with dynamic con-
tent. In the matter of a real-world vehicle model recognition
system, automobile manufacturers release new car models
regularly. The conventional classification approach, which
computes the probabilities of classes that are available in the
training set, is doomed to fail on unseen car models. In con-
trast, building up a gallery set and comparing the test sample
with gallery samples might still yield a meaningful pre-
diction. Whenever new car models get released, a certain
amount of exemplary images could be added to the gallery
set without the need of retraining the neural network itself.
3.2 Experimental Results
Table 5 reports the accuracy of categorical cross-entropy
loss, triplet loss [60] and lifted structured loss [52] on
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Table 5 Experimental results on the VERI-Wild [48] dataset which
contains approximately 0.4 million images.
Method #Type Accuracy
on Type
#Make Accuracy
on Make
cross-entropy loss
14
96.8%
149
95.6%
triplet loss 97.4% 95.3%
lifted structured loss 97.7% 96.2%
Test performances of categorical cross-entropy loss, triplet loss [60]
and lifted structured loss [52] are evaluated on vehicle type and make
recognition.
two tasks, i.e., vehicle type and make recognition. It
is explicit that lifted structured loss achieves superior
performance than the other two loss functions. Therefore,
incorporating the latest advances in metric learning, e.g.,
ArcFace loss [10], might push the boundaries of vehicle
attribute recognition even further.
4 Future Research Directions
In this section, we point out four future research directions,
namely, few-shot learning, multi-task learning, attention,
and edge computing. Those topics are under-developed in
the domain of vehicle attribute recognition.
4.1 Few-Shot Learning
New car models hit the consumer market from time to
time. This fact poses a challenging problem, especially for
any real-world vehicle model recognition system. Without
adopting an appropriate solution, the classifier could not
identify new car models. In the area of few-shot learning, a
model has to recognize new classes with only a few samples
from those unseen classes [74]. Setting up a vehicle attribute
recognition pipeline in the manner of few-shot learning
would make the algorithm more applicable in practice.
4.2 Multi-task Learning
Multi-task learning refers to the learning procedure in which
multiples tasks are optimized simultaneously [59]. In ideal
cases, the model achieves better generalization by reason
of sharing feature representations across relevant tasks [35].
Some vehicle attribute recognition datasets provide several
related attributes, e.g., CompCars [80], BoxCars [64] and
VERI-Wild [48]. The availability of such annotations makes
multi-task learning a feasible topic on vehicle attribute
recognition.
4.3 Attention
Following the pattern of the human visual system, the atten-
tion mechanism allows the neural network to pay attention
to certain salient parts of the input dynamically [78]. In
terms of fine-grained image classification, the attention
mechanism assists the model in spotting subtle visual dif-
ferences between distinct categories and obtaining better
performance [16, 77, 82]. It is anticipated that automobile
manufacturers make incremental modifications to a specific
model and introduce a variant model [80]. Therefore, the
attention mechanism is beneficial, especially in hard cases,
i.e., different vehicle models from the same product series.
4.4 Edge Computing
While the cameras set up on the highway capture video
streams, one could deploy the vehicle attribute recognition
algorithms directly on edge devices. The concept of edge
computing can be of great benefit in shorter response time,
lower bandwidth cost, and safer data security [62]. Since
edge devices are typically resource-constrained, lightweight
models are preferable while balancing speed and accuracy.
Possible solutions include parameter pruning and sharing,
low-rank factorization, transferred/compact convolutional
filters, and knowledge distillation [4].
5 Conclusion
In this paper, we have surveyed the state-of-the-art vehicle
attribute recognition algorithms both for coarse-grained
(vehicle type) and fine-grained (vehicle make and model)
attributes. Since the advent of deep learning techniques,
the recognition accuracy has taken significant leaps and
is already likely to exceed human-level performance. The
unforeseen progress enables new kinds of applications, that
earlier low accuracy techniques did not facilitate.
In addition to the hardware resources which support
efficient parallelization, another critical enabler for high
accuracy is large-scale datasets. We listed an extensive
collection of datasets for the three tasks and discussed
their strengths and weaknesses. Those datasets contain
considerable variations: some of them only have a fixed
pose, fixed illumination, or a minimal set of categories;
while others are taken “in the wild”, and the challenges
brought by the unconstrained environment variables are
demanding. In real-world applications, the situation is
usually something between these extremes, and we believe
that this survey helps in searching for suitable datasets and
mixing them for maximum performance.
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On the algorithms side, we discussed two typical training
setups: classification setup (where each type/make/model
is one class) and metric learning setup (where the model
seeks to learn a distance function). The former approach
is simple to comprehend and easy to implement. However,
the challenge is the static nature of the classification model:
if a new class appears, the model needs to be adapted. On
the other hand, the metric learning approach may have a
steeper learning curve, but it can offer increased flexibility
and superior performance.
The classification approach is most suitable for cases
where the classes are unvarying; for example, the unique
vehicle types are unlikely to change any time soon. By
contrast, more dynamic cases include vehicle make and
model recognition, where new categories appear annually.
Metric learning is preferable in such cases, while a test
sample is compared to a gallery of examples using the
nearest neighbor search method.
Finally, we compared the two approaches quantitatively
for vehicle type and make recognition, and discovered that
the metric learning approach with properly selected loss
function outperforms the classification approach by a clear
margin. This novel comparison based on a competitive
pipeline is enlightening for practitioners, and it highlights
the promising potential of metric learning, which has seen
significant advances during recent years.
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