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 1 
RIASSUNTO 
La tesi si pone l’obiettivo di descrivere il tema della churn prediction, che consiste 
nella previsione dello spostamento dei clienti da un’azienda all’altra. La churn 
prediction si colloca nell’ambito del Customer Relationship Management (CRM) 
ed è indispensabile per identificare i clienti più esposti al passaggio ad un’altra 
compagnia e per cercare di fidelizzarli. È un argomento molto importante che 
riguarda tutte le aziende di tutti i settori. Infatti date le risorse limitate di cui tutte 
le aziende dispongono, è indispensabile identificare i clienti che stanno per 
abbandonare. Inoltre occorre calcolare il valore dei clienti per individuare quelli 
più preziosi per l’azienda. Vengono presentate le varie fasi di modellazione da 
seguire per ottenere una buona previsione del churn del cliente. Si descrivono le 
varie tecniche maggiormente utilizzate: la regressione, gli alberi di classificazione, 
le reti neurali, le clustering analysis e il processo markoviano. Sono analizzati vari 
modelli presenti in letteratura, tra cui il modello di Polya per simulare la loyalty 
(fedeltà), il modello Markoviano per il CRM e alcuni modelli di churn prediction 
nel settore del retail banking e in quello delle telecomunicazioni.    
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INTRODUZIONE 
Il termine inglese “Churn”, letteralmente in italiano, significa zangola (contenitore 
o macchina utilizzata per agitare e mescolare degli ingredienti). Un esempio di 
zangola è il “butter churn” per creare il burro da latte o crema. Nel contesto del 
Customer Relationship Management (CRM) il Customer Churn indica 
spostamento, turn-over, switch dei clienti da un’azienda all’altra. Quindi Customer 
Churn Prediction è la previsione dei clienti che stanno per terminare la loro 
relazione con l’azienda. Il Churn management si riferisce alla gestione del 
turnover dei clienti, all’identificazione di quelli più esposti al passaggio ad un’altra 
compagnia e alle strategie per evitare le perdite di tali clienti. La churn prediction 
è un fattore cruciale che riguarda tutte le compagnie che incontrano sempre più 
difficoltà nel tentativo di fidelizzare i clienti. Infatti i mercati saturi e in rapido 
movimento, la forte concorrenza, i clienti sempre più esigenti ed informati, 
richiedono che le imprese siano agili e reattive. Una delle sfide più grandi che le 
aziende devono affrontare è il cambio dei comportamenti d’acquisto dei propri 
clienti, che potrebbe determinare il loro turnover da un’azienda di servizi o di beni 
ad un’altra. Ecco perché risulta determinante per tutte le compagnie, di tutti i 
settori, conoscere bene i propri clienti. Quindi è necessario che le aziende abbiano 
la consapevolezza che il database  dei loro clienti esistenti è la risorsa più preziosa 
in loro possesso. La fidelizzazione dei clienti è uno dei più importanti aspetti nel 
CRM. La migliore strategia di marketing per sopravvivere nel proprio settore è 
quella di riuscire a mantenere i clienti esistenti. Infatti molti studi hanno 
dimostrato che per le aziende è più redditizio fidelizzare e soddisfare i clienti già 
acquisiti piuttosto che attrarne costantemente dei nuovi. Il costo di acquisizione di 
clienti nuovi è stato valutato essere almeno cinque volte maggiore rispetto al costo 
di mantenimento (retention) dei clienti attuali. Le metriche di churn possono 
essere uno strumento cruciale per rendere quest’assioma ancora più vero nella 
realtà. È essenziale per le imprese stabilire un sistema di churn management dei 
clienti che si focalizzi sui probabili churners, comunichi con loro in tempo e 
conduca strategie di retention nel tentativo di evitare il loro cambiamento.  
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Pertanto l’identificazione dei potenziali clienti churners, ossia dei clienti che 
stanno per effettuare lo spostamento da un’azienda all’altra, diventa il primo passo 
nell’ambito della gestione di retention dei clienti. Identificare i clienti a rischio di 
abbandono permette alle funzioni di marketing e customer care di progettare 
azioni di fidelizzazione mirate (campagne promozionali, azioni pubblicitarie), in 
grado di supportare il processo di definizione di nuovi prodotti/servizi e valutare 
correttamente il valore del cliente. 
Le due principali funzioni del modello di churn prediction sono la previsione e 
l’interpretazione dei risultati [Shaw 01]. Tramite la previsione le imprese possono 
focalizzarsi su un piccolo insieme di clienti e indirizzare le proprie risorse verso 
un’efficace retention dei clienti. Invece una corretta interpretazione dei risultati 
permette alle compagnie di scoprire alcuni pattern regolari di comportamento dei 
clienti. I risultati ottenuti permettono alle aziende di comprendere meglio quali 
leve manovrare per avere un migliore impatto sulla loyalty e maggior controllo del 
churn dei clienti [Chen 06]. L’allocazione delle risorse è sempre molto spinosa ma 
offre sfide altrettanto interessanti [Warfield 07]. Le risorse delle imprese, anche di 
quelle di maggior successo, sono sempre limitate e dovrebbero essere utilizzate 
con raziocinio per fronteggiare le necessità più emergenti e profittevoli, nell’ottica 
di creare valore per il cliente. La creazione di valore per il cliente è una questione 
fondamentale per un buon posizionamento dei prodotti e del brand agli occhi dello 
stesso. Leadership di costo, differenziazione e una combinazione delle due 
rappresentano le modalità per creare il valore. Dopo la creazione del valore, il 
passo successivo è quello di riuscire a comunicarlo in maniera efficace ai clienti 
affinché essi lo percepiscano e lo identifichino come tale. Per le aziende quindi 
l’attenzione al singolo cliente assume un ruolo sempre più strategico come 
confermato dal passaggio dal marketing di massa al marketing one to one. Occorre 
quindi conoscere ogni cliente, comprendere i suoi bisogni, analizzarne e 
prevederne il comportamento d’acquisto e valutare se egli è un potenziale cliente 
churner. L’analisi del valore del cliente è molto importante. Infatti la 
comprensione del vero valore del cliente e l’analisi costi benefici della sua 
potenziale perdita aiuterà l’azienda a gestire la relazione col cliente stesso. 
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Le analisi churn sono fortemente dipendenti dalle definizioni del customer churn. 
Definire il churn vuol dire stabilire quando un cliente è da considerarsi come colui 
che sta per terminare la relazione con l’azienda. Il settore delle imprese e le 
relazioni con il cliente influiscono sul modo con cui si identificano i potenziali 
clienti propensi all’abbandono. Infatti la definizione di churn varia da settore a 
settore e anche all’interno dello stesso settore può essere differente. Pertanto è 
opportuno analizzare i modelli di churn prediction raggruppandoli per settori di 
appartenenza. La churn prediction si applica principalmente nel settore delle 
telecomunicazioni, nel retail banking, nelle assicurazioni, nelle pay-tv, nei 
supermercati. In realtà essa può essere analizzata in tutti i campi sia nel B2C 
(Business to Consumer) che nel B2B (Business to Business). Per qualunque 
modello di churn prediction occorre prima di tutto disporre dei dati che 
contengano informazioni sui clienti. È fondamentale però fare attenzione alla 
qualità dei dati. La pulizia e la preparazione dei dati costituiscono un processo 
molto delicato e dispendioso ma importante per il buon esito di ogni modello. I 
dati che generalmente si utilizzano nei modelli di churn prediction sono i dati che 
contengono le informazioni sui comportamenti d’acquisto e i dati socio-
demografici dei clienti. La selezione del modello e la selezione delle variabili da 
utilizzare rappresentano i fattori più importanti che influiscono sull’accuratezza 
predittiva dei modelli di churn prediction. Tra le tecniche maggiormente utilizzate 
per la churn prediction si annoverano: la regressione lineare e logistica, gli alberi 
di classificazione, le reti neurali, il processo markoviano e i clustering. 
Successivamente vedremo che non esiste un modello universale adatto in ogni 
situazione per la previsione del churn e che migliori sono le variabili e migliore 
sarà l’effetto della churn prediction. Quindi la fase di selezione delle variabili, 
spesso trascurata, è determinante per una buona accuratezza del modello. Il 
capitolo 1 descriverà l’aspetto del churn management che è un aspetto 
fondamentale per tutte le aziende.  
Ci sono diversi tipi di churn come descritto nel paragrafo 1.1. Per tutte le 
compagnie un processo chiave nella gestione del ciclo di vita del cliente è 
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costituito dall’identificazione dei clienti che verrà analizzato nel paragrafo 1.2. 
Siccome le risorse di un’impresa, anche di quelle di maggior successo, sono 
limitate e quindi dovrebbero essere utilizzate per le necessità più emergenti e 
preziose, è necessario indirizzarle verso clienti meritevoli e quindi occorre 
individuare il valore del cliente. Pertanto è opportuno individuare la priorità di 
mantenimento del cliente che sarà descritta nel paragrafo 1.3. Nel paragrafo 1.4 
verrà descritto il customer Lifetime Value (LTV) ossia il valore del tempo di vita 
del cliente e nel paragrafo 1.5 verrà analizzato il customer equity, ossia il valore 
che i clienti hanno per l’impresa. Una rappresentazione del concetto di switch del 
cliente che può abbandonare l’impresa per poi tornare e abbandonarla 
nuovamente, è costituita dalla matrice di transizione (switching matrix), descritta 
nel paragrafo 1.6. Per fidelizzare i clienti e quindi per evitare che avvenga il loro 
churn è importante il concetto di loyalty o fedeltà che sarà descritto insieme con la 
descrizione di alcune strategie di retention del cliente nel paragrafo 1.7. Affinchè 
le strategie di marketing contribuiscano alla fidelizzazione dei clienti e per far 
percepire ad essi il valore aggiunto offerto dai prodotti/servizi o dal brand, è 
indispensabile manovrare opportunamente le diverse attività di comunicazione 
descritte nel paragrafo 1.8.  
Nel Capitolo 2 si descriveranno le tecniche maggiormente utilizzate per la churn 
prediction. Nel capitolo 3 si analizzeranno le fasi di modellazione della churn 
prediction, ispirate al modello CRISP-DM, che dovrebbero essere seguite tutte con 
attenzione per ottenere una buona accuratezza del modello.  
Nel capitolo 4 verrà analizzato il modello di Polya, un modello matematico per 
simulare la loyalty, che utilizza l’urna di Polya. Invece nel capitolo 5 verrà 
descritto il modello markoviano applicato nel contesto del CRM. Prima verrà data 
una breve descrizione di processo stocastico e di processo markoviano e poi un 
esempio di applicazione del modello markoviano per gestire le relazioni 
dell’azienda con un cliente specifico.  
 6 
Nel capitolo 6 si analizzeranno due esempi di modelli di churn prediction presenti 
in letteratura nel settore del retail banking. Ed infine nel capitolo 7 saranno 
descritti altri tre esempi di modelli di churn prediction presenti in letteratura nel 
settore delle telecomunicazioni. 
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1 CUSTOMER CHURN MANAGEMENT  
Il mantenimento dei clienti esistenti è la migliore strategia di marketing per 
un’azienda per sopravvivere nel proprio settore. Churn management consiste 
inizialmente nel definire il churn dei clienti, identificando quei clienti che sono 
intenzionati a  scegliere un’altra azienda. Una volta identificati, questi clienti 
possono poi essere targetizzati con opportune campagne di marketing per 
fidelizzarli. Dato che una compagnia non può sostenere ingenti costi per la 
retention di tutti i clienti, dovrebbe concentrarsi solo su quelli più preziosi, quindi 
risulta indispensabile per essa conoscere il valore dei clienti per poter assegnare ad 
essi una diversa priorità di mantenimento, che naturalmente sarà più alta per quelli 
potenzialmente più redditizi. Quindi è molto importante conoscere il concetto di 
loyalty e le strategie di retention dei clienti. In questo capitolo verranno prima 
elencati i vari tipi di churn e poi si analizzerà il processo di identificazione dei 
clienti mostrando il ciclo di vita dei clienti. Successivamente verranno trattati i 
concetti di priorità di mantenimento, di Lifetime Value, di Customer Equity e di 
matrice di transizione per conoscere il valore dei clienti per un’impresa. Inoltre 
seguirà la descrizione del concetto di loyalty e di alcune possibili strategie di 
fidelizzazione. Infine verranno illustrate le diverse attività di comunicazione, 
indispensabili affinchè il valore del prodotto, servizio o brand venga percepito dai 
clienti. 
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1.1 Tipi di churn 
Il churn del cliente può essere di tre tipi: 
1. Churn involontario o anche detto finanziario: riguarda i clienti che 
smettono di pagare durante il loro contratto a cui sono legalmente vincolati 
poiché essi non possono più permettersi il servizio. Questo avviene quando 
ad esempio degli abbonati non riescono a pagare per il servizio e come 
conseguenza di ciò il provider termina il servizio. L’interruzione del 
servizio per furto o utilizzo fraudolento viene anche classificato in questo 
ambito. 
 
2. Churn inevitabili: questo si verifica quando i clienti muoiono oppure si 
trasferiscono spostandosi permanentemente dal luogo di mercato. 
 
3. Churn volontari o commerciali: si verifica quando i clienti non rinnovano il 
loro contratto dopo la scadenza dello stesso e quindi in questo caso essi 
effettuano la scelta studiata di non rinnovare il loro abbonamento. Pertanto 
indica l’interruzione del servizio da parte del cliente quando ad esempio 
lascia un operatore possibilmente per un altro a causa di maggior valore. 
 
1.2 Identificazione dei clienti 
L’identificazione dei clienti è un processo importante per le compagnie per 
acquisire nuovi clienti. Durante questo processo la compagnia dovrebbe analizzare 
i clienti e scoprire i potenziali segmenti di clienti e mercati target [Shu 04]. 
L’identificazione dei clienti è un processo chiave nella gestione del ciclo di vita 
del cliente.  
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La  Figura 1.1 mostra i processi di gestione del ciclo di vita del cliente: 
                   
Figura 1.1 (Ciclo di vita del cliente) 
Basandosi sull’identificazione del cliente, i potenziali clienti possono essere 
targetizzati e alcuni di essi diventeranno nuovi clienti e seguiranno il processo:  
nuovi clienti → clienti esistenti → vecchi clienti 
Durante questo processo il churn del cliente può avvenire in ciascun passo e i 
clienti che hanno effettuato il churn diventeranno a loro volta dei potenziali clienti. 
Un buon inizio è metà del successo, infatti attraverso l’identificazione dei clienti, 
la compagnia dovrebbe non solo identificare le caratteristiche dei più preziosi 
segmenti di clienti da targetizzare ma anche escludere i potenziali clienti che 
hanno tipiche caratteristiche di churn che possono essere ottenute dai risultati di 
previsione del churn del cliente.  
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1.3 Priorità di mantenimento del cliente 
Le risorse di tutte le imprese, anche di quelle di maggior successo sono sempre 
limitate e quindi dovrebbero essere utilizzate per le necessità più preziose ed 
emergenti. La priorità di mantenimento per differenti potenziali clienti churners 
dipende dalla probabilità di churn del cliente e dal valore di mantenimento del 
medesimo. Quanto più è alta la probabilità di churn dei clienti, tanto più è urgente 
per l’impresa focalizzarsi su tali clienti. Il valore di mantenimento del cliente può 
essere determinato dalla seguente equazione: 
Valore di mantenimento del cliente =                                                                 
Entrate generate dal mantenimento – Costi di mantenimento 
Le entrate generate dal mantenimento costituiscono il reddito ottenuto con 
l’implementazione delle strategie di retention del cliente; i costi di mantenimento 
sono i costi generati dall’implementazione della retention del cliente [Shu 04]. 
Maggiore è il valore di mantenimento del cliente, più costoso per l’azienda è il 
churn di tale cliente.  
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Secondo Qi [Qi 08], in accordo alla probabilità di churn del cliente e alla priorità 
di mantenimento del cliente, i potenziali clienti churners possono essere divisi in 9 
segmenti di clienti da A ad I come mostrato nella Figura 1.2, dove in ascissa c’è il 
valore di mantenimento del cliente e in ordinata la probabilità di churn del cliente: 
 
Figura 1.2 (Segmenti di clienti e priorità di mantenimento del cliente) 
Successivamente allo scopo di determinare la priorità di ciascun segmento di 
clienti, è proposto il criterio secondo cui la probabilità di churn del cliente ha 
priorità più alta rispetto al valore di mantenimento del cliente. Ad esempio la 
priorità di D (alta probabilità di churn del cliente e basso valore di mantenimento 
del cliente) è più alta di E (alto valore di mantenimento del cliente e bassa 
probabilità di churn del cliente). Quindi la priorità di mantenimento dei nove 
segmenti di clienti può essere determinata in questo modo:  
A > B > C  > D > E > F > G > H > I 
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1.4 Customer Lifetime Value 
Il customer lifetime value (LTV), ossia il valore del tempo di vita del cliente, è 
generalmente definito come il reddito complessivo netto del cliente durante la sua 
vita. Hoekstra [Hoekstra 99] definisce un modello concettuale di LTV come 
segue: LTV è il valore totale di contributi diretti e indiretti, contributi alle spese 
generali e profitti di un cliente individuale durante l’intero ciclo di vita del cliente 
che va dall’inizio della relazione fino alla conclusione prevista. Tale concetto 
focalizza l’attenzione sulla dimensione temporale: il cliente è visto come un 
investimento che apporterà sì valore ma non necessariamente in ogni momento 
della relazione. Perciò, occorre mettersi nell’ottica di accettare delle perdite in 
certi periodi della relazione perché ci si attendono in cambio dei guadagni in altri 
momenti. In realtà, le perdite sono degli investimenti che potranno andare o meno 
a buon fine ma che non possono essere considerati delle vere e proprie perdite 
[Ciaramella 08]. Questo concetto è di fondamentale importanza per ricordare al 
decisore che non deve limitarsi a variazioni puntuali nella stima dell’importanza 
dei clienti. 
 
1.5 Customer Equity 
Il Customer Equity è il capitale clienti, il valore che i clienti hanno per l’impresa. 
Esso è considerato come una ricchezza, un fattore produttivo. Una semplice 
definizione operativa considera il Customer Equity come la somma di tutti i 
Lifetime Customer Value dei clienti dell’impresa.  
Il concetto di Customer Equity è utile per vari scopi: 
• Rendere più sistematico e formale l’approccio della Customer Base View 
all’analisi dell’impresa precisando e rendendo quantificabile il concetto di 
valore generato dal cliente; 
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• Identificare e misurare i key driver del valore, ossia i fattori che 
maggiormente influiscono sulla generazione di valore; 
• Identificare i punti di forza e di debolezza dell’impresa confrontando la 
struttura e i driver della Customer Equity dell’impresa con quella dei 
concorrenti; 
• Prevedere gli impatti economici e finanziari delle iniziative di marketing 
misurando le variazioni nel tempo della Customer Equity e dei suoi driver; 
• Identificare metriche per le decisioni e per il reporting, in particolare per le 
Balanced Scorecard. 
I fattori critici che determinano il Customer Lifetime Value dei singoli clienti 
possono essere sintetizzati in tre driver [Ciaramella 08]: 
1. Value Equity: il valore che il cliente assegna all’offerta dell’impresa in base 
a considerazioni oggettive e razionali, riassunte nella percezione di quanto 
riceve e dà in cambio. Esso è determinato dai subdriver quality, price e 
convenience. 
2. Brand Equity: il valore che il cliente assegna all’offerta dell’impresa in base 
a considerazioni soggettive ed emotive, riassunte nell’attitudine verso il 
marchio. Esso è determinato dai subdriver brand awareness, brand attitude 
e corporate ethics. 
3. Relationship Equity: il valore che il cliente assegna all’offerta dell’impresa 
in base a considerazioni sulla qualità della relazione con l’impresa stessa. 
Esso è determinato dai subdriver loyalty programs, special recognition and 
treatment, affinity, community building, knowledge building.  
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1.6 Matrice di transizione 
Un cliente può abbandonare l’impresa per poi tornare e abbandonarla nuovamente, 
per un numero illimitato di volte. Questo concetto più generale di mantenimento e 
abbandono può essere rappresentato mediante la cosiddetta matrice di transizione 
(Switching Matrix).  
La matrice di transizione è una matrice bidimensionale, il cui elemento di indici i e 
j rappresenta la probabilità che un cliente, che al suo ultimo acquisto ha scelto la 
marca i, ora scelga la marca j. La matrice di transizione permette quindi di 
rappresentare in modo probabilistico il processo iterativo di mantenimento, 
abbandono e rientro di un cliente. La matrice di transizione è uno strumento 
matematico per modellare il LTV (descritto nel paragrafo 1.4), utilizzato 
congiuntamente ai margini di vendita.  Un esempio di matrice di transizione fra 
due marche è  
S=[0 .7 0 .30 .5 0 .5 ] 
La matrice è relativa ad un determinato cliente. La probabilità che il cliente dopo 
l’acquisto della marca A compri ancora A è 0.7, mentre la probabilità che passi 
all’acquisto successivo alla marca B è 0.3. Se invece il cliente ha acquistato B 
l’ultima volta, il prossimo acquisto ha la stessa probabilità di essere della marca A 
o della marca B. 
Una proprietà importante della matrice di transizione è che le probabilità dello i-
esimo prossimo acquisto sono rappresentate dalla i-esima potenza della matrice. 
La seconda potenza di S è: 
 
 
La probabilità che il cliente, dopo avere scelto la marca A, al secondo prossimo 
acquisto scelga ancora A è 0.64. È chiaro che disporre della matrice di transizione 
significa poter calcolare il numero di clienti al tempo t in modo più raffinato che 
non usando un semplice tasso di mantenimento. A questo riguardo, l’uso della 
S2= [0 . 64 0 .360. 60 0. 40]
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matrice ha un vantaggio non immediatamente evidente, ma importante: essa 
specifica le probabilità del prossimo acquisto, ma non specifica quando avverrà 
questo acquisto. Perciò non costringe a usare una sola unità di tempo in tutto il 
modello come l’anno per la quale è definito il tasso di mantenimento. È possibile 
seguire l’evoluzione nel tempo degli acquisti di un cliente senza imporre una 
frequenza predeterminata. Un accorgimento utile è l’inserimento di una marca 
fittizia, che rappresenta il non acquisto. Essa permette anche di rappresentare la 
mancanza di acquisto in un certo periodo di tempo, se si preferisce impostare 
l’analisi in questo modo [Ciaramella 08]. Per stimare le probabilità di transizione 
si ricorre a dei questionari da somministrare a un campione di clienti. I questionari 
devono essere specializzati per il mercato di riferimento. Se si conoscono le 
risposte ai questionari di un cliente se ne conosce anche la matrice di transizione e 
quindi si può prevedere il suo comportamento futuro come cliente. Stimando 
anche i margini di vendita si può calcolare il Lifetime Value del cliente. 
 
1.7 Loyalty e strategie di retention 
La loyalty o fedeltà del cliente è l’indice di quanto i clienti vorrebbero stare con la 
compagnia [Hwang 04]. Naturalmente la loyalty è il complementare del churn 
rate, che rappresenta la probabilità con cui i clienti possono cambiare azienda o 
fornitore di servizi. Quindi tra loyalty e churn rate vale la seguente relazione:  
LOYALTY DEL CLIENTE = 1 – CHURN RATE 
Il concetto di loyalty è complesso e si descrive in due dimensioni: 
1) La fase di sviluppo dell’attitudine alla marca.  
2) Il ruolo che l’individuo ricopre nei confronti della marca. 
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I fattori che generano la fedeltà sono numerosi e diversificati come si evince dalla 
Figura1.3: 
 
 
Figura 1.3 (Fattori che generano la fedeltà) 
Uno di questi fattori è la soddisfazione del cliente, ossia la customer satisfaction, 
che consiste nel soddisfare il cliente offrendo un servizio o prodotto soddisfacente 
che comprenda i suoi bisogni e che soddisfi le sue aspettative. Un altro fattore 
fondamentale per generare la fedeltà è l’immagine dell’azienda che insieme con i 
suoi valori etici ne determinano il successo e influiscono sul valore del brand che è 
un cespite finanziario. Sono fondamentali anche fattori come l’importanza della 
relazione, del prodotto sempre più connotato di valori simbolici materiali e 
immateriali, la vicinanza della relazione, i costi di abbandono, l’affidabilità del 
prodotto, dell’azienda e del canale di distribuzione scelto. In tempi più recenti i 
canali di distribuzione sono considerati sotto un’ottica differente, anche perché nel 
tempo la loro forza contrattuale è andata aumentando perché è cresciuto il peso 
della Grande Distribuzione Organizzata (GDO) e soprattutto perché il 
consumatore finale ha mutato il proprio comportamento di acquisto dimostrando 
una crescente store loyalty (fedeltà al punto vendita), anche a scapito della brand 
loyalty (fedeltà alla marca) [Peter 06]. Inoltre sono determinanti anche altri fattori 
come il prezzo, che per incrementare le vendite dovrebbe essere inferiore al valore 
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percepito dai clienti ma superiore ai costi di produzione per evitare le perdite. 
L’assortimento è anche molto importante perché è stato dimostrato da molti studi 
che un cliente, seppur molto fedele ad un prodotto o marchio, se non troverà il suo 
prodotto preferito nei punti vendita cambierà presto le sue preferenze.  
Ci sono innumerevoli strategie che le compagnie possono adottare per fidelizzare i 
clienti, come le fidelity card (carte fedeltà), le strategie di discriminazione di 
prezzo, i programmi di loyalty del cliente e il cross-selling. 
 
1.7.1 Fidelity card 
Le fidelity card, dette anche loyalty card o carte fedeltà, sono lo strumento più 
utilizzato dalle aziende italiane e straniere per ottenere la fidelizzazione del 
cliente. Rappresentano uno strumento straordinario che consente un miglioramento 
tangibile alle strategie di marketing finalizzate all’incremento delle vendite e al 
miglioramento dell’assistenza ai clienti. 
I programmi di fedeltà basati su carta oltre che rappresentare un’utile strategia di 
fidelizzazione, consentono anche l’identificazione puntuale dei clienti e 
l’associazione con i dati delle transazioni. Su tali dati di transazioni possono essere 
condotte svariate analisi di data mining come MBA (Market Basket Analysis) che 
è l’analisi del carrello della spesa. Da tali analisi possono essere estratte varie 
regole e varie associazioni di acquisti di vari prodotti.  
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1.7.2 Discriminazione di prezzo 
La discriminazione di prezzo, anche nota come segmentazione di mercato consiste 
nella pratica di vendere la stessa merce a prezzi diversi a clienti (o gruppi di essi) 
diversi [Del Bono 99]. È risaputo che un piano di prezzi efficace è un fattore 
chiave nel guidare il successo di un business [Flaxer 07].  
Un importante lavoro per la discriminazione dei prezzi è quello di riconoscere le 
caratteristiche dei clienti e poi di promuovere attività di marketing pertinenti. 
Nell’intento di evitare il churn del cliente, un’impresa può effettuare delle strategie 
di discriminazioni di prezzi per alcuni tipi di clienti. 
La classificazione tutt’oggi prevalente delle varie forme di discriminazione di 
prezzo è stata originariamente proposta da Arthur Pigou. Secondo tale 
classificazione si distinguono tre tipi di discriminazione: 
 Discriminazione di primo grado: si ha quando il venditore pratica un 
prezzo diverso per ogni unità venduta in modo che il prezzo applicato ad 
ogni unità è pari al massimo ammontare che l’acquirente è disposto a 
pagare per quella unità. Questo comportamento del venditore comporta sia 
discriminazione interpersonale (diversi acquirenti pagano un prezzo 
diverso a parità di quantità acquistate), sia intrapersonale (lo stesso 
acquirente paga prezzi diversi a seconda della quantità acquistata).  
 Discriminazione di secondo grado: si ha quando il prezzo unitario dipende 
dal numero di unità acquistate ma non dall’identità dell’acquirente. In 
questo caso non si tratta di discriminazione interpersonale. Esempi di 
discriminazione di secondo grado sono gli sconti in relazione alla quantità 
acquistata. Quando il prezzo varia al variare della quantità acquistata 
secondo una funzione che però è uguale per tutti i compratori si parla 
anche di prezzi non lineari.  
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 Discriminazione di terzo grado: si tratta del caso in cui consumatori 
diversi pagano prezzi diversi ma il prezzo unitario è costante, ossia non 
dipende dal volume di acquisti. Esempi di discriminazione di terzo grado 
sono tutti quelli in cui a fasce di acquirenti particolari (come pensionati, 
studenti, militari) vengono riservati prezzi particolari.  
 
1.7.3 Programmi di loyalty del cliente 
I programmi di loyalty del cliente sono strategie efficaci che cercano di legare i 
clienti ad un’organizzazione o ai suoi prodotti e servizi offrendo un incentivo 
addizionale [Dowling 97]. Essi sono delle importanti tutele per mantenere durature 
e interattive relazioni tra l’impresa e i clienti [Jia 05]. Inoltre piccoli incrementi in 
retention rates del cliente possono enormemente accrescere i profitti [Hosmer 98]. 
Per i vecchi clienti, il programma di loyalty è più importante. Come detto 
precedentemente c’è un detto popolare secondo cui il costo per acquisire un nuovo 
cliente è cinque volte maggiore del costo di mantenimento di un cliente esistente. 
Ci sono alcuni vecchi clienti che sono più propensi ad abbandonare la relazione 
con l’azienda di altri. Allo scopo di mantenere tali clienti possono essere utilizzate 
speciali strategie di marketing, come fornire speciali ricompense ai clienti. 
Dowling e Uncles [Dowling 97] hanno progettato un sistema di ricompense per la 
retention del cliente.  
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Questo sistema è basato su due aspetti: modo diretto/indiretto e tempo 
immediato/differito come mostrato nella Figura 1.4: 
 
Figura 1.4 (Tipi di sistemi di ricompense) 
Quindi come si può vedere nella Figura 1.4 ci sono differenti tipi di ricompensa 
per differenti tipi di vecchi clienti e ciò dovrebbe essere considerato durante 
l’implementazione delle attività di retention dei vecchi clienti. 
  
1.7.4 Cross-selling 
Cross-selling è il termine utilizzato per descrivere la vendita di prodotti addizionali 
o servizi a clienti che non l’hanno utilizzati prima. Esso è un importante modo per 
intensificare gli stretti legami tra clienti e compagnie [Kamakura 03].  
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Il processo di cross-selling è mostrato nella Figura 1.5: 
 
Figura 1.5 (Processo di cross-selling) 
Il primo passo è quello di identificare un prodotto o servizio. Il secondo passo è 
quello di analizzare i comportamenti di utilizzo dei clienti. Alcuni metodi come 
analisi di associazioni (a priori) e clustering sono utilizzati frequentemente. Il terzo 
passo consiste nel trovare regole e segmenti di clienti target, questo è un punto 
chiave per il cross-selling nel quale si ottengono regole come “se compra A allora 
compra B”. L’ultimo passo è costituito dall’implementazione e dalla valutazione e 
i risultati ottenuti possono guidare la successiva promozione cross-selling. 
 
1.8 Attività di comunicazione 
La fedeltà della clientela è fra gli assets (attività) principali di ogni impresa. La 
comunicazione di marketing contribuisce a supportare le attività che erogano 
valore alla clientela esistente. Le forme interattive di comunicazione, dalla forza 
vendita ai siti web, possono giocare un ruolo importante nel conservare i clienti 
[Peter 06]. Esse possono fungere da fonte di informazioni sull’utilizzo dei prodotti 
e sui nuovi prodotti in fase di sviluppo. Inoltre possono contribuire a raccogliere 
informazioni dai clienti in merito a ciò cui essi attribuiscono valore, nonché alla 
loro esperienza nell’uso dei prodotti. Questa comunicazione a due vie aiuta gli 
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operatori di marketing ad accrescere il valore di quanto offerto ai clienti esistenti, 
il che consoliderà il tasso di fedeltà. 
Il concetto di communication mix si riferisce alla combinazione integrata, 
sinergica e coerente di diversi tipi di comunicazione personale e non personale 
messa in essere dall’azienda durante un determinato periodo di tempo. Esso consta  
di diversi elementi: 
 Pubblicità (advertising): è una forma di comunicazione non personale 
soggetta ad un pagamento. Verte sull’azienda, i suoi prodotti o le sue 
attività e viene trasmessa mediante un mezzo di massa ad un pubblico di 
riferimento (target audience). Tale mezzo può essere costituito dalla 
televisione, dalla radio, dai quotidiani, dalle riviste, dai cartelloni 
pubblicitari, dall’affissione mobile su mezzi pubblici in movimento 
(pubblicità dinamica) e da Internet.  
 Promozione (sales promotion): è un’attività o mezzo materiale che offre 
alla clientela, agli addetti alla vendita o ai rivenditori un incentivo diretto 
all’acquisto di un prodotto. Tale stimolo, che aggiunge valore a un prodotto 
o ne incentiva l’acquisto, può assumere la forma di buoni sconto, estrazioni 
a premi, rimborsi, espositori sul punto vendita.  
 Relazioni pubbliche (public relations): è la tipologia di comunicazione che 
mira ad influenzare gli atteggiamenti, le sensazioni e le opinioni di clienti, 
non-clienti, azionisti, fornitori, dipendenti e organismi politici nei confronti 
dell’azienda e dei suoi prodotti. Gli strumenti principali delle relazioni 
pubbliche sono l’ufficio stampa, gli eventi e le sponsorizzazioni. 
Attualmente si inseriscono in quest’ambito una serie di nuovi strumenti 
come il passaparola (word of mouth) che è un processo informale di 
comunicazione nel quale un individuo si affida alle opinioni degli altri per 
decidere se acquistare un determinato prodotto o servizio; il product 
placement che consiste nella realizzazione a fronte di un pagamento e nel 
rispetto di un contratto del collocamento di un prodotto o di una marca 
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all’interno di libri, film, videogame, eventi e format televisivi); il blog, 
abbreviazione dei termini web e log, è un sito web gestito da un singolo 
individuo che pubblica in tempo reale notizie, informazioni, opinioni o 
storie di ogni genere che lo riguardano e che ritiene possano interessare chi 
naviga in internet. In molti casi può essere il modo migliore per ingaggiare 
un dialogo aperto e scambiare idee con i propri clienti o con coloro che 
potrebbero diventarlo. 
 Direct Marketing: si avvale di comunicazioni dirette con i consumatori, può 
essere attuato inviando per posta lettere (direct mail) o cataloghi, 
utilizzando il telefono (telemarketing) o il web (e-mailing ed e-commerce). 
Nelle sue forme più evolute, che richiedono l’integrazione con database, 
call-center e siti web, è alla base del CRM. 
 Vendita personale (personal selling): è una comunicazione de visu con i 
potenziali clienti, tesa ad informarli sul prodotto di un’azienda e a 
persuaderli all’acquisto. Anch’essa può essere considerata come una forma 
di direct marketing ma, considerato che in genere è una comunicazione 
assolutamente personale, è da inserirsi in una specifica categoria a sé. 
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2 TECNICHE PER LA CHURN PREDICTION 
In questo capitolo sono descritte le tecniche più utilizzate per la churn prediction 
che sono: la regressione lineare e logistica, gli alberi di classificazione, le reti 
neurali e le clustering analysis.   
 
2.1 Regressione lineare e logistica 
2.1.1 Regressione lineare semplice 
Il modello di regressione lineare semplice stima i valori della variabile Y con una 
funzione lineare della variabile X: 
 
Per le osservazioni {(x1, y1), ..., (xn, yn)} appartenenti al training set il valore 
stimato è quindi: 
 
mentre per una osservazione della quale si conosce soltanto il valore x0 della 
variabile X il valore stimato della variabile Y è: 
 
L’equazione di regressione è l’equazione di una retta, a è l’intercetta (il punto nel 
quale la retta incontra l’asse delle ordinate), b è il coefficiente angolare della retta 
(la tangente dell’angolo che la retta forma con l’asse delle ascisse). Intuitivamente, 
il modello stima Y come proporzionale a X: si parte da un valore base a e si 
sommano b unità di Y per ogni unità di X. 
 
L’adattamento si può misurare con la somma dei quadrati degli errori, la 
cosiddetta devianza dei valori stimati rispetto ai valori reali della Y nel training set: 
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La retta che minimizza la devianza, quindi la retta di regressione, ha per 
coefficienti: 
 
 
dove e sono le medie di X e Y, cov(X, Y) è la covarianza di X e Y e var(X) è 
la varianza di X. 
 
2.1.2 Interpretazione probabilistica e analisi dei residui 
Si può pensare a Y come una variabile casuale che dipende in modo deterministico 
da X ma risente dell’effetto di un “rumore” che è una variabile casuale: 
 
Per le osservazioni {(x1, y1), ..., (xn, yn)} appartenenti al training set il valore 
stimato è quindi: 
 
dove le ei sono variabili casuali distinte, una per ciascun valore della X. 
Il modello della regressione lineare con il criterio dei minimi quadrati (la 
minimizzazione della devianza) può essere applicato in modo rigoroso se sono 
soddisfatte alcune condizioni sulle variabili ei: 
o non sono correlate fra loro; 
o hanno distribuzioni normali; 
o la media di ciascuna è 0; 
o la varianza è la stessa per tutte. 
In pratica di regola queste condizioni non sono verificate, almeno non in pieno, ma 
la regressione lineare riesce ugualmente a dare spesso ottimi risultati. Tuttavia, 
anche se si può tenere al riguardo un atteggiamento pragmatico, non si deve 
sottovalutare l’importanza di una verifica della sussistenza almeno approssimativa 
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di queste condizioni. Intuitivamente, si può avere una idea della validità di queste 
ipotesi analizzando la distribuzione dei residui:  
 
Se e nella misura in cui le ipotesi valgono, i residui non mostrano tendenze 
sistematiche. Sono cioè distribuiti in modo casuale, oscillando uniformemente 
intorno allo 0 e tendenzialmente si compensano fra loro. Questo significa che i 
valori stimati stanno casualmente un po’ sopra e un po’ sotto la retta di 
regressione, con scarti simili dappertutto. 
Se le variabili ei mostrano tendenze sistematiche e non appaiono distribuite 
secondo una curva normale, si deve prendere in considerazione la possibilità di 
scegliere un modello di regressione diverso, con più variabili indipendenti oppure 
di forma non lineare. Se le variabili ei mostrano varianze diverse, di nuovo si deve 
scegliere un modello non lineare, oppure limitare l’applicazione del modello di 
regressione a un dominio limitato di valori. Per esempio, se i residui mostrano un 
comportamento “giusto” per valori minori di x0 ma oscillano in modo più marcato 
oltre quel valore, si può ipotizzare che la relazione fra X e Y sia davvero 
approssimativamente lineare fino a x0 ma che per valori maggiori risenta 
dell’influenza di un nuovo fattore, non presente nel modello. 
 
2.1.3 Bontà di adattamento 
Vale questa relazione: 
 
La varianza di Y si può scomporre nella somma della varianza di Ŷ, la stima di Y, e 
nella devianza fra Y e la sua stima, sinteticamente: 
 
Questo a rigore è vero se sono vere le ipotesi alla base del modello di regressione, 
dalle quali si deduce che la media della variabile stima coincide con la media di Y 
(è una conseguenza delle ipotesi). 
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Si definisce coefficiente di determinazione la grandezza: 
 
Il coefficiente di determinazione è il quadrato del coefficiente di correlazione 
lineare e pertanto assume valori compresi fra 0 e 1. In particolare, vale 0 quando la 
retta di regressione è costante ( ) e vale 1 quando gli errori sono nulli e 
quindi l’adattamento è perfetto ( ). 
Vale anche la relazione: 
 
che misura in quale grado l’errore di previsione si riduce passando dalla previsione 
con il modello “banale”: 
 
alla previsione con il modello di regressione:  
. 
Il coefficiente di determinazione è il principale e più intuitivo indice della bontà 
dell’adattamento di un modello di regressione lineare. Si deve però ricordare di 
affiancarlo sempre ad una verifica degli assunti di base del modello lineare, e 
quindi ad un’ analisi del comportamento dei residui. In effetti, esso tende a essere 
troppo ottimista: rappresenta la bontà dell’adattamento della retta di regressione ai 
dati del campione usato come training set, ma non garantisce che il modello abbia 
buona capacità di generalizzazione, non garantisce cioè che non ci sia overfitting 
[Ciaramella 08]. 
Per valutare la bontà dell’adattamento si ricorre anche a test statistici di 
significatività. 
 
2.1.4 Regressione lineare multipla 
Quanto detto per il modello di regressione lineare semplice si generalizza nel 
modello di regressione lineare multipla nel quale la variabile dipendente è stimata  
usando più variabili indipendenti: 
 28 
 
Anziché una retta di regressione abbiamo qui un iperpiano di regressione a n 
dimensioni. Il coefficiente bi rappresenta la variazione di Y in risposta a una 
variazione unitaria della variabile Xi se le altre variabili indipendenti restano 
fissate. Restano valide (generalizzate a più dimensioni) le considerazioni sulle 
ipotesi teoriche, le proprietà dei residui e il coefficiente di determinazione. 
 
2.1.5 Variabili indipendenti categoriche 
Il modello di regressione lineare si può applicare anche quando ci sono variabili 
indipendenti categoriche, cioè che assumono un valore in un insieme finito non 
rappresentabile in modo rigoroso su una scala numerica. 
Il caso più semplice di variabile categorica è la variabile a due valori possibili, del 
tipo vero o falso, maschio o femmina, alto o basso e simili. In questo caso la 
variabile può essere trasformata in numerica con il semplice accorgimento di 
associare i valori 0 e 1 alle due modalità, ad esempio 1 per vero e 0 per falso e così 
via. Supponiamo ad esempio di effettuare una regressione di Y su X1 e X2, dove X2 
vale 1 se “maschio” e 0 se “femmina”, e di ottenere l’equazione: 
 
L’equazione fornisce un valore “di base”: 
 
per tutti i soggetti, ai quali si deve sommare la quantità b2 per i maschi. 
In generale, se una variabile categorica ha k modalità si creano k variabili 
indicatrici, ciascuna associata ad una modalità. Di queste una e solo una ha valore 
1, quella associata all’effettivo valore di X2 per una certa osservazione, mentre 
tutte le altre valgono 0. Queste variabili indicatrici possono essere inserite 
nell’equazione di regressione con gli effetti visti precedentemente. Si deve però 
osservare che così facendo si crea una ridondanza, che può avere effetti fuorvianti. 
Infatti, conoscendo k – 1 variabili indicatrici l’ultima è deducibile, e quindi non 
apporta alcuna nuova informazione. Perciò, è corretto inserire soltanto k – 1 
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variabili indicatrici nel modello; in effetti, nel caso di variabile a due valori è 
intuitivo inserire una sola variabile binaria e non due. 
Per esempio, se la variabile X2 può assumere i valori alto, medio e basso, il 
modello di regressione conterrà due variabili indicatrici, scelte in un modo 
qualsiasi: 
 
Un oggetto avrà quindi un valore stimato di Y pari ad a + b1X1 più b2a se è alto e 
b2m se è medio; se è basso resta con il valore a+b1X1. Si può altrettanto 
correttamente escludere la variabile indicatrice per il valore alto o per il valore 
medio. 
 
2.1.6 Variabili dipendenti categoriche 
Se è la variabile dipendente Y ad essere categorica, il problema è meno chiaro che 
nel caso delle variabili indipendenti Xi. In pratica si ricorre spesso al “trucco” di 
associare ad ogni modalità un numero intero e poi interpretare il risultato della 
regressione, che può essere un qualsiasi numero reale, come approssimazione di 
uno di questi valori interi. Si tratta di un artificio che di regola non riesce molto 
convincente, perché introduce relazioni di ordinamento e di distanza fra numeri 
che non esistono per i reali valori della variabile. Se ai tre valori alto, medio, basso 
si associano i numeri 0, 1 e 2 la cosa è già artificiosa; se ai quattro valori 
primavera, estate, autunno e inverno si associano i numeri da 0 a 3 lo è ancora di 
più; ma non si vede un modo intuitivo di associare numeri ai valori italiano, 
francese, inglese. 
Il caso più trattabile è quello di una variabile dipendente a due valori. In questo 
caso si può determinare un valore di soglia 0 < s < 1 e interpretare il valore: 
a + b1X1 + ... + bnXn come 0 se è minore di s e come 1 se è maggiore di s. Per 
quanto sensato, questo approccio resta artificioso e non sempre ragionevolmente 
applicabile. In casi come questo si ricorre piuttosto alla regressione logistica. 
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2.1.7 Selezione delle variabili di regressione 
Quando si applica la regressione ai dati contenuti in un database, capita spesso di 
avere a disposizione un gran numero di variabili di regressione, anche molte 
decine. Può sembrare ovvio che usare tutte le variabili disponibili come repressori  
migliori la qualità della stima; in realtà questo aumenta la complessità del modello 
e il rischio dell’overfitting. Si può anche introdurre ridondanza informativa (si 
pensi alle variabili indicatrici prima descritte) che può avere forti effetti distorsivi. 
Come caso estremo si pensi a due attributi “importo in euro” e “importo in 
dollari”. Usandoli entrambi come variabili di regressione si introduce in realtà una 
sola variabile, che però influisce due volte sul risultato, acquisendo importanza 
superiore al reale. Inoltre la complessità del modello lo rende poco comprensibile 
agli analisti dei dati e quindi difficile da utilizzare in pratica.  
Per questi motivi si pone il problema di selezionare un sottoinsieme ristretto delle 
variabili disponibili per inserirle nel modello di regressione, cercando di ottenere 
un buon adattamento senza aumentare troppo la complessità del modello stesso e 
senza introdurre ridondanze fra variabili fra loro correlate. 
Riguardo a questo complesso problema ci limitiamo a descrivere quindi una idea, 
molto usata in pratica, per selezionare le variabili di regressione. 
Se le possibili variabili di regressione sono X1, ..., Xn, i possibili modelli lineari 
sono 2n, numero che può facilmente divenire intrattabile. Se n è piccolo si può 
anche calcolare tutti i modelli e poi scegliere quello più convincente (perché ha un 
alto R2 e un buon comportamento dei residui), ma in generale non si può adottare 
questo approccio brute force. Un metodo euristico che diminuisce molto la 
complessità computazionale e spesso dà risultati buoni, anche se non ottimali, è 
quello della regressione stepwise, a passi successivi. L’idea è di provare prima una 
per una tutte le n variabili, costruendo n modelli di regressione lineare a una 
variabile. Si sceglie la variabile X(1) che genera il modello “migliore”: 
 
Poi si esaminano una a una le altre variabili Xi, esclusa quindi X(1), e si sceglie la 
variabile X(2) che ha il “miglior comportamento” quando inserita in un modello a 2 
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variabili indipendenti, mantenendo come definitivamente selezionata X(1). Pertanto 
il modello: 
 
è il migliore modello a due variabili delle quali una è X(1). Si procede scegliendo 
una terza variabile con lo stesso criterio, e così via. Il processo si arresta quando 
nessuna nuova variabile da inserire apporta più un significativo contributo alla 
qualità del modello già ottenuto, oppure quando si raggiunge un numero prefissato 
di variabili nel modello.  
Il procedimento non è ottimale perché non c’è la possibilità di tornare sui propri 
passi, e quindi non si possono tenere in conto gli effetti, buoni o cattivi, della 
selezione congiunta di due variabili. Inoltre, si deve definire con precisione che 
cosa significa che una variabile ha un “miglior comportamento” di un’altra, per 
automatizzare il processo di selezione delle variabili. 
 
2.1.8 Regressione logistica 
In molte applicazioni la variabile Y può assumere i due valori “successo” e 
“insuccesso” e si desidera “predire” la probabilità che assuma il valore di 
successo. Per esempio, Y può avere il significato “risponderà positivamente a una 
proposta di direct marketing”; le variabili Xi saranno in questo caso proprietà di un 
cliente potenziale target della campagna di direct marketing. 
Si ha quindi che i valori osservati yi nel training set assumono i valori 0 o 1 e si 
vuole stimare la probabilità: 
 
Un modello di regressione lineare avrebbe la forma: 
 
dove una combinazione lineare dei valori delle Xi di un certo oggetto fornisce la 
probabilità di successo per quell’oggetto. Ma il membro destro può assumere un 
valore qualsiasi, anche un valore non compreso fra 0 e 1, e quindi non 
significativo come probabilità. 
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Per superare questa difficoltà s’imposta un modello di regressione  lineare nel 
quale la variabile dipendente non è la probabilità pi, ma una sua trasformazione T 
che può assumere qualsiasi valore: 
 
Si potrebbero allora usare gli attributi di un oggetto per calcolare il membro 
destro, quindi applicare la trasformazione inversa T-1 e ottenere la probabilità di 
successo pi che ci interessa. Con un’opportuna scelta di T possiamo applicare 
algoritmi che trovano i coefficienti a e bi ottimali per stimare le probabilità di 
successo coerentemente con il training set. Intuitivamente, assegnando i valori 
delle Xi di un cliente si troverà la migliore approssimazione per la frequenza di 
successi nel training set di clienti con gli stessi valori di attributi. 
Una trasformazione molto usata è il cosiddetto logit: 
 
il logaritmo naturale (con base e) del rapporto fra una probabilità e la sua 
complementare (il cosiddetto odds ratio). Questa trasformazione è facilmente 
invertibile, e quindi permette di ricostruire la probabilità di successo partendo 
dalla combinazione lineare delle variabili di regressione. 
Il modello di regressione logistica è quindi: 
 
Si interpreta il modello, limitandoci per semplicità al caso di una sola variabile 
indipendente X. Si può scrivere: 
 
Il modello dice che per ogni aumento unitario di X l’odds della probabilità di 
successo aumenta in modo moltiplicativo con un fattore ebX. Quindi per b positivo 
la probabilità di successo aumenta all’aumentare di X, viceversa per b negativo; se 
b = 0 allora la probabilità di successo è indipendente da X. 
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Si può anche scrivere: 
 
La probabilità è qui espressa come funzione logistica della combinazione lineare 
delle variabili di regressione (qui una sola per brevità). La funzione logistica è il 
rapporto tra l’esponenziale del suo argomento e lo stesso esponenziale più 1: 
 
La funzione logistica, che ricorre spesso in varie tecniche di analisi dei dati è 
illustrata nella Figura 2.1:  
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Figura 2.1 (Regressione logistica) 
La funzione logistica ha valori compresi fra 0 e 1, tende a 0 per X che tende a -∞ e 
tende a 1 per X che tende a +∞, vale 0,5 per X = 0, ha un andamento abbastanza 
lineare avvicinandosi a X = 0 [Ciaramella 08]. 
 
2.2 Alberi di classificazione 
2.2.1 Partizionamento ricorsivo 
Sono date n variabili indipendenti X1, ..., Xn e una variabile dipendente Y 
categorica (che può cioè assumere un numero finito di valori non numerici). Il 
partizionamento ricorsivo suddivide lo spazio n-dimensionale delle variabili Xi in 
rettangoli n-dimensionali non sovrapposti. Lo scopo è di creare dei rettangoli il più 
possibile puri: un rettangolo è puro se contiene soltanto osservazioni di una classe. 
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Una volta terminato il partizionamento ricorsivo, saranno fissate delle regole che 
associano ad ogni rettangolo una classe e ogni elemento del rettangolo è 
classificato in tale classe. Tipicamente, ad ogni rettangolo è associata la classe alla 
quale appartiene la maggioranza delle osservazioni nel rettangolo. Pertanto, per un 
rettangolo puro la regola di classificazione si adatta perfettamente ai dati; se 
invece il rettangolo è impuro, tutte le osservazioni che appartengono alle classi 
non associate risultano classificate erroneamente. C’è quindi una relazione fra 
impurità e tasso di errata classificazione delle osservazioni. 
Non è in generale possibile, ma neanche necessario o sempre desiderabile, che i 
rettangoli risultanti siano effettivamente puri: interessa approssimarsi a questo 
obiettivo, tenendo presenti anche considerazioni di genere diverso. La purezza (e 
quindi il tasso di corretta classificazione) è il primo criterio di valore di una 
partizione risultante dalla procedura di partizionamento ricorsivo, non l’unico. 
Al primo passo della procedura si sceglie una delle variabili indipendenti, poniamo 
Xk e si partiziona il suo dominio di valori, lo si divide cioè in insiemi disgiunti 
l’unione dei quali è il dominio stesso. Geometricamente, questo significa 
suddividere l’intero spazio n-dimensionale in tanti rettangoli quanti sono gli 
insiemi della partizione. Ad ogni passo successivo si sceglie uno dei rettangoli già 
generati e una variabile fra le Xi, che può anche essere una variabile già scelta; si 
fa una nuova partizione del rettangolo usando i valori di questa variabile, e così 
via. 
I metodi basati su questa idea sono molti e si differenziano per la scelta della 
variabile da partizionare ad ogni passo, per la scelta delle partizione della 
variabile, per il criterio di arresto del partizionamento. 
Se la variabile da partizionare è nominale, cioè se può assumere valori discreti e 
non ordinati (ad esempio il suo dominio è {vero, falso}, oppure {rosso, verde, 
blu}), allora la partizione avviene suddividendo il dominio in sottoinsiemi 
qualsiasi, in pratica spesso in singoli valori. 
Se la variabile da partizionare è ordinale, cioè può assumere valori discreti e 
ordinati (ad esempio il suo dominio è {S, M, L, XL, XXL}), allora la partizione 
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avviene inserendo uno o più “tagli” nell’ordinamento, ad esempio {S, M, L} e 
{XL, XXL}. 
Se la variabile da partizionare è cardinale, in sostanza numerica, si usano 
ugualmente uno o più tagli, ad esempio la variabile “reddito” può essere suddivisa 
in {20.000 ≤ reddito < 30.000}, {30.000 ≤ reddito < 40.000} e  {reddito ≥ 
40.000}. 
 
2.2.2 Impurità 
Definiamo impurità di un insieme la sua eterogeneità rispetto ad un insieme di 
classi. Per concretezza, applicheremo questo concetto ai rettangoli generati 
successivamente dal partizionamento ricorsivo, considerando per ciascun 
rettangolo l’insieme delle osservazioni che ricadono in esso. 
Una misura dell’impurità molto usata è l’indice di Gini. Se abbiamo C classi e 
denotiamo con pk la frazione di osservazioni nel rettangolo R che appartengono 
alla classe di indice k, allora l’indice di Gini per R è: 
 
Se tutte le osservazioni in R appartengono alla stessa classe, allora I(R) = 0. Se le 
osservazioni in R sono equidistribuite fra le varie classi, allora l’indice raggiunge il  
suo massimo (C-1)/C. Come si vede, l’indice di Gini coglie il senso della 
eterogeneità di un insieme rispetto alla classificazione. 
La misura di impurità di maggiore interesse teorico (ma anche di effettiva utilità 
pratica) è l’entropia, così definita: 
 
Anche l’entropia vale 0 se il rettangolo è puro e raggiunge il suo massimo log2 C 
se le osservazioni nel rettangolo sono equidistribuite fra le classi. 
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La figura 2.2 rappresenta l’andamento dell’entropia per una distribuzione con due 
classi, in funzione della frequenza p+ di una delle due classi: 
 
Figura 2.2 (Andamento dell’entropia) 
Si considera ora una partizione del rettangolo R in rettangoli R1, …, Rn. 
Definita una misura per l’impurità di un rettangolo (entropia, indice di Gini o 
altra), la riduzione di impurità apportata da una suddivisione si può intuitivamente 
misurare come la differenza fra l’impurità del rettangolo originale e la media 
pesata dei rettangoli risultanti dalla sua suddivisione, dove i pesi sono le frequenze 
relative dei rettangoli generati rispetto a quello originale. Questa media pesata è 
per così dire una impurità attesa. 
 La sua formula è: 
 
dove R è il rettangolo “padre”, gli Ri sono i rettangoli “figli”, |.| è il numero di 
osservazioni in un rettangolo. 
Perciò la riduzione di impurità dovuta alla suddivisione è: 
 
La riduzione dell’impurità fa sì che un numero minore di osservazioni sia inserita 
in rettangoli associati ad una classe diversa dalla propria. 
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2.2.3 Rappresentazione ad albero 
Il partizionamento ricorsivo può essere rappresentato graficamente con una 
struttura ad albero. I nodi interni dell’albero riportano al loro interno il valore di 
taglio, mentre i rami indicano il predicato indotto dal taglio e il numero di oggetti 
che soddisfano il predicato. Un esempio di albero completo è presentato nella 
Figura 2.3: 
 
Figura 2.3 (Esempio di albero completo) 
Le foglie dell’albero rappresentano le partizioni finali, cioè i rettangoli a n 
dimensioni. Ad ogni foglia è associata la classe che rappresenta la maggioranza (la 
moda in termini statistici) delle osservazioni nel rettangolo n-dimensionale 
corrispondente. Nell’esempio le classi sono etichettate con i numeri 1 e 2 e la 
percentuale associata a ciascuna foglia indica quante osservazioni sono contenute 
in essa. L’albero nella Figura 2.3 ha fattore di diramazione 2 per ogni nodo. 
Questa è una caratteristica dell’algoritmo CART; altri algoritmi possono avere un 
numero diverso di rami per nodo. Il fatto che tutte le percentuali siano 4,16% è 
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solo una conseguenza di questa caratteristica e non è inerente al metodo degli 
alberi decisionali. 
Una volta creato l’albero, è possibile utilizzarlo per classificare osservazioni non 
presenti nel dataset che è servito a costruirlo, cioè ad esempio osservazioni distinte 
da quelle del campione di famiglie scelto per la ricerca di mercato. Conoscendo 
Reddito e Superficie per una nuova famiglia, resta definito in modo del tutto 
intuitivo un percorso sull’albero che conduce a una foglia, e la nuova famiglia è 
classificata nella classe associata a tale foglia. Un’ osservazione viene classificata 
in una foglia se i suoi attributi soddisfano la congiunzione delle asserzioni 
associate ai rami del percorso che porta dalla radice alla foglia. 
 
2.2.4 Overfitting e riduzione degli alberi 
L’albero creato nell’esempio precedente arriva fino alla separazione in classi 
completamente pure. Questo sembra essere un risultato ideale ma in realtà una tale 
precisione nasconde un pericolo. Lo si può comprendere meglio con un esempio 
estremo. Si pensi ad un attributo che costituisce un identificatore univoco per un’ 
osservazione, per esempio il codice fiscale di una persona. Si può costruire un 
albero decisionale di profondità 1 che ha come radice l’attributo codice fiscale e 
un ramo per ogni valore dell’attributo. Ogni nodo figlio contiene una sola persona 
e il processo si arresta: ogni foglia è pura, ovviamente. Un albero di questo genere 
si adatta perfettamente ai dati, ma lo fa in un modo che lo rende perfettamente 
inutile: nessuna nuova osservazione avrà lo stesso codice fiscale. L’albero 
rappresenta perfettamente la realtà del campione sul quale è costruito ma non dice 
niente sul resto della popolazione dalla quale è il campione è estratto. C’è stato un 
perfetto apprendimento ma non c’è nessuna possibilità di generalizzazione di 
quanto appreso. Questo esempio estremo illustra il fenomeno della difficoltà a 
generalizzare quanto appreso, fenomeno di fondamentale importanza. Un 
algoritmo di apprendimento (gli alberi decisionali ne sono un esempio fra i molti) 
può apprendere troppo bene e troppo presto dal suo training set, l’insieme dei dati 
dal quale apprende. Per ridurre questo pericolo, si può costruire un albero 
utilizzando come training set soltanto una parte del dataset di cui si dispone e poi 
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verificarne la validità su un’altra parte, detta test set. Se si vede che l’albero non dà 
conoscenza generalizzabile, allora si provvede a modificarlo in qualche modo. 
Non si approfondiscono qui quali siano le misure da adottare per contrastare il 
fenomeno del cosiddetto overfitting (sovra-adattamento). Ci si limita a dire che gli 
algoritmi per la costruzione di alberi decisionali non arrivano a costruire l’albero 
perfetto. In certi casi essi rinunciano a suddividere un nodo impuro e quindi 
arrestano anticipatamente il partizionamento ricorsivo producendo alberi con 
foglie impure, che non si adattano perfettamente ai dati nel training set. In altri 
casi effettuano delle suddivisioni e poi decidono di tornare indietro, con lo stesso 
risultato. Producendo alberi impuri si tenta quindi di lasciare spazio alla 
generalizzazione su nuove osservazioni, al prezzo di un maggiore rischio di errori 
di classificazione. 
Un concetto interessante derivante dalla ricerca di metodi per contrastare 
l’overfitting è il cosiddetto gain ratio. 
Il guadagno di informazione  è stato definito come riduzione di impurità (Ginfo): 
 
ed è stato precedentemente detto che una “buona” suddivisione dovrebbe 
massimizzare tale riduzione. 
Ora si aggiunge che una “buona” suddivisione tende ad avere un numero ristretto 
di rami uscenti da un nodo dell’albero, cioè tende a non frammentare i rettangoli 
n-dimensionali. Se vogliamo “premiare” le suddivisioni che riducono l’impurità, al 
tempo stesso vogliamo anche “penalizzare” le suddivisioni che producono troppi 
rami. A questo scopo ricorriamo alla definizione di informazione di suddivisione 
così definita: 
 
Questa definizione ricalca quella di entropia. L’informazione di suddivisione è 0 
se esiste un solo rettangolo, quindi dal nodo dell’albero esce un solo ramo (caso 
estremo che non ha interesse). Essa raggiunge il suo massimo quando la 
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suddivisione genera molti rettangoli equidistribuiti, cioè quando dal nodo escono 
molti rami e i nodi figli contengono un uguale numero di osservazioni. Il massimo  
valore possibile è log2N dove N è il numero dei rami uscenti. Un valore elevato di 
Sinfo indica un rischio di overfitting. Si noti che questa affermazione non può essere 
presa come regola assoluta: una suddivisione può avere un valore elevato di Sinfo e 
rivelarsi ottima. Si tratta soltanto di una regola generale, un’euristica, che nella 
pratica dà spesso buona prova. 
Il cosiddetto gain ratio è il rapporto fra il guadagno di informazione e 
l’informazione di suddivisione: 
 
Un metodo usato per tentare di prevenire l’overfitting è l’uso del gain ratio come 
criterio per scegliere la prossima suddivisione ad ogni passo del partizionamento 
ricorsivo, anziché il solo guadagno di informazione. Quando a un certo passo del 
partizionamento si vede che nessuna suddivisione apporta un significativo gain 
ratio, allora si decide di interrompere il partizionamento [Ciaramella 08]. 
 
2.3 Reti neurali 
Tradizionalmente il termine rete neurale (o rete neuronale) viene utilizzato 
come riferimento ad una rete o ad un circuito di neuroni biologici, tuttavia ne è 
affermato l'uso anche in matematica applicata con riferimento alle reti neurali 
artificiali, modelli matematici composti di "neuroni" artificiali. L'espressione 
può acquisire pertanto due significati distinti: 
• Reti neurali biologiche: sono costituite dai neuroni biologici, cellule 
viventi tipiche degli animali connesse tra loro o connesse nel sistema 
nervoso periferico o nel sistema nervoso centrale. Nel campo delle 
neuroscienze, sono spesso identificate come gruppi di neuroni che 
svolgono una determinata funzione fisiologica nelle analisi di 
laboratorio.  
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• Reti neurali artificiali: sono modelli matematici che rappresentano 
l'interconnessione tra elementi definiti neuroni artificiali, ossia costrutti 
matematici che in qualche misura imitano le proprietà dei neuroni 
viventi. Questi modelli matematici possono essere utilizzati sia per 
ottenere una comprensione delle reti neurali biologiche, ma ancor di più 
per risolvere problemi ingegneristici di intelligenza artificiale come 
quelli che si pongono in diversi ambiti tecnologici (in elettronica, 
informatica, simulazione, e altre discipline).  
Una rete neurale artificiale può essere realizzata sia da programmi software 
che da hardware dedicato (DSP, Digital Signal Processing). Questa branca 
può essere utilizzata in congiunzione alla logica fuzzy. 
Una rete neurale artificiale (ANN "Artificial Neural Network" in inglese), 
normalmente è chiamata solo "rete neurale" (NN "Neural Network" in 
inglese), ed è un modello matematico/informatico di calcolo basato sulle reti 
neurali biologiche. Tale modello è costituito da un gruppo di interconnessioni 
di informazioni costituite da neuroni artificiali e processi che utilizzano un 
approccio di connessionismo di calcolo. Nella maggior parte dei casi una rete 
neurale artificiale è un sistema adattivo che cambia la sua struttura basata su 
informazioni esterne o interne che scorrono attraverso la rete durante la fase di 
apprendimento. In termini pratici le reti neurali sono strutture non-lineari di 
dati statistici organizzate come strumenti di modellazione. Esse possono essere 
utilizzate per simulare relazioni complesse tra ingressi e uscite che altre 
funzioni analitiche non riescono a rappresentare. 
Una rete neurale artificiale riceve segnali esterni su uno strato di nodi (unità di 
elaborazione) d'ingresso, ciascuno dei quali è collegato con numerosi nodi 
interni, organizzati in più livelli. Ogni nodo elabora i segnali ricevuti e 
trasmette il risultato ai nodi successivi [Pessa 04]. 
L'utilità dei modelli di rete neurale sta nel fatto che queste possono essere 
usate per comprendere una funzione utilizzando solo le osservazioni sui dati. 
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Ciò è particolarmente utile nelle applicazioni in cui la complessità dei dati o la 
difficoltà di elaborazione rende la progettazione di una tale funzione 
impraticabile con i normali procedimenti di analisi manuale. 
Le reti neurali per come sono costruite lavorano in parallelo e sono quindi in 
grado di trattare molti dati. Si tratta in sostanza di un sofisticato sistema di tipo 
statistico dotato di una buona immunità al rumore; se alcune unità del sistema 
dovessero funzionare male, la rete nel suo complesso avrebbe delle riduzioni 
di prestazioni ma difficilmente andrebbe incontro ad un blocco del sistema. I 
software di ultima generazione dedicati alle reti neurali richiedono comunque 
buone conoscenze statistiche. Il grado di apparente utilizzabilità immediata 
non deve trarre in inganno. Da un punto di vista industriale, risultano efficaci 
quando si dispone di dati storici che possono essere trattati con gli algoritmi 
neurali. Ciò è di interesse per la produzione perché permette di estrarre dati e 
modelli senza effettuare ulteriori prove e sperimentazioni. 
I modelli prodotti dalle reti neurali, anche se molto efficienti, non sono 
spiegabili in linguaggio simbolico umano: i risultati vanno accettati "così 
come sono", da cui anche la definizione inglese delle reti neurali come "black 
box": in altre parole, a differenza di un sistema algoritmico, dove si può 
esaminare passo-passo il percorso che dall'input genera l'output, una rete 
neurale è in grado di generare un risultato valido, o comunque con una alta 
probabilità di essere accettabile ma non è possibile spiegare come e perché tale 
risultato sia stato generato. Come per qualsiasi algoritmo di modellazione, 
anche le reti neurali sono efficienti solo se le variabili predittive sono scelte 
con cura. Non sono in grado di trattare in modo efficiente variabili di tipo 
categorico (per esempio il nome della città) con molti valori diversi. 
Necessitano di una fase di addestramento del sistema che fissi i pesi dei 
singoli neuroni e questa fase può richiedere molto tempo, se il numero dei 
record e delle variabili analizzate è molto grande. Non esistono teoremi o 
modelli che permettano di definire la rete ottima, quindi la riuscita di una rete 
dipende molto dall'esperienza del creatore. 
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Le reti neurali vengono solitamente usate in contesti dove i dati possono essere 
parzialmente errati oppure dove non esistano modelli analitici in grado di 
affrontare il problema. Un loro tipico utilizzo è nei software di OCR, nei 
sistemi di riconoscimento facciale e più in generale nei sistemi che si 
occupano di trattare dati soggetti a errori o rumore. Esse sono anche uno degli 
strumenti maggiormente utilizzati nelle analisi di Data mining. Le reti neurali 
vengono anche utilizzate come mezzo per previsioni nell'analisi finanziaria o 
meteorologica. Negli ultimi anni è aumentata notevolmente la loro importanza 
anche nel campo della bioinformatica nel quale vengono utilizzate per la 
ricerca di pattern funzionali e/o strutturali in proteine e acidi nucleici. 
Mostrando opportunamente una lunga serie di input (fase di training o 
apprendimento), la rete è in grado di fornire l'output più probabile.  
 
2.3.1 Analisi del sistema di apprendimento di una rete neurale 
Il concetto di rete neurale si pone perché una funzione f(x) è definita come una 
composizione di altre funzioni G(x), che possono a loro volta essere 
ulteriormente definite come composizione di altre funzioni. Questo può essere 
convenientemente rappresentato come una struttura di reti, con le frecce 
raffiguranti le dipendenze tra variabili. Una rappresentazione ampiamente 
utilizzata è la somma ponderata non lineare: 
 
dove k è una funzione predefinita, come ad esempio la tangente iperbolica.  
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La Figura 2.4 esemplifica una decomposizione della funzione f, con 
dipendenze tra le variabili indicate dalle frecce:  
 
Figura 2.4 (Dipendenza di una rete neurale) 
Queste possono essere interpretate in due modi: 
1. Il primo punto di vista è la vista funzionale: l'ingresso x è trasformato in 
un vettore a 3-dimensioni, che viene poi trasformato in un vettore bi-
dimensionale g, che è poi finalmente trasformato in f. Questo punto di 
vista è più comunemente riscontrato nel contesto dell'ottimizzazione.  
2. Il secondo punto di vista è la vista probabilistica: la variabile casuale F 
=  f(G) dipende dalla variabile casuale G = g(H), che dipende da H = 
h(X), che dipende a sua volta dalla variabile casuale X. Questo punto di 
vista è più comunemente riscontrato nel contesto dei modelli grafici.  
I due punti di vista sono in gran parte equivalenti. In entrambi i casi, per 
questa particolare architettura di rete, le componenti dei singoli strati sono 
indipendenti l'una dall'altra (ad esempio, le componenti di g sono indipendenti 
l'una dall'altra, dato il loro ingresso h). Questo, naturalmente, permette un 
certo grado di parallelismo nella costruzione del sistema. 
Reti, come quelle degli esempi precedenti vengono comunemente chiamate 
feedforward, perché il loro è un grafico aciclico diretto. Reti con cicli al loro 
interno sono comunemente chiamate reti ricorrenti. Tali reti sono 
comunemente raffigurate nel modo indicato nella parte superiore della Figura 
2.5, dove la funzione f è mostrata come dipendente su se stessa. Tuttavia, vi è 
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una dipendenza temporale implicita che non è possibile dimostrare. Questo 
significa in pratica che il valore di f ad un certo punto nel tempo t dipende dai 
valori di f al tempo zero o su uno o più altri punti temporali. 
 Il modello del grafico nella parte inferiore della Figura 2.5 illustra il caso in 
cui il valore di f al tempo t dipende solo dal suo valore finale: 
 
Figura 2.5 (Dipendenza di reti neurali ricorrenti) 
Tuttavia, vi è una dipendenza temporale implicita che non è possibile 
dimostrare. Questo significa in pratica che il valore di f ad un certo punto nel 
tempo t dipende dai valori di f al tempo zero o su uno o più altri punti 
temporali. Il modello del grafico nella parte inferiore della Figura 2.5 illustra il 
caso in cui il valore di f al tempo t dipende solo dal suo valore finale. 
Tuttavia la caratteristica più interessante di queste funzioni, ciò che ha attirato 
l'interesse e lo studio per la maggior parte delle reti neurali, è la possibilità di 
apprendimento, che in pratica significa quanto segue: 
dato un compito specifico da risolvere, ed una classe di funzioni F, 
apprendimento significa impiegare un set di osservazioni, al fine di trovare:  
 
che risolve il problema in modo ottimale. 
Ciò comporta la definizione di una funzione di costo: 
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tale che, per la soluzione ottimale:  
  
nessuna soluzione ha un costo inferiore al costo della soluzione ottimale. 
La funzione di costo C è un concetto importante nell'apprendimento, poiché si 
tratta di una misura di quanto è lontana la soluzione ottimale del problema che 
si vuole risolvere. Quindi vi sono una serie di algoritmi di apprendimento che 
cercano nello spazio delle soluzioni al fine di trovare una funzione che abbia il 
minor costo possibile. 
Per applicazioni in cui la soluzione dipende da alcuni dati, il costo deve essere 
necessariamente funzione delle osservazioni. 
Mentre è possibile definire per alcune reti una funzione di costo ad hoc, spesso 
si può utilizzare una particolare funzione di costo poiché gode delle proprietà 
desiderate (ad esempio, la convessità), o perché proviene da una particolare 
formulazione del problema (vale a dire, in una formulazione probabilistica, la 
probabilità a posteriori del modello può essere utilizzata come l'inverso del 
costo). In ultima analisi, la funzione di costo dipenderà dal compito. 
 
2.3.2 Paradigmi di apprendimento 
Vi sono tre grandi paradigmi di apprendimento, ciascuno corrispondente ad un 
particolare compito astratto di apprendimento. Si tratta dell'apprendimento 
supervisionato, apprendimento non supervisionato e l'apprendimento per 
rinforzo.  
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Di solito un tipo di architettura di rete può essere impiegato in ciascuno di tali 
compiti: 
• Un apprendimento supervisionato (supervised learning), qualora si 
disponga di un insieme di dati per l'addestramento (o training set) 
comprendente esempi tipici d'ingressi con le relative uscite loro 
corrispondenti: in tal modo la rete può imparare ad inferire la relazione che 
li lega. Successivamente, la rete è addestrata mediante un opportuno 
algoritmo (tipicamente, la backpropagation che è appunto un algoritmo di 
apprendimento supervisionato), il quale usa tali dati allo scopo di 
modificare i pesi ed altri parametri della rete stessa in modo tale da 
minimizzare l'errore di previsione relativo all'insieme di addestramento. Se 
l'addestramento ha successo, la rete impara a riconoscere la relazione 
incognita che lega le variabili d'ingresso a quelle d'uscita, ed è quindi in 
grado di fare previsioni anche laddove l'uscita non è nota a priori; in altri 
termini, l'obiettivo finale dell'apprendimento supervisionato è la previsione 
del valore dell'uscita per ogni valore valido dell'ingresso, basandosi 
soltanto su un numero limitato di esempi di corrispondenza (vale a dire, 
coppie di valori input-output). Per fare ciò, la rete deve essere infine dotata 
di un'adeguata capacità di generalizzazione, con riferimento a casi ad essa 
ignoti. Ciò consente di risolvere problemi di regressione o classificazione. 
•  Un apprendimento non supervisionato (unsupervised learning), basato su 
algoritmi di addestramento che modificano i pesi della rete facendo 
esclusivamente riferimento ad un insieme di dati che include le sole 
variabili d'ingresso. Tali algoritmi tentano di raggruppare i dati d'ingresso e 
di individuare pertanto degli opportuni cluster rappresentativi dei dati 
stessi, facendo uso tipicamente di metodi topologici o probabilistici. 
L'apprendimento non supervisionato è anche impiegato per sviluppare 
tecniche di compressione dei dati.  
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•  Un apprendimento per rinforzo (reinforcement learning), nel quale un 
opportuno algoritmo si prefigge lo scopo di individuare un certo modus 
operandi, a partire da un processo di osservazione dell'ambiente esterno; 
ogni azione ha un impatto sull'ambiente, e l'ambiente produce una 
retroazione che guida l'algoritmo stesso nel processo di apprendimento. 
Tale classe di problemi postula un agente, dotato di capacità di percezione, 
che esplora un ambiente nel quale intraprende una serie di azioni. 
L'ambiente stesso fornisce in risposta un incentivo o un disincentivo, 
secondo i casi. Gli algoritmi per il reinforcement learning tentano in 
definitiva di determinare una politica tesa a massimizzare gli incentivi 
cumulati ricevuti dall'agente nel corso della sua esplorazione del problema. 
L'apprendimento con rinforzo differisce da quello supervisionato poiché 
non sono mai presentate delle coppie input-output di esempi noti, né si 
procede alla correzione esplicita di azioni subottimali. Inoltre, l'algoritmo è 
focalizzato sulla prestazione in linea, la quale implica un bilanciamento tra 
esplorazione di situazioni ignote e sfruttamento della conoscenza corrente.  
 
2.3.3 Funzionamento di una rete neurale feedforward 
Le reti neurali si basano principalmente sulla simulazione di neuroni artificiali 
opportunamente collegati. Il modello rappresentato nella Figura 2.6 è quello 
proposto da McCulloch e Pitts: 
 
Figura 2.6 (Modello proposto da McCulloch e Pitts) 
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I suddetti neuroni ricevono in ingresso degli stimoli e li elaborano. 
L'elaborazione può essere anche molto sofisticata ma in un caso semplice si 
può pensare che i singoli ingressi vengano moltiplicati per un opportuno 
valore detto peso, il risultato delle moltiplicazioni viene sommato e se la 
somma supera una certa soglia il neurone si attiva commutando la sua uscita. 
Il peso indica l'efficacia sinaptica della linea di ingresso e serve a quantificarne 
l'importanza, un ingresso molto importante avrà un peso elevato, mentre un 
ingresso poco utile all'elaborazione avrà un peso inferiore. Si può pensare che 
se due neuroni comunicano fra loro utilizzando maggiormente alcune 
connessioni allora tali connessioni avranno un peso maggiore, fino a che non 
si creeranno delle connessioni tra l'ingresso e l'uscita della rete che sfruttano 
"percorsi preferenziali". Tuttavia è sbagliato pensare che la rete finisca col 
produrre un unico percorso di connessione: tutte le combinazioni infatti 
avranno un certo peso, e quindi contribuiscono al collegamento 
ingresso/uscita. 
Il modello nella Figura 2.7 rappresenta una classica rete neurale pienamente 
connessa: 
 
Figura 2.7 (Classica rete neurale pienamente connessa) 
I singoli neuroni vengono collegati alla schiera di neuroni successivi, in modo 
da formare una rete di neuroni. Normalmente una rete è formata da tre strati. 
Nel primo abbiamo gli ingressi (I), questo strato si preoccupa di trattare gli 
ingressi in modo da adeguarli alle richieste dei neuroni. Se i segnali in 
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ingresso sono già trattati può anche non esserci. Il secondo strato è quello 
nascosto (H, hidden), si preoccupa dell'elaborazione vera e propria e può 
essere composto anche da più colonne di neuroni. Il terzo strato è quello di 
uscita (O) e si preoccupa di raccogliere i risultati ed adattarli alle richieste del 
blocco successivo della rete neurale. Queste reti possono essere anche molto 
complesse e coinvolgere migliaia di neuroni e decine di migliaia di 
connessioni. 
Per costruire la struttura di una rete neurale multistrato si possono inserire N 
strati Hidden; vi sono però alcune dimostrazioni che mostrano che con 1 o 2 
strati di Hidden si ottiene una stessa efficace generalizzazione rispetto a quella 
con più strati Hidden. L'efficacia di generalizzare di una rete neurale 
multistrato dipende ovviamente dall'addestramento che ha ricevuto e dal fatto 
di essere riuscita o meno ad entrare in un minimo locale buono. 
 
2.3.4 Algoritmo di backpropagation 
L'algoritmo di backpropagation è utilizzato nell'apprendimento con 
supervisione. Esso permette di modificare i pesi delle connessioni in modo tale 
che si minimizzi una certa funzione d’errore E. Tale funzione dipende dal 
vettore h-esimo di output restituito dalla rete, dato il vettore h-esimo di 
ingresso  e dal vettore h-esimo di output  desiderato (che fa parte del 
training set). Il training set è dunque un insieme di N coppie di vettori 
 , con h = 1,...,N. La funzione errore che si deve minimizzare si può 
scrivere come: 
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dove l'indice k rappresenta il valore corrispondente al k-esimo neurone di 
output. Ed è una funzione dipendente dai pesi (che in generale variano nel 
tempo). Per minimizzare E(w) si può usare l'algoritmo della discesa del 
gradiente (gradient-descent). L'algoritmo parte da un punto generico  e 
calcola il gradiente  . Il gradiente dà la direzione verso cui muoversi 
lungo la quale si ha il massimo incremento (o decremento se si considera 
). Definita la direzione ci si muove di una distanza η predefinita a priori 
e si trova un nuovo punto  sul quale è calcolato nuovamente il gradiente. 
Si continua iterativamente finché il gradiente non è nullo. L'algoritmo di 
backpropagation può essere diviso in due passi [Floreano 02]: 
1. Forward pass: l'input dato alla rete è propagato al livello successivo e 
così via ai livelli successivi (il flusso di informazioni si sposta in avanti, 
cioè forward). Si calcola dunque E(w), l'errore commesso;  
2. Backward pass: L'errore fatto dalla rete è propagato all'indietro 
(backward) e i pesi sono aggiornati in maniera appropriata.  
I passi logici per addestrare una rete neurale con apprendimento 
supervisionato sono i seguenti: 
• Creare un insieme di pattern input ed il relativo insieme di pattern di 
output desiderati.  
• Inizializzare i pesi della rete neurale (le connessioni tra i neuroni) a dei 
valori casuali, piccoli rispetto ai valori futuri che assumeranno, ed a 
norma nulla.  
• Ciclo di apprendimento (uscita da questo ciclo solo quando l'errore 
generale è minore di quanto si è deciso oppure dopo un determinato 
numero di iterazioni).  
• Ciclo feedfoward (dallo strato di input a quello di output).  
• Estrarre un pattern di input a caso tra quelli a disposizione.  
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• Calcolare il valore di tutti i neuroni successivi (sommatorie di 
produttorie).  
• Detrarre dal risultato il valore di soglia di attivazione del neurone (se il 
valore di soglia non è già stato simulato con l'aggiunta di un neurone ad 
ingresso fisso a valore 1.0).  
• Filtrare l'uscita del neurone applicando una funzione logistica per far 
diventare tale valore input del neurone successivo. 
• Confrontare il risultato ottenuto della rete con il pattern di output 
relativo all'input inserito e ricavare l'errore attuale della rete.  
• Ciclo di backpropagation (dallo strato di output a quello di input).  
• Calcolare la correzione da apportare ai pesi secondo la regola di 
localizzazione del minimo scelta. 
• Applicare la correzione ai pesi dello strato.  
 
2.3.5 Reti neurali bayesiane 
Il teorema di Bayes ci permette di passare dalla probabilità a priori alla 
probabilità a posteriori di un evento, attraverso la relazione: 
 
dove A e B sono gli eventi in esame. Se si considera W lo spazio dei pesi di 
una rete neurale e D lo spazio dei targets, si può riscrivere la relazione 
precedente nel modo seguente: 
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dove p(w|D) è la probabilità che il vettore dei pesi sia w dato che l’insieme dei 
targets è D, p(D|w) la probabilità di avere D come spazio dei targets dato che 
il vettore dei pesi della rete è proprio w e in qualche modo rappresenta il 
rumore, l’errore commesso e p(w) la probabilità a priori dei pesi della rete. 
Per convenzione si suppone che la distribuzione di probabilità a priori sullo 
spazio dei pesi sia di tipo normale e che anche l’errore commesso dalla rete 
(rumore) segua lo stesso andamento. Le due distribuzioni di probabilità 
avranno quindi la forma seguente: 
 
per quella a priori, dove ZW(α) è un fattore di normalizzazione, α una costante 
nota e wi i pesi della rete e per la distribuzione del rumore: 
 
dove ZD(β) è sempre un fattore di normalizzazione, β una costante nota, 
y(xn,w) è l’n-imo output della rete ottenuto con il vettore w di pesi e tn l’n-imo 
target. 
Dal teorema di Bayes si ottiene allora: 
 
dove ZS è un fattore di normalizzazione indipendente dai pesi e S(w) la 
seguente espressione: 
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Con l’Approccio Bayesiano si considera una distribuzione di probabilità sullo 
spazio dei pesi: essa rappresenta il grado di fiducia nei diversi vettori di pesi 
generati. Alla fine del training si mantengono tutte le reti generate e, in fase di 
esecuzione, l’output che si ottiene non è altro che il valore atteso degli outputs 
generati da tutte queste reti. Il calcolo del valore atteso: 
 
nella maggior parte dei casi, è un integrale non calcolabile direttamente, 
pertanto il suo valore viene approssimato attraverso la formula: 
 
Il problema che si pone a questo punto è quello di generare valori dei pesi che 
abbiano proprio p(w|D) come distribuzione di probabilità a posteriori: a questo 
livello interviene il metodo di Metropolis – Hastings. Esso permette, infatti, di 
generare esempi secondo una data distribuzione, avvalendosi dei Metodi 
Monte Carlo [Walsh 04] e quindi della teoria dei processi stocastici, in 
particolare, delle Catene di Markov. 
L’algoritmo lavora iterativamente, per un numero di cicli prefissati, variando, 
ad ogni passo, ogni peso della rete secondo la relazione: 
 
dove ε è un vettore di quantità casuali, pertanto tale relazione rappresenta 
proprio una passeggiata aleatoria. 
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I passi dell’algoritmo possono allora essere schematizzati nel modo seguente: 
 
dove α è un numero casuale compreso tra 0 ed 1. Ovviamente l’intento è 
quello di massimizzare la probabilità, senza però accontentarsi di ottenere il 
vettore migliore, ma conservando i vettori che risultano “più buoni”, quelli più 
rappresentativi che permettano alla rete di modellare la realtà tenendo conto 
anche di possibili variazioni casuali ed impreviste delle condizioni che 
favoriscono un evento.  
Questo approccio permette di affrontare, con una rete neurale Bayesiana, tutta 
una serie di problemi in cui subentra il fattore casualità, rischio: permette cioè 
di apprendere con precisione l’andamento di un fenomeno, ma senza 
mantenersi attaccati ai dati specifici che lo descrivono. In altre parole, il 
risultato che si ottiene con una rete neurale Bayesiana è un valore che segue un 
andamento, ma contempla anche la possibilità che, nella realtà, si siano 
verificati fattori imprevisti che abbiano fatto variare la realtà pre-esistente 
[Radford 92]. 
 
2.4 Clustering analysis 
Le clustering analysis consistono nel trovare gruppi di oggetti tali che gli oggetti in 
un gruppo saranno simili o correlati tra loro e differenti o scollegati dagli oggetti 
in altri gruppi.  
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Come si può osservare dalla Figura 2.8, le distanze all’interno del cluster sono 
minimizzate, mentre quelle all’esterno sono massimizzate [Tan 06]: 
 
Figura 2.8 (Distanze intra-cluster e inter-cluster) 
Tale tecnica è utilizzata per ridurre la dimensione di grandi data sets. Essa è 
applicata per gruppi di documenti collegati di browsing, gruppi di geni e proteine 
che hanno funzionalità simili. 
Un clustering è un set di clusters. La Figura 2.9 mostra come partendo dagli stessi 
punti si possono ottenere vari tipi di clustering [Tan 06]:  
 
Figura 2.9 (Differenti tipi di clustering per gli stessi punti) 
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I vari tipi di clustering sono: 
 Gerarchici (nidificati) e partizionali (non nidificati): un clustering 
partizionale è semplicemente una divisione del set di data object in 
sottoinsiemi non sovrapposti (clusters), tale che ciascun data object è 
esattamente in un sottoinsieme. Presa individualmente, ciascuna collezione 
di clusters nella Figura 2.9 (b-d) è un clustering partizionale. Se si permette 
ai clusters di avere sottoclusters, si ottiene un clustering gerarchico, che è 
un insieme di clusters nidificati che sono organizzati come un albero. 
Ciascun nodo (cluster) nell’albero (eccetto i nodi foglia) è l’unione dei suoi 
figli (sottoalberi) e la radice dell’albero è il cluster che contiene tutti gli 
oggetti. Un clustering gerarchico può essere visto come una sequenza di 
clustering partizionali e un clustering partizionale può essere ottenuto 
prendendo alcuni membri di quella sequenza, ad esempio tagliando l’albero 
gerarchico ad un livello particolare. 
 Esclusivo, Sovrapposto e Fuzzy: i clustering mostrati nella Figura 2.9 sono 
tutti esclusivi, in quanto essi assegnano ciascun oggetto a un singolo 
cluster; ci sono molte situazioni in cui un punto potrebbe ragionevolmente 
essere inserito in più di un cluster e queste situazioni sono meglio risolte dal 
clustering non esclusivo. Nel senso più generale un clustering sovrapposto 
(o non esclusivo) è utilizzato per riflettere il fatto che un oggetto può 
simultaneamente appartenere a più di un gruppo (classe). Per esempio una 
persona in un’università può essere sia uno studente iscritto che un 
impiegato dell’università. Un clustering non esclusivo, per esempio è anche 
spesso utilizzato quando, per esempio, un oggetto è tra due o più clusters e 
può ragionevolmente essere assegnato a qualcuno di questi clusters; in un 
fuzzy clustering ogni oggetto appartiene ad ogni cluster con un peso di 
appartenenza che è tra 0 (assolutamente non appartiene) e 1 (assolutamente 
appartiene). In altre parole i clusters sono trattati come fuzzy sets. 
Matematicamente un fuzzy set è un insieme in cui un oggetto appartiene ad 
ogni insieme con un peso che è tra 0 e 1. Nel fuzzy clustering, spesso si 
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impone l’ulteriore vincolo che la somma dei pesi per ciascun oggetto deve 
essere uguale a 1. Similmente, le tecniche probabilistiche di clustering 
calcolano la probabilità con cui ciascun punto appartiene a ciascun cluster e 
queste probabilità devono essere anche sommate a 1. Questi approcci sono 
molto appropriati per evitare l’arbitrarietà di assegnare un oggetto solo ad 
un cluster quando esso può essere vicino a parecchi. In pratica un fuzzy o 
probabilistico clustering è spesso convertito in un clustering esclusivo 
assegnando ciascun oggetto al cluster in cui il suo peso di appartenenza o 
probabilità è più alto. 
 Completo e parziale: un clustering completo assegna ogni oggetto ad un 
cluster, mentre un clustering parziale non lo fa. La motivazione per un 
clustering parziale è che alcuni oggetti in un data set possono non 
appartenere a gruppi ben definiti. Molte volte gli oggetti nel data set 
possono rappresentare rumori, outliers, In altri casi è desiderato un 
clustering completo degli oggetti.    
 
2.4.1 Clustering K-means 
La tecnica di K-means è semplice. Prima di tutto si scelgono K iniziali centroidi, 
dove K è un parametro specificato dall’utente, denominato il numero di clusters 
desiderati. Ciascun punto è poi assegnato al più vicino centroide e ciascuna 
collezione di punti assegnati ad un centroide è un cluster. Il centroide di ciascun 
cluster è poi aggiornato in base ai punti assegnati al cluster. L’assegnamento e i 
passi di aggiornamento si ripetono finchè nessun punto dei clusters cambia, o 
equivalentemente finchè i centroidi rimangono gli stessi.  
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La Figura 2.10 mostra un esempio di utilizzo dell’algoritmo K-means per trovare 
tre clusters in un campione di dati[Tan 06]: 
 
Figura 2.10 (Esempio di utilizzo dell’algoritmo K-means per trovare tre clusters nel 
campione dei dati) 
Nel primo passo mostrato in Figura 2.10 (a), i punti sono assegnati ai centroidi 
iniziali, che sono tutti nel più grande gruppo di punti.  
Per questo esempio si utilizza la media come centroide. Dopo che i punti sono 
assegnati al centroide, il centroide è poi aggiornato. Di nuovo la figura per ciascun 
passo mostra il centroide all’inizio del passo e l’assegnamento dei punti a questi 
centroidi. Nel secondo passo i punti sono assegnati ai centroidi aggiornati e i 
centroidi sono aggiornati di nuovo. Nei passi 2, 3 e 4 che sono mostrati 
rispettivamente nella Figura 2.10 (b), (c) e (d), due dei centroidi si muovono verso 
i due piccoli gruppi di punti nella parte inferiore. Quando l’algoritmo K-means 
termina nella Figura 2.10(d), poiché non occorre più nessun cambio, i centroidi 
hanno individuato i naturali raggruppamenti di punti.  
Per alcune combinazioni di funzioni di prossimità e tipi di centroidi, K-means 
converge sempre ad una soluzione. Ad esempio K-means raggiunge uno stato in 
cui nessun punto si sposta da un cluster ad un altro e quindi i centroidi non 
cambiano. Spesso la condizione dell’algoritmo di ri
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cambiano è sostituita da una condizione più debole che consiste nel ripetere finchè 
solo l’1% dei punti cambia cluster. 
Per quanto riguarda la vicinanza, essa è misurata con la distanza euclidea, cosine 
similarity, correlazione ed altre [Tan 06]. 
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3 FASI DI MODELLAZIONE PER LA CHURN PREDICTION 
In questo capitolo verranno analizzate una per una, le varie fasi che compongono 
un modello di churn prediction. Esse possono essere schematizzate ispirandosi alle 
fasi del progetto CRISP-DM (Cross Industry Standard Process for Data Mining), 
che presenta il ciclo di vita di un progetto di data mining [SPSS] come presentato 
nella Figura 3.1: 
 
Figura 3.1 (Progetto Crisp-DM) 
 
3.1 Business understanding 
Le analisi del churn sono fortemente dipendenti dalle definizioni del churn del 
cliente. Definire il churn vuol dire stabilire quando un cliente è da considerarsi 
come colui che sta per terminare la relazione con l’azienda. Il settore delle imprese 
e le relazioni con il cliente influiscono sul risultato di come i potenziali churners 
sono rilevati. Ad esempio nelle aziende di carte di credito i clienti possono 
facilmente iniziare ad utilizzare un’altra carta di credito, così il solo indicatore per 
la compagnia di carta di credito precedente è la diminuzione delle transazioni. 
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Dall’altra parte per esempio nell’industria di telecomunicazioni wireless, il cliente 
può spostarsi da un operatore mobile ad un altro e mantenere lo stesso numero di 
telefono. Quindi la definizione di churn varia da settore a settore e anche 
all’interno dello stesso settore può essere differente. Pertanto è opportuno 
analizzare i modelli di churn prediction raggruppandoli per settori di appartenenza. 
La churn prediction si applica principalmente nel settore delle telecomunicazioni, 
nel retail banking, nelle assicurazioni, nelle pay-tv, nei supermercati. In realtà essa 
può essere analizzata in tutti i campi sia nel B2C (Business to Consumer) che nel 
B2B (Business to Business). 
 
3.2 Preparazione dei dati  
La fase di preparazione dei dati comprende sia la fase di data understanding che di 
data preparation del modello CRISP. Per qualunque modello di churn prediction 
occorre prima di tutto disporre dei dati che contengano informazioni sui clienti. È 
fondamentale però fare attenzione alla qualità dei dati. Molti studi suggeriscono di 
applicare la regola “qualità dall’inizio” sottolineando l’esigenza di partire da dati 
puliti per evitare l’insidia di garbage in, garbage out (GIGO). Quest’ultima 
espressione è uno slogan che consiste principalmente nel richiamare l’attenzione 
sulla questione che se i computer utilizzano dati di input privi di senso (garbage 
in), producono risultati altrettanto insensati (garbage out). La pulizia e la 
preparazione dei dati costituiscono un processo molto delicato e dispendioso ma 
importante per il buon esito di ogni modello. I dati che generalmente si utilizzano 
nei modelli di churn prediction sono i dati che contengono le informazioni sui 
comportamenti d’acquisto e i dati socio-demografici dei clienti. Questi ultimi dati 
sono considerati molto  importanti in quanto si ritiene che i consumatori di 
particolari aree siano assimilabili sotto molti aspetti e quindi hanno esigenze, gusti 
e comportamenti  simili. Negli Stati Uniti il sistema geodemografico creato dalla 
Claritas, è denominato PRIZM, acronimo di Potential Ranking Index by Zip 
Markets (Indice di Classificazione Potenziale dei Mercati sulla base del Codice 
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Postale) [Peter 06]. Nonostante ciò, come si vedrà successivamente, Wei e Chui 
sostengono diverse ragioni per le quali i dati demografici non sono adatti e 
propongono nel loro modello di churn prediction un approccio alternativo. 
La selezione delle variabili è il processo di selezionare i campi migliori per la 
previsione. Esso è un fattore molto importante che consiste anche 
nell’aggregazione dei dati, nella pulizia e nella riduzione dei dati, includendo le 
variabili importanti ed escludendo quelle ridondanti o meno informative.  
Una situazione che si verifica spesso in molti dataset nei modelli di churn 
prediction è la distribuzione sbilanciata dei dataset. Essa è un’importante e 
comune caratteristica di molti dataset nella churn prediction. 
Il problema di datasets sbilanciati avviene quando una classe è rappresentata da un 
grande numero di esempi mentre l’altra è rappresentata solo da pochi. E il 
problema di datasets sbilanciati è particolarmente cruciale nell’applicazione in cui 
l’obiettivo è quello di massimizzare il riconoscimento della classe di minoranza. 
La questione del problema di classi sbilanciate è stato studiato attivamente ed è 
gestito in vari modi [Japkowicz 02].  
Due metodi per affrontare le classi sbilanciate sono :  
• Over-sampling  o up-sampling: il metodo over-sampling è stato usato 
interamente nella teoria del rilevamento dei segnali ed esso consiste nel 
ricampionare la piccola classe in maniera casuale finchè essa contiene molti 
esempi come l’altra classe. 
• Down-sizing (under-sampling): il metodo di ridimensionamento 
(sottocampionamento) consiste in campioni casualmente rimossi dalla 
popolazione della classe di maggioranza finchè la classe di minoranza 
aumenta percentualmente rispetto alla classe di maggioranza. 
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3.3 Applicazione del modello di churn prediction 
La selezione del modello insieme con la selezione della variabili da utilizzare 
rappresentano i fattori più importanti che influiscono sull’accuratezza predittiva 
dei modelli di churn prediction. Un modello di previsione è definito come un 
modello che riceve dei patterns che sono stati scoperti nel database e prevede il 
futuro [Rygielski 02].  
Per effettuare la churn prediction si utilizzano diversi modelli che adoperano 
numerose tecniche. Esiste una varietà di tecniche di modellazione predittiva che 
sono state sviluppate per soddisfare i requisiti di business. Tali tecniche possono 
essere divise in metodi tradizionali e metodi di soft computing. Sono state 
condotte molte ricerche applicando metodi tradizionali al churn management e 
quelli più popolari sono l’analisi di regressione e gli alberi di decisione. Le nuove 
tecnologie in quest’area cadono invece nella categoria del soft computing. Soft 
computing si riferisce ad una collezione di tecniche computazionali utilizzate in 
informatica, intelligenza artificiale, apprendimento automatico e alcune discipline 
ingegneristiche, le quali tentano di studiare, modellare e analizzare fenomeni 
molto complessi. Le aree chiave del soft computing includono reti neurali (NN), 
fuzzy systems (FS), computazioni evolutive (EC) che includono algoritmi 
evolutivi e swarm intelligence, computazioni probabilistiche che includono reti 
Bayesiane e teoria del Caos. Le tecniche più utilizzate per la churn prediction sono 
state descritte nel capitolo 2. Alcune tecniche richiedono dati specifici, quindi è 
spesso necessario un passo indietro alla fase di preparazione delle variabili. 
3.4 Valutazione dei risultati 
La fase di valutazione dei risultati consiste nel valutare più a fondo il modello e 
nel rivedere i passi eseguiti per svilupparlo per essere certi che raggiunga 
adeguatamente gli obiettivi di business. Nel caso in cui si siano utilizzati più 
modelli è molto utile confrontare fra loro i vari risultati ottenuti. 
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Un obiettivo chiave di questa fase è quello di comprendere se ci sono degli aspetti 
di business che non stati considerati sufficientemente.   
Le performances dei sistemi di previsione di due classi come quelle dei churner e 
dei non churners, sono comunemente valutate utilizzando la matrice di confusione 
(confusion matrix). La matrice di confusione contiene informazioni sulle 
classificazioni reali e previste effettuate da un sistema di classificazione. La 
Tabella 3.1 mostra la matrice di confusione per un classificatore di due classi: 
Previsti  
Negativi Positivi 
Negativi a b Reali 
Positivi c d 
Tabella 3.1 (Matrice di confusione) 
Nella Tabella 3.1: 
a è il numero di corrette previsioni che un’istanza è negativa; 
b è il numero di errate previsioni che un’istanza è positiva;   
c è il numero di errate previsioni che un’istanza è negativa;  
d è il numero di corrette previsioni che un’istanza è positiva. 
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Per la matrice di confusione di due classi sono definite le seguenti misure: 
• Accuratezza o accuracy (ACC) è la proporzione del numero totale di 
previsioni corrette e si ricava dalla seguente equazione: 
ACC =  (a + d) /(a + b + c + d) 
• Tasso di veri positivi o True Positive Rate (TPR) equivalente ad hit rate, 
recall e sensitività. È la proporzione di casi positivi correttamente 
identificati e sono calcolati utilizzando l’equazione: 
TPR = TP / P = TP / (TP + FN) = d / (c + d) 
• Tasso di veri negativi o True Negative Rate (TNR) è definito come la 
proporzione di casi negativi che sono stati classificati correttamente ed è 
calcolato mediante la seguente equazione: 
TNR = a / (a + b) 
• Tasso di falsi positivi o False Positive Rate (FPR) equivalente al tasso di 
falso allarme o ad errore di I tipo o errore α. È la proporzione di casi 
negativi che sono classificati incorrettamente come positivi e si calcola con 
la seguente equazione: 
FPR = FP / N = FP / (FP + TN)= b / (a + b) 
• Tasso di falsi negativi o False Negative Rate (FNR) equivalente a miss 
(insuccessi) o ad errori di II tipo o errore β. È la proporzione di casi 
positivi che sono classificati erroneamente come negativi e si calcola con la 
seguente equazione: 
FNR = c / (c + d) 
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• Specificità o Specificity (SPC) indica la proporzione dei veri negativi (TN) 
di tutti i casi negativi ed è calcolato con la seguente equazione:   
SPC = TN / (FP + TN) = 1 – FPR 
• Valore positivi previsti o Precision Rate o Positive Predictive Value (PPV) 
indica il rapporto dei positivi previsti sul totale dei positivi come indicato 
dalla formula: 
PPV = TP / (TP + FP) 
• Valore negativi previsti o Negative Predictive Value (NPV) si ricava dalla 
seguente formula: 
NPV = TN / (TN + FN) 
• Tasso di scoperta dei falsi o False Discovery Rate (FDR) si ricava dalla 
seguente formula: 
FDR = FP / (FP + TP) 
Un’altra modalità utilizzata per valutare i modelli predittivi di churn prediction è 
rappresentata dalla curva lift. Il lift è una misura di un modello predittivo calcolato 
come rapporto tra i risultati ottenuti con e senza il modello predittivo. Il lift è una 
misura delle prestazioni di un modello nel segmentare la popolazione. 
Il lift di un sottoinsieme della popolazione è definito come il tasso di risposta 
previsto per quel sottoinsieme diviso il tasso di risposta della popolazione.  
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La figura 3.2 mostra un esempio di curva lift che indica la perfetta separazione di 
tipi “churn” e “non churn”, cioè tutti i clienti churner sono rilevati dal modello di 
predizione: 
 
Figura 3.2 (Curva Lift per indicare la perfetta discriminazione e nessuna 
discriminazione tra churners e non churners) 
Inoltre la Figura 3.2 rappresenta anche una situazione in cui non è stata effettuata 
alcuna separazione tra clienti. Questo tipo di situazione si verifica quando le 
probabilità di churn sono casuali. Maggiore è l’area tra la curva Lift e la linea di 
base e migliore è il modello.  
 
3.5 Deployment 
In questa fase la conoscenza ottenuta deve essere organizzata e presentata in  un 
modo che il cliente la possa utilizzare. A seconda delle richieste la fase di 
deployment può essere semplice come generare report oppure complessa come 
implementare un processo di data mining ripetibile.  
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In molti casi sarà il cliente, non l’analista dei dati, a condurre i passi di 
deployment. Comunque anche se l’analista non effettuerà gli sforzi di deployment, 
è importante capire quali azioni devono essere effettuate al fine di rendere 
realmente utilizzabili i modelli di churn prediction creati.  
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4 MODELLO DI POLYA PER LA LOYALTY 
Nello studio condotto dagli autori Sfogliarini e Tirelli [Sfogliarini 09] viene 
analizzata la loyalty di una famiglia (il concetto di loyalty è stato descritto nel 
paragrafo 1.7). Essi propongono una modalità per rappresentare la loyalty di una 
famiglia che consiste nel valutare i suoi acquisti cumulati nel tempo. In sintesi: 
la probabilità P che un consumatore acquisti la marca A nel suo prossimo acquisto 
è data da: 
P = (∑ k+1)/(∑ n+2) 
dove k è il numero di acquisti passati della marca A, mentre n è il numero di 
acquisti complessivi, cioè dà una frazione quasi proporzionale alla quota di 
acquisti cumulati della marca A. 
Finchè n è piccolo, c’è ancora spazio affinchè tutte le marche possano diventare 
leader ma quando n diventa grande è molto probabile che una delle marche stia 
dominando il mercato (k abbastanza grande, il resto suddiviso tra le altre marche) 
e quindi al crescere di n la probabilità delle altre marche di diventare leader 
diminuisce velocemente.  
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Nella Figura 4.1 viene presentato quello che è accaduto effettivamente ad una 
famiglia dotata di loyalty card. Questa è la probabilità di acquisto giornaliero delle 
marche di pasta, effettuato in un supermercato in un periodo di tre anni: 
 
Figura 4.1 (Probabilità di acquisto giornaliero delle marche di pasta in un supermercato 
in un periodo di tre anni) 
Il lavoro degli autori stravolge l’approccio tradizionale assumendo che la loyalty 
sia un fenomeno esclusivamente individuale e che pertanto oggetto di interesse 
diviene la misura della devianza dei comportamenti. La spiegazione dei 
meccanismi di fedeltà individuale o micro-fedeltà si fonda sulla struttura logica e 
sulla capacità rappresentativa di un  modello probabilistico ispirato ai lavori di 
George Polya, ripresi da Brian Arthur. Questi modelli sviluppati per gradi 
successivi di complessità sono in grado di mostrare come si sviluppa la Micro-
Loyalty a livello individuale e quali sono le conseguenze derivanti 
dall’aggregazione di questi micro-comportamenti. 
Gli autori propongono una modalità per simulare la loyalty di una famiglia che 
consiste nel costruire un processo path-dependent basato sull’urna di Polya, che è 
considerato il fondatore dell’insegnamento moderno della matematica. 
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4.1 Urna di Polya 
L’urna di Polya simula un processo di fidelizzazione alla marca attraverso un 
meccanismo path-dependent, ossia che ingloba gli effetti degli eventi precedenti. 
Cioè se avviene l’acquisto soddisfacente della marca A rappresentata dalla pallina 
blu aumenta la probabilità che si riacquisti la marca A (un’altra pallina blu) come 
mostrato nella Figura 4.2: 
 
Figura 4.2 L’urna di Polya 
Il processo è path-dependent, cioè varia in funzione della storia e delle condizioni 
di partenza dell’esperimento. In questo modo si ipotizza che ogni famiglia abbia 
una sua cultura, una sua base di conoscenza che condiziona il processo di acquisto 
cumulandosi nel tempo.  
Prendendo spunto dalle riflessioni di F.Hayek e successivamente di M.Friedman e 
R.Lucas, gli autori hanno ipotizzato che ogni fenomeno economico tra cui 
l’acquisto dei prodotti e delle marche sottintenda sempre delle componenti che 
afferiscono alla percezione, all’apprendimento e alla memoria. Hayek affermava 
che il principale problema che la teoria economica deve affrontare è quello di 
spiegare come avviene il processo di acquisizione ed uso della conoscenza. 
Ovviamente il processo di formazione della conoscenza è basilare nel rafforzare o 
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indebolire la loyalty ad una marca o ad un’insegna. Questo spiega perché la 
loyalty è un processo path-dependent.  
Quindi gli autori assumono che il processo di fidelizzazione avvenga in questo 
modo: se un cliente acquista la marca A, la probabilità che egli riacquisti la stessa 
marca sarà funzione della quota di spesa degli acquisti cumulati di quella marca. 
Ovvero la fedeltà è una predisposizione che si rafforza progressivamente nel 
tempo, in base alla successione degli eventi accaduti. 
L’urna di Polya permette di simulare l’estrazione casuale di una pallina, ripetuta in 
questo caso 1000 volte. Ad ogni estrazione avviene il rimpiazzo della pallina con 
l’aggiunta di una pallina dello stesso colore per la successiva estrazione. Il 
risultato finale non è un’equidistribuzione ma un risultato casuale che dipende 
dalle condizioni iniziali della prima estrazione e dalle fasi iniziali del processo e 
che tenderà comunque a stabilizzarsi su valori sempre diversi ad ogni ripetizione 
dell’esperimento. Di seguito sono presentati i risultati derivanti da acquisti 
simulati di un prodotto per marca utilizzando l’urna di Polya.  
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Nella Figura 4.3 sono rappresentate le prime 200 estrazioni, mentre nella Figura 
4.4 è mostrato il ciclo di 1000 estrazioni: 
 
Figura 4.3 (Acquisti simulati di un prodotto per marca: prime 200 estrazioni) 
 
 
Figura 4.4 (Acquisti simulati di un prodotto per marca: ciclo di 1000 estrazioni) 
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4.2 Modello di Polya per acquisti in più negozi 
Il modello di Polya può essere utilizzato per simulare situazioni più realistiche, che 
cioè tengano conto del fatto che le marche possono essere comprate in più negozi. 
Inoltre si può simulare anche la situazione in cui gli assortimenti non sono uguali, 
vale a dire in cui l’assenza di una marca ne compromette il processo di 
fidelizzazione sul piano complessivo. La regola della doppia urna di Polya 
consiste nel fatto che quando si estrae una pallina blu, si rimette la pallina blu con 
l’aggiunta di un’altra pallina blu in entrambe le urne come mostrato nella Figura 
4.5. La stessa regola vale anche per le palline estratte dall’altra urna.  
 
Figura 4.5 ( Modello di Polya esteso a due negozi ) 
Se la famiglia 1 utilizza alternativamente il negozio X e il negozio Y e la fedeltà 
dipende dai precedenti acquisti di ogni marca, allora la quota di mercato delle 
marche all’interno della spesa della famiglia 1 deriverà dalla somma degli acquisti 
nei due negozi. Il processo di fidelizzazione sarà comunque diverso da famiglia a 
famiglia.  
 
4.3 Modello di Polya per simulare la promozione 
Il metodo di Polya può essere utilizzato per simulare situazioni in cui interviene 
una discontinuità come una promozione (descritta nel paragrafo 1.8).  
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Se la promozione è unica allora il path della marca promozionata subirà un 
cambiamento di traiettoria. Se le promozioni si ripetono da parte di altre marche 
allora il sentiero di crescita delle quote diventerà più caotico e disordinato. Inoltre 
l’effetto della promozione dipende dallo stato di maturità del settore. In categorie 
nuove, come ad esempio yogurt pro-biotici, l’effetto sarà più rilevante in termini 
di alterazione delle traiettorie. 
Nella Figura 4.6 è presentata la simulazione di una promozione. Viene aggiunta 
una manciata di palline di colore rosso prima dell’ennesima estrazione per 
aumentare la probabilità di estrarre la pallina di colore rosso. 
 
Figura 4.6 (Simulazione di una promozione) 
 
4.4 Modello di Polya per più clienti in negozi comuni 
È possibile immaginare il comportamento di due clienti che usufruiscono degli 
stessi due negozi come una sequenza di istruzioni parallele i cui risultati possono 
essere aggregati. Il risultato aggregato di ogni marca osservato dal retailer 
dipenderà dalla fedeltà espressa dagli heavy spender della categoria. In realtà non 
si può essere sicuri del fatto che gli heavy spender siano più fedeli di altri. Infatti 
di solito accade il contrario essendo essi più sensibili alle promozioni.  
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Il modello può essere facilmente esteso ad una molteplicità di consumatori come 
presentato nella Figura 4.7:  
 
Figura 4.7 (Modello di Polya esteso ad una molteplicità di consumatori) 
L’effetto derivante dall’aggregazione degli acquisti simulati di tre clienti nei due 
negozi comuni mostra degli andamenti ancora più simili a quelli reali come 
dimostrato nella Figura 4.8:  
 
Figura 4.8 (Aggregazione di acquisti simulati di tre clienti nei negozi comuni) 
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4.5 Modello di Polya per promozioni diverse in negozi diversi 
Effettuando promozioni diverse in negozi diversi, il risultato che ne deriva sarà, se 
osservato nel breve periodo, molto più irregolare e turbolento ma se il settore è 
maturo, cioè se sono state fatte molte iterazioni, l’entità delle promozioni in grado 
di produrre degli effetti permanenti devono essere di proporzioni sempre maggiori.  
La traiettoria delle quote di mercato tende ad ancorarsi, cioè a tornare sui sentieri 
probabilistici precedenti. Il modello può agevolmente simulare gli effetti di 
promozioni diverse in negozi diversi, fenomeni che aggiungono perturbazioni 
esterne all’andamento delle quote di mercato.  
La Figura 4.9 mostra il modello di Polya esteso a più clienti in più negozi comuni: 
 
Figura 4.9 (Promozioni diverse in negozi diversi) 
 
4.6 Conclusioni 
Dal modello di Polya si può constatare che la fedeltà, così come la bontà e la 
gentilezza, è espressione della personalità individuale e può quindi essere spiegata 
solo sul piano individuale. Quindi l’azione che mira ad influenzare la fedeltà deve 
essere sviluppata individualmente. L’effetto delle azioni di marketing concernenti 
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la fedeltà dipendono dall’entità pregressa degli acquisti fatti. Una nuova famiglia 
può essere più disposta a cambiare di una famiglia matura. Inoltre una 
distribuzione lacunosa della marca incide sensibilmente sulla fedeltà ad essa. Un 
mancato acquisto perché la marca è fuori assortimento, diminuisce la probabilità 
di acquisti futuri. La capacità del retailer di individuare i light spender per una 
marca è determinante per invitarli alla prova ed incentivarne la propensione 
all’acquisto. Le promozioni personalizzate sono molto più efficienti delle 
promozioni generalizzate (come taglio prezzo e gift) come ROI (Return On 
Investment, indice di redditività del capitale investito) del medio-lungo periodo, 
dato che queste ultime non modificano i path di spesa in modo duraturo. 
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5 MODELLO MARKOVIANO PER IL CRM 
Prima di descrivere il modello markoviano per il CRM, è necessario descrivere 
che cosa si intende per processo stocastico e per processo markoviano. 
 
5.1 Processo stocastico 
Nella teoria della probabilità un processo stocastico (o processo aleatorio) è la 
versione probabilistica del concetto di sistema dinamico. In genere, è possibile 
identificare un processo stocastico come una famiglia ad un parametro di variabili 
casuali reali St, rappresentanti le trasformazioni dello stato iniziale nello stato al 
tempo t. Una variabile casuale (o variabile aleatoria o variabile stocastica o 
random variable) può essere pensata come il risultato numerico di un esperimento 
quando questo non è prevedibile con certezza, ossia non è deterministico. Più 
precisamente, un processo stocastico è una variabile casuale che prende valori in 
spazi più generali dei numeri reali. Se la variabile casuale è discreta allora si parla 
di processo stocastico discreto, se invece è una variabile casuale continua allora si 
parla di processo stocastico continuo. I processi stocastici si distinguono in 
markoviani e non markoviani a seconda che la legge di probabilità che determina 
il passaggio da uno stato all’altro (probabilità di transizione) dipenda unicamente 
dallo stato di partenza (processo markoviano) o anche dagli stati ad esso 
precedenti (processo non markoviano). Se la probabilità di transizione dipende 
dagli stati precedenti ma non dipende esplicitamente dal tempo t allora si parla di 
processo stocastico omogeneo [Kiyoshi 04]. 
  
5.2 Processo markoviano 
Un processo stocastico markoviano o processo di Markov è un processo stocastico 
nel quale la probabilità di transizione che determina il passaggio ad uno stato di 
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sistema dipende unicamente dallo stato di sistema immediatamente precedente e 
non da come si è giunti a tale stato. Questa è detta proprietà di Markov o 
condizione di “assenza di memoria”. 
Una catena di Markov è un processo di Markov a stati discreti, ovvero è un 
processo stocastico discreto per cui ad ogni istante t si estrae dal processo una 
variabile casuale discreta.  
Una catena omogenea di Markov è un processo markoviano nel quale la 
probabilità di transizione dipende unicamente dallo stato del sistema 
immediatamente precedente e non anche dal tempo t (o dal passo n se tempo 
discreto), ed è pertanto detto omogeneo [Kiyoshi 04]. 
 
5.3 Modello markoviano per il CRM 
I modelli markoviani sono appropriati per modellare le relazioni con il cliente e 
per calcolare il LTV descritto nel paragrafo 1.4. Il vantaggio più importante del 
Markov Chain Model (MCM) è costituito dalla sua flessibilità. Inoltre esso offre 
altri vantaggi tra cui l’utilizzo del linguaggio di probabilità e di valore atteso che 
consentono di esprimersi circa le future relazioni dell’azienda con un cliente 
individuale. Coerentemente con il passaggio dal direct marketing al vero one-to-
one marketing, le prospettive di analisi cambiano. Invece di considerare gruppi di 
clienti, si analizza un cliente specifico ad esempio Jane Doe. Piuttosto che parlare 
di retention rates, si parlerà della probabilità con cui Jane Doe sarà mantenuta. 
Piuttosto che parlare dei profitti medi ottenuti da un segmento di clienti, si parlerà 
del profitto atteso dalla relazione dell’azienda con Jane Doe. Poiché il MCM 
incorpora questo linguaggio di probabilità e di valore atteso, è idealmente adatto 
per consentire il vero one-to-one marketing. Un altro vantaggio del MCM è che è 
supportato da una teoria ben sviluppata su come questi modelli possano essere 
utilizzati per prendere le decisioni. Inoltre esso lavora anche abbastanza bene con 
le popolari variabili dell’analisi RFM (ossia Recency, Frequency, Monetary 
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value), le quali sono utilizzate per classificare i clienti e per gestire le relazioni con 
essi.  
Gli autori Pfeifer e Carraway [Pfeifer 00] illustrano una situazione interessante in 
cui la compagnia di direct marketing ABC tenta di acquisire Jane Doe come 
cliente. Se ha successo, si attende di ricevere NC (net contribution) da ogni 
acquisto di Jane, sia sull’acquisto iniziale che su ciascun acquisto successivo. Gli 
acquisti vengono fatti al massimo una volta per periodo e alla fine del periodo. I 
periodi sono tutti di eguale durata e l’azienda utilizza un tasso di sconto pari a d. In 
ogni periodo in cui Jane sarà considerata cliente attivo, l’ABC sosterrà costi di 
mantenimento. M rappresenta il valore presente di tali spese di remarketing. 
Inoltre l’azienda suppone che la probabilità che Jane compri in un certo periodo è 
funzione solo della recency di Jane, il numero di periodi che intercorrono dal suo 
ultimo acquisto. Quindi se Jane ha comprato alla fine dell’ultimo periodo allora è 
alla recency 1 per il periodo corrente. La probabilità che Jane compri in un certo 
periodo di tempo è pr, dove r è la recency di Jane Doe. Se e quando Jane raggiunge 
r = 5, l’azienda taglierà tutti i futuri sforzi di remarketing per Jane.  
Così ci sono cinque possibili stati della relazione dell’azienda con Jane Doe alla 
fine di ogni periodo: r = 1, r = 2, r = 3, r = 4, r ≥ 5(cliente non attivo). 
Una caratteristica chiave della relazione dell’azienda con Jane Doe è che i 
prospetti futuri per quella relazione sono funzione solo dello stato corrente della 
relazione definito dalla recency di Jane Doe e non del particolare percorso che 
Jane Doe ha seguito per raggiungere il suo stato corrente. Questa proprietà è 
chiamata proprietà markoviana come enunciato precedentemente. Stati e 
transizioni possono essere rappresentati come catena markoviana.  
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La Figura 5.1 è una rappresentazione grafica del MCM per la relazione 
dell’azienda con Jane Doe: 
 
Figura 5.1 (Rappresentazione grafica del MCM della relazione dell’azienda con Jane 
Doe) 
Quando Jane è nello stato 1 ha probabilità p1 di comprare e di rimanere nello stato 
1 e probabilità complementare 1-p1 di non comprare e di passare allo stato 2. Nello 
stato 2 ha probabilità di acquistare e di transitare allo stato 1 e probabilità 
complementare 1-p2 di non comprare e di passare allo stato 3. Nello stato 5 Jane si 
stabilizza: l’azienda ABC non sostiene più costi e certamente ella resterà cliente 
non attiva con probabilità 1.  
Nel linguaggio di Markov Chains, r = 5 o “former customer” è uno stato di 
assorbimento. Una volta che Jane entra in quello stato rimarrà in quello stato. 
Stati e probabilità di transizioni sono rappresentati nella matrice di transizione 
(descritta nel paragrafo 1.6) di dimensione 5 x 5: 
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La matrice P rappresenta le transizioni di un passo. La matrice potenza Pt 
rappresenta le transizioni di t passi. 
Il cash flow che ABC riceve da Jane in ogni periodo futuro p è funzione della 
recency di Jane in quel periodo. Esso è rappresentato da una matrice 5 x 1: 
 
 Se Jane compra e passa in stato 1 il cash flow è NC – M. 
 Se Jane non compra e passa in stato 2, 3 o 4 allora il cash flow è –M. 
 Se Jane passa in stato 5, ABC cessa il remarketing e il cash flow è 0.  
Considerando un orizzonte temporale di T periodi e supponendo che ABC sia 
neutrale al rischio, il valore presente atteso è: 
 
VT è il vettore colonna 5 x 1 dei valori presenti attesi su T periodi, un elemento per 
ogni stato iniziale di Jane. Il primo elemento corrisponde al caso che Jane “nasca” 
al tempo 1 con recency 1, perché ha comprato al tempo 0.  
Su un orizzonte infinito è:  
 
dove I è la matrice identità. 
 85 
Ponendo d = 0.2, NC = 40 $ e M = 4 $ allora si ha: 
 
Supponendo p1 = 0.3 , p2 = 0.2, p3 = 0.15, p4 = 0.05, le matrici potenza, cioè le 
matrici di transizione a più passi sono: 
 
La prima riga di P4 dice che se la relazione tra ABC e Jane comincia con un 
acquisto a t = 0, allora c’è una probabilità 0.1397 che Jane acquisti a t = 4;  
una probabilità 0.1365 che Jane passi in stato r = 2 a t = 4 ed una probabilità 
0.4522 che Jane diventi non attiva dopo il periodo 4 perché non ha mai comprato. 
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Con l’equazione (1) si può calcolare la matrice V4 , il valore della relazione 
sull’orizzonte di 4 periodi: 
 
Il LTV per la relazione con Jane, quando r = 1 è $50.11: $40 per il primo acquisto, 
$10.11 di valore atteso per i successivi acquisti. Se e quando Jane arriva in stato 2, 
il valore atteso della relazione scende a $4.22. Questo è il valore della relazione 
dopo che Jane ha comprato in un periodo ma non nel successivo. Il LTV atteso per 
la relazione in stato 3 è $0.59. In stato 4 è - $1.98, quindi è diventato negativo. Ciò 
significa che il tentativo di recuperare Jane quando è in stato r = 4 porta ad una 
perdita. L’ azienda ABC fa un tentativo di troppo e dovrebbe interrompere il 
remarketing a r = 4 invece che a r = 5. 
Provando con un orizzonte infinito le cose migliorano ma il quarto stato continua 
ad avere un valore atteso negativo: 
 
E’ possibile rappresentare la nuova politica usando 4 stati invece che 5, oppure   
porre p4 = 0 e il quarto elemento di R uguale a 0. Così si rappresenta il fatto che in 
stato r = 4 l’ ABC non fa remarketing e non ha costi ma Jane passa certamente in 
stato 5 ossia non compra.  
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Il nuovo calcolo su orizzonte infinito porta a:  
 
Il valore è aumentato di 0.83 $ rispetto al caso a 4 stati cioè rispetto alla vecchia 
politica.  
In un modello molto semplice proposto dagli stessi autori, ogni cliente ha 
probabilità p di comprare in ciascun periodo e la prima volta che non compra cessa 
di essere cliente. È possibile utilizzare un modello a due stati che sono customer e 
former customer:  
 
Questo modello è talmente semplice che i vantaggi nell’utilizzo del MCM non 
sono visibili. 
Successivamente viene introdotto lo stato prospect. Sia A la spesa per convertire 
un prospect in cliente con probabilità pa.  
Questo modello richiede tre stati. La matrice di transizione è la seguente: 
 
Anche questo modello è molto semplice e i benefici di MCM sono ancora limitati. 
In seguito viene considerata una situazione di customer retention in cui le varie 
grandezze siano funzione della frequency (numero di volte che il cliente ha 
acquistato dall’azienda) invece che della recency. Si suppone che queste variabili 
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cambiano per le frequenze 1, 2, 3 ma rimangono costanti per frequenze di 4 o più. 
Sono utilizzati 4 stati per la frequency e lo stato former customer. La matrice di 
transizione è la seguente: 
 
Ora viene considerata la situazione in cui le probabilità di acquisto, margine di 
contribuzione e spese di remarketing siano funzione di recency, frequency e 
monetary amount, ossia le tre classiche variabili dell’analisi RFM. Il modello 
MCM per questa situazione utilizza tre stati definiti da (r, f, m) in cui ciascuna 
variabile è un intero, con un limite superiore, con il significato di “da questo 
valore in poi”. Poiché il numero di stati in questo modello MCM basato su RFM 
potrebbe essere troppo grande, non è proposta la matrice di transizione ma è 
presentata la Figura 5.2 che focalizza l’attenzione sullo stato (r, f, m) e mostra tutte 
le possibili transizioni in ingresso e in uscita dallo stato stesso: 
 
Figura 5.2 (Rappresentazione grafica in ingresso e in uscita dallo stato (r,f,m) per un 
MCM basato su RFM) 
È importante discutere sul significato della variabile m. Si potrebbe considerare m 
come la classe di spesa dell’ultimo acquisto oppure come la spesa totale semplice. 
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Se invece fosse considerata come una media mobile della spesa totale di quel 
cliente, allora si perderebbe la proprietà markoviana in quanto in tal caso il 
percorso conterebbe.  
 
5.4 Modello markoviano per la migliore strategia di decisione 
Gli stessi autori hanno sviluppato un esempio numerico che ha lo scopo di 
dimostrare l’utilità dei processi markoviani per trovare la migliore strategia di 
decisione in una situazione ragionevolmente complicata. Il caso in questione 
proposto dagli autori riguarda una grande compagnia che vende su catalogo, 
spedito a intervalli quadrimestrali. La probabilità di acquisto di un cliente è 
funzione di recency (numero di periodi/cataloghi dall’ultimo acquisto del cliente) 
e frequency (numero di volte che il cliente ha acquistato dall’azienda). Queste 
probabilità di acquisto per un tipico cliente sono illustrate nella Tabella 5.1: 
 
Tabella 5.1 (Probabilità di riacquisto del cliente) 
 90 
Si suppone: NC = 60$, M = 1$, d = 0.03 indipendentemente da recency e 
frequency. Quando la recency è maggiore di 24 l’impresa interrompe la relazione 
con il cliente, per questo motivo la tabella delle probabilità si ferma a 24. 
L’azienda è intenta a riesaminare la sua politica e i dubbi che sorgono sono 
molteplici: 
o Occorre essere più aggressivi nel sollecitare i clienti dormienti?  
o Bisogna “tagliare” i clienti a bassa frequency più presto di quelli ad alta 
frequency? 
o Il beneficio di una variazione supera il costo per implementarla? 
Pertanto viene costruito il modello markoviano per la relazione dell’azienda che 
vende su catalogo con un cliente. Tale modello richiede 121 stati. I primi 120 stati 
sono costituiti dalle (24 x 5) combinazioni di 24 possibili recencies (da r = 1 a r = 
24) con 5 possibili frequencies (da f = 1 a f = 5). Occorre notare che le frequencies 
maggiori o eguali a 5 sono tutte considerate come frequency 5. Lo stato finale è il 
former customer che è etichettato con recency = 25 e frequency = 1. Le probabilità 
nella Tabella 5.1 sono etichettate con pr,f, dove (r,f) si riferisce alla recency e alla 
frequency del cliente.  
La costruzione della matrice di transizione di dimensione 121 x 121, segue 
direttamente dalla descrizione del problema.  
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Come si può vedere nella Tabella 5.2, che contiene alcuni esempi di transizioni, se 
il cliente acquista in stato (r, f), passa in stato (1, f + 1), salvo che f non può 
superare 5; se invece non acquista passa in stato (r + 1, f) salvo che r non può 
superare 25. 
                                   
 
 
 
 
 
 
Tabella 5.2 (Esempi di transizioni) 
Il vettore di reward di 121 componenti è definito come segue:  
 
dove M è uguale al valore presente di spese di remarketing. Ora è possibile 
valutare la politica corrente dell’azienda di terminare la relazione con il cliente 
dopo recency = 24. Utilizzando l’equazione (2) e l’inversione della matrice 121 x 
121 viene calcolato il vettore V 121 x 1. Il primo elemento di V risulta essere 
$89.264. Questo è il valore della relazione con il cliente, di cui $60 per il primo 
acquisto e $29.264 per gli acquisti successivi.  Esaminando i valori attesi calcolati 
per i rimanenti possibili stati della relazione dell’azienda con il cliente, si evince 
che la politica di tagliare la relazione dopo la recency 24 è abbastanza buona. Solo 
uno stato, precisamente lo stato (24,1) ha un valore atteso negativo. L’azienda 
Stato al tempo t Stato al 
tempo t + 1 
Probabilità di transizione 
r = 24, f = 1 r = 25, f = 1 1 – p(24, 1) 
r = 24, f = 5 r = 25, f = 1 1 – p(24, 5) 
r = 1, f = 4 r = 1, f = 5 p(1, 4) 
r = 24, f = 4 r = 1, f = 5 p(24, 4) 
r = 1, f = 5 r = 1, f = 5 p(1,5) 
r = 24, f = 5 r = 1, f = 5 p(24, 5) 
r = 1, f = 1…3 r = 1, f = 5 p(24, 5) 
r = 1, f = 1…3 r = 1, f + 1 p(1, f) 
r = 1…23, f r + 1, f 1 – p(r, f) 
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quindi potrebbe fare ancora meglio se terminasse la relazione con il cliente per la 
frequency 1 dopo la recency 23 invece della recency 24.  
Per illustrare nel dettaglio come il modello di decisione di Markov può essere 
usato per aiutare l’impresa a gestire la relazione con il cliente, si suppone che 
aumenti di carta e di spedizione incrementino il costo di remarketing da $1 a $2 
per periodo, senza altri cambiamenti. Inoltre si suppone che l’impresa sia libera di 
cambiare la sua politica di messaggi, come meglio ritiene opportuno senza alcun 
effetto sulle probabilità di riacquisto del cliente. Anche se questo potesse essere 
vero nel breve periodo non sarebbe vero nel lungo periodo. La sfida dell’azienda è 
quella di trovare la miglior politica di contatto ora che i costi di marketing sono di 
$2. Il problema descritto è un esempio di problema di decisione di Markov. Viene 
presentato un popolare approccio chaimato policy improvement algorithm [Hillier 
86]. L’algoritmo di miglioramento della politica comincia con il calcolo di V per 
alcune politiche aribitrarie. Come politica arbitraria gli autori hanno utilizzato la 
politica corrente dell’azienda di tagliare i contatti dopo la recency 24: (24, 24, 24, 
24, 24).  
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L’equazione (2) per la valutazione di V per questa politica dà i risultati contenuti 
nella Tabella 5.3: 
Tabella 5.3 (V calcolati per la politica(24, 24, 24, 24, 24) NC = $60, M = $2 , d = 0.03) 
Il LTV atteso del cliente per questa politica è di $69.470. Sottraendo il contributo 
iniziale di $60, si ottiene che il più alto costo di remarketing ha ridotto il valore 
della futura relazione dell’azienda con il cliente piuttosto drasticamente da 
$29.264 fino a $9470 se l’azienda aderisce alla sua iniziale politica(24, 24, 24, 24, 
24). Dalla Tabella 5.3 si può vedere che ci sono molti stati in cui il valore della 
relazione con l’azienda è negativo. Quindi si deduce che sono possibili dei 
miglioramenti. Il prossimo passo nell’algoritmo di miglioramento della politica è 
quello di rivisitare la decisione dell’azienda in ciascuno stato e di sostituire la 
decisione corrente con una migliore decisione basata sui valori calcolati. 
Nell’esempio in questione ciò significa contattare solo quei clienti agli stati con 
valori positivi e di non contattare gli altri. La politica di miglioramento è quindi (3, 
6, 9, 12, 14). Così finisce la prima iterazione nell’algoritmo di miglioramento della 
politica. La politica (3, 6, 9, 12, 14) diventa la nuova politica candidata. Per 
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valutare la politica (3, 6, 9, 12), gli autori hanno modificato il modello di decisione 
di Markov cambiando la probabilità di riacquisto a zero per ogni stato al di fuori 
della politica di contatto dell’azienda. Inoltre il reward per le transizioni a questi 
stati è stato settato a zero.  I risultati di valutazione della politica (3, 6, 9, 12, 14) 
sono presentati nella Tabella 5.4. 
 
Tabella 5.4 (V calcolati per la politica (3, 6, 9, 12, 14) NC = $60, M = $2 e d = 0.03) 
L’atteso LTV del cliente per questa strategia è aumentato a $71.487. Per quanto 
riguarda la fase di miglioramento della politica occorre notare che ogni stato 
contattato nella politica corrente ha un valore atteso positivo. Così si ottiene che 
non c’è alcun modo di migliorare la politica corrente facendo ulteriori tagli. A 
questo punto bisognerebbe considerare alcuni degli stati che non sono stati più 
contattati. Per esempio supponendo di contattare lo stato (4,1), tale contatto 
costerebbe $2 a metà del periodo ma porterebbe con probabilità di transizione di  
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0.0450 allo stato (1, 2) e con probabilità di transizione di 0.9550 allo stato (5,1) 
alla fine del periodo. Il valore atteso ottenuto procedendo in tal modo è: 
(1.03)-1/2 (-$2) + (1.03)-1 [0.045($80.085) + 0.9550($0)] = $1.528 
Occorre sottolineare che gli autori hanno valutato il cambio proposto nella politica 
utilizzando i valori calcolati per la politica corrente, mentre questa valutazione non 
verrebbe mantenuta se fossero effettuati più di un cambio come è imposto 
dall’algoritmo di miglioramento della politica. Dopo l’esecuzione di calcoli 
analoghi per tutti gli altri stati non contattati tramite la politica corrente, sono 
emersi diversi stati che presentano un contatto redditizio. La politica migliorata 
che risulta è (8, 12, 15, 16, 17). L’atteso LTV per la politica (8, 12, 15, 16, 17) è 
calcolato essere di $74.519. Tutti gli stati contattati hanno valori attesi positivi e 
uno di questi, lo stato (9,1) proietta un piccolo profitto positivo se contattato.  
Il passo finale dell’algoritmo di miglioramento della politica consiste nel valutare 
la politica (9, 12, 15, 16, 17) allo scopo di trovare un LTV atteso di $74.523, tutti 
gli stati contattati con valori positivi e nessun altro stato che proietti un profitto 
positivo se contattato. Gli autori hanno trovato la politica ottimale. Il risultato 
netto dell’incremento nei costi di marketing da $1 a $2 ha provocato un cambio 
nella politica ottimale da (23, 24, 24, 24, 24) a (9, 12, 15, 16, 17) e un decremento 
nel LTV del cliente da $89.267 a $74.523. Sottraendo il contributo iniziale di $60 
si ottiene che il valore futuro atteso della relazione dell’azienda con il cliente 
decresce da $29.267 a $14.523.  
 
5.5 Conclusioni 
Si è visto che i modelli markoviani, sono molto appropriati per modellare relazioni 
con il cliente e per calcolare i LTVs. Un maggior vantaggio di questa classe di 
modelli è costituito dalla sua flessibilità. Questa flessibilità è stata dimostrata 
descrivendo come il MCM può gestire l’immensa varietà delle situazioni 
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modellate di relazioni con il cliente. Il MCM è particolarmente utile nel modellare 
situazioni complicate di relazioni con il cliente per cui soluzioni algebriche non 
sono possibili. 
Un secondo vantaggio del MCM consiste nel fatto che esso è un modello 
probabilistico. Esso incorpora il linguaggio di probabilità e di valore atteso, 
linguaggio che aiuterà gli operatori di marketing a discutere sulle relazioni con 
clienti individuali.  
Il MCM è anche supportato da una teoria ben sviluppata su come questi modelli 
possono essere utilizzati per effettuare le decisioni. L’uso di questa teoria è stato 
dimostrato da un esempio numerico comprensibile nel quale una compagnia che 
vende su catalogo ha perfezionato la sua politica di contatto in seguito ad un 
aumento dei costi di consegna.   
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6 MODELLI DI CHURN PREDICTION NEL RETAIL 
BANKING 
Il settore del personal retail banking (servizi bancari al dettaglio) è caratterizzato 
da clienti che stanno con una compagnia per molto tempo. I clienti generalmente 
danno il proprio financial business ad una compagnia ed essi non vogliono 
cambiare il provider del loro aiuto finanziario (financial help) molto spesso. Nelle 
prospettive della compagnia ciò produce un ambiente stabile per il CRM. 
Nonostante le continue relazioni con i clienti, la potenziale perdita di reddito a 
causa del churn del cliente in questo caso può essere enorme. 
In un personal retail banking una compagnia deve operare con una strategia di 
clienti a lungo termine. I clienti giovani sono considerati non redditizi nella prima 
fase del loro ciclo di vita ma diventeranno redditizi più tardi. Così finchè dura la 
relazione con il cliente, forse decenni, la compagnia deve calcolare il valore di una 
potenziale perdita di un cliente. L’analisi del valore del tempo di vita del cliente 
(LTV), come descritto nel paragrafo 1.4, è al centro di tutte le strategie di gestione 
dei clienti e aiuterà ad affrontare questa sfida. Nel settore del retail banking le 
entrate sono generate sia dai margini di prestiti che di attività d’investimento e dai 
ricavi maturati attraverso servizi/transazioni/carte di credito/tasse. Inoltre il retail 
banking è caratterizzato da molti clienti, rispetto al wholesale banking con i suoi 
pochi clienti, molti dei quali effettuano transazioni relativamente piccole. Questa 
configurazione nel settore del retail banking rende difficile definire il churn del 
cliente basandosi sulla redditività del cliente. Studi di churn prediction nel settore 
bancario sono molto scarsi e la maggior parte di essi utilizzano modelli basati sulla 
regressione logistica, alberi decisionali e reti neurali. Di seguito verranno 
analizzati due modelli di churn prediction presenti in letteratura. Il primo utilizza 
la regressione logistica e il secondo invece l’analisi clustering fuzzy. Tali modelli 
verranno descritti seguendo, seppur approssimativamente, le fasi del modello 
CRISP  presentate nel capitolo 3. 
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6.1 Modello con regressione logistica 
6.1.1 Business understanding 
Lo studio condotto dall’autore Mutanen [Mutanen 06], presenta un modello di 
previsione di churn del cliente nel settore del personal retail banking. Esso si pone 
l’obiettivo di applicare le tecniche di regressione logistica per prevedere il churn di 
un cliente analizzando i clienti churners e non-churners utilizzando i dati di una 
compagnia di retail banking. 
 
6.1.2 Preparazione dei dati 
In questo studio è stato utilizzato ed analizzato un database di clienti di una banca 
finlandese. Il database è composto solo da dati personali dei clienti. I dati sono 
stati raccolti nel periodo di tempo che va da Dicembre 2001 a Settembre 2005. 
Ogni periodo di tempo è costituito dai dati del periodo dei tre mesi precedenti, così 
per questo studio c’erano 12 rilevanti data points. La notazione utilizzata nello 
studio è t = {0, 1, 2, ….,11}, il che significa che Marzo 2003 è codificato come t = 
1 e che Giugno 2003 è codificato come t = 2. 
In totale sono state raccolte 75 variabili dal database dei clienti. Queste variabili 
corrispondono alle seguenti tematiche:  
1. Transazioni del conto IN. 
2. Transazioni del conto OUT. 
3. Indicatori di servizio. 
4. Informazioni relative al profilo personale. 
5. Informazioni associate al livello del cliente. 
Le transazioni hanno volumi in entrambi i canali in e out, i canali out hanno anche 
variabili di frequenza per canali differenti. Il database in totale ha 251000 clienti. 
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I dati sono stati divisi in tre gruppi casualmente, due campioni con 50000 clienti 
ciascuno e un campione con 151000 clienti. Uno dei campioni con 50000 clienti è 
stato utilizzato nelle analisi descrittive dei clienti. Il campione con 151000 clienti è 
stato utilizzato nelle analisi con il modello di regressione logistica. Il terzo 
campione di 50000 clienti è stato inizialmente distinto a causa del potenziale 
utilizzo futuro nello scopo di convalida ma il campione è stato isolato in questo 
studio poiché la convalida è stata fatta utilizzando periodi di tempo successivi al 
secondo campione. 
Il database dei clienti ha complessivamente 30 indicatori di servizio, che 
segnalano per esempio se il cliente ha dei prestiti per abitazioni oppure no. Uno di 
questi indicatori C1 è riferito al conto corrente. 
La Figura 6.1 mostra i volumi medi di denaro nei canali differenti in due gruppi di 
clienti sul campione 1 discriminati in base all’indicatore del conto corrente: 
 
Figura 6.1 (Clienti con e senza un conto corrente e il loro denaro medio in/out è 
presentato nei canali differenti) 
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Nella Figura 6.1 la legenda mostra il numero di clienti che ha transazioni in 
ciascun canale. La somma di tutti gli altri indicatori è stata utilizzata come 
variabile predittiva nella regressione logistica.  
La definizione del churn in questo studio è basata sull’indicatore del conto 
corrente C1. Questo indicatore dice se il cliente ha un conto corrente nel periodo di 
tempo a portata di mano o no. Questa semplice definizione permette di 
determinare facilmente l’esatto momento di churn. Quei clienti senza un indicatore 
C1 prima del periodo di tempo non sono stati inclusi nelle analisi. Il volume di 
questi clienti, senza il conto corrente, nel dataset è di piccole dimensioni. Inoltre 
questa definizione ha reso possibile concentrarsi sui clienti attivi e rilevare i 
churners da questi clienti. Come menzionato prima, i dati del caso  hanno anche 
indicatori che segnalano per esempio l’esistenza di una carta-ATM o di un mutuo. 
In questo studio questi indicatori non sono stati utilizzati nella definizione di churn 
poiché la definizione di churn basata sull’indicatore del conto corrente si è rivelata 
essere più semplice. Questa definizione però non ha fornito per esempio numerosi 
tipi di churn. Tuttavia nel caso di contratti di mutuo, il churn prima della data 
finale del contratto è, se non impossibile, molto raro. 
Questa definizione di churn ha un forte impatto sulle analisi predittive. In primo 
luogo ciascun campione dei dati si è ridotto un po’ poiché i clienti senza un 
indicatore C1 sono stati filtrati. Il secondo impatto è stato sulla quantità di churner 
in ciascun campione. Il terzo campione di dati, quello composto da 115000 clienti 
con indicatore C1 ha fornito solo 4275 clienti considerati churners nel periodo di 
tempo che va da t(1) a t(11). Così in media ci sono stati meno di 500 clienti in 
ciascun periodo di tempo che sono stati considerati churners.  
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Il numero di clienti churners in ciascun periodo è presentato nella  Figura 6.2: 
 
Figura 6.2 (Numero di clienti churner presentato in ciascun periodo di tempo) 
 
Il numero di churners ha variazioni molto piccole durante il periodo di tempo t(1) 
– t(10). Questo problema è stato identificato in letteratura sotto il termine di 
problema di classi sbilanciate (descritto nel paragrafo 3.2).  
In questo studio è stato utilizzato il metodo di down-sizing (ridimensionamento) al 
fine di evitare che tutte le previsioni si rivelassero come non churners. Tale 
metodo, descritto nel paragrafo 3.2, ha prodotto due differenti datasets per ciascun 
periodo di tempo: uno con un rapporto churner/non churner 1/1 e l’altro con un 
rapporto 2/3.  
Nelle analisi predittive sono stati utilizzati i datasets dal periodo di tempo che va 
da t(1) a t(8). Il dataset dai periodi di tempo t(9) – t(11) è stato utilizzato per la 
convalida. Questo ha reso possibile le previsioni nel futuro. Questo modello 
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predittivo potrebbe così essere utilizzato per esempio per prevedere il churn dei 
clienti in Q1 nel 2006 basandosi sui dati raccolti da Q3 e Q4 nel 2005. Sebbene le 
previsioni sono state fatte basandosi sul dataset ridimensionato, la convalida per 
ciascun modello è stata effettuata utilizzando il campione di 115000 del dataset dei 
clienti. 
 
6.1.3 Applicazione del modello 
Nel modello di regressione logistica è stato utilizzato un insieme di 12 variabili 
come variabili di input. La tecnica di regressione logistica è descritta nel paragrafo 
2.1.8. La Tabella 6.1 presenta tutte queste variabili con la rispettiva descrizione: 
VARIABILI DESCRIZIONE 
C age Età del cliente 
C bank age Numero di anni della banca del cliente dalla sua apertura 
OVOL8_1 Volume di pagamenti in t = i-1 
OVOL8_2 Volume di pagamenti in t = i 
ONO3_1 Numero di transazioni (ATM) in t = i-1 
ONO3_2 Numero di transazioni (ATM) in t = i 
ONO6_1 Numero di transazioni (pagamenti con carta) in t = i-1 
ONO6_2 Numero di transazioni (pagamenti con carta) in t = i 
ONO9_1 Numero di transazioni (addebito diretto) in t = i-1 
ONO9_2 Numero di transazioni (addebito diretto) in t = i 
E_IND Numero di servizi differenti dal conto corrente 
OSUUS_TR1 Salari su scala logaritmica in t = i 
Tabella 6.1 (Le variabili di input che sono state utilizzate nel modello di regressione 
logistica) 
Alcune delle variabili (OVOL8, ONO3, ONO6 e ONO9) hanno avuto due 
rappresentazioni nei differenti periodi di tempo. La prima rappresentazione è da 
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due periodi di tempo prima del periodo di tempo focalizzato, la seconda è un 
periodo di tempo prima. Le altre quattro variabili (età del cliente, numero di anni 
della banca del cliente dalla sua apertura, E_ind e osus_tr1) sono state raccolte da 
un periodo di tempo prima del periodo di tempo focalizzato. In questo caso il 
volume e la frequenza delle variabili potrebbero essere utilizzati come tali poiché 
le analisi sono state effettuate in differenti periodi di tempo indipendentemente. Il 
salario è stato utilizzato in scala logaritmica poiché l’impatto che esso ha sulla vita 
dei clienti è più forte tra i clienti che guadagnano piccole quantità che tra i clienti 
che guadagnano stipendi enormi. Per esempio la differenza che intercorre tra i 
salari 1300€ e 1600€ al mese è la stessa di quella tra i salari 5000€ e 5300€ al 
mese ma l’effetto che la prima differenza ha sul comportamento del cliente è più 
forte dell’effetto della seconda differenza. La scala logaritmica aiuta quindi ad 
affrontare questo problema.  
 
6.1.4 Valutazione dei risultati 
In questo studio sono stati analizzati e convalidati sei differenti modelli di 
regressione. Come presentato precedentemente ciascun periodo di tempo ha avuto 
due campioni, uno con un rapporto churner/nonchurner 1/1 e l’altro con un 
rapporto 2/3. I tre periodi di tempo (t = 4,6,8) sono stati selezionati per le analisi di 
regressione logistica. Questo ha prodotto sei modelli di regressione che sono stati 
convalidati utilizzando il campione di dati 3 (115000 clienti con l’indicatore del 
conto corrente). I dati per la convalida sono stati raccolti dai periodi di tempo che 
vanno da t(9) a t(11).  
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Nella figura 6.3 è presentato un esempio di previsione della regressione logistica 
quando  è utilizzato il training set 81 (t = 8 e rapporto churn/nonchurn di 1/1): 
 
Figura 6.3 (Esempio del modello di regressione logistica) 
Nella Figura 6.3 il valore del modello di regressione logistica è presentato per 
ciascun cliente nel training set. Il colore del marker rappresenta lo stato reale del 
cliente (rosso = churn, blue = non churn). Si nota chiaramente che la maggioranza 
dei churners sono al di sopra del valore di soglia 0.5 ma ci sono dei churners anche 
sotto tale valore di soglia. E nel caso dei non-churners, la maggioranza di questi 
clienti riceve un valore inferiore a 0.5 ma c’è anche una porzione di clienti che 
saranno considerati come churners sulla base del modello. 
La procedura di stima della regressione logistica è stata portata avanti utilizzando 
il software SPSS [SPSS]. Il software SPSS fornisce un set completo di strumenti 
statistici. Per la regressione logistica esso fornisce statistiche di ogni variabile di 
input nel modello insieme con la statistica dell’intera performance del modello. 
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Ogni modello è stato stimato utilizzando tutte le variabili nella Tabella 6.1 ma le 
variabili che non erano significative sono state escluse dal modello.  
Le variabili utilizzate in ciascun modello sono presentate nella Tabella 6.2: 
Modello 41 42 61 62 81 82 
Constant - - 0,663 - 0,417 - 
C age 0,023 0,012 0,008 0,015 0,015 0,013 
C bank age -0,018 -0,013 -0,017 -0,014 -0,013 -0,014 
OVOL8_1 - - - - 0,000 0,000 
ONO3_1 0,037 0,054 - - 0,053 0,062 
ONO6_1 0,011 0,013 - 0,016 0,020 0,021 
ONO6_2 -0,014 -0,017 - -0,017 -0,027 -0,026 
   ONO9_1 0,296 0,243 0,439 0,395 - - 
   ONO9_2 -0,408 -0,335 -0,352 -0,409 - - 
  E_IND -1,178 -1,197 -1,323 -1,297 -0,393 -0,391 
OSUUS_TR1 0,075 0,054 - - - - 
Tabella 6.2 (Variabili predittive che sono state utilizzate in ciascuno dei modelli di 
regressione logistica) 
Nella Tabella 6.2 la notazione “X1” corrisponde al dataset con un rapporto 
churner/non churner 1/1 e “X2” corrisponde al dataset con un rapporto 2/3. Nella 
stessa tabella sono presentati i coefficienti delle variabili in ciascuno dei modelli. 
Questo processo di selezione delle variabili è stato condotto in maniera iterativa. 
L’iterazione deriva dal consueto comportamento statistico secondo cui solo le 
variabili che hanno un valore inferiore a 0.05 sono considerate significative. Una 
variabile può così essere esclusa dal modello se il suo valore è superiore a 0.05 e 
una nuova regressione può essere stimata utilizzando le variabili rimanenti. Questo 
crea un processo iterativo fino a quando ciascuna variabile ha il valore di 
significatività inferiore al livello 0.05. Sebbene tutte le variabili in ciascuno dei 
modelli presentati nella Tabella 6.2 erano significative, potrebbero ancora esserci 
delle correlazioni tra le variabili. Per esempio in questo studio le variabili 
 106 
ONOX_1 e ONOX_2 sono correlate in qualche misura poiché esse rappresentano 
la stessa variabile ma in differenti periodi di tempo. Questo problema che sorge 
quando due o più variabili sono correlate  è noto come multicollinearità. La 
multicollinearità non cambia la stima dei coefficienti, solo la loro affidabilità, così 
l’interpretazione dei coefficienti sarà alquanto difficile .Uno degli indicatori della 
multicollinearità è costituito da valori elevati di errore standard con basso 
significato statistico. Un gran numero di testi formali per la multicollinearità sono 
stati proposti nel corso degli anni ma nessuno ha trovato accettazione diffusa.  
Nella tabella 6.2 si è visto che tutte le variabili hanno varianza molto piccola tra i 
modelli. L’unica più grande differenza si è riscontrata nel valore della variabile 
E_ind nei modelli 81 e 82  rispetto al valore nel resto dei modelli. Il comportamento 
complessivo dei coefficienti è che il coefficiente di mezzo anno prima del churn 
(ONO3_1, ONO6_1, ONO9_1) ha un segno positivo e il coefficiente di tre mesi 
prima del churn ha un segno negativo. Ciò indica che i clienti churners sono quelli 
che hanno tendenza alla diminuzione nel loro numero di transazioni. In questo 
studio si è rilevato che sia una maggiore età del cliente, che le banche più recenti 
hanno impatti positivi sulla probabilità di churn del cliente basata sui valori dei 
coefficienti. 
Il modello di regressione logistica genererà un valore compreso tra i limiti 0 e 1 
come detto precedentemente sulla base del modello stimato. Utilizzando un valore 
soglia per la discriminazione dei clienti saranno commessi entrambi i tipi di errori 
di classificazione. Un cliente churner potrebbe essere classificato come un non-
churner e un cliente non-churner potrebbe essere classificato come un potenziale 
churner.  
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Nella tabella 6.3 è presentato per ciascun modello il numero di previsioni corrette: 
Modello # Numero di  
predizioni 
corrette 
% predizioni 
corrette 
% churners 
nel set previsto 
% veri churner 
identificati 
come churners 
Modello 41 69670 62 0,8 75,6 
Modello 42 81361 72 0,9 60,5 
Modello 61 66346 59 0,8 79,5 
Modello 62 72654 65 0,8 73,4 
Modello 81 15384 14 0,5 97,5 
Modello 82 81701 73 0,9 61,3 
Tabella 6.3 (Numero e % delle predizioni corrette (media dei periodi di tempo t=9, 10, 
11)) 
Nel campione di convalida c’erano 111861 casi. I risultati sono stati prodotti dai 
modelli utilizzando il valore di soglia 0.5. Nella convalida è stato utilizzato il 
campione 3 con i churners prima del periodo di tempo t = 9 rimosso. I valori nella 
Tabella 6.3 sono stati calcolati utilizzando un valore soglia 0.5. Se il valore soglia 
fosse per esempio impostato a 1 invece che a 0.5 le % di predizioni corrette 
sarebbero 99.5 perché tutte le previsioni sarebbero nonchurners e perché c’erano 
solo 481 churners (0.45%) in media nel set di validazione. Un risultato importante 
nella Tabella 6.3 è rappresentato dalla colonna (% churners nel set predetto) che 
indica la percentuale dei veri churners nel set predetto quando è utilizzato il valore 
soglia 0.5. Un altro risultato rilevante contenuto nella Tabella 6.3 è la quota 
proporzionale di veri churners che sono identificati come churners dal modello. 
Nella stessa tabella si è anche visto che i modelli con una buona performance 
complessiva di previsione non sono altrettanto efficaci nel prevedere i churners. 
Ciò accade a causa dell’impatto del problema delle classi sbilanciate descritto nel 
paragrafo 3.2.  
 
 108 
In questo studio la stima dei risultati del modello di regressione logistica è stata 
analizzata mediante l’utilizzo della curva lift descritta nel paragrafo 3.4. 
La curva lift aiuterà ad analizzare la quantità dei churners veri che sono stati 
discriminati in ciascun sottoinsieme di clienti. Questo sarà estremamente utile in 
una situazione di marketing in cui un gruppo di clienti devono essere contattati, 
così una compagnia può contare il numero di clienti da contattare; oppure se gli 
sforzi di marketing hanno un limite di 5000 contatti di clienti, è possibile capire 
quanti churners sono poi raggiunti. Nella Figura 6.4 le percentuali di churners 
identificati sono presentate sulla base di ciascun modello di regressione logistica: 
 
Figura 6.4 (Curve lift dal test-set (t=9), performances dei sei modelli di regressione 
logistica) 
Dalla Figura 6.4 si può osservare che il modello basato sul set 81 non sta 
prevedendo il churn dei clienti molto efficacemente. Questo modello è realmente 
efficace quanto la predizione casuale. I restanti cinque modelli prevedono i 
churners quasi identicamente. Ciò si evince sia dalla Figura 6.4 che dalla Tabella 
6.3. Nella tabella 6.3 i modelli 41, 61 e 62 hanno predizioni corrette intorno al 60% 
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dove i modelli 42 e 82 hanno più del 70% di predizioni corrette. Questa differenza 
tra i cinque modelli svanisce quando la quantità delle predizioni corrette è 
analizzata nei sottoinsiemi come presentato nella Figura 6.5. 
Nella Figura 6.5 sono presentati i churners previsti che sono realmente churners 
come funzione del numero di clienti di ciascun modello: 
 
Figura 6.5 (Clienti churners previsti che sono realmente churners presentati con il 
numero dei clienti) 
È stato utilizzato come valore di soglia 0.5. Nella Figura 6.5 si osserva lo stesso 
comportamento presentato nella Tabella 4.3: i modelli 82, 61 e 42 hanno la migliore 
efficacia predittiva mentre il modello 81 segue strettamente le probabilità casuali. 
Le figure 6.4 e 6.5 mostrano che i modelli di regressione logistica hanno buone 
performances predittive in sottoinsiemi relativamente piccoli di clienti, basati sui 
modelli di regressione logistica.    
 
 110 
6.1.5 Conclusioni 
In questo studio è stata presentata l’analisi del churn del cliente nel settore del 
retail banking. L’analisi si è concentrata sulla previsione di churn basata sulla 
regressione logistica. I differenti modelli hanno previsto i churners effettivi 
relativamente bene. Uno dei modelli (81) ha lavorato quasi come le probabilità 
casuali. Le differenze tra i dati di input dei modelli (il livello di significatività di 
ciascuna delle variabili) indica la natura dinamica del profilo del cliente churner. 
Questo rende difficile formulare un modello standard che potrebbe essere 
utilizzato come modello predittivo nel futuro. I risultati di questo studio indicano 
che, nel caso del modello di regressione logistica, l’utente dovrebbe aggiornare il 
modello per essere in grado di  produrre previsioni con alta accuratezza.  
I profili dei clienti churners previsti non sono stati inclusi nello studio. Come detto 
precedentemente per le prospettive di una compagnia è importante sapere se i 
clienti churners meritano di essere mantenuti oppure no. E anche nelle prospettive 
di marketing è importante sapere cosa può essere fatto per fidelizzarli. Inoltre ci si 
potrebbe chiedere se un periodo di tre mesi sia sufficiente per preparare impatti 
positivi tali che i clienti siano trattenuti, oppure se le previsioni debbano essere 
fatte per esempio con 6 mesi di anticipo.    
 
6.2 Modello con fuzzy clustering c-means  
6.2.1 Business understanding 
Un altro studio molto interessante di churn prediction nel retail banking è quello 
condotto da Popović [Popović 08]. L’obiettivo di questo studio è quello di 
dimostrare che il metodo di data mining basato sulla logica fuzzy potrebbe essere 
applicato con successo nelle analisi del retail banking e inoltre che il clustering c-
means ottiene risultati migliori del classico algoritmo di clustering nel problema 
della churn prediction. Sebbene l’analisi di clustering (descritta nel paragrafo 2.4) 
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sia in realtà una tecnica di apprendimento non supervisionato, può essere utilizzata 
come base per il modello di classificazione, se il set di dati contiene la variabile di 
classificazione così come avviene in questo studio. Sembra che questo finora sia il 
primo documento che considera l’applicazione di fuzzy clustering nella churn 
prediction per il retail banking. Come detto precedentemente, non c’è un’unica 
definizione di problema di churn, ma generalmente il termine churn si riferisce a 
tutti i tipi di attrito del cliente sia volontari che involontari. Come riconoscerlo in 
pratica dipende dal settore e dal caso. In questo studio il cliente è considerato 
come churner se egli ha avuto almeno un prodotto (come conto di risparmio, carta 
di credito, mutuo in contanti) al tempo tn e poi non ha avuto alcun prodotto al 
tempo tn+1. Ciò significa che egli ha cancellato tutti i suoi prodotti nel periodo tn+1 
– tn . Se il cliente continua ancora ad avere almeno un prodotto al tempo tn+1 allora 
egli è considerato essere un non-churner. I programmi per tutte le fasi di ricerca 
sono stati scritti in SAS 9.1 [Yeo 05]. 
 
6.2.2 Fuzzy c-means clustering algorithm 
Il classico clustering assegna ciascuna osservazione a un singolo cluster, senza 
informazione su quanto lontana o vicina sia l’osservazione da tutte le altre 
possibili decisioni. Questo tipo di clustering è spesso chiamato hard o crisp 
clustering [Berry 04]. I metodi di fuzzy clustering sono stati sviluppati sulla base 
della teoria del fuzzy set, prima introdotta da Zadeh e sul concetto di funzioni di 
appartenenza [De Oliveira 07]. Le entità di fuzzy clustering (come descritto nel 
paragrafo 2.4) possono appartenere a molti clusters con differenti gradi di 
appartenenza. Fuzzy clustering di X in p clusters sono caratterizzate da p funzioni 
di appartenenza µ j, dove: 
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Le funzioni di appartenenza sono basate su una funzione di distanza, tale che i 
gradi di appartenenza esprimono la prossimità di entità ai centri dei clusters (anche 
chiamati prototipi di cluster). Il più noto metodo di fuzzy clustering è il Fuzzy c-
means method (FCM), inizialmente proposto da Dunn, generalizzato da Bezdek e 
usato dagli autori in questo studio [Cox 05]. 
FCM coinvolge due processi iterativi: il calcolo di centri dei clusters e 
l’assegnamento delle osservazioni a questi centri usando qualche forma di 
distanza. FCM tenterà di minimizzare la perdita di una funzione standard: 
 
da cui sono derivate due fondamentali equazioni necessarie a implementare FCM. 
La seguente espressione è utilizzata per calcolare un nuovo valore di centro di 
cluster: 
 
 
e la seguente espressione per calcolare l’appartenenza nel cluster j – th: 
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I simboli delle precedenti equazioni denotano: 
• l: il valore della perdita minimizzata; 
• p: il numero di fuzzy clusters; 
• n: il numero di osservazioni nel dataset; 
• µk( ):la funzione che restituisce l’appartenenza di xi nel cluster k – th; 
• m: il parametro di fuzzification; 
• ck : il centro del cluster k – th; 
• dji : la metrica di distanza per xi nel cluster cj; 
• dki : la metrica di distanza per xi nel cluster ck. 
 
6.2.3 Preparazione dei dati 
Il dataset di input contiene 5000 clienti, scelti dal campione casuale dalla 
popolazione di clienti nel 2005, con età compresa tra 18 e 80 anni, mantenendo la 
distribuzione della popolazione secondo la variabile ausiliaria introdotta che è il 
livello di scoperta del prodotto (PLOD). Il problema della classe sbilanciata 
(descritto nel paragrafo 3.2) è stato risolto precisamente inserendo 2500 clienti 
churners e 2500 clienti non-churners nel dataset finale, che è in linea con i risultati 
dello studio di Burez sulle classi sbilanciate [Burez 08]. Riguardo al periodo di 
churn per 2500 churners, sono stati esplorati cinque datasets del campione, con 
differenti configurazioni di churners. Le analisi hanno mostrato che il set “pulito”, 
con clienti churners tutti persi nello stesso trimestre dell’anno, è il migliore per 
successivi clustering. Tutti i clienti che hanno terminato la relazione con la banca 
nello stesso periodo ma che sono ritornati dopo 6 mesi o più tardi, sono stati 
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rimossi dal campione, così le analisi hanno mostrato che essi si comportano in 
maniera simile ai veri churners e introducono il rumore.  
Non tutte le variabili di interesse sono state ammesse per lo studio e la 
disponibilità di più variabili commerciali potrebbe sicuramente portare a migliori 
performances del modello [Van Den Poel 04]. Questo è stato parzialmente 
dimostrato attraverso l’inclusione di variabili derivate (differenze di periodi) che 
ha portato a una migliore accuratezza dei fuzzy clustering rispetto ai risultati di 
clustering con solo variabili originali. Tutte le variabili sono state misurate in 
cinque punti equidistanti di tempo, da t0 a t4. Le analisi di clustering preliminari 
hanno mostrato che, per quanto le variabili originali siano statiche nel loro 
carattere, l’inclusione del valore di più di due periodi conduce a maggior rumore 
più che a una maggiore precisione. Sono state testate tutte le combinazioni di due 
periodi e finalmente sono stati scelti i valori in t0 e in t2 per successive analisi.  
La Tabella 6.4 fornisce la descrizione delle 73 variabili scelte dagli autori per il 
lavoro successivo: 
Tempo Socio 
demografiche 
Prodotti 
bancari 
Finanziarie Cattiva 
condotta 
Derivate 
Per ∆t = t2- t0 
t0 3 16 14 2 6 
t2 - 16 14 2 - 
Totale 3 32 28 4 6 
Tabella 6.4 (Variabili per il FCM finale) 
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In questo studio è stata utilizzata l’ Analisi Canonica Discriminante (CDA). Essa 
trova le combinazioni lineari delle variabili che forniscono la massima separazione 
tra i clusters [Yeo 05]. CDA ha aiutato nell’identificare le variabili che meglio 
descrivono ciascuna delle due classi/clusters: churner  non churners. Nello stesso 
modo CDA ha confermato che la combinazione dei valori di variabili t0–t2 è più 
adeguato per FCM delle altre combinazioni. Tutti i coefficienti e le variabili 
corrispondenti sono state esaminate con grande attenzione dagli autori.  
Sebbene la maggioranza delle variabili non sia normalmente distribuita, la 
deviazione standard [Theodoridis 03] in combinazione con CDA e k-means ha 
rivelato i più importanti outliers meglio di altri metodi. Gli outliers più importanti 
sono stati rilevati per tutte le 73 variabili separatamente ed è stata trovata 
l’intersezione di questi 73 insiemi. Per tutti gli outliers i valori dei dati sono stati 
controllati nel datawarehouse. Il controllo ha confermato che tutti i dati sono 
corretti e che gli outliers non sono la conseguenza degli errori nel database. I primi 
50 outliers da quell’intersezione sono stati rimossi dal dataset. La rimozione degli 
outliers ha significativamente migliorato la performance del clustering classico e 
leggermente migliorato anche la performance del FCM.  
 
6.2.4 Applicazione del modello e valutazione dei risultati 
Per dimostrare che il fuzzy clustering ottiene migliori performances dei metodi 
classici sui dati reali del retail banking, sono stati applicati clustering gerarchici e 
k-means (descritti nel paragrafo 2.4). Applicati a tutti i 5000 clienti, quasi tutti i 
metodi gerarchici, nonché i ripetuti k-means, hanno fallito sugli stessi outliers. 
Molti di essi hanno separato solo un cliente nel primo cluster e tutti gli altri 4999 
sono stati destinati al secondo cluster. Tutti i metodi sono stati ripetuti sui datasets 
senza i primi 50 outliers e alcuni di essi hanno ottenuto migliori prestazioni.  
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La Tabella 6.5 mostra alcuni dei risultati del clustering classico: 
Tabella 6.5 (Risultati del clustering classico) 
Per ottenere la piena comprensione sulla performance dell’algoritmo, occorre 
considerare simultaneamente molte misure di valutazione presentate nel paragrafo 
3.4. Il recall rate del 100% significa insuccesso nel riconoscimento dei churner, se 
combinato con specificità inferiore all’1%. Perdere un cliente causa più grandi 
perdite per la banca rispetto ad investire in campagne di marketing per parecchi 
clienti classificati incorrettamente come possibili churners. Ciò significa che i costi 
di falsi negativi sono molto più alti dei costi di falsi positivi. Nella popolazione di 
clienti reali ci sono molte meno istanze positive che negative, così classificatori 
generosi che ottengono un alto recall rate e una specificità accettabile sono 
considerati di successo nel business.  
FCM è stato ripetutamente applicato sul dataset completo e sul dataset privo dei 
primi 50 outliers, con 10 differenti valori del parametro m di fuzzification e 
differenti semi (seeds) dei clusters iniziali. Esso è stato eseguito leggermente 
meglio senza outliers, ciò testimonia la robustezza del modello contro la presenza 
di outliers. Dal punto di vista applicativo essa è una proprietà molto buona di FCM 
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dal momento che non sarà sempre redditizio per la banca scoprire e rimuovere gli 
outliers; per non parlare del fatto che questi outliers qualche volta sono i clienti più 
attivi e redditizi e che quindi necessitano di essere inclusi nella fase di sviluppo del 
modello. Con crisp k-means ciò non dovrebbe essere possibile, poiché esso è stato 
eseguito incredibilmente male con questi clienti.  Gli autori hanno diviso il dataset 
in due parti, training set e test set, in tre differenti rapporti. E’ stato scelto il 
rapporto di 90% di clienti nel training set e il 10% nel test set. In base ai valori 
delle funzioni di appartenenza, sono stati scoperti i clienti nelle fuzzy transitional 
condition (FTC).  
Per questo proposito gli autori hanno proposto due nuove definizioni: 
Definizione 1. Sia p il numero di clusters nell’algoritmo FCM e sia:  
 e   
per le entità xi. L’entità xi nella fuzzy transitional condition è detta essere del 
primo grado se, per piccoli arbitrari ε > 0, vale che: 
. 
Definizione 2. Sia p il numero di clusters nell’algoritmo FCM e sia: 
 
L’entità xi nella fuzzy transitional condition è detta essere di secondo grado se, per 
piccoli arbitrati ε > 0, vale che:  
 
Sottoinsiemi di clienti nel FTC di entrambi i gradi sono stati successivamente 
analizzati e le informazioni acquisite sul loro valore di appartenenza hanno aiutato 
a spiegare il loro comportamento. Sono stati sviluppati quattro modelli di 
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previsione, basati sull’idea principale della distanza del nuovo cliente dai clienti 
nel training data set. Per il proposito predittivo nel quarto modello è stata 
introdotta la definizione di somme di distanza di k istanze (DOKI). 
Definizione 3. Sia p il numero di clusters nell’algoritmo FCM e X sia il set di n 
entità con valori di appartenenza assegnati . La somma di distanze 
di k istanze ad esempio la somma  DOKIjk (x) per la nuova entità xn+1 è definita 
come la somma dei valori di appartenenza {µ j} nel cluster j – th delle k entità più 
vicine ad X, secondo la metrica di distanza utilizzata in FCM.  
Il calcolo delle somme DOKI richiede il parametro di k input e sono stati applicati 
molti differenti valori. 
La Tabella 6.6 presenta i risultati di FCM sul training set e sul motore di 
previsione con le somme DOKI applicate su test sets bilanciati e non bilanciati:  
 
Tabella 6.6 (Risultati del modelli di predizione FCM e DOKI) 
Il concetto di somme DOKI potrebbe sembrare simile all’approccio dei k vicini 
più vicini ma le DOKI sommano valori di funzioni di appartenenza e non le 
distanze pure. Il recall rate per i test sets era ancora più elevato di quello ottenuto 
con FCM sul training set. Il miglioramento nel recall è stato pagato con un lieve 
calo in termini di specificità. Come detto precedentemente, è più importante 
trovare i churners anche a costo di identificare con essi una certa percentuale di 
clienti fedeli. La minimizzazione dei costi può poi essere raggiunta 
successivamente attraverso canali di comunicazione intelligenti e multi-livello. 
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6.2.5 Conclusioni 
Da questo studio si è dimostrato che è sempre difficile avere a che fare con dati 
reali e situazioni di business in cui i metodi classici possono raramente essere 
applicati nella loro semplice forma teorica. L’idea principale dello studio per 
dimostrare che la logica fuzzy e i metodi fuzzy di data mining possono trovare la 
loro applicazione nella realtà del retail banking, è stata completamente soddisfatta.  
FCM ha ottenuto migliori prestazioni del classico clustering e ha fornito più 
informazioni nascoste sui clienti, specialmente quelle nelle fuzzy transitional 
conditions. Sono state introdotte tre nuove definizioni e hanno avuto un impatto 
sul lavoro complessivo. L’implementazione delle somme DOKI hanno aumentato 
l’hit rate (recall) dell’8,88% in confronto al puro FCM. In futuro i metodi che 
richiedono molto preprocessing e soprattutto la rimozione di molti clienti outliers 
perderanno la battaglia a discapito di metodi più efficienti e robusti. Maggiore 
accuratezza dovrebbe essere ottenuta attraverso il miglior sfruttamento 
d’informazione sui clienti nelle fuzzy transitional conditions e non attraverso la 
rimozione dei clienti. Monitorare i clienti in FTCs e reagendo come essi si 
avvicinano al profilo dei churners potrebbe essere un buon modo per un churn 
management più intelligente. Questo richiede analisi su grandi datasets, 
includendo più variabili transazionali nel modello. Inoltre il modello dovrebbe 
anche includere i costi degli errori di classificazione. Inoltre differenti segmenti di 
clienti o clienti che hanno linee di prodotti simili dovrebbero essere modellati 
separatamente, per trovare empiricamente i migliori parametri di FCM per ciascun 
segmento o linea di prodotto. 
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7 MODELLI DI CHURN PREDICTION NELLE 
TELECOMUNICAZIONI 
La continua evoluzione del mercato delle telecomunicazioni ha trasformato in 
pochi anni lo stile e le abitudini dei consumatori. Attualmente è difficile ricordare 
che, solo pochi anni fa, la telefonia mobile veniva utilizzata solo da poche nicchie 
di mercato. L’evoluzione, sia del mercato che della tecnologia, ha creato nuovi 
bisogni, che sempre più si concretizzano nella richiesta di servizi sofisticati ed 
innovativi. Inoltre l’ingresso di più concorrenti ha modificato sostanzialmente 
l’atteggiamento dei consumatori che possono scegliere non solo le tariffe ed i 
servizi ma anche le modalità di accesso e l’operatore. Il contesto è quindi quello di 
un mercato aggressivo, con una clientela diversificata ed esigente. L’insieme di 
questi fattori impone il passaggio ad un’attenzione particolare verso il cliente 
quale reale interlocutore da fidelizzare ed incentivare. La quota di mercato si 
implementa non solo attraverso la creazione di nuovi servizi ma è necessario 
offrirli al cliente giusto nel momento giusto, interpretando le necessità e il livello 
di soddisfazione dell’interlocutore. Per consentire alle risorse di marketing di 
affrontare il mercato in modo corretto, è necessario trasformare i dati di traffico 
telefonico in informazioni sul cliente. Adeguati strumenti ma soprattutto il metodo 
adeguato, consentono di utilizzare questi dati per creare fotografie del cliente, 
individuarne gli interessi, prevenirne l’abbandono e misurare l’efficacia delle 
campagne di marketing. Per quanto riguarda l’aspetto di churn prediction nelle 
telecomunicazioni, una maggiore preoccupazione nelle relazioni con il cliente in 
questo settore è la facilità con cui i clienti possono spostarsi verso un altro 
concorrente. In questo capitolo verranno analizzati una serie di modelli differenti 
che hanno l’obiettivo di prevedere il churn dei clienti nelle telecomunicazioni. 
Anche in questo caso tali modelli verranno descritti seguendo, seppur 
approsimativamente le fasi del modello CRISP presentate nel capitolo 3. 
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7.1 Modelli con reti neurali, alberi di decisione e regressione 
7.1.1 Business understanding 
Un interessante studio di Hadden [Hadden 06] ha lo scopo di identificare i modelli 
più convenienti per la churn prediction utilizzando tre differenti tecniche.  
Esso considera le lamentele dei clienti come variabili che incidono sul churn e 
fornisce un’analisi comparativa di reti neurali, alberi di decisione e regressione  
nelle loro capacità di prevedere il churn del cliente.  
 
7.1.2 Preparazione dei dati 
In questo studio non si utilizzano i dati demografici a differenza di molte ricerche 
passate che si sono focalizzate sull’utilizzazione di tali dati ai fini della churn 
prediction. Tuttavia Wei e Chui hanno identificato diverse ragioni per le quali 
questo tipo di dati è inadeguato. Essi hanno indicato che l’utilizzo di dati 
demografici crea un’analisi del churn che dipende dai clienti piuttosto che dai 
contratti. Inoltre hanno suggerito che, siccome i dati demografici mantenuti dalle 
aziende sono in numero ristretto, ciò limita la convenienza di molti sistemi 
esistenti di churn prediction. In risposta a questi problemi Wei e Chui [Wei 02] 
hanno basato il loro modello di churn prediction su cambi di modelli di chiamata e 
su informazioni contrattuali. Come un’alternativa a questo approccio gli autori 
hanno ricercato un approccio alla convenienza di dati di lamentele e di riparazioni 
per la churn prediction. Sono identificate quindi le migliori variabili e sono 
confrontate le tecniche di reti neurali, alberi di classificazione e regressione per la 
loro idoneità alla churn prediction usando questo tipo di dati. 
 I dati usati per lo sviluppo del modello includono informazioni su lamentele dei  
clienti e interazioni di riparazione con la compagnia. 
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E’ stato portato all’attenzione dell’autore che con un grande service provider ed 
infrastruttura proprietaria non è possibile fare uso di dati demografici e di utilizzo 
a causa della normativa di monopolio. A causa della protezione della sensibilità 
dei dati le variabili sono vagamente descritte, comunque viene fornita una 
sostanziosa discussione sui risultati ottenuti da ciascuna tecnologia.  
Sono stati costituiti tre gruppi di variabili per creare il dataset: 
1) Dati di disposizioni: dati che rappresentano stime fatte dalla compagnia 
riguardo la risoluzione di una lamentela o danno. Alcune delle variabili di 
disposizioni includono un conteggio del numero totale di appuntamenti che 
sono stati disdetti. Se il conteggio è più grande di uno allora significa che 
precedentemente un impegno è stato disdetto. I dati di disposizione 
includono anche il numero di giorni con cui un impegno è stato portato a 
termine. 
2) Dati di lamentele: dati che riguardano le informazioni sulle lamentele. I dati 
delle lamentele dei clienti includono variabili collegate al tipo di denuncia, 
alla durata della lamentela dal contatto iniziale col cliente fino alla 
risoluzione, il numero di giorni trascorsi oltre la data di risoluzione, il 
numero di reclami fatti entro un certo periodo di tempo e se la compagnia 
ha dovuto rimborsare denaro al cliente in seguito al reclamo.  
3) Dati di riparazioni: dati che rappresentano le informazioni su guasti e 
riparazioni. I dati di riparazioni includono variabili quali la durata della 
riparazione, il numero di appuntamenti che sono stati concessi, il numero di 
ingegneri che hanno visitato il posto e il tipo di guasto. 
La compagnia che ha fornito i dati è una delle più grandi nel suo dominio. Essa 
contiene enormi datawarehouse che mantengono informazioni su un’estesa varietà 
di prodotti e milioni di clienti. L’informazione in questo studio non riflette gli 
effettivi tassi di churn della compagnia promotrice. E’ stato deciso di utilizzare un 
piccolo campione di dati per il training e per il test dei modelli. Il training set è 
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stato ridimensionato a 202 clienti, approssimativamente il 50% dei clienti erano 
churners e l’altro 50% non churners. Il test set contiene un totale di 700 clienti ed è 
stato composto dal 30% di churners e dal 70% di non churners. Gli esperimenti 
eseguiti sulle tecnologie implicano anche training e test sugli stessi dati. Gli autori 
hanno compreso che testare il modello con gli stessi dati usati per il training 
dovrebbe tradursi in un’alta accuratezza e dovrebbe fornire una misura di come 
ciascuna tecnologia si comporta. Wei e Chiu in maniera casuale hanno selezionato 
le variabili dal loro datawarehouse del caso di studio col risultato di 1,5% - 2% 
churners e 98% - 98,5% non churners. Riconoscendo che questo rapporto può 
potenzialmente mettere a repentaglio l’efficacia di apprendimento del loro modello 
e le predizioni del risultato che favoriscono solo la classe di decisione di 
maggioranza (non churners), comportando un sistema di previsione nullo, essi 
hanno adottato un “multiclassifier class combiner approach” come proposto da 
Chan [Chan 99]. Dato un set d’istanze di training, questo metodo crea S subsets di 
training multipli con un rapporto di classe desiderato, in cui le istanze che hanno la 
classe di decisione di maggioranza sono casuali e uniformemente partizionate nei 
subsets di training. Le istanze che appartengono alla classe di decisione di 
minoranza sono replicate in tutti i subsets di training. Così sostanzialmente il set di 
maggioranza, che in questo caso è quello dei non churners, dovrebbe essere 
suddiviso in circa 10 subsets e il set di minoranza (i churners) sarà incluso in ogni 
subset, col risultato di 10 datasets con un più alto rapporto tra churn e non churn.  I 
datasets creati dagli autori sono simili in linea di principio a quelli creati da Wei e 
Chiu e da Chan e sono sufficienti a superare il problema della distribuzione 
sbilanciata descritto nel paragrafo 3.2.  
 
7.1.3 Applicazione dei modelli e valutazioni dei risultati 
Per lo sviluppo del modello gli autori hanno utilizzato le seguenti tecniche: 
regressione lineare, alberi di regressione e reti neurali. Tali tecniche sono descritte 
nel capitolo 2. Essi hanno esaminato l’idoneità di queste tecniche per prevedere i 
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clienti churners usando i dati delle lamentele come detto precedentemente. E’ stato 
creato un modello per ciascuna delle tecniche scelte e ciascuno dei modelli è stato 
costruito usando lo stesso training dataset. Il training dataset è composto da 202 
clienti con un rapporto di 50:50 di churners e non churners. I modelli di alberi di 
regressione e di reti neurali sono stati creati usando Matlab [Matlab]. Matlab è un 
linguaggio ad alto livello e con ambiente interattivo che permette ai suoi utenti di 
eseguire operazioni rigorose e molto più velocemente di quello che si potrebbe 
fare utilizzando i linguaggi di programmazione tradizionali. Matlab ha molti 
toolboxes già pronti che possono essere usati con facilità per eseguire esperimenti 
usando tecniche molto avanzate. Alcuni esempi di toolboxes disponibili includono 
reti neurali, statistiche, logica fuzzy e signal processing. L’autore ha utilizzato 
Matlab con il toolbox delle reti neurali e il toolbox delle statistiche. Il modello di 
regressione lineare è stato sviluppato con SPSS [SPSS], utilizzato per identificare 
le variabili utilizzate nel modello di regressione e l’equazione di regressione è 
stata costruita da queste.  
Di seguito nelle sezioni A, B e C saranno rispettivamente descritte le applicazioni 
del modello che utilizza le reti neurali, di quello che utilizza gli alberi di decisione 
e di quello che utilizza la regressione. 
 
A) Modello che utilizza le reti neurali 
Sono stati eseguiti parecchi modelli usando reti neurali feedforward 
backpropagation (descritte nel paragrafo 2.3). L’architettura è rimasta la stessa ma 
sono state applicate differenti funzioni di attivazione per valutare quale funzione di 
attivazione è stata eseguita meglio per prevedere il churn dei clienti basato sui dati 
degli autori. Tutte le architetture sono costituite da 24 inputs, due layers e l’output 
layer. Varie funzioni di attivazione sono state analizzate.  
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Un’illustrazione dell’architettura è mostrata nella Figura 7.1: 
 
Figura 7.1 (Architettura di reti neurali) 
Prima la rete neurale è stata costruita usando la funzione di attivazione logsig e 
addestrata usando il training data set contenente una razione 50/50 di 202 clienti. 
Le prestazioni delle reti neurali sono state poi convalidate con la previsione dei 
churners dallo stesso training set. Il churn è indicato nel dataset come 0 per non-
churn e 1 per churn, tuttavia a causa della natura delle reti neurali, per ciascun 
cliente è previsto il churn risk, ossia un valore decimale tra 0 e 1. Maggiore è il 
churn risk tanto più è probabile che il cliente stia abbandonando. Questo permette 
agli autori di definire manualmente la soglia di churn e può essere vista come 
conseguenza di “fine tuning”. I vari churn risk ottenuti dalle reti neurali sono 
illustrati nella Figura 7.2: 
 
Figura 7.2 (Churn risk delle previsioni Logsig) 
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Come si può osservare nella Figura 7.2, i churn risks per ogni cliente sono 
estremamente vari. Dopo molti esperimenti effettuati per decidere la più accurata 
soglia di churn, gli autori hanno stabilito che una soglia di 0,7 fornisce il risultato 
più accurato per prevedere il churn del cliente. La matrice di confusione (descritta 
nel paragrafo 3.4) nella Tabella 7.1 illustra i risultati ottenuti basando le reti 
neurali sulla funzione logsig e settando la soglia di churn a 0,7: 
VERI    PREVISTI 
0                                    1 
TOTALI 
0 
1 
54                                40 
10                                98 
94 
108 
TOTALI 64                              138 202 
Tabella 7.1 (Risultati di churn della funzione logsig) 
Dalla matrice di confusione presentata nella tabella 7.1, si può notare che i risultati 
sono ragionevolmente accurati. L’accuratezza è stata misurata utilizzando una 
semplice formula che consiste nel dividere i churners previsti per i churners reali. 
Ciò mostra che reti neurali feedforward back propagation utilizzando la funzione 
di attivazione logsig, hanno fornito un’accuratezza del 90%.   
Le reti neurali sono state anche create con le funzioni di attivazioni purelin e 
satlin. La funzione di attivazione purelin ha ottenuto l’accuratezza del 90% mentre 
quella satlin il 41% di accuratezza. Alla luce di questi risultati gli autori hanno 
deciso di costruire le loro reti neurali sulla funzione di attivazione logsig. Dopo 
aver identificato la miglior funzione di attivazione, essi hanno costruito un’altra 
rete neurale utilizzando l’architettura bayesiana. Una rete bayesiana (descritta nel 
paragrafo 2.3.5) è definita come una scatola bianca probabilistica, che rappresenta 
una distribuzione congiunta di probabilità su un insieme di variabili discrete 
stocastiche. Sia le reti neurali bayesiane che quelle standard feed forward back 
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propagation sono state addestrate usando il training dataset e sono state 
convalidate usando il validation dataset. 
I risultati sono mostrati nella Tabella 7.2 e nella Tabella 7.3: 
VERI PREVISTI 
0                                    1 
TOTALI 
0 
1 
371                              63 
119                              147 
434 
266 
TOTALI 490                              210 700 
Tabella 7.2 (Architettura bayesiana) 
VERI PREVISTI 
0                                    1 
TOTALI 
0 
1 
386                              93 
104                              117 
479 
221 
TOTALI 490                              210 700 
Tabella 7.3 (Architettura standard) 
Come si evince dalle due matrici di confusione nelle Tabelle 7.2 e 7.3, 
l’architettura bayesiana ha identificato correttamente il 70% dei churners mentre 
quella standard ha identificato solo il 55% dei churners. Comunque l’architettura 
standard ha identificato correttamente il 79% dei non churners mentre 
l’architettura bayesiana ha identificato correttamente il 75% dei non churners. Le 
reali differenze tra le due architetture possono essere valutate con il calcolo 
dell’accuratezza di previsione. Come illustrato nel paragrafo 3.4, essa può essere 
calcolata dividendo il numero totale di previsioni corrette per la dimensione del 
dataset. Ciò mostra che la struttura bayesiana ha un’accuratezza di previsione del 
74% mentre quella standard ha un’accuratezza di previsione del 72%. Un’analisi 
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dei pesi stabiliti per le 24 variabili che sono state presentate per le reti neurali, 
suggerisce che 7 variabili detengono maggior significatività rispetto alle altre per 
prevedere il churn del cliente. Queste variabili sono le seguenti: 
1) Quanti ingegneri hanno visitato il posto; 
2) Durata della relazione del cliente con l’azienda; 
3) Durata della riparazione; 
4) Numero di appuntamenti effettuati per la riparazione; 
5) Il tempo di risoluzione; 
6) Se è stato emesso un ordine; 
7) Quante volte la riparazione è stata rimandata. 
 
B) Modello con alberi di decisione 
Gli alberi di classificazione sono stati utilizzati per stabilire se essi possono offrire 
un metodo migliore per prevedere il churn usando gli stessi dati di lamentele e di 
riparazioni. Gli autori hanno scelto di usare gli alberi di regressione piuttosto che 
alberi di classificazione, poiché uno degli scopi della ricerca è quello di 
identificare il churn risk del cliente. I dati del target sono rappresentati da uno 0 
per i non churn e da 1 per i churn così l’albero di classificazione ritornerà 0 oppure 
1 effettuando le previsioni. Gli autori richiedono che il modello debba restituire un 
valore decimale. 
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 Sono state usate 24 variabili in fase di training per la regressione, tuttavia le 
regole risultanti sono basate su sole 7 di queste variabili, che sono le seguenti: 
1) Denaro concesso; 
2) Numero di lamentele; 
3) Numero di appuntamenti effettuati per la riparazione; 
4) Tipo di cliente; 
5) Numero di appuntamenti disdetti; 
6) Numero di appuntamenti concessi a un cliente; 
7) Se è stato emesso un ordine. 
Le variabili selezionate per le regole non sono molto sorprendenti e creano delle 
regole di base abbastanza accurate per prevedere il churn del cliente. Quando 
l’albero è stato utilizzato per prevedere il churn sul validation dataset, sono stati 
ottenuti i risultati mostrati nella Tabella 7.4: 
VERI PREVISTI 
0                                    1 
TOTALI 
0 
1 
435                               71 
55                                139 
506 
194 
TOTALI 490                              210 700 
Tabella 7.4 (Previsione del churn con albero di regressione) 
Dalla matrice di confusione nella Tabella 7.4, si può osservare che l’albero di 
regressione ha fornito buoni risultati per la previsione del churn, prevedendo 
correttamente il 66% dei churners e l’88% dei non churners, con un’accuratezza 
complessiva dell’82%. Un altro vantaggio derivante dall’utilizzo di un albero di 
classificazione è che le regole estratte possono essere usate per creare un modello 
di fuzzy clustering anche se è al di là dello scopo di questa ricerca degli autori ma 
potrebbe essere investigato in una fase successiva. 
 130 
C) Modello con regressione 
L’ultimo metodo utilizzato per le analisi di churn prediction di questo studio è la 
regressione. E’ stato utilizzato il programma SPSS [SPSS] per calcolare il tasso di 
errore standard per ciascuna delle variabili utilizzate nel modello di regressione e 
sul totale di 24 variabili, sono state utilizzate nel modello solo 14. Dopo il calcolo 
dei tassi degli errori standard sono state ottenute le 7 variabili più significative per 
prevedere il churn del cliente con la regressione lineare. 
Queste variabili sono le seguenti: 
1) Numero di appuntamenti concessi a un cliente; 
2) Quante volte la riparazione è stata rimandata; 
3) Durata della riparazione; 
4) Tipo di lamentela; 
5) Numero di lamentele; 
6) Numero di riparazioni; 
7) Durata del ritardo di risoluzione di un ordine. 
Con le variabili selezionate e l’errore standard per ciascuna di esse, il modello di 
regressione è stato costruito utilizzando la seguente formula: 
Churn = 0.480 + (-0.074) * (Lifetime) + (+6.311) * (P_Duration) + (-8.715) * 
(P_Overdue) + (-2.314) * (R_Duration) + (1.699) * (R_Promise) + (-0.002) * 
(R_MU_Count) + (+2.913) * (C_Duration) + (+1.225) * (C_Overdue) + (-
1.449) * (C_Issue) + (+0.098) * (C_Cash_Conceded) + (+2.835) * (P_Count) + 
(+0.617) * (R_Count) + (+0.016) * (R_Overdue) +    (-2.589) * (C_Count) 
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Con il modello di regressione creato le previsioni sono state effettuate sul dataset 
di convalida. Il risultato è mostrato nella Tabella 7.5: 
VERI PREVISTI 
0                                    1 
TOTALI 
0 
1 
465                              103 
25                                107 
568 
132 
TOTALI 490                              210 700 
Tabella 7.5 (Risultati con la regressione) 
Dalla matrice di confusione nella Tabella 7.5 si deduce che la regressione ha 
previsto correttamente il 51% dei churners e il 94% dei non churners, con 
un’accuratezza totale dell’ 81%. E’ interessante notare che il modello di 
regressione lineare ha dato risultati migliori degli altri metodi per prevedere i non-
churners ma non è stato altrettanto accurato nel prevedere i più difficili clienti 
churners. 
 
 
 
 
 
 
 
 
 132 
7.1.4 Confronto dei risultati 
È evidente che ciascuna delle tecniche fornisca risultati diversi. I risultati per tutti i 
metodi possono essere visualizzati nella Tabella 7.6: 
 CHURN 
PREVISTI 
NON-CHURN 
PREVISTI 
ACCURATEZZA 
COMPLESSIVA 
ARCHITETTURA BAYESIANA  
DI RETI NEURALI FF/BB 
70% 75% 
 
74% 
 
ARCHITETTURA STANDARD  
DI RETI NEURALI FF/BP 
55% 79% 72% 
ALBERI DI DECISIONE 
66% 88% 82% 
REGRESSIONE 51% 94% 81% 
Tabella 7.6 (Confronto complessivo delle tecnologie) 
Come si può osservare nella Tabella 7.6, le reti neurali con un’architettura 
bayesiana funzionano meglio per prevedere il churn del cliente mentre la 
regressione lineare è molto accurata per prevedere i non churner. Su tutti il 
modello che ha ottenuto i migliori risultati è l’albero di regressione mentre i 
risultati più scarsi sono stati ottenuti dalla rete neurale con architettura standard. 
La classe più difficile ed anche la più importante da prevedere è costituita dai 
churners. Ciò significa che in questo studio il metodo più accurato si è rivelato 
essere quello della rete neurale, che utilizza l’architettura bayesiana.  
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La  Tabella 7.7 confronta le variabili più significative di tutti e tre i modelli: 
 
Tabella 7.7 (Variabili più significative) 
Come si può vedere dalla tabella 7.7, quattro delle variabili sono state usate da più 
di una tecnologia. La variabile tipo di lamentela rappresenta l’informazione sul 
genere di lamentela che è stata riportata. La variabile numero di lamentele registra 
il numero di volte che il cliente ha emesso delle lamentele nei confronti 
dell’azienda. Tali variabili sono state utilizzate sia dal modello con albero di 
regressione che da quello con regressione lineare. La variabile numero di 
appuntamenti per la riparazione indica quanti appuntamenti sono stati concessi 
per effettuare la riparazione. La variabile se è stato emesso un ordine documenta 
se il cliente ha disposto un ordine per riparare un danno. Queste ultime due 
variabili sono utilizzate sia dalle reti neurali che dagli alberi di regressione. 
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Da queste informazioni si può constatare che dalle 24 variabili originarie le più 
significative sono quelle usate da più tecnologie, ossia le seguenti:   
1) Tipo di lamentela 
2) Numero di lamentele 
3) Numero di appuntamenti per la riparazione 
4) Se è stato emesso un ordine 
 
7.1.5 Conclusioni 
Il passo successivo degli autori della ricerca sarà quello di eseguire un’analisi più 
approfondita sui dati dei clienti per tentare di stabilire nuove variabili che 
migliorino le predizioni delle tecnologie basate sui dati esistenti. Ad esempio se un 
cliente ha emesso molte lamentele in un anno, l’autore potrebbe usare la 
deviazione standard per creare una nuova variabile che indichi quanto spesso il 
cliente denunci in termini di media d’intervalli di tempo. È possibile che un cliente 
che ha effettuato quattro lamentele differisca da un altro che ha fatto lo stesso 
numero di lamentele se esse sono state effettuate in un piccolo intervallo di tempo 
oppure se sono spalmate sull’intero anno. Gli autori ritengono che esperimenti 
come questo potrebbero offrire effetti interessanti sull’accuratezza delle previsioni. 
Identificata la tecnica più adatta per prevedere il churn del cliente, le future 
ricerche degli autori si focalizzeranno sul creare profili di lifetime del cliente sulla 
base dell’elenco dei tassi di fidelizzazione definito dalle reti neurali. Questi profili 
permetteranno alla compagnia di adattare la propria base di clienti in n categorie e 
di effettuare una lunga stima su quando un cliente stia potenzialmente terminando 
il rapporto con la compagnia. Un’osservazione interessante è che la tecnologia 
complessivamente migliore è quella degli alberi di decisione, tuttavia le reti 
neurali con architettura bayesiana sono le migliori tecnologie per prevedere i 
churners mentre il modello di regressione di base si è rivelato il migliore nel 
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prevedere i non-churners. Basandosi su questo gli autori vorranno analizzare un 
approccio di previsione a due vie in cui la base dei clienti è prima analizzata per i 
non churners usando un modello di regressione e poi analizzata di nuovo per i 
churners utilizzando il modello di reti neurali. Indubbiamente questo potrebbe 
comportare che certi clienti appartengano sia al gruppo dei churn che a quello dei 
non churn, così dovrebbe essere creato un terzo gruppo denominato “clienti 
fuzzy”. Un’analisi dettagliata potrebbe permettere agli autori di decidere se questi 
clienti appartengano al gruppo dei non churner, al gruppo dei churner oppure se 
rimangono nel proprio gruppo come clienti che richiedono immediata o nessuna 
attenzione. In seguito alla profilazione dei clienti, sarà sviluppato un ambiente real 
time per monitorare costantemente le interazioni dei clienti con la compagnia e 
spostare dinamicamente un cliente a un profilo più appropriato se necessario. Gli 
autori desiderano provare l’utilizzo di metodi di fuzzy clustering come estensione 
agli esperimenti delle reti neurali, degli alberi di decisione e della regressione che 
sono già stati eseguiti.  
Questa ricerca ha fornito alcuni interessanti risultati e spunti per prevedere il churn 
del cliente e ha presentato varie tecniche disponibili per il proposito della 
predizione. Come è evidente dalla Tabella 7.6 dei confronti delle tecnologie, 
l’albero di decisione è complessivamente la migliore. Ciò probabilmente è dovuto 
alla sua architettura basata sulle regole. L’albero di decisione consiste di un 
insieme di regole complesso e filtra i clienti sia churn che non churn. Il processo è 
più sul classificare i clienti in due gruppi e quindi può tenere conto sia dei churn 
che dei non churn. Le reti neurali e la regressione sono state addestrate ad 
effettuare calcoli per decidere se i clienti sono churners. L’accuratezza dipende 
principalmente dai pesi per le reti neurali e dai coefficienti per la regressione. 
Giocando con queste cifre potrebbe essere possibile aumentare l’accuratezza delle 
tecnologie, tuttavia aggiustamenti manuali potrebbero essere difficili e dispendiosi 
in termini di tempo.  
Inoltre questo lavoro ha affrontato molti gaps di ricerca. Infatti mentre molti altri 
studi focalizzano la previsione del churn sui dati di utilizzo e sui dati demografici, 
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questa ricerca ha ottenuto un’accuratezza significativa di previsione, utilizzando 
dati di riparazioni e di lamentele, dimostrando che le riparazioni e le lamentele 
influenzano le decisioni del cliente nel continuare la relazione con il service 
provider. Inoltre essa ha anche identificato le variabili chiave che incidono sul 
churn ed ha proposto un accurato e convalidato modello per la churn prediction.  
 
7.2 Modello di knowledge discovery 
7.2.1 Business understanding 
Si descrive uno studio preliminare di applicazione del data mining per risolvere un 
problema nel mondo reale di defezione del cliente nel settore delle 
telecomunicazioni condotto da Yang e Chiu [Yang 06].  
Dal momento che il churn del cliente è diventato un aspetto critico di business per 
molti gestori di telefonia mobile, il modello predittivo di data mining basato sulla 
scoperta di conoscenza è un approccio che è stato usato per facilitare la customer 
retention più efficacemente e in modo proattivo. Lo studio utilizza informazioni 
sui clienti per fare previsioni sulle probabilità di churn. Il target rate è molto 
piccolo, circa 0,5% di churn rate mensile. Nonostante ciò scrutando i dati per 
estrarre un grande numero di variabili indipendenti e utilizzando un grande 
training data set, il modello predittivo ottiene performances eccellenti nel test sul 
campo. Sono anche discussi problemi nelle applicazioni di data mining.   
Lo studio descrive i primi sforzi di un grande provider di telecomunicazione 
taiwanese in quest’area. Da un tasso base solo del 7%, il tasso di penetrazione 
(utenti mobili per 100 persone) è aumentato al 106,15% entro 5 anni.  
Esso si focalizza sulla previsione del churn volontario (descritto nel paragrafo 1.1) 
su clienti post-paid per un grande operatore di servizi mobili in Taiwan.  
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In realtà non è consigliabile che un service provider differenzi i churn inevitabili 
da quelli volontari e che preveda loro separatamente, così gli autori hanno 
combinato i due. Come per i churn involontari, molti service providers taiwanesi 
concedono almeno diversi mesi come “tempo di grazia”, prima di interrompere la 
relazione con i clienti trasgressori. Così il valore in termini di business di 
prevedere churn involontari è limitato. Le tecniche di modellazione di questa 
ricerca includono alberi di decisione, reti neurali, regressione e probabilità 
binomiale. Un’importante peculiarità di questo studio consiste nell’introduzione 
del test sul campo. Tipicamente training e testing dei modelli sono effettuati con 
dati storici entro lo stesso arco di tempo. Un test sul campo traccia l’esito di un 
campo previsto nel mondo reale in un arco di tempo differente da training e test 
set. Inoltre esso aiuta ad esaminare la validità e l’affidabilità del modello, 
rappresentando un processo importante nel verificare l’ultima applicazione pratica 
di questo tipo di approccio. L’accuratezza del modello è importante e l’uso di 
modelli inaffidabili possono causare perdite monetarie significative alle imprese.  
 
7.2.2 Descrizione del processo di customer retention 
La customer retention è un processo di business che ha il proposito di fidelizzare i 
clienti. 
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La Figura 7.3 mostra un quadro concettuale del processo di customer retention 
denominato Knowledge-based Customer Retention Process Model (KCRPM), 
sviluppato da Modisette [Modisette 99]: 
 
Figura 7.3 (KCRPM) 
Knowledge discovery è un sotto-processo di Knowledge Management Process che 
fornisce: 
o Intuizioni riguardo al tipo di clienti che stanno lasciando e alle cause 
possibili (processo di profilazione); 
o Lista di clienti che stanno per lasciare (processo di previsione). 
Relationship-Marketing Planning Process consente lo sviluppo di piani strategici 
di ritenzione, targets specifici predefiniti, piani di trattamento, tipi di campagne e 
piani convertiti in azioni basati sulla conoscenza acquisita nel processo di 
Knowledge Management.  
Relationship Marketing Implementation Process entra in azione sulle vendite e i 
piani di servizio forniti. Attraverso i canali, le informazioni sui risultati di 
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esecuzione sono raccolte e utilizzate come feedback per le valutazioni di 
performances. Le misurazioni di performances forniscono informazioni per 
l’apprendimento e per il perfezionamento.  
Il Knowledge Management Process perfeziona la conoscenza e rende le 
informazioni disponibili per la condivisione. Questo a sua volta permette 
miglioramenti al processo e la formazione di nuova conoscenza. Ciò forma un 
processo ciclico di apprendimento continuo e di miglioramento. Questo studio è, 
in certa misura, una convalida del quadro concettuale presentato nella figura 7.3. Il 
focus è sulla previsione del churn; il data mining è applicato per costruire modelli 
di previsione così che possano essere definiti specifici targets di ritenzione per 
piani strategici di ritenzione nel Relationship – Marketing Planning Process.  
La Figura 7.4 mostra l’architettura dell’esperimento di questo studio che è stato 
partizionato in moduli che interagiscono con il datawarehouse: 
 
Figura 7.4 (Architettura dell’esperimento) 
Nella prima fase i dati dei clienti nel datawarehouse sono stati estratti ed esplorati 
per identificare i data items d’interesse. La seconda fase ha comportato la 
progettazione di script di programmazione per estrarre e trasformare i dati nella 
forma desiderata dopo che le variabili d’interesse sono state selezionate. Questi 
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dati sono stati ripristinati nel datawarehouse. Nella terza fase i dati sono stati 
estratti dal campione per ulteriori analisi, modellazione di churn prediction e del 
valore. La quarta e la quinta fase hanno incluso l’interazione ricorsiva con il 
datawarehouse finché i modelli non sono stati ben messi a punto. Nella sesta e 
nella settima fase, gli script SQL sono stati progettati per automatizzare e 
trasformare la scoperta di regole dei modelli in punteggi. Il programma di 
punteggio è stato applicato ad un’intera popolazione nel datawarehouse per 
produrre punteggi di churn risk e di valore per ciascun cliente su base mensile. 
Nell’ottava fase è stata generata una lista di 5000 clienti con alta propensione al 
churn con accompagnamento del rispettivo punteggio. Altre conoscenze, ad 
esempio segmenti di clienti, sono state presentate nella forma di cubi OLAP. 
Per l’esperimento sono stati stabiliti i seguenti criteri di successo: 
● Performance di modello: hit rate e Lift (presentati nel paragrafo 3.4) sono stati 
usati come indicatori e il test sul campo è stato usato per misurare la stabilità dei 
modelli nel corso del tempo; 
● Interpretabilità del modello: valutare se le regole generate dal modello sono 
capite e concordate con gli operatori di marketing; 
● Efficienza del modello: il tempo preso per generare un modello; 
● Manutenibilità del modello: la facilità di sviluppo o di perfezionamento del 
modello. 
Per quanto riguarda la definizione del churn è stato considerato il churn volontario 
e la finestra di previsione è stata di un mese. Inoltre sono stati utilizzati “Abbonati 
qualificati”, vale a dire quelli con un contratto post-paid con 4 o più mesi di 
possesso e con i piani di fattura selezionati; la dimensione della lista dei nomi 
previsti è stata mantenuta a 5000 per soddisfare i vincoli dello staff di 
telemarketing in outbound. 
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7.2.3 Preparazione dei dati 
Il datawarehouse integra i dati su prodotti e servizi, fatturazione del cliente, 
prospetti di customer care, contratti e dati di promozioni, incluso il rated 
CDR(Call Detail Record). Il datawarehouse on-line consiste di circa 6 milioni di 
abbonati di telefonia mobile. Sono state identificate oltre 170 variabili basate sulla 
demografia dei clienti, canale e attributi contrattuali; misure come utilizzo, fatture, 
pagamenti; ed eventi come cambi, pagamenti posticipati, perdita di SIM cards e 
contatti di customer care. Ciascuna variabile è stata visivamente esplorata in una 
ricerca per ovvi pattern. Se un pattern è stato trovato, è stato poi testato con un test 
chi-square. Con un test chi-square si intende uno dei test di verifica di ipotesi che 
utilizzano la variabile casuale chi-square per verificare se l’ipotesi nulla è 
probabilisticamente compatibile con i dati. Lo scopo del test è quello di conoscere 
se le frequenze osservate differiscono significativamente dalle frequenze teoriche. 
Ogni variabile il cui test univariato ha dato un valore di p < 0.25 è stata 
considerata come una candidata per l’inclusione nel modello di previsione. È stato 
utilizzato il livello di 0.25 invece del tradizionale 0.05 per consentire a più 
variabili di essere selezionate in questa fase. In aggiunta al test chi-square, sono 
stati usati anche odds ratio per identificare significative variabili categoriche 
esplicative. Per variabili continue come l’età, è stata utilizzata l’entropia (descritta 
nel paragrafo 2.2.2) per sezionare il dominio per separazioni migliori tra churn e 
clienti in uso. Le variabili sono state aggregate per combinarne nuove che sono più 
potenti nel differenziare i clienti churn da quelli non churn. Alla fine la lista delle 
variabili è stata ridotta a 99. 
 
7.2.4 Applicazione dei modelli 
Secondo gli autori è importante scegliere l’algoritmo che considera l’aspetto del 
problema di “comfort” intellettuale. Se gli utenti del modello capiscono le 
relazioni che sono state utilizzate e se tali relazioni hanno un senso per loro allora 
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essi accettano più facilmente la validità del modello. In questo studio questo 
problema dell’interpretabilità ha portato il team ad adottare gli approcci 
dell’albero di decisione e della regressione logistica. Di seguito nella sezione A è 
descritto il modello che utilizza l’albero di decisione e nella sezione B invece è 
analizzato quello che utilizza la regressione logistica. 
 
A) Modello con albero di decisione 
L’albero di decisione è un algoritmo ad apprendimento automatico che apprende 
regole dai dati come descritto nel paragrafo 2.2. Gli alberi di decisione 
rappresentano una buona scelta quando l’attività di data mining è la classificazione 
di record o la previsione di risultati. Gli alberi di decisione costituiscono anche una 
scelta naturale quando l’obiettivo è di generare regole che possono essere 
facilmente comprese, spiegate e tradotte in SQL. In questo studio poiché il tasso 
mensile di churn era basso (circa 0,5%), sarebbe stato difficile focalizzarsi su un 
sistema ad apprendimento automatico sui churners. E’ stato richiesto un grande 
training dataset e predisposti i mixes churn/non churn sia nel training che nel test 
data set. Vari mixes da 1 a 10% sono stati provati con training e data sets le cui 
dimensioni si estendono da 50000 a 1000000 di records. Un albero complesso con 
molti rami e foglie può essere molto difficile da capire. Per semplificare l’albero e 
per conseguire l’hit rate migliore per la lista di 5000 nomi, sono state utilizzate una 
differente severità dei tagli e una minima dimensione dei rami. Per garantire che il 
modello sviluppato non produca overfitting (descritto nel paragrafo 2.2.4), un altro 
dataset di validazione è stato applicato con churn rate dello 0.55%. 
 
B) Modello con regressione logistica 
La tecnica di regressione logistica è descritta nel paragrafo 2.1. Gli autori hanno 
applicato il metodo Stepwise (presentato nel paragrafo 2.1.7) nella selezione delle 
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variabili durante la modellazione. Alla fine sono state identificate 31 variabili con 
p < 0.001. Un 3% di churn mix è stato utilizzato con il training set e il modello è 
stato convalidato con il dataset con un churn rate dello 0,55%. 
 
7.2.5 Valutazione dei risultati 
Per l’albero di decisione, sono stati utilizzati differenti churn mix e dimensioni di 
campione per addestrare il modello. Il miglior modello è stato ottenuto a un churn 
rate del 2% e dimensione del campione di 375000. Pertanto è stato scelto il 
modello con il mix del 2%, dove severità del taglio = 75,  numero dei rami = 15. 
E’ stato anche trovato che quando la dimensione del campione è sopra i 375000, 
l’hit rate era stabile e più alto di quello con sets più piccoli. Ovviamente la 
dimensione maggiore del dataset ha contribuito positivamente alle performances 
del modello. Per una lista di 5000 nomi, l’hit Rate era del 56%. Il valore lift per la 
lista dei 5000 nomi è stato sopra i 100. Per quanto riguarda la regressione 
logistica, per una lista di 5000 nomi l’hit rate è stato del 41 % e il lift per la lista 
dei 5000 nomi è stato 74, confrontato con una selezione casuale dello 0.55 % del 
churn rate della popolazione. La performance della regressione logistica è stata più 
povera di quella dell’albero di decisione. Quindi è stato deciso di utilizzare 
l’albero di decisione come algoritmo di modellazione nell’applicazione finale del 
modello. 
Il test sul campo, come detto precedentemente, valuta la validità del modello nel 
mondo reale. La tabella seguente mostra i risultati di esecuzione del modello 
dell’albero di decisione nei mesi successivi basato sulla lista di 5000 nomi. Nessun 
intervento del management volto a migliorare la fidelizzazione ha avuto luogo 
durante il periodo di test.  
 
 
 144 
La Tabella 7.8 mostra che  il modello è rimasto stabile nei mesi successivi: 
Tipo di test Mese da prevedere  Hit Rate Churn rate Lift 
Test di convalida Primo mese 56% 0.55% 102 
Test sul campo Secondo mese 
Terzo mese 
Quarto mese 
47% 
35% 
46% 
0.51% 
0.35% 
0.48% 
92 
99 
96 
Tabella 7.8 (Risultati di performance del test sul campo) 
 
7.2.6 Conclusioni 
Questo studio condotto sull’industria della telefonia mobile dimostra in modo 
convincente i benefici dell’applicazione di un processo di scoperta di conoscenza 
attraverso il data mining per informare sulle decisioni da prendere riguardo alla 
defezione dei clienti.   
Lo studio ha prodotto una grande varietà di risultati. La conoscenza ottenuta sui 
clienti ha un ovvio potenziale di sostenere gli sforzi di marketing. In termini di 
efficacia del modello di data mining, sebbene con un churn rate basso (0.55%), il 
modello ha fornito figure lift vicino al 100. In molte circostanze, una figura lift di 
10 potrebbe essere considerata preziosa. Lo studio ha dimostrato che il data 
mining è applicabile anche in presenza di piccoli target rates (tassi obiettivo). 
L’ambito ben definito, metriche, processo di proprietà e lavoro intenso hanno 
contribuito al successo di questo esperimento. Il sostegno attivo e la 
partecipazione di Customer Care, Marketing ed esperti in materia di fatturazione 
 145 
hanno ridotto significativamente l’intervallo di sviluppo. Un datawarehouse ben 
integrato e server molto potenti hanno ridotto il tempo di generazione del modello 
ad un paio di ore. È stato selezionato un buon insieme di metriche per misurare il 
modello, il quale ottiene buone performances sulla base di queste metriche. Inoltre 
è emersa l’importanza della qualità dei dati in questo tipo di analisi come già 
discusso precedentemente nel paragrafo 3.2. Dati grezzi CDR di qualità delle 
chiamate non erano utilizzabili. Solo transazioni di customer care sono state 
utilizzate e sarebbe un interessante studio verificare quanto l’hit rate possa 
migliorare con dati aggiuntivi. Inoltre lo studio dimostra che non ci sono regole 
buone per determinare un buon mix per addestrare la macchina. Molto tempo è 
trascorso in prove ed errori di processi. In termini di automazione di modello, lo 
studio implica che non è possibile che un package di applicazioni chiavi in mano 
possa adattarsi ai processi di data mining dell’industria. La scoperta di conoscenza 
di data mining è differente da funzioni di reporting. Si tratta di molti processi di 
decisione iterativi che coinvolgono l’intelligenza umana e giudizi. Ci sono parti 
del processo più ampio che non possono essere automatizzate, inclusa la scelta di 
una metodologia per risolvere un problema di business, la selezione di un data set, 
il controllo della qualità e la preparazione dei dati per le analisi, la scelta tra le 
opzioni disponibili nell’ambito del processo di analisi e l’interpretazione e la 
presentazione dei risultati.    
Da questo studio si evince anche che la misura di automazione di Lift in report 
regolari è fortemente raccomandata come modo efficiente per monitorare la 
performance del modello nel mondo reale e per determinare quando il modello 
necessita di perfezionamento. Lo studio non nomina una soglia di performance del 
modello sotto la quale il modello necessita di regolarsi poiché ogni soglia è 
probabile che sia dipendente dall’applicazione e fortemente collegata alle strategie 
di business della compagnia. Il test sul campo è fortemente raccomandato per 
assicurare la validità del modello. Il costo della tecnologia informatica è una 
considerazione necessaria. L’enorme volume di dati richiesto per una buona 
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performance suggerisce che un server relativamente più potente potrebbe ridurre 
l’intervallo di addestramento del modello.  
Il modello ha consentito alla compagnia di identificare le numerose aree per 
potenziali miglioramenti e ora la sfida è quella d’integrare il modello nelle 
strategie di marketing. Il processo di data mining intrapreso sottende un approccio 
di miglioramento della qualità del servizio e della cura del cliente. Il data mining 
fornisce un insieme di metodologie, tecniche e approcci che aiutano ad integrare 
pienamente le soluzioni con la conoscenza e le implementazioni di business 
esistenti e come tale è probabile che diventi nei prossimi anni uno strumento molto 
utile di fidelizzazione della clientela. 
 
7.3 Modello ADTreesLogit 
7.3.1 Descrizione del modello 
Un altro modello di churn prediction nel settore delle telecomunicazioni che 
merita particole attenzione è quello condotto da  Qi ed altri [Qi 08].  
Il nome del modello è ADTreesLogit. Esso è un modello che integra i vantaggi del 
modello ADTrees e del modello di regressione logistica, per migliorare 
l’accuratezza predittiva e l’interpretabilità dei modelli di churn prediction esistenti. 
L’accuratezza predittiva complessiva del modello ha vinto il confronto con quella 
del modello TreeNet, il modello che ha vinto il Gold Prize nel 2003 nel contesto di 
modellazione di churn prediction di clienti della telefonia mobile (il torneo 
Duke/NCR Teradata churn Modelling). Infatti ADTreesLogit ha l’accuratezza 
predittiva migliore del TreeNet su due importanti punti di osservazione. 
L’albero di decisione descritto nel paragrafo 2.2 è un utile strumento di data 
mining per la classificazione, con buona interpretabilità. Combinati con 
l’algoritmo boosting in AdaBoost [Freund 97], gli algoritmi di alberi di decisione 
 147 
tradizionali come CART, C4.5 eseguono bene la classificazione. L’algoritmo C5.0 
è la combinazione di AdaBoost con C4.5. 
ADTreesLogit(Alternating Decision Trees) è un nuovo algoritmo di albero di 
decisione che vanta i benefici dell’algoritmo boosting in termini di accuratezza di 
classificazione [Freund 99]. Esso è anche più interpretativo dei tradizionali 
algoritmi di alberi di decisione.  
La regressione logistica, descritta nel paragrafo 2.1, è un modello candidato per la 
classificazione e particolarmente adatto a descrivere i collegamenti tra le variabili 
regressive e le variabili risultato in forma di probabilità.  
Sia ADTrees che il modello di regressione logistica hanno ovvi vantaggi e 
svantaggi e ci sono forti complementarietà tra questi due modelli.  
I due modelli sono ciascuno il complemento dell’altro e quindi una combinazione 
dei due può migliorare sia l’accuratezza predittiva che l’interpretabilità per i 
seguenti motivi:  
• Prima di tutto poiché il modello ADTrees è guidato dai dati e utilizza 
enormi quantità di dati dei clienti, possono essere ottenute previsioni più 
accurate dal nuovo modello che combina ADTrees con il modello di 
regressione logistica.  
• Poiché il modello di regressione logistica è guidato dalle ipotesi e può 
utilizzare più conoscenza preventiva, una spiegazione più attendibile può 
essere messa a disposizione dal nuovo modello.   
• Poiché il modello ADTrees è capace di gestire informazione incompleta e 
di non essere influenzato da dati sporchi, il modello combinato migliora 
l’efficienza predittiva. 
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• Poiché il modello di regressione logistica ha output regolari e continui, il 
nuovo modello di predizione può fornire un accurato trend di churn per 
ciascun cliente che può sostenere la gestione della relazione con il cliente 1 
a 1.  
• Il moderato grado di complessità del nuovo modello combinato può 
condurre al comsumo ridotto di risorse di calcolo. 
Basandosi su queste assunzioni gli autori hanno proposto il modello 
ADTreesLogit che combina il modello ADTrees con il modello di regressione 
logistica per effettuare la churn prediction. 
Le variabili chiave del cliente sono composte dai dati forniti dai database e dagli 
indici derivati dai dati. Il primo passo è quello di selezionare le variabili più adatte 
come variabili di input del modello ADTreesLogit. Dopo la determinazione o la 
selezione delle appropriate variabili di input, il decisore può utilizzare il modello 
ADTreesLogit. L’output del modello è la probabilità di churn del cliente con 
valori compresi tra 0 e 1. La valutazione del modello ADTreesLogit è determinata 
dai suoi effetti di predizione e spiegazione degli output dopo l’applicazione. Se il 
risultato non è soddisfacente, è possibile aggiustare le variabili di input e 
modificare il modello con uno migliore.  
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I processi di modellazione sono mostrati nella Figura 7.5: 
 
Figura 7.5 (Processi di modellazione del modello ADTreesLogit) 
Il modello ADTreesLogit è basato su due ipotesi di base: la prima è che i clienti 
con caratteristiche diverse hanno differenti probabilità di churn; la seconda è che i 
clienti potrebbero comportarsi in modo inusuale prima del loro churn. Infatti il 
churn del cliente non è un’occorrenza istantanea che non lascia tracce. Prima di un 
churn del cliente, il suo comportamento di acquisto è probabile che contenga 
segnali di allarme che puntino verso il churn.  
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Il modello ADTreesLogit è espresso come segue: 
 
dove: 
X denota il vettore di caratteristiche del cliente, che è espresso come X = 
(x1,x2,…,xn). Il vettore è composto da n variabili di caratteristiche con xi come sua 
variabile di caratteristica i-esima; 
Y denota la categoria della variabile. Un cliente può appartenere solo ad una delle 
classi binarie, classe A o non classe A. Quando il cliente appartiene alla classe A, 
la classe è denotata da 1, altrimenti da 0. Così Y appartiene a 0 o a 1. 
P(Y = y0 | X) denota la probabilità che un cliente appartenga alla classe A se y0 = 1 
o che non appartenga ad A se y0 = 0, dato che il suo vettore di variabili di 
caratteristiche dei clienti è X; 
Xi è il vettore di caratteristiche che è composto da alcuni attributi. Esso è un 
sottovettore, identificato come Xi = (x1(i) , x2(i) ,…,xni(i)).  
Ti(Xi) è l’albero di decisione che applica il modello ADTrees per classificare i 
clienti. Ti(Xi) è denominata funzione di classificazione dei vettori di 
caratteristiche. Essa calcola la probabilità che un cliente appartenga ad A dati i 
suoi vettori di caratteristiche.  
β è il vettore dei coefficienti di regressione. Esso è denotato da β = (β0, β1, …, βm). 
Qui βi è il coefficiente regressivo della variabile di regressione i-esima. 
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7.3.2 Algoritmo del modello 
L’algoritmo del modello ADTreesLogit può essere ottenuto attraverso i seguenti 
passi: 
Passo 1. Categorizzare le variabili di caratteristiche in m sottovettori. Le variabili 
nello stesso sottovettore dovrebbero essere abili a descrivere importanti 
caratteristiche dei clienti per la loro appartenenza alla classe A. E le variabili in 
differenti sottovettori dovrebbero avere scarsa rilevanza.  
Passo 2.  Costruire il modello ADTreesLogit per ciascun sottovettore e generare m 
funzioni di classificazione per m sottovettori. Indicare le funzioni di 
classificazione con Ti (Xi) (i = 1,…,m). Calcolare l’accuratezza predittiva di 
ciascun Ti(Xi) e poi ordinarli in ordine decrescente. Per renderlo più facile da 
spiegare, si assume che l’accuratezza di Ti(Xi) decresca in i uno a uno. 
Passo 3. Sia M = m, poi sottrarre m di 1. Ripetere questo per m volte nel seguente 
processo. Prendere Ti(Xi) come variabile i-esima di regressione della seguente 
equazione di regressione logistica e stimare i coefficienti regressivi. 
 
Qui,  
 
Calcolare la massima stima di probabilità di β (indicata con β) e poi calcolare 
l’accuratezza predittiva dell’equazione di regressione logistica basata su un test 
set. 
Passo 4. Selezionare l’equazione ottimale di regressione con la più alta 
accuratezza predittiva, che mantiene M come la migliore funzione predittiva di 
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classificazione (indicata con Ti(Xi)). La probabilità che un cliente appartenga alla 
classe A quando il suo vettore di caratteristiche è dato può essere calcolata dalla 
seguente funzione: 
 
 
7.3.3 Valutazione dell’accuratezza del modello 
L’output del modello ADTreesLogit è la probabilità di churn di un oggetto, che è 
un numero reale compreso tra 0 ed 1. Esso non può direttamente generare un 
risultato di classificazione binaria. In altre parole il modello non può direttamente 
riferire al decisore quali oggetti sono nel set dei churners e quali non lo sono. Il 
decisore deduce quell’informazione dall’output del modello ADTreesLogit. Più 
grande è il valore di output, più alta è la probabilità che gli oggetti appartengano 
ad A. Così è necessario un valore soglia p0. Se p ≥ p0 allora l’oggetto è considerato 
appartenere ad A. La curva ROC (Receiver Operating Characteristic) fornisce 
un’illustrazione visuale dell’accuratezza predittiva. 
Utilizzando il modello ADTreesLogit per processare un test set , in cui può essere 
noto se ciascun oggetto appartiene ad A o no), è ottenuta la Tabella 7.9: 
 
Tabella 7.9 (I risultati di classificazione del modello ADTreesLogit sul test set) 
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Nella Tabella 7.9 è mostrata la matrice di confusione descritta nel paragrafo 3.4: 
a indica il numero dei clienti che sono churners e che sono previsti come tali;  
b indica il numero di clienti non churners che sono previsti come churners;  
c indica il numero di clienti che sono churners ma sono previsti come non 
churners; 
d indica il numero dei clienti non churners che sono previsti come tali. 
Poiché a,b,c,d sono influenzati dal valore soglia p0 ,gli autori li hanno espressi 
come a(p0), b(p0), c(p0), d(p0). La Figura 7.6 è un esempio di curva ROC dove: 
 
ed N è la dimensione del test set.  
Nella Figura 7.6 (0.1,0.5) è uno dei punti della curva ROC: 
 
Figura 7.6 (Un esempio di curva ROC) 
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Questo significa che il 10% degli oggetti con la più alta probabilità di appartenere 
ad A previsti dal modello hanno compreso il 50% degli oggetti che realmente 
appartengono ad A. Nella Figura 7.6 la curva sale rapidamente in basso a sinistra, 
indicando che malgrado il rigoroso criterio di selezione, il modello ha ancora alta 
sensibilità, che riflette il fatto che il modello ha un’ottima accuratezza predittiva. 
La qualità di performance di un modello è dimostrata dall’area sotto la curva. 
Tipicamente, il valore dell’area è un numero reale tra 0 e 1. Se il valore è più 
piccolo di 0.5 il modello può trarre in inganno la decisione del management. Se il 
valore è uguale a 0.5, il modello è inutile. Solo se il valore è più grande di 0.5 il 
modello è utile per la previsione. Maggiore è il valore, migliore è la precisione 
della previsione.  
 
7.3.4 Interpretabilità della previsione del churn del cliente 
Il modello ADTreesLogit utilizza il seguente metodo per mostrare la ragione per la 
quale un singolo cliente ha la probabilità di churn. La funzione di classificazione 
del modello è: 
 
Questo è un albero di decisione basato sul modello ADTrees, dove ri rappresenta 
una delle regole di base e ci sono N regole di base. Il valore di T(x) è determinato 
dalle regole base nonzero ed esso è positivamente correlato con la probabilità di 
churn. Il contributo di T(x) alla probabilità di churn è uguale al valore di T(x) 
moltiplicato con il suo coefficiente regressivo. Così, il primo passo per analizzare 
il motivo del churn di un cliente è quello di determinare l’albero di decisione che 
contribuisce di più alla probabilità di churn. Quell’albero soddisfa β1TI(x) = 
maxi=1..m βiTi(x). Poi seleziona le regole che non sono uguali a 0 dal set di regole di 
TI per generare il sottoalbero. Il sottoalbero chiaramente dimostra i fattori che 
incidono sulla decisione del churn del cliente e le correlazioni tra i fattori. 
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7.3.5 Interpretabilità della previsione del churn complessiva 
Gli autori possono estrarre le regole complessive di churn nel seguente modo: 
sia Ri,j = βig(ri,j), i = 1…m, j= 1…Ni e sia βi  il coefficiente regressivo della i-esima 
funzione di classificazione nell’equazione di regressione logistica, ri,j è la regola di 
base j-esima nel set di regole di Ti. Ciascuna regola di base corrisponde a tre 
numeri reali a, b e 0. Si ordinano gli elementi di {Ri,j | i = 1..m, j = 1…N} in 
ordine decrescente e poi si genera un nuovo set che è composto dai primi N 
elementi del set ordinato. È indicato il nuovo set con {R(i) | i = 1..N} poi il 
corrispondente set di regole {r(i) | i = 1..N} è il set che indica le regole di churn dei 
clienti.  
 
7.3.6 Preparazione dei dati 
Il modello AdtreesLogit è stato applicato a un dataset che è stato ottenuto da un 
operatore mobile per prevedere le probabilità di churn per un mese futuro. Qui un 
churner è considerato un cliente che termina la sua relazione con l’operatore 
mobile di sua spontanea volontà. Altrimenti il cliente è non churner. Queste 
definizioni sono state determinate dagli autori e dall’operatore mobile 
congiuntamente. Per settare un periodo di osservazione rilevante, i clienti non 
churner con i loro record di consumo sono considerati come oggetti. La classe di 
un oggetto è stata determinata dal suo status nel mese che immediatamente segue 
il periodo di osservazione. La classe è binaria, ad esempio churner e non churner. 
In questo studio il periodo di osservazione è agosto 2003. Poi gli autori hanno 
estratto campioni casuali di 40000 non churner e 2000 churner a settembre 2003. Il 
rapporto tra non churner e churner nel campione è uguale al rapporto reale tra non 
churner e churner dell’operatore mobile. Tutti i clienti nel dataset di questo studio 
non avevano contratti prolungati ma mensili, che richiedono l’utilizzo di 
caratteristiche più sottili della data di terminazione del contratto per anticipare il 
churn. Generalmente, come detto precedentemente, i tipi d’informazione che sono 
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selezionati per la churn prediction del cliente includono dati demografici del 
cliente, statistiche di chiamata, dati di fatturazione, informazioni di servizio extra, 
dati dei servizi acquistati dai clienti e informazioni di customer care. Tutti i dati 
possono essere forniti dal Business Operation Support Systems (BOSS), che 
comprende i packages del software che integra un insieme completo di processi di 
business e di funzioni. In questo studio gli autori non hanno potuto pubblicare le 
informazioni di customer care a causa dei limiti imposti dal BOSS dell’operatore 
di telefonia mobile. Gli autori hanno identificato 210 variabili associate a ciascun 
cliente che potrebbe essere un potenziale churner. I dettagli di chiamate di ciascun 
cliente dell’operatore mobile sono disponibili solo per gli ultimi 3 mesi. Dopo 3 
mesi, l’operatore mobile archivierà i record dei clienti. Il periodo dei dettagli di 
chiamata si estende da luglio 2003 a settembre 2003. I dati di fatturazioni si 
riferiscono al periodo che intercorre tra febbraio 2003 e settembre 2003. Gli autori 
hanno anche collezionato informazioni di base dei clienti, come sesso, età e 
periodo di utilizzo dei servizi fornito dall’operatore mobile.   
La selezione delle variabili è stata realizzata attraverso la pulizia e la riduzione dei 
dati selezionando le caratteristiche importanti e omettendo quelle ridondanti, i 
rumori, o quelle meno informative. Gli autori hanno utilizzato l’area sotto la curva 
ROC (AUC) per condurre la selezione delle variabili. Per ciascuna singola 
variabile, essi hanno calcolato il rispettivo AUC. Tutte le variabili con AUC più 
grande di 0.5 sono state selezionate in questo passo. Poi le variabili ridondanti 
sono state continuamente ridotte. Dalle 210 variabili sono state selezionate 93 
come variabili di input, nelle quali alcune di queste erano dati grezzi tratti dal 
database dell’operatore mobile e altre erano sintetizzate da dati grezzi.  
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7.3.7 Applicazione del modello 
Passo 1: Categorizzare le variabili chiave in m sottovettori. Le 93 variabili sono 
categorizzate in dati demografici del cliente, statistiche di chiamata, informazioni 
di fatturazione, informazioni di servizio extra e servizi di dati acquistati dai clienti. 
Le 93 variabili sono classificate in 8 gruppi, che sono informazioni di base del 
cliente (dati demografici del cliente), utilizzo di servizi di chiamata inoltrata, 
struttura della fattura, calling slot, cambio di tendenza di consumo, struttura dei 
dati di utilizzo dei servizi, applicazione e cambio di servizio e oggetti di 
comunicazione. Gli autori hanno poi costruito la funzione di classificazione per 
ciascuna categoria, generando 8 funzioni di classificazione Ti(Xi) (i = 1,…,8) che 
corrispondono a 8 sottovettori Xi (i = 1,…,8).  
Passo 2: Costruzione del modello ADTreesLogit per ciascun sottovettore e 
generazione delle 8 funzioni di classificazione per 8 sottovettori. Dal momento che 
il tasso di churn reale è considerevolmente basso, una piccola percentuale di dati 
metterà in pericolo gli effetti di apprendimento e potrebbe risultare un sistema di 
predizione nullo, il quale semplicemente prevede tutti i clienti come nonchurners. 
La distribuzione sbilanciata dei dataset è un’importante e comune caratteristica di 
molti dataset nella churn prediction come descritto nel paragrafo 3.2. In questo 
studio gli autori per contrastare questo problema hanno messo un peso sui 
churners per aumentare la perdita di una classificazione errata di un churner. 
Utilizzando l’analisi di sensitività, il peso settato in questo studio era 5. Il 25% dei 
churners e non churners nell’intero campione sono selezionati in maniera random 
per formare il test dataset. In altre parole ci sono 10000 non churners e 495 
churners nel test dataset per valutare le accuratezze predittive degli 8 alberi di 
decisione generati applicando l’algoritmo ADTrees.  
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I risultati sono mostrati nella Tabella 7.10: 
 
Tabella 7.10(Le accuratezze predittive degli 8 alberi di decisione) 
Passo 3: Le funzioni di classificazione sono ordinate seguendo l’ordine 
decrescente delle accuratezze predittive. Sono eliminate le funzioni meno 
predittive e poi sono prese le rimanenti come variabili di regressione per ottenere 
un’equazione di probabilità di churn. E poi c’è la ripetizione per 8 volte dei 
processi suddetti.  
Passo 4: Selezione dell’equazione ottimale di regressione con la più alta 
accuratezza predittiva e restituzione della formula per calcolare la probabilità di 
churn di ciascun cliente. La formula è:  
 
dove: 
u(x) = −1.7536+1.1270 T1(X1)+0.7260 T3(X3)+0.3248 T5(X5)+1.4237 T8(X9) 
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7.3.8 Valutazione dei risultati 
Nel 2003 allo scopo di scoprire metodi ottimali di modellazione per la churn 
predicition di clienti della telefonia mobile, il NCR Teradata Research Center alla 
Duke University ha tenuto una gara sulla modellazione della churn prediction dei 
clienti. Il modello di predizione TreeNet che è stato sviluppato dalla compagnia 
Salford-System Company, ha vinto il Gold Prize per la sua più alta accuratezza 
predittiva. Così gli autori del modello ADTreesLogit hanno confrontato 
l’accuratezza predittiva del proprio modello con quella del TreeNet. Essi hanno 
scaricato il software di TreeNet dalla pagina web della Salford-System e poi 
l’hanno utilizzato per prevedere la probabilità di churn dei clienti del test set, 
utilizzando come input le 93 variabili precedentemente citate. Il confronto della 
precisione di previsione tra ADTreesLogit e TreeNet sono mostrati nella Tabella 
7.11: 
 
Tabella 7.11 (Il confronto tra ADTreesLogit e TreeNet) 
Nella Tabella 7.11 per Order s’intende l’ordine decrescente della probabilità di 
churn del cliente; Number1 significa il numero di clienti previsti. Percent1 è 
calcolato in questo modo: 
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Number2 significa il numero di churners veri previsti; 
Percent2 e Percent3 sono calcolati nel seguente modo: 
 
Nella Tabella 7.11 si può notare che il modello ADTreesLogit ha una precisione di 
previsione migliore del TreeNet in 5 punti di osservazione in un totale di 10 punti 
e la stessa precisione di previsione al punto 1. Nei 5 punti di osservazione dove 
Order è uguale a 1, 3, 5, 8 e 10, il modello ADTreesLogit è stato rispettivamente 
in grado di identificare 23.84%,16.16%,12.53%,2.42% e 1.21% dei veri churners 
mentre TreeNet ha individuato 21.01%, 15.56%,8.69%,1.62% e 0.81% dei veri 
churners. Inoltre alla quinta più alta probabilità di churn, ADTreesLogit ha 
previsto 62 veri churners che hanno coperto il 12.53% del totale dei churners veri 
totali mentre TreeNet ha previsto 43 churners veri che hanno coperto l’8.69% del 
totale dei churners veri. Invece per la nona probabilità di churn del cliente, sia 
ADTreesLogit che TreeNet hanno individuato 8 veri churners ottenendo la stessa 
precisione di previsione. Generalmente il modello ADTreesLogit ha un migliore 
effetto di previsione rispetto a TreeNet. 
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Le curve ROC di TreeNet e di ADTreesLogit sono confrontate nella Figura 7.7: 
 
Figura 7.7 (Confronto tra le curve ROC di TreeNet e ADTreesLogit) 
Attraverso questo confronto, gli autori hanno scoperto che l’accuratezza predittiva 
del modello è confrontabile con quella del TreeNet. Generalmente, ci sono due 
importanti punti di osservazione quando si confrontano le accuratezze predittive di 
due modelli, che sono i tassi di cattura del 10% e del 50% dei gruppi di churners 
più probabili. Come mostrato nella Figura 7.7, tra i 10.65% dei churners più 
probabili, ADTreesLogit può catturare il 23.84% di churners reali dell’intero set 
previsto, mentre TreeNet ne cattura il 21.01%. Inoltre tra i 54.3% dei churners più 
probabili, ADTreesLogit cattura anche più veri churners dell’intero set previsto. 
Con il metodo di estrazione di regole di churn menzionato precedentemente, gli 
autori possono derivare l’interpretazione di churn individuali e le regole di churn 
di gruppo. Per esempio i clienti le cui età sono tra 22 e 33 anni, o quelli i cui 
contratti sono durati per circa 12 mesi o 36 mesi, sono quelli più probabili ad 
abbandonare. E se il cliente ha utilizzato servizi per almeno un anno e 
abbonamenti di servizi di chiamate internazionali, egli ha meno probabilità di 
terminare la relazione. Le regole di churn derivate dall’ADTreesLogit si 
incrociano con le esperienze degli staff di marketing dell’operatore mobile.  
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7.3.9 Implicazioni manageriali 
Come menzionato precedentemente, dal modello ADTreesLogit alcune importanti 
regole sono ottenute e rilevanti strategie di retention sono proposte dagli autori. 
Infatti alcune regole mostrano che i clienti che spendono il 25% in meno della 
tariffa media nei 6 mesi precedenti hanno un trend più alto di churn di altri. 
Basandosi su questa conoscenza, differenti strategie di prezzo possono essere 
progettate (le discriminazioni di prezzo sono descritte nel paragrafo 1.7.2). Per 
l’operatore di telefonia mobile oggetto di questo studio, la riduzione della tariffa è 
una caratteristica importante per prevedere il churn del cliente.  
Inoltre dal modello di predizione ADTreesLogit è stato rilevato che alcuni vecchi 
clienti, quelli i cui contratti durano per 12 o 36 mesi, sono più probabili churners 
di altri. Così nell’intento di fidelizzare tali clienti, applicando la strategia di 
programma di loyalty del cliente descritto nel paragrafo 1.7.3, possono essere 
fornite speciali ricompense ai clienti nel momento in cui la durata della relazione 
giunge ad 1 anno, 2 anni, 3 anni e così via.  
Un altro risultato ottenuto dallo studio è che la probabilità di churn è inferiore per i 
clienti che hanno utilizzato i servizi per almeno 1 anno e che si sono abbonati al 
servizio di chiamate internazionali. Questo risultato mostra anche che i clienti che 
utilizzano le chiamate internazionali sono più fedeli di altri. L’elevata correlazione 
positiva tra le chiamate internazionali e il basso churn rate del cliente non può 
essere ignorata. Questa relazione suggerisce di promuovere questo servizio a più 
clienti. Quindi si potrebbe applicare la tecnica del cross-selling descritta nel 
paragrafo 1.7.4. Il primo passo del cross-selling è quello di determinare il prodotto 
o servizio e in questo caso sono selezionate le chiamate internazionali. Quindi 
occorre trovare i tipici comportamenti dei clienti, selezionare i più possibili 
prodotti o servizi ai quali aggiungere il servizio di chiamata internazionale per poi 
valutare i risultati. 
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7.3.10 Conclusioni 
Questo studio si focalizza sul modello di previsione del cliente e discute su come 
migliorare le accuratezze predittive dei modelli di churn attraverso il 
miglioramento del design del modello. Il modello combina caratteristiche del 
modello ADTrees e del modello di  regressione logistica. Confrontandolo con 
TreeNet, è stato dimostrato l’effetto di precisione del modello ADTreesLogit. Il 
modello proposto dagli autori ha una migliore comprensione della tendenza del 
churn del cliente e può produrre numeri reali continui e regolari per la probabilità 
di churn di ciascun cliente ed ha una complessità moderata. La selezione delle 
variabili di caratteristiche è un altro modo per migliorare l’effetto della previsione 
di churn del cliente. Più le variabili di caratteristiche sono adatte, migliore è 
l’effetto della previsione di churn del cliente. Sfortunatamente, molti dei 
precedenti lavori per prevedere il churn del cliente, hanno trascurato la fase di 
selezione delle variabili o fallito nel documentarne una. Così una delle future 
direzioni suggerite dagli autori per il churn management è quella di rilevare le 
migliori variabili per la churn prediction. È risaputo che molte delle precedenti 
ricerche hanno beneficiato dall’inclusione di una fase che identifica le migliori 
variabili per prevedere il churn del cliente [Hadden 07]. E anche questa ricerca 
potrebbe essere migliorata se fosse condotto un lavoro più approfondito per 
progettare e selezionare le variabili più adatte.  
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CONCLUSIONI 
Il tema della churn prediction è determinante per il successo e la sopravvivenza di 
un’azienda. Il churn del cliente, ossia il suo spostamento verso un’azienda 
concorrente, non è un evento istantaneo che non lascia tracce. Prima che si 
verifichi il churn, ci sono dei segnali di allarme, dei sintomi che si manifestano, 
che lasciano presagire il churn. Quindi prevedere il churn del cliente è possibile ed 
è necessario farlo.  
In tal senso il churn management consiste nell’ identificare quei clienti propensi 
all’abbandono e nel calcolare il valore dei clienti per gestire al meglio le relazioni 
dell’azienda con i clienti stessi. Dopo l’identificazione dei potenziali clienti 
churners più profittevoli, occorre attuare opportune strategie di retention per 
fidelizzarli. È stato dimostrato che per accrescere la fedeltà dei clienti bisogna 
agire sul piano individuale (microfedeltà), ad esempio con promozioni 
personalizzate che risultano più efficienti di quelle generalizzate come ROI 
(Return On Investment, indice di redditività del capitale investito) del medio-lungo 
periodo.  
Per quanto riguarda i modelli di churn prediction, non esiste un modello universale 
adatto per ogni situazione. Tutto dipende dal contesto di riferimento, dal settore, 
dagli obiettivi dell’impresa, dalle definizioni di churn. Queste ultime stabiliscono 
quando un cliente è da considerarsi un churner. In ogni modello è comunque 
fondamentale disporre di una buona qualità di dati per poter effettuare delle 
corrette previsioni. La fase di preparazione dei dati e la selezione delle variabili 
più appropriate assumono un ruolo fondamentale affinchè il modello possa 
prevedere efficacemente chi sono i clienti intenzionati all’abbandono (churners). 
Tra i dati più utilizzati nelle analisi di churn prediction, ci sono i dati demografici 
e di comportamento di acquisto dei clienti. Oltre a questi dati è stato dimostrato 
che è opportuno considerare anche altri tipi di informazioni, come ad esempio i 
dati di lamentele e di riparazioni dei clienti. Tali dati spesso sono molto 
sottovalutati ma in realtà contengono molte informazioni sulla relazione del cliente 
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con l’azienda. Infatti il cliente per quanto possa essere legato ad un prodotto o 
brand, se non riceve le giuste attenzioni in tempi rapidi dall’azienda nel momento 
in cui gli si presentano dei problemi nell’utilizzo del prodotto o del servizio, 
probabilmente egli cambierà presto preferenze nei suoi prossimi acquisti.         
Per quanto riguarda le tecniche utilizzate per i modelli di churn prediction, è stato 
dimostrato che ognuna di esse ha i suoi vantaggi e svantaggi a seconda dei contesti 
in cui vengono utilizzate.  
I modelli markoviani sono molto appropriati per modellare le relazioni con il 
cliente e per calcolare il LifeTime Value(LTV). Il MCM ha il vantaggio di essere 
molto flessibile ed è  particolarmente utile nel modellare situazioni complicate di 
relazioni con il cliente per cui soluzioni algebriche non sono possibili. Un altro 
vantaggio del MCM consiste nel fatto che esso è un modello probabilistico ed 
incorpora il linguaggio di probabilità e di valore atteso. Tale linguaggio aiuterà gli 
operatori di marketing a discutere sulle relazioni con i clienti individuali.  
La maggior parte dei modelli presenti in letteratura utilizza le tecniche tradizionali 
come alberi di decisione e regressione. 
L’analisi di regressione è una tecnica molto utilizzata dai ricercatori che si 
occupano di prevedere la soddisfazione dei clienti. Perfino quelli che hanno 
puntato a sviluppare modelli più complessi, inizialmente hanno cominciato la loro 
ricerca con modelli di regressione di base. La regressione logistica è un modello 
candidato per la classificazione e particolarmente adatto a descrivere i 
collegamenti tra le variabili regressive e le variabili risultato in forma di 
probabilità.  
Gli alberi di decisione classificano i clienti in due gruppi e quindi possono tenere 
conto sia dei churn che dei non churn. Essi costituiscono anche una scelta naturale 
quando l’obiettivo è di generare regole che possono essere facilmente comprese, 
spiegate e tradotte in SQL. 
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Le tecniche di soft computing come reti neurali standard e bayesiane e le fuzzy 
clustering analysis per la churn prediction non sono ancora molto diffuse. In futuro 
bisognerebbe investigare di più su tali tecniche che offrono interessanti risultati in 
casi come quello della churn prediction che richiedono analisi più complesse 
rispetto a quelle condotte dai metodi tradizionali.   
Tra tutte le tecniche, gli alberi di decisione generalmente ottengono un’accuratezza 
complessiva migliore in quanto riescono a classificare meglio i churners e i non 
churners. Invece la migliore accuratezza nel prevedere solo i churners è fornita 
dalla reti neurali bayesiane, mentre la regressione effettua meno errori 
nell’identificare i non churners. Naturalmente la classe più importante da 
prevedere correttamente è quella dei churners. Infatti per un’azienda perdere un 
cliente perché non è stato riconosciuto come churner, causa più grandi perdite 
rispetto ad investire in campagne di marketing per lo stesso cliente classificato 
incorrettamente come churner. Ciò significa che i costi di falsi negativi sono molto 
più alti dei costi di falsi positivi.  
Per ottenere una migliore previsione del churn, è raccomandabile prima di tutto 
provare ad utilizzare tutte le tecniche, naturalmente selezionando opportunamente 
le variabili di input per ognuna di esse. Dal confronto dei risultati ottenuti 
bisognerebbe utilizzare la tecnica migliore oppure cercare di seguire un approccio 
che integri più tecniche in diverse fasi sfruttando al meglio le loro caratteristiche e 
i loro vantaggi di utilizzo. 
Sono ancora poche le aziende che hanno compreso la necessità di investire sulla 
churn prediction. Molte di esse sono generalmente più attive nell’acquisire nuovi 
clienti, trascurando anche il fatto che il costo di acquisizione dei nuovi clienti è 
almeno cinque volte maggiore di quello di mantenimento dei clienti esistenti. 
Il settore maggiormente interessato al tema della churn prediction è quello delle 
telecomunicazioni come testimoniato dalla grande varietà di modelli di churn 
prediction presenti in letteratura in tale ambito. Un grande interesse alla churn 
predicition, seppur inferiore a quello delle telecomunicazioni, si riscontra nel 
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settore del retail banking, nel settore assicurativo, nel settore dei supermercati e in 
quello delle pay-tv. Invece tutti gli altri settori ancora non hanno compreso la 
rilevanza strategica e la redditività che derivano dall’applicazione di tali modelli. 
È auspicabile che presto tutte le aziende utilizzino modelli di churn prediction per 
evitare di perdere molti clienti. Nel prossimo futuro ogni cliente e ogni opportunità 
di vendita diventeranno sempre più importanti. Occorre fare ancora molto lavoro.  
Quindi è necessario ricercare metodi sempre più sofisticati e precisi per 
identificare i clienti churners nell’intento di evitare il loro abbandono. 
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