ABSTRACT The compositionality of the semantics of logic programs with respect to (different varieties of) program union has been studied recently by a number of researchers. The approaches used can be considered quite ad-hoc in the sense that they provide, from scratch, the semantic constructions needed to ensure compositionality and, in some cases, full abstraction in the given framework. In this paper, we study the application of general algebraic methods for obtaining, systematically, this kind of results. In particular, the method proposed consists in studying the adequate institution for describing the given class of logic programs and, then, in using general institutionindependent results to prove compositionality and full abstraction. This is done in detail for the class of definite logic programs with respect to three kinds of composition operations: Ω-union, standard union and module composition. In addition two different institutions are considered: the standard institution of horn clause logic and a new institution that better captures the input/output operational behaviour of logic programs. Finally, a similar solution is sketched for other classes of logic programs
Introduction
In contrast with the original emphasis on equational logic, in recent years, much of the work conducted in the area of algebraic specification has dealt with modularity and structuring issues for general specification formalisms, i.e. the aim is that the results obtained should be applicable independently of the specific logic used for specification. This kind of work essentially started with the introduction of the notion of institution by Goguen and Burstall [13, 14] .
On the other hand, in the area of logic programming, in these years, a number of modular constructions for logic programming have been proposed (see, e.g. [2, 18, 19, 22, 23, 25] ). These papers, after providing some semantic definition for their proposals, often study different kinds of properties associated to the given definition. One such property is compositionality of the semantics of the modular constructions, which holds if the semantics of the composition (for the given composition operations) of two (or more) modules can be defined in terms of the semantics of each of the modules. Another property is full abstraction with respect to composition, which holds if the semantics of two modules coincide if and only if the two modules "behave" equaly in every context. Both properties, compositionality and full abstraction, are very important when defining the semantics of a programming language. In particular, if the semantics of a program unit is not compositional with respect to the given operations this means that for reasoning about a program consisting of several such units, we would need to previously "flatten" the program (or its semantics). For example, by computing the operations at the "textual" level, if this is possible. For instance, for reasoning about a program consisting of several modules we would have to previously "delete" the modular structure of the program. On the other hand, if a semantics is fully abstract this guarantees that our notion of program equivalence is the right one for reasoning about implementation, i.e. a program unit could be substituted by another unit implementing the same abstraction iff and only if they have the same semantics.
Following a certain tradition in this area, the semantics of logic programming language constructs, in particular of modular constructs, is often defined as some kind of set of clauses. Then, in order to prove (for instance) compositionality results, this sort of semantic approach may give problems because its low level of abstraction. In our opinion, there is much to gain in applying the institution-independent results to the area of logic programming. Some previous work already done in this direction is [14, 25] . In particular, in this case, it may be much easier to prove this kind of results at the proper abstraction level, making use of the structural properties of the underlying formalism. This is the basic idea underlying the institution-independent approach.
Being more precise, we think that the proper way of approaching the problem of providing adequate compositional semantics for any kind of modular constructs is, first, to work at an abstract level by identifying the constructions with adequate algebraic constructions, then, proving the compositionality at the abstract level and, finally, if needed, providing a concrete representation of these algebraic constructions.
In this paper we show the strength of this approach by studying some kinds of composition operations over corresponding kinds of (definite) logic program units already studied in the literature [2, 18] . Being specific, first we study the operation of Ω-union of open logic programs [2] , then the operation of union of logic programs and, finally, a composition operation for a kind of logic programming modules [18] . In all cases we provide an "abstract" algebraic semantics which is shown to be compositional and fully abstract. These semantics are "abstract" in the sense that they are parameterized by the underlying semantic framework (institution) used to define the semantics of standard logic programs. In particular, two such institutions are considered: the most standard one of horn clause logic, in which the semantics of a program is defined as its least Herbrand model, and a new one that better captures the input/output operational behaviour of logic programs. In particular, in that framework the semantics of a program coincides with the so-called s-semantics [12] . However, it must be said that the results are, actually, quite more general. They are not restricted to the class of definite logic programs, but they apply to any class of logic programs provided that it can be proved to satisfy the right structural properties.
In addition, our results are used to analyse and improve previous ones. Being specific, with respect to the operation of Ω-union of open logic programs, our results allowed us to understand why the semantics proposed in [2] was not fully abstract and to propose a new "concrete" semantics compositional and fully abstract. With respect to standard union, we prove that the semantics proposed in [18] is equivalent to our "abstract" semantics: this allow us to conclude that their semantics is not only fully abstract but also compositional. Finally, with respect to the operation of composition of logic modules, our results allow us to conclude that the operation, as defined in [18] should be considered methodologically inadequate. In this sense, we consider a slight (adequate) variation of that operation and prove that the semantics proposed in [18] is equivalent to ours, allowing us to conclude, again, that their semantics is not only fully abstract but also compositional.
The paper is organized as follows: in section 2, we provide the algebraic results that are used in the rest of the paper; in section 3 we study the two institutions associated to the class of definite logic programs that are considered in this paper; section 4 is the core of the paper: the three operations are studied in detail; finally, in section 5 we sketch how to apply our techniques to more general classes of logic programs.
The reader is assumed to have a certain knowledge of the main concepts and terminology in the areas of algebraic specification and logic programming. In addition, certain familiarity with basic constructs from category theory is required. For more details on some of these topics the reader may consult [1, 3, 8, 21, 27] .
A short preliminary version of this paper was presented as an invited lecture in the 19th Int. Conf. on Mathematical Foundations of Computer Science [24] .
Basic algebraic concepts
In this section we briefly review some basic notions on algebraic specification needed in the paper (for further detail see e.g. [8, 26] and also [13, 14] and [7] for more detail on institutions and specification frames).
Institutions were invented by Goguen and Burstall as a means to describe, at an abstract level, logical systems that can be used for specification or other purposes. The idea was connected with the design of the Clear specification language [4] . In particular, Clear was defined as providing operations for structuring specifications independently of the underlying logic (institution). Technically, an institution is defined in terms of four parts: the category of signatures , i.e. the available classes of symbols for writing specifications in the given institution; a functor called Sent mapping each signature into the set of formulas that can be written in this institution in terms of the given signature; a functor called Mod mapping every signature Σ into the set of Σ-structures; and, finally, a satisfaction relation between sets of Σ-sentences and Σ-structures, for every signature Σ. In addition, a certain "invariant" relation between formulas and structures translation, called the satisfaction condition, is assumed, i.e. :
2.1ּDefinitionּAn institution L consists of four parts, L = (Sig, Sent, Mod, E), where Sig is the category of signatures; Sent: Sig → Set is a functor that defines the set of sentences associated to a given signature; Mod: Sig → Cat op is a functor that defines the category of models associated to every signature and, for each Σ in Sig, E Σ ∑ Mod(Σ)xSent(Σ) is a relation that states when a model satisfies a given sentence. Moreover, E is assumed to satisfy that for every signature Σ, every α in Sent(Σ), every signature morphism h: Σ → Σ' and every A in Mod(Σ') where h # (α) denotes the translation, along h of the formula α, i.e. h # (α) = Sent(h)(α) and V h , called the forgetful functor associated to h, is a usual notation for Mod(h).
Example and DefinitionּHorn
Clause Logic, HCL, can be defined as the following institution:
-ּSignatures are pairs Σ = <Φ, Π>, where Φ and Π are, respectively, families {Φ n } n∈M and {Π n } n∈M of sets of operation and predicate symbols of arity n; signature morphisms h: <Φ, Π> → (Φ', Π') are pairs of mappings, (h Φ , h Π ), with h Φ :ּΦּ→ּΦ' and h Π :ּΠּ→ּΠ' such that for all f∈Φ n , P∈Π n it holds h Φ (f)∈Φ' n , h Π (P)∈Π' n , respectively.
-ּΣ-sentences in HCL are clauses ∀X.a:-a 1 , ..., a n , where X is a set of variables and a, a 1 , ..., a n are Σ(X)-atoms.
-ּΣ-models, with Σ = <Φ, Π>, in HCL are Herbrand structures, i.e. sets of Σ-atoms. A Σ-homomorphisms between Σ-models, f: A1 → A2, is just an inclusion, A1 ∑ A2. Then, Mod: Sig → Cat op maps every signature Σ in Sig into the category of all Σ-models and Σ-homomorphism, and every signature morphism h:ּΣּ→ּΣ' into the corresponding forgetful functor V h : Mod(Σ') →ּMod(Σ) defined as usual, i.e. for every Σ'-model A' we define V h (A') as the set of atoms whose translation via h is in A', i.e.:
-ּFinally, satisfaction in HCL is defined in the standard way, i.e. A E Σ ∀X.a:-a 1 , ..., a n iff for every substitution σ: X → T Φ if σa 1 , ...,ּσa n ∈ A then σa ∈ A.
Remarks
1. It is almost trivial to prove that HCL is indeed an institution, i.e. that the satisfaction property holds in HCL .
2. We could have defined a slightly more general institution, but this is sufficient for our purposes. For instance, we could have defined a more general notion of model, other than Herbrand structures, but this kind of models are standard in logic programming.
Other logics commonly used in different areas of computer science are Equational Logic (EQL), Conditional Equational Logic (CEQL), Clausal Logic (CL), and First Order Logic (FOL). All of them can be seen as sharing with HCL a similar category of signatures and model functor. However, for these logics, sentences are equations, conditional equations, clauses and arbitrary first order formula, respectively. The satisfaction relation is defined accordingly.
Given an institution L, one can define specifications (programs) over L, in an obvious way, as pairs consisting of a signature and a set of axioms. On the other hand, the class of all specifications over a given institution L can also be made into a category by defining an appropriate notion of morphism. This may be done in several ways. In particular, in this paper, we consider the simplest one: form an indexed category which we call a specification frame [10, 11] .
Specification frames allow us to deal with institutions at a slightly higher abstraction level. In particular, they are useful when the notions of formula or formula satisfaction are not needed to obtain the results wanted. In particular, this is the case for all the basic results that we need in this paper.
2.6
DefinitionּA specification frame SF = (Spec L , Mod: Spec L → Cat op ) has free constructions iff for every specification morphism f: SP1 → SP2 in Spec L there is a functor F f : Mod(SP1) → Mod(SP2) which is left adjoint to V f . F f (and, in general, any functor F:
Free constructions have been used at the model level to give semantics to parameterized specifications and constructions. In this paper we consider free constructions as the semantics of the different kinds of open (or modular) logic programs. Horn Clause Logic (HCL), Equational Logic (EQL) and Conditional Equational Logic (CEQL) have free constructions (see [8] ). In contrast Clausal Logic (CL) and First Order Logic (FOL), in general, do not.
2.7
DefinitionּA specification frame SF = (Spec L , Mod) has pushouts iff the category Spec L has pushouts.
Pushouts are the operations, at the specification level, used to combine specifications. Essentially, if we want to put together two specifications SP1 and SP2 having a common subspecification SP0, the pushout, SP3, of SP1 and SP2 with respect to SP0 would provide the right combination. Almost all logics of practical interest have pushouts (see [8] for more detail).
2.8
DefinitionּA specification frame SF = (Spec L , Mod) has amalgamations iff Mod transforms pushouts in Spec L into pullbacks in Cat.
Amalgamation allows us to define the semantics of a combined specification purely on the semantic level as the amalgamation of the models classes of the specifications which are combined. The reason is that, as we show below, given a pushout of specifications: 2.ּConversely, every A3∈Mod(SP3) has a unique decomposition
3.ּSimilar properties to 1 and 2 above hold if we replace objects Ai by morphisms hi in Mod(SPi) (0≤i≤3) leading to a unique amalgamated sum of morphisms h3 = h1 + h0 h2 with V g1 (h3) = h1 and V g2 (h3) = h2.
2.10
DefinitionּA specification frame SF = (Spec L , Mod) has free extensions iff for every pushout diagram in Spec L as above, if F:Mod(SP0) → Mod(SP1) is a strongly persistent free functor with respect to f1 then there is a strongly persistent functor F * : Mod(SP2) → Mod(SP3), called extension of F via f2, such that:
1. F * is free with respect to g2.
The following diagram commutes
Mod(SP1)
Extension may be, in some cases, a key construction for proving compositionality and full abstraction results. This is the case, in particular, when the semantics of the given construction is expressed as a persistent free functor. All logics that have amalgamations also have free extensions:
2.11 Theorem [10]ּIf a specification frame SF = (Spec L , Mod) has amalgamations then SF has free extensions.
The existence of extensions of strongly persistent free functors can be generalized to the nonpersistent case under certain circumstances:
2.12 DefinitionּA specification frame SF = (Spec L , Mod) has generalized free extensions iff for every pushout diagram as in 2.6, if F:Mod(SP0) → Mod(SP1) is a free functor with respect to f1 then there is a functor F * :Mod(SP2) → Mod(SP3), called generalized extension of F via f2, such that:
2. There is a natural transformation:
such that the following diagram (1b) of natural transformations commutes:
where f3 = g1 ∑ f1 = g2 ∑ f2 and u and u * are, respectively, the universal transformations associated to F and F * .
Theorem [7]
ּIf a specification frame SF has free constructions, pushouts in Spec L and pushouts in all model categories Mod(SP), for all abstract specifications SP in Spec L , then SF has generalized free extensions.
Institutions for definite logic programs
In this section we define and study the properties of institutions for definite logic programs that allow us to obtain the intended compositionality and full abstraction results. The first one is the "standard" institution of Horn Clause Logic (HCL). This seems to be the most reasonable choice when defining the meaning of a logic programming language as a logic language. This institution is studied in subsection 3.1. However, as it is discussed below, if we are interested in logic programming languages as programming languages, then a reasonable choice would be one in which the input/output behaviour of programs were better captured. As a consequence, in subsection 3.2 we provide the definition of a new institution that we will call DLP which, obviously, shares the syntax with HCL, i.e. it has the same category of signatures and the same functor Sent, but it is based on different notions of model and satisfaction. In both cases, it is shown that these institutions have free constructions, amalgamations, free extensions and generalized free extensions.
The institution of Horn Clause logic programs
As said above, the most obvious choice for an institution for defining the (declarative) semantics of definite logic programs is Horn Clause Logic, as defined in 2.2. Actually, this is (implicitly) done by most authors. In particular, the "standard" declarative meaning of a logic program P is defined as the least Herbrand model of P (see, for instance, [21, 1] ). In algebraic terms, this is equivalent to defining the semantics of P as the initial model in Mod(P), where Mod corresponds to the model functor of HCL.
For dealing with programs, following definition 2.4, we can define the category of specifications (logic programs) over HCL, which we will call HCL. In particular, the objects of this category are pairs (Σ,C), where C is a set of clauses over the signature Σ. Similarly, following 2.4, the institution HCL induces the definition of the specification frame (HCL, Mod: HCL → Cat op ) which we also call HCL. In particular, Mod maps every program P = (Σ,C) in HCL into the category of Σ-Herbrand structures satisfying the clauses in C (with inclusions as morphisms), and every specification morphism h:ּPּ→ּP' into the corresponding forgetful functor V h : Mod(P') →ּMod(P). To simplify notation, we will often denote V h (A') by A'| h or just by A'| P if h is implicit in the context.
It is almost obvious to see that, given a program P = (Σ,C), Mod(P) is closed under intersection. This means that there is a least model in Mod(P), M P ,which happens to be trivially initial according to the notion of homomorphism used (inclusions) in the categories of models.
Theorem (Properties of HCL)
HCL has pushouts, free constructions, amalgamations, free extensions and generalized free extensions.
Proofּ

1)
HCL has pushouts. The construction is quite standard: let P0 = (Σ0,C0), P1 = (Σ1,C1) and P2 = (Σ2,C2) be programs in HCL, with h1:P0→P1 and h2:P0→P2, we can first construct a pushout at the level of signatures as follows:
-Let Σ3' be the disjoint union of Σ1 and Σ2, i.e. Σ3' = Σ1 + Σ2 and let ≈ be the least equivalence relation defined on Σ3' satisfying, for every symbol a in Σ0, h1(a) ≈ h2(a). Then, we define Σ3 as the quotient Σ3'/≈.
-Let g1' and g2' be the canonical injections from Σ1 and Σ2, respectively, into Σ1 + Σ2 and let g be the canonical morphism mapping every element into its equivalent class. Then, the following diagram can be shown to be a pushout diagram in the category of signatures of HCL:
where g1 and g2 are, respectively, g∑g1' and g∑g2'. Now this pushout can be "lifted" into a pushout of programs and program morphisms by defining P3 = (Σ3,C3), with C3 = g1(C1) ∪ g2(C2) (or, to be precise, g1 # (C1) ∪ g2 # (C2), i.e. the union of the translation through g1 and g2 of the clauses in C1 and C2, respectively). In particular, it is almost routine checking that the diagram below is a pushout in HCL.
It may be noted that if h1 and h2 are inclusions and Σ1∩Σ2 = Σ0 then P3 is just P1∪P2, i.e. (Σ1∪Σ2, C1∪C2).
2) HCL has free constructions. The existence of free constructions in HCL is a consequence of the existence of initial objects. In particular, given a morphism h:P→P', with P=(Σ,C) and P'=(Σ',C') the free construction F h :Mod(P)→Mod(P') is defined for every A in Mod(P) as the initial model of the program ((Σ', C'∪h # (A)), noted M P(A') . We have to prove that F h (A) satisfies the universal property. In particular, it is easy to see that for each A in Mod(P), the inclusion A ∑ V h ∑F h (A) holds by definition of V h and F h , and also that for each A' in Mod(P') with A ∑ V h (A') we have
which means that the diagram below commutes
Finally, it must be considered that homomorphisms are inclusions of models, for every two models (in particular for F h (A) and A') there is at most one homomorphism between them.
3. HCL has amalgamations. Given programs Pi, 0≤i≤2, and given the pushout diagram (1), for every Ai∈Mod(Pi), 0≤i≤2, with V h1 (A1) = V h2 (A2) =A0, the amalgamation of A1 and A2 along A0, A3 = A1+ A0h1,h2 A2, is defined just as A3 = g1 # (A1)∪g2 # (A2), since it is routine to check that this is the unique model satisfying that V g1 (A3) = A1 and V g2 (A3) = A2. Conversely for each A3 in Mod(P3), A3 can be decomposed into three models A1 = V g1 (A3) A2 = V g2 (A3) and A0 = V h1 (V g1 (A3)) = V h2 (V g2 (A3)) such that A3 = g1 # (A1)∪g2 # (A2). Moreover, this decomposition can be shown to be unique. The same properties hold for homomorphisms. It may be noted that if h1 and h2 are inclusions and Σ1∩Σ2 = Σ0, the amalgamation of A1 and A2 is just A1∪A2.
4. HCL has free extensions since HCL has amalgamations.
5. HCL has generalized free extensions. According to 2.13, it is enough to prove that for every program P, there are pushouts in Mod(P). But again, given models A0,A1,A2 in Mod(P), with f1: A1 ∑ A2 and f2: A1 ∑ A3, we can define the pushout of A2 and A3 along f1 and f2 just as A2 ∪ A3. "
The institution of definite logic programs
As said above, the institution studied in 3.1 is the most reasonable one when defining the meaning of a logic programming language in a "standard" way, i.e. as the least Herbrand model. However, following [12] , we may consider that the declarative semantics defined in that institution is not fully adequate for a notion of input/output behaviour based on the computed answers of the given programs. For instance, given P1 = {p(X).} and P2 = {p(X)., p(a).}, both programs are obviously logically equivalent and hence have the same declarative meaning. However, if we consider the input/output behaviour defined as the relation between goals and their corresponding computed answers, they behave differently: given the goal ?-p(X). the only answer provided by P1 is the substitutions σ1(up to renaming of variables) defined:
however P2 provides two answers σ1, as above, and σ2, defined:
This was already noted in [12] , where a new kind of declarative semantics, called s-semantics, capturing this kind of input/output behaviour was defined. In particular, the idea is to define the models of logic programs as Herbrand structures not necessarily closed under substitution. In particular, {p(X)} and {p(X), p(a)} would be (the least) models of P1 and P2, respectively. In our context, we can easily provide an institutional framework for defining this kind of semantics as follows:
DefinitionּLet
Atom Σ (X) be the set of all Σ-atoms over a denumerable set of variables X, the institution DLP of definite logic programs is defined as (Sig, Sent, Mod, E), where 1. Sig and Sent: Sig → Set are defined as for HCL (cf. 2.2).
2. Σ-model A is any set of (maybe non-ground) atoms, i.e. A ∑ Atom Σ (X) for a denumerable set of variables X, closed under variable renaming; a Σ-homomorphism among Σ-models, f: A1 → A2, is just an inclusion, A1 ∑ A2. Mod is defined as for HCL and V h (A') = {a ∈Atom Σ (X) / h # (a)∈A'}.
3. If a, a 1 , a 2 ,..., a n ∈Atom Σ (X) and A∈Mod(Σ) then:
-A E a. iff a ∈A -A E a:-a 1 , a 2 ,..., a n . iff ∀a 1 ',a 2 ',...,a n '∈A such that they are renamed apart from the clause, if there is a θ∈mgu{(a 1 ,a 1 '),...,(a n ,a n ')} then we have θa∈A.
Remarks
1. It is again trivial to prove that the satisfaction property holds in DLP.
2. As in the previous subsection, we can define the category of specifications (logic programs) over DLP, which we call DLP, whose objects are pairs (Σ,C), where C is a set of clauses over the signature Σ. Similarly, the institution DLP induces the definition of the specification frame (DLP, Mod: DLP → Cat op ) which we also call DLP. In particular, given a program P = (Σ,C), Mod(P) denotes the category of Σ-models satisfying the clauses in C.
3. It is obvious to see that, given a program P = (Σ,C), Mod(P) is closed under intersection and therefore Mod(P) has an initial model S P . Moreover, as it is proved in [12] , given two programs P and P', S P = S P' ⇔ the computed answers of P and P' coincide, denoted P ≈ ca P', i.e. if for each goal G, G is refutable from P with computed answer substitution θ if and only if G is refutable from P' with computed answer substitution θ.
Theorem (Properties of DLP)
ּDLP has pushouts, free constructions, amalgamations, free extensions and generalized free extensions.
Compositional Semantics for Definite Logic Programs
In this section we study the three forms of composition of logic program units considered in the paper. In each case we provide some kind of semantic definition for a given kind program unit which is compositional with respect to the composition operation considered. This means that given two program units, P1 and P2, and a composition operation Comp(P1, P2), the semantics of Comp(P1, P2) can be defined in terms of the semantics of P1 and P2. Moreover, we also show that this semantic definition is fully abstract with respect to the observations induced by Comp and some basic observation criteria. This means that Sem(P1)=Sem(P2) iff for every P Obs(Comp(P, P1)) = Obs(Comp(P, P2)), where Obs is the given basic observation criteria. For instance, if we are interested in the input/output operational behaviour of programs, we may consider Obs(P) to be the set of computed answers associated to P. In particular, in this paper we consider Obs to be, in some cases, the set of computed answers of P and, in other cases, the set of all the atomic ground logic consequences of P. In the former case, this is equivalent to consider Obs(P) = S P , i.e. the initial model associated to P in the institution DLP. Similarly, in the latter case, this is equivalent to consider Obs(P) = M P , i.e. the initial model associated to P in the institution HCL.
We also compare our results with those obtained in two related papers [2, 18] . In both cases, following a certain tradition in the area of logic programming, the meaning of these constructions is defined in terms of sets of some kind of clauses, i.e. the meaning of a program construction is seen as a special kind of program. In our context, we can see these meanings as special representatives for our general algebraic constructions. In this sense, the compositionality and full abstraction results obtained can be seen just as ad-hoc versions of variations of the results presented in this section.
Being more precise, in subsection 4.1 we study the operation of Ω-union of open logic programs.
Open programs were introduced in [2] as incomplete programs where some of its predicates are only partially defined. In subsections 4.2 and 4.3 we study two kinds of composition operations defined in [18] : (standard) union of logic programs and composition of logic modules, where a logic module can be seen as a logic program including an additional import/export interface, with the restriction that clauses in the module are supposed not to include imported predicates in their heads.
From our point of view, constructions in [2] and [18] are developed in DLP for Ω-union, and in HCL for the case of standard union and composition of modules. However, our compositionality and full abstraction results for the algebraic constructions presented in this section, are general in the sense that they are independent of the institution of logic programs considered: DLP, HCL or a different one, as long as it satisfies the right properties. From now on, in order to simplify some technicalities, we will assume that the set of constants and function symbols, Φ, of the logic programs we are working with, has been fixed a priori, i.e. from now on, the signature of a given logic program can be identified with the family of predicate symbols used by the program, Π.
Similarly, we will consider that a denumerable set of variables, X, disjoint from Φ, has also been fixed in advance.
Ω-union of Open Logic Programs
Open programs were introduced in [2] to formalize the notion of programs which are incomplete, in the sense that some of its predicates are only partially defined. 
Definition
A Ω-open program M is a pair (Ω, P), where P is a logic program, P=(Π,C), such that Ω ∑ Π. Ω is the set of open predicates i.e. the predicates which are considered partially defined.
In our framework, we may consider that an open program (Ω, P) can be seen as a mapping that yields a complete program consisting in all the clauses from P and all the facts satisfied by A, for every structure A characterising the "complete" definition of predicates in Ω. This is equivalent to say that the answers computed by (Ω, P) with respect to some Ω-structure A, characterising the complete definition of the predicates in Ω, coincide with the answers that a program consisting in all clauses from P and all the facts satisfied by A would compute, i.e. we may consider that the meaning of (Ω, P) is the free construction associated to the inclusion of programs (Ω, ∆) ∑ P.
Definition The semantics of an open program M = (Ω, P) in a given institution L (either HCL or DLP), Sem(Μ)
, is the free functor F: Mod(Ω,∆) → Mod(P), associated to the inclusion (Ω, ∆) ∑ P in the corresponding institution. When dealing with open programs whose semantics is persistent, compositionality of our semantics with respect to Ω-union is a direct consequence of the fact that the institution has free extensions. However, in the general case, we have to use the more complex construction of generalized free extension:
It must be noted that, in general, the semantics of M is not a persistent functor. A common situation is the case when an open program defines an open predicate, for instance if M is Ω={p} and P={p(a).}, we will have F(∆)={p(a)} but F(∆)|
Theorem (Compositionality of
where Sem'(M1) and Sem'(M2) are the generalized extensions of Sem(M1) and Sem(M2) via the inclusions (Ω1, ∆) ∑ (Ω, ∆) and (Ω2, ∆) ∑ (Ω, ∆), respectively, and F1 and F2 are the generalized extensions of Sem'(M1) and Sem'(M2) via the inclusions (Ω, ∆) ∑ (Ω1∪Π2, C2) and (Ω, ∆) ∑ (Ω2∪Π1, C1), respectively, where Ω = Ω1∪Ω2.
Proof Let F be the free functor associated to the inclusion (Ω, ∆) ∑ P1 ∪ P2. Since free functors are closed under composition, we know that F1 ∑ Sem'(M2) (and F2 ∑ Sem'(M1)) is free. On the other hand, since all free constructions are naturally isomorphic then F coincides with F1 ∑ Sem'(M2) (and with F2 ∑ Sem'(M1)). "
It must be noted that the above theorem really proves the compositionality of Sem with respect to Ω-union, in the sense that the meaning of M1 ∪ Ω M2 is defined in terms of the meaning of M1 and M2, since the generalized extension of free functor F via an inclusion i, is uniquely determined by F and i.
On the other hand, full abstraction is a consequence of the fact that free constructions are unique up to natural isomorphism: 
Theorem
"
This theorem may be seen as an abstract and more general formulation of a result in [16] . In particular, in that paper it is shown that, if we consider as the semantics of an open program (Ω, P) the function (Γ P +id) ω , where Γ P denotes the immediate consequence operator associated to P, then this semantics is fully abstract with respect to composition with programs whose predicates are included in Ω. The reason is that, by construction, given any set of Ω-atoms A, Sem(M2)(A) = (Γ P +id) ω (A).
Let us now compare these results with the ones presented in [2] . According to [2] , the semantics of M, O Ω (M), is defined as a set of clauses having in their tails predicates from Ω only. This set is defined as consisting of the limits of all resolution derivations over the original program enriched (because of technical reasons) by new clauses of the form p(X):-p(X)., for every predicate p in Ω. It must be noted that we may consider this semantics as being defined in DLP.
The reason is that the semantics of an Ω-open program P where Ω is empty would coincide with S P , i.e the initial model associated to P in DLP.
Definition (Ω-compositional computed answer substitution semantics [2])
Let M be the Ω-open program (Ω, P), and let R be a fair selection rule. Then the semantics of M is defined as:
O Ω (M) = { a :-a 1 ,..,a n / p(X 1 ,...,X k ) θ¨P ,R b 1 ,..,b m γ¨P *,R a 1 ,..,a n , X 1 ,...,X k are distinct variables, a = p(X 1 ,...,X k )θγ and the predicates in a 1 ,..,a n are in Ω } where P*= P ∪ Id Ω where Id Ω = {p(X 1 ,...,X n ) :-p(X 1 ,...,X n ) / p ∈ Ω}. 
This semantics is shown to be compositional with respect to
The problem is that their semantics is too concrete, in the sense that two open programs defining the same free construction may have different semantics according to [2] Sem(M1)(A) = Sem(M2)(A), i.e. that the minimal models of P1∪A and P2∪A coincide. We know that an atom a is in the minimal model of P1∪A iff p(X 1 ,...,X k ) θ¨P 1∪A C and a = p(X 1 ,...,X k )θ. Now, because of the independence of the selection function, we know that p(X 1 ,...,X k ) θ¨P 1∪A C iff there are atoms a 1 ,..,a n such that p(X 1 ,...,X k ) θ1¨P 1 a 1 ,..,a n θ2¨A C and θ1θ2 = θ. But if O Ω (M1) = O Ω (M2) this means that p(X 1 ,...,X k ) θ1¨P 1 a 1 ,..,a n iff p(X 1 ,...,X k ) θ1¨P 2 a 1 ,..,a n and, as a consequence, p(X 1 ,...,X k ) θ¨P 1∪A C iff p(X 1 ,...,X k )
To prove that the converse is not true, it is enough to consider the programs P1 and P2 of the previous counter-example. "
One may ask which kind of concrete semantics (i.e. defined in terms of sets of clauses) would be equivalent to the free functor semantics defined above and, as a consequence, would be compositional and fully abstract with respect to Ω-union. A possible answer is given in the definition and theorem below:
Definition Let M be the Ω-open program (Ω, P). Then the semantics of M is defined as:
Q Ω (M)={a :-a 1 ,..,a n /∀A∈Mod(P), A E a:-a 1 , a 2 ,..., a n and the predicates in a 1 ,..,a n are in Ω}
Theorem Given two open programs M1 = (Ω, P1), M2 = (Ω, P2) then
Proof Let us assume that Q Ω (M1) = Q Ω (M2) we have to prove that for every A in Mod(Ω) Sem(M1)(A) = Sem(M2)(A). Again, if p(X 1 ,...,X k ) θ¨P 1∪A C this means that there are atoms a 1 ,..,a n such that p(X 1 ,...,X k ) θ1¨P 1 a 1 ,..,a n θ2¨A C and θ1θ2 = θ which implies that p(X 1 ,...,X k )θ1 :-a 1 ,..,a n is in Q Ω (M1) and, as a consequence, in Q Ω (M2). Now, this means that Mod(P2)E p(X 1 ,...,X k )θ1 :-a 1 ,..,a n .
and, in particular, Sem(M2)(A)E p(X 1 ,...,X k )θ1 :-a 1 ,..,a n .
but, if a 1 ,..,a n θ2¨A C then {a 1 ,..,a n }θ2 ∑ A. Therefore, p(X 1 ,...,X k )θ1θ2 ∈Sem(M2)(A).
Conversely, assume that Sem(M1) = Sem(M2) and a :-a 1 ,..,a n is in Q Ω (M1). Let us suppose that a :-a 1 ,..,a n is not in Q Ω (M2). This means that there is a model A in Mod(P2) such that there exist a 1 ',a 2 ',...,a n ' in A, with θ∈ mgu{(a 1 ,a 1 '),...,(a n ,a n ')}, but θa∉A. Now, since A is already a model of P2, A = Sem(M2)(A) = Sem(M1)(A). But this means that θa∉Sem(M1)(A). However, this is not possible since if Sem(M1)(A) E a:-a 1 , a 2 ,..., a n and a 1 ',a 2 ',...,a n ' are in A (and therefore in Sem(M1)(A)), with θ∈mgu{(a 1 ,a 1 '),...,(a n ,a n ')} then we must have θa∈Sem(M1)(A) "
A different way of showing that Q Ω is just a concrete version of the free functor semantics defined above would consist in showing that the category having, as objects, sets of clauses closed up to logical consequence satisfying that the predicates in the tail are in Ω and having inclusions as morphisms, and the category having free constructions (associated to inclusions of this kind) as objects and natural transformations as morphisms are isomorphic. Moreover, the corresponding isomorphism Φ would be compatible with Ω-union in the sense that Φ(Q Ω (M1∪ Ω M2) would coincide with the free construction associated with the inclusion (Ω, ∆) ∑ P1∪P2.
Standard Union of Logic Programs
In order to study the operation of union of logic programs, we may note that a definite logic program P=(Π, C) may be seen as a special kind of Ω-open logic program where Ω = Π, i.e. where all predicates are considered open. In this case, Ω-union and standard union coincide. Then, full abstraction and compositionality with respect to union of the given semantics are just a consequence of the results from the previous subsection.
Definition
The semantics of a program P = (Π, C), Sem(P), is the free functor F: Mod(Π,∆) → Mod(P), associated to the inclusion (Π, ∆) ∑ P.
It may be noted that, in this case, the semantics of P is never a persistent functor.
DefinitionּLet P1 = (Π1, C1
) and P2 = (Π2, C2) be programs, the standard union of P1 and P2, P1∪ P2, is the program (Π1∪ Π2, C1∪ C2).
It must be noted that P1∪ P2 coincides with the result of the following pushout diagram in the category of programs of the underlying institution: P1 P2 P1 P2 ∪
P1 P2 ∩
Now, the following results are easy consequences of Theorems 4.1.4 and 4.1.5:
Theorem
The semantics of P1∪ P2 can be obtained as:
where Π = Π1∪Π2. Sem'(P1) and Sem' (P2) are the generalized extensions of Sem(P1) and Sem(P2) via the inclusions (Π1, ∆) ∑ (Π, ∆) and (Π2, ∆) ∑ (Π, ∆), respectively, and F1 and F2 are the generalized extensions of Sem'(P1) and Sem'(P2) via the inclusions (Π, ∆) ∑ (Π, C2) and (Ω, ∆) ∑ (Π, C1), respectively:
Given two programs P1 and P2, Sem(P1)=Sem(P2) iff for every P Sem(P∪P1) = Sem(P∪P2) iff for every P T P∪P1 = T P∪P2 .
where T P denotes the initial model of P in the corresponding institution, i.e. if the underlying institution is HCL then T P is the minimal Herbrand model of P, T P = M P . On the other hand, if the underlying institution is DLP then T P = S P .
Let us now compare our results with the ones obtained in [18] for this operation. In that paper, the semantics associated to a logic program P, Sem l (P),is defined as the set of all minimal clauses which are a logical consequence of P:
Definition (Set of minimal clauses [18])
Let C be a class of clauses on a signature Π. A clause c in C, c = a:-a 1 ,..,a n , is minimal in C if:
-c is not a tautological clause: a ≠ ai for each i=1,..,n.
-for each c' = a':-a 1 ',..,a m ' in C: [ a=a' å {a 1 ',..,a m '} ∑ {a 1 ,..,a n ,}] ˜ [{a 1 ,..,a n ,} ∑ {a 1 
Definition (Logic semantics for logic programs [18])
The semantics of a program P, Sem l (P), is the set of minimal consequence of P, where a minimal consequence of P is a consequence which is minimal in the class of all consequences of P.
Theorem (Full abstraction [18])
Given two programs P1 and P2, Sem l (P1) = Sem l (P2) iff for every program P M P∪P1 = M P∪P2 .
In our framework, their results can be seen as obtained in the institution of Horn Clause Logic (HCL), since the basic observation criteria used for defining full abstraction is defined in terms of the set of ground atoms which are a logical consequence of the program. Now, in this context, the semantics of a logic program P=(Π,C), as defined above, can be seen as a specific representative of the free construction associated to the inclusion (Π, ∆) ∑ (Π,C) in the institution HCL. Then, the full abstraction results of [18] are just a consequence of the results from subsection 4.1 applied to the institution HCL. On the other hand, according to our results, compositionality of the semantics with respect to union is also a consequence of results from subsection 4.1.
Theorem
Given two programs P1 and P2 we have that Sem l (P1) = Sem l (P2) iff Sem(P1) = Sem(P2) in HCL.
Proof Trivially, according to Theorem 4.2.4 we know that Sem(P1)=Sem(P2) iff for every P M P∪P1 = M P∪P2 . But, according to the previous theorem we know that for every P M P∪P1 = M P∪P2 iff Sem l (P1) = Sem l (P2). "
Corollary
Sem l is compositional.
Composition of Logic Modules
A logic module, as presented in [18] , is seen as a program with import and export interfaces, M = (I, E, In, P), where P = (Π,C) is a logic program, I is the set of imported predicates (which are used but not defined in P), E is the set of exported predicates (i.e. predicates which are defined in P and are visible outside the module, disjoint from I) and In = Π\(I∪E) is the set of internal predicates (i.e. predicates which are defined in P but can not be used outside the module). Now, in our context, we can see a logic module as an I-open program with an additional export interface. In particular the existence of this interface means that we are not interested in everything that is defined in the module but only in what is "exported". This leads us to define the semantics of a module as the composition of two functors: a free functor associated to the inclusion (Ι, ∆) ∑ P and a forgetful functor associated to the inclusion (Ε, ∆)∑P: (Ι, ∅) (Ε, ∅)
Definition
It must be noted that, in this case, the free functor F s is always a persistent functor but the semantics of M in general is not a free construction. Now, in [18] composition of logic modules is defined as follows:
Definition (Composition of logic modules)
Given the logic modules M1=(I1, E1, In1, P1) and M2=(I2, E2, In2, P2), with P1 = (Π1, C1) and P2 = (Π2, C2), the composition is defined to be the module M1∪ LM M2 = (I3, E3, In3, P3), where I3 = (I1∪I2)\(E1∪E2), E3 = E1∪E2, In3 = In1∪In2 and P3 = P1∪P2, if In1∩Π2=∅, In2∩Π1=∅ and E1∩E2=∅.
Unfortunately, in this case it seems impossible to obtain general (institution independent) compositionality and full abstraction results for this kind of compositions. The problem is the circularity or mutual recursion that may occur when composing two modules M1 and M2: M1 may import definitions from M2 in order to define some exported predicates that, in turn, may be imported by M2 to define the predicates imported by M1. In particular, whether it is possible to have compositionality for this kind of recursive composition of modules is an open problem [9] .
As a consequence, one may consider that this is a case of weakness of this kind of general methods since, in [18] , Gaifman and Shapiro were, at least, able to prove full abstraction. Actually, we do not agree with this conclusion: we believe that the impossibility of applying general methods is a reason to doubt about the adequacy of this composition operation. In particular, in this case, we may consider this operation inadequate because it is not correctness preserving for some notions of correctness. For instance, consider the slightly more general framework of definite logic programs with equality. In this case, the property of persistency of modules is not preserved through composition [9] . Also, consider that in the framework of this paper (i.e. definite logic programs without equality) we are interested in reasoning about termination as a correctness condition. Then, composition of modules do not preserve termination, as the following simple counter-example shows:
Let M1 be the module (I1, E1, In1, P1) where I1 = {q}, E1 = {p}, In1 = ∆ and P1 = {p(X) :-q(X).}. We may consider that this module defines a predicate p (in terms of an imported predicate q) which is terminating (provided that q is terminating). Similarly, let M2 be the module (I2, E2, In2, P2) where I2 = {p}, E2 = {q}, In2 = ∆ and P2 = {q(X) :-p(X).}. Again, we may consider that this module defines a predicate q (in terms of p) which is terminating (provided that p is terminating). Since both modules define terminating predicates (provided the imported predicates are terminating) we could expect that the predicates defined in the composition of the two modules would also be terminating (provided the imported predicates are terminating). However, this is obviously false since the composition of M1 and M2 is the module M3 = (I3, E3, In3, P3) where I3 = ∆, E3 = {p,q}, In3 = ∆ and P3 = {p(X) :-q(X)., q(X) :-p(X).} Actually, in software engineering, most methodologies for modular software development only allow the development of systems where modules are organized into strict hierarchies, forbidding this kind of circularities. In our framework, if we restrict this kind of mutual recursion we can provide compositionality and full abstraction results without problems: 4.3.3 Definition (Non-recursive composition of logic modules) Given the logic modules M1=(I1, E1, In1, P1) and M2=(I2, E2, In2, P2), with P1 = (Π1, C1) and P2 = (Π2, C2), the composition is defined to be the module M1∪ NR M2 = (I3, E3, In3, P3), where I3 = (I1∪I2)\E2, E3 = E1∪E2, In3 = In1∪In2 and P3 = P1∪P2, if In1∩Π2=∅, (In2∪E2)∩Π1=∅ and E1∩E2=∅.
It must be noted that P1∪ P2 is the pushout of the following diagram:
where all the arrows are inclusions and I1' = I1∩E2. On the other hand, E1∪E2 can be seen as the coproduct of E1 and E2, i. e. the pushout of the following diagram:
where, again, all the arrows are inclusions
Theorem
The semantics of M1 ∪ NR M2 can be obtained as the result of the following amalgamation:
For every A in Mod(I1"∪I2):
where A2 = Sem(M2)(A| I2 ) and I1" = I1\I1'. For homomorphisms in Mod(I1"∪I2) Sem(M1∪ NR M2) is defined similarly.
Proof By the uniqueness properties of amalgamation, it is enough to prove that for every A in Mod(I1"∪I2):
Consider the following diagram, where (1) and (2) are pushouts:
and consider the corresponding diagram of model classes, where F1, F2, F1' and F2' are free functors and the rest of the arrows correspond to forgetful functors:
According to definition 4.3.1, the semantics of M1∪ NR M2 is defined as V v ∑F s , where v and s are, respectively, the inclusions (E1∪E2,∆) ∑ P1∪P2 and (I1"∪I2, ∆) ∑ P1∪P2. Now, F s = F1'∑F2', therefore we have to prove that:
and similarly for homomorphisms in Mod(I1"∪I2). Let us prove (a):
Since forgetful functors commute, we have that
Now, since F1 is persistent this means that F1' is also persistent and, as a consequence:
But, since F2' is the extension of F2: On the other hand, b2) is also easy to prove since, by the persistency of F2':
The proof for homomorphisms is similar. Finally, let us assume that for every M=(I, E, In, P) (T P∪P1) | E∪E1 = (T P∪P2) | E∪E2 and let A be an I-Herbrand structure. Then Sem(M1)(A) = (T P∪P1) | E∪E1 = (T P∪P2) | E∪E2 = Sem(M2)(A), where M is the module (∆, I, ∆,P), where P is the program (I, A)."
Let us now compare our results with the ones obtained in [18] with respect to the non-recursive composition operation defined above. The semantics of M, Sem LM (M), is defined in [18] as the set of all minimal I/E-clauses which are a logical consequence of P, where an I/E-clause is a clause having an exported predicate in the head and only imported predicates in the tail. (Logic semantics for logic modules [18] ) The semantics of a logic module M = (I, E, In, P), Sem LM (M), is the set of minimal I/E-consequence of M, where a minimal I/E-consequence of M is a minimal consequence of program P where all predicates in the body are from I and the predicate in the head is from E.
Definition
In this case, it is also proved that the semantics is fully abstract with respect to the observations induced by module composition (a form of union) but, again, it is not proved to be compositional.
Theorem (Full abstraction [18])
Given two modules M1=(I1, E1, In1, P1) and M2=(I2, E2, In2, P2), with I1 = I2 and E1 = E2, then Sem LM (M1)=Sem LM (M2) iff for every M such that M∪ NR M1 and M∪ NR M2 are defined, (M P∪P1) | E∪E2 = (M P∪ P2) | E∪E2 , where M is the minimal Herbrand structure satisfying P.
As in the previous section, the fact that our semantics and the semantics defined in [18] are both fully abstract imply that they are equivalent and as a consequence Sem LM is compositional:
Theorem
Given two modules M1 and M2 then Sem LM (M1)=Sem LM (M2) iff Sem(M1) = Sem(M2) in HCL.
Corollary
Sem LM is compositional with respect to ∪ NR .
Compositional semantics for other classes of logic programs
In this section we briefly describe the extension of previous results to more general classes of logic programs. In particular, we consider the classes of logic programs with constraints, logic programs with equality and logic programs with negation. It must be taken into account that the results in section 3 are very general. Actually, they apply to any class of logic programs as far as we are able to prove the properties mentioned in theorem 3.1.3 for the underlying institution.
Logic programs with constraints
The application of the results in section 3 to logic programs with constraints over a predefined structure [20] poses no problem. In particular, the properties of institutions and specification frames where some symbols are interpreted over a predefined structure (initial constraints , in algebraic terminology) has already been studied by a number of authors (see, e.g. [6, 14] ). Actually, the connection between CLP and initial constraints was already exploited in [17] .
Definition
Let SF = (Spec L , Mod: Spec L → Cat op ) be a specification frame and let E be a predefined structure constraining SF in the sense that E is equipped with a functor Mod E : Spec L → Cat op satisfying: 1) For every SP in Spec L , Mod E (SP) ∑ Mod(SP)
2) For every h: SP1 → SP2 in Spec L , A2∈Mod E (SP2) iff V h (A2)∈Mod E (SP1) then, the induced specification frame over E, SF(E), is defined as (Spec L , Mod E ).
The key result that we can use for our purposes is the following one (a more general version of this result can be found, for instance, in [6] ):
Theorem
If SF has pushouts, amalgamations and free extensions then for any E, SF(E), also has pushouts, amalgamations and free extensions.
This means that for any predefined structure E, DLP(E) (and also HCL(E)) has pushouts, amalgamations and free extensions. Then to prove that DLP(E) has generalized free extensions we have to prove that it has free constructions and that there are pushouts in all model categories. With respect to free constructions, there is no problem because specification morphisms in DLP(E) are consistent [9] , which means that they have an associated free construction. On the other hand, the existence of pushouts in all model categories is true for DLP(E), when E is some predefined data type (e.g. the reals).
Definite logic programs with equality
The institution of Horn Clause Logic with Equality HCLE is also well known in the area of algebraic specification. In particular, it is known that it satisfies all the required properties for applying the results of section 3. However, if we consider that HCLE is not the right institution for defining the semantics of logic programs with equality, then we may define a new institution DLPE of definite logic programs with equality, following the ideas from the definition of DLE.
Normal logic programs
Extending our results to the case of logic programming with negation is, in principle, quite more difficult. There are two problems to solve to apply our methods to this case. The first one has to do with the non-monotonic character of negation in logic programming,since institutions and specification frames are meant for describing, at an abstract level, logics which are, in a sense, monotonic. Nevertheless, we think that this problem can be solved by handling negative literals as constraints. This seems to be equivalent to some forms of constructive negation ( [5, 26] ).
The second problem is of more technical nature and refers to proving that such an institution satisfies the structural properties of theorems 3.1.3 and 3.2.3. In particular, we may doubt about the existence of free constructions since it has been proved that Horn logic with equality is the most expressive logic that has free constructions.
