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Résumé – Aujourd’hui, les méthodes de représentation locale d’images ont montré leur efficacité dans de nombreux problèmes de vision par
ordinateur (indexation d’images, reconnaissance de visages, catégorisation d’objets, etc.). Dans ces méthodes, les images ne sont plus considérées
dans leur globalité mais seules quelques zones saillantes (i.e. perceptuellement importantes) sont prises en compte pour représenter le contenu
visuel. L’extraction de caractéristiques pertinentes et discriminantes au sein de ces zones est alors essentielle. Dans le cas particulier où ces zones
sont assimilées à des points d’intérêt et en observant que ces points d’intérêt sont situés sur les singularités de l’image, il peut être intéressant de
décrire de façon fiable et robuste ces singularités. Dans ce papier, nous présentons un nouveau descripteur local utilisant la décomposition sur
une base d’ondelettes fovéales permettant de caractériser l’orientation et la régularité des singularités présentes dans une zone saillante. Nous
montrons, par le biais de deux applications phares (classification supervisée d’images naturelles et reconnaissance de visages) que ce descripteur
obtient des résultats encourageants et est même capable de supplanter les descripteurs de l’état de l’art généralement utilisés pour caractériser les
singularités.
Abstract – Nowadays, methods based on a local image representation have shown their efficiency in many computer vision tasks such as image
indexing, face recognition or object categorization. In these methods, the images are no more considered as a whole but only a limited set of
salient zones are used to represent the visual content. Feature extraction in these regions are then a key step in order to provide a robust and
discriminative image signature. In the particular case where the salient zones are represented by points of interest and by observing that these
points are located on image singularities, it can be interesting to describe these singularities. In this paper, we propose a new local descriptor
that uses the decomposition of the signal on a foveal wavelet basis allowing to describe the orientation and regularity of singularities appearing
in a salient region. We then show, by implementing two key applications (natural image classification and face recognition) that the proposed
descriptor reaches good results and is even able to outperform classical descriptors generally used to describe singularities.
1 Introduction
Les travaux psychovisuels de Biederman [1] ont montré que
le système visuel humain n’utilise pas toute l’information conte-
nue dans une image pour l’analyser. S’inspirant de ces observa-
tions, de nombreux problèmes de vision par ordinateur (indexa-
tion d’images, reconnaissance d’objets et de visages, etc.) ont
été traités en représentant les images de façon éparse c’est-à-
dire en se concentrant uniquement sur quelques zones considé-
rées comme perceptuellement importantes [5, 8, 9, 15]. Contrai-
rement aux approches globales pour lesquelles une signature
unique est calculée en considérant tous les pixels de l’image
avec la même importance, ces approches, qualifiées d’approches
locales, représentent le contenu de l’image par un ensemble de
signatures locales calculées au voisinage de points saillants (i.e.
perceptuellement importants).
La détection de ces points a fait l’objet de nombreuses recherches
et de nombreuses solutions existent [2, 6, 8]. Comme le montre
la figure 1, les points saillants détéctés ont la particularité d’être
généralement localisés dans les zones de fort contraste et donc
sur les singularités de l’image.
A partir de cette observation, il semble alors intéressant de
décrire et d’utiliser l’information portée par ces singularités
dans le cadre d’un système de reconnaissance basé sur les points
saillants. En effet, l’information essentielle d’un signal mono-
FIG. 1 – Régions de taille 7x7 centrées sur les points saillants
dimensionnel ou bidimensionnel se trouve souvent contenue
dans les structures singulières et la description de celles-ci a
déja été envisagée dans [12, 13]. De plus, les ondelettes de Ga-
bor [4], les jets locaux [15] ainsi que le desripteur SIFT [10]
s’intéressent également à la caractérisation des singularités.
Dans cet article, nous proposons d’utiliser la théorie des onde-
lettes fovéales développée dans [11] afin de caractériser l’orien-
tation et la régularité des singularités présentes dans une région
d’intéret centré sur un point saillant. Cette description sera en-
suite utilisée dans deux types d’applications : la classification
supervisée d’images naturelles et la reconnaissance de visages.
2 Description fovéale des singularités
2.1 Rappels sur les singularités
L’étude de la régularité d’une fonction est très importante
puisque c’est souvent les singularités de celle-ci qui portent
l’information essentielle (les contours dans une image par exemple).
Une fonction           est dite singulière en 
 
   si elle
n’est pas derivable en 
 
. Afin de mesurer précisément la régu-
larité d’une fonction en tout point de son domaine de définition,
on mesure sa régularité Lipschitzienne en chacun de ces points.
Cette notion est rappelée dans la définition suivante :
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2.2 Les ondelettes fovéales
Les ondelettes fovéales ont été introduites récemment par
Mallat dans [11] et sont constituées des dilatations dyadiques
d’une ondelette symétrique 

 
et d’une ondelette antisymé-
trique 

 
centrées sur un point 
 
que l’on nomme la fo-
véa. Elles fournissent une base orthonormale aux espaces fo-
véaux qui sont constitués de fonctions dont la résolution décroît
linéairement lorsque l’on s’éloigne de la fovéa. Leur théorie
s’inspire du fait que la vision humaine est plus précise au ni-
veau de la fovea. Ces bases d’ondelettes fovéales peuvent être
obtenues à partir de fonctions splines comme illustré sur la fi-
gure 2.
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FIG. 2 – Bases d’ondelettes fovéales obtenues à partir de
splines d’ordre 0, d’ordre 1 et d’ordre 2.
Il a été montré dans [11] que ces ondelettes sont particulière-
ment bien adaptées pour reconstruire et caractériser les singula-
rités d’une fonction monodimensionelle. En effet, le théorème
suivant a été démontré dans [11] :
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les échelles donne donc une information importante sur la ré-
gularité Lipschitzienne locale d’une fonction   en 
 
.
Nous avons donc choisi d’utiliser cette quantité afin de carac-
tériser une région d’intérêt. Toutefois, la théorie des ondelettes
fovéales étant applicable dans le cadre d’un signal monodimen-
sionel, il convient de l’adapter pour l’utiliser dans le cadre de la
caractérisation de l’orientation et de la régularité des singulari-
tés présentes dans une région d’intérêt, qui est par construction
bi-dimensionnelle.
2.3 Le descripteur fovéal
Le descripteur fovéal élaboré dans ce papier permet de ca-
ractériser l’orientation et la régularité des singularités présentes
dans le voisinage d’un point saillant.Pour ce faire,  signaux
1D   

(  	  
) d’orientation  sont extraits au voisi-
nage de chaque point saillant grâce à l’algorithme de Bresen-
ham [3]. Cette procédure est illustrée sur la figure 3.
FIG. 3 – Extraction de lignes d’orientation  par l’algorithme
de Bresenham.
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de ce voisinage est alors représenté par un
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Le processus décrit ci-dessus est répété pour  orientations


(  	     
) et  échelles 

(  	     
). On ob-
tient alors  imagettes d’énergie fovéale centrées sur chaque
point saillant.
Chaque région support (i.e. région centrée sur un point saillant)
comprenant  pixels est alors représentée par la moyenne  et
l’écart type  de ses énergies foveales :
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On obtient alors une signature  de taille  par région sup-
port définie par :
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Il est intéressant de constater que la construction de ce des-
cripteur est proche de celle proposée dans [14] pour la carac-
térisation des textures. Toutefois, il utilise de nouvelles bases
d’ondelettes qui s’avèrent être plus précises que les ondelettes
de Gabor comme nous le verrons dans la prochaine section.
3 Expérimentations
Dans cette section, nous proposons d’étudier le pouvoir des-
criptif et discriminant de notre descripteur fovéal dans le cadre
de deux applications : la classification supervisée d’images na-
turelles et la reconnaissance de visages.
3.1 Classification supervisée d’images naturelles
Dans cette application, nous avons choisi d’utiliser le détec-
teur de points saillants mis en place dans nos précédents tra-
vaux [8] afin de détecter les zones sur lesquelles le descripteur
fovéal doit être calculé. Comme mentionné dans [8], ce détec-
teur de points saillants est basé sur une décomposition en onde-
lettes et place donc les points sur les contours abrupts (i.e. les
singularités marquées) des images.
En ce qui concerne le paramétrage du descripteur fovéal, nous
avons choisi    orientations    échelles, nous donnant
ainsi une signature locale de taille 48 par point saillant. La dis-
tance 

a été utilisée pour comparer deux signatures fovéales.
Pour tester notre approche, nous avons choisi d’utiliser un échan-
tillon de la base d’images SIMPLICITY 1 comprenant cinq classes
représentant des catégories sémantiques proches (plages, bus,
éléphants, batiments, fleurs). Quelques images issues de cette
base sont présentées en figure 4.
FIG. 4 – Images issues de la base SIMPLICITY
1http ://wang.ist.psu.edu/ jwang/test1.tar
Les résultats présentés dans cette section ont été obtenues en
utilisant 250 images d’apprentissage (i.e. 50 images par classe)
et 250 images de tests. La classification a été effectuée au 
plus proches voisins avec   .
Les paramètres variables du descripteur concernent :
– la taille des régions support (i.e. du voisinage des points
saillants utilisé pour calculer la signature fovéale) ;
– l’ordre des splines utilisées pour déterminer la base d’on-
delettes (cf. section 2).
La figure 5(a) montre que la taille des régions supports in-
fluence peu le taux de classification et la figure 5(b) montre
des résultats de classification équivalents quelque soit l’ordre
de splines utilisées.
Comme nous l’avons mentionné précédemment, les ondelettes
de Gabor sont souvent utilisées dans la littérature pour carac-
tériser les singularités. De même, des ondelettes orientées ont
récemment été proposées [7] pour caractériser efficacement les
textures. La figure 5(c) compare notre descripteur fovéal à ces
deux autres types de descripteurs et montre que quelque soit le
nombre de points saillants utilisés pour représenter l’image, le
descripteur fovéal donne de biens meilleurs taux de classifica-
tion.
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FIG. 5 – Taux de classification en fonction du nombre de points
saillants détectés. Variation de la taille des régions support (a),
variation de l’ordre des splines (b) et comparaison avec le des-
cripteur de Gabor et les ondelettes orientées (c).
3.2 Reconnaissance de visages
Dans cette seconde application, nous avons choisi de tester le
pouvoir discriminant de notre descripteur fovéal sur une appli-
cation de reconnaissance de visages. Pour ce faire, nous avons
créé un modèle de visage dans lequel nous avons positionné
manuellement 20 points fiduciaux localisés sur des singularités
faciales. Chaque visage sera donc représenté par 20 signatures
fovéales de taille 48 (en utilisant 8 orientations et 3 échelles),
chacune d’elles étant calculée dans un voisinage de taille  
autour d’un des 20 points. Pour comparer deux signatures fo-
véales dans cette application, nous avons utilisé la distance co-
sinus.
Cette approche fait partie des techniques analytiques de recon-
naissance de visages, par opposition aux approches holistiques
considérant le visage dans sa globalité.
Pour tester notre approche, nous avons utilisé la base de vi-
sage FERET. Pour construire la gallerie (i.e. la base de connais-
sance), nous avons choisi le corpus fa de la base FERET, com-
prenant 1196 visages (un exemple par individu) photographiés
sous illumination normale et expression faciale neutre. Les re-
quêtes ont, quant à elle, été choisies dans le corpus fb représen-
tant des variations d’expressions faciales. Nous avons utilisé la
totalité du corpus fb, soit 1196 requêtes.
La figure 6 illustre les résultats obtenus par le descripteur fo-
véal pour l’application de reconnaissance de visage. Comme on
peut le voir, notre descripteur permet d’obtenir un taux de re-
connaissance d’environ 70% en ne considérant que le premier
visage retourné par le système.
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FIG. 6 – Taux de reconnaissance de visage en fonction du rang
des visages retournés par le système.
4 Conclusion
Dans cet article, nous avons présenté un descripteur utilisant
la théorie des ondelettes fovéales pour caractériser l’orienta-
tion et la régularité des singularités d’une image. Nous avons
montré son aptitude à discriminer le contenu des images dans
le cadre de deux applications différentes et nous travaillons
sur d’autres expérimentations, notamment pour améliorer la
reconnaissance des visages. Par exemple, l’utilisation d’autres
bases d’ondelettes fovéales (comme les ondelettes fovéales ré-
gulières à support minimum présentées dans [11]) semble être
une piste à suivre.
De plus, nous nous intéressons actuellement à l’implémenta-
tion d’un détecteur décrivant uniquement la répartition des orien-
tations et des coefficients de Lipschitz autour de chaque point
d’intérêt. Enfin, le calcul de l’échelle caractéristique associée
à chaque point d’intérêt semble inévitable pour améliorer les
résultats.
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