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HYPERSERIES IN THE NON-ARCHIMEDEAN RING OF
COLOMBEAU GENERALIZED NUMBERS
DIKSHA TIWARI AND PAOLO GIORDANO
Abstract. This article is the natural continuation of the paper: Mukham-
madiev A. et al Supremum, infimum and hyperlimits of Colombeau generalized
numbers in this journal. Since the ring ρR˜ of Robinson-Colombeau is non-
Archimedean, a classical series
∑+∞
n=0
an of generalized numbers an ∈ ρR˜ is
convergent if and only if an → 0 in the sharp topology. Therefore, this prop-
erty does not permit us to generalize several classical results, mainly in the
study of analytic generalized functions (as well as, e.g., in the study of sigma-
additivity in integration of generalized functions). Introducing the notion of
hyperseries, we solve this problem recovering classical examples of analytic
functions as well as several classical results.
1. Introduction
In this article, the study of supremum, infimum and hyperlimits of Colombeau
generalized numbers (CGN) we carried out in [11] is applied to the introduction of
a corresponding notion of hyperseries. In [11], we recalled that (xn)n∈N ∈ R˜
N is a
Cauchy sequence if and only if limn→+∞ |xn+1 − xn| = 0 (in the sharp topology).
As a consequence, a series of CGN∑
n∈N
an converges ⇐⇒ an → 0 (in the sharp topology) (1.1)
Once again, this is a well-known property of every ultrametric space, cf., e.g., [10].
The point of view of the present work is that in a non-Archimedean ring such as ρR˜,
the notion of hyperseries
∑
n∈ρN˜ an, i.e. where we sum over the set of hyperfinite
natural numbers ρN˜, yields results which are more closely related to the classical
ones, e.g. in studying analytic functions, sigma additivity and limit theorems for
integral calculus, or in possible generalization of the Cauchy-Kowalevski theorem
to generalized smooth functions (GSF; see e.g. [5]).
Considering the theory of analytic CGF as developed in [14] for the real case
and in [17] for the complex one, it is worth to mention that several properties have
been proved in both cases: closure with respect to composition, integration over
homotopic paths, Cauchy integral theorem, existence of analytic representatives uε,
a real analytic CGF is identically zero if it is zero on a set of positive Lebesgue
measure, etc. (cf. [17, 14] and references therein). On the other hand, even if in
[17], it is also proved that each complex analytic CGF can be written as a Taylor
2020 Mathematics Subject Classification. 46F-XX, 46F30, 26E30.
Key words and phrases. Colombeau generalized numbers, non-Archimedean rings, generalized
functions.
D. Tiwari has been supported by grant P 30407 of the Austrian Science Fund FWF.
P. Giordano has been supported by grants P30407 of the Austrian Science Fund FWF.
1
2 DIKSHA TIWARI AND PAOLO GIORDANO
series, necessarily this result holds only in an infinitesimal neighborhood of each
point. The impossibility to extend this property to a finite neighborhood is due to
(1.1) and is hence closely related to the approach we follow in the present article.
We refer to [11] for notions such as the ring of Robinson-Colombeau, subpoints,
hypernatural numbers, supremum, infimum and hyperlimits. In the present paper,
we focus only on examples and properties related to hyperseries, postponing those
about analytic functions, integral calculus and the Cauchy-Kowalevski theorem
to subsequent works. Once again, the ideas presented in the present article can
surely be useful to explore similar ideas in other non-Archimedean settings, such
as [2, 1, 16, 10, 9].
2. Hyperseries and their basic properties
Let (an)n∈N be an ordinary sequence of CGN in
ρ
R˜. Like in the Archimedean
case R, our aim is to reduce the notion of hyperseries to that of hyperlimit, and for
this reason, we consider two gauges ρ and σ. In order to accomplish this goal, we
first need to extend the sequence(
N ∈ N 7→
N∑
n=0
an ∈
ρ
R˜
)
: N −→ ρR˜ (2.1)
of partial sums with summands an ∈
ρ
R˜, n ∈ N, to the entire set σN˜ of hyperfinite
numbers. This problem is not so easy to solve: in fact, the sequence of represen-
tatives of zero: anε = 0 if ε ≤
1
n and anε = (1 − ε)
−n otherwise, where n ∈ N>0,
satisfies
Nε∑
n=0
anε =
Nε∑
n=⌈ 1ε⌉
(
1
1− ε
)n
∀ε ∈ (0, 1)R, (2.2)
but if Nε → +∞ this sum diverges to +∞ because
1
1−ε > 1; moreover, for suitable
Nε, the net in (2.2) is of the order of
(
1
1−ε
)Nε
, which in general is not ρ-moderate.
To solve this first problem, we have two possibilities: the first one is to consider a
Robinson-Colombeau ring defined by the index set N × I and ordered by (n, ε) ≤
(m, e) if and only if ε ≤ e. In this solution, moderate representatives are nets
(anε)nε ∈ R
N×I satisfying the uniformly moderate condition
∃Q ∈ N ∀0ε ∀n ∈ N : |anε| ≤ ρ
−Q
ε . (2.3)
Negligible nets are (anε)nε ∈ R
N×I such that
∀q ∈ N ∀0ε ∀n ∈ N : |anε| ≤ ρ
q
ε. (2.4)
Note that, with respect to the aforementioned directed order relation, for any prop-
erty P , we have
(∃(n0, ε0) ∈ N× I ∀(n, ε) ≤ (n0, ε0) : P {n, ε}) ⇐⇒ ∀
0ε ∀n ∈ N : P {n, ε} .
The main problem with this solution is that it works, for our problem related to
hyperseries, only if
∃Qσ,ρ ∈ N ∀
0ε : σε ≥ ρ
Qσ,ρ
ε . (2.5)
This limitation has two drawbacks: the first one is that we cannot consider divergent
hyperseries such as e.g.
ρ∑
n∈σN˜ n because n ≤ ρ
−Q
ε do not hold for all n ∈ N. The
second, more important, one is that we would like to apply [11, Thm. 33] to prove
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the convergence of hyperseries by starting from the corresponding converging series
of ε-representatives; however, [11, Thm. 33] do not allow us to get the limitation
(2.5) (and later, we will see that in general the limitation (2.5) is impossible to
achieve).
The second possibility to extend (2.1) to σN˜ is to say that hyperseries can be com-
puted only for representatives (anε)nε which are moderate over hypersums, i.e. to
ask
∀N ∈ σN˜ :
ni(N)ε∑
n=0
anε
 ∈ Rρ. (2.6)
For example, if k = [kε] ∈ (0, 1) ⊆
ρ
R˜, then (knε )n,ε is moderate over hypersums
(see also below Example 10); but also the aforementioned anε = n for all n ∈ N is
clearly of the same type if Rσ ⊆ Rρ.
However, if an = [anε] = [a¯nε] for all n ∈ N are two sequences which are mod-
erate over hypersums, does the equality
[∑ni(N)
ε
n=0 anε
]
=
[∑ni(N)
ε
n=0 a¯nε
]
hold? The
answer is negative: let anε := 0 if ε <
1
n+1 and anε := 1 otherwise, then [anε] = 0
are representatives of zero, but the corresponding series is not zero:
∀N = [Nε] ∈
ρ
N˜ :
Nε∑
n=0
anε =
Nε∑
n=⌈ 1ε⌉−1
1 = Nε −
⌈
1
ε
⌉
+ 2. (2.7)
Note that both examples (2.2) and (2.7) show that in dealing with hypersums, also
the values anε for “ε large” may play a role. We can then proceed like for (2.6) by
saying that (anε)n,ε ∼σρ (a¯nε)n,ε if
∀M,N ∈ σN˜ :
 ni(M)ε∑
n=ni(N)
ε
(anε − a¯nε)
 ∼ρ 0. (2.8)
The idea of this second solution is hence to consider hyperseries only for rep-
resentatives which are moderate over hypersums modulo the equivalence relation
(2.8).
In the following definition, we will consider both solutions:
Definition 1. The quotient set
(
R
N×I
)
σρ
/ ∼σρ=:
ρ
R˜σ of the set
(
R
N×I
)
σρ
of nets
which are σ, ρ-moderate over hypersums (i.e. such that (2.6) holds) by σ, ρ-negligible
nets (i.e. such that (2.8) holds) is called the space of sequences for hyperseries. Nets
of RN×I are denoted as (anε)n,ε or simply as (anε); equivalence classes of
ρ
R˜σ are
denoted as (an)n = [(anε)n,ε] = [anε] ∈
ρ
R˜σ.
The ring of Robinson-Colombeau defined by the index set N × I and ordered as
specified above is denoted as ρR˜u. The letter ’u’ recalls that in this case we are
considering uniformly moderate (and negligible) sequences. We recall that ρR˜u is a
ring with respect to pointwise multiplication (an)n · (bn)n = [(anε · bnε)nε]. When
we want to distinguish equivalence classes in these two quotient sets, we use the
notations
(an)n = [anε]s ∈
ρ
R˜σ, {an}n = [anε]u ∈
ρ
R˜u.
Note explicitly that, on the contrary with respect to ρR˜σ, the ring
ρ
R˜u depends on
only one gauge ρ.
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It is well-known that there is no natural product between two ordinary series
in R and involving summations with only one index set in N. This is the main
motivation to consider only a structure of ρR˜-module on ρR˜σ and, later, the natural
Cauchy product between hyperseries:
Theorem 2. ρR˜σ is a quotient
ρ
R˜-module.
Proof. The closure of the set of σ, ρ-moderate nets over hypersums, i.e. (RN×I)σρ ={
(anε) | ∀N ∈
σ
N˜ :
(∑ni(N)ε
n=0 anε
)
∈ Rρ
}
with respect to pointwise sum (anε+bnε)
and product (rε) · (an,ε) = (rε ·an,ε) by (rε) ∈ Rρ follows from similar properties of
the ring Rρ. Similarly to the case of
ρ
R˜, we can finally prove that the equivalence
relation (2.8) is a congruence with respect to these operations. 
By analyzing when the constant net (1) is moderate over hypersums, we discover
the relation (2.5) between the gauges σ and ρ:
Lemma 3. The constant net (1) ∈ (RN×I)σρ, i.e. it is σ, ρ-moderate over hyper-
sums, if and only if
∃Qσ,ρ ∈ N ∀
0ε : σε ≥ ρ
Qσ,ρ
ε ,
i.e. if and only if Rσ ⊆ Rρ. We write σ ≥ ρ
∗ whenever this condition holds.
Proof. If (1) ∈ (RN×I)σρ, we set Nε := int(σ
−1
ε )+1, so that we get σ
−1
ε ≤
∑Nε
n=0 1 =
Nε ≤ ρ
−Qσ,ρ
ε for some Qσ,ρ ∈ N, i.e. σ ≥ ρ
∗. Vice versa, if σε ≥ ρ
Qσ,ρ
ε for all ε ≤ ε0,
then
∣∣∣∑ni(N)εn=0 1∣∣∣ = ni(N)ε ≤ σ−Rε ≤ ρ−R·Qσ,ρε for some R ∈ N, because N ∈ σN˜. 
One could argue that we are mainly interested in converging hyperseries and
hence it is not worth considering the constant net (1). On the other hand, we
would like to argue in the following way: the hypersums N ∈ σN˜ 7→
∑N
n=0 1 ∈
ρ
R˜
can be considered, but they do not converge because 1 6→ 0. As we will see in
Lem. 13, this argumentation is possible only if σ ≥ ρ∗ and because of the previous
Lem. 3.
A first consequence of the condition σ ≥ ρ∗ is that if the net (anε) is uniformly
moderate, then it is also moderate over hypersums. Similarly, we can argue for the
equality, so that we have a natural map ρR˜u −→
ρ
R˜σ:
Lemma 4. If σ ≥ ρ∗ then
λ : [anε]u ∈
ρ
R˜u 7→ [anε]s ∈
ρ
R˜σ
is a well-defined ρR˜-linear map.
Proof. Assume that inequality in (2.3) holds for ε ≤ ε0, i.e.
∀ε ≤ ε0 ∀n ∈ N : |anε| ≤ ρ
−Q
ε . (2.9)
Using notations similar to those just used above, and for each ε ≤ ε0, using (2.9)
we have
∣∣∣∑ni(N)εn=0 anε∣∣∣ ≤ ni(N)ε · ρ−Qε ≤ σ−Rε · ρ−Qε ≤ ρ−R·Qσ,ρ−Qε . Moreover, if
[anε]u = 0 then ∣∣∣∣∣∣
ni(N)
ε∑
n=0
anε
∣∣∣∣∣∣ ≤ (ni(N)ε + 1) · ρqε
for ε small. Since ni(N)ε is σ-moderate and σ ≥ ρ
∗, this proves that the linear map
λ is well-defined. 
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Remark 5.
(i) Lem. 4 implies that both ρR˜ ⊆ ρR˜u and
ρ
R˜ ⊆ ρR˜σ via the embedding [xε] 7→
[(xε)n,ε].
(ii) If N ∈ σN˜ and (an)n = [anε] ∈
ρ
R˜σ, then aN := [aNε,ε] ∈
ρ
R˜, that is
any sequence (an)n ∈
ρ
R˜σ can be extended from N to the entire set
σ
N˜ of
hyperfinite numbers (with respect to σ). In fact, if (Nε) ∈ Nσ, then from
(an)n ∈
ρ
R˜σ we get the existence of Qi ∈ N such that
|aNε,ε| =
∣∣∣∣∣
Nε∑
n=0
anε −
Nε−1∑
n=0
anε
∣∣∣∣∣ ≤ ρ−Q1ε + ρ−Q2ε .
Finally, if (an)n = [anε] = [a¯nε] ∈
ρ
R˜σ, then directly from (2.8) with M = N
we get [(ani(N)
ε
,ε)n,ε] = [(a¯ni(N)
ε
,ε)n,ε] (note that it is to have this result that
we defined (2.8) using
∑ni(M)
ε
ni(N)
ε
instead of
∑ni(N)
ε
n=0 like in (2.6)). Therefore,
aN := [aNε,ε] ∈
ρ
R˜ is well-defined. In particular, this applies with N = n ∈ N,
so that any equivalence class (an)n = [(anε)n,ε] ∈
ρ
R˜σ also defines an ordinary
sequence (an)n∈N = ([anε])n∈N of
ρ
R˜. On the other hand, let us explicitly note
that if (an)n∈N = (a¯n)n∈N, i.e. if an = a¯n for all n ∈ N, then not necessarily
(2.8) holds, i.e. we can have (an)n 6= (a¯n)n as elements of the quotient module
ρ
R˜σ.
The following lemma shows that a sharply bounded sequence of ρR˜ always defines
a sequence for hyperseries, i.e. an element of ρR˜σ.
Lemma 6. Let (an)n∈N be a sequence of
ρ
R˜. If (an)n∈N is sharply bounded:
∃M ∈ ρR˜>0 ∀n ∈ N : |an| ≤M, (2.10)
then there exists a sequence (anε)n∈N of Rρ such that
(i) an = [anε] ∈
ρ
R˜ for all n ∈ N;
(ii) [anε]u ∈
ρ
R˜u;
(iii) If σ ≥ ρ∗, then [anε]s ∈
ρ
R˜σ.
Proof. Let M = [Mε] be any representative of the bound satisfying (2.10), so that
Mε ≤ ρ
−Q
ε for ε ≤ ε0 and for some Q ∈ N. From (2.10), for each n ∈ N we get
the existence of a representative an = [a¯nε] such that |a¯nε| ≤ Mε for ε ≤ ε0n ≤
ε0. It suffices to define anε := a¯nε if ε ≤ ε0n and anε := Mε otherwise to have
∀ε ≤ ε0 ∀n ∈ N : |anε| ≤ ρ
−Q
ε , so that [anε]u ∈
ρ
R˜u. If σ ≥ ρ
∗, we can then apply
Lem. 4. 
However, let us note that, generally speaking, changing representatives of an as
in the previous proof, we also get a different value of the corresponding hyperseries,
as proved by example (2.7).
We now prove that if (an)n ∈
ρ
R˜σ, then the hypersequence of partial sum is well-
defined:
Theorem 7. Let (an)n = [anε] ∈
ρ
R˜σ and let σ, ρ be two arbitrary gauges, then
the map
(M,N) ∈ σN˜2 7→
 ni(M)ε∑
n=ni(N)ε
anε
 ∈ ρR˜
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is well-defined.
Proof. ρ-moderateness directly follows from (an)n ∈
ρ
R˜σ; in fact:∣∣∣∣∣∣
ni(M)
ε∑
n=ni(N)
ε
anε
∣∣∣∣∣∣ =
∣∣∣∣∣∣
ni(M)
ε∑
n=0
anε −
ni(N)
ε
−1∑
n=0
anε
∣∣∣∣∣∣ ≤ ρ−Q1ε + ρ−Q2ε . (2.11)
Now, assume that (an)n = [a¯nε] is another representative. For q ∈ N, condition
(2.8) yields ∣∣∣∣∣∣
ni(M)ε∑
n=ni(N)
ε
anε −
ni(M)ε∑
n=ni(N)
ε
a¯nε
∣∣∣∣∣∣ ≤ ρqε
for ε small. 
We can finally define partial sums and hyperseries:
2.1. Definition and examples.
Definition 8. Let (an)n = [anε] ∈
ρ
R˜σ and let σ and ρ be two arbitrary gauges
then,
M∑
n=N
an :=
 ni(M)ε∑
n=ni(N)
ε
anε
 ∈ ρR˜ ∀N,M ∈ σN˜ (2.12)
Note that here we are using an abuse of notations since the term
∑M
n=N an actually
depends on the two considered gauges ρ, σ.
Moreover, we say that s is the sum of hyperseries with terms (an)n∈σN˜ if s is the
hyperlimit of the hypersequence N ∈ σN˜ 7→
∑N
n=0 an ∈
ρ
R˜. In this case, we write
s = ρ lim
N∈σN˜
N∑
n=0
an =:
ρ∑
n∈σN˜
an.
In other words, this means
∀q ∈ N ∃M ∈ σN˜ ∀N ∈ σN˜≥M :
∣∣∣∣∣
N∑
n=0
an − s
∣∣∣∣∣ < dρq. (2.13)
For the sake of brevity, when dealing with hyperseries or with hypersums, we always
implicitly assume that σ, ρ are two gauges and that (an)n ∈
ρ
R˜σ. As usual, we also
say that the hyperseries
ρ∑
n∈σN˜ an is convergent if
∃ ρ lim
N∈σN˜
N∑
n=0
an ∈
ρ
R˜;
Whereas, we say that a hyperseries
ρ∑
n∈σN˜ an diverges if
ρlimN∈σN˜
∑N
n=0 an does
not exist in ρR˜. More specifically, if ρ limN∈σN˜
∑N
n=0 an = +∞ (−∞), we say that
ρ∑
n∈σN˜ an diverges to +∞ (−∞).
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Remark 9. Similarly, if σ ≥ ρ∗, we can define a hypersum operator
∑M
n=N :
ρ
R˜u −→
ρ
R˜ as
∑M
n=N [anε]u =
[∑ni(M)ε
n=ni(N)
ε
anε
]
for all M , N ∈ σN˜, i.e. yielding the same
result as in Def. 8. In other words, if λ ([anε]u) =: (an)n ∈
ρ
R˜σ, then
∑M
n=N [anε]u =∑M
n=N an ∈
ρ
R˜. The character (convergent or divergent) of the corresponding
hyperseries is therefore identical. We could also say that σ ≥ ρ∗ and [anε]u ∈
ρ
R˜u
are sufficient conditions to get (an)n = [anε]s ∈
ρ
R˜σ and hence to start talking
about hyperfinite sums
∑M
n=N an and hyperseries
ρ∑
n∈σN˜ an. On the other hand, if
σ ≥ ρ∗ is false, we can still consider the space ρR˜σ and hence talk about hyperseries,
but the corresponding space ρR˜σ lacks elements such as (1)n because of Lem. 3. As
we will see in the following examples 10.3) and 10.6), the space ρR˜σ still contains
sequences corresponding to interesting converging hyperseries.
Example 10.
1) Let N = [Nε] ∈
σ
N˜, where Nε ∈ N for all ε, then
∑N
n=N an = [aNε,ε] = aN ∈
ρ
R˜.
We recall that aN = [aNε,ε] is the extension of (an)n ∈
ρ
R˜σ to N ∈
σ
N˜ (see (ii)
of Rem. 5).
2) For all k ∈ ρR˜, 0 < k < 1, we have (note that σ = ρ)
ρ∑
n∈ρN˜
kn =
1
1− k
. (2.14)
We first note that kn ≤ 1, so that {kn}n = [k
n
ε ]u ∈
ρ
R˜u. Now,
ρ∑
n∈ρN˜
kn = ρ lim
N∈ρN˜
N∑
n=0
kn = ρ lim
N∈ρN˜
1− kN+1
1− k
.
But kN+1 < dρq if and only if (N +1) log k < q log dρ. Since 0 < k < 1, we have
log k < 0 and we obtain N > q log dρlog k − 1. It suffices to take Mε := int
(
q log ρεlog kε
)
in the definition of hyperseries.
3) More generally, if k ∈ ρR˜, 0 < k < 1, we can evaluate[∣∣∣∣∣
Nε∑
n=0
knε
∣∣∣∣∣
]
=
[∣∣∣∣1− kNε+1ε1− kε
∣∣∣∣] ≤ 21− k ∈ ρR˜.
This shows that (kn)n = [k
n
ε ] ∈
ρ
R˜σ for all gauges σ. If we assume σ ≤ ρ
R
for some R ∈ R>0 (and we will denote this condition with σ ≤ ρ
∗) then
Mε := int
(
q log ρεlog kε
)
∈ Nσ and hence, proceeding as above, we can prove that
ρ∑
n∈σN˜ k
n = 11−k .
4) Let k ∈ ρR˜>0 be such that k >s 1 (see [11] for the relations >s and >s and,
more generally, for the language of subpoints), then the hyperseries ρ
∑
n∈ρN˜ k
n
is divergent to +∞. In fact, by contradiction, in the opposite case we would
have
∑N
n=0 k
n ∈ (s − 1, s + 1) for all N sufficiently large, but this is impos-
sible because for all fixed K ∈ ρR˜>0 and for N sufficiently large,
∑N
n=0 k
n =
ρlimN∈ρN˜
1−kN+1
1−k >s K because
ρ limN∈ρN˜ k
N+1 =s +∞.
5) For all x ∈ ρR˜ finite, we have
ρ∑
n∈ρN˜
xn
n! = e
x. We have |x| < M ∈ R>0 because
x is finite, and hence |xε| ≤ M for all ε ≤ ε0. Thereby
xnε
n! ≤
|xε|
n
n! ≤ e
M for all
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n ∈ N and thus
{
xn
n!
}
n
=
[
xnε
n!
]
u
∈ ρR˜u. For all N = [Nε] ∈
σ
N˜, Nε ∈ N, and all
ε, we have
Nε∑
n=0
xnε
n!
= exε −
+∞∑
n=Nε+1
xnε
n!
. (2.15)
Now, take N ∈ σN˜ such that MN+1 <
1
2 . We have
∣∣∣∑+∞n=Nε+1 xnεn! ∣∣∣ ≤∑n>Nε Mnn! ,
and for all n ≥ Nε
Mn+1
(n+ 1)!
≤
M
N + 1
Mn
n!
<
1
2
Mn
n!
< . . . <
1
2k
Mn−k
(n− k)!
< . . . <
1
2n+1
.
Therefore
∣∣∣∑+∞n=Nε+1 xnεn! ∣∣∣ ≤∑n>Nε 12n and hence ρ limN∈ρN˜ ∑+∞n=N+1 xnn! = 0 by
(2.14). This and (2.15) yields the conclusion.
6) In the same assumptions of the previous example, we have
[∣∣∣∑Nεn=0 xnεn! ∣∣∣] ≤ eM
and hence
(
xn
n!
)
n
=
[
xnε
n!
]
∈ ρR˜σ for all gauges σ. If σ ≤ ρ
R for some R ∈ R>0,
i.e. if σ ≤ ρ∗, proceeding as above, we can prove that ρ
∑
n∈σN˜
xn
n! = e
x.
Let σ = ρ and ω ∈ ρN˜ be an infinite number. If (an)n ∈
ρ
R˜σ, we can also think
at
∑ω
n=0 an as another way to compute an infinite summation of the numbers an.
In other words, the following examples can be considered as related to calculation
of divergent series:
5)
∑ω
n=1 1 = ω ∈
ρ
R˜ \ R.
6)
∑ω
n=1 n =
[∑ni(ω)
ε
n=1 nε
]
=
[
ni(ω)
ε
(ni(ω)
ε
+1)
2
]
= ω(ω+1)2 .
7)
∑ω
n=1(2n− 1) = 2
∑ω
n=1 n−
∑ω
n=1 1 = ω
2 because we know from Thm. 2 that
ρ
R˜σ is an
ρ
R˜-module.
8)
∑ω
n=1 (a+ (n− 1)d) = ωa+
ω2d
2 −
ωd
2 .
9) Using ε-wise calculations, we also have
∑ω
n=0(−1)
n = 12 (−1)
ω+1+ 12 . Note that
the final result is a finite generalized number of ρR˜, but it does not converge for
ω → +∞, ω ∈ ρN˜.
10) The net (2n)n,ε is not ρ-moderate over hypersums, in fact if ω =
[
int(ρ−1ε )
]
,
then
∑ωε
n=0 2
n−1 = 2ωε − 1, which is not ρ-moderate. Another possibility to
consider the function 2ω is to take another gauge µ ≤ ρ and the subring of σR˜
defined by
µ
ρR˜ := {x ∈
µ
R˜ | ∃N ∈ N : |x| ≤ dρ−N},
where here we have set dρ := [ρε]∼µ ∈
µ
R˜. If we have
∀N ∈ N ∃M ∈ N : dρ−N ≤ −M log dµ, (2.16)
then 2(−) : [xε] ∈
µ
ρR˜ 7→ [2
xε ] ∈ µR˜ is well defined. For example, if µε :=
exp
(
−ρ
1/ε
ε
)
, then µ ≤ ρ and (2.16) holds for M = 1. Note that the natural ring
morphism [xε]∼σ ∈
µ
ρR˜ 7→ [xε]∼ρ ∈
ρ
R˜ is surjective but generally not injective.
Now, if ω ∈ µρR˜ ∩
σ
N˜, then
∑ω
n=0 2
n−1 = 2ω − 1 ∈ µR˜ \ µρR˜.
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11) Once again proceeding by ε-wise calculations, we also have the binomial for-
mula: For all a, b ∈ ρR˜ and n ∈ ρN˜, if (a+ b)
n
∈ ρR˜, then
(a+ b)
n
=
n∑
k=0
(
n
k
)
akbn−k
where n! := [ni(n)ε!] and
(
n
k
)
:= n!k!(n−k)! .
The following result allows us to obtain hyperseries by considering ε-wise conver-
gence of its summands. Its proof is clearly very similar to that of [11, Thm. 25],
but with a special attention to the condition (an)n ∈
ρ
R˜σ that we need beforehand
to talk of hyperseries: for this reason, we assume ε-wise absolute convergence.
Theorem 11. Let a : N −→ ρR˜ and an = [anε] for all n ∈ N. Assume that for all
ε the following (standard) series converges absolutely
∃
+∞∑
n=0
|anε| =: s¯ε, and hence set sε :=
+∞∑
n=0
anε. (2.17)
Assume that s¯ = [s¯ε] ∈
ρ
R˜. Then there exists a gauge σ such that:
(i) (an)n = [anε]s ∈
ρ
R˜σ;
(ii) s =
ρ∑
n∈σN˜ an.
Proof. From (2.17) and from the assumption of absolute convergence, we have
∀ε ∀q ∃Mεq ∈ N ∀N ≥Mεq : ρ
q
ε − sε <
N∑
n=0
anε < ρ
q
ε + sε (2.18)
ρqε − s¯ε <
N∑
n=0
|anε| < ρ
q
ε + s¯ε. (2.19)
Without loss of generality, we can assume to have recursively chosen Mεq so that
Mεq ≤Mε,q+1 ∀ε ∀q. (2.20)
If for some (qε)→ +∞, we have that M¯ε := infe∈(0,ε]Me,qε ≥ 0 is ρ-moderate, then
we can take σ := ρ; otherwise, we can e.g. consider
qε :=
⌈
1
ε
⌉
, σε :=
1
2
M¯−1ε =
1
2
(
inf
e∈(0,ε]
Me,⌈ 1ε⌉
)−1
. (2.21)
We proceed only in the latter case (2.21), because the former is similar. We have
that (M¯ε) is increasing as ε→ 0
+ and (2.20) implies
∀q ∈ N ∀0ε : M¯ε ≥Mεq. (2.22)
The net σ : I → I is decreasing to 0 as ε→ 0+ (because (M¯ε) is not ρ-moderate and
hence it monotonically increases to +∞ as ε→ 0+), i.e. it is a gauge. Now set M¯ :=
[M¯ε] ∈
σ
N˜ because our definition of σ yields M¯ε ≤ σ
−1
ε , Mq := [Mεq] ∈
σ
N˜ because
of (2.22). Moreover, setting q = 1 in (2.19), we get ρε − s¯ε <
∑N
n=0 |anε| < ρε + s¯ε
for all ε and for all N ≥ Mε1. If N ≥ M1 in
σ
N˜, then ni(N)ε ≥ Mε1 for ε small,
and hence ρε − s¯ε <
∑ni(N)ε
n=0 |anε| < ρε + s¯ε. This shows that
[∑ni(N)ε
n=0 anε
]
∈ ρR˜,
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because we assumed that s¯ = [s¯ε] ∈
ρ
R˜, but only for all N ∈ σN˜ such that N ≥M1.
For an arbitrary N ∈ σN˜, we use the assumption of absolute convergence:
∣∣∣∣∣∣
ni(N)
ε∑
n=0
anε
∣∣∣∣∣∣
 ≤
ni(N)ε∑
n=0
|anε|
 ≤
M1ε+ni(N)ε∑
n=0
|anε|
 ∈ ρR˜,
and hence this shows that (an)n ∈
ρ
R˜σ.
Finally, (2.18) yields that if N ≥Mq then ni(N)ε ≥ Mqε for ε small, and hence
|
∑N
n=0 an − s| < dρ
q from (2.18). 
Clearly, one would like to take σ = ρ in several cases. As we already saw in [11],
this is not always possible. However, we can say something more: if we are in the
second case highlighted in the previous proof, i.e. if (2.21) holds, then
∀Q ∈ N ∃L ⊆0 I ∀ε ∈ L : σ
−1
ε > M¯ε > ρ
−Q
ε
and this shows that σ ≥ ρ∗, i.e. the fundamental condition for using the ring ρR˜u,
always necessarily does not hold.
2.2. Basic properties. We now study some basic properties of hyperfinite sums
(2.12).
Lemma 12. Let M , N ∈ σN˜, then
N+M∑
n=0
an −
N∑
n=0
an =
N+M∑
n=N+1
an. (2.23)
Proof. For simplicity, if N = [Nε], M = [Mε] with Nε,Mε ∈ N for all ε, then∑N
n=0 an =
[∑Nε
n=0 anε
]
∈ ρR˜ and
N+M∑
n=0
an =
[
Nε+Mε∑
n=0
anε
]
=
=
[
Nε∑
n=0
anε +
Nε+Mε∑
Nε+1
anε
]
=
=
N∑
n=0
an +
N+M∑
n=N+1
an.

Lemma 13. If
ρ∑
n∈σN˜ an is convergent and M ∈
σ
N˜, then
ρ∑
n∈σN˜
an =
ρ lim
N∈σN˜
N+M∑
n=0
an.
Therefore, from (2.23), we also have
ρ lim
N∈σN˜
N+M∑
n=N
an = 0.
In particular, ρ limn∈σN˜ an = 0.
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Proof. Directly from the definition of convergent hyperseries (2.13), we have
∀q ∈ N ∃K ∈ σN˜ ∀N ∈ σN˜≥K :
∣∣∣∣∣
N∑
n=0
an − s
∣∣∣∣∣ < dρq. (2.24)
In particular, if N ∈ σN˜≥K , then also N +M ∈
σ
N˜≥K , and we have
∀q ∈ N ∃K ∈ σN˜ ∀N ′ ∈ σN˜≥K :
∣∣∣∣∣
N+M∑
n=0
an − s
∣∣∣∣∣ < dρq,
which is our conclusion.
Directly from Lem. 12, we also have: 
Corollary 14. Let
ρ∑
n∈σN˜ an be a convergent hyperseries. Then adding or re-
moving a hyperfinite number of terms have no affect on the convergence of the
hyperseries, that is
K∑
n=0
an +
ρ lim
N∈σN˜
N∑
n=K+1
an =
ρ∑
n∈σN˜
an ∀K ∈
σ
N˜.
Mimicking the classical theory, we can also say that the hyperseries ρ
∑
n∈σN˜ an is
Cesa`ro hypersummable if ∃ ρ limN∈σN˜
1
N+1
∑N
n=0
∑n
k=0 ak (this hyperlimit is clearly
called Cesa`ro hypersum). For example, proceeding ε-wise, we have that the hy-
perseries
ρ∑
n∈σN˜ (−1)
n has Cesa`ro hypersum equal to 12 . Trivially generalizing the
usual proof, we can show that if
ρ∑
n∈σN˜ an converges to S, then it is also Cesa`ro
hypersummable with the same hypersum S.
3. Hyperseries convergence tests
3.1. p-hyperseries. To deal with p-hyperseries, i.e. hyperseries of the form
ρ∑
n∈σN˜≥1
1
np
,
we always assume that:
(i) p ∈ ρR˜ is a finite generalized number such that p > 0 or p < 0;
(ii) The gauges σ and ρ are chosen so that
(
1
np
)
n
∈ ρR˜σ. A sufficient condition
for this is that σ ≥ ρ∗, i.e. that Rσ ⊆ Rρ. In fact, since p is finite, we have(∑Nε
n=1 n
−pε
)
≤ NεN
−pε
ε ∈ Rσ ⊆ Rρ whenever Nε ∈ N, (Nε) ∈ Nσ.
Note explicitly that, from the assumption
(
1
np
)
n
∈ ρR˜σ, we hence have
N∑
n=1
1
np
=
[
Nε∑
n=1
1
npε
]
∈ ρR˜ (3.1)
even if N ∈ σN˜ ⊆ σR˜, and σR˜ is a different quotient ring with respect to ρR˜ (e.g.,
in general we do not have σN˜ ⊆ ρN˜). In other words, it is not correct to say that
the left hand side of (3.1) is the sum for 1 ≤ n ≤ N ∈ σN˜ of terms 1np ∈
σ
R˜, but
instead it is a way to use (Nε) ∈ Nσ to compute a generalized number of
ρ
R˜.
If p < 0, the general term 1np 6→ 0 because n
−p ≤ dρq only if n < dρ−q/p.
Therefore, Lem. 13 yields that the p-series diverges. We can hence consider only
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the case p > 0. Let us note that Thm. 7, which is clearly based on our Def. 1 of
ρ
R˜σ, allows us to consider partial hypersums of the form
∑N
n=1
1
np even if p < 0.
In other words, we can correctly argue that the p-hyperseries does not converge
if p < 0 not because the partial hypersums cannot be computed, but because the
general term does not converge to zero. The situation would be completely different
if we restrict our attention only to sequences (an)n satisfying the (more natural)
uniformly moderate condition (2.3). Similar remarks can be formulated for the
calculus of divergent hyperseries in Example 10, 6)-10).
To prove the following results, we will follow some ideas of [8].
Theorem 15. Let p ∈ ρR˜>0 and let SN (p) be the N -th partial sum of the p-
hyperseries, where N ∈ σN˜≥1, then
1−
1
2p
+
2
2p
SN(p) < S2N (p) < 1 +
2
2p
SN (p). (3.2)
Proof. Let N = [Nε] ∈
σ
N˜≥1, with Nε ∈ N≥1 for all ε, and p = [pε], where pε > 0
for all ε. Since
S2N (p) =
[
2Nε∑
n=1
1
npε
]
=
[
1 +
1
2pε
+
1
3pε
+ · · ·+
1
(2Nε))pε
]
=
= 1 +
[
1
2pε
+
1
4pε
+ · · ·+
1
((2Nε))pε
]
+
[
1
3pε
+
1
5pε
+ · · ·+
1
((2Nε − 1))pε
]
.
But
1 +
[
1
2pε
+
1
4pε
+ · · ·+
1
((2Nε))pε
]
= 1 +
1
2p
SN (p) (3.3)
and, since pε > 0, we also have[
1
3pε
+
1
5pε
+ · · ·+
1
((2Nε − 1))pε
]
>
[
1
4pε
+
1
6pε
+ · · ·+
1
((2Nε))pε
]
=
1
2p
SN (p)−
1
2p
. (3.4)
Summing (3.3) and (3.4) yields S2N (p) > 1−
1
2p +
2
2pSN (p). Finally, from (3.3) and[
1
3pε
+
1
5pε
+ · · ·+
1
((2Nε − 1))pε
]
<
[
1
2pε
+
1
4pε
+ · · ·+
1
((2Nε))pε
]
=
=
1
2p
SN (p)
we get S2N (p) < 1 +
1
2pSN (p) +
1
2pSN (p). 
Theorem 16. The p-hyperseries is divergent when 0 < p ≤s 1. When p > 1,
there exist some gauge τ such that
(
1
np
)
n
∈ ρR˜τ and the p-series is convergent with
respect to the gauges τ , ρ, to the usual real value ζ(p), and in this case
2p − 1
2p − 2
≤
ρ∑
n∈τ N˜≥1
1
np
=
+∞∑
n=1
1
np
≤
2p
2p − 2
. (3.5)
Proof. If 0 < p ≤s 1, there exist J ⊆0 Isuch that p|J ≤ 1. Assume that the
p−hyperseries is convergent and set ρlimn∈σN˜ SN (p) =: S(p). Taking N → ∞ in
the first inequality in (3.2), we have
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1−
1
2p
+
2
2p
S(p) =
2p − 1
2p
+
2
2p
S(p) ≤ S(p).
Since for ε ∈ J sufficiently small we have 0 < pε < 1 for some [pε] = p, we obtain
0 <
2pε − 1
2pε
≤
2pε − 2
2pε
S(p) ≤ 0.
This shows that the p−hyperseries is divergent when p ≤s 1. Now let p > 1, so
that we can assume pε > 1 for all ε. From (3.2), we have
SNε(pε) < S2Nε(pε) < 1 +
2
2pε
SNε(pε),
where SNε(pε) =
∑Nε
n=1
1
npε ∈ R. Thereby
0 <
(
1−
2
2pε
)
SNε(pε) < 1
SNε(pε) <
2pε
2pε − 2
.
So SNε(p) is bounded and increasing, and applying Thm. 11, we get the existence
of a gauge τ such that
(
1
np
)
n
∈ ρR˜τ and
ρ∑
n∈τ N˜≥1
1
np converges to
∑+∞
n=1
1
np =
ζ(p). 
Later, in Cor. 32 and using the integral test Thm. 31, we will prove the conver-
gence of p-hyperseries even in the case σ = ρ (even if we will not get the estimates
(3.5)).
3.2. Absolute convergence.
Theorem 17. If
ρ∑
n∈σN˜ |an| converges then also
ρ∑
n∈σN˜ an converges.
Proof. Cauchy criterion [11, Thm. 43], yields
∀q ∈ N ∃M ∈ σN˜∀N1, N2 ∈
σ
N˜≥M :
∣∣∣∣∣
N1∑
n=0
|an| −
N2∑
n=0
|an|
∣∣∣∣∣ < dρq.
The conclusion hence follows from the inequality∣∣∣∣∣
N1∑
n=0
an −
N2∑
n=0
an
∣∣∣∣∣ <
∣∣∣∣∣
N1∑
n=0
|an| −
N2∑
n=0
|an|
∣∣∣∣∣ ,
and from Cauchy criterion for hypersequences, i.e. [11, Thm. 43]. 
3.3. Direct and limit comparison tests. In the direct comparison test, we need
to assume a relation of the form an ≤ bn for all n ∈ N between general terms of
two hyperseries. If an = [anε], bn = [bnε] ∈
ρ
R˜ are two representatives, then this
inequality would yield
∃[znε] = 0 ∈
ρ
R˜ ∃ε0n ∀ε ≤ ε0n : anε ≤ bnε + znε.
The dependence of ε0n from n ∈ N does not allow to prove, e.g., that
∑N
n=0 an ≤∑N
n=0 bn.
Moreover, for convergence tests we also need to perform pointwise (in n ∈ N)
operations of the form
(
an
bn
)
n
,
(∣∣∣an+kan ∣∣∣)n or (|an|1/n)n. This kind of pointwise
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operations can be easily considered if we restrict us to sequences {an}n = [anε]u ∈
ρ
R˜u and we assume that σ ≥ ρ
∗. Anyway, this is a particular sufficient condition,
and we can more generally state some convergence tests using the more general
space ρR˜σ. For these reasons, we define
Definition 18. Let (an)n, (bn)n ∈
ρ
R˜σ, then we say that (an)n ≤ (bn)n if
∀N,M ∈ σN˜ :
M∑
n=N
an ≤
M∑
n=N
bn in
ρ
R˜. (3.6)
On the other hand, we recall that the Robinson-Colombeau ring ρR˜u is already
ordered by [anε]u ≤ [bnε]u if
∃ [znε]u = 0 ∈
ρ
R˜u ∀
0ε ∀n ∈ N : anε ≤ bnε + znε. (3.7)
We also recall that ρR˜ ⊆ ρR˜σ through the embedding x 7→ [(xε)nε]. Thereby, a
relation of the form x ≤ [anε]u yields
∀0ε ∀n ∈ N : xε ≤ anε
for some representative x = [xε]. Finally, [11, Lem. 2] for the ring
ρ
R˜u implies that
{an}n < {bn}n if and only if
∃q ∈ R>0 ∀
0ε ∀n ∈ N : bnε − anε ≥ dρ
q.
Theorem 19. We have the following properties:
(i) (ρR˜σ,≤) is an ordered
ρ
R˜-module.
(ii) If (an)n ≥ 0, then N ∈
σ
N˜ 7→
∑N
n=0 an ∈
ρ
R˜ is increasing.
(iii) If σ ≥ ρ∗, and [anε]u ≤ [bnε]u in
ρ
R˜u, then [anε]s ≤ [bnε]s in
ρ
R˜σ.
Proof. (i): The relation ≤ on ρR˜σ is clearly reflexive and transitive. If (an)n ≤
(bn)n ≤ (an)n, then for all N , M ∈
σ
N˜ we have
∑M
n=N an =
∑M
n=N bn in
ρ
R˜. From
Def. 8 of hypersum, this implies (2.8), i.e. that (an)n = (bn)n in
ρ
R˜σ.
(ii): Let N , M ∈ σN˜ with N ≤ M , then
∑M
n=0 an =
∑N
n=0 an +
∑M
n=N+1 an by
Lem. 12, and
∑M
n=N+1 an ≥ 0 because (an)n ≥ 0 in
ρ
R˜σ.
(iii): Assume that the inequality in (3.7) holds for all ε ≤ ε0 and for all n ∈ N.
Then, if N = [Nε], M = [Mε], Nε, Mε ∈ N, we have
∑Mε
n=Nε
anε ≤
∑Mε
n=Nε
bnε +∑Mε
n=Nε
znε for all ε ≤ ε0. Since [znε]u = 0 ∈
ρ
R˜u, for each q ∈ N, for ε small and
for all n ∈ N, we have |znε| ≤ ρ
q
ε and hence
∣∣∣∑Mεn=Nε znε∣∣∣ ≤ |Mε −Nε| ρqε. Thereby,
from the assumption σ ≥ ρ∗, it follows that
(∑Mε
n=Nε
znε
)
∼ρ 0, which proves the
conclusion. 
The direct comparison test for hyperseries can now be stated as follows.
Theorem 20. Let σ and ρ be arbitrary gauges, let ρ
∑
n∈σN˜ an and
ρ∑
n∈σN˜ bn be
hyperseries with (an)n, (bn)n ≥ 0 and such that
∃N ∈ N : (an+N )n ≤ (bn+N )n. (3.8)
then we have:
(i) If
ρ∑
n∈σN˜ bn is convergent then so is
ρ∑
n∈σN˜ an.
(ii) If
ρ∑
n∈σN˜ an is divergent to +∞, then so is
ρ∑
n∈σN˜ bn.
HYPERSERIES IN THE NON-ARCHIMEDEAN RING OF CGN 15
(iii) If σ ≥ ρ∗ and {an}n := [anε]u, {bn}n = [bnε]u ∈
ρ
R˜u, then we have the same
conclusions if we assume that
∃N ∈ N : {an+N}n ≤ {bn+N}n in
ρ
R˜u.
Proof. We first note that (3.8) can be simply written as (αn)n ≤ (βn)n, where αn :=
an+N and βn := bn+N . Thereby, Cor. 14 implies that, without loss of generality, we
can assumeN = 0. To prove (i), let us consider the partial sums AN :=
∑N
i=0 ai and
BN :=
∑N
i=0 bi, N ∈
σ
N˜. Since
ρ∑
n∈σN˜ bn is convergent, we have ∃
ρ limN∈σN˜ BN =:
B ∈ ρR˜. The assumption (an)n ≤ (bn)n implies AN ≤ BN . The hypersequences
(AN )N∈σN˜, (BN )N∈σN˜ are increasing because (an)n, (bn)n ≥ 0 (Thm, 19.(ii)) and
hence (B −BN )N∈σN˜ decreases to zero because of the convergence assumption.
Now, for all N , M ∈ σN˜, M ≥ N , we have
AN ≤ AM =
M∑
n=0
an =
N∑
n=0
an+
M∑
n=N+1
an ≤ AN+
M∑
n=N+1
bn = AN+(B−BN). (3.9)
Thereby, given m, n ≥ N , applying (3.9) with m, n instead of M , we get that
both An, Am belong to the interval [AN , AN + (B − BN)], whose length B − BN
decreases to zero as N ∈ σN˜ goes to infinity. This shows that (An)n∈σN˜ is a Cauchy
hypersequence, and therefore ρ
∑
n∈σN˜ an converges.
The proof of (ii) follows directly from the inequality AN ≤ BN for each N ∈
σ
N˜.
The proof of (iii) follows from Lem. 19.(iii) and from Rem. 9. 
Note that the two cases (i) and (ii) do not cover the case where the non-decreasing
hypersums N 7→
∑N
n=0 an are bounded but anyway do not converge because it does
not exists the supremum of their values.
Example 21. Let x ∈ ρR˜≥0 be a finite number so that x ≤ M ∈ N>0 for some
M . Assume that xε ≤ M for all ε ≤ ε0. For these ε we have
n+xε
n3 ≤
2
n2 for all
n ∈ N≥M . This shows that
{
n+M+x
(n+M)3
}
n
≤
{
2
(n+M)2
}
n
and we can hence apply
Thm. 20.
The limit comparison test is the next
Theorem 22. Let σ and ρ be arbitrary gauges, let
ρ∑
n∈σN˜ an and
ρ∑
n∈σN˜ bn be
hyperseries, with (an)n ≥ 0. Assume that
∃n,M ∈ ρR˜>0 ∃N ∈ N : (mbn+N)n ≤ (an+N)n ≤ (Mbn+N)n . (3.10)
Then we have:
(i) Either both hyperseries
ρ∑
n∈σN˜ an,
ρ∑
n∈σN˜ bn converge or diverge to +∞.
(ii) If σ ≥ ρ∗, {an}n = [anε]u, {bn}n = [bnε]u ∈
ρ
R˜u, [bnε]u > 0 and
∃n,M ∈ ρR˜>0 ∃N ∈ N : m ≤
{
an+N
bn+N
}
n
≤M,
then the same conclusion as in (i) holds.
Proof. As in the previous proof, without loss of generality, we can assume N = 0.
Now, if
ρ∑
n∈σN˜ bn diverges to +∞, then so does
ρ∑
n∈σN˜ mbn becausem > 0. Since
(mbn)n < (an)n, by the direct comparison test also the hyperseries
ρ∑
n∈σN˜ an
diverges to +∞. Likewise, if the hyperseries
ρ∑
n∈σN˜ bn converges then so does
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ρ∑
n∈σN˜ Mbn. Since (an)n < (Mbn)n, by the direct comparison test also the hy-
perseries ρ
∑
n∈σN˜ an converges. Property (ii) can be proved as in the previous
theorem. 
Note that if M , an, bn ∈ R, then the condition
{
an
bn
}
n
≤ M is equivalent to
lim supn→+∞
an
bn
≤M . Analogously,m ≤
{
an
bn
}
n
is equivalent to lim infn→+∞
an
bn
≥
m. This shows that our formulation of the limit comparison test faithfully gener-
alizes the classical version.
The following classical tests will be formulated only in ρR˜u.
3.4. Root test.
Theorem 23. Let σ ≥ ρ∗ and let {|an|}n ∈
ρ
R˜u (so that also
{
|an|
1/n
}
n
∈ ρR˜u).
Assume that
∃L ∈ ρR˜ :
{
|an|
1/n
}
n
≤ L. (3.11)
Then
(i) If L < 1, then the hyperseries
ρ∑
n∈σN˜ an converges absolutely.
(ii) If J ⊆0 I and L >J 1, then (|an| |J)n∈σN˜ → +∞ and hence the hyperseries
ρ∑
n∈σN˜ an|J diverges.
(iii) If L 6=s 1, then the hyperseries
ρ∑
n∈σN˜ an converges if and only if L < 1.
Proof. (i): Choose r ∈ (L, 1) ⊆ ρR˜. Directly by Def. 18.(3.6), assumption (3.11)
entails
{
|an|
1/n
}
n
≤ r < L, and hence {|an|}n < (r
n)n. Since
ρ∑
n∈σN˜≥0
rn is
convergent for 0 < r < 1, by the direct comparison test, the series
ρ∑
n∈σN˜ |an| is
also convergent. 
Proof. (ii): Now, assume that Lε > 1 for ε ∈ J ⊆0 I and let us work directly
in the ring ρR˜|J . Choose r ∈ (1, L)|J ⊆
ρ
R˜|J . Proceeding as above, we have
{|an|}n ≥J (r
n)n, and thereby the last claim follow because of r >J 1.
(iii): Assume that L 6=s 1, that
ρ∑
n∈σN˜ an converges but L >s 1, then (ii)
would yield that
ρ∑
n∈σN˜ an|J diverges for some J ⊆0 I and this contradicts the
convergence assumption. Therefore, we have L 6=s 1 and L 6>s 1, and hence [11,
Lem. 6.(v)] gives L 6≥s 1. Thereby, [11, Lem. 5.(ii)] finally implies L < 1. 
3.5. Ratio test. Proceeding as in the previous proof, i.e. by generalizing the clas-
sical proof for series of real numbers, we also have the following
Theorem 24. Let σ ≥ ρ∗ and let {an}n ∈
ρ
R˜u, with {|an|}n > 0. Assume that for
some k ∈ N we have
∃L ∈ ρR˜ :
{
an+k
an
}
n
≤ L.
Then
(i) If L < 1, the hyperseries ρ
∑
n∈σN˜ an converges.
(ii) If J ⊆0 I, L >J 1, then (|an| |J )n∈σN˜ → +∞ and hence the hyperseries
ρ∑
n∈σN˜ an|J diverges.
(iii) If L 6=s 1, then the hyperseries
ρ∑
n∈σN˜ an converges if and only if L < 1.
As in the classical case, the convergent p-hyperseries
ρ∑
n∈σN˜
1
n2 and the diver-
gent hyperseries
ρ∑
n∈σN˜ 1
n shows that the ratio and the root tests fails if L = 1.
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Example 25. If x ∈ ρR˜ is a finite invertible number, then using the ratio test and
proceeding as in Example 21, we can prove that
ρ∑
n∈σN˜
xn
n! converges.
3.6. Alternating series test.
Theorem 26. Let σ ≥ ρ∗ and let {an}n ∈
ρ
R˜u. Assume that we have
{an+1}n ≤ {an}n (3.12)
ρ lim
n∈σN˜
an = 0. (3.13)
Then the alternating hyperseries
ρ∑
n∈σN˜ (−1)
nan converges.
Proof. By (3.12), assume that
an+1,ε ≤ anε ∀n ∈ N ∀ε ≤ ε0 (3.14)
holds for all n ∈ N and all ε ≤ ε0. Take N = [Nε], M = [Mε] ∈
σ
N˜, where for ε ≤ ε0
we have Nε, Mε ∈ N. If Mε is odd and Mε ≤ Nε, we can estimate the difference
SNε − SMε as:
SNε − SMε =
Nε∑
n=0
(−1)nan −
Mε∑
n=0
(−1)nak =
Nε∑
n=Mε+1
(−1)nan =
= aMε+1 − aMε+2 + aMε+3 + · · ·+ aNε =
= aMε+1 − (aMε+2 − aMε+3)− (aMε+4 − aMε+5)− · · · − aNε ≤
≤ aMε+1 ≤ aMε ,
(3.15)
where we used (3.14). If Mε is even and Mε ≤ Nε, a similar argument shows that
SNε − SMε ≥ −aMε . If Mε > Nε, it suffices to revert the role of Mε and Nε in
(3.15). This proves that min(−aM ,−aN ) ≤ SN − SM ≤ max(aM , aN ). The final
claim now follows from (3.13) and Cauchy criterion [11, Thm. 44]. 
Example 27. Using the previous Thm. 26, we can prove, e.g., that the hyperseries
ρ∑
n∈σN˜
(−1)n
n is convergent.
3.7. Integral test. The possibility to prove the integral test for hyperseries is
constrained by the existence of a notion of generalized function that can be defined
on an unbounded interval, e.g. of the form [0,+∞) ⊆ ρR˜. This is not possible
for an arbitrary Colombeau generalized function, which are defined only on finite
(i.e. compactly supported) points, i.e. on domains of the form Ω˜c (see e.g. [7]).
Moreover, we would also need a notion of improper integral extended on [0,+∞).
This notion clearly needs to have good relations with the notion of hyperlimit and
with the definite integral over the interval [0, N ], where N ∈ ρN˜ (see Def. 30 below).
This further underscores drawbacks of Colombeau’s theory, where this notion of
integral (if N is an infinite number) is not defined.
The theory of generalized smooth functions overcomes these difficulties, see
e.g. [5, 6]. Here, we only recall the equivalent definition
Definition 28. Let X ⊆ ρR˜n and Y ⊆ ρR˜d. We say that f : X −→ Y is a
generalized smooth function (GSF) if
(i) f : X −→ Y is a set-theoretical function.
(ii) There exists a net (fε) ∈ C
∞(Rn,Rd)(0,1] such that for all [xε] ∈ X :
(a) f(x) = [fε(xε)]
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(b) ∀α ∈ Nn : (∂αfε(xε)) is ρ−moderate.
For generalized smooth functions lots of results hold: closure with respect to com-
position, embedding of Schwartz’s distributions, differential calculus, one-dimensio-
nal integral calculus using primitives, classical theorems (intermediate value, mean
value, Taylor, extreme value, inverse and implicit function), multidimensional inte-
gration, Banach fixed point theorem, a Picard-Lindelo¨f theorem for both ODE and
PDE, several results of calculus of variations, etc.
In particular, we have the following
Theorem 29. Let a, b, c ∈ ρR˜, with a < b and c ∈ [a, b] ⊆ U . Let f ∈
ρGC∞([a, b], ρR˜) be a generalized smooth function. Then, there exists one and only
one generalized smooth function F ∈ ρGC∞([a, b], ρR˜) such that F (c) = 0 and
F ′(x) = f(x) for all x ∈ [a, b]. Moreover, if f is defined by the net fε ∈ C
∞(R,R)
and c = [cε], then
F (x) =
[ˆ xε
cε
fε(s) ds
]
(3.16)
for all x = [xε] ∈ [a, b].
We can hence define
´ x
c
f(t) dt := F (x) for all x ∈ [a, b] (note explicitly that a, b
can also be infinite generalized numbers). For this notion of integral we have all the
usual elementary property, monotonicity and integration by substitution included.
For the integral test for hyperseries, we finally need the following
Definition 30. Let f ∈ ρGC∞([0,+∞), ρR˜), then we say
∃
ˆ +∞
0
f(x) dx :⇐⇒ ∃ ρ lim
N∈σN˜
ˆ N
0
f(x) dx =:
ˆ +∞
0
f(x) dx ∈ ρR˜
ˆ +∞
0
f(x) dx = ±∞ :⇐⇒ ρ lim
N∈σN˜
ˆ N
0
f(x) dx = ±∞.
Theorem 31. Let f = [fε(−)] ∈
ρGC∞([0,+∞), ρR˜) be a GSF such that
∀0ε ∀n ∈ N ∀x ∈ [n, n+ 1)R : fε(x) ≤ fε(n) (3.17)
∀0ε ∀n ∈ N>0 ∀x ∈ [n− 1, n)R : fε(n) ≤ fε(x) (3.18)
then (f(n))n = [fε(n)]s ∈
ρ
R˜ρ (note that σ = ρ) and
(i) The hyperseries
ρ∑
n∈ρN˜ f(n) converges if ∃
´ +∞
0 f(x) dx and
ρlimn∈σN˜ f(n) =
0.
(ii) The hyperseries
ρ∑
n∈ρN˜ f(n) diverges to +∞ if
´ +∞
0 f(x) dx = +∞.
Proof. From (3.16), for all N , M ∈ ρN˜ we have
ˆ M+1
N
f(x) dx =
[ˆ Mε+1
Nε
fε(x)dx
]
.
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Without loss of generality, we can assume Nε, Mε ∈ N for all ε. Thereby
ˆ M+1
N
f(x)dx =
[
Mε∑
n=Nε
ˆ n+1
n
fε(x) dx
]
≤
=
[
Mε∑
n=Nε
ˆ n+1
n
fε(n) dx
]
=
M∑
n=N
f(n),
where we used Def. 8 of hypersum and (3.17). On the other hand, since N ∈ ρN˜ ⊆
[0,+∞) (here we need σ = ρ), using (3.18) we have
M∑
n=N
f(n) = f(N) +
M∑
n=N+1
ˆ n
n−1
f(n) dx = f(N) +
[
Mε∑
n=Nε+1
ˆ n
n−1
fε(n) dx
]
≤
≤ f(N) +
[
Mε∑
n=Nε+1
ˆ n
n−1
fε(x) dx
]
= f(N) +
ˆ M
N
f(x) dx,
where we used again Def. 8 of hypersum and (3.16). Combining these two inequal-
ities yields
ˆ M+1
N
f(x) dx ≤
M∑
n=N
f(n) ≤ f(N) +
ˆ M
N
f(x) dx. (3.19)
These inequalities show that (f(n))n ∈
ρ
R˜ρ. Now, we consider that
∑M
n=0 f(n) −∑N
n=0 f(n) =
∑M
n=N f(n) for M ≥ N , andˆ M
N
f(x) dx = −
ˆ N
0
f(x) dx+
ˆ M
0
f(x) dx.
Therefore, if ∃
´ +∞
0
f(x) dx and ρlimn∈σN˜ f(n) = 0, letting N , M → +∞ in (3.19)
proves that our hyperseries satisfies the Cauchy criterion. If
´ +∞
0 f(x) dx = +∞,
then setting N = 0 in the first inequality of (3.19) andM → +∞ we get the second
conclusion. 
Note that, generalizing by contradiction the classical proof, we only have
∃
ˆ +∞
0
f(x) dx and ∃ρ lim
n∈σN˜
|f(n)| =: L ⇒ L is not invertible.
As usual, from the integral test we can also deduce the p-series test:
Corollary 32. If p ∈ ρR˜>1, then the p-hyperseries
ρ∑
n∈ρN˜≥1
1
np converges.
Proof. Since p = [pε] > 1, we can assume that pε > 1 for all ε ≤ ε0. For
these ε, if x ∈ [n, n + 1)R, we also have
1
xpε ≤
1
npε , which proves (3.17). Simi-
larly, we can prove (3.18). Finally, like in the classical case, we have
´ +∞
1
dx
xp =
1
1−p
ρlimN∈ρN˜
(
1
Np−1 − 1
)
= 1p−1 because p > 1. 
Note, however, that our proofs in Sec. 3.1 are independent from the notion of
generalized smooth function.
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4. Cauchy product of hyperseries
We recall that, on the basis of Thm. 2, the operations of sum and product by a
number in ρR˜ are the sole operations defined in ρR˜σ. We now consider the classical
Cauchy product:
Definition 33. The Cauchy product of two sequences for hypersums (an)n, (bn)n ∈
ρ
R˜σ is defined as
(an)n ⋆ (bn)n :=
(
n∑
k=0
akbn−k
)
n
.
The Cauchy product of two hyperseries is the hyperlimit of the hypersums with
general term (an)n ⋆ (bn)n, assuming that it exists.ρ∑
n∈σN˜
an
 ∗
ρ∑
n∈σN˜
bn
 := ρ∑
n∈σN˜
(an)n ⋆ (bn)n .
A similar product of sequences can be defined in ρR˜u with
{an}n ⋆ {bn}n :=
{
n∑
k=0
akbn−k
}
n
.
Theorem 34. The module ρR˜σ is a ring with respect to the Cauchy product of
sequences. The ring ρR˜u is also a ring with respect to the Cauchy product of se-
quences.
Proof. Let (an)n, (bn)n ∈
ρ
R˜u, (anε)n,ε ∼σρ (a¯nε)n,ε, (bnε)n,ε ∼σρ (b¯nε)n,ε. We first
prove that the Cauchy product (an)n ⋆ (bn)n is well-defined in
ρ
R˜σ. For simplicity,
for n, m ∈ σN˜, set Anm :=
∑m
k=n ak, Bnm :=
∑m
k=n bk and similar notations A¯nm,
B¯nm using the other representatives. Then
m∑
k=n
akbn−k −
m∑
k=n
a¯k b¯n−k = (Anm − A¯nm)Bnm + A¯nm(Bnm − B¯nm).
Now, Anm − A¯nm and Bnm − B¯nm are ρ-negligible by definition (2.8) of ∼σρ, and
Bnm, A¯nm are ρ-moderate because of Lem. 7. This proves that the Cauchy product
⋆ in ρR˜σ is well-defined. Similarly, we can proceed with
ρ
R˜u. The ring properties
now follow from the same properties of the ring ρR˜. 
It is well-known that for each n ∈ N, we have (an)n ⋆ (bn)n = (
∑n
i=0 ai) ·(∑n
j=0 bj
)
=
∑n
i=0
∑n
j=0 aibj =: cn, so (cn)n ∈
ρ
R˜σ by Thm. 34. Moreover, if
ρ∑
n∈σN˜ an and
ρ∑
n∈σN˜ bn converge, taking the hyperlimit of the product of the
two partial sums we obtainρ∑
n∈σN˜
an
 ·
ρ∑
n∈σN˜
bn
 = ρ lim
N∈σN˜
cN =
= ρ lim
N∈σN˜
N∑
i=0
N∑
j=0
aibj
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but, in general, this is different from
ρ∑
n∈σN˜
cn =
ρ lim
N∈σN˜
N∑
n=0
cn =
ρ lim
N∈σN˜
N∑
n=0
n∑
i=0
n∑
j=0
aibj =
= ρ lim
N∈σN˜
N∑
n=0
n∑
k=0
akbn−k =
ρ∑
n∈σN˜
an
 ∗
ρ∑
n∈σN˜
bn
 .
In other words, if the Cauchy product of these hyperseries exists, in general we
have ρ∑
n∈σN˜
an
 ∗
ρ∑
n∈σN˜
bn
 6=
ρ∑
n∈σN˜
an
 ·
ρ∑
n∈σN˜
bn
 .
Theorem 35. If the hyperseries
ρ∑
n∈σN˜ an converges to A and
ρ∑
n∈σN˜ bn con-
verges to B and at least one of them converges absolutely, then their Cauchy product
converges to AB if the following condition is satisfied :
∃K ∈ ρR˜ ∀N ∈ σN˜∀i ∈ σN˜≤N :
∣∣∣∣∣
i∑
k=0
bk −B
∣∣∣∣∣ ≤ K (4.1)
Proof. Without loss of generality, let us consider that
ρ∑
n∈σN˜ an converges ab-
solutely. Define An :=
∑n
i=0 ai, Bn :=
∑n
i=0 bi and Cn :=
∑n
i=0 ci with ci :=∑i
k=0 akbi−k. Then Cn =
∑n
i=0 an−iBi because the same equality holds ε-wise for
any representatives, and hence Cn =
∑n
i=0 an−i(Bi − B) + AnB. The idea is to
estimate
|Cn −AB| =
∣∣∣∣∣
n∑
i=0
an−i(Bi −B) + (An −A)B
∣∣∣∣∣ ≤
≤
N−1∑
i=0
|an−i||Bi −B|+
n∑
i=N
|an−i||Bi −B|+ |An −A||B|, (4.2)
and to use our assumption (4.1) for the first summand. We start from the sec-
ond summand in (4.2): Since
ρ∑
n∈σN˜ an converges absolutely to some A¯ and Bn
converges to B, for all q ∈ N we can find N ∈ σN˜>0 such that
|Bn −B| ≤
dρq
A¯+ 1
for all n ≥ N . Therefore, for the same n ≥ N
n∑
i=N
|an−i||Bi −B| ≤ dρ
q.
First summand in (4.2): Since ρ
∑
n∈σN˜ an converges, (an)n∈σN˜ must converge to
zero. Hence for some M ∈ σN˜ and for all n ≥ M and for our assumption (4.1), we
have
|an| ≤
dρq
N(K + 1)
≤
dρq
N (|Bi −B|+ 1)
∀i ≤ N −
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In particular, if n ≥ M +N and i ≤ N − 1, then n− i ≥ n−N + 1 > M and we
can apply (4.3) with n− i instead of n obtaining
N−1∑
i=0
|an−i||Bi −B| ≤
dρqN
N
.
Finally, since An converges to A, for some L ∈
σ
N˜ and for all n ≥ L, we have
|An −A| ≤
dρq
|B|+ 1
.
Then, for all n ≥ max (L,M +N) using the aforementioned estimates, (4.2) yields
|Cn −AB| ≤ 3dρ
q. 
Note that if (bn)n ≥ 0, then (4.1) holds by taking K = B − b0 because
∑i
k=0 bk
increases to B.
5. Conclusions
One of the main goal of the present paper is to show that when dealing with non-
Archimedean rings, it can be worth to consider summations over infinite natural
numbers instead of classical series indexed in n ∈ N. As we proved for the Robinson-
Colombeau ring ρR˜, this allows us to extend numerous classical results which do not
hold using classical series in a non-Archimedean framework. We tried to motivate in
a clear way why we have to consider two gauges σ and ρ and what relationships we
have to consider among them. From this point of view, we also tried to state each
result using the weakest assumptions on these gauges. If we wanted to summarize
formulating a simple general schema, we could say that σ = ρ allows one to consider
both the results where we need σ ≥ ρ∗ or σ ≤ ρ∗. As a consequent drawback, we
have that if σ = ρ, then some classical limits and series do not exists in ρR˜.
Since non-Archimedean rings are not Dedekind-complete, we have been forced to
substitute the least-upper-bound property using the weaker Cauchy completeness.
We think that several of the proofs we presented here can be generalized to other
non-Archimedean settings.
Clearly, the present work opens the actual possibility to start the study of hyper-
power series, (real or complex) hyper-analytic generalized smooth functions and
sigma additivity of multidimensional integration of generalized smooth functions
(see [6]).
We also finally mention that the embedding of Schwartz’s distributions can be
realized by regularization with an entire Colombeau mollifier (see e.g. [7]). We can
hence conjecture that this embedding yields a hyper-analytic generalized smooth
functions (but note that the hyper-power series of classical non-analytic smooth
functions with a flat point would converge to zero under any invertible infinitesi-
mal). This conjecture would open the possibility to extend the Cauchy-Kowalevski
theorem to all Schwartz’s distributions.
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