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Abstract
In this paper we investigate the (2 + 1)-dimensional topological non-Fermi liquid in strongly correlated
electron system, which has a holographic dual description by Einstein gravity in (3 + 1)-dimensional
anti-de Sitter (AdS) space-time. In a dyonic Reissner-Nordstrom black hole background, we consider
a Dirac fermion coupled to the background U(1) gauge theory and an intrinsic chiral gauge field bM
induced by chiral anomaly. UV retarded Green’s function of the charged fermion in the UV boundary
from AdS4 gravity is calculated, by imposing in-falling wave condition at the horizon. We also obtain IR
correlation function of the charged fermion at the IR boundary arising from the near horizon geometry
of the topological black hole with index k = 0,±1. By using the UV retarded Green’s function and IR
correlation function, we analyze the low frequency behavior of the topological non-Fermi liquid at zero and
finite temperatures, especially the relevant non-Fermi liquid behavior near the quantum critical region.
In addition, we find that when k = ±1, the effective mass of bulk Dirac fermion at IR fixed point is
topologically quantized, consequently the Fermi momentum presents a discrete sparse distributed pattern,
in contrary to the Ricci flat case with k = 0. As demonstrated examples, we calculate the spectral functions
of topological non-Fermi liquid due to anomalous Hall effect (AHE) (|~b| 6= 0, b0 = 0) and chiral magnetic
effect (CME) (|~b| = 0, b0 6= 0), which can be tested in topological materials such as topological insulator
and topological metal with strong couplings.
PACS numbers: 04.60.-m, 04.62.+v, 71.10.Hf, 71.27.+a
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I. INTRODUCTION
One of the cornerstones of condensed matter physics
is Landau’s theory of condensed state [1], which under-
lies our understanding on almost all normal state metal,
conductor, semiinsulator (or semimetal), as well as low
temperature superconductor and superfluid, etc. For ex-
ample, the electronic state of metal is well described1 by
Fermi liquid theory [2]. The metallic states have a free
stable renormalization group (RG) fixed point [3, 4], they
are manifested by Landau quasi-particles as poles in a re-
tarded Green’s function of the fermion operator near the
Fermi surface λ ∼ λF in the complex frequency plane.
The retarded Green’s function describers the causal re-
sponse of the system to an adding fermion and has the
form:
GR(ω, λ) =
Z
ω − vF (λ− λF ) + Σ(ω, λ) + . . . (I.1)
where the dots represent incoherent contributions. Z
is the residue of the pole in momentum space, it can
be interpreted as the overlap between the quasi-particle
state and the external electron state generated by acting
the fermion operator on the vacuum. vF = λF /m⋆ is
the Fermi velocity and m⋆ is the effective mass of quasi-
particle or hole, accounting to the interactions between
many bodies, which are not necessarily weak2. The mo-
1 At the phenomenological level (with pheno input), the theory
can be used to predict essentially all the low energy behavior of
the system, especially to successfully explain almost all metallic
states in nature.
2 The theory does not require that the interactions between fun-
damental constitute particles to be weak, e.g., for heavy fermion
compounds in the 3d transition element series and the 4f rare
earth series in the periodic table, the effective mass of the quasi-
particle can be as large as m⋆ ∼ (102 − 103)me, which indicates
that the interactions between the atoms are not weak.
2
mentum locating at the surface of the sphere λF ≡ λ is
the Fermi surface3, which characterizes the ground state
of an interacting fermionic system. The lower energy ex-
citation near the Fermi surface behaves as weakly inter-
acting particle or “anti-particle”, namely quasi-particle
or hole, which satisfies the Fermi statistics, and follows
the dispersion relations ǫ(λ) = vF (λ − λF ) + . . . near
Fermi surface. They can be distinguished by the sign of
λ− λF , indicating that it is sightly outside or inside the
Fermi surface. Σ(ω, λ) is the self energy, whose imagi-
nary part corresponds to the decay width4 of the quasi-
particle Γ ∝ ImΣ ∼ ǫ(λ)2 ∼ ω2 ω→0≪ ω ∼ ǫ(λ). This im-
plies that at low energy, the quasi-particle near the Fermi
surface has a long lifetime and thus approximates a sin-
gle particle picture. To be brief, the weakly interacting
quasi-particles picture can be described as the low energy
collective excitation of a strongly interacting many body
system.
The retarded Green’s function can be measured by the
Angular Resolved Photon Emission Spectra (ARPES)
experiment, where the incident photons knock out elec-
trons from the sample and the intensity of the electron
beam I(ω, λ) is proportional to A(ω, λ)f(ω, λ), where
f(ω, λ) is the Fermi-Dirac distribution and A(ω, λ) is the
electron spectral function defined by5
A(ω, λ) =
1
π
ImGR(ω, λ).
Near the Fermi surface (λ ≈ λF ), the surface of the nor-
mal Fermi liquid is approached when λ → λF , ω → 0,
then A(ω, λ) −→ Zδ(ω − vF (λ − λF )), where the residue
Z > 0 is finite on Fermi surface. Intuitively, the spec-
tral density becomes arbitrarily sharp, which means that
the existence of the Fermi surface in momentum space
where the gapless excitation is located at, results in a
non-analytic behavior of electron spectral function ob-
tained from APRES.
While it is phenomenologically found that some sys-
tem’s low energy properties are significantly different
from those predicted by the Fermi liquid theory, which
implies that the Landau’s theory breaks down for these
systems. For example, the strange metal phases of
high critical temperature Tc cuprates superconductors
and heavy fermion material close to a quantum critical
point[5, 6], which are all universally named non-Fermi liq-
uids [7–9]. In the mysterious Non-Fermi liquid electronic
system, data from ARPES experiments indicate that
there are gapless excitations, namely, a Fermi surface
3 By definition, a Fermi surface λ = λF can be defined as the
surface in momentum space where there are gapless excitations.
4 After Fourier transformation, the retarded Green’s function in
momentum space can be transformed into that in coordinate
space, i.e., GR(ω, λ) → GR(t, x) ∼ e−iǫ(λ)t−
Γ
2
t, where Γ repre-
sents the decay width of the quasi-particle.
5 The spectral function of an operator is a measure of the density
of states, which couples to the operator.
still exists, but the quasi-particle picture breaks down.
The electron spectral function A(ω, λ) is not prior as ex-
pected, it exhibits non-analyticity at ω → 0, λ→ λF , i.e.,
A(ω, λ) → 0 around Fermi surface with decay width of
the excitation, Γ ∝ ImΣ ∼ ω instead of ω2 for a normal
Fermi liquid. As a result, such an excitation can no longer
be considered as a quasi-particle. Meanwhile when the
Fermi surface is approached λ → λF , the residue of the
low energy excitation or pole in the complex momentum
plane, scales like Z ∼ [ln(λ − λF )]−1 −→ 0, thus van-
ishes logarithmically. Therefore, the singularity of elec-
tron spectral function A(ω, λ) near the Fermi surface is
much soft than that Z ∼ δ(λ−λF ) for a normal Fermi liq-
uid. All of the evidence show that it is a non-Fermi liquid
with a Fermi surface without long lived quasi-particles,
the excitation exhibits a much broader peak than that of
a normal Fermi liquid, where the self-energy is given by
Σ(ω, λ) = c ω lnω + z ω, where c is a real constant and z
is a complex constant.
In particular, when one is approaching the quantum
critical point (QCP) [10], the non-Fermi liquid system is
becoming strongly coupled, and the physics around the
region is characterized effectively by scaling law of critical
parameters, the dynamics of which can be described by
a conformal field theory.
The non-Fermi liquid behavior has successfully been
described through the gauge-gravity duality [11–19],
which is a breakthrough of the AdS/CFT correspon-
dence [20–22], where a higher dimensional gravity theory
can be used as a tool to explore physical observables such
as mass spectrum, correlation length and critical expo-
nents of a field theory lived on its boundary. In small cur-
vature and low energy limit, all known gravity theories re-
duce to the universal classical Einstein gravity. Through
studying the weakly interacting gravity, one can extract
universal properties of a large class of strongly coupled
quantum field theories lives on the boundary [23, 24].
It not only reveals the correspondence relation between
strongly coupled conformal field theory and weakly inter-
acting classical gravity, but also provides a strongly pow-
erful tool in dealing with strongly coupled quantum many
body physics [25–28]. The near horizon region behavior
of the classical Einstein gravity with well understanding
behavior at long distance, has provide a phenomenolog-
ical understanding on the IR CFT close to the QCP for
non-Fermi liquid [29–31]
The non-Fermi liquid phases are classified by scaling
dimension of spinor operator of CFT at IR fixed point:
(1)When the operator is relevant in the IR CFT, the
quasi-particle is unstable, thus there is no quasi-particle
description. As the physical consequence, its width is
linearly proportional to its energy and the quasi-particle
residue vanishes when approaching the Fermi surface.
(2)When the operator is irrelevant, the quasi-particle
becomes stable, scaling towards the Fermi surface with
a non-vanishing quasi-particle residue. In some special
cases, the ordinary Landau’s Fermi liquid deduced too.
(3)When the operator is marginal, the spectrum func-
3
tion has the form of a “marginal non-Fermi liquid”. The
most intriguing aspect of the non-Fermi liquid is that its
low energy behavior is controlled by the IR fixed point,
which exhibits non-analytic behavior only in the time di-
rection. In particular, single particle spectral function
and charge transport can be characterized by the scaling
dimension of the fermionic operator at IR fixed point.
Its dynamics is described by IR conformal quantum me-
chanics, i.e., CFT1, dual to the near horizon behavior
of a black hole. It has been shown numerically in litera-
tures that the Dirac fermions in RN AdS system has non-
Fermi liquid behavior [13]. Physical observables such as
Fermi momentum, decay width and correlation functions
are theoretically predictable and phenomenologically de-
tectable.
Recently, some novel strongly correlated electron sys-
tems, namely, topological metals [32, 33], have been
suggested in 5d transition metal oxides, topological
semi-metallic phases, i.e., topological Dirac and Weyl
semimetals arises from the interplay of strong correla-
tion of electrons and strong spin-orbit interactions [34],
so that novel quantum effects such as anomalous Hall ef-
fect (AHE) [35–38] and a magnetic field induced charge
density wave are present [39]. Three dimensional Weyl
semimetal phase have been realized by utilizing multi-
layer structure [40] with Topological Insulators (TIs) [41,
42] and the metallic phase is unusual, which is character-
ized by a finite anomalous Hall conductivity and topo-
logically protected edge states. Weyl semimetal [43, 44]
is considered as a platform toward interacting topologi-
cal states of matter. The topological structure leads to
anomalous transport phenomena such as chiral magnetic
effect (CME) [45–47], negative magneto-resistivity [48]
and anomalous Hall effect [49, 50]. It seems that chiral
anomaly is responsible for anomalous transport phenom-
ena in Weyl metral [51, 52], and can be described by an
axion field theory [53]. Naively speaking, a Weyl metal-
lic state is expected to appear by applying magnetic field
externally or intrinsically into the Dirac metal [54]. Re-
cently, the topological metal has been observed in exper-
iments [55–59].
All these new experiments reveals a fact that chiral
anomaly [60, 61] plays a universal and significant physi-
cal role in understanding the IR physics of strongly cor-
related electron systems with novel topological phases
in numerous solid state crystals [62]. For example,
Halperin-Lee-Read composite fermion charge liquid state
of a half-filled Landau level, can be viewed as a topologi-
cal non-Fermi liquid [63, 64]. Although a plenty of works
on non-Fermi liquid theory through gauge-gravity dual-
ity have been established, there are few to seriously con-
sider the non-Fermi liquid with topological phase, e.g.,
AHE, CME and topological magnetoelectric effect. This
motivates us to study these physical effects originated
from chiral anomaly in the non-Fermi liquid at or near
QCP, which can be described by a CFT dual to Reissner-
Nordstro¨m (RN) AdS black holes from classical Einstein
gravity. In this paper, we aim at exploring the universal
non-Fermi liquid behavior in topological phases due to
chiral anomaly.
This paper is organized as follows.
In section I, we firstly introduce the basic experimen-
tal observations on non-Fermi liquid behavior in heavy
fermion system near quantum critical point. Secondly
we introduce the non-Fermi liquid theory, our motiva-
tion and promising results. As supplementary material,
in appendix A, we briefly discuss the chiral anomaly and
chiral gauge field in both (3 + 1)-dimensional Euclidean
and Minkowski space-time, as well as universal topolog-
ical effects in topological metals such as CME and AHE
due to θ vacuum term.
In section II, we establish the general Lagrangian of
charged fermions in curved space-time, with chiral gauge
field introduced, which couples with the chirality oper-
ators in the bulk. The bulk Dirac equation with chi-
ral gauge field in arbitrary dimensional space-time can
be simplified by choosing proper representations for bulk
Dirac fermions, with the assumption of spatial homoge-
neousness of the space-time. For more detail, refer to
appendix B.
In section III, we study the bulk Dirac equation in high
dimension with spatial rotational invariance. The generic
Dirac equation in the transverse (spatial and time) sector
and radial sector is separated. The generic solution to
the radial sector of the Dirac equation is summarized in
appendix C.
In section IV, we investigate the UV retarded Green’s
function from CFT dual to high dimensional bulk gravity
and the bulk fermion wave functions with the assumption
of rotational invariance. The UV retarded Green’s func-
tions can be obtained directly by solving flow equations,
from which, the properties of the retarded Green’s func-
tion are deduced in Sec. IVA3. Fermi surface of non-
Fermi liquid from AdS4 gravity, including both zero fre-
quency and finite frequency cases, can be obtained from
the UV retarded Green’s function.
In section V, we mainly study the retarded Green’s
function of Dirac fermion at IR fixed point on the near
horizon boundary. The IR correlation functions for
charged fermion at both zero and finite temperatures, in
the bulk gravity with Ricci flat hypersurface are studied
in Sec. VA. As a demo, we consider the non-Fermi liquid
of AHE in retarded Green’s function at the low frequency.
The parameters to characterize the NFL behavior, i.e.,
residue, Zk, Fermi velocity vF and self energy, Σ(ω, λ)
can be obtained by fitting the exact retarded Green’s
function obtained through solving flow equation.
The basic results on conformal invariance of the near
horizon boundary in topological charged black holes with
Ricci flat or Ricci topological hypersurface in AdS4 are
summarized in appendix D.
Further discussions on topological hypersurface with
k 6= 0 case and its relevant physical implications on topo-
logical non-Fermi liquid are given in Sec. VI.
In this paper, we use the Greek symbols µ, ν, ... to
denote indices of the boundary space-time coordinates
4
xµ ∼ (t, xi), with i = 1, 2, ..., d − 1 denoting the in-
dices of pure spatial coordinates xi. The capital letters
M,N, ... denote the indices of bulk space-time coordi-
nates xM ∼ (r, xµ), and small letters a, b, ... denote tan-
gent space indices.
II. CHARGED DIRAC FERMION IN CURVED
SPACE-TIME
Consider a boundary theory with spinor operator
O(t, ~x) dual to a bulk Dirac field ψ(u, t, ~x) (u ∼ 1/r) in
curved space-time background gMN . The action of this
bulk fermion field coupled with a massless U(1) gauge
field AM is
S = −
ˆ
dd+1x
√−gi(ψ¯ΓMDMψ −mDψ¯ψ) + Sbd,(II.1)
where the boundary term Sbd is included to ensure a well
defined variational principle for the bulk fermion [24],
and DM is the covariant derivative in bulk space-time
with minimal couplings to both of the background gauge
field and the spin connection of the charged background
geometry 6,
DM = ∂M − i
4
ω abMσab − iqAM − ibMΓ2p+1,
σab ≡ iΓab = i
2
[Γa,Γb], (II.2)
where ω abM is a representation independent field known
as spin connection [65], and σab is the matrix represent-
ing the generator of the (d+1)-dimensional homogeneous
Lorentz group in the spinor representation of SO(d, 1).
The q is the charge of spinor operator O under the U(1)
current Jµ. By setting the charge q as a unit, one can
study the physics of the probe changes as one varies the
gauge coupling g, which is equivalent to rescaling of the
gauge field. p ≡ [D/2] and Γ2p+1 is the Chirality op-
erator defined in 2p-even dimensions, e.g., if D is even,
Γ2p+1 = ΓD+1 is the Chirality operator in D-even di-
mensions; while if D is odd, Γ2p+1 = ΓD is the chirality
operator defined in (D−1)-even dimensions. In the large
N limit, the ’t Hooft coupling gS ≡ g2N is fixed, thus
the increasing of the gauge couplings is equivalent to the
decreasing of N2 strongly coupled degrees of freedom of
the boundary field theory [28].
It is straightforward to read off Lagrangian density
from the action given in Eq.(II.1),
Lf = i
√−g(ψ¯ΓMDMψ −mDψ¯ψ) (II.3)
6 bµ can be viewed as the other independent gauge field, which dis-
tinguishes itself from gauge field AM minimally coupled to the
fermion. In condensed matter physics, bµ can be realized through
imposing external source, or is an induced effective gauge field
in the system, e.g., the chemical potential in CME as the time
component of bµ. In some literature [62], one may use the con-
ventional notation aµ instead of bµ.
from which one obtains the conjugate momentum of the
bulk Dirac fermion
πf =
∂Lf
∂(∂tψ)
= i
√−gψ¯Γt. (II.4)
Thus the Hamiltonian density is
Hf =
√−giψ¯Γtψ˙ − Lf . (II.5)
It is worthy to notice that the bulk spinor ψ has (d +
1)-components for d-odd and d-components for d-even,
while the spinor operator in the boundary O has only
half components. Here
ψ¯ = ψ†Γt, ΓMDM =
1
2
(
−→
✚D −←−✚D), (II.6)
−→
✚D = e Mc Γ
c
(
∂M +
1
4
ωabMΓ
ab − iqAM − ibMΓ2p+1
)
,
where M and a, b are used to denote the indexes of bulk
space-time and tangent space (local Lorentz space-time
or local laboratory coordinates), respectively. For tan-
gent space, we use a underline to label the corresponding
coordinates, i.e., a = (r, t, i). The Greece latters µ, ν etc.,
are used to denote indexes along the hypersurface or cut-
off brane, i.e., xM ∼ (r, xµ), xµ ∼ (t, xi). The Gamma
matrices in bulk space-time are linear combination of the
Gamma matrix in the tangent space time, ΓM = e Ma Γ
a,
where Γa are Gamma matrices satisfy Grassman algebra
{Γa,Γb} = 2ηab. To be concrete,
(Γt)2 = −1, (Γr)2 = 1, (Γx)2 = 1. (II.7)
We have introduced vierbein eMa , a here is used to denote
tangent space index as the a above, which are a set of
(d + 1)-dimensional orthogonal normal vector bases and
the label a telling the direction of the vector. The spinor
has a Lorentz transformation rule locally.
The spin connection ωabM is a 1-form defined as
ωabM = gNLe
L
a ∇MeNb = eaN (∂Me Nb + ΓNMLe Lb ),
ωabM = η
acηbdωcdM . (II.8)
It is worth emphasizing that the spin connection is an-
tisymmetric in a and b, since ηab = gMNeaMe
b
N is a
quantity with vanishing covariante derivative (∇Mηab =
ωabM + ω
ba
M = 0).
III. DIRAC FERMIONS IN BULK WITH
SPATIAL ROTATIONAL INVARIANCE
A. Dirac equation in (3 + 1)-dimensions
Consider a generic diagonal background metric with
rotationally invariance along xi directions,
ds2 = −gtt(r)dt2 + grr(r)dr2 + gxx(r)dxidxi, (III.1)
5
where i = 1, 2. According to Eq.(B.28), the most general
bulk Dirac equation in (3 + 1)-dimensions can also be
re-expressed as(√
gxx√
gtt
Γt(∂t−iqAt+ib0Γ5)+
√
gxx√
grr
Γr(∂r − ibrΓ5)
−mD√gxx+Γj(∂j−iqAj−ibjΓ5)
)
Ψ=0, (III.2)
where j = x, y and Ψ ≡ (−ggrr) 14ψ. The EOMs can be
simplified by absorbing br into the radial sector of the
wave function, which gives[
(∂r −√grrmDΓr) + i
√
grr√
gxx
ΓrΓµ(Kµ −BµΓ5)
]
Ψ = 0,
Kµ = (−K0,Kj) ≡
(
−
√
gxx√
gtt
(ω + qAt), (kj − qAj)
)
,
Bµ = (−B0, Bj) ≡
(
−
√
gxx√
gtt
b0, bj
)
, (III.3)
where br has been absorbed into the phase redefinition
of the Dirac field through
Ψ ≡ (−ggrr) 14 e−ib(r)Γ2p+1ψ, (III.4)
where the phase factor b(r) is a function defined in
Eq.(B.23). In the chosen representation in Eq.(B.1) with
chirality operator given in Eq.(B.2), the second phase
factor becomes
exp (−ib(r)Γ5) = exp
(
− b(r)
(
0 −σ2
σ2 0
))
=


cosh b(r) 0 0 i sinh b(r)
0 cosh b(r) −i sinh b(r) 0
0 i sinh b(r) cosh b(r) 0
−i sinh b(r) 0 0 cosh b(r)

 .
By assuming the rotational invariance in the 2-
dimensional spatial sector, i.e., x-y plane, perpendicular
to the r direction, the bulk Dirac equation in (3 + 1)-
dimensions can be simplified in analogy to those in (2+1)-
dimensions. Due to the rotational invariance in the 2-
dimensional spatial directions, one does not lose general-
ity by setting
k1 = kx, b1 = bx; k2 = ky, b2 = by. (III.5)
While in our case, since we are considering the chiral
gauge field in the bulk, we would like to consider both
the electric and magnetic field at the same time. Assume
that the static magnetic field pass through the x-y plane,
i.e., hµ = (hr, ht,~h) = (h, 0, hx, hy,0d−3),
~A =
1
2
(~h× ~x), (III.6)
namely,
Ax(y) =
1
2
(hyr − hry) = −1
2
hy,
Ay(x) =
1
2
(hrx− hxr) = 1
2
hx. (III.7)
For simplicity and without loss of generality, one can
choose the nonvanishing elements of the gauge field as
Ax(y) = −hy, Ay(x) = 0. (III.8)
While equivalently, one can also take
Ax(y) = 0, Ay(x) = hx. (III.9)
Thus, in (3 + 1)-dimensional space-time case, we choose
the static gauge field as
AM = (Ar, Aµ) =
(
0, At(r),−hy, 0
)
, (III.10)
which gives
EM = (Er, Eµ) = (∂rAt(r), 0, 0, 0), hM = (h, 0, 0, 0).
B. Dirac equations in bulk with spatial rotational
invariance
In the assumption that the rotational invariance in the
2-dimensional space as shown in Eq.(III.5), e.g., except r
direction, the bulk Dirac equations in (3+1)-dimensions
can be simplified. Under the representation in Eq.(B.1)
and chirality operator in Eq.(B.2), the Dirac equation in
Eq.(III.2) becomes
(DL(r) +DT (r))Ψ=0, Ψ ≡ (−ggrr) 14ψ.(III.11)
where
DL(r) ≡
√
gxx√
gtt
Γt(∂t−iqAt+ib0Γ5)
+
√
gxx√
grr
Γr(∂r − ibrΓ5)−mD√gxx,
DT (r) ≡ Γ1(∂x−ibxΓ5) + Γ2(∂y−ibyΓ5). (III.12)
Although the matrices D1 and D2 do not commute,
it is possible to construct an anti-unitary matrix U , i.e.,
U2 = −1, U−1 = U † and U † = −U which in the repre-
sentation in Eq.(B.1), turns out to be
U =
( −iσ2 0
0 −iσ2
)
, (III.13)
thus
UΓt =
( −iσ3 0
0 −iσ3
)
, UΓr =
( −σ1 0
0 −σ1
)
,
UΓ1 =
(
i12 0
0 −i12
)
, UΓ2 =
(
0 −i12
−i12 0
)
,
ΓtΓ5 =
(
0 −iσ3
iσ3 0
)
, ΓrΓ5 =
(
0 −σ1
σ1 0
)
,
Γ1Γ5 =
(
0 −i12
−i12 0
)
, Γ2Γ5 =
( −i12 0
0 i12
)
, (III.14)
6
and one can check that the matrix has the following prop-
erties
[U,Γ5] = 0, (III.15)
and
{U,Γt} = 0, {U,Γr} = 0,
{U,ΓtΓ2p+1} = 0, {U,ΓrΓ2p+1} = 0,
[U,Γ1] = 0, [U,Γ2] = 0,
[U,Γ1Γ2p+1] = 0, [U,Γ2Γ2p+1] = 0. (III.16)
where [, ] and {, } means commutator and anti-
commutator, respectively. Therefore, one obtains
{U,DL(r)} = 0, [U,D2(r)] = 0, (III.17)
which implies that
U−1DL(r)U = −DL(r) U−1DT (r)U = DT (r). (III.18)
thus UDL(r),UDT (r) are commuting Hermitian opera-
tors,
[UDL(r), UDT (r)] = 0, (III.19)
which means that they have the same eigenvectors, i.e.,
the Dirac equation becomes
UDL(r)Ψ = −UDT (r)Ψ = LΨ, (III.20)
where L is a real eigenvalue.
C. Spatial coordinate dependence
We will try to solve the spatial coordinate depen-
dence of the equation firstly, namely, the second sector
of Eq.(III.20).
1. The case without external magnetic field
UDT (r)Ψ = [UΓ
1(∂x−ibxΓ5) + UΓ2(∂y−ibyΓ5)]Ψ = −LΨ. (III.21)
By using Eq.(III.14), we obtain
UDT (r) =
(
i12∂x + ibyσ
2 ibxσ
2 − i12∂y
ibxσ
2 − i12∂y −i12∂x − ibyσ2
)
. (III.22)
By doing Fourier transformation and considering the assumption in Eq.(III.5), one obtains
ψ(r, xµ) = (−ggrr)− 14
ˆ
dω
ˆ
dkie
−iωt+ikixiΨ(r, kµ), (III.23)
where xµ = (t, xi) = (t, x, y) and kµ = (ω, ki) = (ω, kx, ky).
Thus in the momentum space, by making the replacement ∂x → ikx, and by using the notation for bulk Dirac
spinor Ψ, in terms of two Weyl fermions, as shown in Eq.(B.12),
Ψ ≡
(
Ψ+
Ψ−
)
, (III.24)
the Dirac equation in Eq.(III.21) becomes( −kx12 + ibyσ2 ibxσ2 − i12∂y
ibxσ
2 − i12∂y kx12 − ibyσ2
)(
Ψ+
Ψ−
)
= −λ14
(
Ψ+
Ψ−
)
. (III.25)
One can make a unitary transformation U1 according to the convention used above and it acts on all coordinate sector,
namely, t, r, x, y, (
Ψ˜+
Ψ˜−
)
= U1
(
Ψ+
Ψ−
)
, U1 ≡ 1√
2
(1 − iσ1) = 1√
2
(
1 −i
−i 1
)
, (III.26)
which gives
U1
(
(λ− kx)12 + ibyσ2 ibxσ2 − i12∂y
ibxσ
2 − i12∂y (λ+ kx)12 − ibyσ2
)
U−11
(
Ψ˜+
Ψ˜−
)
= 0.
By substituting transformation matrix U1 into the field equations above, one obtains(
λ12 i(bx + iby)σ
2 − i12(∂y + kx)
i(bx − iby)σ2 − i12(∂y − kx) λ12
)(
Ψ˜+
Ψ˜−
)
= 0, (III.27)
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from which, we obtain two coupled 1st order ODEs,
λ12Ψ˜+ + [i(bx + iby)σ
2 − i12(∂y + kx)]Ψ˜− = 0, λ12Ψ˜− + [i(bx − iby)σ2 − i12(∂y − kx)]Ψ˜+ = 0.
Thus one can obtain two decoupled 2nd order ODEs,
[−λ212 − (b2x + b2y)12 + 2σ2(bx∂y − ibykx) + ∂y(bx − iby)σ2 − (∂2y − k2x)12]Ψ˜+ = 0,
[−λ212 − (b2x + b2y)12 + 2σ2(bx∂y − ibykx) + ∂y(bx + iby)σ2 − (∂2y − k2x)12]Ψ˜− = 0. (III.28)
We assume that bx, by are two constants, namely ∂ybi = 0 with i = x, y. Thus, one has
[λ212 + (b
2
x + b
2
y)12 − 2σ2(bx∂y − ibykx) + (∂2y − k2x)12]Ψ˜β = 0, (III.29)
with β = ±, and
Ψ˜β ≡ R˜β(r) ⊗
(
χ1(y)
χ2(y)
)
, (III.30)
where R˜β = (F˜β , G˜β) defined in Eq.(C.3), are the ra-
dial sector of the wave function, we will solve it in the
following sections.
One can introduce other unitary transformation U2,
which only acts on the wave functions in the spatial di-
rections, namely, the transverse sector xi = (x, y), which
are transverse to the time and radial directions t and r,
Ψ˜β = U2
˜˜Ψβ, (III.31)
where β = ± and
U2 =
1√
2
( −i i
1 1
)
, U−12 σ
2U2 =
(
1 0
0 −1
)
= σ3.(III.32)
Thus
˜˜Ψβ = U
−1
2 Ψ˜β . (III.33)
By using the properties of the transformation matrix U2,
U−12 σ
2U2 = σ
3, U−12 σ
1U2 = −σ2, U−12 σ3U2 = −σ1,
one obtains
[λ212 + (b
2
x + b
2
y)12 − 2σ3(bx∂y − ibykx)
+(∂2y − k2x)12] ˜˜Ψβ = 0,
where β = ±. By assuming that
˜˜Ψβ = R˜β(r)⊗
(
χ+(y)
χ−(y)
)
, (III.34)
one obtains
[λ2 + (b2x + b
2
y)− 2(bx∂y − ibykx) + (∂2y − k2x)]χ+ = 0,
[λ2 + (b2x + b
2
y) + 2(bx∂y − ibykx) + (∂2y − k2x)]χ− = 0,
which gives
χ+ = e
bxy[C1e
−y
√
(kx−iby)2−λ2 + C2ey
√
(kx−iby)2−λ2 ],
χ− = e−bxy[D1e−y
√
(kx+iby)2−λ2 +D2ey
√
(kx+iby)2−λ2 ],
where C1, C2, D1 and D2 are all constants.
By imposing the infinite boundary conditions as
χ± ∼ e±ikyy, ky = −ibx ±
√
λ2 − (kx − iby)2,
we obtain pseudo eigenvalues (since they are not real) as
λ2± = (kx ∓ iby)2 + (ky ± ibx)2, (III.35)
which are real only in the case when ky = 0, by = 0 (or
kx = 0, bx = 0), then the eigenvalue becomes degenerate
as
λ+ = λ− ≡ λ = ±
√
k2x − b2x ≡ ±
√
k2 − b2, (III.36)
since x and y directions have no anistropy in the absence
of external field, e.g., by making the replacement,
kx → −i∂x, ∂y → iky, (III.37)
the equations of motion above become
[λ2 + (b2x + b
2
y)− 2(ibxky − by∂x) + (−k2y + ∂2x)]χ+ = 0,
[λ2 + (b2x + b
2
y) + 2(ibxky − by∂x) + (−k2y + ∂2x)]χ− = 0.
Therefore, in the ky = by = 0 case, the equations of
motion become
(λ2 + b2x + ∂
2
x)χ± = 0, (III.38)
which gives
χ± = C1,2ei
√
λ2+b2xx +D1,2e
−i
√
λ2+b2xx
≡ C1,2eikxx +D1,2e−ikxx, (III.39)
thus the eigenvalues are
λ = ±
√
k2x − b2x ≡ ±
√
k2 − b2, k ≡ kx, b ≡ bx.(III.40)
Otherwise, one can make a replacement for the chiral
gauge field from the beginning, which is allowed in Eu-
clidean space for the chiral gauge field,
bx → −ibx, by → −iby, (III.41)
so that the wavefunction is completely in the oscillator
region,
χ+ ∼ e−ibxye−y
√
(kx−by)2−λ2 = eikyy,
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χ− ∼ eibxye−y
√
(kx+by)2−λ2 = e−ikyy, (III.42)
where we have just kept the physical wavefunctions by
imposing C2 = 0 and D2 = 0, which are exponentially
divergent in the infinite boundary, and the eigenvalues
are, respectively,
λ± = ±
√
(kx ∓ by)2 + (ky ∓ bx)2, (III.43)
and it is worth noticing that λ− → λ+(bi → −bi), i =
x, y.
One obtains the solution of the wave functions
(
Ψ+
Ψ−
)
= U−11
(
Ψ˜+
Ψ˜−
)
=
1√
2
(
Ψ˜+ + iΨ˜−
Ψ˜− + iΨ˜+
)
, (III.44)
and according to Eq.(III.32) and Eq.(III.34), one has
Ψ˜β = U2
˜˜Ψβ = R˜β ⊗
(
−i 1√
2
(χ+ − χ−)
1√
2
(χ+ + χ−)
)
, (III.45)
where β = ± and χ± = χ±(y). By comparing with those
defined in Eq.(III.30), we obtain
χ1 = −i 1√
2
(χ+ − χ−), χ2 = 1√
2
(χ+ + χ−), (III.46)
where χ1,2 = χ1,2(y).
It is worth emphasizing that the form of χ±(y) doesn’t
affect the radial sector, since they do not depend on the
radial coordinates, meanwhile, the transformation ma-
trix between Ψ˜β and
˜˜Ψβ, i.e., U2, does not affect the
radial sector of Ψβ(β = ±), since Ψ˜α ∝ Rβ thus in
fact (χ1, χ2)
T = U2(χ+, χ−)T . The transformation that
does affect the radial sector is U1, since (Ψ+,Ψ−)T =
U−11 (Ψ˜+, Ψ˜−)
T ∼ U−11 (R˜+, R˜−)T ⊗ (χ1, χ2)T .
To be brief, we have obtained the solution correspond-
ing to the eigenvalue +λ, namely,
UDL(r)Ψ = −UDT (r)Ψ = λΨ, (III.47)
where UDT (r) is given in Eq.(III.22), which is equivalent
to Eq.(III.27).
The other independent solutions corresponding to the
eigenvalue −λ, is
UDL(r)Ψ = −UDT (r)Ψ = −λΨ, (III.48)
2. The case with external magnetic field
In the case that there is an external magnetic field, e.g., by imposing an external magnetic field passing through
the x-y plane. Then there will be a gauge vector along the direction of partial derivative with respect to x (or y),
namely ∂x → ∂x−iqAx(y) (or ∂y → ∂y−iqAy(x)), then Eq.(III.21) becomes
UDT (r)Ψ = [UΓ
1(∂x−iqAx(y)−ibxΓ5) + UΓ2(∂y−ibyΓ5)]Ψ = −LΨ, (III.49)
where the spatial component of U(1) gauge field is chosen as in Eq.(III.10). Thus, Eq.(III.22) becomes
UDT (r) =
(
i12(∂x + iqhy) + ibyσ
2 ibxσ
2 − i12∂y
ibxσ
2 − i12∂y −i12(∂x + iqhy)− ibyσ2
)
. (III.50)
By doing Fourier transformation as shown in Eq.(III.23), then in the momentum space, by making the replacement
∂x → ikx, the Dirac equation in Eq.(III.21) becomes( −(kx + qhy)12 + ibyσ2 ibxσ2 − i12∂y
ibxσ
2 − i12∂y (kx + qhy)12 − ibyσ2
)(
Ψ+
Ψ−
)
= −λ14
(
Ψ+
Ψ−
)
, (III.51)
one can make a transformation as shown in Eq.(III.26), namely (Ψ˜+, Ψ˜−)T = U1(Ψ+,Ψ−)T , which gives
U1
(
[λ− (kx + qhy)]12 + ibyσ2 ibxσ2 − i12∂y
ibxσ
2 − i12∂y [λ+ (kx + qhy)]12 − ibyσ2
)
U−11
(
Ψ˜+
Ψ˜−
)
= 0, (III.52)
by using Eq.(III.26), it is more explicit(
λ12 ibxσ
2 − i12∂y − i[(kx + qhy)12 − ibyσ2]
ibxσ
2 − i12∂y + i[(kx + qhy)12 − ibyσ2] λ12
)(
Ψ˜+
Ψ˜−
)
= 0, (III.53)
from which, we obtain
λ12Ψ+ + [i(bx + iby)σ
2 − i12(∂y + kx + qhy)]Ψ˜− = 0, λ12Ψ− + [i(bx − iby)σ2 − i12(∂y − kx − qhy)]Ψ˜+ = 0,
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which can be reduced in the absence of chiral gauge field to
λ12Ψ+ − i12[∂y + (kx + qhy)]Ψ˜− = 0, λ12Ψ− − i12[∂y − (kx + qhy)]Ψ˜+ = 0.
Thus one obtains two decoupled 2nd order ODEs,
[−λ212 − (b2x + b2y)12 + 2σ2[bx∂y − iby(kx + qhy)] + ∂y(bx − iby)σ2 − (∂2y − (kx + qhy)2)12]Ψ˜+ = 0,
[−λ212 − (b2x + b2y)12 + 2σ2[bx∂y − iby(kx + qhy)] + ∂y(bx + iby)σ2 − (∂2y − (kx + qhy)2)12]Ψ˜− = 0.
Assuming that bx, by are two constants, thus ∂ybx = 0, ∂yby = 0. Thus we have
[λ212 + (b
2
x + b
2
y)12 − 2σ2(bx∂y − ibyk) + (∂2y − (kx + qhy)2)12]Ψ˜β = 0,
where β = ±. In the absence of chiral gauge field, the equations reduce to [λ212 + (∂2y − (kx + qhy)2)12]Ψ˜β = 0. One
can make a transformation as shown in Eq.(III.32), i.e., Ψ˜β = U2
˜˜Ψβ(β = 1, 2), which leads to
[λ212 + (b
2
x + b
2
y)12 − 2σ3(bx∂y − ibykx) + (∂2y − (kx + qhy)2)12] ˜˜Ψβ = 0. (III.54)
By assuming the wave function as that in Eq.(III.34), one obtains EOMs for the wave functions χ±(y),
[λ2 + (b2x + b
2
y)− 2(bx∂y − ibykx) + (∂2y − (kx + qhy)2)]χ+ = 0,
[λ2 + (b2x + b
2
y) + 2(bx∂y − ibykx) + (∂2y − (kx + qhy)2)]χ− = 0. (III.55)
which are typical Strum-Liouville problems: a(y)χ′′±(y)+b(y)χ
′
±(y)+c±(y)χ±(y) = 0 with a(y) = 1, b(y) = −2bx, and
c±(y) = λ2+(b2x+ b
2
y)12± 2ibykx− (kx+ qhy)2. The ODE can be expressed as the familiar form − ddy [p(x) ddyχ±(y)]+
q(y)χ±(y) = λ˜w(y)χ±(y), with p(y) = e−2bxy, and λ˜w(y)− q(y) = [λ2 + (b2x + b2y)12 ± 2ibykx − (kx + qhy)2]e−2bxy. It
turns out that the wave function can be expressed as
χ±(y¯) = e
− 12 (y¯∓ bx√qh )
2+ 12 (kx∓bx)2
[
C±Hn±(y¯) +D± 1F1
[− n±
2
,
1
2
, y¯2
]]
, n± ≡
λ2 + b2y ± 2ikxby
2qh
− 1
2
, (III.56)
where we have introduced y¯ ≡ √qhy + kx√
qh
and c± and
D± are all constants. Since 1F1[−m/2, 1/2, z] will be
exponentially divergent when m ∈ odd numbers, conse-
quently, the physical wave functions with the quantum
numbers n± ∈ Z is chosen by setting D± = 0.
The first case that with the number n± being a real
number can be realized by making the replacement from
the beginning that by → −iby, then the correspond quan-
tum numbers become real
n± ≡
λ2 + b2y ± 2kxby
2qh
− 1
2
. (III.57)
which leads to two nondegenerate eigenvalue as
λ2n± = 2qh
(
n± +
1
2
)
+ k2x − (kx ± by)2, n± ∈ Z. (III.58)
The other case with a real number n± is realized by as-
suming that the chiral gauge field along the y direction
is absent. In that case,
n± ≡ n = λ
2
2qh
− 1
2
, ⇒ λ2n = 2qh
(
n+
1
2
)
, (III.59)
with n = 0, 1, 2 . . . ,∈ Z. The corresponding wave func-
tions are
χ±(y¯) = e
− 12 (y¯∓ bx√qh )
2+ 12 (kx∓bx)2
[
C±Hn(y¯)
+ D∓ 1F1
[− n
2
,
1
2
, y¯2
]]
, n ≡ λ
2
2qh
− 1
2
.
It is worth noticing that the wave function with the quan-
tum number n = 0 becomes
χ±(y¯) = c±e
− 12 (y¯∓ bx√qh )
2+ 12 (kx∓bx)2 , (III.60)
where c± = (C± + D±), since H0(z) = 1 and
1F1[0, 1/2, z] = 1. The corresponding eigenvalue is
λ20 = qh, λ0 = ±
√
|qh|. (III.61)
By redefinition of the eigenvalue, one can obtain
λ˜n ≡ λ√
qh
, λ˜2n = 2n+ 1, n ∈ Z. (III.62)
Alternatively, the number n± could be real number, in
the situation that the wave function is independent of the
x-direction, namely, kx = 0, we obtain the degenerate
wave functions as:
χ±(y¯) = C±e−
1
2 y¯
2
Hn(y¯) +D±e
1
2 y¯
2
H−n−1(iy¯),
n ≡ λ
2 + b2y
2qh
− 1
2
, (III.63)
where y¯ ≡ √qhy. This leads to the eigenvalues
λ2n = 2qh
(
n+
1
2
)− b2y. (III.64)
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In the absence of chiral gauge field, i.e., by = 0, the results
above just recover those in ref. [15].
D. Time and radial coordinates dependence
In the following, we will try to solve the time and radial
coordinate dependent part of the equation, namely, the
first sector in Eq.(III.20),
UDL(r)Ψ =
√
gxx√
gtt
UΓt(∂t−iqAt+ib0Γ5)+
√
gxx√
grr
UΓr(∂r − ibrΓ5)−mD√gxxU = LΨ, (III.65)
where by using Eq.(III.14) in the representation as shown in Eq.(B.1), UDL(r) is given as
UDL(r) =
√
gxx
(
−iσ3 (∂t−iqAt)√gtt − σ1
∂r√
grr
+ iσ2mD σ
1 b0√
gtt
− iσ3 br√grr
−σ1 b0√gtt + iσ3 br√grr −iσ3
(∂t−iqAt)√
gtt
− σ1 ∂r√grr + iσ2mD
)
. (III.66)
Thus in the momentum space time as shown in Eq.(III.23), by making the replacement ∂t → −iω, and expressing
the bulk Dirac spinor Ψ in terms of two Weyl fermions Ψ± through spin projection operators, as shown in Eq.(B.12),
the field equation becomes
√
gxx
(
−σ3 (ω+qAt)√gtt − σ1 ∂r√grr + iσ2mD σ1 b0√gtt − iσ3 br√grr
−σ1 b0√gtt + iσ3
br√
grr
−σ3 (ω+qAt)√gtt − σ1
∂r√
grr
+ iσ2mD
)(
Ψ+
Ψ−
)
= λ
(
12 0
0 12
)(
Ψ+
Ψ−
)
.
We have assumed that both Ψ+ and Ψ− correspond to the eigenvalue λ14, alternatively, one can also assume the
eigenvalue to be −λ14. This ambiguity is due to the energy degeneracy existing in the square of the operator L2 ∼ λ2
when solving spatial sector of the bulk Dirac equation. This reflects the fact that there are other two independent
solutions Ψ−λ = (Ψ−λ,+,Ψ−λ,−)T , which correspond to the eigenvalue −λ14. In the following, we introduce the
following notation to stand for the wavefunctions with eigenvalue ±λ, respectively, as
Ψ±λ,β ≡ Ψα,β, (III.67)
where α = 1, 2 and β = ±. e.g., Ψ+λ,± ≡ Ψ1,±, and Ψ−λ,± ≡ Ψ2,±. Therefore, we have the equations of motion for
the bulk Dirac fermion in (3 + 1)-dimensions as
√
gxx
(
−σ3 (ω+qAt)√gtt − σ1
∂r√
grr
+ iσ2mD − λ√gxx12 σ1
b0√
gtt
− iσ3 br√grr
−σ1 b0√gtt + iσ3 br√grr −σ3
(ω+qAt)√
gtt
− σ1 ∂r√grr + iσ2mD − λ√gxx12
)(
Ψ+
Ψ−
)
= 0.
According to discussion in Eqs.(B.13) and (B.12), one has (Ψ+,Ψ−)
T
= Φ+ +Φ−, where Φβ ≡ PβΨ with β = ±.
1. The case without chiral gauge fields b0, br
At this step, it is worth noticing that the chiral gauge fields b0, br are present on the off-diagonal block of the
matrix, which mixes Ψ+ and Ψ−. Consequently, if the chiral gauge fields are absent, i.e., b0 = br = 0, then the field
equations of motion can be decoupled,
√
gxx
(
−σ3 (ω+qAt)√gtt − σ1
∂r√
grr
+ iσ2mD − λ√gxx12 0
0 −σ3 (ω+qAt)√gtt − σ1 ∂r√grr + iσ2mD − λ√gxx12
)(
Ψ+
Ψ−
)
= 0,
which implies that Ψ± satisfy the same equations of motion,(
− σ3 (ω+qAt)√
gtt
− σ1 ∂r√
grr
+ iσ2mD − λ√
gxx
12
)
Ψ1,± = 0, (III.68)
where Ψ1,± ≡ Ψ+λ,±, i.e., we have introduced the subscript 1 indicating the corresponding eigenvalue +λ. It is
obvious that other independent wave functions satisfying the equations of motion as,(
− σ3 (ω+qAt)√
gtt
− σ1 ∂r√
grr
+ iσ2mD +
λ√
gxx
12
)
Ψ2,± = 0, (III.69)
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where Ψ2,± ≡ Ψ−λ,±, and the subscript 2 indicating the corresponding eigenvalue −λ. Since Ψ1,± satisfy the same
equations of motion, and so do Ψ2,±. Without loss of generality, one can select Ψ1,+ and Ψ2,− (Equivalently, one may
select Ψ1,− and Ψ2,−, or Ψ1,+ and Ψ2,+, or Ψ1,− and Ψ2,−) as two independent wave functions and denote them as
Φ+ ≡ P+Ψ and Φ2 ≡ P−Ψ. Among the four, only two of them are independent, e.g., Φ+ ≡ (Ψ1,+, 0)T ∼ (Ψ2,+, 0)T
and Φ− ≡ (0,Ψ1,−)T ∼ (0,Ψ2,−)T .
In fact, since it is obvious that the second subscript of the wavefunctions, i.e., β = ±, which indicate the eigenstates
of spin projection, do not affect the EOMs, thus the subscript β = ± can be dropped. In this case, one keeps only
the subscript α = 1, 2 to indicate wavefunctions with the eigenvalue ±λ, respectively, i.e., Ψα,β ≡ Ψα with α = 1, 2,
respectively.
By using the notation introduced in Eq.(B.12), the two independent Dirac equations in the absence of chiral gauge
field can be expressed in a more tight form as(
− σ3 (ω+qAt)√
gtt
− σ1 ∂r√
grr
+ iσ2mD + (−1)α λ√
gxx
12
)
Ψα = 0, α = 1, 2. (III.70)
For the case with only x direction dependence, λ = kx ≡ k, by multiplying a −σ1 on the left hand side of the equations
of motion, one has (
− iσ2 (ω+qAt)√
gtt
+ 12
∂r√
grr
+ σ3mD − σ1(−1)α kx√
gxx
)
Φα = 0, α = 1, 2. (III.71)
where Φ+ ≡ (Ψ+, 0)T and Φ− ≡ (0,Ψ−)T . These equations reduce to the bulk Dirac equation without chiral gauge
field, e.g., Eq.(A14) in ref. [29].
2. The case with chiral gauge fields b0, br
In the following, we will consider the most general case with chiral gauge fields b0,r. By using the similar transfor-
mation as shown in Eq.(III.26), U1, which also acts on the radial and time coordinate sector, namely, r, t,(
Ψ˜+
Ψ˜−
)
= U1
(
Ψ+
Ψ−
)
, (III.72)
and by using Eq.(III.26), one obtains(
−σ3( (ω+qAt)√gtt − br√grr )−σ1( ∂r√grr −i b0√gtt )+iσ2mD− λ√gxx12 0
0 −σ3( (ω+qAt)√gtt + br√grr )−σ1( ∂r√grr +i b0√gtt )+iσ2mD− λ√gxx12
)(
Ψ˜+
Ψ˜−
)
= 0.
It is obvious that associated with the eigenvalue transformation λ14 → −λ14, there are another two independent
wave functions.
One may relabel them as Ψ1,β and Ψ2,β , respectively, so that the equations of motion can be expressed as an unified
one as, [
− σ3
(
(ω+qAt)√
gtt
−β br√
grr
)
−σ1
(
∂r√
grr
−iβ b0√
gtt
)
+iσ2mD+(−1)α λ√
gxx
12
]
Ψ˜α,β = 0, (III.73)
where Ψ˜1,β ≡ Ψ˜+λ,β , Ψ˜2,β ≡ Ψ˜−λ,β with β = ±. Therefore in the presence of chiral gauge fields, or, equivalently,
in the presence of chiral anomaly, there are four sets of independent EOMs for bulk Dirac fermion wavefunctions,
namely Ψ˜α,β ≡ {Ψ˜1,+, Ψ˜1,−, Ψ˜2,+, Ψ˜2,−}, instead of two sets, namely Ψ˜α ≡ {Ψ˜1, Ψ˜2}, of independent EOMs for bulk
Dirac fermion wavefunctions when the chiral gauge fields b0, br are absent. In other words, the degrees of freedom
(d.o.f) of the EOMs are doubled, compared to the case without chiral gauge fields. It is obvious that half of Dirac
wave functions will be degenerate when the chiral gauge field are turned off, as shown in Eq.(III.70) by setting β = 0.
As a generalization of Eq.(III.71), one obtains[
− σ3
(
(ω+qAt)√
gtt
−β br√
grr
)
−σ1
(
∂r√
grr
−iβ b0√
gtt
)
+iσ2mD+(−1)α λ√
gxx
12
]
Φ˜α,β = 0, (III.74)
where Φ˜α,β ≡ PβΨ˜α with β = ±, i.e., Φ˜α,+ ≡ (Ψ˜α,+, 0)T and Φ˜α,− ≡ (0, Ψ˜α,−)T with α = 1, 2. The EOMs are general
in the sense that they include several special cases with interesting physical consequence. For example,
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(a) Weyl fermions with same helicity and same energy eigenvalues: Same spin projection eigenstates with same
energy eigenvalues, α = α′, β = β′. e.g. α = α′ = 1, β = β′ = +:
Φ˜1,2 ≡ Φ˜1,+ ≡ P+Ψ˜1 : Φ˜1 ≡ (Ψ˜1,+,0)T ; Φ˜2 ≡ (Ψ˜1,+,0)T . (III.75)
(b) Weyl fermions with same helicity but inverse energy eigenvalues: Same spin projection eigenstates with different
energy eigenvalues, α 6= α′, β = β′. e.g. α = 1, 2, β = +:
Φ˜α ≡ Φ˜α,+ = P+Ψ˜α : Φ˜1 ≡ (Ψ˜1,+,0)T ; Φ˜2 ≡ (Ψ˜2,+,0)T . (III.76)
(c) Weyl fermions with different helicity but same energy eigenvalues: Same energy eigenstates with different spin
projection eigenvalues, α = α′, β 6= β′. e.g., α = 1, β = ±,
Φ˜β ≡ Φ˜1,β = PβΨ˜1 : Φ˜1 ≡ (Ψ˜1,+,0)T , Φ˜2 ≡ (0, Ψ˜1,−)T . (III.77)
(d) Weyl fermions with different helicity and inverse energy eigenvalues: Different energy eigenstates with different
spin projection eigenvalues, α 6= α′, β 6= β′. e.g., α = 1, β = +;α′ = 2, β′ = −
Φ˜1 ≡ Φ˜1,+ ≡ (Ψ˜1,+,0)T , Φ˜2 ≡ Φ˜2,− ≡ (0, Ψ˜2,−)T . (III.78)
According to Eq.(III.30), we have
Φ˜α,β = R˜α,β ⊗
(
χ1(y)
χ2(y)
)
, (III.79)
where χ1,2(y) are related to χ±(y) through Eq.(III.46).
By multiplying −σ1 on the left hand side of Eq.(III.74), one has[
− iσ2
(
(ω+qAt)√
gtt
−β br√
grr
)
+12
(
∂r√
grr
−iβ b0√
gtt
)
+σ3mD−(−1)α λ√
gxx
σ1
]
R˜α,β = 0. (III.80)
In the following section, we will solve the above euqations.
3. Dirac equation
The above equations can also be re-expressed as[
12
(
∂r−iβ
√
grr
gtt
b0
)
+σ3mD
√
grr
]
Φ˜α,β =
[
iσ2
(√
grr
gtt
(ω+qAt)−βbr
)
+(−1)ασ1
√
grr
gxx
λ
]
Φ˜α,β , (III.81)
Or, in the ζ coordinate defined in Eq.(D.49), the EOM become[
12
(
∂ζ+iβ
√
gζζ
gtt
b0
)
−σ3mD√gζζ
]
Φ˜α,β = −
[
iσ2
(√
gζζ
gtt
(ω+qAt)+βbζ
)
+(−1)ασ1
√
gζζ
gxx
λ
]
Φ˜α,β , (III.82)
where we have introduced bζ ≡ −br as shown in Eq.(C.18) and Eq.(C.20). In the absence of chiral gauge fields b0,r,
i.e., bµ = 0, br = 0, and also bi = 0, then λ = |~k|, Eqs.(III.81) and (III.82) reduce to
(∂r+mD
√
grrσ
3)Ψ˜α=
√
grr
gxx
[iσ2K0(r)+(−1)ασ1k]Ψ˜α, (∂ζ−mD√gζζσ3)Ψ˜α=
√
gζζ
gxx
[−iσ2K0(ζ)−(−1)αkσ1]Ψ˜α.
In the presence of chiral gauge field b0,r, the Dirac equation in Eq.(III.81) can be expressed more explicitly as(
A(−mD)−iβB0(r) −[K0(r)− βBr(r) + (−1)αλ]
K0(r) − βBr(r) − (−1)αλ A(mD)−iβB0(r)
)
Φ˜α,β = 0, (III.83)
where we have introduced the differential operators defined as
A(mD) ≡
√
gxx
grr
(∂r −mD√grr), (III.84)
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and
K0(r) ≡
√
gxx
gtt
(ω+qAt), B0(r) ≡
√
gxx
gtt
b0, Br(r) ≡
√
gxx
grr
br. (III.85)
According to Eq.(C.3), one obtains
[A(−mD)− iβB0(r)]F˜α,β = [K0(r) − βBr(r) + (−1)αλ]G˜α,β ,
[A(+mD)− iβB0(r)]G˜α,β = −[K0(r) − βBr(r)− (−1)αλ]F˜α,β , (III.86)
for α = 1, 2 and β = ±, respectively. For the case (a), the EOMs can be simplified in the absence of chiral gauge
field [26], as
A(−mD)F˜α = [K0(r) + (−1)αk]G˜α, A(mD)G˜α = −[K0(r) − (−1)αk]F˜α. (III.87)
As it is discussed before that, the EOM for Φ˜β ∼ R˜β = (F˜β , G˜β)T will become β independent, and they just reduce to
Ψ˜α ∼ R˜α = (F˜α, G˜α)T with α = 1. By combining the two coupled equations, one obtains the equivalent 2-nd PDEs
as (
A(+mD)A(−mD)− iβ
√
gxx
grr
[2B0(r)∂r +B
′
0(r)] −B0(r)2 + [K0 − βBr(r)]2 − λ2
)
F˜α,β
=
√
gxx
grr
[K0(r)− βBr(r)]′G˜α,β =
√
gxx
grr
ln′[K0(r) − βBr(r) + (−1)αλ][A(−mD)− iβB0]F˜α,β ,(
A(−mD)A(+mD)− iβ
√
gxx
grr
[2B0(r)∂r +B
′
0(r)] −B0(r)2 + [K0 − βBr(r)]2 − λ2
)
G˜α,β
= −
√
gxx
grr
[K0(r) − βBr(r)]′F˜α,β =
√
gxx
grr
ln′[K0(r)− βBr(r) − (−1)αλ][A(+mD)− iβB0]G˜α,β , (III.88)
where K0(r), B0(r) and Br(r) depend on the radial coordinate r, as shown in Eq.(III.85). Assuming that Br is
absorbed into the redefinition of wavefunction Ψ˜, e.g., a phase factor which depends on the radial coordinate r, then
one has (
A(+mD)A(−mD)− iβ
√
gxx
grr
[2B0(r)∂r +B
′
0(r)] −B0(r)2 +K20 − λ2
)
F˜α,β
=
√
gxx
grr
K0(r)
′G˜α,β =
√
gxx
grr
ln′[K0(r) + (−1)αλ][A(−mD)− iβB0]F˜α,β ,(
A(−mD)A(+mD)− iβ
√
gxx
grr
[2B0(r)∂r +B
′
0(r)] −B0(r)2 +K20 − λ2
)
G˜α,β
= −
√
gxx
grr
K0(r)
′F˜α,β =
√
gxx
grr
ln′[K0(r) − (−1)αλ][A(+mD)− iβB0]G˜α,β . (III.89)
At the infinite boundary r →∞, K0, B0 are independent of radial coordinate. Thus, the right-hand side of the EOMs
vanishes. Then the EOMs can also be transformed into two 2-nd order PDEs as(
A(+mD)A(−mD)− iβ
√
gxx
grr
2B0∂r −B20 +K20 − λ2
)
F˜β = 0,(
A(−mD)A(+mD)− iβ
√
gxx
grr
2B0∂r −B20 +K20 − λ2
)
G˜β = 0, (III.90)
where we have neglected the subscript α since the EOMs are independent of α.
In the absence of chiral gauge fields, i.e., B0(r) = Br(r) = 0 and λ = |~k| ≡ k, the equations of motion reduce to(
A(+mD)A(−mD)−
√
gxx
grr
ln′[K0(r) + (−1)αk]A(−mD) +K0(r)2 − k2
)
F˜α = 0,(
A(−mD)A(+mD)−
√
gxx
grr
ln′[K0(r)− (−1)αk]A(+mD) +K0(r)2 − k2
)
G˜α = 0. (III.91)
At the infinite boundary r →∞, K0 is independent of radial coordinate, then the EOM can also be transformed into
two 2-nd order PDEs as
[A(mD)A(−mD) + (K20 − k2)]F˜α = 0, [A(−mD)A(mD) + (K20 − k2)]G˜α = 0, (III.92)
which just are those equations in ref. [26] in the case without the chiral gauge field.
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4. Flow equation
From the two sets of coupled 1-st order ODEs in Eq.(III.86), which can also be expressed more explicitly, according
to Eq.(III.83), as
 ∂r−iβ
√
grr
gxx
B0(r) +mD
√
grr −
√
grr
gxx
[K0(r) − βBr(r) + (−1)αλ]√
grr
gxx
[K0(r)− βBr(r) − (−1)αλ] ∂r−iβ
√
grr
gxx
B0(r) −mD√grr

( F˜α,β
G˜α,β
)
= 0, (III.93)
one can obtain the flow equation as(
F˜α,β
G˜α′,β′
)′
=
√
grr
gxx
(
[K0(r) − βBr(r) + (−1)αλ]
( F˜α,β
G˜α,β
)−1
+[K0(r)− β′Br(r) − (−1)α
′
λ]
F˜α′,β′
G˜α′,β′
+ i(β − β′)B0(r)− 2mD√gxx
)
F˜α,β
G˜α′,β′
, (III.94)
If Br(r) is absorbed to the phase of the wave function, through its redefinition in Eq.(B.23), and by defining
ξα ≡ F˜α
G˜α
≡ F˜α,β
G˜α,β
≡ F˜α,β′
G˜α,β′
, ξαα′ ≡ F˜α
G˜α′
≡ F˜α,β
G˜α′,β
≡ F˜α,β′
G˜α′,β′
, ξα,ββ′ ≡ F˜α,β
G˜α,β′
, ξαα′,ββ′ ≡ F˜α,β
G˜α′,β′
, (III.95)
we have three special cases as
(a) α = α′, β = β′ :
ξ′α =
√
grr
gxx
(
[K0(r) + (−1)αλ]+[K0(r)− (−1)αλ]ξ2α − 2mD
√
gxxξα
)
, (III.96)
(b) α 6= α′, β = β′:
ξ′αα′ =
√
grr
gxx
(
[K0(r) + (−1)αλ]ξ−1α +[K0(r) − (−1)α
′
λ]ξα′ − 2mD√gxx
)
ξαα′ , (III.97)
(c) α = α′, β 6= β′:
ξ′α,ββ′ =
√
grr
gxx
(
[K0(r) + (−1)αλ]ξ−1α +[K0(r) − (−1)αλ]ξα − 2mD
√
gxx + i(β − β′)B0(r)
)
ξα,ββ′ , (III.98)
Note that ξα,ββ = ξα in case (a).
(d) α 6= α′, β 6= β′:
ξ′αα′,ββ′ =
√
grr
gxx
(
[K0(r) + (−1)αλ]ξ−1α +[K0(r) − (−1)α
′
λ]ξα′ − 2mD√gxx + i(β − β′)B0(r)
)
ξαα′,ββ′ .(III.99)
Note that ξαα′,ββ = ξαα′ in case (b), ξαα,ββ′ = ξα,ββ′ in case (c).
In the following, we will firstly solve flow equations in case (a) to obtain ξα. Secondly, by substituting ξα back into
the flow equations in cases (b),(c) and (d), then ξαα′ , ξα,ββ′ , and ξαα′,ββ′ can be solved.
To be more explicit,
(a)ξ′α =
√
grr
gxx
(
[K0(r) + (−1)αλ]+[K0(r)− (−1)αλ]ξ2α − 2mD
√
gxxξα
)
,
(b)ξ′12 =
√
grr
gxx
(
[K0(r) − λ](ξ−11 +ξ2)− 2mD
√
gxx
)
ξ12,
ξ′21 =
√
grr
gxx
(
[K0(r) + λ](ξ
−1
2 +ξ1)− 2mD
√
gxx
)
ξ21,
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(c)ξ′α,+− =
√
grr
gxx
(
[K0(r) + (−1)αλ]ξ−1α +[K0(r) − (−1)αλ]ξα − 2mD
√
gxx + 2iB0(r)
)
ξα,+−,
ξ′α,−+ =
√
grr
gxx
(
[K0(r) + (−1)αλ]ξ−1α +[K0(r) − (−1)αλ]ξα − 2mD
√
gxx − 2iB0(r)
)
ξα,−+,
(d)ξ′12,ββ′ =
√
grr
gxx
(
[K0(r) − λ](ξ−11 +ξ2)− 2mD
√
gxx + i(β − β′)B0(r)
)
ξ12,ββ′ ,
ξ′21,ββ′ =
√
grr
gxx
(
[K0(r) + λ](ξ
−1
2 +ξ1)− 2mD
√
gxx + i(β − β′)B0(r)
)
ξ21,ββ′ , (III.100)
where the flow functions ξαα′,ββ′ are defined in Eq.(III.95), and explicit forms are as follows.
ξα ≡ F˜α
G˜α
≡ F˜α,±
G˜α,±
, ξ12 ≡ F˜1
G˜2
≡ F˜1,±
G˜2,±
, ξ21 ≡ F˜2
G˜1
≡ F˜2,±
G˜1,±
,
ξα,+− ≡ F˜α,+
G˜α,−
, ξα,−+ ≡ F˜α,−
G˜α,+
, ξ12,ββ′ ≡ F˜1,β
G˜2,β′
, ξ21,ββ′ ≡ F˜2,β
G˜1,β′
, (III.101)
where α = 1, 2, β, β′ = ±. It is obvious that the flow equations in cases (c) and (d) reduce to those in cases (a) and
(b), respectively, in the absence of chiral gauge fields br, b0. In addition, if bi vanishes, i.e., λ = |~k| ≡ k, then one
obtains the flow equations without chiral gauge field,
(a)ξ′α =
√
grr
gxx
(
[K0(r) + (−1)αk]+[K0(r) − (−1)αk]ξ2α − 2mD
√
gxxξα
)
,
(b)ξ′12 =
√
grr
gxx
(
[K0(r)− k](ξ−11 +ξ2)− 2mD
√
gxx
)
ξ12,
ξ′21 =
√
grr
gxx
(
[K0(r) + k](ξ
−1
2 +ξ1)− 2mD
√
gxx
)
ξ21, (III.102)
where (a) just recovers the result, Eq.(A22), in ref. [29].
In summary, we have obtained the flow equations associated with Dirac equation as shown in Eq.(IV.26), in the
near horizon geometry of black brane as discussed in Sec.(IVA4).
IV. UV RETARDED GREEN’S FUNCTION FROM BULK GRAVITY WITH SPATIAL ROTATIONAL
INVARIANCE
A. Retarded Green’s function of Dirac fermion from bulk gravity with Ricci flat hypersurface
For AdS4, the generic bulk metric with flat Ricci horizon k = 0 as shown in Eq.(D.3) and Eq.(D.5) is given by
ds2 = −r
2
ℓ2
g(r)dt2 +
ℓ2
r2
1
g(r)
dr2 +
r2
ℓ2
dx2d−1. (IV.1)
From the above one can read off
gtt(r)=
r2
ℓ2
g(r), grr(r)=g
−1
tt , gxx(r)=
r2
ℓ2
. (IV.2)
The differential operators defined in Eq.(III.84) becomes
A(mD) ≡ r
2
ℓ2
√
g(r)
(
∂r −mD ℓ
r
1√
g(r)
)
. (IV.3)
K0(r), B0(r) and Br(r), defined in Eq.(III.85), in this case, are given by
K0(r) ≡ ω + qAt(r)√
g(r)
, B0(r) ≡ 1√
g(r)
b0, Br(r) ≡ r
2
ℓ2
√
g(r)br. (IV.4)
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Assuming that br is absorbed into the phase of the wavefunction Ψ through its redefinition. Then in a given bulk
gravity background, one can obtain Dirac equation in Eq.(III.81) with br, and flow equation in Eq.(IV.26) as[
12
(
∂r−iβ ℓ
2
r2
1
g(r)
b0
)
+σ3mD
ℓ
r
1√
g(r)
]
Φ˜α,β=
(
iσ2
ℓ2
r2
1
g(r)
[ω+qAt(r)]+(−1)ασ1 ℓ
2
r2
1√
g(r)
λ
)
Φ˜α,β,
(a)ξ′α =
ℓ2
r2
1√
g(r)
[(
ω + qAt(r)√
g(r)
+ (−1)αλ
)
+
(
ω + qAt(r)√
g(r)
− (−1)αλ
)
ξ2α − 2mD
r
ℓ
ξα
]
,
(b)ξ′12 =
ℓ2
r2
1√
g(r)
[(
ω + qAt(r)√
g(r)
− λ
)
(ξ−11 +ξ2)− 2mD
r
ℓ
]
ξ12,
ξ′21 =
ℓ2
r2
1√
g(r)
[(
ω + qAt(r)√
g(r)
+ λ
)
(ξ−12 +ξ1)− 2mD
r
ℓ
]
ξ21,
(c)ξ′α,+− =
ℓ2
r2
1√
g(r)
[(
ω + qAt(r)√
g(r)
+ (−1)αλ
)
ξ−1α +
(
ω + qAt(r)√
g(r)
− (−1)αλ
)
ξα − 2mD r
ℓ
+ 2i
1√
g(r)
b0
]
ξα,+−,
ξ′α,−+ =
ℓ2
r2
1√
g(r)
[(
ω + qAt(r)√
g(r)
+ (−1)αλ
)
ξ−1α +
(
ω + qAt(r)√
g(r)
− (−1)αλ
)
ξα − 2mD r
ℓ
− 2i 1√
g(r)
b0
]
ξα,−+,
(d)ξ′12,ββ′ =
ℓ2
r2
1√
g(r)
[(
ω + qAt(r)√
g(r)
− λ
)
(ξ−11 +ξ2)− 2mD
r
ℓ
+ i(β − β′) 1√
g(r)
b0
]
ξ12,ββ′ ,
ξ′21,ββ′ =
ℓ2
r2
1√
g(r)
[(
ω + qAt(r)√
g(r)
+ λ
)
(ξ−12 +ξ1)− 2mD
r
ℓ
+ i(β − β′) 1√
g(r)
b0
]
ξ21,ββ′ , (IV.5)
where Φ˜α,β are bulk Dirac fermions with β = ± indicating left and right helicity states.
In the absence of chiral gauge fields br and b0, it is not necessary to make the rotation between Ψ and Ψ˜, the Dirac
equation and flow equations reduce to(
12∂r+σ
3mD
ℓ
r
1√
g(r)
)
Φ˜α=
(
iσ2
ℓ2
r2
1
g(r)
[ω+qAt(r)]+(−1)ασ1 ℓ
2
r2
1√
g(r)
λ
)
Φ˜α, (IV.6)
(a)(c)ξ′α =
ℓ2
r2
1√
g(r)
[(
ω + qAt(r)√
g(r)
+ (−1)αλ
)
+
(
ω + qAt(r)√
g(r)
− (−1)αλ
)
ξ2α − 2mD
r
ℓ
ξα
]
,
(b)(d)ξ′12 =
ℓ2
r2
1√
g(r)
[(
ω + qAt(r)√
g(r)
− λ
)
(ξ−11 +ξ2)− 2mD
r
ℓ
]
ξ12,
ξ′21 =
ℓ2
r2
1√
g(r)
[(
ω + qAt(r)√
g(r)
+ λ
)
(ξ−12 +ξ1)− 2mD
r
ℓ
]
ξ21, (IV.7)
where in the Dirac equations and flow equations for ξα,ββ′ and ξαα′,ββ′, we have dropped their spin projection subscript
β. The eigenvalue is λ =
√
|~k|2 − |~b|2, and Φ˜α = Φα since in the absence of chiral gauge field, one does not need
introduce the unitary transformation between Ψ˜ and Ψ to diagonalize the eigenvalue matrix as shown in Eq.(III.72).
1. Dirac equation and flow equation at infinite boundary
At the infinite boundary r →∞, g(r) r→∞= 1, according to Eq.(IV.2), the metric and gauge field become
ds2
r→∞
=
r2
ℓ2
(−dt2 + dx2d−1) +
ℓ2
r2
dr2, At(r)
r→∞
= µ. (IV.8)
In this case, the differential operator in Eq.(IV.3) and K0(r) given in Eq.(IV.4) become, respectively,
A(mD) ≡ r
2
ℓ2
(
∂r −mD ℓ
r
)
, K0(r)
r→∞
= (ω + qµ). (IV.9)
In the background of AdS metric in Eq.(IV.8), the Dirac equation and flow equations in Eq.(IV.5) are obtained.
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In the absence of chiral gauge fields br (or br is absorbed into the radial sector of wave function) and b0, the Dirac
equation and flow equation in Eqs.(IV.6) and (IV.7) reduce to(
12∂r+σ
3mD
ℓ
r
)
Φ˜α=
(
iσ2
ℓ2
r2
(ω + qµ)+(−1)ασ1 ℓ
2
r2
λ
)
Φ˜α,
(a)(c)ξ′α =
ℓ2
r2
(
[(ω + qµ) + (−1)αλ]+[(ω + qµ)− (−1)αλ]ξ2α − 2mD
r
ℓ
ξα
)
,
(b)(d)ξ′12 =
ℓ2
r2
(
[(ω + qµ)− λ](ξ−11 +ξ2)− 2mD
r
ℓ
)
ξ12,
ξ′21 =
ℓ2
r2
(
[(ω + qµ) + λ](ξ−12 +ξ1)− 2mD
r
ℓ
)
ξ21, (IV.10)
where λ =
√
|~k|2 − |~b|2, Φ˜α = Φα since there is no need for rotation to diagonalize the matrix.
In the infinite boundary r →∞, Eqs.(IV.10) become(
12∂r+σ
3mD
ℓ
r
)
Φ˜α,β
r→∞
= 0,
(a)(c)ξ′α
r→∞
= −2mD ℓ
r
ξα,
(b)(d)ξ′12
r→∞
= −2mD ℓ
r
ξ12, ξ
′
21
r→∞
= −2mD ℓ
r
ξ21, (IV.11)
which means that both b0 and bi do not affect the Dirac equation and the flow equations, so do the energy eigen-values
λ, thus independent of α. In other words, they have no relation to the UV limit, but they are relevant in the IR limit,
which means their physical consequence can not be neglected in the IR limit.
2. UV retarded Green’s functions with spin helicity
From the above equations, we have two linearly independent solutions
Φ˜α,ββ′
r→∞
= B˜α,βr
−mDℓ
(
1
0
)
+ A˜α,β′r
mDℓ
(
0
1
)
,
(a)ξα ≡ F˜α
G˜α
= ξα,ββ =
F˜α,β
G˜α,β
r→∞
= r−2mDℓB˜αA˜−1α ,
(b)ξαα′ ≡ F˜α
G˜α′
= ξαα′,ββ =
F˜α,β
G˜α′,β
r→∞
= r−2mDℓB˜αA˜−1α′
(c)ξα,ββ′ ≡ F˜α,β
G˜α,β′
r→∞
= r−2mDℓB˜α,βA˜−1α,β′ ,
(d)ξαα′,ββ′ ≡ F˜α,β
G˜α′,β′
=
F˜α,β
G˜α′,β′
r→∞
= r−2mDℓB˜α,βA˜−1α′,β′ , (IV.12)
where Φ˜α,ββ′ ≡ (F˜α,β , G˜α,β′) are defined in Eq.(C.3). In the massless limit, the flow functions ξαα′,ββ′ all approach
to constants,
ξα
mD→0= B˜αA˜−1α , ξαα′
mD→0= B˜αA˜−1α′ , ξα,ββ′
mD→0= B˜α,βA˜−1α,β′ , ξαα′,ββ′
mD→0= B˜α,βA˜−1α′,β′ , (IV.13)
where B˜α,β and A˜α′,β′ are viewed as response and source, respectively. Suppose the two coefficients above are related
by
B˜α,β
(
1
0
)
= SA˜α′,β′
(
0
1
)
,
then the UV retarded Green’s function in the infinite boundary can be read off as
G˜Rα = −iSγt = limr→∞ r
2mDℓ
(
ξ1
ξ2
)
≡
(
G˜R1
G˜R2
)
, (IV.14)
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where γt = iσ1 and we have defined the generalized boundary spinor Green’s function, which has two sets of eigenvalues
given by the ratio
G˜Rαα′,ββ′(ω, λ) ≡ B˜α,βA˜−1α′,β′
r→∞
=
rmDℓF˜α,β
r−mDℓG˜α′,β′
= lim
r→∞
r2mDℓξαα′,ββ′ , (IV.15)
where ξαα′,ββ′ ≡ F˜α,β/G˜α′,β′ with α, α′ = 1, 2 and β = ±. The elements of the diagonal term are
(a)G˜Rα (ω, λ) ≡ G˜Rα,ββ(ω, λ) ≡ G˜Rαα,ββ(ω, λ) ≡ B˜α,βA˜−1α,β = B˜αA˜−1α = limr→∞ r
2mDℓξα,ββ = lim
r→∞
r2mDℓξα,
(b)G˜Rαα′ (ω, λ) ≡ G˜Rαα′,ββ(ω, λ) ≡ B˜α,βA˜−1α′,β ≡ B˜α′A˜−1α = limr→∞ r
2mDℓξαα′,ββ = lim
r→∞
r2mDℓξαα′ ,
(c)G˜Rα,ββ′(ω, λ) ≡ G˜Rαα,ββ′(ω, λ) ≡ B˜α,βA˜−1α,β′ = limr→∞ r
2mDℓξα,ββ′ , (IV.16)
where ξα ≡ ξαα = F˜α/G˜α, with α = 1, 2. To be more explicit, take the case (b) as an example, the non-diagonal
terms are denoted by
G˜R12 = limr→∞
r2mDℓξ12, G˜
R
21 = limr→∞
r2mDℓξ21, ξ12 =
F˜1
G˜2
, ξ21 =
F˜2
G˜1
, (IV.17)
By imposing the in-going boundary condition for Φα,β at the horizon r → r⋆, as will be discussed in the following
section, the ratio ξαα′ can be determined through solving flow equations in Eqs.(IV.5). Therefore, the problem of
solving Dirac equation to obtain the retarded Green’s function is transformed into that of solving the flow equation.
In the following, we will mainly focus on the cases (a) and (c), which correspond to the wavefunctions with same
energy eigenvalues and the same or different helicity eigenvalues of the projection operators Pβ with β = ±.
According to Eq.(III.72), the original Weyl fermion wavefunctions Ψβ are obtained through a transformation acting
upon energy eigenvalue wavefunctions Ψ˜β, (Ψ˜+, Ψ˜−)T = U1(Ψ+,Ψ−)T , where U1 = (1 − iσ1)/
√
2 is introduced in
Eq.(III.26). Since Ψ˜β have two different energy eivenvalues, namely +λ and −λ. The transformations between the
two eigen wave functions are of the same form, i.e., (Ψ˜α,+, Ψ˜α,−)T = U1(Ψα,+,Ψα,−)T , where the subscript α of eigen
wavefunctions indicates that they correspond to the eigenvalues λ and −λ, respectively. The explicit notations have
been introduced in Eq.(III.73), Ψ˜α,β with α = 1, 2 and β = ±. Therefore, one has
Ψα ≡
(
Ψα,+
Ψα,−
)
= U−11
(
Ψ˜α,+
Ψ˜α,−
)
=
1√
2
(
Ψ˜α,+ + iΨ˜α,−
Ψ˜α,− + iΨ˜α,+
)
≡ (Φ˜1 + Φ˜2),
where Φ˜α,β ≡ PβΨ˜α, and the subscript β = ± stand for the left and right helicity sector of the bulk Dirac fermion,
respectively. Therefore,
Ψα,β ≡ 1√
2
(Ψ˜α,β + iΨ˜α,−β)
r→∞
= r−mDℓBα,β
(
1
0
)
+Aα,βr
mDℓ
(
0
1
)
,
Bα,β =
B˜α,β + iB˜α,−β√
2
, Aα,β =
A˜α,β + iA˜α,−β√
2
, (IV.18)
where α = 1, 2 and β = ±.
By the definition of boundary retarded Green’s functions, one obtains
GRα,ββ′ =
B˜α,β+iB˜α,−β
A˜α,β′+iA˜α,−β′
, (IV.19)
with β, β′ = ±. To be more explicit,
GRα,++ =
B˜α,++iB˜α,−
A˜α,++iA˜α,−
, GRα,−− =
B˜α,−+iB˜α,+
A˜α,−+iA˜α,+
, GRα,+− =
B˜α,++iB˜α,−
A˜α,−+iA˜α,+
, GRα,−+ =
B˜α,−+iB˜α,+
A˜α,++iA˜α,−
,(IV.20)
Using Eq.(IV.16), Eq.(IV.19) can be rewritten as
GRα,ββ′ =
G˜Rα,ββ′+iG˜
R
α,−ββ′
1+i(G˜Rα,−β−β′)
−1G˜Rα,−ββ′
=
G˜Rα,ββ′+iG˜
R
α,−ββ′
G˜Rα,−β−β′+iG˜
R
α,−ββ′
G˜Rα,−β−β′ . (IV.21)
It is intuitive to observe that GRα,ββ′ recoverG
R
α = G˜
R
α , since the subscript β will be unnecessary in the absence of chiral
gauge field b0. In this case, it is also obvious through definition in Eq.(IV.19), since G
R
α = (B˜α+iB˜α)/(A˜α+iA˜α) =
B˜αA˜
−1
α = G˜
R
α .
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• If β = β′, then one obtains
GRα ≡ GRα,ββ =
G˜α,ββ+iG˜α,−ββ
G˜α,−β−β+iG˜α,−ββ
G˜α,−β−β =
G˜α+iG˜α,−ββ
G˜α+iG˜α,−ββ
G˜α = G˜
R
α , (IV.22)
where we have made the abbreviation that G˜α,−β−β = G˜α,ββ ≡ G˜α, since ξα,ββ are independent of helicity β,
which is obvious by observing the flow equations in Eq.(III.98). This means that the boundary retarded Green’s
functions for the original wave function Ψα with same helicity, i.e., G
R
α is completely determined by that of Ψ˜α,
i.e., G˜α.
• If β = −β′, then one has
GRα,β−β =
G˜α,β−β+iG˜α,−β−β
G˜α,−ββ+iG˜α,−β−β
G˜α,−ββ =
G˜α,β−β+iG˜α
G˜α,−ββ+iG˜α
G˜α,−ββ =
G˜α+iG˜α,−ββ
G˜α,−ββ+iG˜α
G˜α =
G˜α,β−β+iG˜α
G˜α+iG˜α,β−β
G˜α,(IV.23)
where in the last two equalities, we have used the identity that G˜α,β−βG˜α,−ββ = G˜α,ββG˜α,−β−β = G˜2α. This
means that the boundary retarded Green’s functions for the original wave function Ψα with opposite helicity,
i.e., GRα,β−β is completely determined by G˜α,β−β and G˜α.
In summary, we have
GRα,++ = G
R
α,−− = G
R
α = G˜
R
α ,
GRα,+− =
G˜α+iG˜α,−+
G˜α,−++iG˜α
G˜α =
G˜α,+−+iG˜α
G˜α+iG˜α,+−
G˜α, G
R
α,−+ =
G˜α+iG˜α,+−
G˜α,+−+iG˜α
G˜α =
G˜α,−++iG˜α
G˜α+iG˜α,−+
G˜α, (IV.24)
where β = ± indicate the left and right handed helicity states of the original bulk Dirac fermions Ψα with eigen
energy ±λ, respectively. It is also obvious that there is an identity GRα,+−GRα,+− = (G˜Rα )2 = GRα,++GRα,−− = (GRα )2.
In a word, we have obtained the boundary retarded Green’s functions from the original bulk wavefunctions Ψα with
the same or opposite helicity states. They can be calculated through Eqs.(IV.15) and (IV.16).
3. Properties of UV retarded Green’s function at zero temperature
In this section, we briefly summarize the physical property of retarded Green’s function for fermions. According
to Eq.(III.81), the equation for Ψ˜2 is related to that of Ψ˜1 by inversion of the momentum λ→ −λ, e.g., for the case
with Ricci flat hypersurface without chiral gauge field, λ→ −λ, thus it is obvious that
G2(ω, λ) = G1(ω,−λ). (IV.25)
As a result, the trace ∼ G1 + G2 and determinant ∼ G1G2 of GR are invariant under the inversion symmetry of
momentum λ→ −λ. Therefore, one can focus only on one of them, e.g., G1(ω, λ), without loss of generality,√
gxx(r)
grr(r)
∂rξα = [K0(r) −Br(r) + (−1)αλ] + [K0(r) −Br(r) − (−1)αλ]ξ2α − 2mD
√
gxx(r)ξα. (IV.26)
For α = 1, by neglecting the subscript, the flow equation in Eq.(IV.26) becomes√
gxx(r)
grr(r)
∂rξ = [K0(r) −Br(r) − λ] + [K0(r) −Br(r) + λ]ξ2 − 2mD
√
gxx(r)ξ,
where ξ ≡ F1/G1. With the in-falling boundary condition at the horizon for the ω 6= 0 case, i.e., ξ|r=r0 = i, as given
in Eq.(IV.50), and according to Eq.(III.85), by taking
q → −q, ω → −ω, λ→ −λ, br → −br,⇒ K0(r)→ −K0(r), Br(r)→ −Br(r), (IV.27)
the flow equation for ξ → −ξ doesn’t change its form, which implies that
Gα(ω, λ, q, br) = −G⋆α(−ω,−λ,−q,−br), (IV.28)
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where the complex conjugation is due to that by flipping sign of frequency ω → −ω, the in-falling horizon boundary
condition turns out to be the out-going one. By dividing the flow equation by ξ2, one has
−
√
gxx(r)
grr(r)
∂rξ
−1 = [K0(r) −Br(r) − λ]ξ−2 + [K0(r) −Br(r) + λ]− 2mD
√
gxx(r)ξ
−1,
where ξ−1≡G/F with subscripts omitted. If one also takes
λ→ −λ, mD → −mD, (IV.29)
one can obtain an identical equation for −1/ξ,√
gxx(r)
grr(r)
∂r(−ξ−1) = [K0(r) −Br(r) + λ]ξ−2 + [K0(r) −Br(r) − λ]− 2mD
√
gxx(r)(−ξ−1),
which implies that the retarded Green’s function for the standard quantization has the property
Gα(ω, λ,mD) = −G−1α (ω,−λ,−mD). (IV.30)
Thus for the standard quantization, the quantity m˜α ≡ −(−1)αλℓ/r⋆ carries with subscript α, which flips the sign of
eigenvalue λ, e.g., for the Ricci flat hypersurface, flips the momentum(|~k|). In this case, by combining Eq.(IV.25) and
Eq.(IV.30), one can obtain
G2(ω, λ,mD) = G1(ω,−λ,mD) = −G−11 (ω, λ,−mD). (IV.31)
For the alternative quantization, by using Eq.(IV.30), one has
Gaα(ω, λ,mD) ≡ −G−1sα (ω, λ,mD) = Gsα(ω,−λ,−mD), (IV.32)
where subscripts a and s stand for alternative and standard quantization, respectively. Thus the alternative quan-
tization can be included by extending the mass range for the standard quantization for G(ω, λ,mD) from mDℓ ≥ 0
to mDℓ > −1/2. This implies that the alternative quantization is related to the negative mass range of the standard
quantization. On the other hand, for mD = 0,
G2(ω, λ, 0) = G1(ω,−λ, 0) = −G−11 (ω, λ, 0), (IV.33)
which implies that
detGR(ω, λ) = G1(ω, λ, 0)G2(ω, λ, 0) = −1, (IV.34)
and for mD = 0, the alternative quantization is equivalently to the original one, since
Gaα(ω, λ, 0) ≡ −G−1sα (ω, λ, 0) = Gα(ω,−λ, 0), (IV.35)
Since neither basis change nor Lorentz rotation change the determinant of GR, the equation above applies to any basis
of Gamma matrices and any momentum. For the zero eigenvalue case λ = 0, e.g.,
√
|~k|2 − |~b|2 = 0, with massless
Dirac femion mD = 0,
G2(ω, 0, 0) = G1(ω, 0, 0) = −G−11 (ω, 0, 0), λ = 0, (IV.36)
which gives
G1(ω, 0, 0) = G2(ω, 0, 0) = i, λ = 0. (IV.37)
4. IR boundary conditions of near horizon in-falling wave function
With the metric in Eq.(D.55) and gauge field in Eq.(D.7) in the Ricci flat case, one obtains the near horizon behavior
of metric and gauge field as
g(r)
r→r⋆=
6(r − r⋆)2
r2⋆
, At(r)
r→r⋆= µ
r − r⋆
r⋆
, (IV.38)
where we have defined q0 = µr⋆.
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Note that g(r⋆) = 0 and At(r⋆) = 0. It is worth emphasizing that the associated K0(r) defined in Eq.(IV.4) near
the horizon becomes,
K0(r)
r→r⋆=


1√
6
r⋆
r − r⋆ω, ω 6= 0;
1√
6
qµ, ω = 0.
B0(r)
r→r⋆=
1√
6
r⋆
r − r⋆ b0, Br(r)
r→r⋆=
√
6
r⋆
ℓ2
(r − r⋆)br, (IV.39)
which has singularity for the finite frequency case with ω 6= 0, while it is regular for the zero frequency case with
ω = 0.
The EOM can be approximated by using Eq.(IV.5).
1. Finite frequency case (ω 6= 0): In the presence of chiral gauge field, according to Eq.(IV.5), the term with
ω ∼ (r − r⋆)−2 dominates over the term with k and Dirac mass term with mD (both ∼ (r − r⋆)−1), since
g(r) ∼ (r − r⋆)2. Then we have
12∂rΦ˜α,β=
ℓ2
r2
1
g(r)
i(ωσ2 + βb012)Φ˜α,β ,
ℓ2
r2
1
g(r)
r→r⋆=
ℓ2
r2⋆
1
d(d− 1)
r2⋆
(r − r⋆)2 =
ℓ22
(r − r⋆)2 (IV.40)
(a)ξ′α =
ℓ2
r2
1
g(r)
ω(1+ξ2α),
(b)ξ′αα′ =
ℓ2
r2
1
g(r)
ω(ξ−1α +ξα′)ξαα′ , ξ
′
21 =
ℓ2
r2
1
g(r)
ω(ξ−12 +ξ1)ξ21,
(c)ξ′α,+− =
ℓ2
r2
1
g(r)
[ω(ξ−1α +ξα) + 2ib0]ξα,+−, ξ
′
α,−+ =
ℓ2
r2
1
g(r)
[ω(ξ−1α +ξα)− 2ib0]ξα,−+,
(d)ξ′αα′,ββ′ =
ℓ2
r2
1
g(r)
[ω(ξ−1α +ξα′) + i(β − β′)b0]ξαα′,ββ′, (IV.41)
where ℓ2 is defined in Eq.(D.17).
Note that here we have neglected the mass mD, since the mass term is not important at the horizon with a
non-vanishing momentum ω. Compared to the frequency term, the momentum λ term can also be neglected.
By using the transformation that U−12 σ
2U2 = σ
3, the EOM can be transformed into
12∂r(U
−1
2 Φ˜α,β)=
ℓ2
r2
1
g(r)
i(ωσ3 + βb012)(U
−1
2 Φ˜α,β)
r→r⋆=
ℓ22
(r − r⋆)2 i(ωσ
3 + βb012)(U
−1
2 Φ˜α,β), (IV.42)
where U2 is given in Eq.(III.32). For the above EOM, one has the solution,
U−12 Φ˜α,β=e
iβθb(r)
(
Cα,+e
iθ(r)
(
1
0
)
+Cα,−e−iθ(r)
(
0
1
))
, (IV.43)
where the phase factors are given by
θ(r) ≡
ˆ
dr
ℓ2
r2
1
g(r)
ω, θb(r) ≡
ˆ
dr
ℓ2
r2
1
g(r)
b0. (IV.44)
It is worthy to notice that θ(r) and θb(r) are vanishing at the infinite boundary, i.e., θ(r), θb(r)
r→∞
= 0. In the
near horizon limit, the phase factors are integrable and can be expressed explicitly as
θ(r)
r→r⋆=
ˆ
dr
ℓ22
(r − r⋆)2ω = −
ℓ22
r − r⋆ω, θb(r)
r→r⋆= − ℓ
2
2
r − r⋆ b0. (IV.45)
Therefore, one obtains the solutions to EOMs from Eq.(IV.43) and to the flow equations from Eqs.(IV.41),
Φ˜α,β ∼
(
F˜α,β
G˜α,β
)
=
eiβθb(r)√
2
(
cos θ(r) sin θ(r)
− sin θ(r) cos θ(r)
)(
Cα,1
Cα,2
)
,
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(a)ξα(r)
r→r⋆= tan [Cα,3 + θ(r)] =
cos θ(r)Cα,1C
−1
α,2 + sin θ(r)
− sin θ(r)Cα,1C−1α,2 + cos θ(r)
,
(b)ξαα′(r)
r→r⋆= Cαα′
sin [Cα,3 + θ(r)]
cos [Cα′,3 + θ(r)]
=
cos θ(r)Cα,1C
−1
α,2 + sin θ(r)
− sin θ(r)Cα′,1C−1α′,2 + cos θ(r)
, Cαα′ =
Cα,3
Cα′,3
cosCα′,3
cosCα,3
,
(c)ξα,ββ′
r→r⋆= Cα,ββ′ei(β−β
′)θb(r) tan [Cα,3 + θ(r)], Cα,ββ′ = Cαα = 1,
(d)ξαα′,ββ′
r→r⋆= Cαα′,ββ′ei(β−β
′)θb(r) sin [Cα,3 + θ(r)]
cos [Cα′,3 + θ(r)]
, Cαα′,ββ′ = Cαα′ , (IV.46)
where Cα,± = (Cα,2 ± iCα,1)/2 and Cα,3 ≡ arctanCα,1C−1α,2. Notice that the time component of chiral gauge
field b0 will affect the Green’s function through its presence as a phase factor of the wave functions. In the
following, let us give the near horizon boundary conditions (BCs) for the flow equations.
(1) If b0 = 0, according to Eq.(IV.44) and Eq.(IV.45), it is direct to observe that the in-falling wave solution
of Eq.(IV.43) near the horizon is e−iωte−iθ(r) = e−iω[t+ω
−1θ(r)] r→r⋆= e−iω[t−ℓ
2
2/(r−r⋆)], since θ(r) is an
increasing function of r. Therefore, imposing in-falling wave boundary condition, is equivalent to turning
off the out-going wave solution, namely, by setting Cα,+ = 0, which implies that Cα,2 = −iCα,1, or
Cα,1 = iCα,2, or equivalently, Cα,3 ≡ arctan (Cα,1C−1α,2) = arctan(i) = i∞. The in-falling wave boundary
conditions are
(a)(c) ξα|r→r⋆ = i; (b)(d) ξαα′ |r→r⋆ = i. (IV.47)
(2) If b0 6= 0, near the horizon, e−iωte−iθ(r)eiβθb(r) = e−iω[t−ℓ22/(r−r⋆)]e−iβb0ℓ22/(r−r⋆) is in-falling wave, while
e−iωteiθ(r)eiβθb(r) = e−iω[t+ℓ
2
2/(r−r⋆)]e−iβb0ℓ
2
2/(r−r⋆) is out-going wave. As the case with b0 = 0, the in-falling
wave boundary condition is Cα,+ = 0, which implies that Cα,1 = iCα,2, or equivalently, Cα,3 = arctan(i).
By imposing the in-falling wave boundary conditions to the wavefunctions in Eq.(IV.43), one obtains
Φ˜α,β ∼
(
F˜α,β
G˜α,β
)
= eiβθb(r)Cα,−e−iθ(r)P
(
0
1
)
r→r⋆= Cα,−e
i
ℓ22
r−r⋆ (ω−βb0)
(
i
1
)
. (IV.48)
According to Eq.(IV.46), the in-falling wave boundary conditions for the flow equation functions ξ are
(a)ξα(r)|r→r⋆ = tan [Cα,3 + θ(r)] = i,
(b)ξαα′(r)|r→r⋆ =
Cα,3
Cα′,3
cosCα′,3
cosCα,3
sin [Cα,3 + θ(r)]
cos [Cα′,3 + θ(r)]
= i,
(c)ξα,ββ′(r)|r→r⋆ = ei(β−β
′)θb(r) tan [Cα,3 + θ(r)] = ie
−i(β−β′) ℓ
2
2
r−r⋆ b0 ,
(d)ξαα′,ββ′(r)|r→r⋆ = e−i(β−β
′)
ℓ22
r−r⋆ b0
Cα,3
Cα′,3
cosCα′,3
cosCα,3
sin [Cα,3 + θ(r)]
cos [Cα′,3 + θ(r)]
= ie−i(β−β
′)
ℓ22
r−r⋆ b0 . (IV.49)
Therefore, in the near horizon limit, one obtains the complete in-falling wave boundary conditions for the
flow equations,
(a)(b)ξα(r)|r→r⋆ = ξαα′(r)|r→r⋆ = i;
(c)ξα,+−(r)|r→r⋆ = ie−2i
ℓ22b0
r−r⋆ , ξα,−+(r)|r→r⋆ = ie+2i
ℓ22b0
r−r⋆ ,
(d)ξαα′,ββ′(r)|r→r⋆ = ie−i(β−β
′)
ℓ22b0
r−r⋆ . (IV.50)
One can see that the IR BCs in Eq.(IV.50) just recover Eq.(IV.47), if b0 = 0. It is also worth noticing
that b0 can be viewed as an IR observable that interpolates to the UV physics, since the phase factor
controls the influence of b0 in the near horizon limit, but vanishes completely in the infinite boundary, i.e.,
exp (−i(β − β′)ℓ22b0(r − r⋆)−1) r→∞→ 0. Consequently, one would expect that the chiral anomaly will only
modify the IR behavior of UV retarded Green’s function GR, but not affect the UV behavior of GR in the
infinite boundary.
In summary, in the case of b0 = 0, it is unnecessary to introduce the unitary matrix U1 in Eq.(III.26) for
transformation, thus GRα can be obtained from G˜
R
α , since the subscript β can be dropped. In this case, the
near horizon BCs for ξα|r→r⋆ = i. These results are consistent with Eq.(25) in ref. [13]. While it is worthy to
notice that, in the presence of b0 6= 0, the helicity states are non-degenerate, namely the subscript β are physical
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distinguishable, so that they can not be dropped. Consequently, it is required to entail the near horizon BCs,
not only for ξα, but also for both ξα,+− and ξα,−+. When b0 is non-zero, it turns out that the near horizon BCs
for the flow equations are associated with a phase factor e−i(β−β
′)ℓ22b0(r−r⋆).
2. Zero frequency case (ω = 0): In this case, according to Eq.(IV.5), the Dirac equations and flow equations
become,[
12
(
∂r−iβ ℓ
2
r2
1
g(r)
b0
)
+σ3mD
ℓ
r
1√
g(r)
]
Φ˜α,β=
(
iσ2
ℓ2
r2
1
g(r)
qAt(r)+(−1)ασ1 ℓ
2
r2
1√
g(r)
λ
)
Φ˜α,β,
(a)ξ′α =
ℓ2
r2
1√
g(r)
[(
1√
g(r)
qAt(r) + (−1)αλ
)
+
(
1√
g(r)
qAt(r) − (−1)αλ
)
ξ2α − 2mD
r
ℓ
ξα
]
,
(b)ξ′12 =
ℓ2
r2
1√
g(r)
[(
1√
g(r)
qAt(r)− λ
)
(ξ−11 +ξ2)− 2mD
r
ℓ
]
ξ12,
ξ′21 =
ℓ2
r2
1√
g(r)
[(
1√
g(r)
qAt(r) + λ
)
(ξ−12 +ξ1)− 2mD
r
ℓ
]
ξ21,
(c)ξ′α,+−=
ℓ2
r2
1√
g(r)
[(
1√
g(r)
qAt(r) + (−1)αλ
)
ξ−1α +
(
1√
g(r)
qAt(r)−(−1)αλ
)
ξα−2mD r
ℓ
+2i
1√
g(r)
b0
]
ξα,+−,
ξ′α,−+=
ℓ2
r2
1√
g(r)
[(
1√
g(r)
qAt(r) + (−1)αλ
)
ξ−1α +
(
1√
g(r)
qAt(r)−(−1)αλ
)
ξα−2mD r
ℓ
−2i 1√
g(r)
b0
]
ξα,−+,
(d)ξ′12,ββ′ =
ℓ2
r2
1√
g(r)
[(
1√
g(r)
qAt(r) − λ
)
(ξ−11 +ξ2)− 2mD
r
ℓ
+ i(β − β′) 1√
g(r)
b0
]
ξ12,ββ′ ,
ξ′21,ββ′ =
ℓ2
r2
1√
g(r)
[(
1√
g(r)
qAt(r) + λ
)
(ξ−12 +ξ1)− 2mD
r
ℓ
+ i(β − β′) 1√
g(r)
b0
]
ξ21,ββ′ . (IV.51)
It is worth observing that in both the field equations and flow equations, in the near horizon region, b0 term is
more singular than other terms, i.e., there is an additional (r − r⋆)−1 factor, with respect to the other terms in
the r→ r⋆ limit. Therefore, the b0 term is a relevant term dominant at the IR boundary if b0 6= 0.
In the near horizon limit, i.e., r→ r⋆, according to Eqs.(IV.38), we obtain
ℓ2
r2
1
g(r)
r→r⋆=
ℓ22
(r − r⋆)2 ,
ℓ2
r2
1√
g(r)
r→r⋆=
ℓ
r⋆
ℓ2
r − r⋆ ,
ℓ
r
1√
g(r)
At(r)
r→r⋆= µ
ℓ2
r⋆
=
e3
ℓ2
, (IV.52)
where ℓ2 ≡ ℓ/
√
6 defined through Eq.(D.17), and the definition of effective IR gauge coupling through chemical
potential, e3 ≡ q0ℓ22/r2⋆ = µℓ22/r⋆ defined in Eq.(D.61). It is clear that the term ∼ At(r)/
√
g(r) is at the same
order as the Dirac mass term mD and λ term, since At(r) ∼ (r − r⋆) and g(r) ∼ (r − r⋆) in the near horizon
region.
In the near horizon region r ∼ r⋆, according to Eq.(IV.51), the Dirac equation is dominated by[
12
(
∂r−iβ ℓ
2
2
(r − r⋆)2 b0
)
+σ3mD
ℓ2
r − r⋆
]
Φ˜α,β=
(
iσ2
qe3
r − r⋆+(−1)
ασ1
ℓ2
r − r⋆
ℓ
r⋆
λ
)
Φ˜α,β ,
where the term associated with b0, has a double pole singularity since g(r) ∼ (r − r⋆)2, while all other terms
have only single pole singularities, i.e.,
√
g(r) ∼ (r− r⋆). This implies that temporal component of chiral gauge
field, i.e., the term associated with b0, will be the dominant relevant term near the horizon, unless b0(r) has
the near horizon behavior as that for the pole of
√
g(r). In this paper, we consider that b0 is a constant as the
simplest example.
In the near horizon region, r ∼ r⋆, the Dirac equations and flow equations in Eq.(IV.51), can be simplified as[
12
(
∂r−iβ ℓ
2
2
(r − r⋆)2 b0
)
+
σ3mDℓ2 − iσ2qe3 + σ1m˜αℓ2
r − r⋆
]
Φ˜α,β=0, (IV.53)
(a)ξ′α =
qe3(1 + ξ
2
α)−m˜αℓ2(1 − ξ2α)− 2mDℓ2ξα
r − r⋆ ,
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(b)ξ′12 =
(qe3 − m˜ℓ2)(ξ−11 +ξ2)− 2mDℓ2
r − r⋆ ξ12, ξ
′
21 =
(qe3 + m˜ℓ2)(ξ
−1
2 +ξ1)− 2mDℓ2
r − r⋆ ξ21,
(c)ξ′α,+−=
(
qe3(ξ
−1
α + ξα)− m˜αℓ2(ξ−1α − ξα)−2mDℓ2
r − r⋆ +2i
ℓ22
(r − r⋆)2 b0
)
ξα,+−,
ξ′α,−+=
(
qe3(ξ
−1
α + ξα)− m˜αℓ2(ξ−1α − ξα)−2mDℓ2
r − r⋆ −2i
ℓ22
(r − r⋆)2 b0
)
ξα,−+,
(d)ξ′12,ββ′ =
(
(qe3 − m˜ℓ2)(ξ−11 +ξ2)− 2mDℓ2
r − r⋆ + i(β − β
′)
ℓ22
(r − r⋆)2 b0
)
ξ12,ββ′ ,
ξ′21,ββ′ =
(
(qe3 + m˜ℓ2)(ξ
−1
2 +ξ1)− 2mDℓ2
r − r⋆ + i(β − β
′)
ℓ22
(r − r⋆)2 b0
)
ξ21,ββ′ . (IV.54)
where
m˜α ≡ −(−1)αλ ℓ
r⋆
. (IV.55)
and m˜ ≡ m˜1 = λℓ/r⋆.
In the following, we will discuss the solution in the cases with/without b0.
(1) If b0 = 0, the Dirac EOM and flow equation can be simplified as
12Φ˜
′
α=
iσ2qe3 − σ1m˜αℓ2 − σ3mDℓ2
r − r⋆ Φ˜α, (IV.56)
(a)(c)ξ′α =
qe3(1 + ξ
2
α)−m˜αℓ2(1− ξ2α)− 2mDℓ2ξα
r − r⋆ ,
(b)(d)ξ′12 =
(qe3 − m˜ℓ2)(ξ−11 +ξ2)− 2mDℓ2
r − r⋆ ξ12, ξ
′
21 =
(qe3 + m˜ℓ2)(ξ
−1
2 +ξ1)− 2mDℓ2
r − r⋆ ξ21.
where the helicity β = ± can be dropped, due to the absence of b0.
The eigenvalues and eigenvectors of wavefunctions to the Dirac EOM can be solved through a transforma-
tion matrix S, which is independent of radial coordinate r,
S−1(iσ2qe3 − σ1m˜αℓ2 − σ3mDℓ2)S = νλσ3, S ≡
(
mDℓ2−νλ
qe3+m˜αℓ2
mDℓ2+νλ
qe3+m˜αℓ2
1 1
)
, (IV.57)
where νλ ≡
√
(m2D + m˜
2)ℓ22 − q2e23. Then the original Dirac EOM becomes an eigen-value equation with
diagonal eigen-values, namely,
(S−1Φ˜α)′ =
1
r − r⋆ νλσ
3(S−1Φ˜α), (IV.58)
where the solution to the EOM turns out to be
S−1Φ˜α = Cα,+(r − r⋆)+νλ
(
1
0
)
+ Cα,−(r − r⋆)−νλ
(
0
1
)
,
where C± are two integration constant. By using the definition of R˜α as below, the solution to the wave
function Φ˜α ∼ R˜α is obtained,
R˜α ≡
(
F˜α
G˜α
)
∼ Cα,+(r − r⋆)+νλ
(
mDℓ2−νλ
qe3+m˜αℓ2
1
)
+ Cα,−(r − r⋆)−νλ
(
mDℓ2+νλ
qe3+m˜αℓ2
1
)
= cα,+vα,−(r − r⋆)+νλ + cα,−vα,+(r − r⋆)−νλ ,
where we have chosen the conversion, e.g., (A33) in ref. [29], in order to compare with the results without
chiral gauge field,
vα,∓ ≡
(
mDℓ2 ∓ νλ
qe3 + m˜αℓ2
)
, cα,± =
Cα,±
qe3 + m˜αℓ2
, (IV.59)
from which, one obtains
R˜α ∼ (cα,+vα,− + cα,−vα,+) cosh[νλ ln(r − r⋆)] + (cα,+vα,− − cα,−vα,+) sinh[νλ ln(r − r⋆)]. (IV.60)
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Thus the flow function can be analytically expressed as
ξα(r) ≡ F˜α
G˜α
=
mDℓ2 − νλτα(r)
qe3 + m˜αℓ2
, (IV.61)
where
τα(r) ≡ 1− 2cα,−
cα,− + cα,+e2νλ ln (r−r⋆)
= 1− 2Cα,−
Cα,− + Cα,+e2νλ ln (r−r⋆)
. (IV.62)
In the oscillatory region the IR CFT scaling weight becomes imaginary, i.e., νλ = −iρλ, with ρλ > 0 then
one obtains a general wave solution with both the in-falling and out-going modes,
R˜α ∼ cα,+vα,−(r − r⋆)−iρλ + cα,−vα,+(r − r⋆)+iρλ . (IV.63)
The in-falling mode is e−iωt(r − r⋆)−iρλ = e−iω[t+ω−1ρλ ln (r−r⋆)], thus one needs to impose the in-falling
boundary condition at the horizon, which is equivalent to turning off the out-going mode, i.e., cα,− = 0,
or equivalently Cα,− = 0, to make the out-going wave (r − r⋆)+iρλ vanishes. In this case, τ(r) = 1, the
solution can be re-expressed as Ψ˜α ∼ R˜α,
R˜α ∼ cα,+vα,−(r − r⋆)νλ = cα,+vα,−eνλ ln (r−r⋆), F˜α
G˜α
=
vα,−↑
vα,−↓
=
mDℓ2 − νλ
qe3 + m˜αℓ2
. (IV.64)
where we have introduced vα,−↑ and vα,−↓ to label the up and down components of the vector vα,−. The
general solutions to the flow equations in Eqs.(IV.56), at ω = 0, turn out to be
(a)(c)ξα(r) =
mDℓ2 − νλ tanh (νλ(Cα,3 + ln (r − r⋆)))
qe3 + m˜αℓ2
,
(b)(d)ξαα′ (r) = Cα
(
mDℓ2
cosh (νλ(Cα,3 + ln (r − r⋆)))
cosh (νλ(Cα′,3 + ln (r − r⋆))) − νλ
sinh (νλ(Cα,3 + ln (r − r⋆)))
cosh (νλ(Cα′,3 + ln (r − r⋆)))
)
, (IV.65)
where
Cα,3 = ν
−1
λ tanh
−1
(
1− 2Cα,−
Cα,− + Cα,+(r − r⋆)2νλ
)
− ln (r − r⋆) = ν−1λ
1
2
ln
(
Cα,+
Cα,−
)
, Cα =
1
qe3 + m˜αℓ2
.
The flow equation for ξαα′(r) can be solved, by substituting ξα(r) back into its flow equation. Namely, we
have
ξ−1α (r) =
qe3 + m˜αℓ2
mDℓ2 − νλτα(r)
τα(r)→1
=
qe3 + m˜αℓ2
mDℓ2 − νλ =
mDℓ2 + νλ
qe3 − m˜αℓ2 , τα(r) ≡ tanh(νλ(Cα,3 + ln (r − r⋆)))
Cα,3→∞
= 1.
To be brief, by imposing the in-falling wave condition, one obtains the near horizon boundary conditions
for ξα and ξαα′ as
(a)(c) ξα|r→r⋆ =
mDℓ2 − νλ
qe3 + m˜αℓ2
, (b)(d) ξαα′ |r→r⋆ =
mDℓ2 − νλ
qe3 + m˜α′ℓ2
. (IV.66)
(2) If b0 6= 0, then the b0 term will be the dominant one in the field equation in Eq.(IV.51), since all other
terms will be less singular than the b0 term. The b0 term is relevant in Dirac equation and flow equation
as shown in Eqs.(IV.53) and (IV.54), respectively. From these equations, one can obtain
S−1Φ˜α = e
−iβ ℓ
2
2
r−r⋆ b0
(
Cα,+(r − r⋆)+νλ
(
1
0
)
+ Cα,−(r − r⋆)−νλ
(
0
1
))
.
Thus, Φ˜α ∼ R˜α with
R˜α,β ≡
(
F˜α,β
G˜α,β
)
= eiβθb(r)[cα,+vα,−(r − r⋆)+νλ + cα,−vα,+(r − r⋆)−νλ ].
In the oscillatory region the IR CFT scaling weight becomes imaginary, i.e., νλ = −iρλ, with ρλ > 0 then
one obtains a general wave solution with both the in-falling and out-going modes,
R˜α,β ∼ e−iβ
ℓ22
r−r⋆ b0 [vα,−(r − r⋆)−iρλ + cα,−vα,+(r − r⋆)+iρλ ], (IV.67)
where θb(r) is given in Eq.(IV.44) and Eq.(IV.45).
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By imposing the in-falling wave condition, Cα,− = 0, i.e., Cα,3 = ln (+∞) = +∞, then one obtains the IR
BCs for the flow equations as
(a)(b)ξα(r)|r→r⋆ = ξαα′(r)|r→r⋆ =
mDℓ2 − νλ
qe3 + m˜αℓ2
;
(c)ξα,+−(r)|r→r⋆ = e−2i
ℓ22
r−r⋆ b0
mDℓ2 − νλ
qe3 + m˜αℓ2
, ξα,−+|r→r⋆ = e+2i
ℓ22
r−r⋆ b0
mDℓ2 − νλ
qe3 + m˜αℓ2
;
(d)ξαα′,ββ′(r)|r→r⋆ = e−i(β−β
′)
ℓ22
r−r⋆ b0
mDℓ2 − νλ
qe3 + m˜αℓ2
. (IV.68)
Note that according to Eq.(IV.55), m˜α ≡ −(−1)αλℓ/r⋆ carries the subscript α = 1, 2, thus they own a
relative minus sign for upper and down components of bulk Dirac fermions. The result is consistent with
Eq.(26) in ref. [13]. Therefore at ω = 0, the in-falling condition ξα|r0 = i does not apply, thus Eq.(IV.50)
should be replaced by one with a function depending on mD as shown in Eq.(IV.68).
In the end, for the standard quantization, the Green’s function can be obtained, by using Eq.(IV.15) and (IV.16),
as
(a) G˜Rsα(ω, λ) = limr→∞
r2mDℓξα(r), (b) G˜
R
sαα′(ω, λ) = limr→∞
r2mDℓξαα′(r),
(c) G˜Rsα,ββ′(ω, λ) = limr→∞
r2mDℓξα,ββ′(r), (d) G˜
R
sαα′,ββ′(ω, λ) = limr→∞
r2mDℓξαα′,ββ′(r), (IV.69)
where α = 1, 2, and β = ±. The general flow equations are listed in Eq.(IV.5), and the near horizon boundary
conditions are listed in Eqs.(IV.50) and (IV.68), for ω 6= 0 and ω = 0 cases, respectively. The general properties on
the UV retarded Green’s function of spinors at zero temperature are summarized in Sec. IVA3.
B. Wave functions of Dirac fermion in the bulk
For the background metric and gauge field in Eq.(IV.2), according to Eq.(C.6), one has
λ±1 (r) =
ℓ2
r2
1
g(r)
[(ω ± βb0) + qAt(r)] − βbr, λ2(r) ≡ ℓ
r
1√
g(r)
mf (r), (IV.70)
where
mf (r) ≡ mD + imα(r), mα(r) ≡ −(−1)αλ ℓ
r
= m˜α
r⋆
r
, (IV.71)
and m˜α is defined in Eq.(IV.55) with α = 1, 2 and for d ≥ 3, g(r) and gauge field are defined in Eq.(D.55) and
Eq.(D.7), respectively, with r0 = r⋆ in the zero temperature case.
By using Eq.(C.9), Eq.(C.8) can be expressed as
f˜ ′′α,β(r) +
(
− 2iβ ℓ
2
r2
1
g(r)
b0 +
1
2
g′(r)
g(r)
+
2
r
− mD
mDr + im˜αr⋆
)
f˜ ′α,β(r)
+
[( ℓ2
r2
1
g(r)
[ω+qAt(r)]−βbr
)2
− ℓ
4
r4
1
g(r)2
b20 −
ℓ2
r2
1
g(r)
(
|mf (r)|2 − iqA′t(r)
)
+i
(
− ℓ
2
r2
1
g(r)
[(ω − βb0) + qAt(r)]
(1
2
g′(r)
g(r)
+
mD
mDr + im˜αr⋆
)
− βbr
(1
2
g′(r)
g(r)
+
2
r
− mD
mDr + im˜αr⋆
))]
f˜α,β(r) = 0,
g˜′′α,β(r) +
(
− 2iβ ℓ
2
r2
1
g(r)
b0 +
1
2
g′(r)
g(r)
+
2
r
− mD
mDr − im˜αr⋆
)
g˜′α,β(r)
+
[( ℓ2
r2
1
g(r)
[ω+qAt(r)]−βbr
)2
− ℓ
4
r4
1
g(r)2
b20 −
ℓ2
r2
1
g(r)
(
|mf (r)|2 + iqA′t(r)
)
−i
(
− ℓ
2
r2
1
g(r)
[(ω + βb0) + qAt(r)]
(1
2
g′(r)
g(r)
+
mD
mDr − im˜αr⋆
)
− βbr
(1
2
g′(r)
g(r)
+
2
r
− mD
mDr − im˜αr⋆
))]
g˜α,β(r) = 0,
(IV.72)
where we have made the replacement ∂t → −iω, and
|mf (r)|2 = m2D +mα(r)2 = m2D + m˜2α
r2⋆
r2
,
m′f (r)
mf (r)
= − im˜αr⋆
r2(mD + im˜αr⋆/r)
= −1
r
+
mD
mDr + im˜αr⋆
,
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and m˜α is defined in Eq.(IV.55) with α = 1, 2.
When both the b0 and br vanish, the EOMs in Eq.(C.8) become
f˜ ′′α(r) +
(
1
2
g′(r)
g(r)
+
2
r
− mD
mDr + im˜αr⋆
)
f˜ ′α(r) +
ℓ2
r2
1
g(r)
[
ℓ2
r2
1
g(r)
[ω+qAt(r)]
2
−
(
|mf (r)|2 − iqA′t(r)
)
− i[ω + qAt(r)]
(
1
2
g′(r)
g(r)
+
mD
mDr + im˜αr⋆
)]
f˜α(r) = 0,
g˜′′α(r) +
(
1
2
g′(r)
g(r)
+
2
r
− mD
mDr − im˜αr⋆
)
g˜′α(r) +
ℓ2
r2
1
g(r)
[
ℓ2
r2
1
g(r)
[ω+qAt(r)]
2
−
(
|mf (r)|2 + iqA′t(r)
)
+ i[ω + qAt(r)]
(1
2
g′(r)
g(r)
+
mD
mDr − im˜αr⋆
)]
g˜α(r) = 0, (IV.73)
where the subscript β has been dropped.
1. Infinite boundary
At the infinite boundary, one has g(r)
r→∞
= 1, At(r)
r→∞
= µ for d = 3, in the mD 6= 0 case. Furthermore,
g′(r)
g(r)
r→∞
= C
3ℓ2
r4
,
m′f (r)
mf (r)
r→∞
= i
m˜r⋆
mDr2
mD=0= −1
r
,
A′t(r)
At(r)
r→∞
=
r⋆
r2
. (IV.74)
where C is constant. Thus, for d = 3, the ratio g′(r)/g(r) always vanishes in the infinite boundary limit r →∞.
Thus Eqs.(IV.72) become
f˜ ′′α,β(r) +
(
− 2iβ ℓ
2
r2
b0 +
2
r
− mD
mDr + im˜αr⋆
)
f˜ ′α,β(r) +
[
+ i
(
− ℓ
2
r2
[(ω − βb0) + qµ] mD
mDr + im˜αr⋆
−βbr
(2
r
− mD
mDr + im˜αr⋆
))
+
( ℓ2
r2
[ω+qµ]−βbr
)2
− ℓ
4
r4
b20 −
ℓ2
r2
(
m2D + m˜
2 r
2
⋆
r2
− iqµr⋆
r2
)]
f˜α,β(r) = 0,
g˜′′α,β(r) +
(
− 2iβ ℓ
2
r2
b0 +
2
r
− mD
mDr − im˜αr⋆
)
g˜′α,β(r) +
[
− i
(
− ℓ
2
r2
[(ω + βb0) + qµ]
mD
mDr − im˜αr⋆
−βbr
(2
r
− mD
mDr − im˜αr⋆
))
+
( ℓ2
r2
[ω+qµ]−βbr
)2
− ℓ
4
r4
b20 −
ℓ2
r2
(
m2D + m˜
2 r
2
⋆
r2
+ iqµ
r⋆
r2
)]
g˜α,β(r) = 0. (IV.75)
In this case, the term with frequency and charge can be neglected as in the pure vacuum case, the two decoupled
EOMs in Eq.(IV.75) have the same form,
f˜ ′′α,β(r) +
1
r
f˜ ′α,β(r) +
[
b2r − 2βbr
ℓ2
r2
(ω+qµ)− ℓ
2
r2
m2D − iβbr
(
1
r
+ i
m˜αr⋆
mDr2
)]
f˜α,β(r) = 0,
g˜′′α,β(r) +
1
r
g˜′α,β(r) +
[
b2r − 2βbr
ℓ2
r2
(ω+qµ)− ℓ
2
r2
m2D + iβbr
(
1
r
− i m˜αr⋆
mDr2
)]
g˜α,β(r) = 0, (IV.76)
which give the solutions as
f˜α,β(r) = e
−iβbrrrνβ
[
C1U [1 + νβ , 1 + 2νβ, 2iβbrr] + C2L
2νβ
−1−νβ (2iβbrr)
]
,
g˜α,β(r) = e
−iβbrrrνβ
[
C3U [νβ , 1 + 2νβ, 2iβbrr] + C4L
2νβ
−νβ (2iβbrr)
]
, (IV.77)
where C1, C2, C3 and C4 are all constants. νβ ≡
√
[m2D + 2βbr(ω + qµ)]ℓ
2 − brm˜αr⋆/mD br=0= mDℓ with β = ±,
U [a, b, z] is Tricomi’s confluent hypergeometric function, and Lan(z) are generalized Laguerre polynomials, or associated
Laguerre polynomials. For the massless case, i.e., mD = 0, the EOMs become
f˜ ′′α,β(r) +
2
r
f˜ ′α,β(r) +
(
b2r − 2βbr
ℓ2
r2
(ω+qµ)− iβbr 2
r
)
f˜α,β(r) = 0,
g˜′′α,β(r) +
2
r
g˜′α,β(r) +
(
b2r − 2βbr
ℓ2
r2
(ω+qµ) + iβbr
2
r
)
g˜α,β(r) = 0, (IV.78)
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which lead to solution
f˜α,β(r) = e
−iβbrrrνβ
[
C1U [2 + νβ , 2 + 2νβ, 2iβbrr] + C2L
1+2νβ
−2−νβ (2iβbrr)
]
,
g˜α,β(r) = e
−iβbrrrνβ
[
C3U [νβ , 2 + 2νβ, 2iβbrr] + C4L
1+2νβ
−νβ (2iβbrr)
]
, (IV.79)
where νβ ≡ (
√
1 + 8βbr(ω + qµ)ℓ2 − 1)/2 br=0= 0.
In the case with br 6= 0 and mD 6= 0, one has
f˜ ′′α,β(r) +
1
r
f˜ ′α,β(r) +
(
b2r − iβbr
1
r
)
f˜α,β(r) = 0, g˜
′′
α,β(r) +
1
r
g˜′α,β(r) +
(
b2r + iβbr
1
r
)
g˜α,β(r) = 0, (IV.80)
which give
f˜α,β(r) = e
iβbrr[C1 + C2Ei(−2iβbrr)], g˜α,β(r) = e−iβbrr[C3 + C4Ei(2iβbrr)], (IV.81)
where Ei(z) is the exponential integral function, which has the behavior in the infinite boundary, Ei(z)
z→∞∼ ezz−1.
Thus
f˜α,β(r)
r→∞∼ C1e+iβbrr + i C2
2βbr
e−iβbrr
r
, g˜α,β(r)
r→∞∼ C3e−iβbrr − i C4
2βbr
e+iβbrr
r
. (IV.82)
In the infinite boundary,(
f˜α,β
g˜α,β
)
=
(
C1
C3
)
J0(βbrr) +
(
C2
C4
)
Y0(βbrr)
r→∞∼ 1 + i
2
1√
πβbrr
e−iβbrr
(
C1 + iC2
C3 + iC4
)
+
1− i
2
1√
πβbrr
eiβbrr
(
C1 − iC2
C3 − iC4
)
,
where J0(z) and Y0(z) are Bessel function of first kind Jν(z) and that of second kind Yν(z) with ν = 0, respectively,
and have the asymptotic behavior J0(z)
z→∞∼
√
2(πz)−1 sin(z + π/4) and Y0(z)
z→∞∼ e−iz.
For the massless case, i.e., mD = 0, the EOMs become
f˜ ′′α,β(r) +
2
r
f˜ ′α,β(r) +
(
b2r − iβbr
2
r
)
f˜α,β(r) = 0, g˜
′′
α,β(r) +
2
r
g˜′α,β(r) +
(
b2r + iβbr
2
r
)
g˜α,β(r) = 0,
which have solutions
f˜α,β(r) = C1e
+iβbrr − C2e−iβbrr
(
1
r
+ 2iβbre
+2iβbrrEi(−2iβbrr)
)
r→∞∼ C1e+iβbrr + C2O( 1
βbrr2
),
g˜α,β(r) = C3e
−iβbrr + C4e+iβbrr
(
1
r
− 2iβbre−2iβbrrEi(+2iβbrr)
)
r→∞∼ C3e−iβbrr + C4O( 1
βbrr2
). (IV.83)
In the infinite boundary, one has
f˜α,β(r) =
1
r
(
C1e
−iβbrr − iC2 1
2βbr
eiβbrr
)
, g˜α,β(r) =
1
r
(
C3e
−iβbrr − iC4 1
2βbr
eiβbrr
)
. (IV.84)
For the massless case, i.e., mD = 0, if br = 0 but b0 6= 0, the EOMs in Eq.(IV.75) become
f˜ ′′α,β(r) +
(
− 2iβ ℓ
2
r2
b0 +
2
r
)
f˜ ′α,β(r) +
[( ℓ2
r2
(ω+qµ)
)2
− ℓ
4
r4
b20 −
ℓ2
r2
(
m˜2
r2⋆
r2
− iqµr⋆
r2
)]
f˜α,β(r) = 0,
g˜′′α,β(r) +
(
− 2iβ ℓ
2
r2
b0 +
2
r
)
g˜′α,β(r) +
[( ℓ2
r2
(ω+qµ)
)2
− ℓ
4
r4
b20 −
ℓ2
r2
(
m˜2
r2⋆
r2
+ iqµ
r⋆
r2
)]
g˜α,β(r) = 0.
For simplicity, one can assume q = 0. In this case, one has the solution of the wave functions:
f˜α,β, g˜α,β
mD=0= e−iβℓ
2 b0
r
[
C1,3 cos
(
ℓ
r
√
ω2ℓ2 − m˜2r2⋆
)
+ C2,4 sin
(
ℓ
r
√
ω2ℓ2 − m˜2r2⋆
)]
. (IV.85)
For the massive case, i.e., mD 6= 0, one has
f˜ ′′α(r) +
1
r
f˜ ′α(r) −
ℓ2
r2
m2Df˜α(r) = 0, g˜
′′
α(r) +
1
r
g˜′α(r) −
ℓ2
r2
m2Dg˜α(r) = 0, (IV.86)
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where the subscript β has been dropped. This leads to solution(
f˜α
g˜α
)
=
(
C1
C3
)
cosh (mDℓ ln r) + i
(
C2
C4
)
sinh (mDℓ ln r). (IV.87)
Thus, according to Eq.(C.4), one has(
F˜α
G˜α
)
= Q−1
(
f˜α
g˜α
)
=
1√
2
(
1 1
−i i
)(
f˜α
g˜α
)
≡ B˜α
(
1
0
)
r−mDℓ + A˜α
(
0
1
)
rmDℓ,
=
1
2
√
2
(
C1+C3−i(C2+C4)
−i(C1−C3)−(C2−C4)
)
r−mDℓ+
1
2
√
2
(
C1+C3+i(C2+C4)
−i(C1−C3)+(C2−C4)
)
rmDℓ,
which is consistent with the solution in Eq.(IV.12), if one chooses the constants C1 = (B˜ + iA˜)/2, C2 = (A˜ + iB˜)/2,
C3 = (B˜ − iA˜)/2, and C4 = (−A˜+ iB˜)/2.
By keeping only the leading order up to ω and keeping the divergent term up to the lowest order for simplicity in
Eq.(IV.75) for the massive case mD 6= 0, one has
f˜ ′′α,β(r) +
(
1
r
+ i
m˜αr⋆
mDr2
− 2iβ ℓ
2
r2
b0
)
f˜ ′α,β(r) +
[
b2r − 2βbr
ℓ2
r2
(ω+qµ)− ℓ
2
r2
m2D
+i
(
− ℓ
2
r3
[(ω − βb0) + qµ]− βbr
(1
r
+ i
m˜αr⋆
mDr2
+
m˜2r2⋆
m2Dr
3
))]
f˜α,β(r) = 0,
g˜′′α,β(r) +
(
1
r
− i m˜αr⋆
mDr2
− 2iβ ℓ
2
r2
b0
)
g˜′α,β(r) +
[
b2r − 2βbr
ℓ2
r2
(ω+qµ)− ℓ
2
r2
m2D
−i
(
− ℓ
2
r3
[(ω + βb0) + qµ]− βbr
(1
r
− i m˜αr⋆
mDr2
+
m˜2r2⋆
m2Dr
3
))]
g˜α,β(r) = 0, (IV.88)
by absorbing br into the definition of wave function, but b0 is present, the EOMs are solvable in the UV limit with
finite chemical potential at small frequency as
f˜α,β = C1
(
− i r
+
⋆α,β
r
)−mDℓ
1F1
[
ℓ2(ω − βb0 + qµ)
r+⋆α,β
−mDℓ, 1− 2mDℓ, i
r+⋆α,β
r
]
+ C2
(
− i r
+
⋆α,β
r
)+mDℓ
1F1
[
ℓ2(ω − βb0 + qµ)
r+⋆α,β
+mDℓ, 1 + 2mDℓ, i
r+⋆α,β
r
]
,
g˜α,β = C3
(
− i r
−
⋆α,β
r
)−mDℓ
1F1
[
− ℓ
2(ω + βb0 + qµ)
r−⋆α,β
−mDℓ, 1− 2mDℓ, i
r−⋆α,β
r
]
+ C4
(
− i r
−
⋆α,β
r
)+mDℓ
1F1
[
− ℓ
2(ω + βb0 + qµ)
r−⋆α,β
+mDℓ, 1 + 2mDℓ, i
r−⋆α,β
r
]
, (IV.89)
where C1, C2, C3 and C4 are all constants. r
±
⋆α,β ≡ (±m˜αr⋆ − 2βb0mDℓ2)/mD, 1F1[a, b, z] is Kummer’s confluent
hypergeometric function, which is related to Whittaker-M function through ez/2z−b/2M [−a+ b/2,−1/2 + b/2, z] =
1F1[a, b, z]. In the absence of b0, the EOMs become
f˜ ′′α(r) +
(
1
r
+ i
m˜αr⋆
mDr2
)
f˜ ′α(r) +
ℓ2
r2
(
−m2D − i
1
r
(ω + qµ)
)
f˜α(r) = 0,
g˜′′α(r) +
(
1
r
− i m˜αr⋆
mDr2
)
g˜′α(r) +
ℓ2
r2
(
−m2D + i
1
r
(ω + qµ)
)
g˜α(r) = 0, (IV.90)
and the solutions turn out to be
f˜α, g˜α
mD 6=0
= C1,3
(
∓ im˜α
mD
r⋆
r
)−mDℓ
1F1
[mDℓ2(qµ+ ω)
m˜αr⋆
−mDℓ, 1− 2mDℓ,± im˜α
mD
r⋆
r
]
+ C2,4
(
∓ im˜α
mD
r⋆
r
)mDℓ
1F1
[
mDℓ
2(qµ+ ω)
m˜αr⋆
+mDℓ, 1 + 2mDℓ,± im˜α
mD
r⋆
r
]
. (IV.91)
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According to Eq.(IV.18), one can read off the conformal scaling weight from UV CFT3 as
ψα,ββ′ = r
− 32Ψα,ββ′
r→∞
=
(
Bα,βr
− 32−mDℓ
Aα,β′r
− 32+mDℓ
)
=
(
Bα,βu
−2∆+
⋆ u
∆+
Aα,β′u
−2∆−
⋆ u
∆−
)
,
where the up and down components may have same or opposite helicity, i.e., β′ = ±β and ∆± ≡ 3/2±mDℓ. From
the asymptotic behavior of the wave function in the infinite boundary, one can read off the UV retarded Green’s
functions by identifying A and B as source and response, respectively.
2. Near horizon region
In the near horizon region, one has
g(r)
r→r⋆=
6(r − r⋆)2
r2⋆
,
g′(r)
g(r)
r→r⋆=
2
r − r⋆ ,
At(r)
r→r⋆= µ
r − r⋆
r⋆
(
1− r − r⋆
r⋆
)
, A′t(r)
r→r⋆= µ
1
r⋆
(
1− 2(r − r⋆)
r⋆
)
. (IV.92)
The EOMs for f˜α,β and g˜α,β in Eq.(IV.72) become
f˜ ′′α,β(r) +
(
− 2iβ ℓ
2
2
(r − r⋆)2 b0 +
1
r − r⋆
)
f˜ ′α,β(r)
+
[(
ℓ22
(r − r⋆)2
(
ω+qµ
r − r⋆
r⋆
(
1− r − r⋆
r⋆
))−βbr
)2
−
(
b0ℓ
2
2
(r − r⋆)2
)2
− ℓ
2
2
(r − r⋆)2
(
m2λ − iqµ
1
r⋆
)
+i
(
− ℓ
2
2
(r − r⋆)2
(ω − βb0
r − r⋆ + qµ
1
r⋆
(
1− r − r⋆
r⋆
))− βbr
r − r⋆
)]
f˜α,β(r) = 0,
g˜′′α,β(r) +
(
− 2iβ ℓ
2
2
(r − r⋆)2 b0 +
1
r − r⋆
)
g˜′α,β(r)
+
[(
ℓ22
(r − r⋆)2
(
ω+qµ
r − r⋆
r⋆
(
1− r − r⋆
r⋆
))−βbr
)2
−
(
b0ℓ
2
2
(r − r⋆)2
)2
− ℓ
2
2
(r − r⋆)2
(
m2λ + iqµ
1
r⋆
)
−i
(
− ℓ
2
2
(r − r⋆)2
(ω + βb0
r − r⋆ + qµ
1
r⋆
(
1− r − r⋆
r⋆
))− βbr
r − r⋆
)]
g˜α,β(r) = 0. (IV.93)
where we have considered
mf
r→r⋆= mD + im˜α, |mf |2 r→r⋆= (m2D + m˜2α) ≡ m2λ,
m′f (r)
mf (r)
r→r⋆=
1
r⋆
mD
mD + im˜α
− 1
r⋆
∼ const., ℓ
2
r2
1
g(r)
r→r⋆=
ℓ22
(r − r⋆)2
(
1 +
4
3r⋆
(r − r⋆)
)
,
and m˜α is defined in Eq.(IV.55) with subscript α = 1, 2.
In the deep near horizon region without chiral gauge field br = b0 = 0 but bi 6= 0, the EOMs become
f˜ ′′α(r) +
1
r − r⋆ f˜
′
α(r) +
q2e23 −m2λℓ22
(r − r⋆)2 f˜α(r) = 0, g˜
′′
α(r) +
1
r − r⋆ g˜
′
α(r) +
q2e23 −m2λℓ22
(r − r⋆)2 g˜α(r) = 0,
where e3 and ℓ2 defined in Eqs.(D.61) and (D.17). The wavefunction solutions to the equations are(
f˜α
g˜α
)
=
(
C1
C3
)
cosh [νλ ln (r − r⋆)] + i
(
C2
C4
)
sinh [νλ ln (r − r⋆)],
=
1
2
(
C1 + iC2
C3 + iC4
)
(r − r⋆)−νλ + 1
2
(
C1 − iC2
C3 − iC4
)
(r − r⋆)+νλ , (IV.94)
with the conformal weight of IR CFT given by νλ =
√
m2λℓ
2
2 − q2e23. Thus according Eq.(C.4), one has(
F˜α
G˜α
)
= Q−1
(
f˜α
g˜α
)
=
1√
2
(
1 1
−i i
)(
f˜α
g˜α
)
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=
1
2
√
2
(
C1+C3−i(C2+C4)
−i(C1−C3)−(C2−C4)
)
(r − r⋆)+νλ+ 1
2
√
2
(
C1+C3+i(C2+C4)
−i(C1−C3)+(C2−C4)
)
(r − r⋆)−νλ ,
which are consistent with Eq.(V.13),
Ψ˜α ∼ R˜α = c+v−(r − r⋆)+νλ + c−v+(r − r⋆)−νλ ≡ c+ℓ+2νλ2 v−ζ−νλ + c−ℓ−2νλ2 v+ζ+νλ , (IV.95)
where ζ ≡ ℓ22/(r − r⋆). By using e3 and ℓ2 defined in Eqs.(D.61) and (D.17), considering the zero frequency case, one
obtains
f˜ ′′α(r) +
1
r − r⋆ f˜
′
α(r) +
[( qe3
r − r⋆
(
1− r − r⋆
r⋆
))2 − m2λℓ22
(r − r⋆)2 + i
qe3
(r − r⋆)
1
r⋆
]
f˜α(r) = 0,
g˜′′α(r) +
1
r − r⋆ g˜
′
α(r) +
[( qe3
r − r⋆
(
1− r − r⋆
r⋆
))2 − m2λℓ22
(r − r⋆)2 − i
qe3
(r − r⋆)
1
r⋆
]
g˜α(r) = 0, (IV.96)
which have the solutions
f˜α(r)= e
−iqe3 r˜(r − r⋆)νλ
[
C3U [νλ − iqe3, 1 + 2νλ, 2iqe3r˜] + C4L2νλ−νλ+iqe3 (2iqe3r˜)
]
, (IV.97)
g˜α(r)= e
−iqe3 r˜(r − r⋆)νλ
[
C1U [1 + νλ − iqe3, 1 + 2νλ, 2iqe3r˜] + C2L2νλ−1−νλ+iqe3 (2iqe3r˜)
]
, (IV.98)
where r˜ ≡ (r − r⋆)/r⋆, U(µ, ν, z) is Tricomi’s confluent hypergeometric function and Lan(z) is the generalized Laguerre
polynomial. The results are consistent with those obtained with a non-zero frequency case at zero temperature as
shown in Eq.(V.21) and Eq.(V.22) with br = 0 (or bζ = 0) and b0 = 0. In this case, due to the exchange symmetry
between m˜1,2(r) as defined in Eq.(IV.71), there exist identity relations between wavefunctions as shown in Eq.(C.14).
Thus there exists an exchange relation between wavefunctions, i.e., (g˜α, f˜α)(ζ) ↔ (f˜α, g˜α)(r). It is worthy to notice
the equivalent relation between the wavefunctions by making the replacement as
qe3r˜ ∼ ωζ ⇒ ω ∼ qµ (r − r⋆)
2
r2⋆
, (IV.99)
where ζ is defined in Eq.(D.49) for Ricci flat hypersurface case with k = 0. The last equivalent relation will be more
obvious by observing the terms associated with imaginary unit i in Eq.(IV.101).
In the presence of chiral gauge fields of br and b0, in the zero frequency limit ω = 0, the EOMs can be expressed as
f˜ ′′α,β(r) +
(
− 2i βb0ℓ
2
2
(r − r⋆)2 +
1
r − r⋆
)
f˜ ′α,β(r) +
[( qe3
r − r⋆
(
1− r − r⋆
r⋆
)− βbr)2
− (b0ℓ
2
2)
2
(r − r⋆)4 −
m2λℓ
2
2
(r − r⋆)2 + i
(
+
βb0ℓ
2
2
(r − r⋆)3 +
qe3
(r − r⋆)
1
r⋆
− βbr
r − r⋆
)]
f˜α,β(r) = 0,
g˜′′α,β(r) +
(
− 2i βb0ℓ
2
2
(r − r⋆)2 +
1
r − r⋆
)
g˜′α,β(r) +
[( qe3
r − r⋆
(
1− r − r⋆
r⋆
)− βbr)2
− (b0ℓ
2
2)
2
(r − r⋆)4 −
m2λℓ
2
2
(r − r⋆)2 − i
(
− βb0ℓ
2
2
(r − r⋆)3 +
qe3
(r − r⋆)
1
r⋆
− βbr
r − r⋆
)]
g˜α,β(r) = 0, (IV.100)
which give solutions
f˜α,β(r) = e
−iβb0ℓ
2
2
r−r⋆ e−iβbr(r−r⋆)e−iqe3 r˜(r − r⋆)νλ
[
C3U [νλ − iqe3 + βb˜r, 1 + 2νλ, 2i[qe3r˜ + βbr(r − r⋆)]]
+ C4L
2νλ
−νλ+iqe3−βb˜r(2i[qe3r˜ + βbr(r − r⋆)])
]
,
g˜α,β(r) = e
−iβb0ℓ
2
2
r−r⋆ e−iβbr(r−r⋆)e−iqe3 r˜(r − r⋆)νλ
[
C1U [1 + νλ − iqe3 − βb˜r, 1 + 2νλ, 2i[qe3r˜ + βbr(r − r⋆)]]
+ C2L
2νλ
−1−νλ+iqe3+βb˜r (2i[qe3r˜ + βbr(r − r⋆)])
]
,
where r˜ ≡ (r − r⋆)/r⋆ and b˜r ≡ brr⋆/(brr⋆ + qe3). The wave functions above can also be rearranged as
f˜α(r) = e
−iβb0ℓ
2
2
r−r⋆
1√
r − r⋆ [C1W+ 12+iqe3−βb˜r,νλ(2i[r˜ + βbr(r − r⋆)]) + C2M+ 12+iqe3−βb˜r ,νλ(2i[r˜ + βbr(r − r⋆)])],
g˜α(r) = e
−iβb0ℓ
2
2
r−r⋆
1√
r − r⋆ [C1W− 12+iqe3+βb˜r,νλ(2i[r˜ + βbr(r − r⋆)]) + C2M− 12+iqe3+βb˜r ,νλ(2i[r˜ + βbr(r − r⋆)])],
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where Wk,m(z) and Mk,m(z) are Whittaker’s functions. The other independent wave functions can be obtained by
making the replacement (b0, br)→ −(b0, br), as discussed after Eq.(III.73).
For the general case with ω 6= 0, the EOMs are
f˜ ′′α(r) +
1
r − r⋆ f˜
′
α(r) +
[(
ℓ22
(r − r⋆)2
(
ω+qµ
r − r⋆
r⋆
(
1− r − r⋆
r⋆
)))2 − m2λℓ22
(r − r⋆)2
+i
(
− ℓ
2
2
(r − r⋆)2
( ω
r − r⋆ + qµ
1
r⋆
(− r − r⋆
r⋆
)))]
f˜α(r) = 0,
g˜′′α(r) +
1
r − r⋆ g˜
′
α(r) +
[(
ℓ22
(r − r⋆)2
(
ω+qµ
r − r⋆
r⋆
(
1− r − r⋆
r⋆
)))2 − m2λℓ22
(r − r⋆)2
−i
(
− ℓ
2
2
(r − r⋆)2
( ω
r − r⋆ + qµ
1
r⋆
(− r − r⋆
r⋆
)))]
g˜α(r) = 0, (IV.101)
with solutions
f˜α(r) = C1e
−iqe3 r˜e−i
ωℓ22
r−r⋆HeunD
[
+ 4ω˜,−4(ν2λ + (1 + 2iqe3)ω˜), 0, 4(ν2λ − (1 + 2iqe3)ω˜),− ω˜ − 2iqe3r˜ω˜ + 2iqe3r˜
]
+ C2e
+iqe3 r˜e+i
ωℓ22
r−r⋆HeunD
[
− 4ω˜,−4(ν2λ + (1 + 2iqe3)ω˜), 0, 4(ν2λ − (1 + 2iqe3)ω˜),− ω˜ − 2iqe3r˜ω˜ + 2iqe3r˜
]
,
g˜α(r) = C3e
+iqe3 r˜e−i
ωℓ22
r−r⋆HeunD
[
+ 4ω˜,−4(ν2λ − (1− 2iqe3)ω˜), 0, 4(ν2λ + (1− 2iqe3)ω˜),− ω˜ − 2iqe3r˜ω˜ + 2iqe3r˜
]
+ C4e
−iqe3 r˜e+i
ωℓ22
r−r⋆HeunD
[
− 4ω˜,−4(ν2λ − (1− 2iqe3)ω˜), 0, 4(ν2λ + (1− 2iqe3)ω˜),− ω˜ − 2iqe3r˜ω˜ + 2iqe3r˜
]
,
where r˜ ≡ (r − r⋆)/r⋆, ω˜ ≡
√
4qe3ω/r⋆ℓ2 and HeunD is Heun doubleconfluent function HeunD[a, b, c, d, z], which is
solution to the ODE y′′(z) − [a2(z2 + 1) − 2z(z2 − 1)]y′(z)/(z2 − 1)2 + [bz2 + (2a + c)z + d]y(z)/(z2 − 1)3 = 0. For
the charged case with both (b0, br) 6= 0 and q 6= 0, it turns out that the general wave functions can also be expressed
as linear combination of Heun doubleconflument function, but we do not intend to present them here.
C. Fermi surface
In this section, we try to extract the information on the Fermi surface for Dirac fermions by solving flow equation
near the boundary.
1. Flow equation and Fermi surface
For the br 6= 0 case, in the infinite boundary, one has
∂rξα,β = −βbr(1 + ξ2α,β)− 2mD
ℓ
r
ξα,β , (IV.102)
which has the solutions
ξα,β(r) = −
J 1
2+mDℓ
(βbrr)C1 + Y 1
2+mDℓ
(βbrr)
J− 12+mDℓ(βbrr)C1 + Y− 12+mDℓ(βbrr)
. (IV.103)
In fact, they are independent of subscript α = 1, 2.
In the infinite boundary, according to Eq.(IV.5), in the absence of br, the flow equation becomes
∂rξα =
ℓ2
r2
(ω + qµ)(1 + ξ2α) +
ℓ2
r2
(
− m˜α r⋆
ℓ
(1− ξ2α)− 2mD
r
ℓ
ξα
)
, (IV.104)
where m˜α is defined in Eq.(IV.55) with α = 1, 2. The analytical solution to the above flow equation turns out to be
ξα(r)
r→∞
=
√
m˜αr⋆ − ℓ(ω + qµ)
m˜αr⋆ + ℓ(ω + qµ)
N(r) ≡
√
m˜−α
m˜+α
N(r),
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where N(r) is a function
N(r) =
eiℓmDπΓ[ 12 −mDℓ]I+ 12−mDℓ
(
ℓ r⋆r
√
m˜+α m˜
−
α
)
C1 − iΓ[ 32 +mDℓ]I− 12+mDℓ
(
ℓ r⋆r
√
m˜+α m˜
−
α
)
eiℓmDπΓ[ 12 −mDℓ]I− 12−mDℓ
(
ℓ r⋆r
√
m˜+α m˜
−
α
)
C1 − iΓ[ 32 +mDℓ]I+ 12+mDℓ
(
ℓ r⋆r
√
m˜+α m˜
−
α
) ,
which in fact is independent of subscript α = 1, 2, since the product m˜+α m˜
−
α is independent of α,
m˜±α ≡ m˜α ±
ℓ
r⋆
(ω + qµ) = [−(−)αλ± (ω + qµ)] ℓ
r⋆
. (IV.105)
For the vacuum case, i.e., q = 0, ω ≪ m˜α, the two mass spectra are degenerate. In this case, m˜+α ≈ m˜−α ≈ m˜α,
N(r)
r→∞
=
1 + 2ν3
C(m˜±, ν3)
(
i
2
)1+2ν3(
ℓ
r⋆
r
√
m˜+m˜−
)2ν3
, (IV.106)
where C(m˜±, ν3) is a function to be determined by near horizon boundary condition ξα = i for the ω 6= 0 case as
shown in Eq.(IV.50), or ξα = (mDℓ2 − νλ)/(qe3 + m˜αℓ2) for the ω = 0 case as shown in Eq.(IV.68),
C(m˜±, ν3)


(−1) 12+ν3 Γ[
3
2 + ν3]
Γ[ 12 − ν3]
I 1
2+ν3
(
ℓ
√
m˜+m˜−
)
+ i
√
m˜−α
m˜+α
I− 12+ν3
(
ℓ
√
m˜+m˜−
)
I− 12−ν3
(
ℓ
√
m˜+m˜−
)
+ i
√
m˜−α
m˜+α
I 1
2−ν3
(
ℓ
√
m˜+m˜−
) , ω 6= 0,
(−1) 12+ν3 Γ[
3
2 + ν3]
Γ[ 12 − ν3]
(mDℓ2 − νλ)I 1
2+ν3
(
ℓ
√
m˜+m˜−
)− (qe3 + m˜αℓ2)√ m˜−αm˜+α I− 12+ν3(ℓ√m˜+m˜−)
(mDℓ2 − νλ)I− 12−ν3
(
ℓ
√
m˜+m˜−
)− (qe3 + m˜αℓ2)√ m˜−αm˜+α I 12−ν3(ℓ√m˜+m˜−)
, ω = 0.
where Iν(z) is the modified/hyperbolic Bessel function of the first kind, defined by Iν(z) = i
−νJν(iz), which is
exponentially growing function Iν(z)
z→∞∼ ez/√2πz. It is one branch of the two linearly independent solutions to the
modified Bessel’s differential equation z2y′′(z)+ zy′(z)− (z2+ ν2)y(z) = 0. For the ω = 0 case, one can solve the pole
of C(m˜α, ν3) = 0 near the Fermi surface, we expand m˜α in the numerator of C(m˜α, ν3) for the ω = 0 case, meanwhile
remember that νλ =
√
(m2D + m˜
2)ℓ22 − q2e23 also depends on m˜, then one has
m˜α
λ→λF≈ µℓ
e3r⋆ − µℓℓ2
(
qe3 +
(√
m2Dℓ
2
2 − q2e23 −mDℓ2
)JmDℓ+ 12 (qµℓ2/r⋆)
JmDℓ− 12 (qµℓ
2/r⋆)
)
, (IV.107)
where Jν(z) is the first kind of Bessel functions, which is one of independent solutions of differential equation z
2y′′(z)+
zy′(z)+ (z2− ν2)y(z) = 0, and we have considered the result that Jν(z) ν→∞∼
√
2
πz cos
(− z+ π4 (2ν+1)), this implies
that the Fermi momentum approaches to a maximum,
m˜α
mD→∞= µℓ
qe3
e3r⋆ − µℓℓ2 +O(
1
mD
). (IV.108)
Therefore the Fermi momentum can be approximately calculated through Eq.(III.36),
kF
mD 6=0≈ ±
√
λ2 + b2 = ±
√
m˜2
r2⋆
ℓ2
+ b2. (IV.109)
In the absence of chiral gauge field bi = 0, it turns out to be,
kF
mD 6=0≈−(−1)α µr⋆
e3r⋆ − µℓℓ2
(
qe3 + (
√
m2Dℓ
2
2 − q2e23 −mDℓ2)
JmDℓ+ 12 (qµℓ
2/r⋆)
JmDℓ− 12 (qµℓ
2/r⋆)
)
. (IV.110)
In the limit of µ→ 0, the Fermi momentum approaches to |qµ|.
2. Retarded Green’s function and fermi surface:massless
fermion, vacuum and low frequency
Thus one obtains the retarded Green’s function for the
standard quantization as
GRsα(ω, λ) =
1 + 2ν3
C(m˜±α , ν3)
(
i
2
)1+2ν3√m˜−α
m˜+α
(
r⋆ℓ
√
m˜+m˜−
)2ν3
,
note that m˜α carries a subscript α. Moreover, according
to Eq.(IV.32),
Gaα(ω, λ,mD) ≡ −G−1sα (ω, λ,mD) = Gsα(ω,−λ,−mD),
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one obtains the retarded Green’s function for the alter-
native quantization
GRaα(ω, λ,mD) = G
R
sα(ω,−λ,−mD)
=
1− 2ν3
C(−m˜∓α ,−ν3)
√
m˜+α
m˜−α
(
i
2
)1−2ν3
r−2ν3⋆
(
ℓ
√
m˜+m˜−
)−2ν3
.
In the massless limit i.e., ν3 = 0 (or mD = 0), the
retarded Green’s functions become
GRsα(ω, λ) =
1
C(m˜±α , ν3 = 0)
i
2
√
m˜−α
m˜+α
,
GRaα(ω, λ) =
1
C(−m˜±α ,−ν3 = 0)
i
2
√
m˜+α
m˜−α
, (IV.111)
where C(m˜±α , ν3 = 0) turns out to be

i
2
tanh(ℓ
√
m˜+m˜−) + i
√
m˜−α
m˜+α
1 + i
√
m˜−α
m˜+α
tanh(ℓ
√
m˜+m˜−)
, ω 6= 0
i
2
√
m˜αℓ2−qe3
m˜αℓ2+qe3
tanh (ℓ
√
m˜+m˜−) +
√
m˜−α
m˜+α√
m˜αℓ2−qe3
m˜αℓ2+qe3
+
√
m˜−α
m˜+α
tanh (ℓ
√
m˜+m˜−)
, ω = 0
where m˜+m˜− = (λ2 − (ω + qµ)2)ℓ2/r2⋆ for the ω 6= 0
case and m˜+m˜− = (λ2 − q2µ2)ℓ2/r2⋆ for the ω = 0 case,
respectively. It is worth noticing that when λ→ −λ and
mD → −mD, then m˜± → −m˜∓ and ν3 → −ν3.
For the ω = 0 case, one can solve the pole of
C(m˜±α , ν3 = 0) near the Fermi surface in the massless
limit ν3 = 0 (or mD = 0) but q 6= 0, which gives, respec-
tively, m˜α(λ→ λF ) as

ℓ(qµ+ ω)
r⋆
(
1− i tan ℓ
2qµ
r⋆
)
, ω 6= 0
µℓqe3
e3r⋆ + iµℓℓ2 tan
ℓ2qµ
r⋆
(
1 + i tan
ℓ2qµ
r⋆
)
, ω = 0.
Moreover, in the vacuum, i.e., ω, m˜α ≫ q, or q = 0
(νλ = m˜αℓ2), for the ω = 0 case,
C(m˜±α , ν3 = 0)
ω=0
=
i
2
tanh(ℓ
√
m˜+m˜−) +
√
m˜−α
m˜+α
1 +
√
m˜−α
m˜+α
tanh(ℓ
√
m˜+m˜−)
.
which gives
m˜α
ω=0
=
ℓqµ
r⋆
(
1 + tan
ℓ2qµ
r⋆
)
. (IV.112)
Therefore the Fermi momentum in the massless limit
near the Fermi surface,
λF
mD=0≈ −(−1)αqµ
(
1 + tan
ℓ2qµ
r⋆
)
, (IV.113)
which gives that λF
µ→0≈ −(−1)αqµ, where µ ≡ e3r⋆/ℓ22.
One can check that for both massive case in Eq.(IV.110)
and massless case in Eq.(IV.113), the Fermi momentum
is a periodic function of charge q with divergent poles,
e.g., as shown in Fig. 1 for massless Weyl fermion case.
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FIG. 1. Fermi momentum kF vs. electric charge q for massless
Weyl fermion: the Fermi momentum is a periodic function of
the charge with divergent poles.
In the vacuum limit, q = 0, ω → 0, one has m˜+α ≈
m˜−α ≈ m˜α,
√
m˜+m˜− ≈ |m˜α|, then
C(m˜±α , ν3 = 0)


i
2
tanh(ℓ|m˜|) + i
1 + i tanh(ℓ|m˜|) , ω 6= 0
i
2
, ω = 0.
Thus the vacuum retarded Green’s functions for the stan-
dard and alternative quantizations become, respectively,
GRsα(ω, λ) =
√
m˜−α
m˜+α
, G˜Raα(ω, λ) =
√
m˜+α
m˜−α
.
According to Eq.(IV.105), for the standard and alter-
native quantizations, with a small frequency fluctuation,
one obtains
GRs1(ω, λ) =
√
m˜−1
m˜+1
= −
√
λ− (ω + iǫ)
λ+ (ω + iǫ)
,
GRs2(ω, λ) =
√
m˜−2
m˜+2
=
√
λ+ (ω + iǫ)
λ− (ω + iǫ) ; (IV.114)
GRa1(ω, λ) =
√
m˜+1
m˜−1
= −
√
λ+ (ω + iǫ)
λ− (ω + iǫ) ,
GRa2(ω, λ) =
√
m˜+2
m˜−2
=
√
λ− (ω + iǫ)
λ+ (ω + iǫ)
; (IV.115)
which are consistent with properties of retarded Green’s
function of massless spinor at UV fixed point, as shown
in Eq.(IV.33) and Eq.(IV.35). Consequently, this implies
that both ImGRs1(ω, λ) and ImG
R
a1(ω, λ) have linear dis-
persion peak at ω ≈ −λ, while both ImGRs2(ω, λ) and
ImGRa1(ω, λ) have divergent peak at ω ≈ +λ.
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3. Spectral function with finite frequency and charge
Thus the general ARPES spectral function with finite
frequency and charge is proportional to
ImGRsα(ω, λ) = −
1
2
√
m˜−α
m˜+α
Re
(
1
C(m˜±α , ν3)
)
ω 6=0
=
1
2
√
m˜−α
m˜+α
4
√
m˜+α m˜
−
α
(m˜+α + m˜
−
α ) cosh(2ℓ
√
m˜+m˜−)− (m˜+α − m˜−α )
=
m˜α − ℓr⋆ (ω + qµ)
m˜α cosh(2ℓ
√
m˜+m˜−)− ℓr⋆ (ω + qµ)
,
where m˜±α is defined in Eq.(IV.105) and m˜
+m˜− ≡
m˜+α m˜
−
α = [λ
2 − (ω + qµ)2]ℓ2/r2⋆.
Note that for the ω = 0 case, ReC(m˜, ν3 = 0) = 0, as a
result, GR(ω = 0, λ) has no imaginary part, ImGR(ω =
0, λ) = 0, this is consistent with Eq.(64) in ref. [29]. Com-
paring with the vacuum limit case, the divergent peak of
the ARPES at finite frequency and electric charge, is
smoothed out into finite size peak, as shown in Fig. 2.
-4 -2 2 4
m
Α
0.2
0.4
0.6
0.8
1.0
Im GRsΑ
FIG. 2. The shape of the spectral function ImGRsα(ω): Imag-
inary part of retarded Green’s function with nonzero fre-
quency, i.e., ω = −10−3. We have chosen paprameters
ℓ = r⋆ = 1 and q = 0.
4. Anomalous Hall effect of retarded Green’s function for
Weyl fermion: near Fermi surface
FIG. 3. AHE of retarded Green’s function for Weyl
fermions (mD = 0) near Fermi surface from AdS4 space-time:
ReGRα (ω) (black/blue curves), ImG
R
α (ω) (red/orange curves)
with α = 1, 2, respectively, as functions of frequency ω, given
momentum at k = 0.9 < kF or k = 0.925 > kF and |b| = 0.1.
We have chosen parameters r⋆ = ℓ = gF = q = 1, the Fermi
momentum turns out to be kF = 0.9158.
By observing Fig. 3, it is obvious that the spectral
functions ImGR2 (ω): (a) For the k < kF case, there is a
quasi-particle like peak at ω < 0, while there is a tiny
bump at ω > 0. As k approaches kF , the peak and
the bump approach ω = 0 and their heights approach
infinity. (b) For the k > kF case, there is a bump at
ω > 0 and a smaller bump at ω < 0. As k → kF from
positive side, i.e., (k − kF )→ 0+, both bumps approach
ω = 0 and their heights approach infinity. Without loss
of generality, we have chosen a set of input parameters
as r⋆ = ℓ = gF = q = 1.
For the special case without AHE, i.e., |~b| = 0 for
fermion in the AdS4 space-time, the retarded Green’s
function ReGR2 (ω) (solid blue curve) and ImG
R
2 (ω) (solid
orange curve), just recover the results in ref. [13], as
shown in Fig. 3 and Fig. 5, respectively.
5. Anomalous Hall effect of retarded Green’s functions for
Dirac Fermion: Far from Fermi Surface
In Fig. 4 and Fig. 5, for spectral functions, i.e., ImGi,
they approach to unity 1 in the |ω| → ∞ limit. Given a
fixed large momentum, e.g., k = 3.0, ImG1 has a linearly-
dispersing constant height peak at ω = −k− qµ = −4.0,
while ImG2 has a sharp peak due to divergence at ω =
k − qµ = 2.0. Both ImGi are roughly zero between ω ∈
(−k− qµ, k− qµ) as in the vacuum case. Without loss of
generality, we have chosen a set of parameters, as r⋆ =
ℓ = gF = q = 1.
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By observing the cases with larger momentum, e.g.,
k = 3.0, it is obvious that the Green’s function is affected
by |b| in the case that |b| ∼ |k| while it will not change
too much in the case that |b| ≪ |k| when |k| is far from
the Fermi surface kF , as expected.
For the special case without AHE, i.e., |~b| = 0 for
fermion in the AdS4 space-time, the spectral function
ImGR2 (ω) (solid orange curve), just recovers the result in
ref. [13], as shown in Fig. 1.
FIG. 4. AHE of retarded Green’s function for Weyl fermions
(mD = 0) in AdS4 space time: ReG
R
α (ω) (blue curve) and
ImGRα (ω) (orange curve), given momentum |~k| = 1.2 > qµ
(small momentum) and |~k| = 3.0 > qµ (large momentum).
We have chosen input parameters, r⋆ = ℓ = gF = q = 1,
|~b| = 0 (solid curve) and |~b| = 1 (dashed curve).
FIG. 5. AHE of retarded Green’s function for Dirac fermions
(mD = 0.4) in AdS4 space-time: ReG
R
α (ω) (blue curve) and
ImGRα (ω) (orange curve), as functions of frequency ω, given
fixed momentum |~k| = 1.2 > qµ (small momentum) and
|~k| = 3.0 > qµ (large momentum). We have chosen input
parameters, r⋆ = ℓ = gF = q = 1, |~b| = 1 (dashed curve), and
|~b| = 0 (solid curve).
6. Chiral magnetic effect for Dirac and Weyl Fermions
FIG. 6. CME of retarded Green’s function for Weyl fermions
(mD = 0.0) in AdS4 space-time: ReG
R
α (ω) (black/blue curve),
ImGRα (ω) (red/orange curve) with α = 1, 2, as functions of
frequency ω, given external magnetic field |~h| = 1, and bx,y =
0. We have chosen parameters b0 = 0 (solid thick curve),b0 =
0.1 (dashed curve) and b0 = −0.1 (dotted curve), respectively.
FIG. 7. CME of retarded Green’s function for Dirac fermions
(mD = 0.4) in AdS4 space-time: ReG
R
α (ω) (black/blue curve),
ImGRα (ω) (red/orange curve) with α = 1, 2, respectively, as
functions of frequency ω, given external magnetic field |~h| = 1
and bx,y = 0. We have chosen parameter b0 = 0 (solid thick
curve), b0 = 0.1 (dashed curve) and b0 = −0.1 (dotted curve),
respectively.
In Fig. 6 and Fig. 7, the retarded Green’s function, i.e.,
Gα,ββ′ are those corresponding to the energy eigenstate.
Without loss of generality, we have chosen a set of param-
eters as, r⋆ = ℓ = gF , q0 = µr⋆ = 0 for Weyl and Dirac
fermions with mD = 0, 0.4, respectively. For CME case,
we have turned off the external electromagnetic field, i.e.,
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µ = 0. In the presence of external magnetic field, the mo-
mentum becomes that in Eq.(III.64). For simplicity, we
have set bx,y = 0, but b0 = ±0.1 and considered only the
ground state case, i.e., n = 0. Therefore, λ =
√
qh =
√
h
with a magnetic field ~h = 1. The symmetry present in
the above figures for α = 1, 2, respectively, can be ex-
plained by observing the invariance in the flow equations
as
ω ↔ −ω, ξα ↔ −ξα. (IV.116)
V. IR CORRELATION FUNCTIONS OF
CHARGED FERMION AT ZERO AND FINITE
TEMPERATURES
A. In the Ricci flat case
To extract the retarded Green’s function for an opera-
tor O, we need to solve the Dirac equations with the in-
falling boundary conditions at the horizon. We identify
ψ+ as the source and its canonical momentum in terms
of radial r slicing as the vacuum expectation value.
At this step, let’s consider a fermionic operator OF for
the boundary field theory, by introducing a bulk fermion
spinor field ψ(t, x, u ∼ 1/r) with mass mD and charge
q. The boundary field theory in the UV, e.g. CFT3
in the UV is characterized completely and only by the
dimension of the a CFT3 operator, i.e., ∆±, which is
given in terms of bulk quantities for neutral bulk Dirac
field [23–26, 66, 67],
ψ+
u→0∼ Au∆− +Bu∆++1, ψ− u→0∼ Cu∆−+1 +Du∆+ ,
∆− =
3
2
−mDℓ, ∆+ = 3
2
+mDℓ. (V.1)
As investigated and summarized in appendix D, for
Einstein gravity in the AdS4 space-time, the bulk grav-
ity flows from the scale u to AdS2×R2 in the near horizon
region with scale u⋆ defined in Eq.(D.21). The conformal
field theory in the IR boundary, i.e., CFT1, or (0 + 1)-
dimensional conformal quantum mechanics, is character-
ized by the dimension of the operator Ψ. For (3 + 1)-
dimensional bulk theory, it is asymptotic to AdS2×R2 at
IR boundary. To be concrete, the background metric and
gauge field are given by Eq.(D.62) with e3 = gFµℓ2/(
√
2)
with ℓ2 = ℓ/
√
6.
In terms of the near horizon coordinates (t, x, ζ) of
AdS2, without loss of generality, one can choose the above
Gamma matrices in D = (3 + 1)-dimensions as shown in
Eq.(B.1),
Γζ=
(
σ3 0
0 σ3
)
,Γt=
(
iσ1 0
0 iσ1
)
,Γ1=
( −σ2 0
0 σ2
)
, (V.2)
which is compatible with the choice made in Eq.(B.1),
where the relative minus sign of the Gamma matrix for
the radial coordinate is due to the change in the orienta-
tion between r and ζ. The bulk spinors can be decom-
posed as
Ψ = (Ψ+,Ψ−)T ≡ Φ+ +Φ− = (−ggζζ)− 14ψ =
√
ζ
r⋆
ℓ
ℓ2
ψ,
Ψβ = PβΨ, Pβ ≡ 1
2
(1− βΓζΓtΓ1), (V.3)
with β = ±, and
P+ = diag(12,02), P− = diag(02,12), P+ + P− = 12,
where the projection operator is consistent with that in
Eq.(B.10). The bulk Dirac equation is simplified to de-
coupled 1st order ODEs for its spinor components Ψα,[
∂ζ+iσ
2
(
ω+q
e3
ζ
)
− ℓ2
ζ
(mDσ
3+m˜ασ
1)
]
Ψα = 0,(V.4)
where α = 1, 2, are the index for energy eigenvalue, i.e.,
±λ, where λ = √k2 − b2 can be induced by the momen-
tum in R2 for Ricci flat cutoff hypersurface, as shown in
Eq.(III.36). By assuming that spatial directions are ho-
mogeneous, the parity-violating mass term m˜α is defined
in Eq.(IV.55). It is worth noticing that for α = 1, 2, the
parity violating mass terms are, respectively,
m˜1 =
√
k2 − b2 ℓ
r⋆
, m˜2 = −
√
k2 − b2 ℓ
r⋆
, (V.5)
which are related by a reversion of the momentum λ =√
k2 − b2, due to spatial inversion symmetry. Therefore,
the spatial inversion symmetry of the EOMs implies that,
once one has obtained the solution of Ψ1, the solution of
Ψ2 can be obtained by flipping the sign of the momentum
k, Ψ2(λ) = Ψ1(−λ). Near the boundary of AdS2, in the
infinite boundary limit with ζ → 0, the equations become
1st order ODEs as
∂ζΨα − 1
ζ
U(ζ)Ψα = 0,
U(ζ) = mDℓ2σ
3 + m˜αℓ2σ
1 − iqe3σ2, (V.6)
which can be rewritten to a 2nd order ODE,(
∂2ζ +
1
ζ
∂ζ − (m
2
D + m˜
2)ℓ22 − q2e23
ζ2
)
Ψα = 0. (V.7)
The solution turns out to be
Ψ1 = c1ζ
νλ + c⋆1ζ
−νλ ,
Ψ2 ∼ c1
mDℓ2 + νλ
ζνλ +
c⋆1
mDℓ2 − νλ ζ
−νλ ,
where c1 is an arbitrary complex constant and c
⋆
1 is
its conjugate, the scaling dimension and effective mass
square are
νλ =
√
(m2D + m˜
2)ℓ22 − q2e23 ≡
√
m2λℓ
2
2 − q2e23 − iǫ,
m2λ ≡ m2D + m˜2 = m2D + λ2
ℓ2
r2⋆
, (V.8)
38
where in the case without external magnetic field, λ2 =
|~k|2 − |~b2| as shown in Eq.(III.36). The solution of Ψα
near the boundary of AdS2 region can be written as
Ψα = c2vα,+ζ
νλ + c⋆2vα,−ζ
−νλ , (V.9)
where c2 is another arbitrary complex constant and c
⋆
2
is its conjugate. v± are real eigenvectors of U(ζ) with
eigenvalues ±νλ, respectively, and the subscript ± stand
for the signs of the corresponding eigenvectors,
vα,± ∼
(
1
mDℓ2∓νλ
qe3−m˜αℓ2
)
. (V.10)
The relative normalization of v+ and v− is a convention,
which affects the normalization of the AdS2 Green’s func-
tion. By using the identity
m2Dℓ
2
2 − ν2λ
qe3 − m˜αℓ2 ≡ qe3 + m˜αℓ2, (V.11)
one can make the choice of vα,± as shown in Eq.(IV.59)7
vα,± ≡
(
mDℓ2 ± νλ
m˜αℓ2 + qe3
)
. (V.12)
In summary, the asymptotic behavior of Ψ near the
boundary of AdS2 region can be written as
Ψα = Bvα,+ζ
νλ(1 +O(ζ)) +Avα,−ζ−νλ(1 +O(ζ)),
B =
c2
mDℓ2 + νλ
, A =
c⋆2
mDℓ2 − νλ . (V.13)
With the normalization defined above, the bottom com-
ponents of v± are equal so that A(k) and B(k) can be
extracted from the asymptotics of u (or ζ). While in the
generic case, the frequency can not be neglected, the ω
dependence can be scaled away by redefining ζ → qe3/ω,
in this case, the generic solutions to Eq.(V.4) are
Ψα=Bvα,+
(
ζ
ω
)νλ
(1+O(ζ))+Avα,−
(
ζ
ω
)−νλ
(1+O(ζ)),
B =
c2ω
νλ
mDℓ2 + νλ
, A =
c⋆2ω
−νλ
mDℓ2 − νλ . (V.14)
Thus we conclude that A ∼ ω−νλ , B ∼ ωνλ , then after
imposing infalling boundary condition for Ψ at the hori-
zon, the retarded Green’s function at IR for the boundary
operator in the CFT1 dual to Ψ can then be estimated to
be proportional to GR(ω) = B/A ∼ ω2νλ . This implies a
coordinate space correlation function by doing an inverse
Fourier transformation, which gives GR(t) ∼ t−2∆IR, with
the scaling dimension ∆IR of the IR CFT operator OF
given by ∆IR = 1/2 + νλ.
However, there is an ambiguity in the above definition
of the retarded Green’s function, as the ratio of B/A de-
pends on the relative normalization of the eigenspinors
7 To compare with the result in ref. [29], in the following we have
chosen the same normalization conversion.
v± in Eq.(IV.59), thus one should keep in mind that
there is a relative normalization rescaling factor in front
of regarded Green’s function, i.e., v± → c±v±,⇒ GR →
c+/c−GR, while the rescaling cancels when matching to
the UV GR in the infinite boundary condition, thus will
not affect the full Green’s function GR computed. Phys-
ically this can be easily understood, since if one does not
use low frequency expansion approach in ref. [29], the re-
tarded Green function’s GR is completely determined by
the full bulk gravity in the infinite boundary limit, which
will not depend on the IR normalization choice at all.
1. IR correlation functions at zero temperature
In the near horizon region, the geometric background
is AdS2 × R2. The metric and the gauge field are
gtt(ζ) =
ℓ22
ζ2
, gζζ(ζ) =
ℓ22
ζ2
, gxx(ζ) =
r2⋆
ℓ2
,
At(ζ) =
e3
ζ
, and/or Ax(y) = −hy, (V.15)
where the spatial component of the U(1) gauge field is
present when an external magnetic field is applied, as
shown in Eq.(III.10).
Thus, one has
λ±1 (ζ) = ω ± βb0 + βbζ + q
e3
ζ
, λ2(ζ) =
ℓ2
ζ
m˜f ,
where m˜f is defined through mf (r) in Eq.(IV.71),
namely,
m˜f ≡ mf (r⋆) = mD + im˜α, (V.16)
with m˜α being defined in Eq.(IV.55) with α = 1, 2.
When we make the redefinition that br = −bζ , there is
a relative minus sign between bζ and br, if one wants to
compare with those results obtained in radial coordinate
r.
The radial sector of the Dirac equation in the ζ co-
ordinate is given in Eq.(C.18), with coefficient given in
Eq.(C.20), which can be expressed more explicitly as
γ1(ζ) = 2iβb0 +
1
ζ
, γ2(ζ) =
(
(ω+q
e3
ζ
)+βbζ
)2
− b20 −
ℓ22
ζ2
(m2D + m˜
2
α)− i
(
ω − βb0 + βbζ
ζ
)
,
γ3(ζ) = 2iβb0 +
1
ζ
, γ4(ζ) =
(
(ω+q
e3
ζ
)+βbζ
)2
− b20 −
ℓ22
ζ2
(m2D + m˜
2
α) + i
(
ω + βb0 + βbζ
ζ
)
, (V.17)
where m˜α ≡ −(−1)αλℓ/r⋆.
According to Eq.(C.26) in the ζ coordinates, the two coupled 1st order ODEs can be transformed into two decoupled
2-nd ODEs,
∂2ζ f˜α,β +
(
2iβb0 +
1
ζ
)
∂ζ f˜α,β +
[(
ω + βbζ +
qe3
ζ
)2
− b20 − |m˜f |2
ℓ22
ζ2
− i(ω − βb0 + βbζ)
ζ
]
f˜α,β = 0,
∂2ζ g˜α,β +
(
2iβb0 +
1
ζ
)
∂ζ g˜α,β +
[(
ω + βbζ +
qe3
ζ
)2
− b20 − |m˜f |2
ℓ22
ζ2
+
i(ω + βb0 + βbζ)
ζ
]
g˜α,β = 0. (V.18)
In the infinite boundary with ζ → 0, the equations are dominated by
∂2ζ f˜α +
1
ζ
∂ζ f˜α − |m˜f |
2ℓ22 − q2e23
ζ2
f˜α = 0, ∂
2
ζ g˜α +
1
ζ
∂ζ g˜α − |m˜f |
2ℓ22 − q2e23
ζ2
g˜α = 0,
which have the solutions
f˜α = a˜α↑ζ−νλ + b˜α↑ζνλ , g˜α = a˜α↓ζ−νλ + b˜α↓ζνλ , (V.19)
where the conformal weight νλ is defined in Eq.(V.8).
In the absence of external magnetic field, the eigenvalue of transverse momentum is defined in Eq.(III.36), while in
the presence of external magnetic field, the corresponding eigenvalues are quantized as defined in Eq.(III.64).
m˜2α = (k
2
x − b2x)
ℓ2
r2⋆
≡ m˜2k − m˜2bx , kx ∈ R, or m˜2α =
(
2qh
(
n+
1
2
)− b2y
)
ℓ2
r2⋆
≡ m˜2n − m˜2by , n ∈ Z, (V.20)
where we have defined m˜k ≡ kxℓ/r⋆, m˜bx,y ≡ bx,yℓ/r⋆, and m˜n ≡
√
2qh
(
n+ 12
)
ℓ/r⋆ with n ∈ Z.
By solving the general EOMs in Eq.(V.18), one obtains
f˜α,β(ζ)=e
−i(ω+βbζ+βb0)ζζνλ
[
C1U [1 + νλ + iqe3, 1 + 2νλ, 2i(ω + βbζ)ζ] + C2L
2νλ
−1−νλ−iqe3 [2i(ω + βbζ)ζ]
]
, (V.21)
g˜α,β(ζ)=e
−i(ω+βbζ+βb0)ζζνλ
[
C3U [νλ + iqe3, 1 + 2νλ, 2i(ω + βbζ)ζ] + C4L
2νλ
−νλ−iqe3 [2i(ω + βbζ)ζ]
]
, (V.22)
where where C1, C2, C3 and C4 are all constants. νλ ≡
√
(m2D + m˜
2
α)ℓ
2
2 − q2e23, U(a, b, z) is the Tricomi confluent
hypergeometric function, which is a degenerate form of a hypergeometric differential equation where two of the three
regular singularities merge into an irregular singularity, and Lan(z) is the generalized Laguerre polynomial. In the
ζ →∞ limit, they have the asymptotic behavior as
U [1 + νλ + iqe3, 1 + 2νλ, 2i(ω + βbζ)ζ] ∼ ζ−1−νλ−iqe3 , L2νλ−1−νλ−iqe3 [2i(ω + βbζ)ζ] ∼ e2i(ω+βbζ)ζζ−νλ+iqe3 .
U [νλ + iqe3, 1 + 2νλ, 2i(ω + βbζ)ζ] ∼ ζ−νλ−iqe3 , L2νλ−νλ−iqe3 [2i(ω + βbζ)ζ] ∼ e2i(ω+βbζ)ζζ−1−νλ+iqe3 .
It is obvious that the Laguerre will be unpredictable in the near horizon limit, ζ → ∞, since oscillation phase is
infinity.
f˜α,β(ζ)∼e−iβb0ζζνλ
[
C1e
−i(ω+βbζ)ζζ−1−νλ−iqe3 + C2ei(ω+βbζ)ζζ−νλ+iqe3
]
, (V.23)
g˜α,β(ζ)∼e−iβb0ζζνλ
[
C3e
−i(ω+βbζ)ζζ−νλ−iqe3 + C4ei(ω+βbζ)ζζ−1−νλ+iqe3
]
. (V.24)
Considering that the frequency sector as Fourier decomposition of wave function in Eq.(III.23),
e−iωte−iβb0ζe−i(ω+βbζ)ζζ−iqe3 = e−iω(t+ζ+β
b0+bζ
ω
ζ+
qe3
ω
ln ζ),
e−iωte−iβb0ζei(ω+βbζ)ζζiqe3 = e−iω(t−ζ+β
b0−bζ
ω
ζ− qe3
ω
ln ζ). (V.25)
In the case with b0 = br = 0 and q = 0, the first wave solution corresponds to the in-falling wave one while the second
solution corresponds to the out-going wave one in the near horizon limit, i.e., ζ →∞. By imposing the in-falling wave
condition to isolate the un-physical solutions, namely, one should drop the out-going wave by imposing C2 = C4 = 0,
but only keep the in-going solutions
f˜α,β(ζ)=C1[2i(ω + βbζ)]
− 12−νλe−iβb0ζζ−
1
2W− 12−iqe3,νλ [2i(ω + βbζ)ζ],
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g˜α,β(ζ)=C3[2i(ω + βbζ)]
− 12−νλe−iβb0ζζ−
1
2W+ 12−iqe3,νλ [2i(ω + βbζ)ζ], (V.26)
where Wk,m[z] is Whittaker-W function.
At this step, by using the definition of R˜α in Eq.(C.4), one can consider the asymptotic behavior of the in-falling
wave solution at infinite boundary limit ζ → 0 as already explored in Eq.(V.19),
Ψ˜α ∼ R˜α ≡ (F˜α, G˜α) = Q−1(f˜α, g˜α)T ≡ a˜αζ−νλ + b˜αζνλ , (V.27)
where a˜α = (a˜α↑, a˜α↓)T and b˜α = (b˜α↑, b˜α↓)T are 2× 1 column vectors with α = 1, 2. By imposing the normalization
conversion in Eq.(IV.59), we require that
b˜α =
b˜α↑
b˜α↓
∼ v+↑
v+↓
=
mDℓ2 + νλ
m˜αℓ2 + qe3
, a˜α =
a˜α↑
a˜α↓
∼ v−↑
v−↓
=
mDℓ2 − νλ
m˜αℓ2 + qe3
. (V.28)
This can be obtained by considering asymptotic behavior of wave function in the infinite boundary condition, i.e.,
ζ → 0, Eq.(V.26) becomes
f˜α(ζ) ∼ C1
(
ζνλ
Γ[−2νλ]
Γ[1− νλ + iqe3] + ζ
−νλ [2i(ω + bζ)]−2νλ
Γ[2νλ]
Γ[1 + νλ + iqe3]
)
,
g˜α(ζ) ∼ C3
(
ζνλ
Γ[−2νλ]
Γ[−νλ + iqe3] + ζ
−νλ [2i(ω + bζ)]−2νλ
Γ[2νλ]
Γ[νλ + iqe3]
)
. (V.29)
where we have dropped a phase factor e−iβb0ζ , which one should keep in mind, when dealing with the Green’s function
with different helicity β′ 6= β.
According to Eq.(C.4), one has the asymptotic behavior
R˜α,ββ′ =
(
F˜α,β
G˜α,β′
)
= Q−1
(
f˜α,β
g˜α,β′
)
=
1√
2
(
1 1
−i i
)(
f˜α,β
g˜α,β′
)
=
1√
2
(
f˜α,β + g˜α,β′
−i(f˜α,β − g˜α,β′)
)
ζ→0
=
Γ[−2νλ]
Γ[1− νλ + iqe3]
1√
2
(
C1 − C3(νλ − iqe3)
−i(C1 + C3(νλ − iqe3))
)
ζνλ
+
Γ[2νλ]
Γ[1 + νλ + iqe3]
[2i(ω + bζ)]
−2νλ 1√
2
(
C1 + C3(νλ + iqe3)
−i(C1 − C3(νλ + iqe3))
)
ζ−νλ , (V.30)
thus by choosing the conversion in Eq.(IV.59), and considering the definition of R˜α ≡ b˜αζνλ + a˜αζ−νλ in Eq.(V.27),
one obtains
b˜α =
Γ[−2νλ]
Γ[1− νλ + iqe3]
1√
2
(
C1 − C3(νλ − iqe3)
−i(C1 + C3(νλ − iqe3))
)
∼ v+ ≡
(
mDℓ2 + νλ
m˜αℓ2 + qe3
)
,
a˜α =
Γ[2νλ]
Γ[1 + νλ + iqe3]
[2i(ω + bζ)]
−2νλ 1√
2
(
C1 + C3(νλ + iqe3)
−i(C1 − C3(νλ + iqe3))
)
∼ v− ≡
(
mDℓ2 − νλ
m˜αℓ2 + qe3
)
, (V.31)
which gives
C3
C1
= − 1
νλ − iqe3
νλ − iqe3 + (mD − im˜α)ℓ2
νλ + iqe3 + (mD + im˜α)ℓ2
=
1
νλ + iqe3
νλ + iqe3 − (mD − im˜α)ℓ2
νλ − iqe3 − (mD + im˜α)ℓ2 . (V.32)
By substituting back into R˜α, one obtains
R˜α =
√
2C1
1
νλ + iqe3 + (mD + im˜α)ℓ2
Γ[−2νλ]
Γ[1− νλ + iqe3]v+ζ
νλ
−
√
2C1[2i(ω + bζ)]
−2νλ 1
νλ − iqe3 − (mD + im˜α)ℓ2
Γ[2νλ]
Γ[1 + νλ + iqe3]
v−ζ−νλ .
Thus, one finally obtains
Ψ˜α ∼ B˜αv+ζνλ(1 +O(ζ)) + A˜αv−ζ−νλ(1 +O(ζ)), (V.33)
where
B˜α =
√
2C1
νλ + iqe3 + (mD + im˜α)ℓ2
Γ[−2νλ]
Γ[1− νλ + iqe3] ≡
b˜α↑
mDℓ2 + νλ
=
b˜α↓
m˜αℓ2 + qe3
,
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A˜α =
−√2C1[2i(ω + bζ)]−2νλ
νλ − iqe3 − (mD + im˜α)ℓ2
Γ[2νλ]
Γ[1 + νλ + iqe3]
≡ a˜α↑
mDℓ2 − νλ =
a˜α↓
m˜αℓ2 + qe3
.
In the presence of chiral gauge field, according to Eq.(III.72) and Eq.(III.26), one has Ψα = U
−1
1 Ψ˜α, namely(
Ψα,+
Ψα,−
)
= U−11
(
Ψ˜α,+
Ψ˜α,−
)
∼ 1√
2
(
1 i
i 1
)(
R˜α,+
R˜α,−
)
=
1√
2
(
R˜α,+ + iR˜α,−
i(R˜α,+ − iR˜α,−)
)
. (V.34)
Thus, the asymptotic behavior in the infinite boundary becomes(
Ψα,+
Ψα,−
)
∼
(
(B˜α,+ + iB˜α,−)
i(B˜α,+ − iB˜α,−)
)
v+ζ
νλ +
(
(A˜α,+ + iA˜α,−)
i(A˜α,+ − iA˜α,−)
)
v−ζ−νλ , (V.35)
from which, we obtain the correlation function for Ψα as
8, respectively,
GAα,ββ′(ω, λ) ≡
B˜α,β + iB˜α,−β
A˜α,β′ + iA˜α,−β′
=
G˜Aα,ββ′ + iG˜Aα,−ββ′
G˜Aα,−β−β′ + iG˜Aα,−ββ′
G˜Aα,−β−β′ . (V.36)
The results can be categorized into two cases:
• If β = β′, one has GAα (ω, λ) ≡ GAα,ββ(ω, λ) = G˜Aα,ββ(ω, λ) ≡ G˜Aα (ω, λ).
• If β = −β′, one has
GAα,β−β(ω, λ) =
G˜Aα,β−β + iG˜Aα
G˜Aα + iG˜Aα,β−β
G˜Aα =
cosh (βπb0ζ)− i sinh (βπb0ζ)
cosh (βπb0ζ) + i sinh (βπb0ζ)
G˜Aα , (V.37)
where we have used that G˜Aα,β−βG˜Aα,−ββ = G˜Aα,ββG˜Aα,−β−β ≡ (G˜Aα )2.
Since we have chosen the conversion that ∂t → −iω, the correlation functions obtained above should be identified as
the advanced Green’s function at the IR fixed point. Alternatively, by choosing the conversion that (∂t → iω) and
with the similar procedure, the retarded Green’s function of the spinor operator OF can be obtained as
GRα,ββ′(ω, λ) =
G˜Rα,ββ′ + iG˜Rα,−ββ′
G˜Rα,−β−β′ + iG˜Rα,−ββ′
G˜Rα,−β−β′ . (V.38)
One would expect that
GRα,β−β(ω, λ) =
cosh (πβb0ζ) + i sinh (πβb0ζ)
cosh (πβb0ζ) − i sinh (πβb0ζ) G˜
R
α . (V.39)
In the absence of chiral gauge fields b0 and br, it is not necessary to do transformation between Ψ˜α and Ψα, i.e., the
matrix U1, as shown in Eq.(III.72). Therefore, Ψα ≡ Ψ˜α, the wavefunctions reduce to be those without the tilde
Ψα = Ψ˜α ∼ B˜αv+ζνλ(1 +O(ζ)) + A˜αv−ζ−νλ(1 +O(ζ)). (V.40)
With this, we obtain the advanced correlation function for Ψα,
GAα (ω, λ) = G˜Aα (ω, λ) ≡ B˜αA˜−1α = eiπνλ(2ω)2νλ
Γ[−2νλ]
Γ[2νλ]
Γ[1 + νλ + iqe3]
Γ[1− νλ + iqe3]
−νλ + (mD + im˜α)ℓ2 + iqe3
νλ + (mD + im˜α)ℓ2 + iqe3
, (V.41)
where m˜α = −(−1)αλℓ/r⋆ and we have used that (2iω)2νλ = (2ω)2νλeiπνλ . Similarly as stated before, the retarded
correlation function is given by
GRα (ω, λ) = e−iπνλ(2ω)2νλ
Γ[−2νλ]
Γ[2νλ]
Γ[1 + νλ − iqe3]
Γ[1− νλ − iqe3]
−νλ + (mD − im˜α)ℓ2 − iqe3
νλ + (mD − im˜α)ℓ2 − iqe3 . (V.42)
Note that (−1)νλ = (−1− iǫ)νλ = e−iπνλ , to entail GRα (ω, λ) is analytical in the upper half complex ω plane.
8 Note that (−1)νλ = (−1 + iǫ)νλ = eiπνλ , to entail GAα is analyt- ical in the lower half complex ω plane.
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With the spatial inversion symmetry, by noticing that m˜2 = −m˜1, one can expect
G1(ω, λ) = G2(ω,−~k), (V.43)
which implies that one can simply restrict to one of them, e.g., G2(ω, λ), without loss of generality. The Green’s
function at the IR fixed point can be diagonalized to take the form
GR(ω, λ)=
(GR1 (ω, λ)
GR2 (ω, λ)
)
, (V.44)
which is obtained from the expansion coefficients at the boundary. The subscript α = 1, 2 indicates a multiplicity
which arises in the boundary theory as a consequence of the Lorentz invariance.
The retarded Green’s function can also be expressed as
GRα (ω, λ) = gf (νλ)(−iω)2νλ , gf (νλ) ≡ 22νλ
Γ[−2νλ]
Γ[2νλ]
Γ[1 + νλ − iqe3]
Γ[1− νλ − iqe3]
−νλ + (mD − im˜α)ℓ2 − iqe3
νλ + (mD − im˜α)ℓ2 − iqe3 . (V.45)
It is worth noticing that there are two zeros for spinor’s IR CFT green’s function, namely,
mDℓ2 = νλ, and m˜αℓ2 = −qe3, (V.46)
where the second identity is consistent with the first one by the definition of νλ. When the second equality is true,
then the matrix U(ζ) in Eq.(V.6) becomes diagonal. If one restricts to α = 1, then for G1(ω, λ), the prefactor is
gf(νλ) ≡ 22νλ Γ[−2νλ]
Γ[2νλ]
Γ[1 + νλ − iqe3]
Γ[1− νλ − iqe3]
−νλ + (mD − iλ ℓr⋆ )ℓ2 − iqe3
νλ + (mD − iλ ℓr⋆ )ℓ2 − iqe3
, (V.47)
since, m˜α = λℓ/r⋆ for α = 1, where in this case with-
out external magnetic field, λ =
√
k2 − b2 as shown in
Eq.(III.36).
The advanced Green’s function at IR fixed point is
given by GAα (ω, λ) = g⋆f(νλ)(iω)2νλ .
For a spinor, from the correlation functions above, one
finds that
GR(ω, λ)
GA(ω, λ) =e
−2πνλi gf(νλ)
g⋆f(νλ)
=e−2πiνλ
sinh[π(qe3 − iνλ)]
sinh[π(qe3 + iνλ)]
=−e−2πiνλ sin[π(νλ + iqe3)]
sin[π(νλ − iqe3)] =
e−2πνλi − e−2πqe3
e2πνλi − e−2πqe3 . (V.48)
For real νλ, the equation in Eq.(V.48) gives the phase
of gf (νλ), and for imaginary νλ, the equation gives the
modulus of gf (νλ).
Alternative, by introducing
GR(ω, λ) ≡ c(λ)ω2νλ ,
where c(λ) denotes the prefactor
c(λ) = gf (νλ)(−i)2νλ ≡ |c(λ)|eiγλ , (V.49)
and γλ is the phase
γλ ≡ arg[c(λ)], (V.50)
so that
c⋆(λ) = g⋆f(νλ)i
2νλ ≡ |c(λ)|e−iγλ .
Thus, one has
GR(ω, λ)
GA(ω, λ) =
c(λ)
c⋆(λ)
=e2iγλ=
(e−2πνλi − e−2πqe3)2
|e2πνλi − e−2πqe3 |2 . (V.51)
In the following, we briefly discuss the physical conse-
quence due to the presence of the scaling dimension νλ
as a complex number in the complex plane:
1. For real νλ: The ratio GR(ω, λ)/GA(ω, λ) becomes
a pure phase and one has
γλ = arg[Γ[−2νλ](e−2πνλi − e−2πqe3)]. (V.52)
The factor eiγλ and thus c(λ) always lie in the
upper-half complex plane, and eiγλ+2πνλi always
lies in the upper-half complex plane. Therefore in
both cases, the phase lies in the upper half complex
plane, implying that there is no instability problem
for spinors. Namely, for νλ ∈ (0, 1/2),
γλ + 2πνλ < π, ⇒ π − γλ > 2πνλ. (V.53)
The causality of the boundary field theory requires
that the retarded Green’s function must be ana-
lytical in the upper-half complex ω plane. This is
equivalent to that there should be no poles in the
upper complex ω plane.
2. For pure imaginary νλ = −iρλ(ρλ > 0), the ratio
becomes real and gives the modulus of c(λ).
e−2πρλ − e−2πqe3
e2πρλ + e−2πqe3
= e2iγλ < e−4πρλ < 1. (V.54)
3. For generic νλ, GRα (ω, λ) has a logarithmic branch
point at ω = 0. One can choose the branch cut
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along the negative imaginary axis, i.e., the physical
sheet to be (−π/2, 3π/2), which resolves into a line
of poles along the branch cut when going to finite
temperature.
2. IR correlation functions at finite temperature
In the zero temperature case, the near horizon region
of a charged black brane is AdS2 × R2 space-time. The
background metric and gauge field in the finite tempera-
ture case are given by
ds2 =
ℓ22
ζ2
(
− h(ζ)dt2 + h(ζ)−1dζ2
)
+
r2⋆
ℓ2
dx2d−1,
At(ζ) =
e3
ζ
(
1− ζ
ζ0
)
, (V.55)
from which, one has the metric components,
gtt =
ℓ22
ζ2
h(ζ), gζζ =
ℓ22
ζ2
h(ζ)−1, gxx =
r2⋆
ℓ2
,(V.56)
where h(ζ) is given in Eq.(D.24), namely,
h(ζ) ≡ 1− ζ
2
ζ20
, (V.57)
where ζ0 plays the role of finite temperature T =
(2πζ0,k)
−1 6= 0 as defined in Eq.(D.16).
In the representation of Eq.(V.2), the Dirac equation in
Eq.(III.82), namely, Eq.(III.80) in ζ coordinates becomes,
[
12
(
− ∂ζ√
gζζ
−iβ b0√
gtt
)
+σ3mD
]
Ψ˜α,β =
(
iσ2ωβ(ζ)+(−1)α λ√
gxx
σ1
)
Ψ˜α,β, (V.58)
where ωβ(ζ) is defined in Eq.(C.28). The bulk spinors can be decomposed as
Ψ˜α,β = PβΨα, Ψ˜ = (−ggζζ)− 14 ψ˜ =
√
ζ
ℓ2
ℓ
r⋆
h(ζ)−
1
4 ψ˜,
where Pβ with β = ± is the spin projection operator defined in Eq.(B.10). With Ψ˜α,β ∼ Rα,β , it turns out
12
∂ζ√
gζζ
Rα,β −
(
mDσ
3−iβ b0√
gtt
12 − ωβ(ζ)iσ2−(−1)α λ√
gxx
σ1
)
Rα,β = 0. (V.59)
One has [
12∂ζ −√gζζ
(
mDσ
3−(−1)αλ 1√
gxx
σ1
)
+iβb0
√
gζζ
gtt
12 +
(√
gζζ
gtt
(ω+qAt)+βbζ
)
iσ2
]
Ψ˜α,β = 0. (V.60)
In the background metric and gauge field given in Eq.(V.56), the EOMs become[
12∂ζ − ℓ2
ζ
1√
h(ζ)
(
mDσ
3 +mα(ζ)σ
1
)
+iβb0
1
h(ζ)
12 +
(
1
h(ζ)
(
ω+qe3
(1
ζ
− 1
ζ0
))
+βbζ
)
iσ2
]
Ψ˜α,β = 0, (V.61)
where mα(ζ) is defined in Eq.(C.28).
The equations of motion become two coupled ODEs as shown in Eq.(C.23) with the variables λ1,2(ζ) given by
Eq.(C.27), by choosing the conversion that ∂t → −iω,
λ±1 (ζ) ≡
√
gζζ
gtt
[(ω ± βb0)+qAt(ζ)]+βbζ = 1
h(ζ)
(
ω ± βb0 + qe3
(1
ζ
− 1
ζ0
))
+ βbζ ,
λ2(ζ) ≡ √gζζ [mD + imα(ζ)] = ℓ2
ζ
1√
h(ζ)
(mD + im˜α), (V.62)
where mα(ζ) is defined in Eq.(C.28) and m˜α just recovers that defined in Eq.(IV.55).
From the two coupled 1-st order ODEs, one obtains two decoupled 2-nd order ODEs as shown in Eq.(C.18), with
the parameters given in Eq.(C.20),
∂2ζ f˜α,β +
2ζ2 − ζ20 − 2iβb0ζζ20
ζ(ζ2 − ζ20 )
∂ζ f˜α,β +
[
− ν
2
λ + q
2e23
ζ2(1 − ζ2
ζ20
)
+
(
ω + qe3
(
1
ζ − 1ζ0
)
+ βbζ
(
1− ζ2
ζ20
))2 − b20(
1− ζ2
ζ20
)2
−i
ω − βb0 − qe3ζ0
(
1− ζζ0
)
+ βbζ
(
1− ζ2
ζ20
)(
1− 2 ζ2
ζ20
)
ζ
(
1− ζ2
ζ20
)2
]
f˜α,β = 0,
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∂2ζ g˜α,β +
2ζ2 − ζ20 − 2iβb0ζζ20
ζ(ζ2 − ζ20 )
∂ζ g˜α,β +
[
− ν
2
λ + q
2e23
ζ2(1 − ζ2
ζ20
)
+
(
ω + qe3
(
1
ζ − 1ζ0
)
+ βbζ
(
1− ζ2
ζ20
))2 − b20(
1− ζ2
ζ20
)2
+i
ω + βb0 − qe3ζ0
(
1− ζζ0
)
+ βbζ
(
1− ζ2
ζ20
)(
1− 2 ζ2
ζ20
)
ζ
(
1− ζ2
ζ20
)2
]
g˜α,β = 0, (V.63)
where we have considered that (m2D + m˜
2
α)ℓ
2
2 = ν
2
λ + q
2e23 due to Eq.(V.8).
Absorbing bζ into the redefinition of wave function, the equations can be simplified as
∂2ζ f˜α,β +
2ζ2 − ζ20 − 2iβb0ζζ20
ζ(ζ2 − ζ20 )
∂ζ f˜α,β +
[
− ν
2
λ + q
2e23
ζ2(1− ζ2
ζ20
)
+
(
ω + qe3
(
1
ζ − 1ζ0
))2 − b20(
1− ζ2
ζ20
)2 − iω − βb0 −
qe3
ζ0
(
1− ζζ0
)
ζ
(
1− ζ2
ζ20
)2
]
fα,β = 0,
∂2ζ g˜α,β +
2ζ2 − ζ20 − 2iβb0ζζ20
ζ(ζ2 − ζ20 )
∂ζ g˜α,β +
[
− ν
2
λ + q
2e23
ζ2(1− ζ2
ζ20
)
+
(
ω + qe3
(
1
ζ − 1ζ0
))2 − b20(
1− ζ2
ζ20
)2 + iω + βb0 −
qe3
ζ0
(
1− ζζ0
)
ζ
(
1− ζ2
ζ20
)2
]
g˜α,β = 0.
The above equations turn out to be analytically solvable.
By solving EOMs in Eq(V.63), one obtains
f˜α,β =
(
ζ − ζ0
ζ + ζ0
)− 12 i(ω−βb0)ζ0+iqe3[
C1
(
ζ
ζ − ζ0
)νλ
2F1[νλ − iqe3, 1
2
+ νλ − iqe3 + iωζ0, 1 + 2νλ; 2ζ
ζ − ζ0 ]
+ C2(−2)−2νλ
(
ζ
ζ − ζ0
)−νλ
2F1[−νλ − iqe3, 1
2
− νλ − iqe3 + iωζ0, 1− 2νλ; 2ζ
ζ − ζ0 ]
]
,
g˜α,β =
(
ζ − ζ0
ζ + ζ0
)+ 12 i(ω+βb0)ζ0−iqe3[
C3
(
ζ
ζ − ζ0
)νλ
2F1[νλ + iqe3,
1
2
+ νλ + iqe3 − iωζ0, 1 + 2νλ; 2ζ
ζ − ζ0 ]
+ C4(−2)−2νλ
(
ζ
ζ − ζ0
)−νλ
2F1[−νλ + iqe3, 1
2
− νλ + iqe3 − iωζ0, 1− 2νλ; 2ζ
ζ − ζ0 ]
]
, (V.64)
where 2F1(a, b; c; z) is the Gauss’s hypergeometric function, which is an independent solution of the hypergeometric
differential equation z(1− z)y′′(z) + (c− (a+ b+ 1)z)y′(z)− aby(z) = 0. In the near horizon region, the coefficients
of the solution are chosen so that the solution corresponds to the physical in-falling wave one, which gives
C1
C2
=
Γ[−2νλ]
Γ[2νλ]
Γ[νλ − iqe3]
Γ[−νλ − iqe3]
Γ[ 12 + νλ + iqe3 − iωζ0]
Γ[ 12 − νλ + iqe3 − iωζ0]
,
C3
C4
=
Γ[−2νλ]
Γ[2νλ]
Γ[1 + νλ − iqe3]
Γ[1− νλ − iqe3]
Γ[ 12 + νλ + iqe3 − iωζ0]
Γ[ 12 − νλ + iqe3 − iωζ0]
, (V.65)
the coefficients obey the identity,
C3
C4
=
qe3 + iνλ
qe3 − iνλ
C1
C2
. (V.66)
In the infinite boundary, the wave function has the asymptotic behavior
f˜α,β = (−1)− 12 i(ω−βb0)ζ0+iqe3+νλ
[
C1
(
ζ
ζ0
)νλ
+ C22
−2νλ
(
ζ
ζ0
)−νλ]
,
g˜α,β = (−1)+ 12 i(ω+βb0)ζ0−iqe3+νλ
[
C3
(
ζ
ζ0
)νλ
+ C42
−2νλ
(
ζ
ζ0
)−νλ]
. (V.67)
According to Eq.(C.4), one has the asymptotic behavior
R˜α,β ≡
(
F˜α,β
G˜α,β
)
= Q−1
(
f˜α,β
g˜α,β
)
=
1√
2
(
1 1
−i i
)(
f˜α,β
g˜α,β
)
=
1√
2
(
f˜α,β + g˜α,β
−i(f˜α,β − g˜α,β)
)
ζ→0
=
1√
2
(
C1 + C3
−i(C1 − C3)
)(
ζ
ζ0
)νλ
+
2−2νλ√
2
(
C2 + C4
−i(C2 − C4)
)(
ζ
ζ0
)−νλ
. (V.68)
45
On the other hand, as in Eq.(V.27), one has
Ψ˜α ∼ R˜α ≡ b˜αζνλ + a˜αζ−νλ , (V.69)
where B˜α and A˜α are two by two matrices. By imposing the normalization conversion defined in Eq.(IV.59),
b˜α =
b˜α↑
b˜α↓
∼ vα,+↑
vα,+↓
=
mDℓ2 + νλ
m˜αℓ2 + qe3
, a˜α =
a˜α↑
a˜α↓
∼ vα,−↑
vα,−↓
=
mDℓ2 − νλ
m˜αℓ2 + qe3
, (V.70)
one can obtain
C1 =
νλ + iqe3 + (mD + im˜α)ℓ2
νλ − iqe3 + (mD − im˜α)ℓ2C3, C2 =
νλ − iqe3 − (mD + im˜α)ℓ2
νλ + iqe3 − (mD − im˜α)ℓ2C4,
From the equations above and by using the equality (m2D + m˜
2)ℓ22 = ν
2
λ + (qe3)
2 due to Eq.(V.8), one obtains
C1
C2
=
qe3 − iνλ
qe3 + iνλ
C3
C4
, (V.71)
which is consistent with that in Eq.(V.66). By substituting C1 and C2 back into the expansion of the solution, we
finally obtain
Ψ˜α ∼ B˜αvα,+ζνλ + A˜αvα,−ζ−νλ , (V.72)
with
B˜α =
ζ−νλ0
νλ − iqe3 + (mD − im˜α)ℓ2C3 ≡
b˜α↑
mDℓ2 + νλ
=
b˜α↓
m˜αℓ2 + qe3
,
A˜α = 2
−2νλ ζ
νλ
0
−νλ − iqe3 + (mD − im˜α)ℓ2C4 ≡
a˜α↑
mDℓ2 − νλ =
a˜α↓
m˜αℓ2 + qe3
.
In the presence of chiral gauge field, according to Eq.(III.72) and Eq.(III.26), one has Ψα = U
−1
1 Ψ˜α, namely(
Ψα,+
Ψα,−
)
= U−11
(
Ψ˜α,+
Ψ˜α,−
)
∼ 1√
2
(
1 i
i 1
)(
R˜α,+
R˜α,−
)
=
1√
2
(
R˜α,+ + iR˜α,−
i(R˜α,+ − iR˜α,−)
)
. (V.73)
Thus the asymptotic behavior in the infinite boundary becomes(
Ψα,+
Ψα,−
)
∼
(
(B˜α,+ + iB˜α,−)
i(B˜α,+ − iB˜α,−)
)
v+ζ
νλ +
(
(A˜α,+ + iA˜α,−)
i(A˜α,+ − iA˜α,−)
)
v−ζ−νλ , (V.74)
from which, we obtain the correlation function for Ψα,
GTα,ββ′(ω, λ) ≡
B˜α,β + iB˜α,−β
A˜α,β′ + iA˜α,−β′
=
G˜Tα,ββ′ + iG˜Tα,−ββ′
G˜Tα,−β−β′ + iG˜Tα,−ββ′
G˜Tα,−β−β′ . (V.75)
The results can be categorized into two cases:
• If β = β′, one obtains GTα (ω, λ) ≡ GTα,ββ(ω, λ) = G˜Tα,ββ(ω, λ) ≡ G˜Tα (ω, λ).
• If β = −β′, one has
GTα,β−β(ω, λ) =
G˜Tα,β−β + iG˜Tα
G˜Tα + iG˜Tα,β−β
G˜Tα =
cosh (βπb0ζ0/2) + i sinh (βπb0ζ0/2)
cosh (βπb0ζ0/2)− i sinh (βπb0ζ0/2) G˜
T
α , (V.76)
where we have used that G˜Tα,β−βG˜Tα,−ββ = G˜Tα,ββG˜Tα,−β−β ≡ (G˜Tα )2.
In the absence of chiral gauge fields b0 and bζ , there is no rotation between Ψα and Ψ˜α, as shown in Eq.(V.40), the
notation tilde associated with the wave functions can be neglected,
GTα (ω, λ) = G˜Tα (ω, λ) ≡ B˜αA˜−1α =
(
ζ0
2
)−2νλ−νλ − iqe3 + (mD − im˜α)ℓ2
νλ − iqe3 + (mD − im˜α)ℓ2
C3
C4
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=(
ζ0
2
)−2νλ−νλ − iqe3 + (mD − im˜α)ℓ2
νλ − iqe3 + (mD − im˜α)ℓ2
Γ[−2νλ]
Γ[2νλ]
Γ[1 + νλ − iqe3]
Γ[1− νλ − iqe3]
Γ[ 12 + νλ + iqe3 − iωζ0]
Γ[ 12 − νλ + iqe3 − iωζ0]
,
where in the last equality, we have used Eq.(V.65). By using the temperature definition T = (2πζ0)
−1 as in Eq.(D.16),
we have obtained the IR correlation functions at finite temperature from the AdS gravity in the near horizon region,
GTα (ω, λ) = (4πT )2νλ
−νλ − iqe3 + (mD − im˜α)ℓ2
νλ − iqe3 + (mD − im˜α)ℓ2
Γ[−2νλ]
Γ[2νλ]
Γ[1 + νλ − iqe3]
Γ[1− νλ − iqe3]
Γ[ 12 + νλ + iqe3 − i ω2πT ]
Γ[ 12 − νλ + iqe3 − i ω2πT ]
,
where m˜α is defined in Eq.(IV.55), one can define
GT (ω, λ) ≡ T 2νλgf
(
ω
2πT
, νλ
)
, (V.77)
where gf (x, νλ) is a scaling function given by
gf(x, νλ) ≡ (4π)2νλ−νλ − iqe3 + (mD − im˜α)ℓ2
νλ − iqe3 + (mD − im˜α)ℓ2
Γ[−2νλ]
Γ[2νλ]
Γ[1 + νλ − iqe3]
Γ[1− νλ − iqe3]
Γ[ 12 + νλ + iqe3 − ix]
Γ[ 12 − νλ + iqe3 − ix]
. (V.78)
For the whole solution of the Dirac equation, there is a useful relation, GT1 (ω, λ) = GT2 (ω,−k), which is still kept as the
zero temperature case. It implies that one can simply restrict to one of them without loss of generality, e.g., α = 1,
GT1 (ω, λ) = (4πT )2νλ
−νλ − iqe3 + (mD − iλ ℓr⋆ )ℓ2
νλ − iqe3 + (mD − iλ ℓr⋆ )ℓ2
Γ[−2νλ]
Γ[2νλ]
Γ[1 + νλ − iqe3]
Γ[1− νλ − iqe3]
Γ[ 12 + νλ + iqe3 − i ω2πT ]
Γ[ 12 − νλ + iqe3 − i ω2πT ]
,
where λ =
√
|~k|2 − |~b|2 without external magnetic field. The finite temperature Green’s function at the IR fixed point
can be diagonalized to take the form
GT (ω, λ) =
( GT1 (ω, λ)
GT1 (ω,−λ)
)
. (V.79)
The fermion self energy at finite temperature becomes
GT (ω, λ) ∼ (4πT )2νλ Γ[
1
2 + νλ + iqe3 − i ω2πT ]
Γ[ 12 − νλ + iqe3 − i ω2πT ]
T→0−−−→ (4πT )2νλ
(
− i ω
2πT
)2νλ
∼ cλω2νλ , (V.80)
where in the non-zero small temperature limit, the order (πT )2νλ characterizes the thermal smearing effect of the
Fermi surface. In the zero temperature limit, i.e., T → 0, the line of discrete poles of the Gamma function at
finite temperature merges as a branch cut for ω2νλ at T = 0, which coincides with the near horizon geometry
at zero temperature, which is AdS2 along the normal vector of the cutoff hyper-surface. Therefore in the zero
temperature limit, the finite temperature Green’s function just reduces to the zero temperature retarded Green’s
function. Alternatively, it is worthy to notice that the original branch point at ω = 0 of the zero temperature retarded
Green’s function in Eq.(V.45) disappears and the branch cut is replaced at finite temperature by a line of poles parallel
to the next imaginary axis.
B. Charged fermions in the bulk with k 6= 0
In the above sections, we have studied the bulk geometry with Ricci flat k = 0 hypersurface, namely, AdS RN
black brane with Ricci flat horizon. While it is also significant to understand the quantitative behavior of the charged
fermion in AdS RN black brane with non-flat horizon. In the following, we will focus on topological charged black
brane in AdS4 gravity, whose spatial hypersurface is a spheries/hyperbolic surface with normalized constant Ricci
scalar k = 1 and k = −1 as their topological indexes, respectively. Assuming the generic metric of the topological
charged black hole is
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2dΩ22,k, dΩ
2
2,1 = dθ
2 + sin2 θdφ2, dΩ22,−1 = dθ
2 + sinh2 θdφ2,
with red-shift factor f(r) given in Eq.(D.5). The near horizon metric at zero and finite temperature limits are given in
Eq.(D.24) and Eq.(D.34), respectively, by defining ζk and ζ0,k as those in Eq.(D.19), where the coordinate r0 ≤ r <∞
has a one-to-one correspondence to the coordinates ζ0,k ≥ ζk > 0.
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1. IR correlation functions at zero temperature
As discussed above, due to topological quantization, the continuous momentum |~k|2 in the Ricci flat case is replaced
by discrete quantum number κ2 = l(l + 1) in the Ricci curved case with k = ±1.
Therefore, for a charged fermion at zero temperature, the near horizon geometry of a topological charged black
brane is given by Eq.(D.34). The IR correlation function can be expressed more explicitly with the topological index
k = 1, namely
GRl (ω) = c(νl)(−iω)2νl , c(νl) ≡ 22νl
Γ[−2νl]
Γ[2νl]
Γ[1 + νl − iqe3,k]
Γ[1− νl − iqe3,k]
−νl + (mD − im˜α,l)ℓ2,k − iqe3,k
νl + (mD − im˜α,l)ℓ2,k − iqe3,k , (V.81)
where m˜α,l is given below, and l ∈ Z. The scaling dimensions of the IR CFT for s,p,d, . . . waves with l = 0, 1, 2, . . .
are
∆IRl± =
1
2
± νl, νl =
√
(m2D + m˜
2
α,l)ℓ
2
2,k − q2e23,k, m˜α,l ≡ −(−1)ακl
ℓ
r⋆
, κl = l,−(l+ 1), (V.82)
with ℓ2,k defined in Eq.(D.18), e3,k defined in Eq.(D.37).
2. IR correlation functions of fermion at finite temperature
For a charged fermion field at finite temperature, the near horizon geometry of a topological charged black brane
in AdS4 is given by Eq.(D.24). The IR correlation function at finite temperature from the extreme horizon region
becomes
GTl (ω) = (4πT )2νl
−νl − iqe3,k + (mD − im˜α,l)ℓ2,k
νl − iqe3,k + (mD − im˜α,l)ℓ2,k
Γ[−2νl]
Γ[2νl]
Γ[1 + νl − iqe3,k]
Γ[1− νl − iqe3,k]
Γ[ 12 + νl + iqe3,k − i ω2πT ]
Γ[ 12 − νl + iqe3,k − i ω2πT ]
,
with corresponding parameters given in Eq.(V.82) and
finite temperature T = (2πζ0,k)
−1 6= 0 defined in
Eq.(D.16), where ℓ2,k defined in Eq.(D.18) with l ∈ Z,
and e3,k defined in Eq.(D.37).
3. Topological quantization of fermion liquid
The difference between the correlation functions at IR
fixed point for topological case with k = ±1 and those
with k = 0 is that, the corresponding effective length ℓ2
and the effective dimensionless couplings e3 are dressed
by the topology of the black brane, and changed into
ℓ2,k and e3,k defined in Eq.(D.18) and Eq.(D.37), respec-
tively. Moreover, the continuous momentum squares |~k|2
for k = 0 case, is replaced by the discrete momentum
squares κ2 for k = ±1 case, with κ2 = l(l+1). Take k = 1
case as an example, one needs to change Dirac wave func-
tions with plane wave expansion into those with spherical
harmonics expansion, and κl = l,−(l+1). Consequently,
the continuous effective mass of fermions at IR CFT with
k = 0 case given in Eq.(V.8), becomes quantized at IR
CFT3 with k = ±1 case.
As physical consequence, the Fermi surface will be
topological quantized, since the Fermi momentum at
Fermi surface, namely kF has to be a quantum number
lF ∈ Z. Consequently, it is expected that the Fermi mo-
mentum will have a discrete sparse distributed pattern.
C. Non-Fermi liquid with anomalous Hall effect
In this section, as a demo, we explore the topologi-
cal non-Fermi liquid behavior of anomalous Hall effect
in topological materials. The non-Fermi liquid phase in
these topological metals, can be described by the spec-
tral function, which is the physical observable through
ARPES experiment.
1. Oscillatory phase at zero frequency
The oscillatory region is determined by the scal-
ing dimension of the IR CFT in Eq.(V.8), i.e., νλ =√
(m2D + m˜
2)ℓ22 − q2e23 < 0, where m˜α, ℓ2 and e3 are
given in Eq.(IV.55), Eq.(D.17) and Eq.(D.62). Intu-
itively, the oscillate phase will be present given an ar-
bitrary large charge q. The momentum in the oscillatory
region is
|~k| <
√
|~b|2 +
(
q2
g2F
2
−m2D
)
r2⋆
ℓ2
. (V.83)
It is obvious that the presence of the AHE, i.e., |~b| 6=
0, will increase the momentum in the oscillatory region,
while the presence of the Dirac mass, i.e., mD 6= 0, will
decrease the momentum in the oscillatory region.
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FIG. 8. AHE of spectral functions with oscillatory phase
at zero frequency (ω = 0) for Weyl (mD = 0) and Dirac
(mD = 0.4) fermion in AdS4 space-time: ImG
R
1 (k) (Red solid
curve) and ImGR2 (k) (orange solid curve), as functions of mo-
mentum |~k|. For massless Weyl fermion, there is a bump
near k = qgF/
√
2 ≈ 0.707 in spectral function ImGR2 (k). For
massive Dirac fermion, the Fermi momentum decreases with
increasing of mass. We have chosen a slightly larger charge,
i.e., q = 1.6 > 1, and |~b| = 1 (dashed curves).
By observing Fig. (8), the Fermi surface crosses the
boundary of the oscillatory region and the bump becomes
a peak. With the increase of |~b|, the boundary of the os-
cillatory is shifted to larger Fermi momentum. Without
loss of generality, we have chosen a set of parameters as,
r⋆ = ℓ = gF = 1, a slightly larger charge q = 1.6 and
|~b| = 1.
For the special case without AHE, i.e., |~b| = 0 for
fermion in the AdS4 space-time, the spectral function
ImGR1,2(ω) (solid orange curve) in Fig. 8 just reproduces
the result in ref. [13], as shown in Fig. 10.
2. Non-Fermi liquid phase at low frequency
In Fig. 9 and Fig. 10, we show the exact spectral func-
tion with respect to the momentum near zero frequency.
At zero frequency, the Fermi momentum kF is revealed
though the location with a peak for the spectral func-
tions, which can be fitted according to Eq.(I.1). Without
loss of generality, we have chosen a set of parameters as,
r⋆ = ℓ = gF = q = 1, and |~b| = 0.1.
Thus, the parameters which character the non-Fermi
liquid behavior of the retarded Green’s function, namely
the residue Z, self-energy Σ(ω) and Fermi velocity γλ can
be determined.
For the special case without AHE, i.e., |~b| = 0 for
fermion in the AdS4 space-time, the spectral function
ImGRα (ω) with α = 1, 2 (solid red/orange curve) in Fig. 9
just recovers the result in ref. [13], as shown in Fig. 4
there.
FIG. 9. AHE of spectral function ImGRα (k) vs. momen-
tum k for Weyl fermion (mD = 0) in AdS4 space-time:
ImGR1 (k) (red curve) and ImG
R
2 (k) (orange curve), as func-
tions of momentum k, at low frequency (ω = −10−3) or zero
frequency (ω = 0). We have chosen the input parameter
r⋆ = ℓ = gF = q = 1 and |~b| = 0.1 (dashed curve). There
is a finite peak ∼ 42 present in ImGR2 (k) near Fermi mo-
mentum kF ≈ 0.9185. (a)For ω = −10−3 case: By observ-
ing the AHE (|~b| 6= 0) of spectral function ImGR2 (k)(orange
curve), it is obvious that except for there is a relative small
but new bump present at k = |~b| = 0.1, the location of
the original Fermi surface kF is also shifted to a new lo-
cation at
√
k2F + |~b|2 =
√
0.91852 + 0.12 ≈ 0.9239. In the
limit of zero frequency, i.e., ω → 0−, namely from nega-
tive axis toward zero point, the height of the peak goes to
infinity and the location of the peak approaches the exact
value of Fermi momentum kF . (b)For ω = 0 case: Both
spectral function ImGRα (ω = 0) with α = 1, 2, becomes iden-
tically zero in the region k > qgF /
√
2 = 1/
√
2 ≈ 0.7071.
In the presence of AHE, e.g., |~b| = 0.1. The spectral func-
tion ImGRα (k, ω = 0) becomes identically zero in the region
k =
√
q2g2F/2 + |~b|2 =
√
1/2 + 0.12 ≈ 0.7141.
FIG. 10. AHE of spectral function ImGRα (k) vs. momentum k
for Dirac fermion (mD = 0.4) in AdS4 space-time: ImG
R
1 (k)
(red curve) and ImGR2 (k) (orange curve), as functions of mo-
mentum k, at low frequency (ω = −10−3) or zero frequency
(ω = 0). (a)For ω 6= 0 case: There is no peak for the spec-
tral function. (b)For ω = 0 case: There is a peak located
at kF ≈ 0.575 for ImGR2 . Meanwhile, both spectral function
ImGRα (k) with α = 1, 2, also becomes identically zero in the
region k =
√
q2g2F/2−m2D =
√
1/2− 0.42 ≈ 0.5831. In the
presence AHE, e.g., |b| = 0.1(dashed orange curve), there will
be a small bump for ImGR1 (red curve), meanwhile, a small
sinking for ImGR2 (orange curve). Both spectral functions be-
come identically zero in the k =
√
q2g2F/2−m2D + |~b|2 =√
1/2− 0.42 + 0.12 ≈ 0.5916.
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VI. CONCLUSION AND DISCUSSION
It is well known that the collective excitation of non-
Fermi liquids, widely exists in heavy fermion systems
with magnetism and exhibits a single-particle spectral
function with sharp Fermi surface, whose form is dis-
tinct from those of the Landau’s Fermi liquid theory [1].
Non-Fermi liquid behavior has widely been observed
in many strongly correlated electronic systems such as
heavy fermion compounds with large effective massive
quasi-particle in the 3d transition element series and
the 4f rare earth series in the periodic table [7–9], or
the strange metal phase of high critical temperature
Tc cuprates superconductors close to a quantum criti-
cal point [5, 6]. The interactions between the underlying
fundamental fermions are strong among many bodies but
their collective excitation behavior can not be described
by the ordinary quasi-particle picture in the framework
of Fermi liquid theory [2], i.e, their low energy excitations
near the Fermi surface do not behave as weakly interact-
ing fermionic quasi-particles or holes. Phenomenologi-
cally, the typical non-Fermi liquid behavior includes but
not limit to: with Fermi surface, no quasi-particle but
a bump with broader peak, e.g., large decay width and
short life time, much softer singularity of APRES spec-
trum near Fermi surface, logarithmic decayed residue etc.
Recently, a plenty of new experiments [56–59] in dis-
covering novel topological materials such as topological
metals [40, 55] and topological insulators [41, 42], have
revealed the fact that chiral anomaly plays a univer-
sal and significant role in understanding the IR physics
of strongly correlated electron system with topological
phases.
In this paper, we aim at exploring the topological
non-Fermi liquid with topological phases due to chiral
anomaly, such as AHE and CME. As a minimal model,
we consider a Lagrangian with a new independent chi-
ral gauge field bM induced by chiral anomaly in (3 + 1)-
dimensional anti-de Sitter space-time dual to a (2 + 1)-
dimensional conformal field theory. To be concrete, the
scaling laws of the non-Fermi liquid at or near QCP,
are described by a CFT3 dual to a topological charged
Reissner-Nordstro¨m black hole in AdS4 gravity. As a
probe, a bulk Dirac fermion couples not only with the
background U(1) gauge field AM , but also with the chi-
ral gauge field bM , which serves as an essential ingredient
to induce an intrinsic magnetic field and magnetization
field in AHE, or an intrinsic electric polarization in CME.
In this case, topological phases such as AHE and CME
can be described in a unified framework of field theory.
Within the framework, we calculate the boundary UV re-
tarded Green’s functions and IR correlation functions at
zero and finite temperatures, respectively. The exact UV
retarded Green’s function can be obtained by solving flow
equations, which shows us typical non-Fermi liquid be-
havior with AHE and CME at zero and low frequencies,
respectively. In practice, the physical quantities to de-
scribe the non-Fermi liquid, such as Fermi surface, Fermi
velocity, residues and self energy or decay width, can be
determined by fitting with the spectral functions of the
non-Fermi liquid at low frequency at zero or finite tem-
peratures, respectively.
The presence of the chiral gauge field, has significantly
changed the shape of the retarded Green’s functions in
the case without chiral anomaly, i.e., GR(ω, λ, bM = 0),
which we take them as the benchmark ones. For sim-
plicity, we have assumed that the chiral gauge fields are
constants, which will modify the scaling dimension of IR
correlation functions. For example, the discrepancy be-
tween the spectral functions of AHE with |~b| = 0.1 and
the benchmark ones at small frequency for Weyl and
Dirac fermions cases, have been shown in Fig. 9 and
Fig. 10, respectively. In the non-Fermi liquid with AHE,
the presence of the small non-vanishing |~b| will induce a
small bump in the spectral functions, compared to the
benchmark ones. We have also validated and drawn fig-
ures on the non-Fermi liquid with CME at zero or small
frequency for Dirac and Weyl fermion cases, respectively,
while we do not intend to show them in this paper. The
difference between the retarded Green’s function with
b0 6= 0 and the benchmark one are that the former will be
scaled with respect to the latter, which might be enlarged
or shrunk, depending on the sign of the b0. Moreover, the
rescaling is larger at smaller momentum, but is smaller at
larger momentum. Here we have considered a constant
chiral gauge field. Certainly, it is interesting to consider
an arbitrary chiral gauge field. In addition, we have also
obtained the IR correlation functions in the case of Ricci
non-flat horizon with k 6= 0. We have found that effec-
tive mass of bulk Dirac fermion at IR fixed point is topo-
logically quantized, consequently the Fermi momentum
presents a discrete sparse distributed pattern, in contrary
to the case with the Ricci flat horizon.
In summary, we have investigated the topological non-
Fermi liquid in (2 + 1)-dimensional space-time, by in-
troducing not only an external gauge field, but also a
new independent intrinsic chiral gauge field induced by
chiral anomaly in (3 + 1)-dimensional space-time. As a
probe, a bulk Dirac fermion couples to both the external
gauge field and the induced chiral gauge field. We have
studied the topological non-Fermi liquid with topologi-
cal phases, such as AHE and CME. At or near the QCP,
the behavior of the (2 + 1)-dimensional topological non-
Fermi liquid, is described by a strongly coupled CFT3
dual to a topological charged black brane in AdS4 bulk
gravity. We obtained the conformal scaling dimension of
the spinor operators in both UV CFT3 and IR CFT1.
We obtained the exact UV retarded Green’s functions by
solving the flow equations numerically, from which the
Fermi momentum, residue and self energy or the decay
width of the spectral functions can be determined given
input parameters. We also obtained the analytical IR
correlation functions at zero temperature and finite tem-
peratures around the QCP, from which the non-analytic
low frequency behavior of the topological non-Fermi liq-
uid is exhibited. In the absence of chiral anomaly, our
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results reproduce and exactly reduce to those obtained
in the RN AdS background [13] without the chiral gauge
field.
Here we would like to make some comments on the
theory based upon the gauge/gravity duality. The
AdS/CFT correspondence [20–22] relates the infinite
boundary of the bulk to high energy at short distance
in the dual field theory and near horizon boundary in
the bulk to low energy at large distance. In this case,
the asymptotic behavior and corresponding UV physical
effect in infinite boundary for GR from AdS4 are totally
reflected in ∆± = 3/2 ± ν3. By using AdS/CFT corre-
spondence, one needs GR at UV fixed point, e.g., it can
be obtained directly from asymptotic behavior of bulk
gravity in infinite boundary. The reason that one needs
correlation function GR at IR fixed point is that: the UV
GR obtained does not have good behavior in the small
frequency limit at IR fixed point, namely can not make
series expansion in the IR limit. Thus from the begin-
ning, one solves GR directly in the near horizon region,
which has good behavior in the small frequency limit [29].
From the IR side, we can match GR in the IR to that in
the UV, and give the so called master equation for GR in
the UV, this is in formalism different from but equivalent
to that obtained directly from UV side. The correspond-
ing IR physical effect in the near horizon boundary for
GR from AdS2 is totally reflected in ∆IR± = 1/2±νλ. In a
word, the low frequency behavior of the non-Fermi liquid
is sensitive to the near horizon limit of the bulk. It has
been found that through the ADM decomposition, the
Brown-York tensor of a bulk gravity theory can induce
a boundary field theory with local energy and momen-
tum, e.g., when in the near horizon region, the boundary
field theory is nothing but hydrodynamics on the cutoff
boundary, with horizon radius as a cutoff scale, as an
effective classical field theory of a gauge theory of bulk
gravity [76–79]. While in high curvature and high energy
situation, an ultraviolet completed quantum gravity the-
ory is still required, which is hopefully perturbative ap-
proachable in the ultra-violet high energy. Therefore, it
is expected that the near horizon region behavior of a
quantum gravity theory with well understanding behav-
ior at shot distance, would naturally provide a more in-
sightful understanding on the IR CFT close to the QCP
for non-Fermi liquid.
In the main context of the paper, we have started from
an action of bulk Dirac field as shown in Eq.(II.1), the
bulk Dirac fermion couples with the U(1) gauge field
through a minimal couplings, i.e., qψ¯ΓMAMψ, as well
as the chiral gauge field term qψ¯ΓM bMΓ
5ψ. The chi-
ral gauge field bM is induced by the chiral anomaly in
(3+1)-dimensional space-time, which origins from trian-
gle loops of chiral fermions in the bulk as discussed in
more detail in appendix A. Therefore, the physical con-
sequence of bM accounts for one loop level effect from
perturbative aspect of quantum field theory. Meanwhile
the other important non-minimal but physical couplings
such as anomalous magnetic moment couplings [80, 81],
will also be present at one loop level. The Pauli dipole
interaction term in the bulk, will modify the fermion re-
tarded Green’s function on the boundaries, and derives
the dynamical formation of a Mott insulator at strong
coupling. We have also noticed that a holographic model
for undoped Weyl semimetal phase through a relativistic
neutral CFT for a four-dimensional chiral fermions in Lif-
shitz gravity with critical exponent z [82, 83], especially
z = 2 case [84], has been studied in Ref. [86].
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Appendix A: Chiral Anomaly and Chiral Gauge
Field
1. Chiral anomaly in high dimensional space-time
In an arbitrary D = (d+ 1)-even dimensions, consider
that the massless Dirac field coupled to the gauge field is
invariant under the global, e.g., U(1) chiral rotation,
ψ′ = eiθγ
D+1
ψ, ψ¯′ = ψ†e−iθγ
D+1
γ0 = ψ¯eiθγ
D+1
,(A.1)
where eiθγ
D+1
= 1 cos θ + iγD+1 sin θ and γD+1 is the
chiral operator defined as
γD+1 ≡ η
D∏
n=1
γn = (γD+1)†, (γD+1)2 = 1, (A.2)
where the phase η = ip in Euclidean space and ip−1 in
Minkowski space-time (Alternatively, one can use η =
(−i)p in Euclidean space and ip+1 in Minkowski space-
time).
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In D-even Euclidean space,
γD+1 ≡ ipγ1γ2 . . . γD = ip(−1)(D−1)+(D−2)+...+2+1γDγD−1 . . . γ2γ1, p = [D
2
].
= ip(−1)p(2p−1)γDγD−1 . . . γ2γ1 = (−i)pγDγD−1 . . . γ2γ1, (A.3)
while in Minkowski space-time,
γD+1 ≡ ip−1γ0γ1 . . . γD−1 = ip−1(−1)(D−1)+(D−2)+...+2+1γD−1γD−2 . . . γ1γ0, p = [D
2
].
= ip−1(−1)p(2p−1)γD−1γD−2 . . . γ1γ0 = (−i)p+1γD−1γD−2 . . . γ1γ0. (A.4)
Then the gauge current interaction term becomes
ψ¯i✚Dψ → ψ¯′i✚Dψ′ = ψ†e−iθγD+1γ0i✚DeiθγD+1ψ = ψ†γ0i✚Dψ = ψ¯i✚Dψ. (A.5)
Considering that ψ¯i✚Dψ = ψ¯Li✚DψR + ψ¯Ri✚DψL, the chiral rotation transformation is equivalent to
ψ¯′L = ψ¯e
−iθ, ψ′R = ψRe
iθ, ψ¯′R = ψ¯e
iθ, ψ′L = ψLe
−iθ. (A.6)
The axial current at tree level (classical level) is conserved,
∂µj
µ
A = ∂µ(ψ¯γ
µγD+1ψ) = 0. (A.7)
While the massless Dirac field is coupled to the gauge field under the local, e.g., U(1) chiral rotation ψ′ = eiθ(x)γ
D+1
ψ,
or gauge invariant Lie algebra generator chiral rotation ψ′ = eiθ
a(x)taγD+1ψ, then the Lagrangian density of gauge
current interaction term is no longer invariant,
ψ¯i✚Dψ → ψ†e−iθ(x)γD+1γ0i✚Deiθ(x)γD+1ψ = ψ†γ0i✁∂(iθ(x)γD+1)ψ
= −ψ¯γµ(∂µθ(x))γD+1ψ = −(∂µθ(x))jµA. (A.8)
Under the gauge invariant chiral rotation, the generating function in the path integral, transforms as
Z =
ˆ
DψDψ¯ei
´
dDxψ¯i✚Dψ →
ˆ
Dψ′Dψ¯′ei
´
dDxψ¯′i✚Dψ′ =
ˆ
Dψ′Dψ¯′ei
´
dDx[ψ¯i✚Dψ−(∂µθ(x))jµA]
=
ˆ
Dψ′Dψ¯′ei
´
dDxψ¯i✚Dψ
(
1− i
ˆ
dDx(∂µθ(x))j
µ
A +O(θ2)
)
. (A.9)
If the fermion measure doesn’t change under the chiral rotation, namely, Dψ′Dψ¯′ = DψDψ¯, we haveˆ
DψDψ¯ei
´
dDxψ¯i✚Dψ
(
1 + i
ˆ
dDxθ(x)∂µj
µ
A +O(θ2)
)
, ⇒ ∂µjµA = 0. (A.10)
However, the fermion measure is not invariant under the chiral rotation, due to the Jacobian for the Grassmann
integral
Dψ′ = Deiθ(x)γD+1ψ = Dψ(det eiθ(X)γD+1)−1 = Dψe−iTr[θ(x)γD+1],
Dψ¯′ = Dψ¯eiθ(x)γD+1 = Dψ¯(det eiθ(X)γD+1)−1 = Dψ¯e−iTr[θ(x)γD+1], (A.11)
where we have used that TrA = ln[det exp (A)] or ln detM = Tr lnM . Thus, one has
Dψ′Dψ¯′ = DψDψ¯e−2iTr[θ(x)γD+1], (A.12)
where the trace Tr indicates that it is applied in both the spinor flavor space, i.e., trf and the gauge group space, i.e.,
tra. The trace can be calculated and it turns out
Tr[θ(x)γD+1]
p=[D2 ]=
1
p!
(−1)p
(4π)p
ˆ
dDx(2i)ptra[iθ(x)F ∧ F ∧ . . . ∧ F ],
=
1
p!
(−i)p
(2π)p
ˆ
dDxtra[iθ(x)F
p]
U(1)
=
1
p!
(−i)p
(2π)p
ˆ
dDxiθ(x)tra[F
p], (A.13)
where p ≡ [D/2], and we have used
(i✚D)2 = −✚D✚D = −DµDνγµγν = −DµDν 1
2
(
{γµ, γν}+ [γµ, γν ]
)
= −DµDν 1
2
(
2gµν − 2iσµν
)
,
= −D2 + iσµνDµDν = −D2 + iσµν(− i
2
Fµν) = −D2 + 1
2
σµνFµν , (A.14)
where σµν ≡ i[γµ, γν ]/2. One can take the differential
forms of gauge field and its curvature tensor,
A ≡ −iAµdxµ = −iAaµtadxµ,
F ≡ −i1
2
Fµνdx
µ ∧ dxν = −i1
2
F aµνt
adxµ ∧ dxν , (A.15)
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and D ≡ d + A, F ≡ dA + A2, DF = dF + [A,F ] =
(dAA − AdA) + (AdA − dAA) = 0. It is worth noticing
that
trf [γ
D+1σµ1µ2 . . . σµD−1µD ] = ipǫµ1µ2...µD−1µD . (A.16)
While above calculations are done in the Euclidean space,
for the case in the Minkowski space-time, one must note
that there are two missing i2 due to that two γ0s are
present, thus
trf [γ
D+1σµ1µ2 . . . σµD−1µD ] = −ipǫµ1µ2...µD−1µD .(A.17)
Consequently, for the case in the Minkowski space-time,
there is minus sign in front of those corresponding ex-
pressions in the Euclidean space. This can be understood
more intuitively as
trf (γ
5γµγνγργσ) =


4ǫµνρσ, Euclidean
4
i
ǫµνρσ = −4iǫµνρσ. Minkowski(A.18)
Considering Eq.(A.9), one obtains
Z →
ˆ
Dψ′Dψ¯′ei
´
dDxψ¯i✚Dψ
(
1− i
ˆ
dDx(∂µθ(x))j
µ
A +O(θ2)
)
=
ˆ
DψDψ¯e−2iTr[θ(x)γD+1]ei
´
dDxψ¯i✚Dψ
(
1− i
ˆ
dDx(∂µθ(x))j
µ
A +O(θ2)
)
=
ˆ
DψDψ¯
(
1− 2iTr[θ(x)γD+1] +O(θ(x)2)
)
ei
´
dDxψ¯i✚Dψ
(
1− i
ˆ
dDx(∂µθ(x))j
µ
A +O(θ(x)2)
)
. (A.19)
Thus ˆ
DψDψ¯ei
´
dDxψ¯i✚Dψ
(
− 2iTr[θ(x)γD+1]− i
ˆ
dDx(∂µθ(x))j
µ
A +O(θ(x)2)
)
= 0. (A.20)
The axial current becomes non-conserved in the local chi-
ral rotations through Eq.(A.1) and Eq.(A.13)
ˆ
dDxiθ(x)∂µj
µ
A = 2iTr[θ(x)γ
D+1]
=
2
p!
(−i)p
(2π)p
ˆ
dDxitra[θ(x)F
p].
Assuming that we are considering a U(1) chiral rota-
tion, i.e., θ(x), but not a covariant chiral rotation θ(x) ≡
θa(x)ta, then we obtain the non-conservedU(1) axial cur-
rent as [68–70],
∂µj
µ
A =
2
p!
(−i)p
(2π)p
traF
p, (A.21)
and traF
p is just the p-th Chern character Ω2p,
Ω2p ≡ traF p = dLCS2p−1(A). (A.22)
where LCS2p−1(A) are the corresponding Chern-Simons
terms in (2p− 1) = (D − 1)-odd-dimensions [69],
LCS2p−1(A) = p
ˆ 1
0
dt tr[A(tdA + t2A2)p−1]. (A.23)
a. Chiral anomaly in Euclidean space
According to the general result above, the axial current
violation in the Euclidean space is given by
∂µj
µ
A =
2
p!
(−1)p
(4π)p
qpǫµ1...µD tra[Fµ1µ2 . . . FµD−1µD ], (A.24)
where p ≡ [D/2] and q is the charge coupling of the gauge
field.
For example, in D = (1 + 1)-dimensions, p = 1,
Eq.(A.24) gives the 1-st Chern character
∂µj
µ
A = −2
1
2π
qǫµ1µ2tra[Fµ1µ2 ] = −
q
2π
ǫµνFµν . (A.25)
According to Eq.(A.22), the CS3 term is
traF = dLCS1 (A) = dtrA. (A.26)
In D = (3 + 1)-dimensions, p = 2, Eq.(A.24) gives the
2-nd Chern character
∂µj
µ
A =
q2
16π2
ǫµνρσFµνFρσ,
and the CS3 term is
traF
2 = dLCS3 (A) = dtr
(
AdA +
2
3
A3
)
.
In D = (5 + 1)-dimensions, p = 3, the 3-rd Chern char-
acter is
∂µj
µ
A = −
q3
192π3
ǫµνρσβγFµνFρσFβγ , (A.27)
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while the CS5 term is
traF
3 = dLCS5 (A) = dtr
(
A(dA)2 +
3
2
A3dA+
3
5
A5
)
.
b. Chiral anomaly in Minkowski space-time
As discussed above, there is a relative minus sign for
the chiral anomaly in the Minkowski space-time, com-
pared to that in the Euclidean space. The axial current
violation in Minkowski space-time is
∂µj
µ
A =
2
p!
(−1)p+1
(4π)p
qpǫµ1µ2...µD−1µD tra[Fµ1µ2 . . . FµD−1µD ],
(A.28)
where p ≡ [D/2] and q is the charge coupling of the
gauge field. For example, in D = (1 + 1)-dimensions,
p = 1, Eq.(A.28) gives
∂µj
µ
A = 2
1
2π
qǫµ1µ2tra[Fµ1µ2 ] =
q
2π
ǫµνFµν . (A.29)
In D = (3 + 1)-dimensions, p = 2, Eq.(A.28) gives
∂µj
µ
A = −2
1
2!
q2
(4π)2
ǫµ1µ2µ3µ4Fµ1µ2Fµ3µ4
= − q
2
16π2
ǫµνρσFµνFρσ. (A.30)
which agrees with the Adler-Bell-Jackiw anomaly [60,
61]. In D = (5 + 1)-dimensions, p = 3, it becomes
∂µj
µ
A =
q3
192π3
ǫµνρσβγFµνFρσFβγ . (A.31)
2. Chiral anomaly in (3 + 1)-dimensional space-time
Chiral anomaly means that the original chiral symme-
try is no longer respected at quantum loop level due to
triangle diagrams of chiral fermions. To impose the re-
quirement that the current desnity
jµ ≡ ψ¯γµψ = jµR + jµL, (A.32)
is still conserved at quantum loop level, i.e., ∂µj
µ = 0,
the chiral current density
jµ5 ≡ ψ¯γµγ5ψ = jµR − jµL, (A.33)
is not conserved, where γ5 ≡ iγ0γ1γ2γ3 is the Dirac chi-
ral matrix that anti-commutes with all other ones, i.e.,
{γ5, γµ} = 0. Namely,
∂µj
µ5 = − q
2
8π2
Fµν F˜
µν . (A.34)
where F˜µν is a dual tensor of the electromagnetic field
strength tensor,
F˜µµ ≡ 1
2
ǫµνρσFρσ. (A.35)
The physical meaning of the chiral anomaly term FF˜ im-
plies that if electric fields are applied in paralleled with
magnetic field or vice verse, the chiral field is not con-
served, since F˜F ∼ ~E · ~B.
3. Chiral gauge field in (3 + 1)-dimensional
space-time
Consider the quantum field theory for a Dirac fermion,
e.g., quantum electrodynamics (QED) in (3 + 1)-
dimensional space-time with topological term FF˜ ∼
~E · ~B. The generating function is
Z =
ˆ
DψDψ¯ exp
(
i
ˆ
dt
ˆ
dx3L
)
, (A.36)
with the Lagrangian
L = ψ¯(iγµDµ −mD)ψ − 1
4
FµνF
µν +
q2
16π2
θ(x)Fµν F˜
µν .
(A.37)
where ψ is 4-component Dirac spinor, Fµν = ∂µAν−∂νAµ
is the curvature tensor of U(1) gauge field Aµ, and the
covariant derivative is
Dµ ≡ ∂µ + iqAµ. (A.38)
By using the chiral current relation in Eq.(A.33) and
Eq.(A.34), the Lagrangian in Eq.(A.37) can be described
as an effective Lagrangian9,
L = ψ¯[iγµ(∂µ + iqAµ − ibµγ5)−mD]ψ− 1
4
FµνF
µν .(A.39)
where bµ is a new dynamical constant vector field defined
through
bµ ≡ 1
2
∂µθ(x), µ = 0, 1, 2, 3, (A.40)
which can be viewed as a chiral gauge field. Assuming
that bµ 6= 0, it means that θ(x) is not a constant term,
thus can not be dropped as boundary term in (4 + 1)-
dimension. While since FF˜ is a CP violating term, thus
so does θ. Consequently, bµ(x) can be viewed as a source
term breaking time inversion symmetry of the bulk.
In QFT, θ vacuum term is a boundary term present
at (4 + 1)-dimensions, which can not be renormalized
by interactions. While it can be promoted to be a dy-
namic field in (3 + 1)-dimensions, i.e., θ(xµ) depends
on the space-time, which can be realized in condensed
matter systems with topological properties, the dynam-
ics of which can be described by topological quantum
9 Note the conversion of the sign: if Eq.(A.34) becomes ∂µjµ5 =
q2/8π2F F˜ , then Eq.(A.39) should be L ∼ ψ¯[iγµ(∂µ + iqAµ +
ibµγ5)]ψ. µ = 1, 2, 3, 4, b4 = −ib0,γ4 = −iγ0. All γµ are antiher-
mitian while γ5 = −iγ0γ1γ2γ3 is Hermitian, and {γ5, γµ} = 0
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field theory (TQFT). For example, the θ term can be
realized as the source of the longitudinal magnetoelec-
tric effect or equivalently integer quantum Hall effect
(IQHE) conductivity on its surface in topological insula-
tors (TIs) [41, 42], by imposing inhomogeneous magnetic
fields to the bulk of TIs state, so that θ(xµ) depends on
the position.
It is worthy to notice that the Lagrangian in Eq.(A.39)
is invariant under a chiral gauge transformation,
ψ → eiθ(x)γ5/2ψ, ψ¯ → ψ¯eiθ(x)γ5/2, (A.41)
which implies that both the vector current and the chiral
current are conserved under the chiral gauge transforma-
tion,
jµ = ψ¯γµψ → ψ¯eiθ(x)γ5/2γµeiθ(x)γ5/2ψ = ψ¯γµψ,
jµ5 = ψ¯γµγ5ψ → ψ¯eiθ(x)γ5/2γµγ5eiθ(x)γ5/2ψ = ψ¯γµγ5ψ,
while the Lagrangian in Eq.(A.39) transforms into
L = ψ¯[iγµ(∂µ + iqAµ − ibµγ5)−mD]ψ
→ ψ¯eiθ(x)γ5/2[iγµ(∂µ + iqAµ − ibµγ5)−mD]eiθ(x)γ
5/2ψ
= ψ¯[iγµ(∂µ + iqAµ)−mDeiθ(x)γ
5
]ψ. (A.42)
where bµ is eliminated from the action by using
Eq.(A.40), and it is obvious that the Dirac mass term
violates the chiral gauge symmetry at tree level. In ad-
dition, the measure of the Fermion’s path integral gives
a non-trivial term due to Jacobian of the chiral transfor-
mation, which can be interpreted as an additional term
in the Dirac action,
DψDψ¯ → DψDψ¯ det [eiθ(x)γ5] ≡ DψDψ¯e−Sθ/~,
where the equivalent action term is
Sθ = −i~Tr[θ(x)γ5], (A.43)
which has been calculated in Eq.(A.13). Combing with
the transformed Lagrangian in Eq.(A.42), as well as the
pure gauge field term, one obtains
S =
ˆ
d4xψ¯[iγµ(∂µ + iqAµ)−mDeiθ(x)γ
5
]ψ + Sθ,(A.44)
where eiθ(x)γ
5
= 1 cos θ(x) + iγ5 sin θ(x). In conclu-
sion, the dynamics of action with θ term as shown in
Eq.(A.45), can be described by an effective Lagrangian
in Eq.(A.39) with bµ introduced, and a phase associated
with the Dirac mass mD → mDe−iθ(x)γ5.
The trace term in the action in Eq.(A.43) can be com-
puted by summing over a complete basis of fermion state,
e.g., eigen states of the Dirac operator✚D = ✁p + iqγ
µAµ
with appropriate regularization. As a special case shown
in Eq.(A.13), the final result in (3 + 1)-dimensions turns
out to be one [71, 72] in terms of the electromagnetic
fields, an action in the Euclidean space with imaginary
time, i.e.,
Sθ =
iq2
32π2
ˆ
d4xθ(x)ǫµνρλFµνFρλ =
iq2
8π2
ˆ
d4xθ(x) ~E · ~B.
The action in real time/Minkowski space-time after Wick
rotation τ → it becomes10
Sθ =
q2
32π2
ˆ
dtd~rθ(~r, t)ǫµνρσFµνFρσ
=
q2
8π2
ˆ
dtd~rθ(~r, t) ~E · ~B, (A.45)
where θ(x) can be viewed as an “axion” field, which has
the form
θ(~r, t) = 2(~b · ~r − b0t), bµ = (−b0,~b), (A.46)
where ~b = (bx, by, bz) and 2~b is the separation between
the Weyl nodes in momentum space, while 2b0 is the
separation between the nodes in energy. In momentum
space, b0 and~b denote the shift in energy and momentum,
respectively. The broken time reversal (TR) symmetry
(T ) allows for a non-trivial dependence of θ on spatial
coordinates, thus without loss of generality, one can set
~b = (0, 0, b); while broken inversion symmetry (P) allows
for a non-trivial time dependence coordinates, i.e., b0 = b.
4. Topological effects due to chiral anomaly
The θ term in the action in Eq.(A.45) can be re-
expressed in the Chern-Simons form,
Sθ = − q
2
8π2
ˆ
dtd~r∂µθǫ
µνρλAν∂ρAλ. (A.47)
The currents are given through variation of the action
with respect to the vector potential,
jν =
q2
4π2
∂µθǫ
µνρλ∂ρAλ =
q2
2π2
bµǫ
µνρλ∂ρAλ.(A.48)
In terms of components of bµ, one has
jν =
q2
2π2
bkǫ
kνρλ∂ρAλ; jν = − q
2
2π2
b0ǫ
0νρλ∂ρAλ,
where k = 1, 2, 3, the first term describes the anoma-
lous Hall effect (AHE) [35–38], while the second term
describes the chiral magnetic effect (CME) [45]. Equiv-
alently, above current can be separated into time and
spatial currents,
j0 =
q2
2π2
bkǫ
k0ij∂iAj ,
ji =
q2
2π2
bkǫ
kij0∂jA0 − q
2
2π2
b0ǫ
0ijk∂jAk. (A.49)
In terms of electromagnetic field, (Ek, hk) ≡
(∂kA0, ǫ
kij∂iAj) and (ρ,~j) ≡ (j0, ji), one has
ρ =
q2
2π2
~b · ~h, (A.50)
10 Where we have taken the natural units ~ = c = 1 and henceforth.
e.g., Eq.(A.47),
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~j =
q2
2π2
~b× ~E + q
2
2π2
b0~h. (A.51)
where Eq.(A.50) and the first term in Eq.(A.51) encode
the AHE in topological materials with broken time re-
versal symmetry T , while the second term in Eq.(A.51)
describes the CME in topological materials with broken
parity/inversion symmetry P .
In (3 + 1)-dimensions, by imposing the electric
field AM ≡ (Ar , Aµ) = (0, At(r),−hy, 0) or AM =
(0, At(r), 0, hx), thus the external electric field is EM ≡
(Er, Eµ) = (∂rAt(r), 0, 0, 0) and external magnetic field
is hM = (hr, hµ) = (h, 0, 0, 0), one has
ρ =
q2
2π2
brh, j
r =
q2
2π2
b0h,
jx =
q2
2π2
byEr, j
y = − q
2
2π2
bxEr, (A.52)
where nonvanishing jr leads to chiral magnetic effect
(CME) with b0 6= 0, and nonvanishing jx,y leads to
anomalous Hall effect (AHE) with by 6= 0 or bx 6= 0,
respectively, as will be clear in the following.
a. Anomalous Hall effect
For anomalous Hall effect, one has
ρ =
q2
2π2
~b · ~h = q
2
4π2
~h · ∇θ,
~j =
q2
2π2
~b× ~E = q
2
4π2
∇θ × ~E, (A.53)
by identifying the charge density ρ with the divergence
of a magnetic field ~H and the current ~j with the curl of
a magnetization field ~M in the bulk of an insulator,
ρ = ∇ · ~H, ~j = ∇× ~M, (A.54)
one obtains
∇ · ~H = q
2
4π2
~h · ∇θ, ∇× ~M = q
2
4π2
∇θ × ~E.(A.55)
For time reversal invariant case, e.g., the quantized topo-
logical magnetoelectric effect in TIs with θ = π, one ob-
tains the polarization and magnetization vector in the
bulk,
~H =
q2
4π
~h, ~M =
q2
4π
~E, θ = π, (A.56)
which means that the magnetic field ~H is induced as a
response to an applied external magnetic field ~h, and the
magnetization field ~M is induced as a response to an
applied external electric field ~E, respectively.
b. Chiral magnetic effect
For chiral magnetic effect, one has
ρ = 0, ~j =
q2
2π2
b0~h = − q
2
4π2
∂tθ~h, (A.57)
where ~j is the electromagnetic current, and b0 denotes
the change of the chirality, i.e., the difference between
chiral fermion zero mode (E = 0) with right and left
handness. It can be parameterized as a chemical poten-
tial for an asymmetry between the number of right and
left chiral fermions, e.g. b0 ≡ µ5Nc, with Nc the color
degree of freedom for the same f -th generation flavor
fermion. To be concrete, in the chiral limit mD → 0,
µ5 =
´
d4x∂µj
µ
5 =
´
d3xj05 = 2Nf(nR − nL), where nR
includes particle and antiparticles with right handed he-
licity while nL includes those with left-handed helicity.
The observation of the non-vanishing of b0, implies both
P and CP violations from chiral anomalies.
By identifying the current ~j with the time gradient of
a polarization field in the bulk of an insulator,
~j = ∂t ~P , (A.58)
one obtains
∂t ~P = − q
2
4π2
∂tθ~h. (A.59)
For the time reversal invariant case, e.g, the quantized
topological magnetoelectric effect in TI with θ = π, one
obtains the polarization vector in the bulk,
~P = − q
2
4π
~h, θ = π, (A.60)
which means that the electric polarization field ~P is in-
duced as a response to an applied external magnetic field.
c. Topological magnetoelectric effect
In the absence of external magnetic field ~B, AHE is
observable, but CME will be absent,
AHE : ρ = 0, ~j =
q2
2π2
~b× ~E,⇒ ~M = q
2
4π
~E,
CME : ρ = 0, ~j = 0. (A.61)
While in the absence of external electric field ~E, both
AHE and the CME are observable, since one has
AHE : ρ =
q2
2π2
~b · ~h, ~j = 0,⇒ ~H = q
2
4π
~h,
CME : ρ = 0, ~j =
q2
2π2
b0~h,⇒ ~P = − q
2
4π
~h, (A.62)
where we have chosen a realization of topological magne-
toelectric effect with θ = π.
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Appendix B: Dirac representation in 4-dimensional
space-time
1. Dirac representation in (3 + 1)-dimensional
space-time with spatial rotational invariance
In (3 + 1)-dimensions, by assuming the rotational in-
variance, it is convenient to choose the basis of bulk
Gamma matrices in (3 + 1)-dimensions [73, 74], so that
the Dirac equation is real for real ω and k:11
In this case12, µ = (t, 1, 2), Γ3 = Γr,
Γt = iσ1 ⊗ 12 =
(
iσ1 0
0 iσ1
)
,
Γr = (−σ3)⊗ 12 =
( −σ3 0
0 −σ3
)
,
Γ1 = σ2 ⊗ (−σ3) =
( −σ2 0
0 σ2
)
,
Γ2 = σ2 ⊗ (−iγt) = σ2 ⊗ σ1 =
(
0 σ2
σ2 0
)
, (B.1)
where Γm = σ2⊗γm−1, γt ≡ iσ1, γ1 ≡ −σ3, and γt,1 are
2 × 2 Pauli matrices in 2 dimensions, and 12 is a 2 × 2
identity matrix, with p = [D/2] = 2.
a. In D = (3+1)-even dimensions, the fermions carry
chirality, and the chirality operator is defined as
Γ2p+1=ΓD+1 = Γ5 ≡ ip−1ΓtΓ1Γ2Γr
=−σ2 ⊗ σ2 =
(
0 iσ2
−iσ2 0
)
. (B.2)
Consequently, the chirality projection operator is
defined through
Γ± ≡ 1
2
(12p ± Γ2p+1)=
(
12 ±iσ2
∓iσ2 12
)
. (B.3)
One has,
Γ±Γr = ΓrΓ∓, Γ±Γµ = ΓµΓ∓, Γ±Γ5 = ±Γ±,
ΓµΓr = −ΓrΓµ, ΓµΓ5 = −Γ5Γµ. (B.4)
In the representation, the spin projection operator
along the spatial direction ki becomes
P kˆ
i
± ≡
1
2
(14 ± Σikˆi), Σi ≡ Γ5ΓtΓi, kˆ ≡
~k
|~k|
, (B.5)
where kˆi is the i-th component of the unit vector
kˆ.
11 The basis is chosen so that the Dirac equation is real for real
ω and k, thus one may call the real basis for Dirac equation in
D = (3 + 1)-dimensions.
12 In the following, we have used the direct multiplication rule from
left to right, which is a little different from conversion of the
direct product defined in Matrix theory in some literature.
b. In D = (2 + 1)-odd dimensions, the chirality oper-
ator is defined as projector Γ˜d = Γ˜r,
Γt = iσ1, Γr = −σ3, Γ1 = σ2. (B.6)
In this case, the projection operator is defined
through
Γ± ≡ 1
2
(12 ± Γr)=12 ∓ σ3. (B.7)
In the homogeneous spatial space, one has k =
(k1, 0), the Gamma matrices in D = (3 + 1)-
dimensions (p = [D/2] = 2), reduce to those in
D = (2 + 1)-dimensions (p = [3/2] = 1). In this
case, the representations of bulk Dirac fermion in
an arbitrary D-dimensional space-time, can always
be simplified by choosing the representation in D-
odd dimensional space-time, under the assumption
of homogeneous spatial invariance.
Note that the assumption of rotational invariance is
essential for the choice of Dirac fermion representation,
since it guarantees that the spacial dimension is homo-
geneous, so that in momentum space, the problems in
2-dimensional spatial dimension can be reduced to the
problem in 1-dimensional spatial dimension. Then the
equation in Eq.(III.3) depends on three Gamma matri-
ces Γt, Γr and Γ1. The projection operator can be defined
as
Σ1 ≡ ΓtΓ1Γr = ΓrΓtΓ1. (B.8)
In the ultra-relativistic limit, i.e., mD ≪ |~k|, the spin
projection operator becomes ordinary chirality operator
for massive particles [75], i.e., P kˆ
i
± = (14 ± Γ˜5)/2.
Assuming the rotational invariance is kept in the
(d− 1)-dimensional spatial space as in Eq.(III.5). In this
case, the Dirac equation in the D = (d + 1)-dimensional
bulk, can be reduced in analogy to that in D = (2 + 1)-
dimensional bulk, with only three coordinates (t, r, x).
Therefore, we just need to solve the Driac equation
in D = (2 + 1)-dimensions, i.e., d = 2. Vice verse,
one can generalize the representation of Dirac fermion
chosen for (2 + 1)-dimensional case and extend to the
(d+1)-dimensional case. In the chosen representation in
Eq.(B.1), the spin projection operator can be expressed
more explicitly,
Σ1 ≡ ΓrΓtΓ1 = 12 ⊗ (−σ3) =
( −12 0
0 12
)
.
Thus, the spin projection operator P kˆ
i
± becomes
P kˆ
1
± =
1
2
(14 ∓ Σ1), P kˆ
1
+ + P
kˆ1
− = 14, kˆ ≡
~k
|~k|
,
P kˆ
1
+ =
(
12 0
0 02
)
, P kˆ
1
− =
(
02 0
0 12
)
, (B.9)
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where we have normalized kˆ1 = 1.
In the homogeneous spatial space, the projectors in
Eq.(B.5) can be simplified to be Eq.(B.9). By choosing
the representation in Eq.(B.1), one can reexpressed them
as
Pβ ≡ 1
2
(14 − βΣ1), P+ + P− = 14, (B.10)
where we have dropped the superscript kˆ1, i.e., P± ≡
P kˆ
1
± , namely
P+ = 12 ⊗
(
1 0
0 0
)
, P− = 12 ⊗
(
0 0
0 1
)
,(B.11)
which are all commute with the Dirac operator in
Eq.(B.28).
If one denotes the bulk Dirac fermion in terms of upper
half and lower half component spinors Ψβ, β = ±, i.e.,
Ψ+ and Ψ−, which are just eigen-states of the projection
operator for bulk fermion, as defined below for p = 2
case (or in D = 4, 5-dimensions), Ψ is a Dirac spinor
with four components, which can be decomposed into
two Weyl fermions with two components,
Ψ ≡
(
Ψ+
Ψ−
)
= P+Ψ+ P−Ψ ≡ Φ+ +Φ−, (B.12)
where we have introduced the notation for the eigenstate
of projection operator 13
Φβ ≡ PβΨ, (B.13)
with β = ±. Therefore, in the D = (3 + 1) dimensions,
a 4-components bulk Dirac spinor Ψ has two projected
(3+1)-dimensional Weyl spinor P±Ψ ≡ Φ± as its compo-
nents, each transforms as a 2-components Weyl spinors
with opposite helicity.
According to Eq.(B.13), Φ± can be expressed more
explicitly,
Φ+ ≡ P+Ψ =
(
Ψ+
0
)
, Φ− ≡ P−Ψ =
(
0
Ψ−
)
. (B.14)
It is worthy to notice that in this representation, the
upper and lower half component Φ just decouple from
each other. While one should keep in mind that, in an
arbitrary chosen representation, it is possible that the
projection operator could mix the upper half and lower
half components of the bulk Dirac spinors.
2. Dirac equation in generic spatial homogeneous
space-time
Consider a generic diagonal background metric with
rotationally invariance along xi directions,
ds2 = −gtt(r)dt2 + grr(r)dr2 + gxx(r)dxidxi
13 Generally speaking, they are different from the eigenstate of
the bulk chirality operators introduced in Eq.(B.3), i.e., Ψ± ≡
Γ±Ψ = (14 ± Γ5)/2Ψ, unless in the ultra-relativistic limit.
≡ ηabeaMebNdxMdxN , (B.15)
where i = 1, 2, . . . d − 1. The boundary is taken at
r = ∞, various components of the metric have the
asymptotic behavior of AdSd+1 with unit radius, namely
ds2
r→∞→ −r2/ℓ2dt2 + ℓ2/r2dr2 + r2/ℓ2dx2d−1. From
which, we have eaM = diag(g
1/2
tt , g
1/2
rr , g
1/2
xx , . . .), where
. . . denote the remaining (d−2)-dimensional spatial com-
ponents.
Then the non-vanishing components of spin connection
are given by14
ωt r t = −ωr t t = − g
′
tt
2
√
grr
√
gtt
,
ωr x x = −ωx r x = − g
′
xx
2
√
grr
√
gxx
. (B.16)
Thus, the connection matrix ΩM ≡ ωabMΓab/4, which is
the product of spin connection and the spinor representa-
tion of the homogeneous Lorentz group in the geometric
background in Eq.(B.15), becomes,
Ωt = − g
′
tt
4
√
grr
√
gtt
ΓtΓr, Ωr = 0,
Ωi =
g′xx
4
√
grr
√
gxx
ΓiΓr, (B.17)
and the Gamma matrix in the curved space-time becomes
Γt = ea
tΓa =
1√
gtt
Γt, Γr = ea
rΓa =
1√
grr
Γr,
Γi = ea
iΓa =
1√
gxx
Γi, (B.18)
and the chirality operator is
Γ2p+1 ≡ ΓD+1 = 1
(2p)!
√−gεµ1µ2...µDΓµ1Γµ2 . . .ΓD
= i
D
2 −1√−gΓtΓ1 . . .Γd−2Γd−1Γr,
= i
D
2 −1√−g 1√
gttg
d−1
xx grr
ΓtΓ1 . . .Γd−2Γd−1Γr,
= ΓD+1 = Γ2p+1, (B.19)
where ǫµ1...µD and ǫ
µ1...µD are the co-variant and contra-
variant Levi-Civita tensors, respectively. They are both
defined through the Levi-Civita tensor density ε with the
conversion ε12...D = 1,
ǫµ1...µD =
√−gεµ1...µD , ǫµ1...µD =
1√−g ε
µ1...µD .
And ΓD+1 is the chirality gamma matrix in flat Euclidean
space,
Γ2p+1 = ΓD+1 ≡ iD2 −1ΓtΓ1 . . .Γd−2Γd−1Γr.(B.20)
14 In the following, for the briefness, we will neglect the variables
of the metric function, unless to be specified later on.
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Therefore, the chirality operator in curved space-time,
i.e., Γ2p+1 will not be affected by the curvature of the
space-time, and is the same as that in flat space-time.
In other words, the degenerate of the chirality state of
Dirac fermion will not be split by any gravitational field,
whatever strong.
Then the spin connection term due to spinor field in
curved space-time in the Dirac equation turns out,
ΓMΩM = (ec
MΓc)(
1
4
ωabMΓ
ab) =
Γr√
grr
[ln(gttgxx)
1/4]′
=
Γr√
grr
[ln(−ggrr)1/4]′, (B.21)
where we have used the identities in Eq.(II.7). It is wor-
thy to notice that all of the spin connection terms are
present with the radial coordinate direction r. In the
generic background in Eq.(B.15), the Dirac equation in
bulk space-time (ΓMDM − mD)ψ = 0, combining with
the spin connection term becomes
0 = ΓM (∂M +ΩM − iqAM − ibMΓ2p+1)ψ −mDψ
=
[
Γt√
gtt
(
∂t − iqAt + ib0Γ2p+1
)
+
Γr√
grr
(
∂r + [ln(−ggrr) 14 ]′ − ibrΓ2p+1
)
+
Γj√
gxx
(
∂j−iqAj − ibjΓ2p+1
)
−mD
]
ψ. (B.22)
where mD is the mass of the Dirac fermion and the
chiral gauge field bM = (bµ, br) where bµ = (−b0, bj).
Γ2p+1 is the Chirality operator defined in 2p-even di-
mensions, where p ≡ [D/2]. By observing the equa-
tion above, one can define a new fermion field by using
a gauge transformation ψ = eα(r)Ψ, where the phase an-
gle α(r) ≡ ln(−ggrr(r))− 14 , so that the spinor connection
term will be completely absorbed as an radial function
and separated from the original fermion field ψ,
ψ ≡ exp[− ln(−ggrr) 14 + iΓ2p+1
ˆ r
rh
br(s)ds]Ψ
= (−ggrr)− 14 eiΓb(r)2p+1Ψ, (B.23)
where the phase factor b(r) ≡ ´ r
rh
br(s)ds, which is a
function with radial coordinate r as variable. By assum-
ing that br is a constant, e.g., the vacuum expectation
value of a field along radial direction, one can obtain
b(r) = br(r − rh). In the absence of the chiral gauge
field, e.g., br = 0, the phase factor reduces to the iden-
tity matrix 14. In this case, the Dirac equation for the
new defined fermion field Ψ will behave like that there is
no spinor connection’s contribution at all, as the case in
a flat space-time,(
Γt√
gtt
(∂t−iqAt+ib0Γ2p+1)+ Γ
r
√
grr
(∂r − ibrΓ2p+1)
+
Γj√
gxx
(∂j−iqAj−ibjΓ2p+1)−mD
)
Ψ=0, (B.24)
where Ψ ≡ (−ggrr)1/4 exp (iΓ2p+1 ´ r
rh
br(s)ds
)
ψ. The
EOM can be re-expressed as
i
(√
gxx√
gtt
Γt(−i∂t−qAt+b0Γ2p+1)
+Γj(−i∂j−qAj−bjΓ2p+1)
)
Ψ
+
√
gxx√
grr
[Γr(∂r−ibrΓ2p+1)−√grrmD]Ψ = 0. (B.25)
Assuming that we are considering a system with bro-
ken time reversal symmetry (or charge parity viola-
tion, i.e., ✟✟CP , assuming CPT is conserved), but still
with unbroken inversion symmetry, i.e., P is unbroken.
In this case, the problem can be simplified by setting
~b = (b1, b2, . . . bd−1, br) = (b1, 0, . . . , 0) 6= ~0, meanwhile
b0 = 0. The physical consequences of chiral gauge field
bM are discussed in more detail in appendix A.
3. Dirac equation in bulk with Ricci flat surface
For simplicity, let’s consider firstly the bulk gravity
with Ricci flat brane, e.g., Eq.(D.3) with k = 0 case. As-
suming that the theory is translationally invariant along
the ordinary space-time xµ direction on the brane, i.e.,
all the metric components depend on radial coordinate r
only, then the field Ψ(r, xµ) can be expressed in momen-
tum space along the xµ direction, namely
Ψ(r, xµ) = Ψ(r, kµ)e−iωt+i
~k·~x, (B.26)
∂µ = (∂t, ∂j)→ (−iω, ikj), kµ = (−ω, λ).
Combining Eq.(B.23) and Eq.(B.26), we have
ψ(r, xµ) = (−ggrr)− 14 e−iωt+ikjxjΨ(r, kµ). (B.27)
In the end, we obtain the EOM of Dirac fermion for
Ψ(r, kµ) in the momentum space, by assuming that br =
0,
iΓµ(Kµ −BµΓ2p+1)Ψ +
√
gxx√
grr
(Γr∂r −√grrmD)Ψ = 0,
Kµ = (−K0,Kj) ≡
(
−
√
gxx√
gtt
(ω + qAt), (kj − qAj)
)
,
Bµ = (−B0, Bj) ≡
(
−
√
gxx√
gtt
b0, bj
)
, (B.28)
where p = [D/2]. In summary, the translation invari-
ance in (~x, t) turns the Drac equation into an ordinary
differential equation of r, and rotation invariance allows
one to set ki = δ
1
i k1 without loss of generality. For
bulk gravity with U(1) gauge field as AM = (Ar , Aµ) =
(0, At(r), Ai(xj)), the K0,i and B0,i are given by
K0(r)=
√
gxx(r)√
gtt(r)
[ω+qAt(r)], Ki = ki − qAi(xj), (B.29)
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B0(r)=
√
gxx(r)√
gtt(r)
b0, Bj = bj. (B.30)
It is convenient to decompose Ψ in terms of eigenvalue of
spinor representation along radial direction Γr,
Ψ = Ψ+ +Ψ−, Ψ± = Γ±Ψ, Γ± ≡ 1
2
(12p ± Γr), (B.31)
where p = [D/2], Ψ+ or Ψ− carries only half of the com-
ponents of Ψ. In this case, according to Eq.(B.27), one
has
ψ±(r, xµ) ≡ Γ±ψ(r, xµ)
= (−ggrr)− 14 e−iωt+ikixiΨ±(r, kµ). (B.32)
Appendix C: Generic Solution to Radial Sector of
Dirac Equation
1. Master equation for the radial sector
The radial sector of the EOMs of Dirac equation in Eq.(III.80) can be reexpressed as[
12
∂r√
grr
+mDσ
3 − iβ b0√
gtt
12 −
(
(ω + qAt)√
gtt
− β br√
grr
)
iσ2 − (−1)α λ√
gxx
σ1
]
R˜α,β = 0. (C.1)
By introducing
ωβ(r) ≡ (ω+qAt)√
gtt
−β br√
grr
, mα(r) ≡−(−1)α λ√
gxx
, (C.2)
one obtains
12
∂r√
grr
R˜α,β +
(
mDσ
3−iβ b0√
gtt
12 − ωβ(r)iσ2 +mα(r)σ1
)
R˜α,β = 0.
Assuming
R˜α,β =
(
F˜α,β(r)
G˜α,β(r)
)
, (C.3)
one obtains
12
∂r√
grr
(
F˜α,β(r)
G˜α,β(r)
)
+
(
mD−iβ b0√gtt −ωβ(r) +mα(r)
ωβ(r) +mα(r) −mD−iβ b0√gtt
)(
F˜α,β(r)
G˜α,β(r)
)
= 0.
We find that it is useful to impose the following transformation for the radial sector of the wave function, Q,(
f˜α,β
g˜α,β
)
≡ Q
(
F˜α,β
G˜α,β
)
=
1√
2
(
1 i
1 −i
)(
F˜α,β
G˜α,β
)
, (C.4)
which leads to
∂r√
grr
(
f˜α,β(r)
g˜α,β(r)
)
+
(
i
(
ωβ(r) − β b0√gtt
)
mD + imα(r)
mD − imα(r) −i
(
ωβ(r) + β
b0√
gtt
)
)(
f˜α,β(r)
g˜α,β(r)
)
= 0. (C.5)
We define
λ±1 (r) ≡
√
grr
(
ωβ(r) ± β b0√
gtt
)
=
√
grr
(
(ω+qAt)± βb0√
gtt
−β br√
grr
)
=
√
grr
gtt
[(ω ± βb0)+qAt]−βbr, β = ±
λ2(r) ≡ √grr[mD + imα(r)] = √grr
(
mD−i(−1)α λ√
gxx
)
, α = 1, 2. (C.6)
where for the briefness, we have dropped the subscript α dependence upon λ±1 (r) and λ2(r), i.e., λ
±
1,β(r) and λ2,α(r).
It is worthy to notice that there is an inversion symmetry between λ±1 , namely, b0 → −b0, and there is also an
inversion symmetry between λα2 too, i.e., λ→ −λ. The field equations become two coupled 1-st order ODEs,
− ∂r f˜α,β = +iλ−1 (r)f˜α,β + λ2(r)g˜α,β , −∂r g˜α,β = −iλ+1 (r)g˜α,β + λ⋆2(r)f˜α,β , (C.7)
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where λ⋆2(r) =
√
grr(r)[mD − imα(r)] is the conjugate of λ2(r). From above equations, one can obtain two decoupled
2-nd order ODEs as
f˜ ′′α,β(r) + γ1(r)f˜
′
α,β(r) + γ2(r)f˜α,β(r) = 0, g˜
′′
α,β(r) + γ3(r)g˜
′
α,β(r) + γ4(r)g˜α,β(r) = 0, (C.8)
with
γ1(r) ≡ −i[λ+1 (r) − λ−1 (r)] − [lnλ2(r)]′, γ2(r) ≡ λ+1 (r)λ−1 (r) − |λ2(r)|2 + iλ−1 (r)
(
ln
λ−1 (r)
λ2(r)
)′
,
γ3(r) ≡ −i[λ+1 (r) − λ−1 (r)] − [lnλ⋆2(r)]′, γ4(r) ≡ λ+1 (r)λ−1 (r) − |λ2(r)|2 − iλ+1 (r)
(
ln
λ+1 (r)
λ⋆2(r)
)′
. (C.9)
a. br is absent, b0 is present
The br component can be absorbed into the radial sector of the wave functions, in this case, one has
γ1(r) = −2iβ
√
grr
gtt
b0 − ln′
[√
grr
(
mD − i(−1)α λ√
gxx
)]
,
γ2(r) =
grr
gtt
[(ω+qAt)
2 − b20]− grr
(
m2D +
λ2
gxx
)
+ i
√
grr
gtt
[(ω − βb0)+qAt]
[
ln
(ω−βb0)+qAt√
gtt
mD−i(−1)α λ√gxx
]′
,
γ3(r) = −2iβ
√
grr
gtt
b0 − ln′
[√
grr
(
mD + i(−1)α λ√
gxx
)]
,
γ4(r) =
grr
gtt
[(ω+qAt)
2 − b20]− grr
(
m2D +
λ2
gxx
)
− i
√
grr
gtt
[(ω + βb0)+qAt]
[
ln
(ω+βb0)+qAt√
gtt
mD+i(−1)α λ√gxx
]′
. (C.10)
b. Both b0 and br are absent
In the case that chiral gauge fields are all absent, i.e., b0 = br = 0, then
γ1(r) = − ln′
[√
grr
(
mD − i(−1)α λ√
gxx
)]
,
γ2(r) = grr
[
(ω+qAt)
2
gtt
−
(
m2D +
λ2
gxx
)]
+ i
√
grr
gtt
(ω+qAt)
[
ln
ω+qAt√
gtt
mD−i(−1)α λ√gxx
]′
,
γ3(r) = − ln′
[√
grr
(
mD + i(−1)α λ√
gxx
)]
,
γ4(r) = grr
[
(ω+qAt)
2
gtt
−
(
m2D +
λ2
gxx
)]
− i
√
grr
gtt
(ω+qAt)
[
ln
ω+qAt√
gtt
mD+i(−1)α λ√gxx
]′
. (C.11)
It is worthy to notice that in this case, there is a symmetry between the coefficient
m2(r) = −m1(r), (C.12)
where mα(r) is defined in Eq.(IV.71) with α = 1, 2. Thus if one exchanges the subscript 1 and 2, one has
1↔ 2 ⇒ (γ3(r), γ4(r))↔ (γ1(r), γ2(r)). (C.13)
This implies the identical relations between the wave functions since they satisfy the same EOMs in Eq.(C.8),(
f˜1
g˜1
)
=
(
g˜2
f˜2
)
,
(
f˜2
g˜2
)
=
(
g˜1
f˜1
)
. (C.14)
In this case, according Eq.(C.4), one has(
F˜α
G˜α
)
= Q−1
(
f˜α
g˜α
)
=
1√
2
(
1 1
−i i
)(
f˜α
g˜α
)
, (C.15)
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where we have dropped the subscript β = ±, since in the absence of b0 and br, the two helicity eigen wave functions
are degenerate, i.e., the EOMs are of the same form for both β = ± cases. To be more explicit, one obtains(
F˜1
G˜1
)
=
1√
2
(
f˜1 + g˜1
i(g˜1 − f˜1)
)
,
(
F˜2
G˜2
)
=
1√
2
(
f˜2 + g˜2
i(g˜2 − f˜2)
)
=
1√
2
(
g˜1 + f˜1
i(f˜1 − g˜1)
)
, (C.16)
which implies that
F˜2 = F˜1, G˜2 = −G˜1. (C.17)
2. Master equation in the ζ coordinate
For field equations in ζ coordinate, they are similar to those in Eq.(C.8),
f˜ ′′α,β(ζ) + γ1(ζ)f˜
′
α,β(ζ) + γ2(ζ)f˜α,β(ζ) = 0, g˜
′′
α,β(ζ) + γ3(ζ)g˜
′
α,β(ζ) + γ4(ζ)g˜α,β(ζ) = 0, (C.18)
but with different parameters
γ1(ζ) = 2iβ
√
gζζ
gtt
b0 − ln′
[√
gζζ
(
mD − i(−1)α λ√
gxx
)]
,
γ2(ζ) =
[(√
gζζ
gtt
[ω+qAt(ζ)]+βbζ
)2
− gζζ
gtt
b20
]
− gζζ
(
m2D +
λ2
gxx
)
(C.19)
− i
(√
gζζ
gtt
[(ω − βb0)+qAt(ζ)]+βbζ
)[
ln
√
gζζ
gtt
[(ω − βb0)+qAt(ζ)]+βbζ
√
gζζ
(
mD−i(−1)α λ√gxx
) ]′,
γ3(ζ) = 2iβ
√
gζζ
gtt
b0 − ln′
[√
gζζ
(
mD + i(−1)α λ√
gxx
)]
,
γ4(ζ) =
[(√
gζζ
gtt
[ω+qAt(ζ)]+βbζ
)2
− gζζ
gtt
b20
]
− gζζ
(
m2D +
λ2
gxx
)
+ i
(√
gζζ
gtt
[(ω + βb0)+qAt(ζ)]+βbζ
)[
ln
√
gζζ
gtt
[(ω + βb0)+qAt(ζ)]+βbζ
√
gζζ
(
mD+i(−1)α λ√gxx
) ]′, (C.20)
where we have replaced r with −ζ and br with −bζ , to compare with the results in the ζ coordinate.
One can obtain the EOMs of Dirac equation in the ζ coordinates straightly, by making the following replacement,
λ1(r)→ −λ1(ζ), λ2(r)→ −λ2(ζ). (C.21)
Thus
γα(ζ) = γα(r)(λα(r)→ −λα(ζ)), α = 1, 2. (C.22)
This can be checked by observing that the field equation of two coupled 1-st order ODEs,
∂ζ f˜α,β = +iλ
−
1 (ζ)f˜α,β + λ2(ζ)g˜α,β , ∂ζ g˜α,β = −iλ+1 (ζ)g˜α,β + λ⋆2(ζ)f˜α,β , (C.23)
which are similar to Eq.(C.8) except that r → −ζ. This is equivalent to that
λ±α (r)→ −λ±α (ζ), α = 1, 2. (C.24)
Thus
γα(r)→ γα(ζ)[λα(r)→ −λα(ζ)], α = 1, 2. (C.25)
Namely,
γ1(ζ) ≡ i[λ+1 (r) − λ−1 (r)] − [lnλ2(r)]′, γ2(ζ) ≡ λ+1 (r)λ−1 (r) − |λ2(r)|2 − iλ−1 (r)
[
ln
λ−1 (r)
λ2(r)
]′
,
γ3(ζ) ≡ i[λ+1 (r) − λ−1 (r)] − [lnλ⋆2(r)]′, γ4(ζ) ≡ λ+1 (r)λ−1 (r) − |λ2(r)|2 + iλ+1 (r)
[
ln
λ+1 (r)
λ⋆2(r)
]′
, (C.26)
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with r → ζ and
λ±1 (ζ) ≡
√
gζζ
(
ωβ(ζ)± β b0√
gtt
)
=
√
gζζ
gtt
[(ω ± βb0)+qAt]+βbζ,
λ2(ζ) ≡ √gζζ[mD + imα(ζ)] = √gζζ
(
mD−i(−1)α λ√
gxx
)
, (C.27)
where
ωβ(ζ) ≡ (ω+qAt)√
gtt
+β
bζ√
gζζ
, mα(ζ) ≡−(−1)α λ√
gxx
, (C.28)
and we have used the same definition as shown in Eq.(C.2) in the r coordinate. From the above definitions, we obtain
Eq.(C.20).
Appendix D: Topological Charged Black Holes
In this section, we briefly review and list the main re-
sults on the topological charged black holes in the AdSd+1
gravity as well as their asymptotic behavior in both the
infinite boundary and near horizon boundary. For more
details, refer to refs. [85]
1. Abelian gauge field in the (3 + 1)-dimensional
bulk and effective IR gauge coupling
The full action of bulk fields with Einstein gravity and
Maxwell fields can be expressed as
S =
1
2κG
ˆ
d4x
√−g
(
R−2Λ− ℓ
2
g2F
FMNF
MN
)
,
where the first two terms comes from Einstein gravity
with κG = 8πGN and GN being the Newton’s gravita-
tional constant. [R] = [Λ] = [L−2] = 2 and [F 2] = 4.
The cosmological constant can be defined as Λ ≡ −3/ℓ2
in AdS4 spacetime, where ℓ is the curvature radius of
AdS4 bulk.
In addition, we have introduced an effective dimen-
sionless gauge coupling gF as a measure of the relative
strength of the electromagnetic and gravitational inter-
actions,
1
4g2em
=
1
2κG
ℓ2
g2F
, ⇒ gem =
√
κGgF√
2ℓ
, or
gF =
√
2ℓ√
κG
gem, [gF ] = 0, (D.1)
where g2em is the electromagnetic charge coupling of the
U(1) gauge field, which is controlled by the electromag-
netic field action,
SEM=
ˆ
d4x
√−gLem,
Lem=− 1
4g2em
gMNgPQFMPFNQ. (D.2)
By observing Eq.(D.1), it is obvious that gF is becom-
ing stronger as the gravitational interactions is becoming
weaker, and it becomes divergent in the κG → 0 limit.
Thus the effective gauge coupling gF characterizes the
relative strength of the U(1) gauge interaction and grav-
itational interaction.
2. Topological charged black holes in AdS4
The metric of topological charged black brane in Ein-
stein gravity in AdS4 space-time, turns out to be [85]
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2dΩ22,k, (D.3)
where dΩ22,k denotes the line element of a 2-dimensional
manifold with constant scalar curvature 2k. And k =
0,±1 indicate different topology of the 2-dimensional
manifold,
dΩ22,k = γmndx
mdxn, (D.4)
where γmn is the metric of the 2-dimensional manifold.
To be concrete, one has
dΩ22,k=1 = dθ
2 + sin2 θdφ2, dΩ22,−1 = dθ
2 + sinh2 θdφ2,
where k = ±1 are topology indexes of black brane, for a
sphere and hyperbolic surface, respectively.
For the topological charged black brane in AdS4 space,
namely, the AdS-Reissner-Nordstro¨m (RN) metric, the
metric factor in Eq.(D.3) is given by
f(r)≡k + r
2
ℓ2
g(r)
r→∞
= k +
r2
ℓ2
,
g(r)≡1− c1ℓ
2
r3
+
κG
g2em
1
2
q20 + h
2
0
r4
, (D.5)
where the parameters c1 ≡ 2Mℓ−2 and q0 can be param-
eterized by the mass M and the charge Q of RN black
hole [85],
Q2 =
κG
g2em
q20 + h
2
0
2
=
ℓ2
g2F
(q20 + h
2
0) ≡ q2 + h2. (D.6)
One of the non-vanishing elements of the associated
gauge field is given by
At(r) = µ− q0
r
, Ax(y) = −hy. (D.7)
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One has
q0≡µr0, (D.8)
so that At vanishes at the horizon, where r0 is the hori-
zon radius determined by the largest positive root of the
redshift factor f(r0) = 0.
The charge Q can be expressed with charactering
length ℓF ,
Q = ℓF
√
q20 + h
2
0, ℓF ≡
ℓ
gF
, (D.9)
with gF being dimensionless, i.e., [gF ] = 0, thus [Q] =
[L2] and [q0] = 1. The charge is defined by character
length ℓF via Eq.(D.9), which essentially reflects the com-
petition through relative strength of gravity and electro-
magnetic forces.
The mass parameter of the charged black hole can be
expressed as
2M = r30
(
1+
Q2
r40
)
+kℓ2r0. (D.10)
g(r) defined in Eq.(D.5) can be re-expressed as
g(r) = 1− r
3
0
r3
j(r), (D.11)
j(r) = 1 + k
ℓ2
r20
+
Q2
r40
(
1− r0
r
)
,
from which it is straightforward to check that r0 is the
horizon radius determined by f(r0) = k+r
2
0g(r0)/ℓ
2 = 0.
The Hawking temperature of a topological black hole
turns out to be
T =
3r0
4πℓ2
(
1 +
1
3
k
ℓ2
r20
− 1
3
Q2
r40
)
. (D.12)
According to Eq.(D.12), the extremal radius of the
charged black holes is achieved at a length scale where
the temperature is vanishing. Thus, one can express the
specific value of Q = Q(r⋆) in terms of the extremal hori-
zon radius r⋆,
Q2 = 3r4⋆
(
1 +
1
3
k
ℓ2
r2⋆
)
. (D.13)
The near extremal topological charged black brane can
be expressed with horizon radius r0 and extremal black
horizon radius r⋆, assuming r0 & r⋆, g(r) can be re-
expressed as
g(r) = 1− r
3
0
r3
[
1 + 3
r4⋆
r40
j(r) + k
ℓ2
r20
(
1 +
r2⋆
r20
j(r)
)]
,
j(r) ≡ 1− r0
r
. (D.14)
And the temperature of the topological charged black
brane can be expressed as
T=
3r0
4πℓ2
[
1 + k
1
3
ℓ2
r20
− r
4
⋆
r40
(
1 + k
1
3
ℓ2
r2⋆
)]
. (D.15)
3. Ricci non-flat case with k 6= 0
a. Finite temperature
By expanding the temperature defined in Eq.(D.15)
around extremal horizon region r ≈ r⋆, one can expresse
the finite temperature as
T =
1
2πζ0,k
=
1
2πζ0
ℓ22
ℓ22,k
. (D.16)
where
ℓ2,k
k=0
=
ℓ√
6
≡ ℓ2, (D.17)
and ℓ2,k is the re-scaling length depending on the topol-
ogy of the 2-dimensional manifold with radial direction
as its normal vector,
ℓ2,k ≡ ℓ√
6 + k ℓ
2
r2⋆
k=0≡ ℓ2. (D.18)
We have expressed the r (or u ∼ 1/r) coordinate in terms
of new parameter ζk as
ζk ≡
ℓ22,k
r − r⋆ , ζk ≡
ℓ22,k
ℓ2
u2⋆
u⋆ − u ; (D.19)
ζ0,k ≡
ℓ22,k
r0 − r⋆ , ζ0,k ≡
ℓ22,k
ℓ2
u2⋆
u⋆ − u0 . (D.20)
where u⋆ is defined through the extreme horizon r⋆,
u⋆ ≡ ℓ
2
r⋆
. (D.21)
u0 ≡ ℓ2/r0 and u ≡ ℓ2/r.
By using Eq.(D.44), the charactering length ℓF in
Eq.(D.9) can be re-expressed as,
ℓF ≡ ℓk
gF
=
Q√
q20 + h
2
0
=
1√
q20 + h
2
0
r2⋆
√
3 + k
ℓ2
r2⋆
.(D.22)
The above equation leads to that in the bulk gravity with
k = 0 case,
ℓF =
√
3
q20 + h
2
0
r2⋆. (D.23)
The near extremal horizon metric of topological
charged black holes in AdS4 space and the corresponding
gauge field turn out to be,
ds2=
ℓ22,k
ζ2k
[
−
(
1− ζ
2
k
ζ20,k
)
dt2+
(
1− ζ
2
k
ζ20,k
)−1
dζ2k
]
+r2⋆dΩ
2
2,k,(D.24)
At(ζk) =
e3,k
ζk
(
1− ζk
ζ0,k
)
, Ax(y) = −hy, (D.25)
where we have introduced a new dimensionless effective
IR gauge coupling e3,k defined as
e3,k ≡ q0
ℓ22,k
r20
= µ
ℓ22,k
r0
. (D.26)
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Further, one obtains
e3,k
ℓ22,k
=
q0
r20
=
µ
r0
=
e3,0
ℓ22
, ⇒ e3,k = e3,0
ℓ22,k
ℓ22
, (D.27)
where ℓ2,k is given in Eq.(D.18).
b. Zero temperature
In the near extremal horizon limit r0 → r⋆ (or u0 →
u⋆), Eq.(D.20) becomes
ζ0,k →∞, or ζ0,k →∞ (D.28)
which stands for the zero temperature limit with
T
ζ0,k→∞
= 0. (D.29)
The charactering length ℓF is given by Eq.(D.22),
which leads to
gF =
ℓ
r2⋆
√√√√ q20 + h20
3 + k ℓ
2
r2⋆
=
√
2ℓ
gem√
κG
. (D.30)
Therefore, the effective couplings of gauge field gF , can
be re-expressed as a function of radius of extremal black
brane
gem√
κG
=
1√
2r2⋆
√√√√ q20 + h20
3 + k ℓ
2
r2⋆
. (D.31)
The factor g(r) in Eqs.(D.14) and (D.14) becomes
g(r)
r=r⋆= 1− r
d
⋆
rd
(
1+3j(r)+k
ℓ2
r2⋆
[1+j(r)]
)
, (D.32)
with j(r) ≡ 1−r⋆/r. The gauge field in Eq.(D.7) becomes
At(r) = µj(r), Ax(y) = −hy, (D.33)
with q0 ≡ µr⋆.
Thus, the near extremal horizon metric of topological
charged black holes in AdS4 gravity and corresponding
gauge field at zero temperature limit are
ds2 =
ℓ22,k
ζ2k
(−dt2 + dζ2k) + r2⋆dΩ22,k, (D.34)
At(ζk) =
e3,k
ζk
, Ax(y) = −hy, (D.35)
where e3,k is defined as in Eq.(D.26) except that r0 = r⋆,
e3,k ≡ q0
ℓ22,k
r2⋆
= µ
ℓ22,k
r⋆
. (D.36)
From Eq.(D.36), one obtains
e3,k
ℓ22,k
=
q0
r2⋆
=
e3
ℓ22
, ⇒ e3,k = e3
ℓ22,k
ℓ22
, (D.37)
In the Ricci flat case and absence of magnetic field,
Eq.(D.30) gives
gF =
ℓ
r2⋆
q0√
3
. (D.38)
By observing Eqs.(D.36), one obtains
e3 = q0
ℓ22
r2⋆
=
√
3gF
ℓ22
ℓ
. (D.39)
Thus, the dimensionless effective IR gauge couplings e3
can be defined with bulk gauge coupling gF as
e3 ≡ gF ℓ2√
2
=
gF
2
√
3
ℓ. (D.40)
which can be viewed as an effective charge in the near
horizon region by observing the near horizon behavior of
gauge field in Eq.(D.24) and Eq.(D.34).
4. Ricci flat case with k = 0
a. Finite temperature
For the Ricci flat case with k = 0, the mass parameter
in Eq.(D.41) becomes
2M
k=0
= r30 +
Q2
r0
, (D.41)
and Eq.(D.11) becomes
g(r) = 1− r
3
0
r3
− Q
2
r3
(
1
r0
− 1
r
)
. (D.42)
In this case, the temperature in Eq.(D.15) becomes
T
k=0
=
3r0
4πℓ2
(
1− 1
3
Q2
r40
)
=
3r0
4πℓ2
(
1− r
4
⋆
r40
)
, (D.43)
where the charge of the black hole, according to
Eq.(D.43), can be measured by its extremal horizon ra-
dius r⋆ as
Q =
√
3r2⋆. (D.44)
Alternatively, this is equivalent to that the extremal ra-
dius of horizon is defined by the charge of black brane,
r4⋆ ≡
1
3
Q2, ⇒ u4⋆
k=0≡ 3ℓ8Q−2, (D.45)
where we have introduced the conformal coordinate u⋆ ≡
ℓ2/r⋆. From Eq.(D.45), we have
r⋆ = r
min
0 ≤ r0, ⇔ u⋆ = umax0 ≥ u0, (D.46)
where u0 is the horizon radius and u⋆ is the horizon radius
for an extremal black brane. Thus the singularity at r⋆
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is covered by the horizon radius r0. In this case, the
temperature in Eq.(D.15) becomes15
T =


3r0
4πℓ2
(
1− r
4
⋆
r40
)
, r0 ≥ r⋆;
3
4πu0
(
1− u
4
0
u4⋆
)
, u0 ≤ u⋆.
(D.47)
By using Eqs.(D.41) and (D.44) the mass of the black
hole in Eq.(D.41) becomes
4r3⋆ ≤ 2M = r30
(
1 + 3
r4⋆
r40
)
≤ 4r30.
The lower bound of the mass just corresponds to the zero
temperature case when r0 = r⋆.
For the Ricci flat case with k = 0, by using Eq.(D.44),
the charged black brane in Eq.(D.42) can be re-expressed
as
g(r) = 1− r
3
0
r3
− 3r
3
⋆
r3
(
r⋆
r0
− r⋆
r
)
. (D.48)
At the finite temperature case, the new coordinates de-
fined in Eq.(D.20) become
ζ ≡ ℓ
2
2
r − r⋆ , ζ ≡
ℓ22
ℓ2
u2⋆
u⋆ − u ; (D.49)
ζ0 ≡ ℓ
2
2
r0 − r⋆ , ζ0 ≡
ℓ22
ℓ2
u2⋆
u⋆ − u0 , (D.50)
where ℓ2 is defined in Eq.(D.17). The metric near the
horizon in Eq.(D.24) becomes a black brane in AdS2×R2,
ds2=
ℓ22
ζ2
[
−
(
1− ζ
2
ζ20
)
dt2+
(
1− ζ
2
ζ20
)−1
dζ2
]
+
r2⋆
ℓ2
dx22,(D.51)
where dΩ22,0 ≡ dx22/ℓ2 is used. The gauge field near the
horizon in Eq.(D.25) is expressed as
At(ζ) =
e3,0
ζ
(
1− ζ
ζ0
)
, Ax(y) = −hy, (D.52)
where ed,0 is given by Eq.(D.26),
ed,0 = q0
ℓ22
r20
= µ
ℓ22
r0
. (D.53)
The temperature (with respect to t) in Eq.(D.16) be-
comes
T =
1
2πζ0
. (D.54)
It implies that at finite charge density, the bulk geometry
near horizon becomes AdS2×R2. The scale invariance of
the AdS2 implies that at low energies the corresponding
dynamics on the boundary will be controlled by CFT1,
namely conformal quantum mechanics.
15 For briefness, we neglected the expression for functions of
f(u),At(u), etc, in the conformal coordinate u, which can be
obtained by making the changes such as r0/r → u/u0 and
r⋆/r → u/u⋆.
b. Zero temperature
Let us consider the zero temperature case with T = 0,
where r0 = r⋆ (or in conformal coordinates u0 = u⋆). In
this case, g(r) in Eq.(D.48) can be re-expressed as
g(r) = 1− 4r
3
⋆
r3
+ 3
r4⋆
r4
. (D.55)
In the near extremal horizon limit r0 → r⋆ (or u0 → u⋆),
Eq.(D.50) becomes
ζ0 →∞, (D.56)
which stands for the zero temperature limit, since by
definition the temperature in Eq.(D.54) becomes
T
ζ0→∞
= 0. (D.57)
If h0 = 0 and q0 = µr0 = µr⋆, Eq.(D.30) and Eq.(D.21)
become
r⋆ =
1√
3
ℓµ
gF
, u⋆ ≡ ℓ
2
r⋆
=
√
3gF
ℓ
µ
, (D.58)
where µ is the chemical potential, u⋆ corresponds to a
single scale, which is proportional to the effective dimen-
sionless gauge coupling gF .
In the zero temperature limit, the metric in Eq.(D.51)
reduces to
ds2 =
ℓ22
ζ2
(− dt2 + dζ2)+ r2⋆
ℓ2
dx22, (D.59)
and the corresponding gauge field in Eq.(D.52) becomes
At(ζ) =
e3
ζ
, Ax(y) = −hy, (D.60)
where e3 is given by Eq.(D.26), or the extremal limit case
of Eq.(D.53)
e3 = lim
r0→r⋆
e3,0 = µ
ℓ22
r⋆
. (D.61)
By using Eq.(D.58), ed can be expressed with the gauge
couplings gF , and the effective IR curvature radius ℓ2,
namely
e3 =
gF ℓ2√
2
=
gF
2
√
3
ℓ. (D.62)
Therefore, e3 can be viewed as the effective dimensionless
IR gauge coupling in the near horizon region.
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