Time series are a class of data whose complexity and rich structure make it difficult for data mining tools to extract meaningful patterns from them, and in particular to prune away the false positive patterns. Wavelet-based methods have recently become the preferred way for significance testing of time series and time series collections, but these methods are still often based on fairly ad hoc bootstrapping techniques in the wavelet domain without a disciplined null model analysis. We propose a new well-grounded null model for time series collections that also sets minimum requirements for realistic resampling methods. We compare it to the null models of common resampling methods and introduce a new randomization method that is compatible with the proposed null model. We conduct experiments on real and synthetic datasets to compare the behavior of the various methods and reflect the results to the differences in their null models. Compared with the other methods, our experiments suggest that the proposed method gives fewer Type I and Type II errors across a range of statistics.
Introduction
Time series are a very common data type and a fertile ground especially for machine learning tasks in prediction and classification. The typical volatility and complexity of time series makes them a hard target for pattern recognition; in particular, it is difficult to test the statistical significance of patterns discovered.
Significance testing can be done with several approaches, but all of them concentrate in testing the validity of a null hypothesis. In classical significance testing a detailed analytical model is available for the signal source, which enables a direct estimation of the likelihoods to yield p-values for the patterns discovered. In practice, however, such an analytical framework is not available and empirical significance testing is used, where a large set of random samples is generated and an empirical p-values are computed from them. These ran-dom samples come from a null distribution, also loosely called the null model, that attempts to approximate the actual stochastics of the data source.
There are essentially two different approaches to empirical significance testing.
Model-based resampling attempts to explicitly approximate the distribution of the source and then generates the random samples from this approximate distribution. Modelling directly a large set of features is generally very difficult and therefore model-based methods are limited to relatively simple null hypotheses.
Property-based resampling works with an implicit null distribution, whereby the null model is created from the required features in the null hypothesis and then the set of all possible datasets possessing these features is sampled at random. This approach enables formalizing null models for null hypotheses of arbitrary complexity, but implementing a compatible randomization method may not always be feasible; in particular, the method may only partially reflect the posited features.
Historically significance testing for time series and time series collections was conducted analytically with Gaussian noise models for the data itself or its differences. These tests were superseded by model-based testing with variants of permutation methods, autoregressive ARMA models or bootstrapping parameters of Markov processes or in the frequency domain.
A common theme in all the historical approaches is the simplicity of their null models contrasted with the complexities encountered with actual data sources. Finding a good balance between excessive Type I (too optimistic-too many patterns declared significant) and Type II (too conservative-too few patterns declared significant) errors is difficult, but also dependent on the task at hand. For example, minimizing the Type II errors is often the primary aim in bioinformatics. In the course of time, simple permutation methods have been deprecated as too optimistic and in general the trend has been towards more realistic null models and more conservative significance testing. This has, however, led to also too conservative testing methods that randomize the data only in a very limited sense.
More recently there has been work in considering also the dependencies between different time series and changes in the time series behavior across time. This work has been conducted especially in the field of medical time series such as electroencephalography (EEG) and functional Magnetic Resonance Imaging (fMRI) research and more lately in finance. In these applications there are several channels generating synchronized time series data having strong inter-dependencies. Wavelets [1] have been widely accepted as the solution of choice in both application areas, since they are very good at localizing patterns simultaneously in the temporal and frequency domains. Furthermore, a special advantage in the use of wavelets in significance testing is their nature of optimally decorrelating signals with a 1/f -type spectrum [2] [3] [4] . This decorrelation of data points effectively enables the use of bootstrapping methods in the transformed domain without making unrealistic assumptions about the signal source. Additionally, signals with 1/f -type spectrum are rather ubiquitous [3, 5] and so present a modelling priority of their own.
Our contribution in this work is the formalization of a well-grounded null model for time series collections. We compare it with previously used null models and introduce a randomization method that is compatible with this new null model.
Our null model derives from the notion of representation-based randomization [6] , where the idea is to base the null model on an invertible representation for the data-such as an appropriate change of basis-that isolates the features to be randomized from those that must be preserved. Put otherwise, we transform the data into the desired representation, perturb selected features in the transformed data so that the properties posited in the null hypothesis are preserved, and transform the perturbed data back to the original representation. In particular, we base the null model on a wavelet representation of the time series collection, which enables simultaneous control over properties in both the temporal and frequency domains. We refer to Figure 1 for an illustration on this.
The rest of the paper is organized as follows. Section 2 constructs a new general null model for time series collections, which is then compared to the null models of existing resampling methods in Section 2.4. Section 3 constructs a randomization method that is compatible with the null model of Section 2 and simultaneously proves the feasibility of using this null model in significance testing. Experiments in Section 4 compare the new method to several other methods from literature. Finally Section 5 provides concluding remarks on the work.
Related work
Significance testing for time series has been extensively studied and several resampling
Figure 1: An intuitive illustration of a pattern in data considered significant by our null model (top) versus a resampled dataset from the null distribution (bottom). We display a fixed band of frequencies for a collection of four time series indexed by i, with the temporal dimension indexed by k. (In practice the frequency domain and the temporal domain are accessed through the detail coefficients of a discrete wavelet transform.) Our null model enforces two properties on each frequency band. First, at each point in time (that is, for each k), the spatial profile of the resampled time series collection must agree with that of the original data. In particular, in our example each time point must have two series with activity and two series with no activity. (In practice we approximately preserve the distribution of the wavelet coefficients at each k.) Second, for each time series (that is, for each i), the temporal profile of the resampled time series collection must agree with the original data. In particular, in our example each series must have two time points with activity and two time points without activity. A detailed description of our null model is given in Section 2.
schemes have been suggested, see e.g. [7] [8] [9] [10] [11] . Various bootstrapping schemes (see [7, 10] ) dominated the field for a long time, but recent advances have resulted in more realistic null models. For example, in [11] the maximum entropy principle is used to model the distribution of data points for a better approximation of the background distribution. Fourier domain bootstrapping is considered in [12] . In close relation to the work of the manuscript, general property-based time series randomization with the Metropolis method was discussed in [13] . Significance testing for time series collections and the general consideration of multiple simultaneous signals has been less explored than the theory for single signals. However, there has been activity especially in the field of medicine, where several resampling methods have been suggested in either regular time [14, 15] , Fourier [16] [17] [18] or wavelet domain [19] [20] [21] . A comparison of several Fourier and wavelet-based methods is conducted in [22] . The wavelet representation of medical time series has typically high kurtosis and this fact was used for model-based resampling in [23] . Twodimensional DWT and wavelet packet transform was considered in [24, 25] . Special methods for multiple hypothesis testing using wavelets were analyzed in [26] . For a general review on wavelet methods in medicine, see [27] . Wavelet analysis has become increasingly adopted also in the analysis of financial time series starting with [28, 29] , but there has been little work on doing wavelet-based significance testing. 2 A null model for time series collections 2.1 General assumptions Suppose we are conducting significance testing on patterns in a collection X = {x i (t) | i = 1, 2, . . . , M } of homogeneous time series measured simultaneously. Homogeneity means that all the time series are measuring similar effects so that on the basis of prior knowledge and null hypothesis it is not possible to separate out any time series from the rest. Examples of such situations include source separation related problems in EEG data or the set of different foreign currency exchange rates. We will not assume the time series to be stationary or the noise in them to be white or gaussian.
We assume that the time series in X measure different response levels to a set of external events or stimuli that occur during the recording of the data. Since the underlying events are external sources for the data, we assume that their approximate occurrences are intrinsic to the data source and should be retained in any null model for the data. Each event also has its own special character that determines the breadth, strength, delay and duration of the responses to the event. For example, in the context of currency exchange rates, large economic crises may cause strong, global and longlasting effects whereas open market operations of a small central bank cause limited, immediate, and short-term effects.
Since the time series are assumed homogeneous, our null model allows controlled mixing between the different series x i . We also allow controlled mixing to occur through time, because we assume not to have prior knowledge on the timings of external events. Effectively this means interpreting the exact timing of abrupt changes in the time series collection as a significant feature of the collection. However, we wish to minimize the mixing between different frequency bands, because this would directly change the expected distribution of external events. Additionally, perturbation over different frequency bands is found to cause large distortions to linear properties of signals in [20] , consequently leading to higher Type I error rates.
Wavelet representation
We employ wavelets and the discrete wavelet transform (DWT) to access the temporal and frequency domains in each x i . To this end, there are two basic design choices.
First, we must choose the wavelet we use. In the context of time series resampling, the degree of decorrelation obtained from the chosen wavelet becomes a basic criterion for choosing the wavelet family. In [30] it was shown that for 1/f -type signals the number of vanishing moments for the mother wavelet determines the amount of correlation between DWT detail coefficients. However, the larger the number of vanishing moments, the wider the support of the wavelet, which in turn implies increasing boundary effects, especially in the context of short time series such as those encountered with fMRI data. Thus the Daubechies family of wavelets has become popular for DWT-based significance testing because the family has the smallest support for a given number of vanishing moments.
Second, we must select the number J of detail levels computed by the DWT. Higher values of J make it possible to test the significance of patterns in lower frequencies, but also expose the analysis to boundary effects in the DWT.
In our experiments we use the typical choices (cf. [19, 21, 31] ), namely we use the Daubechies wavelet with 4 vanishing moments and let J = 5. We remark, however, that the null model to be formulated is independent of these choices and only assumes a generic wavelet representation.
We focus our null model to perturb only the detail coefficients computed by the DWT. Indeed, the approximation coefficients constitute a low-pass filtered ver-sion of the data, and thus perturbing the approximation coefficients is essentially equivalent to randomizing the original data in the temporal domain, in effect canceling the benefits of representation in the wavelet domain.
We denote by w i,j,k the detail coefficient of the DWT of the ith series at the jth frequency band and time k. The detail coefficients sampled from the null distribution of our null model are denoted with w i,j,k .
Null model formulation
Let us refer to the three domains in the wavelet detail coefficients w i,j,k as the spatial/series domain (i), the frequency domain (j), and the temporal domain (k).
We review each one of the three domains in turn and describe the general requirements included in our null model based on them. The general requirements are made concrete in Section 3 where we implement a randomization method compatible with the requirements of this section.
The null model disallows mixing over the frequency domain, leading us to the first requirement in our null model that enforces separation in the frequency domain.
Requirement 1. (Perturbation in Frequency)
Scale-specific detail coefficient sets w ·,j,· must be resampled separately.
Regulating the allowed perturbation in the spatial and temporal domains is less straightforward. In fact, to regulate perturbation in the spatial domain, we need to impose temporal requirements and vice versa. To illustrate this, suppose we independently permute the entries on each row of a matrix. This preserves the set of values in each row exactly, but the set of values in a column may change significantly. Similarly, a controlled perturbation in the temporal domain may causes uncontrolled perturbation in the spatial domain and vice versa.
To regulate the perturbation in the temporal domain, we impose a requirement in the spatial domain for the total response strength, delay and duration related to any certain event:
In other words, the total power in any frequency at any time across the whole collection X is determined externally and should be preserved. However, this requirement does not yet preserve the spatial profile of the responses, that is, how the aggregate response is distributed to different signals x i . In fact Equation (2.1) allows both a uniform spatial response across the time series or a strong spike in a single time series.
To preserve the spatial profile of responses, we must preserve the value distribution of the coefficients w ·,j,k for all j and k. There is no canonical way to control the distributions, but methods such as the Kullback-Leibler divergence or the L 1 distance of the probability or cumulative distribution functions can be employed here. Recently, the Kolmogorov-Smirnov test was used for giving theoretical guarantees on the preservation of value distributions during randomization [32] . We observe that the following requirement implies Equation (2.1).
Requirement 2. (Perturbation in Time)
The distribution of coefficients w ·,j,k must be preserved for each j and k.
The third requirement in our null model regulates the perturbation in the spatial domain. This is needed because Requirement 2 is indifferent to a situation where a single time series x i would be assigned a disproportionate amount of the total power in some frequency band. For example, if there are several local events causing local responses to various different time series x i , then it is not desirable to reallocate all these events to have local responses only in x i0 for a single i 0 . Therefore we need to preserve the temporal response profiles of each x i .
Requirement 3. (Perturbation in Space)
The distribution of coefficients w i,j,· must be preserved for each i and j.
Comparison of resampling methods and their null models
In this section we perform a brief review of various resampling methods for time series collections and compare their null models with the null model introduced in Sect. 2.3. The reviewed methods will be used as benchmarks in our experiments in Sect. 4.
Before reviewing the methods, let us observe that when selecting a resampling method for significance testing, careful attention needs to be paid to both Type I and Type II errors. One way to compare the applicability of different methods is to study how their null models differ. The main challenge is usually presented by Type I errors, that is, the null model does not accurately reflect the stochastics of the source, causing too many observed patterns to be declared significant.
Identical permutation of time points in all time series: Cross-correlations between series are assumed to be specified in the data source, but any local (shortterm) correlations in series are excluded from the null model making the null model too optimistic with data that has, for example, trends or autocorrelation.
Phase randomization in the Fourier domain [16] (FourierRand): Method randomizes the Fourier transform of the data by adding an equal random phase at each frequency to each time series. The data source determines the power spectrum of the series and the strength of global autocorrelations in time and space. Any temporal variation is however considered dataspecific, making the method too optimistic for testing patterns that are local in time.
Frequency band-wise permutation in wavelet domain [19] 
Detail coefficient shifting [20] (WaveletShift): Detail coefficients of each time series in each scale are circularly shifted around by a random amount. In addition to the case of WaveletPerm, also any intra-band temporal correlations, that is, long-term effects are included in the null model. However, all cross-band dependencies are declared significant and significance testing of localized measures cannot be done since time synchronization is lost with respect to the original data. Thus a very conservative null model is obtained; in particular all intra-band details, even temporally and across different signals, remain in the randomized sample exactly as they were in the original data.
Block resampling of detail coefficients [20] (WaveletBlock): Detail coefficients of all time series in each scale are divided into equal size blocks that are then permuted. The method was introduced to balance between the deficiencies of wavelet permutation and shifting, a task that is rather hard to accomplish. If the blocks are chosen big enough to make their contents "independent enough", then the method experiences the same increase of Type II errors as does the shifting method. If the blocks are shorter, the temporal features in data are lost, causing Type I errors. Any cross-band dependencies are declared significant also by this method.
The present null model (WaveRand of Sect. 2.3): An observed pattern is declared significant only if it is not implied by the band-limited spatial and temporal profiles of the time series collection. In particular, the null hypothesis is accepted if a pattern of interest can be reconstructed from the profiles alone. Figure 1 provides an illustration of a pattern declared significant.
3 Randomization method for preserving the null model The objectives in designing a randomization method for a property-based null model are twofold. First, to minimize Type I errors the method needs to enforce all the properties and requirements of the null model. Second, within the enforced limits, maximal perturbation should occur so as to minimize the Type II errors. Typically the first objective is implemented rigorously whereas the second objective has a somewhat relaxed implementation.
In Section 2.3 we identified three requirements for a plausible null model of time series collections. In this section we design a randomization method that implements the requirements of our null model and facilitates broad perturbation within the permissible sample space.
For convenience, let us view the wavelet detail coefficients w i,j,k in a fixed frequency band j as a matrix
where K j is the total number of detail coefficients in band j. Let us now consider the requirements in Section 2.3. Requirement 1 is fulfilled as long as each W j X matrix is treated separately. Requirements 2 and 3 are equivalent to approximately preserving the value distributions of all rows and columns of W j X for each j. In [33] a family of randomization methods for approximately preserving the row and column distributions of a real-valued matrix A was introduced. Their general algorithm, which we call RandomizeMatrix here, is based on a Markov Chain Monte Carlo (MCMC) simulation, starting from the original data matrix A. Each step of the Markov chain is a local modification operation and the chain uses the Metropolis-Hastings algorithm to control the changes in a given error function. In practice the method samples the full meaningful space of real-valued matrices, weighing the probability of each matrix B with exp(−w·Error (A, B) ). For information on MCMC methods, see [34] , for the MetropolisHastings procedure, see [35, 36] .
In this work we employ the RandomizeMatrix method with the local operation Add that adjusts a single matrix element by an amount uniformly sampled from [−0.1, 0.1]. As the error function for the chain we use the GM-CdfHist method of [33] , which approximately preserves the cumulative distributions of all rows and columns in terms of the L 1 norm through a histogram approximation. However, also the other suggested operations and control methods of [33] may be used. For further details and analysis of the RandomizeMatrix method, we refer the reader to the original paper [33] .
Using RandomizeMatrix we can implement a randomization method WaveRand that is compatible with the null model of Section 2.3. The details of this algorithm are given in Algorithm 1. We normalize the rows of each W j X matrix with respect to their L ∞ -norms before randomization and then denormalize the randomized W j X . This is done because the randomization should affect the whole data uniformly, ensuring realistic data samples.
In summary, the WaveRand method calculates the DWT of each time series x i separately, constructs the matrices W j X , randomizes each of these matrices separately with RandomizeMatrix and finally reconstructs the randomized time series x i through inverse DWT on the randomized matrices W j X and the original DWT approximation coefficients of each x i .
Algorithm 1 WaveRand(X)
for j ← 1, J and k ← 1, K do 4:
end for 6: end for 7: for i ← 1, J do 8:
x i ← IDWT({ w i,j,k | j, k}) 14: end for 15: return X As discussed in Section 2.1, the use of the WaveRand algorithm requires also choosing the exact wavelet used for DWT and also the number of detail levels J. The Daubechies wavelet family is arguably a good choice here, but J and the number of vanishing moments R for the wavelet may be chosen based on the data. A rough guideline is to use R ≥ 4 and balance the R and J for detail and decorrelation within the limits of the inequality 2 J R ≤ N of [30] , where N is the length of the time series. Because WaveRand randomizes only the DWT detail coefficients, only patterns in data that are contained in the detail coefficients can be subjected to significance testing. That is, only patterns occurring at frequencies at least f /2 J can be tested for significance, where f is the sampling frequency of the data.
Experiments

Methods and datasets
We compare randomization results for the WaveRand method with the methods mentioned in Section 2.4 and with a model-based autoregression AR(p) method AR implemented with ARFit software [37, 38] . We run tests on two synthetic datasets that have 1/f -type spectra. The first one FBM is a collection of 100 fractional Brownian motion time series of length 500, each generated with the Hurst exponent 0.25. The other synthetic dataset Physical is based on a simulation of multiple concurrent physical relaxation processes [39] . This dataset is also a collection of 100 time series with length of 500 time points.
We run tests also on two real datasets. The first dataset EEG is the EEG recording of the control testee in the small-size EEG Database dataset from the UCI repository [40] . We use an averaged version of the data over 10 trials to enhance the signal to noise ratio. The second real dataset FOREX is a collection of percentage-wise changes in the exchange rates of 22 different currencies against the US dollar, collected from [41] and containing the range of dates from March 16th, 1999 to September 17th, 2010. We also compare this data to the percentage-wise changes in the tradeweighted US Dollar Index.
Signal spectrum and complexity
We compare the spectrum and the estimated Hurst exponent of original and randomized data with the two synthetic datasets FBM and Physical. We expect the randomization methods to keep these two measures unchanged on such background noise simulating data. Figure 2 shows the average spectra of randomized data for each method against the spectrum of the original data. Table 1 quantifies the average Euclidean error made to the logarithm of the spectrum and the average absolute error made to the estimated Hurst exponent during randomization. Both of these analyses show that aside from the AR method, the methods perform very similarly and do not deviate much from the values of the original data as they are supposed to. Table 1 contains also the empirical p-values that test whether the estimated Hurst exponent in the original data is significantly small, i.e., if the original data has a surprisingly chaotic behavior. All methods regard the Hurst exponent of the original data non-significant. Table 1 : Euclidean distances of the log spectrum curves and absolute errors in estimated Hurst exponent of randomized data versus original data for both synthetic datasets. Each number is an average over 100 samples and 100 time series. The empirical p-value of the estimated original Hurst exponent being surprisingly small is shown in parenthesis. 
Preservation of spatial structure in EEG dataset
We compare the correlation and the spectral coherence of two different channels in the EEG dataset, where the first of these measures tests the preservation of spatial structure in the time domain and the second tests it in the frequency domain. The chosen channels are the 53rd (C1) and the 55th (PO7) EEG channels. The channel pair was chosen based on its relatively high correlation and coherence and the relative smoothness of coherence across different frequencies. The spectral coherence of two real-valued signals x(t) and y(t) is the spectral equivalent of correlation and defined as the ratio of cross power spectral density (CPSD) to the power spectral densities (PSD) of x and y:
where P SD x,y (f ) = F x , F y = F x · F y and F x is the one-sided Fourier transform of signal x. The coherences were computed using the averaged Welch periodogram method with Hamming window of size 55. Figure 3 shows the spectral coherences for the channel pair and the correlations between the channels are listed in Table 2 . In general, we would wish to see randomization lose a significant part of the correlation and coherence, stating that the channel pair is significantly interrelated among all the channels.
Looking at Figure 3 first, the FourierRand method retains the spectral coherence almost perfectly as expected. Our proposed WaveRand method performs similarly to the generally too conservative WaveletShift method, retaining the form of the coherence curve, but losing some of the coherence strength.
The WaveletPerm method destroys any spatial structure between the two channels. The WaveletPermSame method permutes the wavelet coefficients in a synchronized form, thus preserving the average coherence, but simultaneously spreading the coherence across the different frequencies. The same can be said in a more limited sense about WaveletBlock and also about AR, which averages data over time when estimating its parameters.
Turning to Table 2 , we notice how the synchronized 
Coherence and segmentation of foreign exchange data
We start the analysis of the FOREX dataset by computing the spectral coherences of different exchange rates to the trade-weighted US Dollar Index. Figure 4 shows results for the error made to this coherence in randomization. The WaveRand method is the only method capable of preserving the spatial structure contained in these coherences. In contrast to the EEG dataset, the strong components of the US Dollar Index form such a large part of the FOREX dataset that this spatial structure is very prevalent in the data and thus cannot be randomized away if the general spatial structure is to be preserved.
The other tested resampling methods consistently randomize away all the coherences tested. A clear sign of this is that none of these methods report a mean coherence of over 0.1875 for any of the exchange rates. This explains the left part of Figure 4 , where the methods report large errors for all the strong components of the US Dollar Index, i.e., those exchange rates for which there exists non-trivial coherence.
We now turn to looking into piecewise segmentations of the FOREX dataset. We randomize the data with J = 9 for this task so that we may smooth the data over 6 months to create more visible segmentation structure. We segment the data as an aggregate and also each time series individually over a range of segment counts. We analyze two different measures of the segmentations, both for aggregate and individual segmentations, and use the Bayesian Information Criterion to choose optimal segment counts. Our first measure is the segmentation error. The second measure tests the similarity of segmentations of equal segment count done to the original and to the randomized data. The measure computes the L 1 distance between the two cumulative segmentation functions that indicate the number of change points made by the segmentations until a certain time point. Figure 5 displays the L 1 errors introduced to the aggregate segmentation in randomization. We observe : Coherences of exchange rates against the US Dollar Index. We display the total error made to the coherences during randomization as the euclidean distance between the coherence curves (left) and the coherence curves of the USD/EUR exchange rate against the US Dollar Index (right). that the WaveRand method preserves the aggregate spatial structure of the FOREX data with more accuracy than the other methods. Table 3 shows the average change introduced by randomization to the segmentation errors of each time series when segmenting each time series individually. Compared with the other methods, the WaveRand method preserves also the temporal structure of each time series with more accuracy. We conclude that the explicit spatial and temporal requirements set for the null model underlying WaveRand are reflected in practice. Figure 6 studies the aggregate segmentations in relation to the individual segmentations for the original and randomized data. Considering the original data, certain time series have significant local structure not reflected in the other time series, which results in a large 
Conclusion
In this work we studied the problem of statistical significance testing for time series collections. We proposed a novel property-based null model that requires that different frequency bands are isolated from each other, but allows controlled mixing in the spatial and temporal domains. In particular, the spatial and temporal profiles of the time series collection must be preserved on each frequency band. We compared the proposed null model to those of commonly used more ad hoc resampling methods and discussed the types of patterns that each technique declares significant. We also introduced a new resampling method WaveRand that is compatible with the proposed null model and considered several design tradeoffs related to wavelets that must be taken into account when conducting wavelet-based significance testing. Finally, we conducted experiments on real and synthetic datasets to expose differences in the resampling techniques. Compared with the other methods, our experiments suggest that the proposed method gives fewer Type I and Type II errors across a range of statistics. In particular, explicitly preserving the spatial and temporal profiles appears well motivated in practice.
