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The Discrete-Time Bounded-Real Lemma in 
Digital Filtering 
P. P. VAIDYANATHAN, MEMBER, IEEE 
Ahstrcrct-The Lossless Bounded-Real lemma is developed in the dis- 
crete-time domain, based only on energy balance arguments. The results 
are used to prove a discrete-time version of the general Bounded-Real 
lemma, based on a matrix spectral-factorization result that permits a 
transfer matrix embedding process. Some applications of the results in 
digital filter theory are finally outlined. 
I. INTRODUCTION 
I N THE continuous-time world, the description of pas- sivity properties of linear time-invariant systems in terms 
of minimal state-space descriptions is well known. The 
application of such results in system theory, network 
synthesis, and in stability analysis is also well established 
[1],[2]. For example, given a Lossless Positive Real (LPR) 
matrix Z(s), any minimal state-space description satisfies 
the LPR Lemma [l]. A generalization for lossy impedance 
matrices is the Positive Real Lemma or PR Lemma, which 
states the PR property in terms of the state-space matrices 
(A, B, C, D). Scattering domain versions of these descrip- 
tions are also known, and are contained in the Bounded- 
Real Lemma (BR Lemma) and the Lossless Bounded-Real 
Lemma. 
The proofs of the above lemma are known to be tedious, 
and an excellent survey can be found in [l]. A typical 
procedure is to establish the PR lemma, and then obtain 
the LPR lemma as a special case. The scattering domain 
versions are then obtained by translating the statements of 
the (Lossless) PR lemma into the scattering domain by 
simple wave-transformations, even though a direct devel- 
opment, not based on the PR counterpart, is possible. 
Discrete-time versions of these results are easily obtained 
by careful application of the bilinear transformation. For 
example, the discrete-time LPR lemma is developed in [2], 
based on this approach. 
The purpose of this paper is to reconsider the discrete- 
time BR lemma. We outline an independent proof of the 
lemma without invoking the PR counterpart or any related 
results in the continuous-time world. We begin by proving 
the discrete-time LBR (DTLBR) lemma, based only on 
energy-balance arguments. We then extend this to the case 
of BR matrices (DTBR lemma) by invoking a classic result 
on spectral factorization [3]. Note that this approach is 
unlike the conventional approach, where the BR (or PR) 
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lemma is first established, with the LBR (or LPR) lemma 
following as a special case. 
As an interesting application of the DT(L)BR lemma in 
the field of digital filtering, we revisit in Section IV certain 
well-known structures such as the Gray and Markel 
cascaded lattice structures, the Barnes and Fam rninimum- 
norm structures, wave filters, and orthogonal digital filters, 
with the help of the DT( L)BR lemma. 
We trust that the developments are simple and elegant. 
Moreover, once the DTLBR and DTBR lemmas are estab- 
lished in this way, it leads to a complete set of proofs of the 
BR, LBR, PR, and LPR lemmas, both in the continuous- 
time and discrete-time domains. This is because of the 
well-known bilinear transformation [4] and the BR to PR 
transformations [l]. 
Notations and Definitions 
In this paper, bold faced letters denote vectors and 
matrices. Superscript t denotes matrix-transpose, whereas 
superscript dagger (t) denotes transposed conjugate. The 
tilde accent is defined as follows: a(z) = H’(z-‘). The 
symbol P-’ stands for “inverse of the transpose of P”. 
The rotation A Q B, where A and B are square matrices, is 
an abbreviation for “A - B is negative semi-definite.” The 
symbol I stands for the identity matrix of appropriate 
dimension, whereas 0 denotes a null vector or null matrix. 
A matrix, each of whose entries is a ratio of two poly- 
nomials with real coefficients, is termed a real rational 
matrix function. A real rational p x m transfer matrix 
H(z) is said to be bounded real (BR) if (a) each of its 
entries represents an asymptotically stable system, and in 
addition, (b) H t(e’“)H(ej”) < I for all w. Such a transfer 
matrix is said to be lossless bounded-real (LBR) if equality 
holds in (b) for all w. An equivalent characterization of 
condition (b) is that for every (finite-energy) input se- 
quence u(n), the output sequence y(n) of the system 
satisfies 
FvYn)v(n) G fL’(n)dn) 
0 0 
where the initial state x(O) is assumed to be zero. More- 
over, equality in the above equation for all sequences u(n) 
corresponds to equality in (b) for all o. 
II. DISCRETE-TIME VERSION OF THE LBR LEMMA 
Let H(z) be a p X m real rational-transfer matrix of an 
m-input p-output system. Let the real matrices (A, B, C, 0) 
represent a minimal state-space description of the system, 
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i.e., 
x(n+l)=Ax(n)+Bu(n) (0 
y(n) = Cx(n)+Du(n) (2) 
with (A, B) completely controllable and (A, Cl) com- 
pletely observable. Here A is an N X N matrix, where N is 
the McMillan degree of H(z). The input-output relation is 
Y(z) =H(z)U(z) (3) 
where 
H(z)=D+C(zI-A)-‘B. (4) 
then 
y(n) =+1(n), n>M 
i.e., 
y’(n)y(n) =4(n)Wlxl(n) 
919 
03) 
=x:(n)[I-AiA,]x,(n) (14) 
by orthogonality of S?. Thus 
5 yW.44 
n=M+l 
The discrete-time LBR (DTLBR) lemma can be stated as 
follows: H(z) is LBR if and only if there exists a real 
= E [x~(n)xl(n)-xi(n +l)x,(n +l)] 
n=M+l 
symmetric positive definite matrix P such that 
A’PA + C’C = P (54 
= x;(M+l)x,(M+l). (15) 
B’PB + D’D = I (5b) 
Equations (12) and (15) imply that 
A’PB + C’D = 0. (54 E y’(n).dn) = f u’(n)u(n)+&(0)xl(O) (16) 
Proof of the DTLBR Lemma: We first show that if (5) 
n=O n=O 
holds, then H(z) is LBR, and then show the converse. for every finite energy input that is identically zero for 
Accordingly, assume first that (5) is true. In particular, n > M, where M is any arbitrary finite integer. This implies 
consider (5a), with P = P’> 0. Because of minimality that H(z) is indeed LBR. 
(A, C’) is completely observable, hence by Lyapunov We now proceed to establish the converse. For this, 
lemma [l], (5a) implies that all the eigenvalues of A are assuming that H(z) is LBR, let us obtain a state-space 
strictly within the unit circle. Thus H(z) is asymptotically description (A,, B,, C,, Dl) such that %? defined by (10) is 
stable. orthogonal. Let (A, B, C, D) represent some minimal reali- 
Next, since P = P’ > 0, we can decompose it as P = zation of H(z). As H(z) is asymptotically stable, there 
T-‘T-l, and rewrite (5) as exists a real matrix P = P’ > 0 such that (5a) holds. Once 
TQ’T-‘T-!AT -+- T’C%T = I @a) 
again, decomposing P according to P = T-‘T-l, define 
(A,, 4, Cl, 4) as in (9). The following equality then holds: 
B’T-‘T-‘B + D’D = I (6b) A;A,+C;C,=Z (17) 
T’A’T-‘T- ‘B + T%‘D = 0 64 Now, by LBR property of H(z) we have the following 
where T is real, nonsingular. Thus an equivalent state-space equality: 
description of the system H(z) is obtained as follows: 
x,(n+l)=A,x,(n)+B,u(n) (7) 
I? y’(n).v(n)= I?l uYn>u(n) (18) 
n=O n=O 
v(n) = Clxl(n>+Dlu(n> (8) f or any finite-energy input, applied under zero initial-con- 
where ditions. In particular, let u(n) be zero for n > M, where M 
A,=T-?IT B,=T-‘B C,=CT D,=D (9) 
is any arbitrary finite positive integer. Then (13) holds, 
In view of (6), the matrices (A,, B,, C,, D1) are such that 
hence (15) follows, by using (17). Thus (18) can be rewrit- 
ten as 
the (p + N)X(m + N) matrix W defined as M M A, 4 .%?A c [ 1 1 D 1 00) 
is an “orthogonal” matrix, i.e., %“‘.S = I. Accordingly, the 
equality: 
4(n +h(n +I>+ yYn).v(n) 
= xi(n)x,(n)+u’(n)u(n) (11) 
always holds, hence 
I!? y’(n)An) = E u’(n>4n)+4(0)xl(O) 
n=O n=O 
-x;(M+l)x,(M+l) (12) 
for every integer M > 0. If we assume u(n) = 0 for n > M, 
c y’(n)y(n)= c Ul(n)u(n)-xi(M+l)x,(M+l) 
n=O n=O 
(19) 
By repeating (19) with M replaced by M + 1, and then 
subtracting, we get 
[x;(~+l)y’(M)] xlIyG)l) [ 1 
= [x;(M)u’(M)] [ ~{:i] (20) 
for any integer M > 0. This implies that the matrix .%? 
defined by (10) is orthogonal, which proves the desired 
result. 
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Note that .‘4? defined by (10) cannot satisfy .%%‘= I 
unless p > m. Thus any p X m LBR transfer matrix H(z) 
must have p :a m. 
III. DISCRETE-TIME VERSION OF THE BR LEMMA 
Let us now proceed to the more general case, where 
H(z) is not necessarily lossless, but is still BR. The dis- 
crete-time BR-lemma (DTBR lemma) can be stated as 
follows: 
The DTBR Lemma: Let H(z) be a real rational p X m 
transfer matrix, and let the real matrices (A, B, C, D) 
represent a minimal state-space realization as in (l),(2). 
Then H(z) is BR if and only if there exist real matrices L, 
W, and a real symmetric positive definite matrix P, such 
that 
A’PA+C’C+L’L=P (214 
B’PB + D’D + W’W = I cw 
A’PB + C’D + L’ W = 0. (214 
Assuming that (21) holds, let us first show that H(z) is 
indeed BR. Thus (21) imply the existence of an equivalent 
minimal realization (A,, B,, C,, Dl) such that 
A;A, + CjC, + L;Ll = I (22a) 
B;B, + D;D, + W;W, = I (22b) 
A;B, + C;D, + L;W, = 0 cw 
where (A,, B,, Cl, 01) are given by (9) and where T is a 
real matrix such that P = T-‘T-l. Moreover, 
L,=LT w, = w (23) 
are real matrices. Clearly, the transfer matrix G(z) 
described by (.4,, B,, C,, D2) where 
(24) 
is LBR, by the DTLBR lemma. Moreover, 
H(z)=D,+C,(ZI-A~)-~B~ 
whereas 
(25) 
G(z) = 
D1+Cl(zl-A,)-lBl I[ 1 H(z) (26) W, + L,(zI - A,)-‘B, = Hdz) 
Since G(z) is LBR, it immediately follows that 
Ht(e’“)H(e’“) =I- H~(e’“)Hl(e’w) (27) 
hence H(z) is BR. 
Next consider the converse. Assuming that H(z) is 
indeed BR, let us consider an irreducible [5] right matrix- 
fraction description (MFD) for H(z): 
H(z) =.N(z)S’(z) (28) 
Here X(z) and g(z) are a p X m and m X m polynomial 
matrices, respectively. Since H(z) is BR, the matrix poly- 
nomial defined by 
~(z)z9(z)-2(z)“4qz) (29) 
Fig. 1. The circuit-interpretation. 
is positive semidefinite for z = ej“. Thus based on the 
classic result of Youla on matrix-factorization ([3, th. 2, 
corollary 2]), there exists an r X m matrix polynomial 
X(z) with real coefficients such that 
.s(z).x(z) =Lqz)q+.hqz).N-(z) (30) 
where r is the normal rank of the matrix polynomial in 
(29). Let us define a new transfer matrix G(z) by the 
following right MFD: 
(4. (31) 
In other words, H(z) is embedded into G(z). Clearly, 
G(z) is asymptotically stable because H(z) is BR. More- 
over, by construction of X(z), G(z) is LBR. If 
(A, B, C, 0) is a minimal realization of H(z), then 
(A, B, C’, b) is a minimal realization of G(z) where 
&[;I b=[&] (32) 
for some real matrices L, W. Since G(z) is LBR, it is clear 
from the DTLBR lemma that the following equations hold: 
A’PA + d?&= P (33a) 
B’PB + b’b = I (33b) 
A’PB+&=O (33c) 
for some real P = P’ > 0. Thus (21) is immediately seen to 
hold. This then establishes the converse statement in the 
DTBR lemma. 
Circuit Interpretation 
For discrete-time systems, a very simple circuit-interpre- 
tation can be attached to the DT(L)BR lemma. Thus 
consider Fig. 1, which shows an implementation of a 
p x m transfer matrix H(z) with N delays where N is the 
McMillan degree of H(z). After all the delays have been 
extracted, we are left with a (p + N)-output (m + N)-input 
memoryless system, characterized by the (constant) trans- 
fer matrix. 
gjpcA B [ 1 C D (34) 
The DTBR lemma says that H(z) is BR if and only if we 
can find a minimal implementation such that W is upper 
bounded as follows: 
.c%tt9i? < I. (35) 
Thus Fig. 1 would then represent a passive memoryless 
structure, constrained at N terminals by (lossless) delay 
elements. The DTLBR lemma says that H(z) is LBR if 
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and only if there exists a minimal implementation such 
that 5%’ is orthogonal, i.e., lossless. Thus Fig. 1 then repre- 
sents a lossless memoryless structure, constrained at N 
terminals by delay elements. A possible application of this 
interpretation is in the synthesis of low-sensitivity digital 
filter structures, based on the concept of structuralpassivity 
[6], [14]. It can be shown that structures based only on 
planar-rotation building blocks can be derived in this 
manner, but the details are beyond the scope of this paper. 
However, in the next section, some applications in the area 
of digital filtering are outlined. 
IV. APPLICATIONS IN DIGITAL FILTERING 
In this section, we make use of the DT(L)BR lemma in 
order to revisit certain well-known results in the literature 
on digital filters. 
Limit -Cycle Free Digital Filters 
Given an arbitrary stable transfer function H(z) of 
order N, assume without loss of generality that it is BR (see 
Section II). According to the DTBR lemma, we can there- 
fore find a minimal state-space realization (A, B, C, d) 
such that 
A’A+C;C,=I (36) 
where Cl = (C’ L’) for some real L. Under zero-input 
conditions, we then have 
x+(n+l)x(n+l)=x+(n)Aflx(n) 
< x+(n)x(n)-x+(n)C:Clx(n). 
(37) 
Now by minimality of the given realization [A, Cl] is 
observable, hence Cx(n) cannot be zero for N successive 
instants of time, unless x(n) is identically zero. In order to 
see this, let us assume the contrary, i.e., 
cx( n) = 0, n,,<n<na+N-1 
with x(n,) f 0. Thus 
which violates the complete-observability condition. Hence 
the quantity 
x’( n)Cpqx( n) 
cannot be zero for N successive instants of time, hence 
from (37) the internal energy x+(n)x(n), which is a nonin- 
creasing function of n, has to strictly decrease at least once 
in a period of length N. In summary, we have the following 
lemma: 
Lemma 4.1: Let H(z) be Nth-order BR and let 
(A, B, C, d) be a minimal rdalization satisfying the DTBR 
lemma. Then, under zero input conditions, the internal 
energy x+( n)x( n) is a nonincreasing sequence, and strictly 
decreases at least once in every N units of time. 
The lemma clearly holds also for LBR systems. Let us 
now consider a minimal state-space structure, as in Fig. 2, 
Fig. 2. The DTBR structure under quantization. 
where signal-quantization is taken into account. Assume 
that (A, B, C, d) satisfies the DTBR lemma, and assume 
the quantizer to be “magnitude-truncation” type, i.e., 
Iq(n +l)(% ]w;(n +1)12 (38) 
for each i. Then, under zero-input conditions, the following 
inequalities hold: 
x+(n +1)x(n t-1) < w+(, +1)w(n +1) (39) 
w+(n +1)w(n +1) Q x+(n)x(n). (40) 
If (40) is a strict inequality, then x+(, + l)x(n + 1) is 
smaller than x+(n)x(n) by at least A* where A is the 
smallest nonzero quantization error possible. On the other 
hand, if (40) is an equality for all n > some n,, then it 
implies x,‘( n + 1) = w,‘( n + l), i.e., w( n + 1) = x( n + l), 
hence the closed-loop system becomes “linear.” Then by 
Lemma 4.1, x+(n)x(n) should undergo a “strict decrease” 
during a period of length N. This in turn implies that 
equality in (40) cannot hold for all n > no unless x(n) 
itself has decayed to zero and remains zero. In conclusion, 
the structure of Fig. 2 cannot sustain zero-input limit 
cycles, and over an interval of length N there is a decrease 
of internal energy by at least an amount A2, until the 
internal energy becomes zero. 
The normalized Gray and M’arkel lattice structures [7] 
and the Barnes and Fam minimum-norm structure [9] for 
digital filters are known for their ability to suppress limit 
cycles. Let us next take a closer look at these well-known 
structures with the help of the DTBR lemma. 
Rel@ion to Gray and Markel Lattice Structures 
The relation between lattice filters and system-theoretic 
concepts is well known. For example, see [19] and refer- 
ences therein. In this section, we revisit these relations in 
the light of the DT(L)BR lemma. 
Consider a scalar (i.e., single-input single-output) stable 
all-pass digital filter transfer function: 
H(z) = 
b,-tb,-,z-l+ ... +z-N 
l-tb,zY’+ **. +b,z-N . 
(41) 
Clearly, this is an LBR function; hence, according to the 
LBR lemma, it can be implemented as in Fig. 1, where the 
orthogonal matrix ~8 is now 
g&A B [ 1 C d (42) 
d being a scalar, C a row vector, B a column vector, and 
A an N X N matrix. As an example, consider a second- 
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- 
u(n) 3 - where C = [cl1 ci2]. As T is orthogonal, the- equivalent 
RI R2 realization satisfies the DTLBR lemma, i.e., 
t-- c 
!I Al 4 
4 1 
w,gC d [ 1 (46) 1 
R, \I 
y(n)- < c continues to be orthogonal, and has the form: 
Fig. 3. Second-order all-pass filter, based on three rotations (each R, is 
a 2 x 2 orthogonal transfer matrix). 
sin (Y cos a sin 8 
u(n) ..3 3 -cosa sinasind . 1 (47) 0 cos 6 
Fig. 4. The normalized Gray and Markel lattice stn&re for a second- 
This can be implemented as in Fig. 4, requiring only 2 
planar rotations, and leads to the normalized Gray and 
Markel lattice structure [7], which is well known for several 
excellent properties under finite-word length constraints. 
Notice that Fig. 3 reduces to Fig. 4 when b = 0. 
In the general case of an Nth order scalar allpass 
function, the normalized Gray and Markel lattice has the 
Fig. 5. The normalized cascaded lattice for Nth-order all pass (each R, form shown in Fig. 5, and the .9 matrix is (N + 1)X (N + l), 
is a 2 x 2 orthogonal transfer matrix). having the form: 
a11 al2 0 0 ... 0 4 
a21 a2* ‘23 0 . . . 0 b2 
aN-1,2 . . . . . . . . . 
aN-l,N 6;-1 
‘N.1 ‘NJ -*' "* '.' ‘N,N b, 
Cl 0 0 . . . . . . 0 d 
(48) 
order all-pass function. Then 9 is a 3 X 3 orthogonal It is shown in ([8, Appendix B]) that the above matrix is 
matrix and can therefore be implemented in terms of 3 orthogonal. In other words, the structure of Fig. 5 satisfies 
planar rotations: DTLBR lemma equations. For convenience, let us define a 
matrix 9 as 
sin a 0 
cosa 0 
0 l-- 
cos b ,O - sin b 
0 1 0 1 y= d c [ 1 B A (49) sin b 0 cos b Clearly 9 is orthogonal if and only if W is orthogonal. 
Thus the matrix 9’ has the following structure: 
s12 0 . . . . . . 0 
s22 ‘23 0 . . . 0 
The implementation is, therefore, as in Fig. 3, and requires 9 = 
three “planar rotation” operators. It is, however, possible 
to apply a similarity transformation T to (A, B, C, d) to 
get an equivalent realization (A,, B,, Cl, d) where C, has 
the form 
Cl = [a,O]. 
In order to do this T can be picked as 
(44) (50) So, given an arbitrary state-space realization (A,, B,, Cl, d) 
(for the all-pass function) that satisfies the DTLBR lemma, 
the normalized lattice is obtained b! I’ converting the or- 
T= 
.Cll Cl2 thogonal matrix 
Cl2 - Cl1 1 
/Gz 
(45) Y1= d Cl 
4 Al (51) 
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into the form of (50) by means of an orthogonal similarity 
transformation. 
An incidental outcome of the above discussion is the 
following linear-algebra result: Given an arbitrary (N + 1) 
X( N + 1) orthogonal matrix Yi, it is always possible to 
find an orthogonal transformation T such that 
(52) 
where Y has the for in (50). Note that Y is characterized 
by N angles. 
Relation to the Barnes and Fam Minimal- Norm Digital 
Filters 
Barnes and Fam [9] have advanced a general theory for 
minimal-norm structures for digital filters, of which the 
well-known coupled-form [lo] is a special case. Basically, if 
a stable digital filter transfer function has distinct poles, 
then a state-space realization can be obtained such that the 
A matrix is normal, i.e., A’A = AA’. For such realizations, 
the I, norm of A is strictly bounded by 1: 
sup @+=,,A,,;<1 (53) 
y+o Y’Y 
i.e., according to our notations, 
A%<I. (54) 
Such structures, with normal A matrices are called mini- 
mum-norm structures. For a digital filter transfer function 
with distinct poles, one can always obtain structures of this 
kind [9]. The matrix A satisfying (54) is clearly a (strictly) 
BR matrix. 
Notice, however, that any arbitrary stable (and BR) 
digital transfer function can always be realized as in Fig. 1, 
so that (36) holds. Even though this does not exactly imply 
(54) this does imply 
A’AgI. (55) 
According to our earlier discussions in this section, this is 
still sufficient to suppress limit cycles, as long as the 
realization is minimal (in particular, completely observ- 
able). In other words, even for non-minimum-norm realiza- 
tions, limit cycles can be suppressed in this way. 
Relation to Orthogonal Digital Filters 
An excellent family of digital filter structures is the class 
of orthogonal filters, pioneered by DeWilde et al. [ll], and 
studied by a number of other researchers [12]-[14]. These 
structures are known for several desirable properties such 
as modularity, low passband sensitivity, freedom from limit 
cycles, automatic internal-signal normalization, and so on. 
We wish to point out here, one simple way to obtain an 
orthogonal implementation of a digital filter transfer ma- 
trix, based on the proof of the DTBR lemma of Section III. 
Recall that in Section III, while proving the converse in the 
DTBR lemma, we started with an arbitrary real rational 
p x m BR transfer matrix H(z) and embedded it into a 
( p + r)X m LBR transfer matrix G(z). The LBR transfer 
matrix G(z) has a state-space representation (A, B, C, D) 
(b) 
Fig. 6. (a) Implementation of the matrix 9. (b) Orthogonal implemen- 
tation of H(z). 
satisfying (33). Recall also that, since G(z) is LBR, we 
musthavep+r>,m. 
Let us now perform a similarity transformation of this 
state-space description as follows: 
A, = TplAT, 
B,=T-‘B, 
Co = CT, 
D,=b (56) 
where T is defined so that P = T-‘T-’ (i.e., T-’ is a 
square root of the positive definite matrix P). It is then 
clear that the description (A,, B,,, Co, Do) is such that the 
(N+p+r)x(N+m)matrix A0 4
B=C D [ 1 0 0 (57) 
is orthogonal. Now, simply by implementing the LBR 
transfer matrix G(z), and ignoring the r outputs corre- 
sponding to X(z) in (31), we can obtain an implementa- 
tion of the BR transfer matrix H(z). In particular, if G(z) 
is implemented in state-space form (A,, B,, Co, Do), then 
we have an orthogonal implementation of H(z). The (N + 
p + r ) x (N + m) matrix .??X which satisfies .% ‘9 = I clearly 
has full column rank N + m, and can be rewritten as n W=Y ; [ 1 (58) 
where Yis(N+p+r)X(N+p+r), 9 is(N+m)X(N 
+ m) and 
S’S = I, #=I (59) 
The square orthogonal matrices S and 3 can be imple- 
mented as products of matrices representing planar rota- 
tions. For example, 
P=Y1Y2 ...YM &$$ . ..& (60) 
where Yr might be of the form 
I 
10 0 0 0 0 
010 0 0 0 1 
0 0 0 0 
*=oo case, 0 1 sine, 0 0’ (61) 
1 0 0 0 sin0, 0 0 -cos8, 0 0 1 1 
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Methods for decomposing orthogonal matrices into prod- 
ucts as in (60) are well known [15]. Fig. 6 demonstrates the 
implementation. Note that, this is meant only to be a 
demonstration, and computationally more efficient imple- 
mentations can be found in [ll], involving considerably 
less number of planar rotations. 
Relation to Wave-Digital Filters 
Fettweis has established, through a number of publica- 
tions [16]-[18], the crucial role of passivity in the imple- 
mentation of digital filters under finite wordlength con- 
straints. In some recent contributions, [6], [8], [14], we show 
how the “LBR-approach” to low-sensitivity digital filter 
design is related to the wave digital filters. In particular, we 
invoke the DTLBR lemma in [14] for establishing one 
instance of such a relation. It is clear, therefore, that 
several interesting properties of the wave digital filters 
under finite-wordlength constraints can be interpreted in 
terms of the results of this paper. 
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