Abstract. Complex linear differential equations of the form 
Introduction
One way of classifying the growth of the solutions of (1.1)
where the coefficients are analytic in a complex domain, is by means of Nevanlinna theory [17] . H. Wittich considered the case where the coefficients, and hence the solutions, are entire functions. where T (r, f ) denotes the Nevanlinna characteristic of f . The growth relation between the coefficients and the solutions of linear differential equations in the complex plane has been studied in more detail, for instance, in [6, 7, 8] .
The first author proved an analogous result to Theorem A in the unit disc D. The space A −∞ , introduced by B. Korenblum [15] , coincides with the space of all H-functions. The order of growth of a meromorphic function f in D is defined by
Theorem B ([10
The necessary part of Theorem B can also be found in [1] since the space U defined in [1] coincides with the space of all H-functions; see Section 5. Further studies on the growth of analytic solutions of (1.1) in D can be found in [3, 14, 16] .
Chr. Pommerenke found a sufficient condition for the coefficient a(z) such that all solutions of (1.2) f + a(z)f = 0 belong to the Nevanlinna class N , the meromorphic functions of bounded characteristic in D.
Theorem C ([18], Theorem 5). Let the coefficient a(z) of (1.2) be analytic in D satisfying
Then all solutions of (1.2) belong to N .
The element of the Lebesgue area measure on D is denoted by dσ z . A sufficient condition for the coefficient a(z) implying that all solutions of (1.4) f (k) + a(z)f = 0 belong to the Nevanlinna class N was found by the first author.
Theorem D ([10], Theorem 4.5). Let the coefficient a(z) of (1.4) be analytic in D satisfying
(1.5)
Then all solutions of (1.4) belong to N .
For 0 < p < ∞ and −1 < α < ∞, the weighted Bergman space A p α consists of those functions f , analytic in D, for which
The classical Bergman space A p is A p 0 . See [5] and [9] for the theory of Bergman spaces.
Theorems C and D may be stated in terms of weighted Bergman spaces.
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Theorem C . If a ∈ A 1 2 , then all solutions of (1.2) belong to N .
Theorem D .
If a ∈ A 1 k−1 , then all solutions of (1.4) belong to N . The purpose of this paper is to study the growth relation between the coefficients and the solutions of (1.1) in D. The following two problems are studied:
(1) Suppose that, for every j = 0, . . . , k−1, the coefficient a j (z) of (1.1) belongs to a certain analytic function space depending on j. Find the function space or spaces to which all solutions of (1.1) belong. (2) Suppose that all solutions of (1.1) belong to a certain analytic function space. Find the function space or spaces to which the coefficient a j (z), j = 0, . . . , k − 1, of (1.1) belongs. Problems (1) and (2) above are hereafter referred to as the direct problem and the inverse problem, respectively.
The main strategy is to first find a suitable set of conditions for the coefficients in (1.1) which force all solutions to belong to a targeted function space. These targeted spaces include the classes N and F , and the ring of all analytic functions of order of growth at most α ≥ 0. The class F of non-admissible meromorphic functions in D consists of those functions f for which
The second step is to assume conversely that all solutions belong to one of these targeted spaces, and to study what restrictions this induces on the coefficients. Ideally one would return to the same set of conditions where one started from, as is the case in Theorems A and B. The situation is, however, more complex as examples in Section 5 show. Table 1 . Summary of some of the main results. Here f denotes the generic solution of (1.1), α ≥ 0, and j = 0, . . . , k − 1.
Direct Problem Inverse Problem
For 0 < p ≤ ∞ and 0 ≤ q < ∞, the weighted Hardy space H p q consists of those functions f , analytic in D, for which
denotes the standard L p -mean of the restriction of f to the circle of radius r centered at the origin, and
The classical Hardy space H p is H p 0 , where 0 < p ≤ ∞. See [4] for the theory of Hardy spaces.
The remainder of the paper is organized as follows. In Section 2 the direct problem is studied by using two growth estimates [13] for the solutions of (1.1). For instance, Theorems C and D are generalized for the equation (1.1); see Theorems 2.1 and 2.2 below. The inverse problem is considered in Section 3 by using the standard order reduction procedure combined with integrated logarithmic derivative estimates [12] . In Section 4 the results from Sections 2 and 3 are compared, and it is shown that neither of the generalized conditions (2.1) and (2.2) below corresponding to (1.3) and (1.5) implies the other. In Section 5 a number of examples related to the results proved in Sections 2 and 3 are given. These examples demonstrate, for instance, that the results listed in Table 1 on the direct problem involving weighted Bergman spaces cannot be improved to be "if and only if". Finally, in Section 6, the case of non-homogeneous linear differential equations is briefly discussed.
Direct problem
Auxiliary results. For 0 < p < ∞, the p-characteristic of a meromorphic function f in D is defined by
see, for instance, [21] . The class N p , which can be considered as a generalized Nevanlinna class, consists of those functions f for which
The following two growth estimates for the solutions of (1.1), recently obtained in [13] , play a fundamental role in this section. Note that the proof of [ 
It is well known that an analytic function f belongs to the weighted Bergman space A 
Coefficients in weighted Bergman spaces. In [3] the direct problem is approached by combining Picard's method of successive approximations with nonintegrated logarithmic derivative estimates. Here Lemmas E and F are applied instead. The first result contains Theorems C and C as a special case.
Proof. The assertion follows by Lemma F and (2.1).
Theorems D and D are generalized in the following result.
Proof. An application of Lemma E yields
from which the assertion follows by Lemma G and (2.2).
Remark. It is shown in Section 4 that conditions (2.1) and (2.2) are not equivalent. Indeed, the spaces A The following result should be compared with [10, Theorem 6.2] and Theorem B above.
for all j = 0, . . . , k − 1, then all solutions of (1.1) are of order of growth at most α.
Proof. Lemma F with p = 1 yields
from which the assertion follows by (2.3).
Note that if (2.3) is satisfied and ρ(f ) = α for a solution f of (1.1), then f is of finite type as well.
It is now rather obvious that an analogous result to Theorem 2.3 can be obtained by using Lemma E instead of Lemma F; see Proposition 2.4 below. However, this result turns out to be a consequence of Theorem 2.3; see Section 4.
Proposition 2.4. Let 0 < α < ∞. If the analytic coefficient a j belongs to
Coefficients in weighted Hardy spaces.
If the coefficients of (1.1) belong to certain weighted Hardy spaces, then all solutions must belong to the Nevanlinna class N , to the class of non-admissible functions F , or to be of finite order. (2) is of special interest since the class F was not treated earlier.
(2) A result analogous to Proposition 2.5 can be obtained by using Lemma E instead of Lemma F. Namely, assuming a j ∈ H 1 q j and defining α as in Proposition 2.5, the assertions in Proposition 2.5 hold. However, the Hölder inequality shows 
See [13] for an alternative proof and for further discussion.
If one of the conditions
where 1 ≤ p < ∞, is satisfied, then Lemmas E and F, and the inequality
which holds for all analytic functions g in D (see [4, p. 80] ), imply that all solutions of (1.1) belong to N p . However, these two results follow by Theorems 2.2 and 2.1. Indeed, it is easy to see that if
Inverse problem
Auxiliary results. One of the standard ways to deal with the inverse problem in the complex plane is to combine the order reduction procedure with logarithmic derivative estimates. Here the same line of reasoning is applied in D with integrated logarithmic derivative estimates.
Lemma H ([12], Lemma 3.1(b))
. Let k and j be integers satisfying k > j ≥ 0, and let α be a constant satisfying
for all r 0 < r < 1.
The first step of the order reduction procedure is briefly sketched here; see [10, pp. 38-40] and [17, pp. 55-58 ] for more details. If {f 1 , . . . , f k } is a solution base of (1.1), then the first order reduction of (1.1) results in
for j = 0, . . . , k − 2. Moreover, the meromorphic functions
are linearly independent solutions of (3.1) in D.
The notation above is used in the following two lemmas.
Suppose that all solutions of (1.1) are of order of growth at most α, and that a 1,j (z), j = 0, . . . , k − 2, are the coefficients of (3.1). Denote
, and assume that that there exist r 1,0 , . . . , r 1,k−2 ∈ (0, 1) such that
Proof. Throughout the proof C > 0 denotes a constant, which is not necessarily the same at each occurrence.
for all r 0,k−1 < r < 1. Next, multiply both sides of (3.6) by (1 − |z| 2 ) α , then integrate over the annulus D \ D(0, r 0,k−1 ), and finally use the assumption (3.4) to deduce (3.16) in the case j = k − 1.
Suppose that the assertion, with corresponding constants r 0,k−1 , . . . , r 0,k−l ∈ (0, 1), is proved for
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for all m = 1, . . . , l, and the Hölder inequality yields
By Lemma H there exists r 0,k−(l+1) ∈ (R, 1), where
for all r 0,k−(l+1) < r < 1. Next, multiply both sides of (3.7) by
then integrate over the annulus D \D(0, r 0,k−(l+1) ) by using (3.8), and finally apply the Hölder inequality again (with the indices s m and q m ) and use the assumptions to conclude (3.5) in the case j = k − (l + 1). It has been proved that (3.5) holds for j = 1, . . . , k − 1. Since
The same procedure as above, with
yields (3.5) in the case j = 0.
Lemma 3.2. Let φ(r) be a continuous increasing function of r such that
for all solutions f of (1.1). Suppose that a 1,j (z), j = 0, . . . , k − 2, are the coefficients of (3.1).
, and assume that there exist r 1,0 , . . . , r 1,k−2 ∈ (0, 1) such that
for all j = 0, . . . , k − 2. Then there exist r 0,0 , . . . , r 0,k−1 ∈ (0, 1) such that
The proof of Lemma 3.2 is almost identical to the proof of Lemma 3.1, and hence it is omitted.
Coefficients in weighted Bergman spaces.
The first result in the inverse direction illustrates the sharpness of Theorem 2.1 in the case p = 1. Proof. Suppose first that k = 1, that is, (1.1) is of the form (3.14)
f + a 0 (z)f = 0.
Let f be a non-constant solution of (3.14). Since ρ(f ) = 0, for all r 0 < r < 1. Since (1 + ε)p 0 < 1, it follows that
and the assertion is proved in the case k = 1.
Define the function φ 0,ε as in (3.15), but this time for 0 < ε <
Since the solutions and hence the coefficients are analytic in D, it suffices to show that there exist r 0,0 , . . . , r 0,k−1 ∈ (0, 1) such that 
and so, by Lemma 3.1, with α = 0, and its counterparts in the subsequent order reduction steps, it follows that there exist r 0,0 , . . . , r 0,k−1 ∈ (0, 1) such that (3.16) holds for all j = 0, . . . , k − 1.
Next, Theorem 3.3 is expressed in terms of the Bergman spaces. 
Since each solution f is of order at most α by the assumption, it follows that, for all r close enough to 1,
where 0 < kp 0 < 1. The proof of Theorem 3.3 is now followed using inequality (3.19) each time Lemma H is applied. Note that meromorphic functions of order of growth at most α in D form a differential field.
After k − 1 order reduction steps applied to the differential equation (1.1) one obtains (3.17) , where a k−1,0 (z) is meromorphic in D, and all solutions of the equation are of order of growth at most α. The assertion follows similarly as in the proof of Theorem 3.3 by applying Lemma 3.1 and its counterparts in subsequent order reduction steps. 
Proof. First note that H
Therefore it suffices to show that 
for all j = 0, . . . , k − 1, and (3.21) follows. Moreover, since (3.12) implies (3.22) , to complete the proof it is only needed to check that all assumptions of Lemma 3.2 are satisfied. Relation (3.10) holds because ρ(f ) = 0. To see that (3.11) also holds, the order reduction can be used to reduce (1.1) into (3.17) by modifying the reasoning at the end of the proof of Theorem 3.3, using Lemma 3.2 in place of Lemma 3.1.
The case when all solutions of (1.1) are of order at most α, 0 < α < ∞, can be similarly dealt with 
Although the H p q -results concerning the direct problem are weaker than the corresponding A p α -results, it is interesting to find that this is not the case with the inverse problem. See Section 4 for more details.
Comparison
The results obtained in the previous two sections are now further analyzed. The first result shows that the spaces A ( 
Proof of Theorem 4.1.
(1) If 0 < p < 1, then, by the Hölder inequality,
for all j = 0, . . . , k − 1, then all solutions of (1.1) belong to N p .
The following proposition shows that Theorem 2.3 is better than Proposition 2.4 in the case k ≥ 2. Proposition 4.3. Let 1 < m < ∞ and 0 < α < ∞. Then
Proof. By the Hölder inequality,
and therefore
shows that the inclusion is strict.
Finally it is shown that Theorems 3.7 and 3.8 imply Corollaries 3.4 and 3.6, respectively. The second example is a modification of Example 2 in [18] . It shows that condition (1.3) is the best possible in the sense that the exponent 1 2 cannot be replaced by a smaller number.
Example 5.2. Let g(z) = 1−z and h(z)
h(z) are linearly independent solutions of (1.2), where
and so h ∈ N . By the first fundamental theorem of Nevanlinna theory, it follows that
The third example addresses the question of whether it is still possible to determine when all solutions of (1.2) belong to the Nevanlinna class, even though condition (1.3) fails to be satisfied. ∈ F \ N ) , then, by the first fundamental theorem of Nevanlinna theory,
is non-negative for 0 ≤ θ ≤ 2π, and it follows that h ∈ N and
where
and it follows that 
where U is the space defined in [1] . Assume first that f ∈ U p . By the mean value property of analytic functions, the inequality
Multiplying both sides by r and integrating, it follows that 
are linearly independent solutions of (1.2), where
Since ρ(f 1 ) = ρ(f 2 ) = α, all non-trivial solutions are of order of growth at most α. However, there are constants C 1 , C 2 > 0, depending only on α, such that
and it follows that a ∈ A 1 2 α .
Non-homogeneous equations
Consider the non-homogeneous differential equation
and the associated homogeneous differential equation
where a 0 (z), . . . , a k−1 (z) and H(z) are analytic in D. If {f 1 , . . . , f k } is a fundamental system of solutions of (6.2), then all solutions of (6.1) are of the form
where C 1 , . . . , C k ∈ C are arbitrary and f p is the particular solution of (6.1). Moreover, by [17, p. 145],
where B 1 , . . . , B k are analytic functions in D such that 
where (6.7) has been used.
Next, the problem of when all solutions of (6.1) belong to a given function space, denoted by FS , is discussed. The reasoning in the proof of Proposition 6.1 works, provided that FS has the following properties: To generalize Corollary 2.6(2) for the non-homogeneous equations, the essential step is, as earlier, to prove that the primitive function Φ(z) of a k−1 ∈ H 1 1 satisfies e Φ ∈ F . This is, however, clearly true.
Inverse problem. This section is completed by considering the inverse problem when all solutions either are of order of growth at most α or belong to F .
(i) Suppose that all solutions of (6.1) are analytic in D and of order at most α. Using the notation introduced in the beginning of the present section, the functions f 1 , . . . , f k , f p are analytic in D and of order at most α. It remains to show that H(z) is of order at most α. Suppose on the contrary that ρ(H) > α. Then, as the coefficients a 0 (z), . . . , a k−1 (z) of (6.1) are H-functions, and hence of order zero, elementary facts from Nevanlinna theory applied to (6.1) show that ρ(f p ) > α, which is a contradiction. (ii) Suppose then that f 1 , . . . , f k , f p ∈ F . Noting that H-functions are nonadmissible and that F is a differential field, a reasoning similar to the one in (i) above shows that H ∈ F .
