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ASYMPTOTIC BEHAVIOR OF LARGE EIGENVALUES
OF JAYNES–CUMMINGS TYPE MODELS
ANNE BOUTET DE MONVEL1 AND LECH ZIELINSKI2
Abstract. We consider a class of unbounded self-adjoint operators including the Hamilton-
ian of the Jaynes–Cummings model without the rotating-wave approximation (RWA). The
corresponding operators are defined by infinite Jacobi matrices with discrete spectrum. Our
purpose is to give the asymptotic behavior of large eigenvalues.
1. Introduction
1.1. Jaynes–Cummings model. We call “Jaynes–Cummings model” a self-adjoint operator J
defined in l2(N∗) by an infinite real Jacobi matrix
J =

d(1) a(1) 0 0 . . .
a(1) d(2) a(2) 0 . . .
0 a(2) d(3) a(3) . . .
0 0 a(3) d(4) . . .
...
...
...
...
. . .
 (1.1)
whose entries are of the form
d(k) = k + (−1)kρ (1.2a)
a(k) = a1k
1/2 (1.2b)
where ρ and a1 > 0 are real constants. The study of this kind of operators is motivated by the
Hamiltonian of the Jaynes–Cummings model without the rotating-wave approximation (RWA)
(see È. A. Tur [9]).
The self-adjoint operator J associated to the Jacobi matrix (1.1) acts on l2(N∗) by
(Jx)(k) = d(k)x(k) + a(k)x(k + 1) + a(k − 1)x(k − 1) (1.3)
(x(0) = a(0) = 0). It is defined on D := {x ∈ l2(N∗) : ∑∞k=1 d(k)2|x(k)|2 < ∞}. According to
(1.2) the diagonal entries d(k) are dominant and tend to ∞ with k. The self-adjoint operator J
is then bounded from below with compact resolvent (see [6]), and we denote by
λ1(J) ≤ · · · ≤ λn(J) ≤ λn+1(J) ≤ . . .
its eigenvalues, enumerated in non-decreasing order, counting multiplicities. The aim of this
paper is to describe the asymptotic behavior of λn(J) when n→∞.
Theorem 1.1 (Jaynes–Cummings model). Let J be the self-adjoint operator defined by (1.3)
with {
d(k) = k + (−1)kρ
a(k) = a1k
1/2
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where ρ and a1 > 0 are real constants. We assume |ρ| < 1/2. Then the n-th eigenvalue λn(J)
has the large n asymptotics
λn(J) = n− a21 +O(n−1/4 lnn). (1.4)
In Section 1.2 we compare our results with other known results. In Section 1.3 we state
Theorem 1.2 which is a generalization of Theorem 1.1 motivated by the paper of A. Boutet de
Monvel, S. Naboko, L. O. Silva [1]. Theorem 1.2 gives the large n asymptotics of λn(J) for Jacobi
matrices (1.1) whose entries are of the form
d(k) = k + v(k) (1.5a)
a(k) = a1k
γ + a′1k
γ−1 +O(kγ−2) (1.5b)
where v : N∗ → R is periodic and a1 > 0, a′1, and 0 < γ ≤ 1/2 are real constants. Section 1.4
gives the plan of the paper. Section 1.5 lists the main notations.
1.2. Modified Jaynes-Cummings models. In this section we recall known results about the
asymptotic behavior of large eigenvalues for “modified Jaynes–Cummings models”, i.e., for Jacobi
matrices (1.1) with entries of the form{
d(k) = kα + v(k)
a(k) = a1k
γ
(1.6)
where α > γ > 0, a1 > 0 are real constants, and v : N∗ → R is periodic. It turns out that the
large n asymptotic behavior of λn(J) strongly depends on whether α− γ > 1 or not.
Asymptotics of large eigenvalues with persistent periodic oscillations. In the easy case α− γ > 1
it is possible to apply approximation methods based on the idea of successive diagonalizations
which was first applied to the problem of eigenvalue asymptotics of Jacobi matrices in the paper of
J. Janas and S. Naboko [7]. The name “modified Jaynes-Cummings models” was then introduced
in the paper of A. Boutet de Monvel, S. Naboko, L. O. Silva [1] treating the case of entries of
the form (1.6) with α = 2 and γ = 12 . The asymptotic behavior obtained in [1] in that case was
λn(J) = n
2 + v(n) + O(n−1).
More general results of M. Malejki [8] and A. Boutet de Monvel, L. Zielinski [3] for the case of
entries of the form (1.6) give as large n asymptotics
λn(J) = n
α + v(n) + O(nγ−2κ + n2γ−α)
where κ := α− 1− γ > 0. Moreover, under the additional conditions α ≤ 2 and γ < 23 (α− 1) we
have α− 2γ > 0 and 2κ− γ = 2(α− 1)− 3γ > 0, hence we obtain the asymptotic behavior
λn(J)− nα = v(n) + o(1) (1.7)
reflecting the oscillations determined by the periodic nature of v.
Asymptotics of large eigenvalues without periodic oscillations. The case α = 1 and 0 < γ ≤ 1/2
investigated in this paper exhibits a radical change in the asymptotic behavior of λn(J). The
new phenomenon is the absence of periodic oscillations of large eigenvalues. This phenomenon
was already described in our earlier paper [5] treating the case α = 1 and 0 < γ < 12 . In this
paper we follow the general framework of [5] but in order to address the case γ = 12 we need
to improve the remainder estimates. To that end, we refine our approach constructing suitable
approximations by means of truncated Fourier series. After submission of this paper we learned
about [10] where (1.4) is proved, but with a weaker estimate.
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1.3. Jaynes–Cummings type models. In this paper we consider “Jaynes–Cummings type
models”, i.e., Jacobi matrices (1.1) with entries of type
d(k) = k + v(k),
a(k) ≍ kγ ,
where v : N∗ → R is periodic of period N ≥ 1 and 0 < γ ≤ 1/2. Let us denote by
〈v〉 := 1
N
∑
1≤k≤N
v(k)
the “mean value” of v and by
ρN = ρN(v) := max
1≤k≤N
|v(k)− 〈v〉|. (1.8)
the maximum mean absolute deviation.
Assumptions. (H1) v is “weakly dispersive”, in the sense that
ρN <
{
1
2 if N = 2,
1
pi
√
N
if N ≥ 3. (1.9)
(H2) a(k) ≍ kγ with C2 regularity, i.e.,
ckγ ≤ a(k) ≤ Ckγ (1.10a)
|δa(k)| ≤ C′kγ−1 (1.10b)
|δ2a(k)| ≤ C′′kγ−2 (1.10c)
for some real constants C, C′, C′′, c > 0. Here
δa(k) := a(k + 1)− a(k) and δ2a(k) := a(k + 2)− 2a(k + 1) + a(k).
Remark. In particular, (H2) is satisfied if the large k behavior of a(k) is given by (1.5b).
Theorem 1.2 (Jaynes–Cummings type model). Let J be the self-adjoint operator defined in
l2(N∗) by (1.3) where
(i) d(k) = k + v(k) with v real-valued, N -periodic, and satisfying (H1), i.e., (1.9).
(ii) a(k) ≍ kγ satisfies (H2), i.e., (1.10) with 0 < γ ≤ 1/2.
Then its n-th eigenvalue λn(J) has the large n asymptotics
λn(J) = n+ 〈v〉 + a(n− 1)2 − a(n)2 +O(n−γ/2 lnn). (1.11)
Remark. Let us notice that hypotheses (H2), precisely (1.10a) and (1.10b), imply
a(n− 1)2 − a(n)2 = −(a(n− 1) + a(n))δa(n− 1) = O(n2γ−1) = O(1) as n→∞.
For the Jaynes–Cummings model, a(k) = a1k1/2, so we even have a(n − 1)2 − a(n)2 = −a21 =
const.
Proof of Theorem 1.2 =⇒ Theorem 1.1. The Jaynes–Cummings model satisfies assumption (H2)
with γ = 1/2. It satisfies also (H1) with N = 2, 〈v〉 = 0 and ρ2 = |ρ|. Moreover, as noted above,
a(n− 1)2 − a(n)2 = −a21, thus the asymptotic formula (1.11) becomes (1.4). 
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1.4. Plan of the paper. In Section 2 we define operators Jn which are easier to investigate
than J and such that, by Proposition 12.1, the n-th eigenvalue of J is well approximated by a
suitable eigenvalue of Jn. Thus, to get Theorem 1.2 it remains to prove the asymptotic formula
for Jn stated in Theorem 2.1. To summarize:
Prop. 12.1
Thm. 2.1
}
=⇒ Thm. 1.2 =⇒ Thm. 1.1.
The proof of Theorem 2.1 is completed in Section 11 according to the schema
Prop. 3.1⇒ Prop. 4.1
Prop. 5.2 & Prop. 11.1
}
=⇒ Thm. 2.1.
That corresponds to the following four steps:
Step 1. In Section 3 we prove Proposition 3.1 which is Theorem 2.1 in the case without periodic
modulation, i.e., when v ≡ 0.
Step 2. In Section 4 we prove Proposition 4.1 which gives some preliminary information about
the spectrum of Jn obtained by the min-max principle.
Step 3. In Section 5 we replace the operators Jn by operators Ln obtained by conjugation with
suitable unitary operators eiBn . Proposition 5.2 states a trace estimate for those operators Ln.
Its proof is given in Sections 6-10.
Step 4. In Section 11 we prove Proposition 11.1 which is the final ingredient of the proof of
Theorem 2.1.
To end this section we give some details about the proof of the trace estimate of Proposition
5.2 which is the central part of our approach. We start the proof of Proposition 5.2 in Section 6
by proving three lemmas that allow us to replace Proposition 5.2 by Proposition 6.4:
Lem. 6.1-6.3
Prop. 6.4
}
=⇒ Prop. 5.2.
In Section 7 we introduce a class of operators defined by Fourier transform and used in Section
8 to construct an approximation of eiBn . This construction is used in Sections 9 & 10 to give
approximations of terms figuring in Proposition 6.4 by means of oscillatory integrals. That allow
us to complete the proof of Proposition 6.4 by application of the stationary phase method.
1.5. Notations. Let H be a Hilbert space.
• B(H) is the algebra of bounded operators on H equipped with the operator norm ‖ · ‖B(H),
• If Q ∈ B(H) we also simply denote ‖Q‖. Moreover, ReQ := 12 (Q+Q∗) and ImQ := 12i (Q−Q∗).• B1(H) ⊂ B(H) is the ideal of trace class operators equipped with the norm ‖Q‖B1(H) :=
tr
√
Q∗Q.
Throughout the paper, we also use the following notations:
• N = {0, 1, . . .} is the set of nonnegative integers, N∗ = {1, 2, . . .} is the set of positive integers.
• l2(Z) is the Hilbert space of square-summable complex sequences x : Z→ C with scalar product
〈x, y〉 :=∑k∈Z x(k)y(k) and norm ‖x‖l2(Z) :=√〈x, x〉.
• {en}n∈Z denotes the canonical basis of l2(Z), i.e., en(j) = δj,n.
• H(j, k) := 〈ej , Hek〉, j, k ∈ Z denote the matrix elements of an operator H acting on l2(Z) and
defined on its canonical basis.
• l2(N∗) is the Hilbert space of square-summable sequences x : N∗ → C equipped with the scalar
product 〈x, y〉 := ∑∞k=1 x(k)y(k) and the norm ‖x‖l2(N∗) := √〈x, x〉. It is identified with the
closed subspace of l2(Z) generated by {en}n∈N∗ , i.e. with {x ∈ l2(Z) : x(k) = 0 for any k ≤ 0}.
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We also define operators acting on l2(Z) or l2(N∗):
• The shift S ∈ B(l2(Z)) is defined by (Sx)(k) = x(k − 1), k ∈ Z. In particular Sen = en+1.
• Λ acts on l2(Z) by (Λx)(k) = kx(k), k ∈ Z for any x such that (kx(k))k∈Z ∈ l2(Z).
• For any b : Z → C we define b(Λ) by functional calculus, i.e., b(Λ) is closed in l2(Z) and such
that b(Λ)ek = b(k)ek, k ∈ Z.
• S+ and Λ+ denote the respective restrictions of S and Λ to l2(N∗).
• If L is a self-adjoint operator which is bounded from below with compact resolvent we denote
λ1(L) ≤ · · · ≤ λn(L) ≤ λn+1(L) ≤ . . .
its eigenvalues, enumerated in non-decreasing order, counting multiplicities.
Throughout the paper n ∈ N∗ is the large parameter involved in the asymptotics (1.4) or (1.11).
All error estimates are considered with respect to n ≥ 1 and some statements will be established
only for n ≥ n0, where n0 is some large enough constant.
2. Operators Jn
2.1. Plan of Section 2. In Section 2.2 we define auxiliary operators Jn, n ≥ 1. In Section
2.3 we state Theorem 2.1 which gives the asymptotic formula for the nth eigenvalue of Jn. We
finally sketch a proof of Theorem 1.2 based on Theorem 2.1 and Proposition 12.1.
The operators Jn act on l2(Z) by Jacobi matrices with entries {dn(k)}k∈Z, {an(k)}k∈Z that
are obtained from {d(k)}∞k=1, {a(k)}∞k=1 by cut-offs and linearizations, see (2.2).
2.2. Definition of Jn. It depends on the choice of a cut-off function θ0 ∈ C∞(R) such that
θ0(t) = 1 if |t| ≤ 16
θ0(t) = 0 if |t| ≥ 15
0 ≤ θ0(t) ≤ 1 otherwise.
(2.1a)
From now on we fix such a cut-off function. Then, for τ > 0 we denote
θτ,n(s) := θ0
(
s− n
τ
)
(2.1b)
and define dn, an : Z→ R by
dn(k) := k + v(k)θn,n(k)
2, (2.2a)
an(k) := (a(n) + (k − n)δa(n)) θ2n,n(k). (2.2b)
Let us notice that dn(n) = d(n), an(n) = a(n), and
dn(k) =
{
d(k) if |k − n| ≤ n6
k if |k − n| ≥ n5 .
(2.2c)
an(k) =
{
a(n) + (k − n)δa(n) if |k − n| ≤ n3
0 if |k − n| ≥ 2n5 ,
(2.2d)
These modifications allow important simplifications. They ensure the large n estimates (12.1),
i.e.
sup
k∈Z
|δman(k)| = O(nγ−m), m = 0, 1, 2
which are useful to control errors with respect to the large parameter n. Moreover, the replace-
ment of a(k) by its linearization at n for k close to n allows a very simple composition formula
in Lemma 7.4, which is essential in the analysis developed in Sections 8-10.
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With these dn(k)’s and an(k)’s we consider the self-adjoint operator Jn acting on l2(Z) by
(Jnx)(k) = dn(k)x(k) + an(k)x(k + 1) + an(k − 1)x(k − 1), (2.3)
for x such that (kx(k))k∈Z ∈ l2(Z). Its matrix in the canonical basis (ek)k∈Z is of the form
Jn =

. . .
...
...
...
· · ·−2 0 0
· · · 0 −1 0
· · · 0 0 0
0
0 J+n

where the blocks 0 are identically zero and where the block
J+n =

dn(1) an(1) 0 0 . . .
an(1) dn(2) an(2) 0 . . .
0 an(2) dn(3) an(3) . . .
0 0 an(3) dn(4) . . .
...
...
...
...
. . .

is its restriction to l2(N∗). The spectrum of Jn is clearly
σ(Jn) = σ(J
+
n ) ∪ {k ∈ Z : k ≤ 0}.
Further on, we write σ(Jn) = {λk(Jn)}k∈Z with
λk(Jn) =
{
λk(J
+
n ) if k ≥ 1,
k if k ≤ 0,
where λ1(J+n ) ≤ · · · ≤ λk(J+n ) ≤ λk+1(J+n ) ≤ . . . denote the eigenvalues of J+n , enumerated in
non-decreasing order, counting multiplicities.
2.3. Asymptotic behavior of λn(Jn).
Theorem 2.1. Let (d(k))k∈Z and (a(k))k∈Z be as in Theorem 1.2 with 〈v〉 = 0, and Jn,
{λk(Jn)}k∈Z as above. Then one has the large n estimate
λn(Jn) = l(n) + O(n
−γ/2 lnn) (2.4a)
l(n) := n+ an(n− 1)2 − an(n)2. (2.4b)
Proof. See Section 11. 
Proof of Theorem 2.1 =⇒ Theorem 1.2. (i) We have λn(J − 〈v〉) = λn(J)− 〈v〉. Thus, to prove
Theorem 1.2 we can assume 〈v〉 = 0.
(ii) Proposition 12.1 states the estimate
λn(J) = λn(Jn) + O(n
3γ−2).
In other words the left-hand sides of (1.11) and (2.4a), i.e. λn(J) and λn(Jn) are the same modulo
O(n3γ−2), a fortiori modulo O(n−γ/2 lnn) since γ ≤ 1/2 implies 3γ − 2 < −γ/2.
(iii) Lemma 12.4 for k = n − 1 gives the large n estimates a(n − 1) − a(n) = O(nγ−1) and
a(n − 1) − an(n − 1) = O(nγ−2), by (12.4a) and (12.4b), respectively. Since a(n) = O(nγ) we
have the same estimate for a(n− 1) and an(n− 1). Thus, a(n− 1)2−an(n− 1)2 = O(n2γ−2) and
an(n− 1)2 − an(n)2 = a(n− 1)2 − a(n)2 +O(n2γ−2). (2.5)
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Since γ ≤ 1/2 implies 2γ − 2 < −γ/2 this relation holds a fortiori modulo O(n−γ/2 lnn). That
proves that the right-hand sides of (1.11) and (2.4a) are the same modulo O(n−γ/2 lnn).
(iv) By (ii) and (iii) (2.4a) =⇒ (1.11), i.e. Theorem 2.1 =⇒ Theorem 1.2 with 〈v〉 = 0. 
3. Theorem 2.1 when v ≡ 0
3.1. Plan of Section 3. The aim of this section is to prove Proposition 3.1 which says that
Theorem 2.1 holds when v ≡ 0. Since the proof is based on the min-max principle we consider
operators acting on l2(N∗). In Section 3.2 we state Proposition 3.1 and we explain the idea of
the proof. In Section 3.3 we show a useful property of
ln(k) := k + an(k − 1)2 − an(k)2, k ≥ 1. (3.1)
Note that ln(n) = l(n) where l(n) is defined by (2.4b). The proof of Proposition 3.1 is completed
in Section 3.4.
3.2. Main result. We consider the operator J+0,n : D → l2(N∗) defined by
(J+0,nx)(k) = kx(k) + an(k)x(k + 1) + an(k − 1)x(k − 1),
where an(k) is given by (2.2b). Thus J
+
0,n coincides with J
+
n if v ≡ 0 and Theorem 2.1 in that
case follows from Proposition 3.1.
Proposition 3.1. If ln(k) is given by (3.1), then
sup
k∈N∗
|λk(J+0,n)− ln(k)| = O(n3γ−2). (3.2)
Sketch of proof. A complete proof is given in Section 3.4. The proof is similar to the first step
of the successive diagonalization method [2]. We observe that
J+0,n = Λ
+ +A+n (3.3)
where A+n is the finite rank operator defined by the matrix
A+n =

0 an(1) 0 0 . . .
an(1) 0 an(2) 0 . . .
0 an(2) 0 an(3) . . .
0 0 an(3) 0 . . .
...
...
...
...
. . .
 (3.4)
In Section 3.4 we define self-adjoint operators B+n such that the difference
R+n := e
iB+n J+0,ne
−iB+n − ln(Λ+) (3.5)
can be estimated by
‖R+n ‖B(l2(N∗)) = O(n3γ−2). (3.6)
By the min-max principle,
|λk(ln(Λ+) +R+n )− λk(ln(Λ+))| ≤ ‖R+n ‖B(l2(N∗)),
hence the estimate (3.2) follows from (3.6) and from the relations
λk(ln(Λ
+) +R+n ) = λk(J
+
0,n)
λk(ln(Λ
+)) = ln(k) for n ≥ n1, (3.7)
where n1 is some large enough integer and k ≥ 1. This equality (3.7) follows from σ(ln(Λ+)) =
{ln(k)}∞k=1 and from Lemma 3.2 below. By this lemma we can indeed find n1 such that
n ≥ n1 =⇒ ln(k) < ln(k + 1) for all k ∈ N∗. 
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3.3. The sequence (ln(k))∞k=1 is increasing for large n.
Lemma 3.2. Let (ln(k))
∞
k=1 be defined by (3.1). For any ε > 0 there exists n(ε) such that
|ln(k + 1)− ln(k)− 1| < ε (3.8)
holds for any n ≥ n(ε) and all k ∈ N∗.
Proof. We write
ln(k) = k + a1,n(k) (3.9a)
a1,n(k) := an(k − 1)2 − an(k)2. (3.9b)
Thus,
a1,n(k) = −
(
an(k − 1) + an(k)
)
δan(k − 1),
δa1,n(k) = −
(
δan(k − 1) + δan(k)
)
δan(k)−
(
an(k − 1) + an(k)
)
δ2an(k − 1).
Under (H2) Lemma 12.2 states estimates (12.1), i.e. supk≥1|δman(k)| ≤ C˜nγ−m for m = 0, 1, 2.
It follows that
sup
k≥1
|a1,n(k)| ≤ Cn2γ−1 and sup
k≥1
|δa1,n(k)| ≤ C0n2γ−2
for some constants C, C0 > 0. Therefore,
sup
k≥1
|ln(k + 1)− ln(k)− 1| ≤ C0n2γ−2. (3.10)
We complete the proof choosing n(ε) such that C0n(ε)2γ−2 < ε. 
3.4. Proof of Proposition 3.1. We consider the operators
B+n :=

0 ian(1) 0 0 . . .
−ian(1) 0 ian(2) 0 . . .
0 −ian(2) 0 ian(3) . . .
0 0 −ian(3) 0 . . .
...
...
...
...
. . .
 (3.11)
Step 1. We claim that i(Λ+B+n −B+n Λ+) = [iΛ+, B+n ] = A+n where A+n is given by (3.4).
Proof. Writing A+n = 2Re(S
+an(Λ
+)) and B+n = 2 Im(S
+an(Λ
+)) we get
[iB+n ,Λ
+] = 2Re[S+an(Λ
+),Λ+] = 2Re[S+,Λ+]an(Λ
+).
Now it suffices to observe that [S+,Λ+] = −S+. 
Step 2. We claim that [iB+n , A
+
n ] = 2 a1,n(Λ
+) where a1,n is as in (3.9b).
Proof. We observe that [iB+n , A
+
n ] = 2Re[S
+an(Λ
+), A+n ] and
[S+an(Λ
+), A+n ] = [S
+an(Λ
+), S+an(Λ
+) + an(Λ
+)(S+)∗]
= S+an(Λ
+)2(S+)∗ − an(Λ+)(S+)∗S+an(Λ+)
= an(Λ
+ − I)2 − an(Λ+)2.
Step 3. As explained at the end of Section 3.2 it remains to prove (3.6).
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Proof. Recall (3.6) is the estimate ‖R+n ‖B(l2(N∗)) = O(n3γ−2) where, according to (3.5) and (3.3),
R+n = e
iB+n J+0,ne
−iB+n − ln(Λ+) with J+0,n = Λ+ +A+n .
In order to prove (3.6) we denote J0,n(t) := Λ+ + tA+n for t ∈ R and introduce
Gn(t) := e
itB+n J0,n(t)e
−itB+n .
Then we get
∂tGn(t) = e
itB+n
(
dB+n
J0,n(t)
)
e−itB
+
n ,
Using Steps 1 and 2 for the last equality below we find that
dB+n
J0,n(t) := ∂tJ0,n(t) + [iB
+
n , J0,n(t)]
= A+n + [iB
+
n , Λ
+] + t [iB+n , A
+
n ]
= 2t a1,n(Λ
+).
Hence we can write
∂tGn(t) = 2t
(
a1,n(Λ
+) +Rn(t)
)
with
Rn(t) := e
itB+n a1,n(Λ
+)e−itB
+
n − a1,n(Λ+)
=
∫ 1
0
eistB
+
n [iB+n , a1,n(Λ
+)]e−istB
+
n ds.
Since ‖[S+, a1,n(Λ+)]‖B(l2(N∗)) = ‖(δa1,n)(Λ+)]‖B(l2(N∗)) = O(n2γ−2), it is clear that
‖Rn(t)‖B(l2(N∗)) ≤ ‖[B+n , a1,n(Λ+)]‖B(l2(N∗)) = O(n3γ−2). (3.12)
Using (3.9a), i.e. ln(k) = k+a1,n(k), we find that R+n := e
iB+n J+0,ne
−itB+n − ln(Λ+) can be written
R+n = e
iB+n J+0,ne
−iB+n − Λ+ − a1,n(Λ+)
= Gn(1)−Gn(0)− a1,n(Λ+)
=
∫ 1
0
2t
(
a1,n(Λ
+) + Rn(t)
)
dt− a1,n(Λ+)
=
∫ 1
0
2tRn(t)dt.
Hence (3.6) follows from (3.12).
4. Properties of the spectrum of Jn
4.1. Plan of Section 4. The purpose of this section is to prove two properties of the spectrum
of Jn given in Proposition 4.1 which is stated in Section 4.2. The proof of the first property is
given in Section 4.3 and the proof of the second one is given in Section 4.4.
4.2. Main result.
Proposition 4.1 (estimates for eigenvalues of Jn). Assume that the operators Jn are as in
Theorem 2.1 and ρN is given by (1.8) with 〈v〉 = 0, i.e.
ρN = max
1≤k≤N
|v(k)|. (4.1)
(a) If C0 is large enough, then
sup
k≥1
|λk(Jn)− ln(k)| ≤ ρN + C0n3γ−2. (4.2)
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(b) If n1 is large enough, then for n ≥ n1 one has
sup
k≥1
|λk+N (Jn)− λk(Jn)−N | = O(nγ−1). (4.3)
Remarks. (i) We will deduce (4.2) from Proposition 3.1 by application of the min-max principle.
(ii) Let k ≥ 1. For C > 0 we define the intervals
∆Ck,n := [ln(k)− ρN − Cnγ−1, ln(k) + ρN + Cnγ−1]. (4.4)
Since the hypothesis ρN < 12 allows us to use (3.8) from Lemma 3.2 with 0 < ε <
1
2 − ρN we find
ln(k + 1)− ln(k) ≥ 2ρN + ε
for n ≥ n(ε). Therefore choosing nC large enough to ensure 2Cnγ−1C < ε we obtain
n ≥ nC =⇒ ∆Ck,n ∩∆Ck+1,n = ∅.
Since 3γ − 2 ≤ γ − 1, (4.2) implies that there exists C0 > 0 such that λk(Jn) ∈ ∆C0k,n, hence
n ≥ nC0 =⇒ σ(Jn) ∩∆C0k,n = {λk(Jn)}.
This localisation of λk(Jn) is crucial for the proof of (4.3) given in Section 4.4.
4.3. Proof of Proposition 4.1 (a). Let us note that λk(Jn) = λk(J+n ) for k ≥ 1. Moreover,
J+n = J
+
0,n + vn(Λ
+) with
vn(k) := v(k)θ
2
n,n(k). (4.5)
Then, by the min-max principle and (4.1) we get
|λk(J+n )− λk(J+0,n)| ≤ ‖vn(Λ+)‖B(l2(N∗)) ≤ ρN ,
and (4.2) follows using estimate (3.2) from Proposition 3.1.
4.4. Proof of Proposition 4.1 (b).
Step 1. Let C′ be large enough. Then there is nC′ such that
n ≥ nC′ =⇒ λk(Jn) +N ∈ ∆C′k+N,n.
Proof. By definition (4.4) of ∆Cj,n it suffices to show the estimate
|λk(Jn) +N − ln(k +N)| ≤ C′nγ−1 + ρN . (4.6)
The left-hand side of (4.6) can be estimated by
|λk(Jn)− ln(k)|+ |ln(k) +N − ln(k +N)|. (4.7)
It remains to observe that the first term of (4.7) can be estimated by ρN + C0n3γ−2 due to
Proposition 4.1 (a) and the second term of (4.7) can be estimated by C′0n
2γ−2 due to (3.10).
Step 2. We claim that
‖S−NJnSN − Jn −N‖ ≤ C′′nγ−1.
Proof. Using S−Nan(Λ)SN = an(Λ +N) we get
‖S−Nan(Λ)SN − an(Λ)‖ = O(nγ−1)
from |an(λ+N)− an(λ)| ≤ Cnγ−1, and using S−Nv(Λ)SN = v(Λ) we get
‖S−Nvn(Λ)SN − vn(Λ)‖ = O(n−1).
Step 3. We finally check that
λk+N (Jn) ∈ ∆◦k,n :=
[
λk(Jn) +N − C′′nγ−1, λk(Jn) +N + C′′nγ−1
]
(4.8)
holds for n ≥ n0 if n0 and C′′ are large enough.
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Proof. Let C′′ be as in Step 2. If Rn := S−NJnSN − Jn −N , then by the min-max principle,
σ(Jn) = σ(S
−NJnSN ) = σ(Jn +N +Rn) ⊂
⋃
j∈Z
∆◦j,n.
Let C′ be as in Step 1 and Cˆ > C′ + C′′. Then
n ≥ nCˆ =⇒ ∆◦k,n ⊂ ∆Cˆk+N,n (4.9)
if nCˆ is large enough. If moreover Cˆ ≥ C0 with C0 as in (4.2), then
n ≥ nCˆ =⇒
(
λj(Jn) ∈ ∆Cˆj,n & ∆Cˆk,n ∩∆Cˆk+1,n = ∅
)
(4.10)
for every j, k ∈ Z. Using (4.10) with j = k +N and (4.9) we obtain (4.8) writing
λk+N (Jn) ∈ σ(Jn) ∩∆Cˆk+N,n ⊂
⋃
j∈Z
∆◦j,n ∩∆Cˆk+N,n = ∆◦k,n for n ≥ nCˆ .
5. Operators Ln
5.1. Plan of Section 5. In Section 3 we obtained asymptotic estimates of eigenvalues when
v ≡ 0 by reducing the off-diagonal entries through suitable conjugations with eiB+n . We follow
the same method to manage the general case.
In Section 5.2 we use eiB
+
n from Section 3.4 to replace Jn by Ln. In Section 5.3 we state
properties of the spectrum of Ln. In Section 5.4 we state Proposition 5.2 which is the most
important ingredient of the proof of Theorem 2.1. The proof of Proposition 5.2 begins in Section 6
and ends in Section 10.
5.2. Definition of Ln. We define the operator Ln acting on l2(Z) by
Ln := ln(Λ) + V˜n
where
ln(k) =
{
k + an(k − 1)2 − an(k)2 if k ≥ 1,
k if k ≤ 0 (5.1)
with an(k) defined in (2.2b) and
V˜n := e
iBnvn(Λ)e
−iBn (5.2)
Bn := i
(
an(Λ)S
−1 − San(Λ)
)
=
(
0 0
0 B+n
)
. (5.3)
The restriction B+n to l
2(N∗) was already defined by (3.11) in Section 3.4. Similarly,
Ln =

. . .
...
...
...
· · · −2 0 0
· · · 0 −1 0
· · · 0 0 0
0
0 L+n

The restriction L+n to l
2(N∗) is given by
L+n := ln(Λ
+) + V˜ +n (5.4a)
V˜ +n := e
iB+n vn(Λ
+)e−iB
+
n . (5.4b)
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The spectrum of Ln is clearly
σ(Ln) = σ(L
+
n ) ∪ {k ∈ Z : k ≤ 0}.
Further on, we write σ(Ln) = {λk(Ln)}k∈Z with
λk(Ln) =
{
λk(L
+
n ) if k ≥ 1,
k if k ≤ 0.
5.3. Properties of the spectrum of Ln.
Proposition 5.1 (estimates for λk(Ln)). Let Ln and {λk(Ln)}k∈Z be as in Section 5.2.
(a) Estimate (2.4a) from Theorem 2.1 is equivalent to
λn(Ln) = ln(n) + O(n
−γ/2 lnn). (5.5)
(b) If C is large enough, then
sup
k≥1
|λk(Ln)− ln(k)| ≤ ρN + Cn3γ−2. (5.6)
(c) If n1 is large enough, then for n ≥ n1 one has
sup
k≥1
|λk+N (Ln)− λk(Ln)−N | = O(nγ−1). (5.7)
Proof. This proposition translates estimates for Jn into estimates for Ln through the key estimate
sup
k≥1
|λk(Jn)− λk(Ln)| = O(n3γ−2). (5.8)
Apply (5.8) to translate each of the three estimates (2.4a), (4.2), and (4.3), the first one from
Theorem 2.1 and the other two from Proposition 4.1. Statements (b) and (c) are thus corollaries
of Proposition 4.1.
It remains to prove (5.8). Let k ≥ 1. We have λk(Ln) = λk(L+n ) and λk(Jn) = λk(J+n ) =
λk(e
iB+n J+n e
−iB+n ). Moreover, using J+n = J
+
0,n + vn(Λ
+) together with (3.5), (5.4b), and (5.4a)
that define R+n , V˜
+
n , and L
+
n we find
eiB
+
n J+n e
−iB+n = ln(Λ+) +R+n + V˜
+
n = L
+
n +R
+
n .
Finally, by the min-max principle and estimate (3.6) of ‖R+n ‖B(l2(N∗)):
sup
k≥1
|λk(Jn)− λk(Ln)| = sup
k≥1
|λk(L+n +R+n )− λk(L+n )| ≤ ‖R+n ‖B(l2(N∗)) = O(n3γ−2). 
5.4. A trace estimate. We denote L0,n := ln(Λ) and we want to compare the spectrum of
Ln := L0,n + V˜n (5.9)
with that of L0,n which is {ln(k)}k∈Z for n ≥ n0. For this purpose we consider the expression
G0n :=
∑
k∈Z
(
χ(λk(Ln)− ln(n))− χ(ln(k)− ln(n))
)
, (5.10a)
with χ ∈ S(R), where S(R) denotes the Schwartz class of rapidly decreasing functions on R. Let
us observe that G0n can be written as a trace:
G0n = tr
(
χ(Ln − l(n))− χ(L0,n − l(n))
)
, (5.10b)
where, as already noted, l(n) = ln(n) = n+ an(n− 1)2 − an(n)2.
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Proposition 5.2 (trace estimate). Let χ ∈ S(R) be such that its Fourier transform
χˆ(t) :=
∫ ∞
−∞
χ(λ)e−itλ
dλ
2pi
(5.11)
has compact support. If G0n is given by (5.10), then one has the large n estimate
G0n = O(n−γ/2 lnn). (5.12)
Proof. See Section 10. 
6. Reformulation of Proposition 5.2
6.1. Plan of Section 6. Let G0n be given by (5.10a). In this section we show that the trace
estimate G0n = O(n−γ/2 lnn) in Proposition 5.2 is a consequence of Proposition 6.4, whose proof
will be given in Sections 7-10.
We explain now the idea of obtaining the trace estimate (5.12) from Proposition 6.4. To begin
with, we observe that the trace formulation (5.10b) express G0n as a function of Ln and L0,n, and
such a function can be expressed by means of the evolutions eitLn and eitL0,n (t ∈ R) via the
standard representation formula based on the Fourier transform. Next we write
eitLn − eitL0,n = eitL0,n(Un(t)− I)
where
Un(t) := e
−itL0,neitLn , t ∈ R
and use the Neumann series to express Un(t) − I. Then to obtain information about traces it
suffices to consider estimates of the diagonal entries for every term in the Neumann series. In
Proposition 6.4 we state estimates which ensure the estimate G0n = O(n−γ/2 lnn). The same
approach was used in our previous paper [5] where we considered weaker remainder estimates
and the stronger assumption γ < 1/2. In the framework of [5] we show estimates similar to the
estimates of Proposition 6.4 in a very short way as all involved operators are functions of S and
their matrix elements can be directly expressed by means of oscillatory integrals.
In Section 6.2 we prove Lemma 6.1 which says that modulo O(n−γ) we can modify the
trace (5.10a) by using an auxiliary cut-off. In Section 6.3 we prove Lemma 6.2 which shows that
the trace estimate (5.12) follows from condition (6.12) on the evolution Un(t). In Section 6.4 we
prove Lemma 6.3 which shows that this condition results from estimates (6.17) on the coefficients
of the Neumann series for Un(t). In Section 6.5 we state Proposition 6.4 which shows that these
estimates are valid.
6.2. An auxiliary cut-off. The aim of this section is to check that the trace estimate (5.12) in
Proposition 5.2 is equivalent to the estimate
Gn = O(n−γ/2 lnn) (6.1)
where
Gn := tr
(
θnγ ,n(L0,n)
(
χ(Ln − l(n))− χ(L0,n − l(n))
))
. (6.2)
The cut-off θnγ ,n is defined by (2.1).
Lemma 6.1. If G0n is given by (5.10a) and Gn by (6.2), then
Gn − G0n = O(n−γ). (6.3)
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Proof. First of all we observe that there is a constant C > 0 such that
‖(I + (L0,n − l(n))2)−1‖B1(l2(Z)) =
∑
j∈Z
1
1 + (ln(j)− l(n))2 ≤ C
and a similar estimate holds for Ln:
‖(I + (Ln − l(n))2)−1‖B1(l2(Z)) =
∑
j∈Z
1
1 + (λj(Ln)− l(n))2 ≤ C. (6.4)
Next we claim that for every µ > 0 we can estimate
‖(I − θnγ ,n(Ln))χ(Ln − l(n))‖B1(l2(Z)) = O(n−µ). (6.5)
Indeed, if χ0(s) := (1 + s2)χ(s) then for every µ > 0 we have
sup
s∈R
|(1− θnγ ,n(s))χ0(s− l(n))| = O(n−µ).
Hence,
‖(I − θnγ ,n(Ln))χ0(Ln − l(n))‖ = O(n−µ). (6.6)
Since the left-hand side of (6.5) can be estimated by
‖(I − θnγ ,n(Ln))χ0(Ln − l(n))‖ × ‖(1 + (Ln − l(n))2)−1‖B1(l2(Z))
we deduce (6.5) from (6.4) and (6.6). Reasoning similarly with L0,n instead of Ln we obtain
‖(I − θnγ ,n(L0,n))χ(L0,n − l(n))‖B1(l2(Z)) = O(n−µ). (6.7)
If the operator T is self-adjoint, the operator R is bounded and θ ∈ C∞0 (R), then there exists a
constant C = C(θ) such that
‖θ(T +R)− θ(T )‖ ≤ C‖R‖. (6.8)
Thus, using (6.8) with T = n−γ(L0,n − n) and R = n−γV˜n we can estimate
‖θnγ ,n(Ln)− θnγ ,n(L0,n)‖ ≤ C0‖n−γV˜n‖ = O(n−γ)
and combining this last estimate with (6.4) we obtain
‖(θnγ ,n(Ln)− θnγ ,n(L0,n))χ(Ln − l(n))‖B1(l2(Z)) = O(n−γ). (6.9)
However, using (6.9) and (6.5) with µ = γ we obtain
‖(I − θnγ ,n(L0,n))χ(Ln − l(n))‖B1(l2(Z)) = O(n−γ). (6.10)
It is now clear that (6.3) follows from (6.10) and (6.7) with µ = γ. 
6.3. Use of the Fourier transform. For t ∈ R we denote
un,j(t) := [Un(t)](j, j) (6.11)
the diagonal entries of the evolution Un(t) = e−itL0,neitLn introduced in Section 6.1.
Lemma 6.2. If for every t0 > 0 we have the estimate
sup
|t|≤t0
|j−n|≤nγ
|∂tun,j(t)| = O(n−γ/2), (6.12)
then we have the trace estimate (6.1), i.e., Gn = O(n−γ/2 lnn)
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Proof. Let χ ∈ S(R) be such that supp χˆ ⊂ [−t0, t0] with χˆ as in (5.11). Hence,
χ(λ) =
∫ ∞
−∞
χˆ(t)eiλtdt =
∫ t0
−t0
χˆ(t)eiλtdt.
Using Ln − l(n) and L0,n − l(n) in place of λ we then obtain
χ
(
Ln − l(n)
)− χ(L0,n − l(n)) = ∫ χˆ(t)e−itl(n) (eitLn − eitL0,n) dt,
hence
Gn =
∫
χˆ(t)e−itl(n) tr
(
θnγ ,n(L0,n)e
itL0,n(Un(t)− I)
)
dt.
However,
tr
(
θnγ ,n(L0,n)e
itL0,n(Un(t)− I)
)
=
∑
j∈Z
〈e−itL0,nθnγ ,n(L0,n)ej , (Un(t)− I)ej〉
and
θnγ ,n(ln(j)) 6= 0 =⇒ |j − n| ≤ nγ . (6.13)
Then, for any j ∈ Z,
e−itL0,nθnγ ,n(L0,n)ej = e−itln(j)θnγ ,n(ln(j))ej
and we can expand Gn as
Gn =
∑
j∈Z
Gn(j) with Gn(j) :=
∫
χˆ(t) eit/2 eit(ln(j)−l(n)−1/2)θnγ ,n(ln(j))(un,j(t)− 1) dt.
Due to Lemma 3.2 we can find n0, c0 > 0 such that
n ≥ n0 =⇒ |ln(j)− l(n)− 12 | ≥ c0(1 + |j − n|)
and we can express
eit(ln(j)−l(n)−1/2) =
−i
ln(j)− l(n)− 1/2 ∂te
it(ln(j)−l(n)−1/2).
Hence, integrating by parts we obtain Gn(j) = iG1,n(j) + iG2,n(j) with
G1,n(j) =
∫
χˆ(t) eit(ln(j)−l(n))
θnγ ,n(ln(j))
ln(j)− l(n)− 1/2 ∂tun,j(t) dt,
G2,n(j) =
∫
∂t
(
χˆ(t) eit/2
)
eit(ln(j)−l(n)−1/2)
θnγ ,n(ln(j))
ln(j)− l(n)− 1/2 (un,j(t)− 1) dt.
Since supp χˆ ⊂ [−t0, t0] we have the estimates
|G1,n(j)| ≤ C θnγ ,n(ln(j))
1 + |j − n| sup|t|≤t0
|∂tun,j(t)|,
|G2,n(j)| ≤ C θnγ ,n(ln(j))
1 + |j − n| sup|t|≤t0
|un,j(t)− 1|.
Combining (6.13) with sup|t|≤t0 |un,j(t)− 1| ≤ t0 sup|t|≤t0 |∂tun,j(t)| we find that the estimate
|Gn| ≤
∑
|j−n|≤nγ
C0
1 + |j − n| n
−γ/2
holds under assumption (6.12). To complete the proof we observe that∑
|k|≤nγ
1
1 + |k| ≤ 1 + 2 lnn. 
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6.4. Expansion of Un(t). Since −i ∂tUn(t) = e−itL0,n(Ln − L0,n)eitLn we can write
−i ∂tUn(t) = Hn(t)Un(t),
with
Hn(t) := e
−itL0,n(Ln − L0,n)eitL0,n . (6.14)
Since Un(0) = I we then have the following expansion formula:
Un(t) = I + i
∫ t
0
Hn(t1)dt1 +
∞∑
ν=2
iν
∫ t
0
dt1 . . .
∫ tν−1
0
Hn(t1) . . . Hn(tν) dtν . (6.15)
For ν ≥ 1 and (t1, . . . , tν) ∈ Rν we denote the diagonal entries of iνHn(t1) . . . Hn(tν) by
gν,n,j(t1, . . . , tν) = i
ν [Hn(t1) . . . Hn(tν)](j, j). (6.16)
Lemma 6.3. We make the following two assumptions:
(i) For any t0 > 0 we can find C > 0 such that
sup
|t1|≤t0
|j−n|≤nγ
|g1,n,j(t1)| ≤ Cn−γ/2. (6.17a)
(ii) For some ε > 0 and for any t0 > 0 we can find C > 0 such that the estimates
sup
|t1|,...,|tν−1|≤t0
|j−n|≤nγ
∫ t0
−t0
|gν,n,j(t1, . . . , tν)| dtν ≤ Cn−γ/2 (6.17b)
hold for ν ≤ nε.
Then assumption (6.12) of Lemma 6.2 is satisfied, i.e., for any t0 > 0
sup
|t|≤t0
|j−n|≤nγ
|∂tun,j(t)| = O(n−γ/2).
Proof. gν,n,j(t1, . . . , tν) and un,j(t) are the (j, j) coefficients of iνHn(t1) . . . Hn(tν) and Un(t), see
(6.11) and (6.16). Thus, the expansion (6.15) of Un(t) gives for its (j, j) coefficient
un,j(t) = 1 +
∞∑
ν=1
∫ t
0
dt1 . . .
∫ tν−1
0
gν,n,j(t1, . . . , tν) dtν ,
and for its derivative
∂tun,j(t) = g1,n,j(t) +
∞∑
ν=2
uν,n,j(t),
where the terms uν,n,j are defined by
u2,n,j(t) =
∫ t
0
g2,n,j(t, t2) dt2,
uν,n,j(t) =
∫ t
0
dt2 . . .
∫ tν−1
0
gν,n,j(t, t2, . . . , tν) dtν , ν ≥ 3.
In what follows, |t| ≤ t0 and |j − n| ≤ nγ . The term g1,n,j(t) is O(n−γ/2) by (6.17a). The terms
of index ν < nε in the sum are estimated using (6.17b):∑
2≤ν<nε
|uν,n,j(t)| ≤
∑
2≤ν<nε
Ctν−10 n
−γ/2
(ν − 1)! ≤ Ce
t0n−γ/2 = O(n−γ/2).
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To complete the proof it remains to observe that∑
ν>nε
|uν,n,j(t)| ≤
∑
ν>nε
Ctν−10
(ν − 1)! ≤
Cet0
(⌊nε⌋ − 1)! , (6.18)
where ⌊s⌋ := max{k ∈ Z : k ≤ s}. Since k! ∼ (k/e)k it is clear that the right-hand side of (6.18)
is rapidly decreasing when n→∞. 
6.5. Summary. Lemmas 6.1, 6.2, and 6.3 reduce Proposition 5.2 to the proof of assumptions
(6.17a) and (6.17b) of Lemma 6.3 for some ε > 0.
Proposition 6.4. (i) For any t0 > 0 we can find C > 0 such that (6.17a) holds.
(ii) For any t0 > 0 and any 0 < ε ≤ γ/16 we can find C > 0 such that estimates (6.17b) hold
for ν ≤ nε.
Proof. See Sections 9 and 10. 
Proof of Proposition 6.4 =⇒ Proposition 5.2. By Proposition 6.4, both assumptions of Lemma
6.3 are satisfied for 0 < ε ≤ γ/16. Hence Lemma 6.3 applies and assumption (6.12) of Lemma
6.2 is satisfied. Thus, Lemma 6.2 also applies and estimate (6.1) holds. Finally, estimates (6.1)
and (6.3) from Lemma 6.1 imply estimate (5.12) in Proposition 5.2. 
7. The class of operators q(Λ, S)
7.1. Plan of Section 7. The aim of this section is to describe a class of operators in l2(Z) which
are needed in Sections 8-10. These operators are denoted by q(Λ, S) and defined in Section 7.3
by Fourier transform. In Section 7.3 we prove Lemma 7.1 which computes q1(Λ, S)q2(Λ, S)∗. In
Section 7.4 we prove Lemma 7.2 which computes the conjugate e−isΛq(Λ, S)eisΛ. In Section 7.5
we prove Lemma 7.4 which gives a specific composition formula. In Section 7.6 we prove Lemma
7.5 which gives a norm estimate used in Sections 8-10. Finally, in Section 7.7 we prove Lemma
7.6 which estimates the norm of the commutator of q(Λ, S) with diagonal operators.
7.2. Notations. Further on, we denote
• T := {z ∈ C : |z| = 1} = R/2piZ the unit circle.
• L2(T) the Hilbert space of classes of square integrable functions f : T→ C equipped with the
scalar product 〈f, g〉 = ∫ 2pi
0
f(eiξ)g(eiξ) dξ2pi .
• {fj}j∈Z the orthonormal basis defined by fj(eiξ) = eijξ for ξ ∈ R.
• F0 : L2(T)→ l2(Z) the Fourier transform which is a unitary isomorphism such that F0fn = en:
(F0f)(j) = 〈fj , f〉L2(T) =
∫ 2pi
0
f(eiξ) e−ijξ
dξ
2pi
.
• ‖p‖Cm(T) := max0≤i≤m supξ∈R
∣∣∂iξp(eiξ)∣∣ the Cm-norm of p ∈ C∞(T).
• τs : T→ T, s ∈ R the translation eiξ → ei(ξ−s).
• τ˜s : Z× T→ Z× T its extension (j, eiξ)→ (j, ei(ξ−s)).
7.3. Operators p(S) and q(Λ, S).
7.3.1. Operators p(S). If p ∈ C∞(T) we define p(S) ∈ B(l2(Z)) by functional calculus. Since
F−10 SF0fn = fn+1 we have (F−10 SF0f)(eiξ) = eiξf(eiξ). Thus, by Fourier transform p(S) is the
operator of multiplication by p, i.e., (F−10 p(S)F0f)(eiξ) = p(eiξ)f(eiξ), so that
p(S)(j, k) := 〈ej , p(S)ek〉 = 〈fj , pfk〉L2(T) =
∫ 2pi
0
p(eiξ) ei(k−j)ξ
dξ
2pi
. (7.1)
Properties (of p(S)). Let p, p1, p2 ∈ C∞(T).
18 A. BOUTET DE MONVEL AND L. ZIELINSKI
1) p(S)∗ = p¯(S).
2) (p1p2)(S) = p1(S)p2(S).
7.3.2. Operators q(Λ, S). We consider two classes Q0, Q of functions q0, q : Z× T→ C:
a) q0 ∈ Q0 if q0(j, · ) ∈ C∞(T) for each j ∈ Z and q0(j, · ) = 0 for large |j|.
b) q ∈ Q if there exist p ∈ C∞(T) and q0 ∈ Q0 such that
q(j, eiξ) = p(eiξ) + q0(j, eiξ) = p(eiξ) + pj(e
iξ), (7.2)
where pj(eiξ) := q0(j, eiξ). Let us note that pj ≡ 0 for large |j|. Moreover, p, q0, and the pj ’s
are uniquely determined by q since p(eiξ) = q(j, eiξ) for |j| ≫ 0.
Remark. If q(j, eiξ) = eiψ˜(j,e
iξ) with ψ˜ ∈ Q0, then q − 1 ∈ Q0 and q ∈ Q.
Definition (of q(Λ, S)). Let q0 ∈ Q0. Let also q ∈ Q be as in (7.2).
(a) The operator q0(Λ, S) ∈ B(l2(Z)) is the finite rank operator defined by
q0(Λ, S) =
∑
j∈Z
Πjpj(S) (7.3)
where Πj = 〈ej , · 〉ej is the orthogonal projection on ej and pj(eiξ) := q0(j, eiξ).
(b) The operator q(Λ, S) ∈ B(l2(Z)) is defined by
q(Λ, S) = p(S) + q0(Λ, S). (7.4)
Properties (of q(Λ, S)). We assume q ∈ Q.
(i) It follows from (7.1) using (7.4) and (7.3) that the matrix elements of q(Λ, S) are given by
q(Λ, S)(j, k) =
∫ 2pi
0
q(j, eiξ) ei(k−j)ξ
dξ
2pi
. (7.5)
(ii) If q˜(j, eiξ) = q(j, eiξ)p˜(eiξ) with p˜ ∈ C∞(T), then q˜(Λ, S) = q(Λ, S)p˜(S). Indeed, by (7.4)
and (7.3),
q˜(Λ, S) = (pp˜)(S) +
∑
j
Πj(pj p˜)(S)
=
(
p(S) +
∑
j
Πjpj(S)
)
p˜(S) = q(Λ, S)p˜(S).
(iii) Let θ : Z → C be of finite support. If q˜(j, eiξ) = θ(j)q(j, eiξ), then q˜(Λ, S) = θ(Λ)q(Λ, S).
In particular, if q˜(j, eiξ) = θ(j), then q˜(Λ, S) = θ(Λ). By (i) we indeed have
q˜(Λ, S)(j, k) = θ(j)
∫ 2pi
0
q(j, eiξ) ei(k−j)ξ
dξ
2pi
= θ(j)q(Λ, S)(j, k) =
(
θ(Λ)q(Λ, S)
)
(j, k).
Lemma 7.1. If q1, q2 ∈ Q0, then the matrix elements of q1(Λ, S)q2(Λ, S)∗ are given by(
q1(Λ, S) q2(Λ, S)
∗)(j, k) = ∫ 2pi
0
q1(j, e
iξ)q2(k, eiξ) e
i(k−j)ξ dξ
2pi
. (7.6)
Proof. Let pi,j := qi(j, · ), i = 1, 2. By (7.3), qi(Λ, S) =
∑
j∈ZΠjpi,j(S). Hence
q1(Λ, S) q2(Λ, S)
∗ =
∑
l,m∈Z
Πlp1,l(S)p¯2,m(S)Πm.
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Using (7.1) at last line below we then have(
q1(Λ, S) q2(Λ, S)
∗)(j, k) = ∑
l,m∈Z
〈Πlej , p1,l(S)p¯2,m(S)Πmek〉
= 〈ej , (p1,j p¯2,k)(S)ek〉
=
∫ 2pi
0
p1,j(e
iξ)p2,k(eiξ) e
i(k−j)ξ dξ
2pi
. 
7.4. Conjugation of q(Λ, S) by eisΛ. For s ∈ R and p ∈ C∞(T) we have the formula
e−isΛp(S)eisΛ = (p ◦ τs)(S).
Indeed, e−isΛSeisΛ = e−isS, hence e−isΛp(S)eisΛ = p(e−isS) = (p ◦ τs)(S). More generally:
Lemma 7.2 (unitary conjugation). If q ∈ Q then for any s ∈ R,
e−isΛq(Λ, S)eisΛ = (q ◦ τ˜s)(Λ, S). (7.7)
Proof. It suffices to check that both sides of (7.7) have the same matrix elements. Using that
eisΛem = e
ismem together with (7.5), we express the (j, k) coefficient of the left-hand side as
eis(k−j)〈ej , q(Λ, S)ek〉 =
∫ 2pi
0
ei(k−j)(ξ+s)q(j, eiξ)
dξ
2pi
. (7.8)
The change of variable η = ξ + s allows us to express the right-hand side of (7.8) as∫ s+2pi
s
ei(k−j)ηq(j, ei(η−s))
dη
2pi
=
∫ 2pi
0
ei(k−j)ηq(j, ei(η−s))
dη
2pi
,
where the right-hand side is now the (j, k) coefficient of the right-hand side of (7.7) and where
we used that the integral of a 2pi-periodic function on [s, s+ 2pi] is the same as on [0, 2pi]. 
7.5. A composition formula. To state the composition formula we first describe preliminary
constructions.
7.5.1. Framework. It involves a sequence of functions ψ˜n ∈ Q0, n ≥ 1 with the following proper-
ties:
ψ˜n(j, e
iξ) = ψn(e
iξ) + (j − n)ϕn(eiξ) for |j − n| ≤ n/3 (7.9a)
with ψn, ϕn ∈ C∞(T) real-valued and such that
‖ϕn‖Cm(T) = O(nγ−1) (7.9b)
for every integer m ≥ 0. In particular, for some n0 depending on {ϕn} we have
sup
n≥n0
‖ϕn‖C1(T) ≤ 1/2. (7.9c)
To such data we attach auxiliary functions ηn, ξn, ξ˜n, pn, ϑn, and ϑ˜n. We define ηn : R→ R by
ηn(ξ) := ξ − ϕn(eiξ). (7.10)
Then ηn(ξ + 2pi) = ηn(ξ) + 2pi and due to property (7.9c) its derivative satisfies
∂ξηn(ξ) = 1− ∂ξϕn(eiξ) ≥ 1/2 for n ≥ n0.
Therefore ηn : R→ R is bijective for n ≥ n0. Let ξn : R→ R denote its inverse. It satisfies
ξn(η)− ϕn(eiξn(η)) = η. (7.11)
Since η → ξn(η)− η is 2pi-periodic, we can then define ξ˜n : T→ R by
ξ˜n(e
iη) = ξn(η)− η = ϕn(eiξn(η)).
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By derivation we also introduce pn : T→ R defined by
pn(e
iη) := 1 + ∂η ξ˜n(e
iη) = ∂ηξn(η). (7.12)
Finally, we consider ϑn : T→ T and its extension ϑ˜n := idZ×ϑn : Z× T→ Z× T defined by
ϑn(e
iη) := eiηeiξ˜n(e
iη) = eiξn(η) (7.13a)
ϑ˜n(j, e
iη) := (j, ϑn(e
iη)). (7.13b)
Lemma 7.3. Under assumption (7.9b) we have the estimates
‖ξ˜n‖Cm(T) = O(nγ−1) (7.14)
for any integer m ≥ 0. Moreover,
‖pn − 1‖C0(T) = O(nγ−1). (7.15)
Proof. For m = 0 (7.14) follows from the relation ξ˜n(eiη) = ϕn(eiξn(η)), using (7.9b) for m = 0.
Let ϕ(m)n (eiη) := ∂mη ϕn(e
iη) and ξ(m)n (η) := ∂mη ξn(η). For m = 1, differentiating (7.11) we obtain
ξ(1)n (η)
(
1− ϕ(1)n (eiξn(η))
)
= 1. (7.16)
Using (7.9b) for m = 1 we get (7.15):
sup
η∈R
|ξ(1)n (η)− 1| = sup
η∈R
∣∣∣∣∣ ϕ
(1)
n (eiξn(η))
1− ϕ(1)n (eiξn(η))
∣∣∣∣∣ = O(nγ−1).
For m ≥ 2, the proof of (7.14) is by induction on m. By successive differentiations of (7.16) we
can express ξ(m)n (η)
(
1− ϕ(1)n (eiξn(η))
)
as a linear combination of products of factors of the form
ξ
(m′)
n , m′ < m with some factor ϕ
(m′′)
n , m′′ ≤ m, and we get (7.14), again using (7.9b). 
7.5.2. Composition formula.
Lemma 7.4 (composition formula). Let ψ˜0n, ψ˜n ∈ Q0. We assume ψ˜n satisfies (7.9) for some
n0. Let also θ
0
n, θn ∈ C∞0 (R) be real-valued, vanishing outside the interval [2n/3, 4n/3].
If Q0n =
(
θ0ne
iψ˜ 0n
)
(Λ, S) and Qn =
(
θne
iψ˜n
)
(Λ, S), then for n ≥ n0,
Q0nQ
∗
n =
(
θ0ne
i(ψ˜0n−ψ˜n)◦ϑ˜n
)
(Λ, S) pn(S) Θ˜n, (7.17)
where ϑ˜n is given by (7.13), pn by (7.12), and Θ˜n := θn(Λ).
Proof. We have Q0n = q
0
n(Λ, S) with q
0
n(j, e
iξ) = θ0n(j)e
iψ˜0n(j,e
iξ), and similarly Qn = qn(Λ, S)
with qn(j, eiξ) = θn(j)eiψ˜n(j,e
iξ). Hence Q0n, Qn ∈ B
(
l2(Z)
)
since q0n, qn ∈ Q0. To prove (7.17) it
suffices to prove that both sides have the same (j, k) coefficient. If Kn := Q0nQ
∗
n, then Lemma
7.1 gives
Kn(j, k) = θ
0
n(j)θn(k)
∫ 2pi
0
eiψ˜
0
n(j,e
iξ)−iψ˜n(k,eiξ)+i(k−j)ξ dξ
2pi
.
Thus Kn(j, k) = 0 either if |j−n| > n/3 or if |k−n| > n/3. Assume now that |j−n| ≤ n/3 and
|k − n| ≤ n/3. By assumption (7.9a), ψ˜n(j, eiξ)− ψ˜n(k, eiξ) = (j − k)ϕn(eiξ) and we find
Kn(j, k) = θ
0
n(j)θn(k)
∫ 2pi
0
ei(ψ˜
0
n−ψ˜n)(j,eiξ)+i(k−j)(ξ−ϕn(eiξ)) dξ
2pi
.
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As above, let ξn : R → R denote the inverse of ηn for n ≥ n0 with ηn defined by (7.10), i.e.
ηn(ξ) = ξ − ϕn(eiξ). Due to (7.11) and ξn([0, 2pi]) = [ξn(0), ξn(0) + 2pi], the change of variable
ξ = ξn(η) gives
Kn(j, k) = θ
0
n(j)θn(k)
∫ ξn(0)+2pi
ξn(0)
ei(ψ˜
0
n−ψ˜n)(j,eiξn(η))+i(k−j)η ∂ηξn(η)
dη
2pi
.
Using (7.12), i.e. ∂ηξn(η) =: pn(eiη) and (j, eiξn(η)) = ϑ˜n(j, eiη) we get
Kn(j, k) = θ
0
n(j)θn(k)
∫ ξn(0)+2pi
ξn(0)
ei(ψ˜
0
n−ψ˜n)◦ϑ˜n(j,eiη) pn(eiη) ei(k−j)η
dη
2pi
.
The function we integrate is 2pi-periodic, hence its integral above is the same as over [0, 2pi].
Thus,
Kn(j, k) = θn(k)
∫ 2pi
0
q˜n(j, e
iη) ei(k−j)η
dη
2pi
= θn(k) q˜n(Λ, S)(j, k),
where q˜n(j, eiη) := q˜0n(j, e
iη)pn(e
iη) with q˜0n(j, e
iη) := θ0n(j)e
i(ψ˜0n−ψ˜n)◦ϑ˜n(j,eiη). Let us observe that
q˜n(Λ, S) = q˜
0
n(Λ, S) pn(S) by property (ii). Moreover,
θn(k) q˜n(Λ, S)(j, k) =
(
q˜n(Λ, S) θn(Λ)
)
(j, k).
Thus, Kn and q˜0n(Λ, S) pn(S) Θ˜n have the same (j, k) coefficient if |j−n| ≤ n/3 and |k−n| ≤ n/3.
Otherwise, the (j, k) coefficients of both sides of (7.17) vanish as multiples of θ0n(j)θn(k). 
7.6. A norm estimate.
Lemma 7.5. Let Q˜n := q˜n(Λ, S) be defined by q˜n := θne
iψ˜nqn with the following assumptions:
(i) θn ∈ C∞0 (R) is real-valued, 0 ≤ θn ≤ 1, and θn(s) = 0 for |s− n| > n/3.
(ii) ψ˜n : Z× T→ R is of the form ψ˜n(j, eiξ) = ψn(eiξ) + (j − n)ϕn(eiξ) for |j − n| ≤ n/3, with
ψn, ϕn ∈ C∞(T) real-valued; moreover, for some n0:
sup
n≥n0
‖ϕn‖C2(T) ≤ 1/2. (7.18)
(iii) qn ∈ Q.
Then, for n ≥ n0,
‖Q˜n‖ ≤ 4
√
lnn sup
|j−n|≤n/3
‖qn(j, · )‖C1(T). (7.19)
Remark. This lemma will be applied for θn = θn,n or θ3n/2,n defined according to (2.1).
Proof. Further on, we assume n ≥ n0. By assumption (i), q˜n ∈ Q0, hence Q˜n ∈ B
(
l2(Z)
)
. By
the Schur test of boundedness in l2(Z) applied to Kn := Q˜nQ˜∗n we get
‖Q˜n‖2 = ‖Kn‖ ≤ sup
j∈Z
∑
k∈Z
|Kn(j, k)|. (7.20)
We first observe that Kn(j, k) = 0 if |j − n| > n/3, and also if |k− n| > n/3. It is a consequence
of (7.6) since q˜n(j, eiξ) = 0 for |j−n| > n/3. Thus we can assume |j−n| ≤ n/3 and |k−n| ≤ n/3.
Let ηn(ξ) = ξ−ϕn(eiξ) be as in (7.10). Using ψ˜n(j, eiξ)− ψ˜n(k, eiξ) = (j− k)ϕn(eiξ), Lemma 7.1
gives
Kn(j, k) =
∫ 2pi
0
ei(k−j)ηn(ξ)θn(j)qn(j, eiξ) qn(k, eiξ) θn(k)
dξ
2pi
.
Moreover,
|Kn(j, j)| ≤ ‖qn(j, · )‖2C1(T). (7.21)
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Since |∂ξϕn(eiξ)| ≤ 1/2 by (7.18), then |∂ξηn(ξ)| = |1− ∂ξϕn(eiξ)| ≥ 1/2, and we can introduce
bn(j, e
iξ, k) :=
θn(j)qn(j, e
iξ) qn(k, eiξ) θn(k)
∂ξηn(ξ)
.
Thus, for k 6= j,
Kn(j, k) = − i
k − j
∫ 2pi
0
∂ξ
(
ei(k−j)ηn(ξ)
)
bn(j, e
iξ, k)
dξ
2pi
,
then by integration by parts
Kn(j, k) =
i
k − j
∫ 2pi
0
ei(k−j)ηn(ξ)∂ξbn(j, eiξ, k)
dξ
2pi
,
which gives the estimate
|Kn(j, k)| ≤
‖bn(j, · , k)‖C1(T)
|k − j| . (7.22)
Let us note that bn(j, · , k) 6= 0 implies |j − n| ≤ n/3 and |k − n| ≤ n/3. We then denote
M := sup
|j−n|≤n/3
‖qn(j, · )‖C1(T).
By assumption (7.18) we have |∂ξηn(ξ)| ≥ 1/2 and |∂2ξηn(ξ)| = |∂2ξϕn(eiξ))| ≤ 1/2, hence we get
sup
j,k∈Z
‖bn(j, · , k)‖C1(T) = sup
|j−n|≤n/3
|k−n|≤n/3
‖bn(j, · , k)‖C1(T) ≤ 2M2 + 2M2 + 4M2 ×
1
2
= 6M2.
Thus, using (7.21) and (7.22),
sup
j∈Z
∑
k∈Z
|Kn(j, k)| = sup
|j−n|≤n/3
(
|Kn(j, j)|+
∑
|k−n|≤n/3
k 6=j
|Kn(j, k)|
)
≤
(
1 + 12
∑
1≤m≤n/3
1
m
)
M2
≤ 16M2 lnn,
with n > 1 for the last inequality. The proof is completed due to (7.20). 
Remark. The norm estimate of Lemma 7.5 is not optimal. The logarithmic factor in the right-
hand side of (7.19) can be replaced by a suitable estimate of qn(j + 1, · ) − qn(j, · ). Since the
presence of logarithmic factors makes no difference for the remainder estimates we consider, our
choice is to use the simplest assumptions and a non-optimal norm estimate.
7.7. A commutator estimate. Further on, Θn is the operator defined by
Θn := θn,n(Λ) = θ0
(
1
nΛ− I
)
(7.23)
where θn,n and θ0 are as in (2.1).
Lemma 7.6. Let Qn := qn(Λ, S) be defined by qn := θn,ne
iψ˜n with the following assumptions:
(i) ψ˜n(j, eiξ) = ψn(eiξ) + (j − n)ϕn(eiξ) for |j − n| ≤ n/3, with ψn, ϕn ∈ C∞(T) real-valued,
(ii) supn≥n0‖ϕn‖C2(T) ≤ 1/2.
We then have the estimate
‖[Θn, Qn]‖ ≤ C
√
lnn
n
sup
|j−n|≤n/3
‖ψ˜n(j, · )‖C2(T) (7.24)
where C is some positive constant.
LARGE EIGENVALUES OF JAYNES–CUMMINGS TYPE MODELS 23
Proof. The inverse Fourier formula allows us to express
Θn =
∫ ∞
−∞
θˆ0(t)e
−iteitΛ/ndt,
where θˆ0 ∈ S(R). Introducing P sn := eisΛQne−isΛ we observe that P 0n = Qn. Then we can write
[Θn, Qn] =
∫ ∞
−∞
θˆ0(t)e
−it(P t/nn − P 0n)eitΛ/ndt. (7.25)
To estimate the norm of this commutator we use the estimate
‖P t/nn − P 0n‖ ≤
|t|
n
sup
s∈R
‖∂sP sn‖ (7.26)
and now estimate ‖∂sP sn‖. By (7.7) from Lemma 7.2 applied to Qn = qn(Λ, S) with qn = θn,neiψ˜n
we get P sn = (qn ◦ τ˜−s)(Λ, S) = (θn,neiψ˜n◦τ˜−s)(Λ, S), hence
∂sP
s
n = q
s
n(Λ, S)
with
qsn(j, e
iξ) := i θn,n(j)e
iψ˜n◦τ˜−s∂ξψ˜n(j, ei(ξ+s)).
By assumptions (i) and (ii), Lemma 7.5 applies to qsn(Λ, S). By estimate (7.19) we get
sup
s∈R
∥∥∂sP sn∥∥ ≤ 4√lnn sup
|j−n|≤n/3
‖ψ˜n(j, · )‖C2(T). (7.27)
It suffices now to apply estimates (7.26) and (7.27) in the integral representation (7.25). 
8. Approximation of eiBn
8.1. Plan of Section 8. Proposition 8.1 shows one can construct a good approximation of
eiBnΘn by an operator of the form qn(Λ, S). This proposition is stated in Section 8.2. Its proof
is given in Section 8.4 and uses an auxiliary computation developed in Section 8.3.
8.2. Main result. Let n ≥ 1. Recall that Bn = i
(
an(Λ)S
−1 − San(Λ)
) ∈ B(l2(Z)), see (5.3)
and (3.11). Θn := θn,n(Λ) is still as in (7.23). Then we introduce Qn ∈ B(l2(Z)) and ψ˜n ∈ Q0
defined by
Qn :=
(
θn,ne
iψ˜n
)
(Λ, S) = Θn e
iψ˜n(Λ, S) (8.1a)
ψ˜n(j, e
iξ) := 2an(j) sin ξ
(
1− δa(n) cos ξ). (8.1b)
The operators Qn are of finite rank. Moreover, by (2.2d),
an(j) = a(n) + (j − n)δa(n) (8.2)
for |j − n| ≤ n/3. Then we can write
ψ˜n(j, e
iξ) := ψn(e
iξ) + (j − n)ϕn(eiξ) for |j − n| ≤ n/3 (8.3a)
with {
ψn(e
iξ) := 2a(n) sin ξ
(
1− δa(n) cos ξ),
ϕn(e
iξ) := 2δa(n) sin ξ
(
1− δa(n) cos ξ). (8.3b)
By (H2), a(n) = O(nγ) and δa(n) = O(nγ−1) with 0 < γ ≤ 1/2. Thus, for any m ∈ N we have
‖ψn‖Cm(T) = O(nγ) (8.4a)
‖ϕn‖Cm(T) = O(nγ−1) (8.4b)
sup
|j−n|≤n/3
‖ψ˜n(j, · )‖Cm(T) = O(nγ). (8.4c)
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Let us note that these ψ˜n satisfy properties (7.9) from Section 7.5.1: see indeed (8.3) and (8.4b).
Proposition 8.1 (approximation of eiBnΘn by Qn). Let Bn be given by (5.3) and let Qn be
defined by (8.1). Then the difference Rn := eiBnΘn −Qn satisfies
‖Rn‖ = O(nγ−1
√
lnn).
Proof. See Section 8.4. 
8.3. An auxiliary computation. For 0 ≤ t ≤ 1 we define ψ˜tn by
ψ˜tn(j, e
iξ) := 2an(j)t sin ξ
(
1− tδa(n) cos ξ). (8.5a)
By (8.2), for |j − n| ≤ n3 , we can also write
ψ˜ tn(j, e
iξ) = ψ tn(e
iξ) + (j − n)ϕtn(eiξ) (8.5b)
with
ψ tn(e
iξ) := 2t a(n) sin ξ (1− tδa(n) cos ξ), (8.5c)
ϕtn(e
iξ) := 2t δa(n) sin ξ (1− tδa(n) cos ξ). (8.5d)
Thus, if j, j + 1 ∈ [2n/3, 4n/3] we have the relation
ϕtn(e
iξ) = ψ˜ tn(j + 1, e
iξ)− ψ˜ tn(j, eiξ). (8.6)
Using a(n) = O(nγ) and δa(n) = O(nγ−1) we find that for m ∈ N there exists Cm > 0 such that
sup
0≤t≤1
‖ψtn‖Cm(T) ≤ Cmnγ , (8.7a)
sup
0≤t≤1
‖ϕtn‖Cm(T) ≤ Cmnγ−1. (8.7b)
Lemma 8.2. Let ψ˜tn and ϕ
t
n be as in (8.5) for 0 ≤ t ≤ 1. Then we can write
an(j) Im
(
2eiϕ
t
n(e
iξ)−iξ)+ ∂tψ˜ tn(j, eiξ) = an(j) r tn(eiξ) (8.8)
with r tn : T→ R satisfying sup0≤t≤1‖r tn‖C0(T) = O(n2(γ−1)).
Proof. By differentiation of (8.5a) we get
∂tψ˜
t
n(j, e
iξ) = 2an(j) sin ξ (1− 2tδa(n) cos ξ)
for j ∈ Z and ξ ∈ R. So we can actually write
an(j) Im
(
2eiϕ
t
n(e
iξ)−iξ)+ ∂tψ˜ tn(j, eiξ) = an(j)r tn(eiξ)
with
rtn(e
iξ) := Im
(
2eiϕ
t
n(e
iξ)e−iξ
)
+ 2 sin ξ
(
1− 2tδa(n) cos ξ). (8.9)
It remains to estimate ‖rtn‖C0(T). Using (8.7b) for m = 0, we have∣∣∣eiϕtn(eiξ) − 1− iϕtn(eiξ)∣∣∣ ≤ 2∣∣ϕtn(eiξ)∣∣2 = O(n2(γ−1)),
uniformly in t ∈ [0, 1] and ξ ∈ R. Hence,
eiϕ
t
n(e
iξ)e−iξ = (1 + iϕtn(e
iξ))e−iξ +O(n2(γ−1)).
By (8.5d) and assumption δa(n) = O(nγ−1) from (H2) we have
ϕtn(e
iξ) = 2tδa(n) sin ξ +O(n2(γ−1)),
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hence eiϕ
t
n(e
iξ)e−iξ = (1 + 2itδa(n) sin ξ)e−iξ +O(n2(γ−1)). Thus,
Im
(
2eiϕ
t
n(e
iξ)e−iξ
)
= −2 sin ξ(1− 2tδa(n) cos ξ)+O(n2(γ−1)),
i.e., rtn(e
iξ) = O(n2(γ−1)). 
8.4. Proof of Proposition 8.1. We consider the operators Q tn ∈ B
(
l2(Z)
)
defined by
Q tn := q
t
n(Λ, S),
where q tn(j, e
iξ) := θn,n(j)e
iψ˜ tn(j,e
iξ) with ψ˜ tn as in (8.5a). The matrix coefficients of Q
t
n are given
by
Q tn(j, k) = θn,n(j)
∫ 2pi
0
x t,ξn (j) e
ikξ dξ
2pi
with
x t,ξn (j) := e
iψ˜ tn(j,e
iξ)−ijξ. (8.10)
By (8.5) and (8.7b) for m = 2, Lemma 7.5 applies and gives
sup
0≤t≤1
‖Q tn‖ = O(
√
lnn). (8.11)
Since Q0n = Θn, we can express
Q1n − eiBnΘn =
∫ 1
0
∂t
(
ei(1−t)BnQ tn
)
dt =
∫ 1
0
ei(1−t)Bn (∂t − iBn)Q tn dt,
and it remains to prove
sup
0≤t≤1
‖(∂t − iBn)Q tn‖ = O(nγ−1
√
lnn). (8.12)
To prove (8.12) we first show that Bn := i
(
an(Λ)S
−1 − San(Λ)
)
can be replaced by
B′n := i an(Λ)(S
−1 − S) = Bn + i[S, an(Λ)].
For this purpose we observe that the estimates
‖[S, an(Λ)]‖ = ‖δan(Λ)‖ = O(nγ−1)
‖[S±1, Θn]an(Λ)‖ = O(nγ−1)
imply
‖BnΘn −ΘnB′n‖ = O(nγ−1). (8.13)
We introduce the operators Qˆ tn ∈ B
(
l2(Z)
)
defined by
Qˆ tn = qˆ
t
n(Λ, S)
with qˆ tn(j, e
iξ) := θ3n/2,n(j) e
iψˆ tn(j,e
iξ). The matrix coefficients of Qˆ tn are given by
Qˆ tn(j, k) = θ3n/2,n(j)
∫ 2pi
0
x t,ξn (j) e
ikξ dξ
2pi
,
with x t,ξn (j) still given by (8.10). If θn,n(j) 6= 0 then θ3n/2,n(j) = 1, and thus θn,nθ3n/2,n = θn,n,
hence Q tn = ΘnQˆ
t
n and BnQ
t
n −ΘnB′nQˆ tn = (BnΘn −ΘnB′n)Qˆ tn. Lemma 7.5 applies and gives
sup
0≤t≤1
‖Qˆ tn‖ = O(
√
lnn).
Using this estimate and (8.13) we get
sup
0≤t≤1
‖BnQ tn −ΘnB′nQˆ tn‖ = O(nγ−1
√
lnn).
26 A. BOUTET DE MONVEL AND L. ZIELINSKI
Let us denote P tn := ΘnB
′
nQˆ
t
n. Thus, instead of (8.12) it suffices to show the estimate
sup
0≤t≤1
‖∂tQ tn − iP tn‖ = O(nγ−1
√
lnn). (8.14)
Since P tn = bn(Λ)(S
−1 − S)Qˆ tn with bn(j) := i θn,n(j)an(j), we have
P tn (j, k) = bn(j)
(
Qˆ tn(j + 1, k)− Qˆ tn(j − 1, k)
)
= i θn,n(j)an(j)
∫ 2pi
0
(
θ3n/2,n(j + 1)x
t,ξ
n (j + 1)− θ3n/2,n(j − 1)x t,ξn (j − 1)
)
eikξ
dξ
2pi
.
Further on, we assume n ≥ 20. We then have n4 − 1 ≥ n5 , hence θ3n/2,n(j ± 1) = 1 if θn,n(j) 6= 0.
Thus, θn,n(j)θ3n/2,n(j ± 1) = θn,n(j) and we can write
P tn (j, k) = i θn,n(j)an(j)
∫ 2pi
0
(
x t,ξn (j + 1)− x t,ξn (j − 1)
)
eikξ
dξ
2pi
. (8.15)
For |j − n| ≤ n5 we have |j ± 1− n| ≤ n3 , and (8.6) applies, x t,ξn (j ± 1) = x t,ξn (j) e±iϕ
t
n(e
iξ)∓iξ and
x t,ξn (j + 1)− x t,ξn (j − 1) = ix t,ξn (j) Im
(
2eiϕ
t
n(e
iξ)−iξ).
Thus, for |j − n| ≤ n/5, using (8.15) we can express
(∂tQ
t
n − iP tn )(j, k) = θn,n(j)
∫ 2pi
0
y t,ξn (j) e
ikξ dξ
2pi
(8.16)
with
y t,ξn (j) := ∂tx
t,ξ
n (j) + i an(j)x
t,ξ
n (j) Im
(
2eiϕ
t
n(e
iξ)−iξ).
Using (8.8) from Lemma 8.2 and
∂tx
t,ξ
n (j) = ix
t,ξ
n (j) ∂tψ˜
t
n(j, e
iξ)
we obtain
y t,ξn (j) = ix
t,ξ
n (j)an(j)r
t
n(e
iξ)
with rtn given by (8.9). Let us note that both sides of (8.16) vanish for |j − n| ≥ n5 . Thus, (8.16)
is valid for any j, k and can be written
(∂tQ
t
n − iP tn )(j, k) = θn,n(j)
∫ 2pi
0
ix t,ξn (j)an(j) r
t
n(e
iξ) eikξ
dξ
2pi
= i an(j)
∫ 2pi
0
q tn(j, e
iξ) rtn(e
iξ) ei(k−j)ξ
dξ
2pi
.
By properties (ii) and (iii) from Section 7.3 these relations mean that
∂tQ
t
n − iP tn = i an(Λ)Q tn r tn(S). (8.17)
Since Lemma 8.2 ensures ‖r tn(S)‖ = O(n2(γ−1)), uniformly in t, using (8.11) and ‖an(Λ)‖ = O(nγ)
we conclude that the norm of (8.17) is O(n3γ−2
√
lnn), uniformly in t. We thus get (8.14) since
γ ≤ 12 implies 3γ − 2 ≤ γ − 1. The proof of Proposition 8.1 is completed.
9. Proof of Proposition 6.4 (i)
9.1. Plan of Section 9. To prove the estimate Hn(t)(j, j) = O(n−γ/2), uniformly for |t| ≤ t0
and |j−n| ≤ nγ we first decompose Hn(t) into a sum of components H ω,tn and prove Lemma 9.1
allowing us to replace them by simpler operators Qω,tn . Then each diagonal entry Q
ω,t
n (j, j) can
be expressed by an oscillatory integral (9.6) whose phase ψ˜ ω,tn is investigated in Section 9.3. In
Section 9.4 we estimate this integral through a suitable version of the method of stationary phase.
The proof of Proposition 6.4 (i) is completed in Section 9.5.
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9.2. Approximation of Hn(t).
9.2.1. Decomposition of Hn(t) into components H ω,tn . Since v is periodic of period N we have
v(k) =
∑
ω∈Ω
cωe
iωk
where cω ∈ C are constants, Ω = 1N 2piZ/2piZ = {2pij/N : j = 0, 1, . . . , N − 1}. Since 〈v〉 = 0
implies c0 = 0 we have the decomposition
v(Λ) =
∑
ω∈Ω∗
cωe
iωΛ
where Ω∗ = Ω \ {0}. Let us note that e2piiΛ = I. Let vn = v θ2n,n be as in (4.5). Thus,
vn(Λ) = (θ
2
n,nv)(Λ) = Θ
2
n v(Λ). Recall that by (6.14) we have Hn(t) := e
−itL0,n(Ln−L0,n)eitL0,n .
By (5.9) and (5.2),
Ln − L0,n = V˜n = eiBnvn(Λ)e−iBn ,
so we can write and expand Hn(t) as follows:
Hn(t) = e
−itL0,neiBn Θ2nv(Λ) e
−iBneitL0,n =
∑
ω∈Ω∗
cωH
ω,t
n
with
H ω,tn := e
−itL0,neiBn Θ2ne
iωΛ e−iBneitL0,n . (9.1)
9.2.2. Approximants Qω,tn . We approximate H
ω,t
n for large n by
Qω,tn := e
iωΛ
(
θ2n,ne
iψ˜ ω,tn
)
(Λ, S), (9.2a)
where the phase ψ˜ ω,tn ∈ Q0 is chosen as follows:
ψ˜ ω,tn := (ψ˜n ◦ τ˜ω − ψ˜n) ◦ ϑ˜n ◦ τ˜t (9.2b)
with ψ˜n as in (8.1b). We noticed in Section 8.2 that these ψ˜n satisfy (7.9). Thus, all constructions
and results of Section 7.5.1 apply. In particular ϑ˜n is defined by (7.13b) for n ≥ n0 = n0({ϕn}).
9.2.3. Approximation of H ω,tn .
Lemma 9.1 (approximation of H ω,tn by Q
ω,t
n ). Let H
ω,t
n be as in (9.1). If Q
ω,t
n is defined for
large n by (9.2), then the difference Rω,tn := H
ω,t
n −Qω,tn satisfies
sup
|t|≤t0
‖Rω,tn ‖ = O(nγ−1 lnn).
Proof. We first treat the case t = 0 in Steps 1–3. The general case is treated in Step 4.
Step 1. Estimate of Rω,0n,1 := H
ω,0
n −QneiωΛQ∗n.
Let Qn =
(
θn,ne
iψ˜n
)
(Λ, S) and eiBnΘn = Qn +Rn be as in Proposition 8.1. By (9.1),
Hω,0n = e
iBnΘne
iωΛΘne
−iBn
= eiBnΘne
iωΛ(Q∗n +R
∗
n)
= (Qn +Rn)e
iωΛQ∗n + e
iBnΘne
iωΛR∗n.
Thus the difference Rω,0n,1 := H
ω,0
n −QneiωΛQ∗n can be written
Rω,0n,1 = Rne
iωΛQ∗n + e
iBnΘne
iωΛR∗n.
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Using estimates ‖Rn‖ = O(nγ−1
√
lnn) from Proposition 8.1, ‖Qn‖ = O(
√
lnn) from Lemma 7.5,
and ‖Θn‖ ≤ 1, we finally get
‖Rω,0n,1 ‖ ≤ ‖Rn‖ (‖Qn‖+ 1) = O(nγ−1 lnn).
Step 2. Estimate of the differenceRω,0n,2 := Qne
iωΛQ∗n−Q˜ω,0n where Q˜ω,0n := eiωΛ
(
θn,ne
iψ˜ ω,0n
)
(Λ, S)Θn.
By Lemma 7.2,
e−iωΛQneiωΛ = e−iωΛ
(
θn,ne
iψ˜n
)
(Λ, S) eiωΛ =
(
θn,ne
iψ˜n◦τ˜ω)(Λ, S).
Hence,
Qne
iωΛQ∗n = e
iωΛ
(
θn,ne
iψ˜n◦τ˜ω)(Λ, S) ((θn,neiψ˜n)(Λ, S))∗.
Then the composition formula (7.17) from Lemma 7.4 gives
Qne
iωΛQ∗n = e
iωΛ
(
θn,ne
iψ˜ ω,0n
)
(Λ, S) pn(S)Θn (9.3)
with pn as in (7.12) and ψ˜ ω,0n = (ψ˜n ◦ τ˜ω − ψ˜n) ◦ ϑ˜n. Using (9.3) we find that
Rω,0n,2 := Qne
iωΛQ∗n − Q˜ω,0n = eiωΛ
(
θn,ne
iψ˜ ω,0n
)
(Λ, S)(pn(S)− I)Θn.
Lemma 7.5 gives the estimate ‖(θn,neiψ˜ ω,0n )(Λ, S)‖ = O(√lnn). Moreover, pn − 1 = O(nγ−1) by
(7.15). Using also ‖Θn‖ ≤ 1, we finally get
‖Rω,0n,2 ‖ = O(nγ−1
√
lnn).
Step 3. Estimate of Rω,0n,3 := Q˜
ω,0
n −Qω,0n . End of proof of Lemma 9.1 for t = 0.
We have Rω,0n = R
ω,0
n,1 +R
ω,0
n,2 +R
ω,0
n,3 . To prove Lemma 9.1 for t = 0 it remains to estimate
Rω,0n,3 := Q˜
ω,0
n −Qω,0n = eiωΛ
[(
θn,ne
iψ˜ ω,0n
)
(Λ, S), Θn
]
.
To estimate the commutator we can apply Lemma 7.6 since
sup
|j−n|≤n/3
‖ψ˜ω,0n (j, · )‖C2(T) = O(nγ).
Hence, estimate (7.24) gives ‖Rω,0n,3 ‖ =
∥∥[(θn,neiψ˜ ω,0n )(Λ, S), Θn]∥∥ = O(nγ−1 lnn).
Step 4. End of proof of Lemma 9.1 for arbitrary t.
For this purpose we introduce for s, t ∈ R
H˜ ω,tn (s) := e
−itΛe−ista1,n(Λ)Hω,0n e
ista1,n(Λ)eitΛ.
Since H ω,tn = e
−itL0,nHω,0n e
itL0,n with L0,n = ln(Λ) = Λ + a1,n(Λ) we find that
H ω,tn = H˜
ω,t
n (1) = H˜
ω,t
n (0) + R˜
ω,t
n .
We first claim that the remainder R˜ω,tn satisfies
sup
|t|≤t0
‖R˜ω,tn ‖ = O(n3γ−2). (9.4)
Indeed, since
∂sH˜
ω,t
n (s) = e
−itΛe−ista1,n(Λ)[iHω,0n , ta1,n(Λ)] e
ista1,n(Λ)eitΛ,
it suffices to show
‖[Hω,0n , a1,n(Λ)]‖ = O(n3γ−2).
However, ‖[S, a1,n(Λ)]‖ = O(n2γ−2) implies ‖[Bn, a1,n(Λ)]‖ = O(n3γ−2), hence the norm of
[eiBn , a1,n(Λ)] =
∫ 1
0
eitBn [iBn, a1,n(Λ)] e
i(1−t)Bn dt
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is O(n3γ−2) and (9.4) follows. To complete the proof we express
H˜ ω,tn (0) = e
−itΛQω,0n e
−itΛ + R˜ω,t0,n = e
−itΛeiωΛ
(
θ2n,n e
iψ˜ ω,0n
)
(Λ, S) e−itΛ + R˜ω,t0,n
where the norm of R˜ω,t0,n := e
−itΛRω,0n e
itΛ is O(nγ−1 lnn) by Steps 1-3. It suffices to note that
e−itΛ eiψ˜
ω,0
n (Λ, S) eitΛ = eiψ˜
ω,0
n ◦τ˜t(Λ, S)
by Lemma 7.2 and that ψ˜ ω,0n ◦ τ˜t = ψ˜ ω,tn in view of the definition (9.2b). 
9.3. Decomposition of the phase ψ˜ ω,t
n
. If |j − n| ≤ n/3 then combining (9.2b) with (8.3a)
we can write
ψ˜ ω,tn (j, e
iη) = ψ ω,tn (e
iη) + (j − n)ϕω,tn (eiη) (9.5a)
with
ψ ω,tn := (ψn ◦ τω − ψn) ◦ ϑn ◦ τt = ψ ω,0n ◦ τt (9.5b)
ϕω,tn := (ϕn ◦ τω − ϕn) ◦ ϑn ◦ τt = ϕω,0n ◦ τt (9.5c)
where ψn and ϕn are given by (8.3b). In order to estimate more easily the terms
Qω,tn (j, j) = e
iωjθn,n(j)
2
∫ 2pi
0
eiψ˜
ω,t
n (j,e
iη) dη
2pi
(9.6)
we consider a special decomposition ψ ω,tn = ψ
ω,t
n,1 + ψ
ω,t
n,2 whose description is given below.
9.3.1. Decomposition of ψ˜n. Further on ψn and ϕn are given by (8.3b). We have
ψn = ψn,1 + ψn,2 (9.7a)
ψn,1(e
iξ) := 2a(n) sin ξ (9.7b)
ψn,2(e
iξ) := −2a(n)δa(n) sin ξ cos ξ. (9.7c)
This decomposition allows us to write (8.3a) as
ψ˜n(j, e
iξ) = ψn,1(e
iξ) + ψn,2(e
iξ) + (j − n)ϕn(eiξ) for |j − n| ≤ n
3
. (9.8)
Let us note that ψ˜n reduces to ψn,1 if δa(n) = 0. Hence we call ψn,1 the “principal part” of ψ˜n.
Moreover, assumptions a(n) = O(nγ) and δa(n) = O(nγ−1) imply that for every m ∈ N we have
‖ψn,1‖Cm(T) = O(nγ) (9.9a)
‖ψn,2‖Cm(T) = O(n2γ−1). (9.9b)
9.3.2. Decomposition of ψ ω,tn . We define the “principal part” ψ
ω,t
n,1 of the phase ψ˜
ω,t
n by
ψ ω,tn,1 := (ψn,1 ◦ τω − ψn,1) ◦ τt. (9.10a)
Using (9.10a) with (9.7b) we find
ψ ω,tn,1 (e
iξ) = 2a(n)
(
sin(ξ − t− ω)− sin(ξ − t)) = −4a(n) sin ω2 cos(ξ − t− ω2 ). (9.10b)
If δa(n) = 0 then ϑ˜ = idZ×T and ψ˜ ω,tn reduces to its principal part ψ
ω,t
n,1 . To estimate more easily
ψ ω,tn,2 = ψ
ω,t
n − ψ ω,tn,1 we write ψ ω,tn,1 = ψ ω,0n,1 ◦ τt with
ψω,0n,1 := ψn,1 ◦ τω − ψn,1.
Thus we can decompose ψω,0n as
ψω,0n = ψ
ω,0
n,1 + ψ
ω,0
n,2 (9.11)
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where the remaining part is
ψω,0n,2 = ψ
ω,0
n,1 ◦ ϑn − ψω,0n,1 + (ψn,2 ◦ τω − ψn,2) ◦ ϑn. (9.12)
This decomposition (9.11) combined with (9.5b) allows us to decompose ψ ω,tn for arbitrary t:
ψ ω,tn = (ψ
ω,0
n,1 + ψ
ω,0
n,2 ) ◦ τt = ψ ω,tn,1 + ψ ω,tn,2 . (9.13)
The principal part ψ ω,tn,1 is given by (9.10) and ψ
ω,t
n,2 := ψ
ω,0
n,2 ◦ τt with ψω,0n,2 as in (9.12). By (9.5a)
and (9.13) we finally get the decomposition
ψ˜ ω,tn (j, e
iξ) = ψ ω,tn,1 (e
iξ) + ψ ω,tn,2 (e
iξ) + (j − n)ϕω,tn (eiξ). (9.14)
9.3.3. Estimates of ψ ω,tn,1 , ψ
ω,t
n,2 , and ϕ
ω,t
n .
Lemma 9.2. (a) For every integer m ≥ 1 there exists a constant C′m such that
‖f ◦ ϑn − f‖Cm−1(T) ≤ C′mnγ−1‖f‖Cm(T) (9.15)
holds for any f ∈ Cm(T).
(b) For every m ≥ 0 there is a constant Cm such that
‖ψ ω,tn,1 ‖Cm(T) = ‖ψ ω,0n,1 ‖Cm(T) ≤ Cmnγ (9.16a)
‖ψ ω,tn,2 ‖Cm(T) = ‖ψ ω,0n,2 ‖Cm(T) ≤ Cmn2γ−1 ≤ Cm (9.16b)
‖ϕω,tn ‖Cm(T) = ‖ϕω,0n ‖Cm(T) ≤ Cmnγ−1. (9.16c)
Proof. (a) For s ∈ R we define ϑsn(eiη) := eiηeisξ˜n(e
iη), so that f ◦ ϑn − f = f ◦ ϑ1n − f ◦ ϑ0n. If
m ≥ 1, there exists a constant C′m such that, for every g ∈ Cm−1(T),
sup
0≤s≤1
‖g ◦ ϑsn‖Cm−1(T) ≤ C˜m‖g‖Cm−1(T). (9.17)
Using the chain rule we easily get (9.17) by induction with respect to m. Next we introduce
g(eiη) := ∂ηf(e
iη) and observe that
∂sf
(
eiηeisξ˜n(e
iη)
)
= ξ˜n(e
iη)g(eiηeisξ˜n(e
iη)
)
. (9.18)
The ‖ · ‖Cm−1(T)-norm of (9.18) can be estimated by C′′m‖ξ˜n‖Cm−1(T)‖g‖Cm−1(T), as follows from
(9.17). The proof is completed using the estimate ‖ξ˜n‖Cm−1(T) = O(nγ−1), which is proven in
Lemma 7.3 under assumption (7.9b).
(b) It is clear that (9.16a) follows from the estimate (9.9a) of ψn,1 and (9.16c) follows from
estimates (8.4b) and (9.17). Then using a(n)δa(n) = O(n2γ−1) and the definition of ψn,2 we
obtain ‖ψn,2‖Cm(T) = O(n2γ−1) and (9.17) ensures
‖(ψn,2 ◦ τω − ψn,2) ◦ ϑn‖Cm(T) ≤ C′mn2γ−1. (9.19)
Moreover, estimate (9.15) from Lemma 9.2 (a) gives
‖ψω,0n,1 ◦ ϑn − ψω,0n,1‖Cm−1(T) ≤ C′mnγ−1‖ψω,0n,1‖Cm(T). (9.20)
Hence, to complete the proof of (9.16b) it remains to use (9.19) and to observe that the right-hand
side of (9.20) can be estimated by C′′mn
2γ−1 due to (9.16a). 
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9.4. A stationary phase estimate.
Lemma 9.3. For b ∈ C2(T) and µ ∈ R, µ 6= 0 denote
J (b, µ) :=
∫ pi
−pi
eiµ cos ηb(eiη) dη.
Then there is a constant C0 such that
|J (b, µ)| ≤ C0|µ|1/2
(
‖b‖C0(T) +
1
|µ|1/2 ‖b‖C2(T)
)
.
Proof. Let χ+ ∈ C∞(R) be real-valued with χ+ ≡ 1 on [−pi/2, pi/2] and suppχ+ ⊂ (−3pi/4, 3pi/4).
Let χ− ∈ C∞(R) be such that χ−(ξ) = 1 − χ+(ξ ∓ pi) if 0 ≤ ±ξ ≤ pi and 0 otherwise, so that
suppχ− ⊂ (−pi/2, pi/2). Let b±(ξ) := b(±eiξ). Thus,
J (b, µ) =
∫ pi
−pi
eiµ cos ηb+(η)χ+(η) dη +
∫ pi
−pi
eiµ cos ηb+(η)[1 − χ+(η)] dη
=
∫ pi
−pi
eiµ cos ηb+(η)χ+(η) dη +
∫ pi
−pi
e−iµ cos ξb−(ξ)χ−(ξ) dξ,
where we perform the change of variable η = ξ ± pi for 0 ≤ ±η ≤ pi to get the last integral. We
are thus reduced to the estimate∣∣∣∣∫ ∞−∞ b±(ξ)e±iµ cos ξχ±(ξ)dξ
∣∣∣∣ ≤ C|µ|1/2 ‖b±‖C0(R) + C|µ| ‖b±‖C2(R)
with b± ∈ C2(R). If |ξ| ≤ 3pi/4 then we can write
b±(ξ) = b±(0) + q±(ξ)ξ = b±(0) + q˜±(ξ) sin ξ
with q˜±(ξ) := q±(ξ)ξ/ sin ξ. However the standard stationary phase method ensures∣∣∣∣b±(0)∫ ∞−∞ e±iµ cos ξχ±(ξ) dξ
∣∣∣∣ ≤ |b±(0)|C0|µ|−1/2.
Writing e±iµ cos ξ sin ξ = ± iµ∂ξe±iµ cos ξ, integration by parts gives∫ ∞
−∞
q˜±(ξ) sin ξe±iµ cos ξχ±(ξ) dξ = ± i
µ
∫ ∞
−∞
e±iµ cos ξ∂ξ(q˜±χ±)(ξ) dξ. (9.21)
We finally observe that the R.H.S. of (9.21) can be estimated by C1|µ|‖b±‖C2(R). 
9.5. End of proof of Proposition 6.4 (i). We observe that Lemma 9.1 ensures
g1,n,j(t) = i
∑
ω∈Ω∗
cωH
ω,t
n (j, j) = i
∑
ω∈Ω∗
cωQ
ω,t
n (j, j) + O(n
γ−1 lnn),
with Qω,tn (j, j) given by (9.6). It remains to show
sup
|t|≤t0
|j−n|≤nγ
|Qω,tn (j, j)| ≤ Cn−γ/2.
Using the decomposition (9.14) of ψ˜ ω,tn (j, e
iξ) and the value (9.10b) of ψ ω,tn,1 (e
iξ) we can write
Qω,tn (j, j) = e
ijω
∫ 2pi
0
eiµ
ω
n cos(η−t−ω/2)bω,tn (j, e
iη)
dη
2pi
with µωn := −4a(n) sin ω2 and bω,tn (j, eiη) := θn,n(j)2 eiψ
ω,t
n,2 (e
iη)+i(j−n)ϕ ω,tn (eiη). By (9.16c) we have
sup
|j−n|≤nγ
‖(j − n)ϕω,tn ‖C2(T) ≤ C2n2γ−1 ≤ C2. (9.22)
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Combining (9.22) with (9.16b) we obtain
sup
|j−n|≤nγ
‖bω,tn (j, · )‖C2(T) ≤ C′.
Performing the change of variable ξ = η − t− ω/2 and using Lemma 9.3 we find
Qω,tn (j, j) = J (bω,tn ◦ τ˜t+ω/2(j, · ), µωn) = O(|µωn |−1/2),
uniformly with respect to j ∈ [n−nγ , n+nγ ]. To complete the proof we observe that, using the
assumption a(n) ≥ cnγ , c > 0 from (1.10a) we can find c0 > 0 such that
|µωn | ≥ c0 nγ
holds for any ω ∈ Ω∗. Hence |µωn |−1/2 = O(n−γ/2) and
Qω,tn (j, j) = O(n
−γ/2),
uniformly with respect to t ∈ [−t0, t0] and j ∈ [n− nγ , n+ nγ ].
10. Proof of Proposition 6.4 (ii)
10.1. Plan of Section 10. We denote Hn(t) := Hn(t1) . . . Hn(tν) where t = (t1, . . . , tν) ∈ Rν .
To prove the estimate ∫ t0
−t0
|Hn(t)(j, j)| dtν = O(n−γ/2),
uniformly for |t1|, . . . , |tν−1| ≤ t0 and |j − n| ≤ nγ we proceed as in Section 9. In Section 10.2
we first decompose Hn(t) into a sum of components H
ω,t
n , where ω = (ω1, . . . , ων) ∈ (Ω∗)ν , then
we consider an approximation of Hn(t) by operators Qn(t) whose diagonal entries Qn(t)(j, j)
can be expressed by means of oscillatory integrals. Their phase functions are constructed in
Section 10.3 by induction on the number ν of factors. In Section 10.4 we prove that we thus
obtain good approximants Qn(t) of Hn(t). Finally we complete the proof of Proposition 6.4 (ii)
in Section 10.5 estimating Qω,tn (j, j) by the method of stationary phase.
10.2. Approximation of Hn(t).
10.2.1. Decomposition of Hn(t) into components H
ω,t
n . For ν ≥ 1 and t ∈ Rν we can write
Hn(t) =
∑
ω∈(Ω∗)ν
cω1 . . . cωνH
ω,t
n
with
H ω,tn := H
ω1,t1
n . . . H
ων ,tν
n .
10.2.2. Approximants Qω,tn . In Section 10.3 we approximate H
ω,t
n for large n by
Qω,tn := e
i|ω|1Λ(θ2νn,n eiψ˜ ω,tn )(Λ, S), (10.1)
where |ω|1 := ω1 + · · · + ων . The phase ψ˜ ω,tn will be defined below. Let us note that it suffices
to know its values for |j − n| ≤ n/3.
We prove Lemma 10.3 which gives the estimate ‖H ω,tn −Qω,tn ‖ ≤ ν nγ−1+3ε for 0 < ε ≤ 1/8,
ν ≤ nε and n ≥ nˆ. Then it remains to prove that for ν ≤ nε one has
sup
|t1|,...,|tν−1|≤t0
|j−n|≤nγ
∫ t0
−t0
|Qω,tn (j, j)| dtν ≤ Cn−γ/2 (10.2)
where
Qω,tn (j, j) = e
ij|ω|1θn,n(j)2ν
∫ 2pi
0
eiψ˜
ω,t
n (j,e
iη) dη
2pi
.
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As in Section 9 we obtain (10.2) using a stationary phase estimate.
10.2.3. Construction of Qω,tn by induction on ν. For ν = 1 the operators Qω,tn are defined for
large n by (9.2) as in Lemma 9.1, with ψ˜ ω,tn is given by (9.2b). For ν ≥ 2, writing
ω = (ω′, ω) ∈ (Ω∗)ν−1 × Ω∗, t = (t′, t) ∈ Rν−1 × R, (10.3a)
we have the corresponding factorization
H ω,tn = H
ω′,t′
n (H
−ω,t
n )
∗, (10.3b)
where H−ω,tn = H
2pi−ω,t
n .
By (10.8b) from Lemma 10.1 below we have ‖ϕ−ω,tn ‖C1(T) = O(nγ−1). Section 7.5.1 then
applies with {ϕ−ω,tn } in place of {ϕn}. We denote η ω,tn , ξ ω,tn , ξ˜ ω,tn , pω,tn , ϑω,tn , and ϑ˜ω,tn the
corresponding auxiliary functions. We have ϕ−ω,tn = ϕ
−ω,0
n ◦ τt. Then it is easy to see that
ξ˜ω,tn = ξ˜
ω,0
n ◦ τt, pω,tn = pω,0n ◦ τt, and ϑω,tn = eitϑω,0n ◦ τt. With ϑω,tn in place of ϑn estimate (9.15)
from Lemma 9.2 reads as
‖f ◦ ϑω,tn − f‖Cm−1(T) ≤ C′mnγ−1‖f‖Cm(T) (10.4)
for any m ≥ 0, f ∈ Cm(T), and with C′m ≤ C′m+1.
The phase ψ˜ ω,tn is chosen in Q0 and such that for |j − n| ≤ n/3,
ψ˜ ω,tn (j, e
iη) = ψ ω,tn (e
iη) + (j − n)ϕω,tn (eiη), (10.5a)
each component ψ ω,tn and ϕ
ω,t
n being the sum of two parts
ψ ω,tn = ψ
ω,t
n,1 + ψ
ω,t
n,2 , (10.5b)
ϕω,tn = ϕ
ω,t
n,1 + ϕ
ω,t
n,2 . (10.5c)
ψ
ω,t
n,1 and ϕ
ω,t
n,1 are the “principal parts”. They are defined in Section 10.3 by induction on ν.
10.3. Construction of ψ ω,tn and ϕ
ω,t
n .
10.3.1. The case ν = 1. For ν = 1, the principal part ψ ω,tn,1 is defined by (9.10a) and we choose
ϕω,tn,1 := ϕ
ω,t
n which is defined by (9.5c), so that
ψ ω,tn = (ψn ◦ τω − ψn) ◦ ϑn ◦ τt, ϕω,tn = (ϕn ◦ τω − ϕn) ◦ ϑn ◦ τt,
ψ ω,tn,1 = (ψn,1 ◦ τω − ψn,1) ◦ τt, ϕω,tn,1 = ϕω,tn ,
ψ ω,tn,2 = ψ
ω,t
n − ψ ω,tn,1 , ϕω,tn,2 = 0,
with ψn and ϕn given by (8.3b), and ψn,1(eiξ) = 2a(n) sin ξ.
10.3.2. Principal parts ψ ω,tn,1 and ϕ
ω,t
n,1 for ν ≥ 2. The relation (10.3b) and the composition for-
mula (7.17) from Lemma 7.4 suggest the induction formulas
ψ
ω,t
n,1 := ψ
ω,t
0,n,1 ◦ τω with ψ ω,t0,n,1 := ψ ω
′,t′
n,1 − ψ−ω,tn,1
ϕ
ω,t
n,1 := ϕ
ω,t
0,n,1 ◦ τω with ϕω,t0,n,1 := ϕω
′,t′
n,1 − ϕ−ω,tn,1 .
(10.6)
Using (9.10b) we find that
−ψ−ω,tn,1 (ei(ξ−ω)) = 4a(n) sin(−ω2 ) cos(ξ − ω − t+ ω2 ).
Hence −ψ−ω,tn,1 ◦ τω = ψ ω,tn,1 and we can also write
ψ
ω,t
n,1 = ψ
ω′,t′
n,1 ◦ τω + ψ ω,tn,1 . (10.7)
Lemma 10.1. Let ν ≥ 1 be fixed. Let ψ ω,tn,1 and ϕω,tn,1 be defined by (10.6). Then:
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(a) For every m ∈ N and any t0 > 0 there exists a constant Cm (independent of ω, t, n) such
that
‖ψ ω,tn,1 ‖Cm(T) ≤ Cmν nγ , (10.8a)
‖ϕω,tn,1‖Cm(T) ≤ Cmν nγ−1 (10.8b)
hold for ω ∈ (Ω∗)ν , t ∈ [−t0, t0]ν . Moreover, we can assume that Cm ≤ Cm+1 for any
m ∈ N.
(b) For every ω ∈ (Ω∗)ν , t ∈ Rν there exists Ψω,t ∈ C∞(T) such that
ψ
ω,t
n,1 (e
iξ) = 2a(n) ImΨω,t(e
iξ),
Ψω,t(e
iξ) = Ψω,t(1)e
iξ.
(10.9)
(c) If ν ≥ 2 there exist real-valued Lebesgue measurable functions t′ → τω,t′ defined on Rν−1 and
such that for t = (t′, t) ∈ Rν−1 × R one has
|Ψω,t(1)| ≥ 2
pi
sin
pi
N
× |t− τω,t′ |2pi,
where |s|2pi = dist(s, 2piZ). Moreover, for ν = 1 we have |Ψω,t(1)| ≥ 2 sin piN .
Proof. (a) Estimates (10.8) hold clearly for ν = 1, see Section 9. Let us make the induction
assumption that
‖ψ ω′,t′n,1 ‖Cm(T) ≤ Cm(ν − 1)nγ
‖ϕω′,t′n,1 ‖Cm(T) ≤ Cm(ν − 1)nγ−1
hold for a certain ν ≥ 2. Then estimates (10.8) follow from
‖ψ ω,tn,1 ‖Cm(T) ≤ ‖ψ ω
′,t′
n,1 ‖Cm(T) + ‖ψ−ω,tn,1 ‖Cm(T),
‖ϕω,tn,1‖Cm(T) ≤ ‖ϕω
′,t′
n,1 ‖Cm(T) + ‖ϕ−ω,tn,1 ‖Cm(T).
(b) For ν = 1, if ω ∈ Ω, t ∈ R, then ψ ω,tn,1 (eiξ) = 2an(j) ImΨω,t(eiξ) holds with
Ψω,t(e
iξ) :=
(
e−iω − 1)ei(ξ−t).
Let now ν ≥ 2. By induction with respect to ν, we assume that for any ω′ ∈ (Ω∗)ν−1 and
t′ ∈ Rν−1 there exists Ψω′,t′ ∈ C∞(T) such that
ψ
ω′,t′
n,1 (e
iξ) = 2a(n) ImΨω′,t′(e
iξ),
Ψω′,t′(e
iξ) = Ψω′,t′(1)e
iξ.
(10.10)
If ω = (ω′, ω) ∈ (Ω∗)ν−1 × Ω∗ and t = (t′, t) ∈ Rν−1 × R, then (10.7) ensures
ψ
ω,t
n,1 (e
iξ) = ψ
ω′,t′
n,1 (e
i(ξ−ω)) + ψ ω,tn,1 (e
iξ),
and it is clear that relations (10.9) follow from (10.10) if we define Ψω,t by
Ψω,t(e
iξ) = Ψω′,t′(e
i(ξ−ω)) + Ψω,t(eiξ). (10.11)
(c) Let ω ∈ Ω∗ and zω := 1− e−iω 6= 0. Then |zω| = 2 sin ω2 . For ν = 1, using Ψω,t(1) = −zωe−it
and ω ∈ Ω∗, we have the lower bound
|Ψω,t(1)| = 2 sin ω2 ≥ 2 sin piN .
For ν ≥ 2, if ω = (ω′, ω) ∈ (Ω∗)ν−1 × Ω∗ and t = (t′, t) ∈ Rν−1 × R, then (10.11) ensures
Ψω,t(1) = Ψω′,t′(1)e
−iω − zωe−it.
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Let ρω,t′ := |Ψω′,t′(1)|1/2|zω|−1/2 and τω,t′ ∈ [0, 2pi) be such that
z−1ω Ψω′,t′(1)e
−iω = ρ2ω,t′e
iτω,t′ .
Using Ψω,t(1) = zω
(
ρ2ω,t′e
iτω,t′ − e−it) and |zω| = 2 sin ω2 we can express
|Ψω,t(1)| = 2 sin ω2 × |ρ2ω,t′ − e−i(t−τω,t′)|.
Since sin ω2 ≥ sin piN for ω ∈ Ω∗, it remains to prove that
|ρ2 − eiτ | ≥ 1pi |τ |2pi
holds for any τ, ρ ∈ R. We distinguish two cases. If cos τ ≤ 0, then |ρ2 − eiτ | ≥ 1 ≥ |τ |2pi/pi. If
cos τ ≥ 0, then |ρ2 − eiτ | ≥ |sin τ | ≥ 2 |τ |2pi/pi. 
10.3.3. Remaining parts. To define the remaining parts ψ ω,tn,2 and ϕ
ω,t
n,2 we proceed by induction
on ν as in Section 10.2.
1) For ν = 1 we already defined ψ ω,tn,2 := ψ
ω,t
n − ψ ω,tn,1 and ϕω,tn,2 := 0.
2) For ν ≥ 2 we still write ω = (ω′, ω) ∈ (Ω∗)ν−1 × Ω∗, t = (t′, t) ∈ Rν−1 × R, and define
ψ
ω,t
n,i , ϕ
ω,t
n,i , i = 1, 2 through ψ
ω,t
0,n,i, ϕ
ω,t
0,n,i, according to the rules
ψ
ω,t
n,i := ψ
ω,t
0,n,i ◦ τω ,
ϕ
ω,t
n,i := ϕ
ω,t
0,n,i ◦ τω .
(10.12a)
We define the principal parts ψ ω,tn,1 , ψ
ω,t
n,1 using (10.12a) with i = 1 and
ψ
ω,t
0,n,1 := ψ
ω′,t′
n,1 − ψ−ω,tn,1 ,
ϕ
ω,t
0,n,1 := ϕ
ω′,t′
n,1 − ϕ−ω,tn,1 .
(10.12b)
We define the remaining parts ψ ω,tn,2 , ϕ
ω,t
n,2 using (10.12a) with i = 2 and
ψ
ω,t
0,n,2 := (ψ
ω,t
0,n,1 ◦ ϑω,tn − ψ ω,t0,n,1) + (ψ ω
′,t′
n,2 − ψ−ω,tn,2 ),
ϕ
ω,t
0,n,2 := (ϕ
ω,t
0,n,1 ◦ ϑω,tn − ϕω,t0,n,1) + ϕω
′,t′
n,2 .
(10.12c)
The phase ψ˜ ω,tn (j, eiη) is now defined for |j − n| ≤ n/3, according to (10.5). For those values of
j,
ψ˜ ω,tn (j, e
iη) := ψ ω,tn (e
iη) + (j − n)ϕω,tn (eiη)
with ψ ω,tn := ψ
ω,t
n,1 + ψ
ω,t
n,2 and ϕ
ω,t
n := ϕ
ω,t
n,1 + ϕ
ω,t
n,2 .
Lemma 10.2. Let ψ
ω,t
n,i and ϕ
ω,t
n,i , i = 1, 2 be defined by (10.12) and let 0 < ε ≤ 1/8 be fixed.
Then there exist constants Cˆ and nˆ (independent of ω, t, n) such that the estimates
‖ψ ω,tn,2‖C3(T) ≤ Cˆν nε, (10.13a)
‖ϕω,tn,2‖C3(T) ≤ Cˆν n2(γ−1)+ε (10.13b)
hold for n ≥ max(ν1/ε, nˆ).
Proof. The proof is by induction on ν.
1) For ν = 1, the first estimate (10.13a) follows from (9.16b) in Lemma 9.2. The second (10.13b)
is straightforward since ϕω,tn,2 = 0.
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2) Let now ν ≥ 2 and ω = (ω′, ω) ∈ (Ω∗)ν−1 × Ω∗, t = (t′, t) ∈ Rν−1 × R. By induction
assumption,
‖ψ ω′,t′n,2 ‖C3(T) ≤ Cˆ(ν − 1)nε,
‖ϕω′,t′n,2 ‖C3(T) ≤ Cˆ(ν − 1)n2(γ−1)+ε.
(10.14)
By (10.8a) we have the estimate
‖ψ ω,t0,n,1‖Cm(T) = ‖ψ ω,tn,1 ‖Cm(T) ≤ Cmν nγ . (10.15)
Further on, we assume Cˆ ≥ 2C3. Therefore
‖ψ−ω,tn,2 ‖C3(T) ≤ C3 ≤ 12 Cˆ ≤ 12 Cˆ nε
and combining the last estimate with induction assumption (10.14) we get
‖ψω′,t′n,2 − ψ−ω,tn,2 ‖C3(T) ≤ Cˆ(ν − 12 )nε.
However, using (10.4), (10.15), and ν ≤ nε, we obtain
‖ψ ω,t0,n,1 ◦ ϑω,tn − ψ ω,t0,n,1‖C3(T) ≤ C′4nγ−1‖ψ ω,t0,n,1‖C4(T)
≤ C′4C4ν n2γ−1
≤ C′4C4nε ≤ 12 Cˆnε
provided that Cˆ ≥ 2C′4C4. Thus Cˆ ≥ 2C′4C4 ensures
‖ψ ω,t0,n,2‖C3(T) ≤ Cˆν nε.
We proceed similarly to obtain the estimates
‖ϕω,t0,n,1‖Cm(T) ≤ Cmν nγ−1,
‖ϕω,t0,n,2‖C3(T) ≤ Cˆν nε+2(γ−1). 
In Steps 2 and 3 of the proof of Lemma 10.3 below we need to use the following phase functions
ψ˜
ω,t
0,n := (ψ˜
ω′,t′
n − ψ˜−ω,tn ) ◦ ϑ˜ω,tn ,
ψ
ω,t
0,n := (ψ
ω′,t′
n − ψ−ω,tn ) ◦ ϑω,tn ,
ϕ
ω,t
0,n := (ϕ
ω′,t′
n − ϕ−ω,tn ) ◦ ϑω,tn .
For |j − n| ≤ n/3, we clearly have by induction
ψ˜
ω,t
0,n (j, e
iη) = ψ
ω,t
0,n (e
iη) + (j − n)ϕω,t0,n (eiη).
To compare ψ˜ ω,tn with ψ˜
ω,t
0,n ◦ τ˜ω we define extra terms
ψ
ω,t
0,n,3 := (ψ
ω′,t′
n,2 − ψ−ω,tn,2 ) ◦ ϑω,tn − (ψ ω
′,t′
n,2 − ψ−ω,tn,2 ),
ϕ
ω,t
0,n,3 := ϕ
ω′,t′
n,2 ◦ ϑω,tn − ϕω
′,t′
n,2 .
(10.16)
From this definition it is clear that (10.4) and (10.13) ensure
‖ψ ω,t0,n,3‖C2(T) ≤ C′3Cˆν nε+γ−1, (10.17a)
‖ϕω,t0,n,3‖C2(T) ≤ C′3Cˆν nε+3(γ−1) (10.17b)
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Bringing together the expressions (10.12b), (10.12c) and (10.16), and using the relations
ψ
ω′,t′
n = ψ
ω′,t′
n,1 + ψ
ω′,t′
n,2 , ψ
−ω,t
n = ψ
−ω,t
n,1 + ψ
−ω,t
n,2 and ϕ
ω′,t′
n = ϕ
ω′,t′
n,1 + ϕ
ω′,t′
n,2 , we get
ψ
ω,t
0,n = ψ
ω,t
0,n,1 + ψ
ω,t
0,n,2 + ψ
ω,t
0,n,3,
ϕ
ω,t
0,n = ϕ
ω,t
0,n,1 + ϕ
ω,t
0,n,2 + ϕ
ω,t
0,n,3.
Thus, if ψ˜ ω,tn,3 := ψ˜
ω,t
0,n,3 ◦ τ˜ω with ψ˜ ω,t0,n,3(j, eiη) := ψ ω,t0,n,3(eiη) + (j − n)ϕω,t0,n,3(eiη), then
ψ˜
ω,t
0,n ◦ τ˜ω = ψ˜ ω,tn + ψ˜ ω,tn,3 . (10.18)
10.4. Estimate of H ω,t
n
−Qω,t
n
.
Lemma 10.3 (estimate of H ω,tn − Qω,tn ). Let Qω,tn be the operator defined by (10.1) for some
ν ≥ 1, with ψ˜ ω,tn defined by (10.5) and (10.12). Let 0 < ε ≤ 1/8 be fixed. The difference
R
ω,t
n := H
ω,t
n −Qω,tn satisfies the estimate
‖Rω,tn ‖ ≤ ν nγ−1+3ε (10.19)
for n ≥ max(ν1/ε, nˆ).
Proof. The proof is by induction on ν.
1) For ν = 1, Lemma 9.1 ensures
‖Rω,tn ‖ = O(nγ−1 lnn). (10.20)
Moreover, Lemma 7.5 ensures ‖Qω,tn ‖ = O(
√
lnn).
2) Let now ν ≥ 2 and ω = (ω′, ω) ∈ (Ω∗)ν−1×Ω∗, t = (t′, t) ∈ Rν−1×R. By induction assumption,
the difference Rω
′,t′
n := H
ω′,t′
n −Qω
′,t′
n satisfies the estimate
‖Rω′,t′n ‖ ≤ (ν − 1)nγ−1+3ε. (10.21)
By (10.1),
Qω
′,t′
n = e
i|ω′|1Λ(θ2(ν−1)n,n eiψ˜ ω′,t′n )(Λ, S), (10.22)
where ψ˜ ω
′,t′
n (j, eiη) = (ψ
ω′,t′
n,1 + ψ
ω′,t′
n,2 )(e
iη) + (j − n)(ϕω′,t′n,1 + ϕω
′,t′
n,2 )(e
iη) for |j − n| ≤ n/3. Then
using ν ≤ nε and γ − 1 + 2ε ≤ −1/4 we can estimate
‖ϕω′,t′n,1 ‖C3(T) + ‖ϕω
′,t′
n,2 ‖C3(T) ≤ (C3 + Cˆ)nγ−1+2ε ≤ 1/2
for n ≥ nˆ so that Lemma 7.5 applies:
‖Qω′,t′n ‖ ≤ 4
√
lnn. (10.23)
We will estimate the difference H ω,tn −Qω,tn assuming ν ≤ nε and n ≥ nˆ:
• We first compare H ω,tn = H ω
′,t′
n (H −ω,tn )
∗ with Qω
′,t′
n (Q−ω,tn )
∗.
• Then we compare Qω′,t′n (Q−ω,tn )∗ with Qω,tn .
Step 1. The difference R
ω,t
n,1 := H
ω,t
n −Qω
′,t′
n (Q−ω,tn )
∗ satisfies
‖Rω,tn,1‖ ≤ ‖Rω
′,t′
n ‖+ C˜1nγ−1 ln3/2n, (10.24)
where C˜1 is a constant independent of ω, t, and n.
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Using the factorization (10.3b) and the definitions of Rω
′,t′
n and R−ω,tn we find that
R
ω,t
n,1 = R
ω′,t′
n (H
−ω,t
n )
∗ +Qω
′,t′
n (R
−ω,t
n )
∗.
Hence, using (10.23) and ‖H−ω,tn ‖ = 1 we get the estimate
‖Rω,tn,1‖ ≤ ‖Rω
′,t′
n ‖+ 4
√
lnn ‖R−ω,tn ‖.
It is clear that (10.24) follows since ‖R−ω,tn ‖ = O(nγ−1 lnn) by Lemma 9.1.
Step 2. Computation of Q
ω′,t′
n (Q−ω,tn )
∗. We claim that
Qω
′,t′
n (Q
−ω,t
n )
∗ = ei|ω|1ΛP ω,tn Θ
2
n with P
ω,t
n :=
(
θ2(ν−1)n,n e
iψ˜
ω,t
0,n ◦τ˜ω
)
(Λ, S) pω,tn (S).
Here, ψ˜
ω,t
0,n := (ψ˜
ω′,t′
n − ψ˜−ω,tn ) ◦ ϑ˜ω,tn as above, pω,tn := pω,t0,n ◦ τω and pω,t0,n(eiη) := 1 + ∂η ξ˜ ω,tn (eiη).
Using (10.22), Lemma 7.4 at line two below, and Lemma 7.2 at line three, we indeed have
Qω
′,t′
n (Q
−ω,t
n )
∗ = ei|ω
′|1Λ (θ2(ν−1)n,n eiψ˜ ω′,t′n )(Λ, S) ((θ2n,n eiψ˜−ω,tn )(Λ, S))∗ eiωΛ
= ei|ω
′|1Λ (θ2(ν−1)n,n eiψ˜ ω,t0,n )(Λ, S) pω,t0,n(S) eiωΛΘ2n
= ei|ω|1Λ
(
θ2(ν−1)n,n e
iψ˜
ω,t
0,n ◦τ˜ω
)
(Λ, S) pω,tn (S)Θ
2
n.
Let us note that rω,t0,n := p
ω,t
0,n − 1 satisfies
|rω,t0,n (eiξ)| ≤ C˜0nγ−1. (10.25)
Step 3. Approximation of P
ω,t
n by P˜
ω,t
n :=
(
θ
2(ν−1)
n,n eiψ˜
ω,t
n
)
(Λ, S). Estimate of R
ω,t
n,3 := P
ω,t
n −
P˜
ω,t
n .
Denote r ω,tn,3 := e
iψ˜
ω,t
n,3 − 1 and rω,tn := pω,tn − 1 = rω,t0,n ◦ τω. Using ψ˜ ω,t0,n ◦ τ˜ω = ψ˜ ω,tn + ψ˜ ω,tn,3 (see
(10.18)), we get eiψ˜
ω,t
0,n ◦τ˜ω = eiψ˜
ω,t
n + eiψ˜
ω,t
n r
ω,t
n,3 . Thus,
P ω,tn :=
(
θ2(ν−1)n,n e
iψ˜
ω,t
0,n ◦τ˜ω
)
(Λ, S) pω,tn (S)
= (P˜ ω,tn + R˜
ω,t
n )
(
I + rω,tn (S)
)
with
R˜ω,tn :=
(
θ2(ν−1)n,n e
iψ˜ ω,tn r
ω,t
n,3
)
(Λ, S).
However, using estimates (10.17) of ‖ψ ω,t0,n,3‖C2(T) and ‖ϕω,t0,n,3‖C2(T) in
ψ˜
ω,t
n,3 (j, · ) = ψ ω,t0,n,3 ◦ τω + (j − n)ϕω,t0,n,3 ◦ τω
we get
‖r ω,tn,3 (j, · )‖C1(T) ≤ ‖ψ˜ ω,tn,3 (j, · )‖C1(T) ≤ 2C′3Cˆν nε+γ−1
for any j ∈ Z such that |j − n| ≤ n/3. Hence
‖R˜ω,tn ‖ ≤ 8
√
lnnC′3Cˆν n
ε+γ−1.
Using moreover ‖P˜ ω,tn ‖ ≤ 4
√
lnn and |rω,tn (eiξ)| ≤ C˜0nγ−1, we obtain
P ω,tn = P˜
ω,t
n +R
ω,t
n,3
with
‖Rω,tn,3‖ ≤ 4
√
lnnnγ−1(C˜0 + 2C′3Cˆ(1 + C˜0)n
2ε).
Step 4. Estimate of R
ω,t
n,4 := H
ω,t
n − ei|ω|1ΛP˜ ω,tn Θ2n.
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Using Step 2 and definitions we have Rω,tn,4 = R
ω,t
n,1 + e
i|ω|1ΛRω,tn,3 Θ
2
n. By Steps 1 and 3 we get
‖Rω,tn,4‖ ≤ ‖Rω,tn,1‖+ ‖Rω,tn,3‖
≤ ‖Rω′,t′n,1 ‖+ C˜2
√
lnnnγ−1(lnn+ n2ε)
where the constant C˜2 depends on the constants C˜0 in (10.25), C˜1 in (10.24), C4, C′4 and Cˆ.
Recall that Cm ≤ Cm+1 and C′m ≤ C′m+1 for all m ≥ 0.
Step 5. End of proof of Lemma 10.3.
We haveRω,tn = H
ω,t
n −Qω,tn = Rω,tn,4+ei|ω|1ΛP˜ ω,tn Θ2n−ei|ω|1ΛΘ2nP˜ ω,tn = Rω,tn,4+ei|ω|1Λ[P˜ ω,tn ,Θ2n],
then
‖Rω,tn ‖ ≤ ‖Rω,tn,4‖+ ‖[P˜ ω,tn ,Θ2n]‖
Applying Lemma 7.6 we obtain
‖[P˜ ω,tn ,Θ2n]‖ ≤ C˜3
√
lnnnγ−1+2ε
with C˜3 depending only on C2 and Cˆ. We can choose nˆ depending on C˜2, C˜3, and ε so that
n ≥ nˆ =⇒ ‖Rω,tn ‖ ≤ ‖Rω
′,t′
n ‖+ n3ε+γ−1. (10.26)
We complete the proof of (10.19) using (10.26) and the induction assumption (10.21). 
10.5. End of proof of Proposition 6.4 (ii). Using Lemma 10.1 and taking ηω,t ∈ [0, 2pi) such
that
Ψω,t(1) = |Ψω,t(1)| eiηω,t
we can write
ψ
ω,t
n,1 (j, e
iη) = 2a(n)|Ψω,t(1)| sin(η + ηω,t).
Then the change of variable ξ = η + pi/2− ηω,t gives∫ 2pi
0
eiψ˜
ω,t
n (j,e
iη) dη = J (bω,tn (j, · ), µω,tn )
where J is as in Lemma 9.3 with
bω,tn :=
(
eiψ
ω,t
n,2+iϕ˜
ω,t
n
) ◦ τ˜ηω,t−pi/2,
µω,tn := 2a(n) |Ψω,t(1)|,
where ϕ˜ω,tn (j, · ) := (j − n)ϕω,tn ( · ). However Lemma 10.2 ensures
sup
|j−n|≤nγ
‖bω,tn (j, · )‖C2(T) ≤ C′n4ε
and due to Lemma 10.1 there exists c0 > 0 such that
µω,tn ≥ c0nγ |t− τω,t′ |2pi .
Further on, we abbreviate J ω,tn,j := J (bω,tn (j, · ), µω,tn ). Since |J ω,tn,j | ≤ 2pi we get∣∣∣∣∣
∫ 2kpi+τω,t′+n−γ/2
2kpi+τω,t′−n−γ/2
J ω,tn,j dt
∣∣∣∣∣ ≤ 4pin−γ/2
and it remains to integrate J ω,tn,j over
∆n := [−t0, t0] \
⋃
k∈Z
[2kpi + τω,t′ − n−γ/2, 2kpi + τω,t′ + n−γ/2].
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However combining Lemma 9.2 and Lemma 10.1 we find the estimate
sup
|j−n|≤nγ
|J ω,tn,j | ≤
C
nγ/2|t− τω,t′ |1/22pi
(
1 +
C′n4ε
nγ/2|t− τω,t′ |1/22pi
)
and due to 4ε ≤ γ/4 we can estimate
t ∈ ∆n =⇒ n
4ε
nγ/2|t− τω,t′ |1/22pi
≤ n4ε−γ/4 ≤ 1.
Since t→ |t|−1/2 is locally integrable on R we complete the proof writing
sup
|j−n|≤nγ
∫
∆n
|J ω,tn,j | dt ≤
C(1 + C′)
nγ/2
∫ t0
−t0
dt
|t− τω,t′ |1/22pi
≤ C
′′
nγ/2
.
11. Proof of Theorem 2.1
11.1. Plan of Section 11. In Section 5 we introduced operators Ln and explained that Propo-
sition 4.1 implies Proposition 5.1 (b) & (c) whereas property (a) is still unproven.
In Section 11.2 we will prove Proposition 11.1 which is the basic tool to deduce the asymptotic
estimate of Theorem 2.1 from the trace estimate of Proposition 5.2. More precisely, Proposition
11.1 allows us to deduce (5.5) from (5.6), (5.7) and from the trace estimate (5.12).
We observe that writing k = n+ j in (5.10a) we find
G0n =
∑
j∈Z
(
χ(λn+j(Ln)− l(n))− χ(ln(n+ j)− l(n))
)
(11.1)
with l(n) := ln(n) and in Section 11.2 we consider expressions of the form (11.1) with λn+j(Ln)
replaced by ln(n+ j) + rn(j).
The proof of Theorem 2.1 is completed in Section 11.3.
11.2. Comparison of two sequences. In this section we consider two sequences (ln(n+ j))j∈Z
and (ln(n + j) + rn(j))j∈Z where ln is defined in (5.1) and where rn : Z → R has the following
two properties:
sup
j∈Z
|rn(j +N)− rn(j)| ≤ Cnγ−1 (11.2a)
and
sup
j∈Z
|rn(j)| ≤ ρ′N (11.2b)
with
ρ′2 <
1
2
,
ρ′N <
1
pi
√
N
when N ≥ 3.
(11.2c)
For χ ∈ S(R) we denote
Gχn :=
∑
j∈Z
(
χ(ln(n+ j) + rn(j)− l(n))− χ(ln(n+ j)− l(n))
)
(11.3)
where l(n) = ln(n).
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Proposition 11.1. Assume that rn : Z→ R satisfies (11.2) and that
Gχn = O(n−γ/2 lnn) (11.4)
holds for any χ ∈ S(R) whose Fourier transform has compact support. Then
rn(0) = O(n
−γ/2 lnn).
Proof. Further on, i = 0, 1 and we denote
rin(k) =
{
rn(k) if i = 1,
0 if i = 0.
For m ∈ Z and k = 0, . . . , N − 1 we denote
λm,kn,i := ln(n+ k +mN) + r
i
n(k +mN)
and observe that writing Z = {k +mN : k = 0, . . . , N − 1, m ∈ Z} we can express
Gχn = Gχn,1 − Gχn,0
with
Gχn,i :=
N−1∑
k=0
∑
m∈Z
χ(λm,kn,i − l(n)).
Next we denote
G˜χn,i :=
N−1∑
k=0
∑
m∈Z
χ(λ˜m,kn,i − l(n)).
with
λ˜m,kn,i := l(n) + k +mN + r
i
n(k)
and claim that for any ε > 0 one can estimate
Gχn,i − G˜χn,i = O(nγ−1+ε). (11.5)
Indeed, we observe that using (3.10) and (11.2a) we obtain
|ln(n+ k +mN)− ln(n)− k −mN | ≤ Cnγ−1|k +mN |
and
|rin(k +mN)− rin(k)| ≤ Cnγ−1|m|
with
λm,kn,i − λ˜m,kn,i =
(
ln(n+ k +mN)− ln(n)− k −mN
)
+
(
rin(k +mN)− rin(k)
)
we obtain the estimate
sup
|m|≤nε/2
|λ˜m,kn,i − λm,kn,i | = O(nγ−1+ε/2). (11.6)
Since λm,kn,i − l(n) ∼ mN as |m| → ∞, the fast decay of χ implies∑
|m|≥nε/2
χ(λm,kn,i − l(n)) = O(n−∞) (11.7)∑
|m|≥nε/2
χ(λ˜m,kn,i − l(n)) = O(n−∞) (11.8)
and it is clear that (11.5) follows from (11.6), (11.7), and (11.8).
For j = 0, . . . , N−1 let χj ∈ S(R) be a function whose Fourier transform has compact support
and satisfies
χˆj(2pim/N) = Nδm,j for m ∈ Z. (11.9)
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Then we can express
G˜χjn,i =
N−1∑
k=0
∑
m∈Z
χj,kn,i(m)
with χj,kn,i(λ) := χj(λN + k + r
i
n(k)) and the Poisson summation formula gives
G˜χjn,i =
N−1∑
k=0
∑
m∈Z
χˆj,kn,i(2pim)
with
χˆj,kn,i(t) = (2pi)
−1
∫
R
e−itλ χj,kn,i(λ) dλ = e
i(k+rin(k))t/N χˆj(t/N)/N. (11.10)
Due to (11.10) and (11.9) we have∑
0≤k≤N−1
∑
m∈Z
(
χˆj,kn,1(2pim)− χˆj,kn,0(2pim)
)
=
∑
0≤k≤N−1
(zk+1(n)
j − wjk+1) (11.11)
with zk+1(n) := e2pii(k+r
1
n(k))/N and wk+1(n) := e2piik/N . We observe that (11.2b) ensures
|zk+1(n)− wk+1| ≤ 2pi
N
|rn(k)| ≤ 2pi
N
ρ′N . (11.12)
Next we introduce Fj : CN → C defined by Fj(z) := (zj1+· · ·+zjN)/j where z = (z1, . . . , zN ) ∈ CN
and j = 1, . . . , N . If z(n) := (z1(n), . . . , zN (n)) and w := (w1, . . . , wN ), combining (11.11) and
(11.5) with assumption (11.4) we obtain
j
(
Fj(z(n))− Fj(w)
)
= Gχjn +O(nε+γ−1) = O
(
n−γ/2 lnn
)
. (11.13)
If F (z) := (F1(z), . . . , FN (z)) ∈ CN then F ′(z) = (zj−1l )Nj,l=1. Introducing
G(z) :=
∫ 1
0
(
F ′(w + t(z − w))−M) dt
with M := F ′(w) we find F (z)− F (w) −M(z − w) = G(z)(z − w) and
z(n)− w =M−1(F (z(n))− F (w)) −M−1G(z(n))(z(n)− w).
We denote z(n, t) := w + t(z(n)− w) and we want to estimate
F ′(z(n, t))−M = (zl(n, t)j−1 − wj−1l )Nj,l=1 (0 ≤ t ≤ 1).
However (11.12) ensures |zl(n, t)j−1 − wj−1l | ≤ N |zl(n, t) − wl| ≤ Nt|zl(n) − wl| ≤ 2piρ′N t and
‖F ′(z(n, t))−M‖ ≤ 2piNρ′N t. Thus ‖G
(
z(n)
)‖ ≤ piNρ′N and
|z(n)− w| ≤ |M−1(F (z(n))− F (w))| + µN |z(n)− w|
holds with µN := piNρ′N‖M−1‖. Since M∗M = NI we find ‖M‖ =
√
N and M−1 =M∗/N , i.e.
‖M−1‖ = 1/√N and µN = pi
√
Nρ′N . Therefore we can estimate
(1− µN )|z(n)− w| ≤ |M−1(F (z(n))− F (w))| ≤ C|F (z(n))− F (w)| (11.14)
and our choice of ρ′N ensures µN < 1 if N ≥ 3. Hence, for k = 0, . . . , N − 1 we have
rn(k) = O(|F (z(n))− F (w)|). (11.15)
Thus (11.15) and (11.13) complete the proof when N ≥ 3.
If N = 2 then (w1, w2) = (1,−1),
M =
(
1 1
1 −1
)
, G(z) =
(
0 0
(z1 − 1)/2 (z2 + 1)/2
)
,
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and max{|rn(0)|, |rn(1)|} < 12 =⇒ ‖G(z(n))‖ = 12
(|z1(n)− 1|2 + |z2(n) + 1|2)1/2 < 1 ensures
‖M−1G(z(n))‖ < ‖M−1‖ = 1/√2, i.e. (11.14) still holds for N = 2 with µ2 < 1. 
11.3. End of the proof of Theorem 2.1. It remains to check that Proposition 11.1 allows us
to deduce (5.5) from (5.6) and (5.7). More precisely it suffices to check that Proposition 11.1
applies with
rn(j) := λn+j(Ln)− ln(n+ j). (11.16)
The assumption on ρN allows us to choose ρ′N > ρN satisfying (11.2c) and (5.6) implies
sup
j∈Z
|rn(j)| ≤ ρN + Cn3γ−2,
hence (11.2b) holds for n ≥ n0 if n0 is chosen such that Cn3γ−20 < ρ′N − ρN and (5.7) together
with (3.10) ensures the estimate (11.2a). It remains to observe that in Sections 9 and 10 we
proved Proposition 6.4 which implies Proposition 5.2, hence (11.4) holds if rn(j) is given by
(11.16) and the Fourier transform of χ has compact support.
12. Proof of Theorem 1.2
12.1. Plan of Section 12. In Section 2.3 we gave an uncompleted proof that Theorem 1.2 follows
from Theorem 2.1. It remains to complete parts (ii) and (iii) of this proof. In Section 12.2 we
prove Lemma 12.4 that states estimates for an(k) and an(k) − a(k) we used in part (iii) to get
estimate (2.5):
an(n− 1)2 − an(n)2 = a(n− 1)2 − a(n)2 +O(n2γ−2).
Part (ii) of the proof given in Section 2.3 is based on
Proposition 12.1 (estimate of λn(J)− λn(Jn)). Let J be as in Theorem 1.2 with 〈v〉 = 0 and
Jn as in Theorem 2.1. Then one has the large n estimate
λn(J) = λn(Jn) + O(n
3γ−2).
Its proof is given in the last three sections. Section 12.3 introduces auxiliary operators J˜+n .
Section 12.4 states a simple form of the approximation result ([4], Theorem 2.3). The proof is
completed in Section 12.5.
12.2. Estimates. We prove large n estimates of an(k) and a(k) for k = k(n), e.g., k = n− 1.
Lemma 12.2. Under assumptions (H2) on {a(k)}∞k=1 there exists a constant C˜ > 0 such that
sup
k∈Z
|δman(k)| ≤ C˜nγ−m, m = 0, 1, 2. (12.1)
Proof. By definition (2.2b) we can write an(k) = a1n(k)θ2n,n(k) with
a1n(k) := a(n) + (k − n)δa(n).
Since an(k) = 0 for |k−n| ≥ 2n/5 we can replace supk∈Z by sup|k−n|≤n/2. By assumptions (H2),
more precisely, by |a(k)| ≤ Ckγ from (1.10a) and by (1.10b), we get, for |k − n| ≤ n/2,
|an(k)| ≤ |a1n(k)| ≤ |a(n)|+ |k − n||δa(n)| ≤ Cnγ + nC′nγ−1/2 = (C + C′/2)nγ.
That proves (12.1) for m = 0. For m = 1, 2 we first observe that, for ϑ ∈ C2(R) we have
δϑ(s) := ϑ(s+ 1)− ϑ(s) =
∫ 1
0
ϑ′(s+ s1)ds1 (12.2a)
δ2ϑ(s) := δϑ(s+ 1)− δϑ(s) =
∫ 1
0
∫ 1
0
ϑ′′(s+ s1 + s2)ds1ds2 (12.2b)
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For ϑ(s) = θ2n,n(s) = θ0
(
s
2n − 12
)
we have ϑ(m)(s) = (2n)−mθ(m)0
(
s
2n − 12
)
. Thus (12.2) imply
|δmθ2n,n(k)| ≤ Cmn−m
for m = 1, 2, with Cm := 2−m‖θ(m)0 ‖∞. By using δa1n(k) = δa(n) we get
|δan(k)| ≤ |δa(n)|+ |a1n(k)| |δθ2n,n(k)|
≤ C′nγ−1 + (C + C′/2)nγCˆ′n−1
=
(
C′ + Cˆ′(C + C′/2)
)
nγ−1.
Using δ2a1n(k) = 0 we get
|δ2an(k)| ≤ |2δa(n)| |δθ2n,n(k + 1)|+ |a1n(k)| |δ2θ2n,n(k)|
≤ 2C′nγ−1Cˆ′n−1 + (C + C′/2)nγCˆ′′n−2
=
(
2C′Cˆ′ + Cˆ′′(C + C′/2)
)
nγ−2. 
Lemma 12.3. Under assumptions (H2) we have the estimates
sup
|j|≤n/2
|δa(n+ j)| = O(nγ−1) (12.3a)
sup
|j|≤n/2
|δ2a(n+ j)| = O(nγ−2). (12.3b)
Proof. Let j ∈ Z be such that |j| ≤ n/2. By using (1.10b) and (1.10c), i.e., |δa(k)| ≤ C′kγ−1
and |δ2a(k)| ≤ C′′kγ−2, respectively, we get
|δa(n+ j)| ≤ C′(n+ j)γ−1 ≤ C′(n− n/2)γ−1 = C′nγ−1/2γ−1 = C˜′nγ−1,
|δ2a(n+ j)| ≤ C′′(n+ j)γ−2 ≤ C′′(n− n/2)γ−2 = C′′nγ−2/2γ−2 = C˜′′nγ−2. 
Lemma 12.4. Under assumptions (H2) we have the estimates
|k − n| ≤ n/2 =⇒ |a(k)− a(n)| ≤ C˜|k − n|nγ−1 (12.4a)
|k − n| ≤ n/3 =⇒ |a(k)− an(k)| ≤ C˜|k − n|2nγ−2. (12.4b)
Proof. It uses Lemma 12.3 together with the following two estimates:
|a(k)− a(n)| ≤ |k − n| sup
|j|≤|k−n|
|δa(n+ j)| (12.5a)
|a(k)− a1n(k)| ≤ |k − n|2 sup
|j|≤|k−n|
|δ2a(n+ j)|. (12.5b)
We get (12.4a) by using (12.3a) in (12.5a) for |k − n| ≤ n/2:
|a(k)− a(n)| ≤ |k − n| sup
|j|≤|k−n|
|δa(n+ j)|
≤ |k − n| sup
|j|≤n/2
|δa(n+ j)|
≤ C˜|k − n|nγ−1
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We get (12.4b) similarly, using (12.3b) in (12.5b) for |k − n| ≤ n/3. We then have θ2n,n(k) = 1,
hence an(k) = a1n(k), and
|a(k)− an(k)| = |a(k)− a1n(k)|
≤ |k − n|2 sup
|j|≤|k−n|
|δ2a(n+ j)|
≤ |k − n|2 sup
|j|≤n/2
|δ2a(n+ j)|
≤ C˜|k − n|2nγ−2. 
12.3. Operators J˜+
n
. These auxiliary operators act on l2(N∗) by
(J˜+n x)(k) = dn(k)x(k) + a˜n(k)x(k + 1) + a˜n(k − 1)x(k − 1).
for x ∈ D and k ≥ 1 with off-diagonal entries
a˜n(k) :=
{
a(k) if n− C1nγ ≤ k ≤ n+ C1nγ
an(k) otherwise
(12.6)
where C1 is fixed large enough. We claim that
‖J˜+n − J+n ‖B(l2(N∗)) = O(n3γ−2). (12.7)
Indeed, |j| ≤ n/3 ensures an(n + j) = a(n) + δa(n)j and |δ2a(n + j)| ≤ C˜nγ−2, hence we can
estimate
sup
k∈N∗
|a˜n(k)− an(k)| = sup
|j|≤C1nγ
|a(n+ j)− a(n)− δa(n)j|
≤ sup
|j|≤C1nγ
j2 C˜nγ−2 = O(n3γ−2).
However, (12.7) and the min-max principle give
sup
k∈N∗
|λk(J˜+n )− λk(J+n )| = O(n3γ−2). (12.8)
12.4. An approximation result of the spectrum of Jacobi matrices. In the next section
we apply Theorem 2.3 from [4] which is an approximation result of the spectrum of the operator
J defined by (1.3) with real entries {d(k)}∞k=1 and {a(k)}∞k=1 such that
d(k) = ckα +O(kβ), c > 0,
a(k) = O(kβ), 0 ≤ β < α < 1 + β. (12.9)
For simplicity we state this result assuming that (12.9) holds with c = 1, α = 1, and β = γ, with
0 < γ ≤ 1/2. These conditions are satisfied by the operator J from Theorem 1.2.
For λ ≥ 1 and λ′ ≤ λ we denote
N (λ′, λ, J) = card{n ∈ N∗ : λ′ < λn(J) ≤ λ} = card (σ(J) ∩ (λ′, λ])
and we consider Jacobi operators Jλ′,λ defined like J by
(Jλ′,λx)(k) = d(k)x(k) + aλ′,λ(k)x(k + 1) + aλ′,λ(k − 1)x(k − 1) (12.10)
for x ∈ D, k ≥ 1, with real off-diagonal entries (aλ′,λ(k))∞k=1 satisfying |aλ′,λ(k)| ≤ |a(k)|. Then
Theorem 2.3 from [4] takes the form:
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Proposition 12.5 ([4], Theorem 2.3). Let J be given by (1.3). Its entries are assumed to satisfy
(12.9) with c = 1, α = 1, and β = γ. Let C0 > 0 be large enough. For λ ≥ 1 and λ′ ≤ λ we
denote
κ(λ) := λ+ C0λ
γ ,
κ(λ′, λ) := λ′ − C0λγ ,
and Jλ′,λ an operator as in (12.10) with aλ′,λ(k) = a(k) if κ(λ′, λ) ≤ k ≤ κ(λ).
Then for any ν > 0 there exists λ(ν) > 0 such that
N (λ′ + λ−ν , λ− λ−ν , Jλ′,λ) ≤ N (λ′, λ, J) ≤ N (λ′ − λ−ν , λ+ λ−ν , Jλ′,λ)
for any λ ≥ λ(ν) and any λ′ such that (C0 + 1)λγ ≤ λ′ ≤ λ.
12.5. Proof of Proposition 12.1. Due to (12.8) it suffices to show that
λn(J) = λn(J˜
+
n ) + O(n
−ν)
holds for any ν > 0 provided that C1 is chosen large enough in (12.6).
Let {λn}∞n=1 be a real sequence satisfying λn = n + O(nγ). If κ(λ) and κ(λ′, λ) are as in
Proposition 12.5 then choosing C1 large enough in (12.6) we get that
κ(λn, λn − λ−νn ) ≤ k ≤ κ(λn) =⇒ Jek = J˜+n ek
for n ≥ n0. Proposition 12.5 applied with λ = λn, λ′ = λn − λ−νn , Jλ,λ′ = J˜+n :
card
(
σ(J) ∩ (λn − λ−νn , λn]
) ≤ card(σ(J˜+n ) ∩ (λn − 2λ−νn , λn + λ−νn ]) (12.11)
for n ≥ n0. However, λn(J˜+n ) = λn(J+n ) + O(n3γ−2) implies
n ≥ n0 =⇒ |λn(J˜+n )− l(n)| ≤ ρ′, (12.12)
where ρ′ ∈ (ρN , 12 ), hence the cardinal in the right-hand side of (12.11) is at most 1. If now
λn = λn(J) then both cardinals are equal to 1 and there is an eigenvalue λk(n)(J˜+n ) such that
λk(n)(J˜
+
n ) ∈
(
λn(J)− 2λn(J)−ν , λn(J) + λn(J)−ν
]
. (12.13)
It remains to check that k(n) = n. Due to (12.12) and (12.13) it suffices to know that
n ≥ n0 =⇒ λn(J) ∈ (l(n)− ρ′′, l(n) + ρ′′) (12.14)
for some ρ′′ < 1/2. However, the operator J0 := Λ+ + 2Re (S+a(Λ+)) was investigated in [2]
where we proved the large n asymptotic formula
λn(J
0) = l(n) + O(n3γ−2). (12.15)
Since (12.14) follows from (12.15) and |λn(J) − λn(J0)| ≤ ρN , the proof of Proposition 12.1 is
complete.
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