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L’etude de certaines populations bacteriennes, attirees par un agent chimiotac- 
tique,” conduit 9 chercher une fonction positive ou nulle u (la concentration en 
batteries) et une fonction U solutions du probleme non lineaire (Q: ouvert 
borne de Iw”, p: constante positive): 
I 
5 - ~Au - div(u grad U) = 0 
at 
dans 8 x IO, T[ 
at& -=O 
(9 an 
sur r x 10, T[ 
i 
u(., 0) = uo(.) dans Q 
J 
* 
U(*, t) = u(-, o) du dans R x 10, T[ 
0 
On montre par une methode (constructive) de point fixe que ce probleme 
admet une solution unique holdkienne, definie localement en temps. Cette 
solution est positive ou nulle si u,, l’est, et defmie globalement en temps si de 
plus le probleme est pose en dimension 1. 
Les biologistes ont observt depuis longtemps quc certaiues bacttries plactes 
dans des conditions physico-chimiques favorables, ont la propriCtC d’&tre 
atrirkes (ou repousskes) par la prCsence de tel ou tel corps: glucose, oxygkne, 
skrine, etc. 
Ce phCnom&ne, appek chimiotactisme (positif ou ntgatif suivant qu’il s’agit 
d’une attraction ou d’une rkpulsion), a CtC CtudiC exp&-imentalement par 
bon nombre de chercheurs: voir par exemple: J. Adler [l-3], J. Adler and 
M. M. Dahl [4], F. W. Dahlquist, P. Lovely and D. E. Koshlznd [6], et la 
bibliographie de ces articles. 
* L’auteur remercie R. Temam de lui avoir propose ce probleme, et de l’avoir guide 
dam sa r&.olution. 
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Sur le plan theorique, on ignore quelles sont les interactions exactes entre 
les batteries et le (ou les) agent(s) chimiotactique(s), i.e. la (ou les) substance(s) 
chimique(s) qui Ies attire( Dans le cas le plus simple, il n’y a qu’un seul 
agent chimiotactique et, B l’aide de lois semi-empiriques, on formule un 
systeme non lineaire de deux equations aux derivees partielles paraboliques- 
dont l’une peut dCgCnCrer en une equation differentielle-qui traduisent d’une 
part le bilan en bacttries et d’autre part la degradation de cet agent chimiotac- 
tique par ies batteries. On rajoute naturellement les conditions initiales et aux 
limites appropriees. 
Differents modeles mathematiques ont ainsi CtC proposes: voir notamment 
R. Nossal [14], E. F. Keller and L. A. Segel [9], E. F. Keller and 6. M. Ode11 
[7, 81, L. A. Segel [21, 22, 231, L. A. Segel and J. L. Jackson [243, T. L. 
Scribner [19], T. L. Scribner, L. A. Segel and E. H. Rogers [20], G. Rosen 
[15, 16, 17, 181, I. R. Lapidus and R. Schiller [ll? 125; J. I’. Boon [S], et la 
bibliographie de ces articles. 
Experimentalement, on observe que les batteries se rassemblent en une 
“vague” qui se d&place au tours du temps. Le plus souvent, les auteurs cites 
ci-dessus recherchent quels types de lois semi-empiriques permettent au systeme 
d’equations d’admettre de telles “vagues” pour solutions, i.e. d’admettre 
des solutions dont la valeur au point x et B l’instant t ne depend que de 
5 = x - ct? oti c’est une constante (vitesse de propagation). On ne s’interesse 
pas ici a cet aspect du probleme. 
I1 ne semble pas y avoir jusqu’ici de r&&at the’mique d’existence (et 
d’unicite) de la solution de ce type de probleme: c’est un tel r&dtat d’emistence 
et d’zmicite @on dmme ici. Pour cela, on utilise une methode (constructive) 
de point fixe, qui fournit par discretisation des schemas numeriques raisonnabies. 
Notons que, pour des problemes voisins de celui consider+ ici, une methode 
(theoriquej analogue est introduite, sans chercher g en prouver la convergence, 
dans G. Rosen [16], et des schemas numeriques du mCme type sont utilises 
dans ‘I’. L. Scribner [19], T. L. Scribner, L. A. Segel and E. H. Rogers [2O]. 
On &die ici mathematiquement le modele propose par R. Nossal [14] 
auquel on renvoie pour les details. Nous avons besoin des precisions suivantes: 
- .S2 designe un ouvert de Iw”, n = 1 ou 2; c’est l’inthieur d’une assiette 
de Petri ou d’un tube capillaire, rempli d’un miiieu nutritif convenable et 
contenant un agent chimiotactique. 
- Soit r la frontiere de &?, 12 le vecteur unitaire de la normale a Y, orient& 
vers l’exdrieur de Q, a/&z la dCrivCe suivant Ie vecteur n. 
- Soit E la variable d’espace (X E .Q C tw ou V) et t Ie temps. 
-- Soit c(x, t) la concentration en agent chimiotactique au point X, B l’instant t, 
et co(x) = c(x, 0) la concentration initiale au point x, qu’on suppose constante 
et connue: 
c&x) = cg > 0, VXEQ. (I-1) 
505/32/3-X 
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- Soit U(X, t) la concentration en batteries au point x a I’instant t, et us(x) = 
U(X, 0) la concentration initiale au point X, supposee connue. I1 va de soi que 
co ! c, uo 9 u doivent &tre positives ou nulles. 
- On suppose ici pour simplifier qu’il n’y a pas de croissance bacterienne: 
la population bacterienne est stationnaire. Si elle ne l’etait pas, il faudrait 
introduire au second membre de (I-2) une fonctionf(x, t, U, c) qui compliquerait 
encore le probleme. Experimentalement, la population bacterienne est g&kale- 
ment (lentement) croissante et parfois stationnaire (voir par exemple J. Adler 
and M. M. Dahl [4]). On admettra done qu’on ne commet pas une trop grosse 
erreur en faisant cette hypothese. 
- On peut alors Ccrire le bilan en batteries entre les instants t et t + dt 
dans un sous domaine quelconque w de Q. Par application de la formule de 
Green, on obtient: 
au 
- - TV du + 01 div(uV(log c)) = 0 
at 
dans Q = D x IO, T[ (1.2) 
Au premier membre de (I.2), le second terme est un terme classique de diffusion, 
et le troisieme, non lineaire, est propose par R. Nossal [14], et par d’autres 
auteurs pour decrire le phenomene chimiotactique; OL et TV sont des constantes 
positives. 
- On Ccrit ensuite la degradation de l’agent chimiotactique par les batteries, 
qu’on suppose obeir k la loi: 
ac 
at- 
- -km, k : constante positive. (I-3) 
- On Ccrit enfin qu’il ne passe pas de batteries a travers la frontier-e r de Q: 
au 
-0 an- sur .Z = T x IO, T[ 
en particulier on supposera que 
au0 
an - 
0 sur r 
(1.4) 
on aurait de m&me &/an = 0 sur L’, mais cette equation sera consequence 
des equations suivantes. 
- Posons alors: 
U(x, t) = j-” u(x, u) du W-3) 
0 
on en tire: 
c(x, t) = coe-ku(z*t) (1.7) 
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d’oii le probleme, en supposant pour simplifier que 
elk = 1 (I.8) 
Trouver u et Ii’ telles que 
2~ > 0 dans Q = D x IO, T[ 
solutions de 
(1.9) 
; au 
p Au - div(n Vu) = 0 dans Q (1.10) 
(1.11) 
(1.12) 
(1.13) 
Dans le paragraphe II, on rappelle des resultats classiques don&s dans 
Ladyienskaja, Solonikov, Ural’ceva [lo] sur les problemes paraboliques lineaires 
du second ordre, notamment dans les espaces de fonctions hiilderiennes. 
Dans le paragraphe III, on montre que (9) a une solution h6ldCrienne 
unique, definie localement en temps, positive ou nulle si u. l’est, en resolrant 
un problbme de point fixe associe. Les r&ultats fondal?aentaus sont &on&s 
dam bs Tlzkoorkmes 111.1-l et 111-1.2. 
ilu paragraphe IV, on montre qu’en dimension 1 et si u. est positive ou 
nulle, la solution est dt@ie globalenzeut e?z temps, et on prouve la regulariti: Cffi 
(en dimension quelconque) de la solution si les donnees sont assez reguliires. 
La conclusion constitue le paragraphe V. 
II. NOTIONS ET RAPPELS 
Le Theo&me II.2 joue un role essentiel dans la demonstration du ThCoreme 
III.l-1. Les autres resultats rappel& ci-dessous sont utilises au section IV pour 
demontrer le Theo&me 111.1-2 et les parties (i) (pour I > 1) et (iv) du 
Theoreme 111.1-l. 
52 designe un ouvert de R”, borne sauf indication contraire (en particulier, 
dam tout le III, 52 n’est pas necessairement borne). La regularite de la frontiere 
r sera p&is&e ci-dessous. 
Soit T un nombre reel tel que: 0 < T < + ~0. Pour 0 f d < t’ $2 T, 
on pose Qt,t, = B x ]t, t’[; Q, = Qo,L; Q = Qr . &,,t, = adherence de 
Qt,t, = a x [t, t’]; A’ct,t, = r x It, t’[; Zf,t, = adherence de Zt,r,; Et = &; 
E = .& . m est un entier 30, p et q des nombres reels tels que 1 < p, Q < f oo, 
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k, Y, s des multi-entiers 20, 1 k 1 = longueur de k = 2:=X ka, p0 > 0 quet- 
conque, I > 0 non entier, [I] = partie entiere de 1. Les notations suivantes 
sont classiques: 
9(Q): espace des fonctions reelles indefiniment differentiables a support 
compact dans 8. 
3’(Q): son dual, espace des distributions sur a. 
D: derivation au sens des distributions, sur B ou sur Qt,t, suivant le cas. 
P(G): espace des (classes de) fonctions de puissance pi&me sommable sur B 
si p < + cy3, et essentiellement bornees sur G si p = +co. 
C?(D): espace de fonctions m fois continuement differentiables sur 0. 
WD7)‘(sZ): espace de Sobolev d’ordre m construit sur D(G): 
H’(Q) = War(G); H:(G) = (u E Hr(G)/u Ir = 0} = adherence de 9(G) dans 
P(G); 21 Ir designe la trace de ZA sur r, de m&me arc/&z Ir designe la trace de 
la dCrivCe normale au/an sur r. 
n = vecteur unitaire de la normale a I’, orient6 vers I’exterieur 
r 
de 9. Vu = gradient de u = 
( 
g ,..., g); Au = Laplacien de 
1 -n 
a B”u 
U==C- i=l ari2 . div v = $r 2 designe la divergence d’un champ I 
de vecteurs z, = (ZJ~ ,.,., v,). 
Si B est un espace de Banach, on introduit les espaces de fonctions a valeurs 
dans B, analogues aux precedents: 
D’(0, T; B); w,yo, T; B); Cm(P, Tl ; B) etc. 
tous ces espaces sont munis de leur norme naturelle. On introduit ensuite 
des espaces de fonctions utilises dans Ladyienskaja, Solonnikov, Ural’ceva [lo] 
(dans toute la suite, on designera ce livre en abrege par [lo]). 
espace de Banach pour la norme: 
par exemple, lW~3z(Q,) = D(O, t; We) n Mr,l(O, t; D(G)). On introduit aussi 
les espaces de fonctions hijldtriennes CZ*z/a(QJ: CCJfi(Qt) = espace des fonc- 
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tions u continues et bornees sur fi (Q non necessairement borne) ainsi que 
leurs derivees DtrDx% pour 2~ + / s 1 < [I] (I > 0 non entier) et donnant 
une valeur finie ?i la quantite: 
avec : 
oti, par definition, pour 0 < (y. < 1, on a pose: 
<@>YQ* = sup- 
1 21(x’, s) - u(x, s)l -- 
(z,sWQ, / x’ - x (a 
et 
j*c>;y+ = sup / U(X, S’) - 24(X, S)i -. 
o&s)dL / sr - s ja 
(11.2) 
(11.3) 
Les notations utilisees ici sont celles de [lo], ?I ceci pres que ces espaces sent 
notes ici CIJ/z(@) au lieu de Hz,z/2(~t).1 
La norme (11.1) depend Cvidemment de pa, mais on montre que si Q est 
assez regulier, changer la valeur de pa revient B remplacer cette norme par 
une norme Cquivalente. Enfin, rappelons que ces espaces ainsi norm& sont 
des espaces de Banach. 
Pour illustrer ces notations, remarquons que, par erremple, pour 2 < 1 < 3, 
Cz,z/z(Qf) est l’espace des fonctions u telles que 
(i) 24, 8u/axi , h/at, a22t/a.~i aXj , 1 < i, j < n, sont continues et bornees 
sur St . 
(ii) au/at, &/ax, axj , 1 < i, j < n, sont holderiennes en x, d’exposant 
(II = I- [Z] = I - 2, et en t d’exposant 42 = (I - 2)/2 < + . 
1 Pour bviter toute confusion avec la notation des espaces de Sovolev. 
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(iii) c?u/&ci , 1 < i < n. est hijlderienne en t, d’exposant 8: 
l/2 < p = $(I- [I] + 1) = (I- 1)/2 = or/2 + l/2 < 1, 
et que ces propriCtCs entrainent par integration: 
(iv) u est lipschitzienne, done a fortiori hiilderienne d’exposant ol quel- 
conque tel que 0 < cy. < 1, par rapport a x et par rapport a t. 
(v) au/&, , 1 < i < n, est lipschitzienne par rapport a X. 
On d&nit de m&me I’espace Cl(o), I > 0 non entier, espace de Banach 
pour la norme 1 24 1:‘. 
On dit que la front&e I’ est de classe Cz s’il existe un nombre p > 0 tel 
que pour tout point x: de r, I’intersection de I’ avec la boule de rayon p cent&e 
en x ait pour equation: yn = C( yi ,.. ., yra-r), 4: fonction hiilderienne de classe Cl, 
oh (Yl ,...7 Yn) est un systeme de coordonnees locales d’origine X, l’axe yn 
Ctant port6 par la normale en x a ZT Si T est de classe Cl, on peut alors definir 
I’espace cl(r), si Zr > max(Z, l), ainsi que l’espace CY,lp(EJ et munir ces 
espaces d’une norme telle qu’on ait par exemple le theorime de traces suivant: 
PROPOSITION II.1 (cf. [lo]). (i) Si r est de classe 0, ZI > 1, et si 0 < 
t < fc0, Z’application: 
u M u Ict = restriction de u d zt 
est une application Ziniaire continue de Z’espace de Banach Cz*1/2(gt) SW Z’espace 
de Banach Cr,zfs(&) (0 < 1 < lr , Z non entier), et admet un reltkement linbaire 
continu: iZ existe une application R Zinbaire continue de C1,1/2(zt) dans CzJf2@~) 
teZZe que 
by E wQt), W I, = + (11.4) 
(ii) de mgme, Z’application: 
u b u(0) 
u(0): x E Q w u(x, 0) 
est une application li&aire continue (subjective) de Cz,E12(Qf) sur Cl(Q), de twrme 
inf+ieu~e ou igaZe ci 1, et admet un relbement linkaire continu. 
[Les details sont encore donnes dans [lo]. On peut de m&me donner un 
theoreme de traces pour la d&iv&e normale, etc.]. 
On utilisera notamment le theoreme d’injection suivant: 
PROPOSITION II.2 (cf. [lo]). Soit Sz bo~n.4 CIfP et t/O < t < 1-03. AZors 
Z’espace L2(0, t; W(Q)) n Lm(O, t; L”(Q)) s’injecte continuement dans Z’espace 
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L’(0, t; Lq?)), I a norme de l’injection canonique ne dipendant que de n, 2, q et t, 
et &ant croissante par rapport ci t, done bo&e quand t + 0, , ceci pow tout 
couple (q, r) vhifiant: 
et i 
TE[2, -l-al, q E [z A] n-2 si n>2: (11.5) 
3, El% +a], 4ELL +4 si n=2 
f-E[4, +a], 4E12, -t-ml si n=l I 
Le r&ultat est a fwtiori vrai pow tout couple (q, r) pour leqlfel il existe q’ > q, 
r’ > Y, q’, P’ vh$iant (11.5). 
On rappelle aussi: 
THEOR~ME II.1 (cf. [lo]). Soit 52 borne’ CR”. &it T/O < T < +a. 
Considkrons le prob1hn.e de Neumann: 
(II.6) 
et sUppos03ls que les coeficients ai- v&i$ent la condition d’ellipticite’ uniforme 
salable presque partout dans Q = ,O,: 
(11.7) 
,u, v > 0 et indt!pendantes de E, x, t. 1 
Supposons de plus que les fonctions: 
ai2, bi2y a EL’(O, T; L’(Q)) 
;+;-I 
qE]I, +m], r~[l, +a[ si n >2 
QE[l, -!-~I, TELL21 si n=l i 
(11.8) 
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[le ksultat sera a fortiori wai pour tout couple (q, 1.) “meillew” qu’un couple 
(q’, y’) v&iJiant (KS)]. 
Supposons enjin que u0 E La(Q) et, pow simpli$er, que f E L2( Q). dlors le problkrne 
faible associe’ & (11.6) admet une solution unique u appurtenant li l’espace Lg(O, T, 
HI(Q)) n Lm(O, T; Lz(Q)) et la norme de u dans cet espace: 
III u Ill&” = “yy II Z”(w%?) + II vu llWQT))” (11.9) 
vt%i$e l’in&galitk: (c est indkpendante de f et uO) 
Ill 24 Ill&- d 4llfllL”ka + II uo llLW1 (11.10) 
Tous les autres paramktres itant $x&s, la constante c est fonction croissante de T 
et de la quantite’: 
Q(T) = ll(; g1 ai2 + I? bi2 + 1 a i)l~Lr(o T L*(sa)) (II.1 1) 
i=l , : 
Le ThCoreme II.1 sera utilise au paragraphe IV. Nous aurons de plus besoin 
des Theoremes II.2 et II.3 ci-dessous. 
On considere le probleme parabolique: 
Definissons les conditions de compatibilite’d’ordre m de ce probleme (m: entier 20). 
On pose 
Lu = $ - A(t)u 
et, tant que ces fonctions sont definies: 
dk) = x EL? -+ $ (x, 0), et de m&mefu), g(k), A(“). (11.13) 
11 est clair que si les don&es et la solution u du probleme II.12 sont assez 
regulieres, on a: 
u(o) = uo 9 (11.14) 
et 
&+l) = [g (A(t)u +f)ltso =f’M + f ck~&j’(qu’k-i’ (11.15) 
i=O 
oh les Ckj sont les coefficients du binbme. 
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DEFINITION 11.1. On dit que les conditions de compatibilite d’ordre PZ 
sont verifiees pour le probleme IT.12 si I’on a: 
au(k) 
= 
g 
w = ___ 
an r’ 
k = 0, l,..., nz (11.16) 
On peut alors donner le theoreme d’existence et d’unicid de la solution hold&- 
rienne du probleme (11.12). 
THEOR~ME II.2 (cf. [lo]). Consid&ons le problt%w II.12 aaec les hypoth&es 
suivantes : 
- 1 > 0 non mtier, Q ouvert non &cessairement boraP de R”, & front&e I’ 
de classe Czfz, T tel que 0 < T < +OO; 
- les coeficients aij , ai , a appartiennent h l’espace C z, IJ2( QT j, les coeficients 
aij v&$iant la condition d’ellipticite’ uniforme 11.7; 
- la fowtionf appartient ir C z,z’2(Qir), lafonctiong appartient & Cz+1,z~+112(CT), 
la fonction u, h Cr+2(!3); 
- les coe&x&ts et les donnies v&i$ent les colzditions de compatibilit& d’ordre 
rv + 1>/21* 
- Alors il existe une unique solution u du problt%ne II.12 appartenant h l’espace 
Czf4~h/2f1(QT), et u v&$e: 
ozi la co&ante c est t%idemment indbpendante de f, g, u0 ) et fonction croissante 
de T, et de la quantite’: 
(11.18) 
done c = c( T, q2( T)) est major&e d& que T et Q(T) sont majoGes, tous les autres 
pamm&res e’tant f;x&. 
En&, on peut appliquer le Principe du maximum ii la solution u de 11.12. En 
pmticulier si l’on a: 
f 3 0, zc, > 0, g<o 
alors la solution u de II.12 est positive ou nulle en tout point de & . 
(11.19) 
Preuve. Tout est demontre dans [lo], sauf la croissance de c par rapport 
$ T et TV, qui n’est pas explicide. La demonstration suit I’idCe de Korn 
et Schauder qui consiste B “geler” les coefficients de I’operateur L dans un 
petit domaine de Sz x 10, T[. 
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Rappelons que pour demontrer la positivite de u sous les hypotheses (11.19), 
on se ramene au cas ou a(x, t) > 0 dans Qr , en posant au besoin u = e%, 
h > -max(,,,),or 1 a(x, t)l > --co, et on regarde ensuite le signe des d&iv&es 
de u en un point oti w est minimum. 
Donnons simplement quelques indications sur la man&e dont on peut 
demontrer la croissance de c par rapport a T et ~a( T), tous les autres parametres 
&tant fix&: seuls varient T et les fonctions ai et a. Soit r, qu’on fixera plus loin, 
verifiant: 
O<r<T. (11.20) 
Ike &ape. On construit les fonctions ~(~1, K = O,..., [(I + 1)/2], don&es 
par (11.13). 11 est clair que 
oh cr(~a(~)) est fonction croissante de ?a(~), ceci parce que: 
- d’une part le produit de deux fonctions EC et z, de Cz~z/z(Qr) est dans 
Cz~z/2(Q7) et verifie: 
1 uv 1;’ < c I u I$‘, ( 21 p 7 or, c : independante de u, v, T (11.22) 
- et d’autre part (cf. Proposition II.l), 
Vf E CE*z’2(($7T), f(0) E Cz(!2) et lf(O)li4’ < If I’:, (II.23 
28me &ape. On prolonge chaque uck) a I’espace [Wn tout entier, ceci se fait 
de man&e continue, et Cvidemment independante de 7. On note encore u(*) 
le prolongement de ~(~1 B W. 
3&e &tape. On construit une fonction ‘U appartenant B Cz+2,z/2+1(W x [0, T]) 
telle que 
v(k) - akv 
apt t=O = dk’ (11.24) 
Ceci est possible-cf. encore [lo]- en resolvant plusieurs problemes de Cauchy 
successifs, et fournit ZI vtrifiant (11.24) et verifiant pour 0 < T < T: 
I EJ li2z;o.T~ G CP(4 
c I $k) fzZ2-2k) 
o<k<[(z+u/21 
(11.25) 
oh T -+ c2(~) est encore une fonction croissante. 
4&e &ape. On introduit I’espace suivant: 
$z~“‘2(~r) = [u E C”*““(&/$ (0) = 0, k = 0, l,..., [;]I (11.26) 
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On pose ensuite 
f’=f-Lv; g’=g-$1 ; Id = u -v (11.27) 
22 
On a clairement, pour 0 < T < T: 
If' I$ < CAT, rd~>>[lfl;~ + I %I li4f")l (11.28) 
I g’ ly < CC(f, dT))[/ f I i4’, + I uo IGfPf + I g ,y, (11.29) 
ou ca et C~ sent encore des fonctions croissantes de T et ~~(7). Et l’on a aussi, 
f et g &&ant les relations de compatibilite: 
f’ E cy(QJ; g’ E 5 z+l,z/2-tl!f(~T) (11.30) 
On est done ramen a resoudre le probleme “a conditions initiales nulles”: 
trouver u’ telle que 
Ld = f’ dans QT 
I--l 
au’ 
an z7 
= g’, f’ et g’ verifiant (II.30) (11.31) 
et 
uI E cz+“,z’2+1(~,) 
0 
(11.32) 
En effet, trouver u’ verifiant (11.31) et (11.32) est equivalent a trouver U’ verifiant 
(11.31) et u’(0) = 0. 
5&e &tape. On r&out le probleme (11.31, II.32) sur un petit intervalle 
de temps [0, T], 0 < T < T. Notons 
-JZ = ~Z’Z!f(QT) x $z+l,ija+l(~~) (11.33) 
C’est un espace de Banach pour la norme 
II h IIX~ = ll(f, iT112 = I f 114: + ! g p (11.34) 
RCsoudre le problbme precedent (II.31), (11.32) revient alors a montrer que 
l’operateur lineaire continu: 
admet pour T > 0 assez petit un inverse lineaire con&u B-r. 
Pour ceci, on construit trois operateurs lineaires continus R, T, W tels que 
I 
Vh = (f, g) E X”, vv E $~+~,i:2+l(gj7), 
BRh = h + Th 
RBv = v + WV 
(II.36) 
(11.37) 
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La construction de R, T, I# fait intervenir, outre le parametre de temps 
T une constante K et un parametre d’espace X verifiant: 
O<r=KA2<T 
O<K<l (11.38) 
Le parametre X est associe a deux recouvrements de Q par deux famiiles 
finies (ou denombrables si 8 n’est pas borne) de petits sow-domaines wk et 
Q2, tels que wlc C Qn, (ces recouvrements ne sont pas des partitions). Par exemple 
si Gk C Q’, Q, est un cube de cot6 A, de centre t”, et wk le cube homothetique, 
de m&me centre, de cot6 X/2. Les wk et Qk voisins de la front&e sent definis 
a I’aide des coordonnees locales. 
L’Ctude precise de la construction de R, T, W,2 montre alors que les normes 
de ces operateurs lineaires continus verifient: 
IIRII Gc5r c5 independant de A, K, T (II.39) 
II T II ,( c&)[(l + &))Kl” + A’-[“I, (11.40) 
c, : fonction croissante de T. 
et que W verifie une inegalite analogue a (11.40). 
On a done, pour T > 0 assez petit: 
II TII ( 1, II JS711 < 1 (11.41) 
Et dans ces conditions, I3 a un inverse a droite et un inverse a gauche lineaires 
continus, egaux respectivement a 
R(I + T)-1 et (I+ W)-lR. 
Ces deux operateurs sont alors Cgaux et l’on a: 
B-l = R(I + T)-1 = (I + W)-lR 
d’oti 
(11.42) 
(11.43) 
et finalement 
II 3-l II < 1 - c&)[(l + &)Kl/2 + WZI] 
Choisissons par exemple 
K = min(1, +), X = [m+T(HZl)/a, ,e)]l/(z-[zl)] (11.44) 
p C’est dam cette partie qu’on “g&k” les coefficients de l’optrateur L dams les petits 
domaines 4 x IO, r[. 
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oii 7 et 6 vCrifient: 
1 - VI 1 
O < e = 2(Z - [I] + 1) < 2. 
Nous obtenons alors: 
” Iie1 ” G 1 - c&a+ Ta(7))7@ 
(11.47) 
la quantitb &rite au second membre de (11.47) est bien une fonction croissante 
de 7 et ~~(7). 
6&e &tape. 11 ne reste plus qu’B conclure: on choisit 7 > 0 assez petit 
pour rktliser (II.41), pour cela, d’apres (11.47) il suffit de realiser 
c&7)(1 + r]*(T)) T8 d %$ql + &T T6 -=I 1 (11.48) 
La solution U’ de (11.31, 11.32) verifie alors, d’aprbs (11.47): 
I 4(1+2) Iv ie, 1 (11.49) 
d’oti, d’aprb (II.24), (1X25), (11.27), (II.28), (II.29), 
, u fzg?) < / ut ,~~a) + j cLI j$“’ 
oh c est bien fonction croissante de 7 et de rs(~). Ayant ainsi construit la solution 
du probleme II.12 sur un petit intervalle [0, T], on recommence toute l’operation 
pour d&fink cette solution sur l’intervalle de w&ze lotzgueur [T, 2~1 etc., jusqu’g 
ce qu’on ait decrit l’intervalle [0, T] tout entier. La constante c est encore 
fonction croissante de 7 et Q(T). Le ThCorkme II.2 est compfetement demontre. 
Enfin introduisons, pour 1 < Y < fco, l’espace, note Ll&&) dans [IO], 
des fonctions u telles que 
Cet espace norme co’incide avec L’(Q,) si Q est borne. 
On peut alors demontrer le theoreme suivant, qui sera utilise au paragraphe IV: 
THBoRBMEII.~ (cf. [lo]). Soit 4 f 3, 1 < Q < fox Consid&oras ZeprobBme 
II.12, avec 2es Jzypothtkes suiazntes: 
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(i) Q est un ouvert de BP, dont lafronti&=e Test ( pour sintplifier) de classe Cz. 
(ii) Les coeBcients aij sont con&us et born& dans & , et veri$ent la condition 
d’ellipticite’ uniforme (11.7); les coeficients a, et a appartiennent respectivement it 
L,‘,,(OT) et Goc(Q~), avec: 
7= max(q, n + 2) si qfn+2 
11+2+e si q=n+2 (11.52) 
( 12 2 max q, ___ + 2 1 si ni2 q+- 2 
5= 
n + 2 
(11.53) 
-+e 2 
si q=+ 
avec E > 0 quelconque. De plus /I ai Ij~;OC(a,) et /I a /IL;O,(o,) tendent vers zero 
quand r +- 0. 
(iii) f~ Lg(&), u,, E q-“!“(Q), g E W-1’qy1/2-1~2a(.Z~) (espaces de Sobolev 
d’ordre non entier construits sur Lq), vki$ant si q > 3 la condition de conzpatibilite 
d’ordre zero 
(11.54) 
[la valeur q = 3 est une valeur exceptionnelle qui donne lieu a un enonce’ un peu 
pa&u&r]. 
Alors le probleme II.12 admet une solution u unique appartenant a Wiy’(Qr), 
qui veG$ie : 
II u Ilrv,?+~) < 4I~fll~w,) + II uo Ilw~-~~w) + II g ll~~-l~~,1~2-1~zq(=~)l (11.55) 
c est independante de f, u. , g. 
Et, de m&ne qu’aux Theoremes II.3 et 11.4, la constante c est fonction croissante 
de T et de 
Q(T) = f II a, Ilq,,(~~) + II a I~I.s,,~Q~~ 
i=l 
(11.56) 
EnJin, pour q > (n + 2)/2, la solution u est hiilderienne: 
u E ~2-ln+2~/~.1-~12+2~/eQ(~~). (11.57) 
Le plan de la demonstration de ce theoreme est tout-a-fait analogue a celui 
de la demonstration du Theo&me 11.2. Naturellement, (11.57) provient dun 
theorbme d’injection de IV&(Q) d ans des espaces de fonctions holderiennes. 
Enfin, rappelons qu’il existe des theoremes analogues pour le probleme de 
Dirichlet, pour le probleme B d&iv&e directionnelle, et pour le probleme de 
Cauchy (si Q = RF). 
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IKEXISTENCE LOCALE EN TEMPS ET UNICITI? DE LA SOLUTION HOLD~RIENNE 
DU PROBLeME (g) 
111.1. Enonce’ des th&rkmes 
Pour rksoudre le problkme (a), on le rCCcrit sous la forme 
au 
--/~Au-i 
au al1 
at ------(AU)u=O i=l axi asi 
/U(t) = Jot u(a) do (III.l-2j 
(III.l-I) 
Faisant pour l’instant abstraction de (III.l-2), on peut considkrer (111.1-I.) 
comme un problbme de Neumann du type (11.12), IinCaire ?I l’inconnue ZL, 
oti Ies coefficients a, et a sont li& 2 U par: 
au 
ni=--y i = l,..., 71; a=-AU (111.1-3) 
Pour ce problkme, on peut Ccrire comme en (11.13) les fonctions S) = 
a%/%‘(O) et Ccrire les conditions de compatibilitt! d’ordre wz, nz entier 30. On a 
d’aprks (II.14) et (11.15): 
@) = 
UO (III,l-dj 
uw = $ (0) = ,,. Au, + [VU * Cu + (AC+] /,=o (III.l-5) 
(111.1-6) 
les C,j sont les coefficients du binhme. 
Tenant compte maintenant de (111.1-2) dans ces relations, on peut Ies 
r&crire: 
u(ol = uo (111.1~7j 
zp = p 4u’O’ (111.1-8) 
k > 1 (111.1-9) 
436 MICHEL RASCLE 
DEFINITION 111.1. On dira que la condition initiale u0 vCrifie les conditions 
de compatibilit6 d’ordre m pour le problkme (9) si l’on a: 
au(k) 0 3Tr= ’ k = 0, I,..., m (111.1-10) 
On est alors en mesure d’knoncer les thCor6mes fondamentaux: 
TH~OF&WE 111.1-I. Soit 1 > 0 non entier. Soit D un ouvert de Rn, non 
necessairenaent borne’, h front&e r de classe Cl+“. Soit T tel que 0 < 7‘ < + a3. 
Soit u0 une for&ion dorm&e appartenant a l’espace P”(@. Supposons que la 
condition initiale u0 verifie les conditions de compatibilite’ d’ordre [(I + 1)/2]. Alors 
(i) le probkme (9) admet une solution wzique (u, U) 
- de$nie SW un intervalle I, avec 
soit I = [0, t*[, O<t”<T (111.1-11) 
soit I = [0, T] (111.1-12) 
- appartenant h l’espace (C l+z,r~+l(QJ)e pour tout t positif appartenant 
&I. 
(ii) si de plus la condition initiale u0 est positive ou nulle, alors la solution 
(u, U) v&i$e, pour tout t > 0 appartenant a IZ 
et done 
u > 0 dans Qt (111.1-13) 
U > 0 est croissante par rapport au temps darts p* (111.1-14) 
(iii) cette solution (u, U) est obtenue, localement en temps, comme point 
jive d’une application contractante, pour la norme de CE’+2~1’f~+l(&t), pour 
tout I’ verijant: 
0 < I’ < 1 et 0 < 1’ < 1. 
(iv) Supposons maintenant que les hypotheses sont veri$ees pour tout 1 > 0, 
ce qui est vrai par exemple si la front&e r et la donnke initiale sont de classe C” 
et si uo et ses derivees (en x) de tous ordres sont nulles en tout point de I’.3 Blors 
pour tout t > 0 appartenant 2 1, la solution (EC, U) est de classe Cm dans St . 
THI?OR~ME 111.1-2. Supposons vhiJees les hypotheses du Theo&me 111.1-I. 
Si de plus la fonction u0 est positive ou nulle dam Q et si .Q est un ouvert borne 
de R (probleme en dimension 1) l’intervalle I est l’intervalle [0, T] tout entier: 
en dimension 1, la solution (u, U) du probleme (8) est dt;Jinie globalement en temps. 
3 Ce qui implique mutes les conditions de compatibilit6. 
UNE EQUATION ISSUE DE LA BIOLOOIE 437 
Remarque 111.1-I. lo/ La d Cmonstration de (i) (dam le cas 0 < 1 < 1) 
et (iii) est l’objet du paragraphe III.2. Remarquons qu’on demontrerait de 
mSme un theoreme analogue d’existence et d’unicitC de la solution dans l’espace 
Iq”(Q)-il sufhrait d’utiliser le Theo&me II.3 au lieu du Theo&me II.2, 
ou plus gennCralement dans l’espace FyY”(Q). 
2”/ Ze cas I > 1 (d’oti [(I + 1)/2] > 1) necessite des calculs fastidieux 
tout au long du paragraphe III.2 pour verifier les conditions de compatibilite. 
Pour kiter tous ces calculs, on va montrer d’abord l’existence et l’unicite de la 
solution dans CE’+s~E’/s~-l(Qg), avec 0 < 1’ < 1 (ce qui utilise le Theo&me III.2) 
et montrer ensuite que la solution est dans Cz+z~z~a+l(&J, 1 > 1, en utilisant, 
comme dans la demonstration de la partie (iv) du Theo&me III. 1- 1, les assertions 
(iv) du Lemme IV.2 et (iii) du Lemme IV.3. La demonstration de (i) dana le 
cas I > 1 en resultera. 
3”/ Le Theo&me 111.1-I se gCnCralise facilement au cas oti le second 
membre de l’equation aux d&iv&es partielles ou de la condition aux limites 
ne serait pas nul, au cas ou on changerait de condition aux limites, ou d’operateur 
elliptique du second ordre, etc. 
4”/ Ayant dCmontrC (i), la demonstration de (ii) est triviale: elle resulte 
simplement de l’application du Principe du Maximum comme dans le ThCo- 
r&me 11.2. 
5”/ La demonstration de (iv), et de (i) dans le cas 1 > 1, resultera des 
Lemmes IV.2(iv) et IV.3(iii). 
6”/ La demonstration du Theoreme 111.1-2 est l’objet du paragraphe IV. 
7”/ D’aprb (iii), la methode est constructive et peut fournir par discretisa- 
tion des schhzas numt%iqaes (cf. Remarque 111.2-1, 2O/). 
Remarque III.l-2. Conformite des hypotheses 2 la realit& “physique’? du 
probleme (9): 
lo/ dans le probleme “reel” (g), Sz est soit un intervalle ouvert borne 
de R, soit un disque ouvert (borne) de W: la front&e r a done la regularit Cm, 
ZO/ Dans les deux cas, u,, est constante (et mCme nulle dans le cas bi- 
dimensionnel) au voisinage de F elle verifie done les hypotheses de compatibilite 
d’ordre quelconque pour le probleme (9). 
On peut maintenant commencer la demonstration du ThCoreme III.l-1. 
111.2. Existence et unicite’ de la solution: problthze de point Jixe’ associk 
Dans tout ce paragraphe, on supposera 0 < I < 1 (cf. Remarque 111.1-1, zO/‘). 
Le probleme (9) decouple en (111.1-1, IILl-2), conduit naturellement 
h considerer comme un probleme de point fixe le probleme suivant: 
505/32/3-9 
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- supposons connaitre une solution (u, U) du probleme (g) dans B x [0, t], 
0 < t < T, et cherchons a prolonger cette solution sur un intervalle [t, t’] de 
longueur T = t’ - t a preciser. On verra que 7 doit &tre assez petit pour que 
l’application Y 0 F introduite plus loin soit contractante: d’oh la ntcessite 
de travailler sur un intervalle [0, t,], puis sur [tl , t,], etc. 
- On suppose done, en changeant au besoin les notations que u(t) = u,, et 
U(t) = U, sont des fonctions connues appartenant a l’espace (Cz+a(D))2. 
(Si t = 0, U,, = 0). Remarquons que pour t < s < t’, on a: 
U(s) = U(t) + s,’ u(u) do = U, + 1’ ~(0) da. 
- On est alors ramene, par translation du temps, a resoudre le probleme: 
Trouver (u, U) E (Cz+2,z/s+1(&))e tels que 
~-p~u-~(~O+ u)+--A(U,+ U)=O 
(111.2-l) 
u,, , u,, et U,, don&es dans (Cz+2(D))2 
O<t<7. (111.2-2) 
On considere encore le probleme (111.2-l) comme un probleme lineaire 
a l’inconnue u, en supposant U connue. 
Pour ce probleme, les conditions de compatibilite d’ordre [(I + 1)/2] = 0 
sont Cvidemment vCrifiCes, par hypothese si l’intervalle [t, t’] (avant translation 
du temps) Ctait deja de la forme [0, T], car alors U,, E 0 et done le problbme 
(111.2-l) n’est autre que le probleme (111.1-l), par construction sinon, car 
alors le couple (us, U,) est la trace a l’instant t d’un couple (u, U) solution 
de (g). Dans les deux cas, on a done les relations: 
et 
au, - = 
an i- 
0 (111.244) 
Soit 4 une fonction de CZ+z*r/~+l(~~). Designons par 
24 = q$). (111.2-5) 
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la solution, appartenant au m&me espace, de 
g - p Au - O( U,, + 4) . Vu - uA( U, + #) = 0 dans Q7 
(IIU-6) 
et par 
u = 9(u) = Y oqb) (111.2-T) 
la fonction don&e par: 
[U(t) = ( U(G) do (III.2-8) 
I1 est clair que rksoudre le problkme 9(0, T, u0 , U,) revient 5 trouver un point 
fixe de l’application Y o .F. 
THPORBME III.2, Outre les hypoth&es du Titiorkme III.l-1, on sllppose 
0 < 1 < 1, et on suppose z&$Ses les relations (III.2-3) et (111.2-4). Considtkms, 
pour LY- > 0, le convexe fewne': 
AlovT, pow tout 01 > j ug 1:’ et pour tout /3 > 0, il existe 70 > 0 tel que pour 
tout 7 v@iant 0 < 7 < r0 , on ait 
(i) le convexe K(a) est Gzzqafiant par l’application Y 0 Y-; 
(ii) la restriction de cette application au convexe K(a) est contractante 
de rapport inf&kur ou bgal h /3. 
Done en choisissant /3 < 1, et done T > 0 asse,n petit, cette application admet 
un point Jixe U, unique dans K(a), qu’on peut construiw par tn me’thode des 
approximations successives: 
partant d’un &ment UQ quelconque de K(a), par exemple, de CT0 =Z 0, oz 
co&wit deux suites (urn) et ( Urn) don&es par: 
alors la suite (lP) converge vers U et la suite [P> vers 
u=9-(U) (II1.2-12) 
Le couple (u, U) ainsi consfruit est l’unique solution du probltke gp(O, T, u,, , CT& 
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En&, si les dorm&es uO , U, du problhe 9(0, 7, uO , U,,) sent positives ou nulles 
dans -Q (ce qui est le cas si la “vraie” domake initiale uO du problkme IILl-1 est 
positive ou nulle dans Q) ce qui a itte’ dit du convene K(U) est encore valable pour 
le convexe 
K’(a) = I# E K(a)‘+, f$ 3 0 dans &/ (111.2-13) 
Remarque 111.2-I. lo/ Dans le cas I > 1, il faudrait modifier le convexe 
K(a) pour tenir compte des conditions de compatibilite ce qui entrainerait 
des calculs longs et penibles (cf. Remarque 111.1-1, 2”/). 
2”/ On construit aisement des s&mas num&ques en discretisant I’Algo- 
rithme (III.2-IO), (111.2-l 1) par les methodes classiques: differences finies, 
elements finis, schema implicite, Crank-Nicolson, etc. 
Pwuve. La dernibre assertion resulte encore du principe du maximum. 
Par ailleurs, les remarques suivantes sont de demonstration Clementaire: 
(a) la quantite ~~(7) de (11.18) qui s’ecrit ici: 
d&e: 
ou c, est independante de 7. 
(b) Done, d’apres le Theoritme 11.2, pour tout 4 appartenant B K(a), 
la constante c = C(G-, Q(T)) de (11.17) verifie: 
QrjO < r d T, C(T, Q(T)) < c(T, c,(l u, 1it2) + a)) = C(“) (III.2-16) 
(c) D’apres (11.22) et (111.2-19, on a pour tout couple (u, v) de fonctions 
de C”+“. Z/2+l@J: 
~(vu~Vv+uAv)g<C Il&) (Zf2) ..2 Iv I@, (111.2-17) 
oh c2 est independante de u, v, T. 
(d) Pour tout zc appartenant a C 1+2,z/2+1(QT), (0 < I < l), et pour tout T 
appartenant a IO, T], la fonction U don&e par (111.2-2) drifie: 
1 u I;;“’ < c,? 1 u j g,+” + 1 u. 12’ avec 0 < y = ’ + [] - ’ < ; (111.2-18) 
oti c, est independante de r. 
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(e) 11 est clair que pour tout # appartenant au convexe K(cL) don& par 
(IILZ-9), la relation (1X1.2-3) entraine que u,, vCrifie les relations de compatibilitk 
d’ordre [(1+ 1)/2] = 0 p our le probleme (111.2-6). Rappelans qu’on kite 
ainsi des vkifications (fastidieuses) en supposant I < 1 (cf. Remarque 111.1-1, 
zO/). Dans le cas I > 1, il faudrait modifier l’inCgalitC (111.2-18). Par suite, 
pour tout # appartenant a K(a), on a, d’aprb le ThCoreme II.2 et les relations 
ci-dessus, si U = .Y(u) = Y 0 F(4): 
et done (i) est verifiee pour 7 > 0 assez petit. 
Pour montrer (ii), soient + et 16 appartenant 5 K(a), et posons: 
lJ = -Y(U) = y 0 F($); I7 = Y(V) I= Y 0 F-(5&; x = $ - # (111.2-20) 
I# = l-J - p- = .Y(U) - Y(n) = .Y(U - E) = I (111.2-21) 
Soustrayant les relations (111.2-6) (resp. 111.2-S) appliquees a 9 et yG, on obtient: 
irZV 
__ - p ~ZU - VW . V(+ + LTo) - wO($ + LTo) = Va . Gx + zl d,y dans QT 
at 
a20 
aa H- = 
0 
(111.2-22) 
.w(O) =’ 0 
p(t) = Y(w)(t) = It w(u) do (111.2-23) 
‘0 
11 est evident que pour le probleme (111.2-22), les conditions de compatibihtd 
d’ordre [(l + 1)/2] = 0 sont v&-i&es. D’ou, d’aprb le Theo&me II.2 et Ies 
relations (111.2-14) B (III.2-19), on a: 
f c32~y(c(a))2c2 / u. Ii+‘) / x i’c;r” 
et done (ii) est vCrif%e pour 7 > 0 asset petit. 
(X11.2-24) 
Renzarque III.2-2. Si on considere le probleme analogue au probleme 
~P(O, 7, uo , Uo), pose dans un espace (reflexif) W:,l(Q,), avec q > n 1 2 3 3, 
ce qui entrdne que dans le Theo&me II.3, on peut prendre r = s = 4 < + 3c;, 
alors on peut demontrer l’existence dun point fixe U de l’application <sP 0 F 
sans utiliser (ii): en effet, le convexe analogue a K(a) est alors un convexe 
borne, done faiblement compact dans W~71(QJ, invariant par l’application 
Y 0 F d’aprits (i), et sur lequel iI est facile de verifier que cette application 
Y o F est faiblement continue, d’ou l’existence d’un point fixe par application 
du Theo&me (non constructif!) de Schauder. 
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La convergence de la suite (u”) vers u = F(U) rCsulte alors de la convergence 
de la suite (Urn) vers U et de la continuitt de I’application 9, laquelle se dCduit 
aisement de (111.2-24). 
11 ne reste plus qu’a demontrer 1’unicitC de la solution du probleme 
g&4 To 9 uo 3 U,) pour 7. > 0 assez petit. Pour cela, supposons qu’il y ait 
deux solutions (u, U) et (o, V), et posons: 
(111.2-25) 
VT/O < 7 < 5-o 
cette valeur de a! &ant ainsi choisie, on peut considkrer, pour tout 7 verifiant 
0 < 7 < To ) le convexe K(a), et en particulier choisir 7 > 0 assez petit pour 
que les propriCtCs (i) et (ii) du ThCoreme III.2 soient v&ifiCes: U et Tr, restreintes 
$ QTi;, sont alors deux points fixes de I’application Sp 0 F, done sont Cgales 
dans & . 
On en deduit que, pour tout intervalle [0, T~] sur lequel ces deux solutions 
sont definies, l’ensemble des Q- appartknant a [0, ~~1 tels que U et Tr (done 
aussi u et ,u) coi’ncident sur [0, T] est ouvert dans [0, ~~1. Comme il est evidemment 
ferme, vu la regularite de U et T7, il est Cgal a [0, ro]. 
D’oh l’unicite de la solution du probleme 9(0, 7. , IC, , u,), et par suite 
de la solution du probleme (9). 
Le Theo&me III.2 est entierement demontrt et garantit l’existence, localement 
en temps, de la solution (u, U) du probleme (9). Les estimations a priori 
du paragraphe IV vont permettre d’achever la demonstration du ThCoreme 
IILl- et de montrer qu’en dimension 1, si D est borne et u,, positive ou nulle, 
cette solution est definie globalement en temps. 
IV. ESTIMATIONS A PRIORI: EN DIMENSION 1, 
LA SOLUTION EST DkFINIE GLOBALEMENTENTEMPS 
Dans tout ce paragraphe, outre les hypotheses du ThCoreme 111.1-1, sauf 
indication contraire, on suppose vCrifi&e l’hypothese: 
WI 1 
n - 1 (probleme mono-dimensionnel), Sz borne dans Iw, 
- et la donnee initiale zco est positive ou nulle dans Q. 
Rappelons qu’alors la fonction u est positive ou nulle, la fonction U’, positive 
ou nulle, est croissante par rapport au temps dans $3, . 
On considere l’intervalle I de definition de la solution (u, U) du probleme 
(9) donne au ThCoreme 111.1-l par les formules (111.1-11, 111.1-12). Ces 
formules expriment que, par construction, I’intervalle I est un ouvert de [0, 2’1. 
Les estimations a priori ci-dessous montreront qu’en dimension 1, Z est fermC 
dans [0, 7’1, d’oti le resultat. 
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Dans toutes ces estimations, on considkre un nombre t positif quelconque 
appartenant h 1. La r6gularit6 de u et U dans St = a x [O, t] permet alors 
de justifier toutes ces estimations a priori. 
Certaines de ces estimations sont valables en dimension n quelconque. 
Ceci sera prCcisC B la Remarque IV.51. 
IV.1. Prem&e estimation a priori 
On intkgre les deux membres de l’kquation aux d&i&es partielles sur [0, 11. 
Compte tenu des conditions aux limites, on obtient: 
t 
Sf 
azld*Ed zz o R at * u s 
R u(x, t) dx - si uo(x) dx = 0 
I 
(IV.l-1) 
d’oti, u ktant positive 
j. 1 u(x, t)l dx = .i, u(x, t) & = s, z+,(x) dx 
(la population totale est constante au tours du temps). 
En particulier on en tire (c dksigne des constantes diverses) 
(IV.l-2j 
II u IlL~(o,t;L%2~) = (II za2 IIL~(o,*:L%?d2 = II uo /IL%?) < c, Vt>O, tEI 
(IV.l-3) 
D’oG par integration en temps, 
II ~llL~fo.t:L%?)) G c> vt >o, tEI (IV, l-4) 
IV.2. Deuxit?me estimation a priori 
On multiplie,* formellement, les deux membres de (1.10) par ‘o = Log uy 
et on intkgre par parties sur .Q X 10, t[. 11 vient: 
TZZ2 s u,(x)(Log uo(x) - 1) dx R (IV2-1) 
LEMMJZ IV.l. On suppose vt%i@es les hypoth&es du Th?oor&e 111.1-l et 
l’hypotR6se (H). Alors la relation (IV.2-1) est valable, et elle entraine: 
III Gl” Ill o* = II Ia2 II L”O(o,t:L~(R))nL~(o,t;H1(~1) < c, Qt>O, tEI 
(IV.2-2) 
* S&ant me id&e de R. Temam. 
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et 
II ~llL%.t;Hw) G c> vt>o, i?EI (IV.2-3) 
Preuve. Admettons provisoirement que la relation (IV.2-1) est licite. On en 
dkduira 
II w1’2)ll(LQ7t))” d c> Vt>O, tEI (IV.2-4) 
et 
II vwll(Lw)~ G c> vt>o, te1 (IV.2-5) 
D’oh (IV.2-2), en utilisant (11.9), (IV.l-3) et (IV.2-4). Par ailleurs, ii est bien 
connu que l’application: 
v ++ IIv llcm + II vv /I(Lvl2~)’ (IV.2-6) 
dkfmit sur HI(Q) une norme Cquivalente 2 la norme usuelle: (IV.2-5) et (IV.2-6) 
entrahent alors (IV.2-3). 
Justifions maintenant la relation (IV.2-1). On multiplie en fait par v, = 
Log(zc + E), E > 0, et on intkgre par parties sur D X [0, t]. On rappelle que 
u est positive ou nulle dans St . 11 vient alors: 
s, (u(x, t) + E)(Log(u(x, t) + c) - 1) dx + p l/, $$’ :‘I dx du 
u(xp u, 
+“, 4 + 6 
VU@, u) . Vu@, u) dx da 
= R (uo(x) + c)(Log(zc,(x) + 6) - 1) dx 
s 
(IV.2-7) 
Remarquons que la rkgularitk de u entraine: 
Qt>O, tEI, VXESZ, u(x,t)=Oz- 
Vu(x, t) = 0 
et h(x, t) >, 0 
(IV.2-8) 
d’oti 
Qt > 0, t ~1, Vu E [0, t], Vx ~i2, 
4% 4 
u(x, 0) + E 
VU(x, U) . Vu(x, u) -+ VU(x, U) . VU(X, a) quand E -+ 0 (IV.2-9) 
et 
Or pour tout t > 0 appartenant 2 I, il est clair que 
VU . VU E C”+l*Zl~+ll2( .Qi) C Ll( QJ 
(IV.2-10) 
(IV.2-11) 
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Done, d’apres le Theo&me de la convergence dominee, on peut passer a la 
limite dans le terme ci-dessous t ss 4-4 4 Cl D 4% 0) + E VU(x, u) . Vu(x, u) dx da e ; s 1077(x, t)12 dx > CI s? (IV.2-12) 
Remarquant par ailleurs que la fonction 
#: 4 - ar) = SW% 4 - 1) (IV.2-13) 
est continue (et minoree par -1) sur [0, +co[, on obtient aisement: 
s R (4x, t) + ~)(Log(u(x, f) + c) - 1) d.-z (~io)r .r, 4x, Wag 4x, t> -1) d-v 
a-mesQ=-‘dx 
J n 
(IV.2-14) 
et 
s R @o(x) + Wog(uo(4 + 4 - 1) dx 
-G-c -f I 
z&)(Log U&C) - 1) dx < c < +ar, (IV.2-15) 
n 
Ensuite, en utilisant (IV.2-12), (IV.2-13), (IV.2-14), on voit aisement que 
pour tout t positif appartenant a I, on a 
o< t SC 
1 Vu(x, u)I” 
dx da < c, pour E > 0 assez petit (IV.2-16) 
0 R u(x, CT) + E 
06 c est independante de t. Par ailleurs, d’aprk (IV.2-8) V(x, u) E Q x [0, tJ 
Vu(x, u) Vu(x, u) oI,(x, u) = 
2(u(x, u) + E)l/Z o- 
a@, u) = 2(u(r,a))li” si u(x, u) > 0 
0 sinon (111.2-17) 
On en deduit classiquement (cf. Lions 1131) que 
ol, + CL dans (Ls(Qt))” faible (IV.2-18) 
Comme par ailleurs, 
b’(x, 0) f Q x [O, tl, I 01,(x, 41’ t en en croissant vers j ti(x, 67)I” (IW.2-19) d 
la relation (IV.2-1) est justifiee par application du ThCoreme de la convergence 
monotone. 
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D’un autre c8t&, il est clair que 
et done 
(u + ~)l/~ --f u1i2 dans L2(Q,) (IV.2-20) 
d’oti on dCduit 
V((zr + ~)l/~) + V(@) dans (Y(Q,))” (IV.2-21) 
et done 
V(zW) = 01 presque partout dans Qt (IV.2-22) 
I! V(ZN)//(~~(~,))~ < c, c indkpendante de t, t > 0, t ~1 (IV.2-23) 
Les relations (IV.2-l), (IV.2-2), (IV.2-3) sont done complttement justifikes: 
le Lemme IV.1 est dtmontrk 
Utilisons maintenant I’estimation (IV.2-2) et la Proposition II.2 avec 
on en dCduit: 
n = I, q=+a, r=4 (IV.2-24) 
c’est-g-dire: 
d’oti, a fortiori 
I! dii? IlL”(o,t;L”(a)) G c (IV.2-25) 
II * Ilr”(o,t:LYn)) < c (IV.2-26) 
II * lILWt) G c (IV.2-27) 
c dksigne toujours une constante indkpendante de t, t > 0 appartenant 2 I. 
IV.3. Troisikme estimation a priori 
On multiplie les deux membres de (1.10) par U et on indgre par parties 
sur Q X IO, t[. 11 vient: 
J-, 24(x, t) it@, t) dx - it J‘, 242 dx du + 5 s, 1 VU(x, t)12 dx 
+ j” lQ u j VU Is dx du = 0 (IV.3-1) 
0 
Compte-tenu de (IV.2-27) et de la positivitk de u et U, on en dkduit: 
II 1‘ I vu I2 llL~b&) G c, vt>o, tEI (IV.3-2) 
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IV.4. Un lemme 
On intkgre I’Cquation (1.10) par rapport au temps. 11 vient: 
u&x, t) - p AU(x, t) - 4 / VU(x, t)l” - Ltu(x, u) Al@, 0) da 
Posons ensuite: 
g(x, t) = 4 ! VU(x, ty + u&c) - u(x, t) 
c#(x, t) = -Lt u(x, u) A U(x, a) du = -p lot u(x, u) A I+, 0) dc 
= 
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(IV&l) 
(IV&2) 
(IV.4-3) 
LEMME IV.2. On suppose vLri$kes les hypothks du Thiorime 111.1-1, et 
E’hypothtGe (2). Alors: 
(i) en tout point (x, t) de Q x IO, T[ 03 la solution (;u, U) est dkjkie, on a: 
A U(X, t) = i (4 - g)(r, t) = b (i jO’ e Y(z,o)--Y(z,tig(x, CT) u(.T, u) dG - g(x, t)) 
(IV.4-4) 
Cette relation entrafne les prop&t& suivantes: 
(ii) on suppose vbij6es les relations (IV.I-3), (IV.2-3), (IV.2-27) et 
(IV.3-2). On a alors: 
II u IlL”kl,t;w,“m) G c, Vt >o, td (IV&-5) 
(iii) Soient p, q deux Gels v&..ant: 1 < p, q/2 < + 03. Slors les relations: 
II lJ llP(o,t;w;,NN < c> vt>o, tgl (IV&6) 
et 
II u IlL%,t:L%)) G cf2 > vt >o, tE1 (IV&7) 
entraknt: 
!I A CJ IILW:LW, G czw 3 vt >o, tE-I (IV&S) 
oZZ les con&antes du type cp dkpendent de p, mais sont indkpendantes de t. 
(iv) On suppose de plus que 
I fJ I ~‘<Grz, m>l, vt>o, tEJ (IV.4-9) 
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(on rappelle que 1 . j (Bm’ dksigne la norme duns l’espace Cm~mJz(~-t), m > 0 nova 
entier). Aloes on a: 
aaec 01 = min(m - 1, If 2). 
Pwuzje. (i) L’equation (IV.4-1) se rCCcrit sous la forme: 
-pAui+ =g (IV.4-1 I) 
Multiplions les deux membres de (IV.4.11) par (l/p) uev, et integrons de 0 B t 
(comme on fait pour demontrer le lemme de Gronwall). 11 vient immediatement 
la relation (IV.4.4). 
Notons que g(0) = #(0) = 0 et que l’hypothese (2) entraine: ZJ > 0, d’oii: 
d’oti 
r > 0 dans St et croissante par rapport au temps (IV.4-12) 
V(x, u) E .Q x IO, t[, 0 < eV(+,okv(e,t) < 1 (ITT.4-13) 
(ii) d’apres les hypotheses du Theoreme 111.1-1, U,,E Czi2(Q). Les 
relations (IV.l-3) et (IV.2-3) entrainent alors: 
II g IlL%J,t;Lw G c, Qt>O, VtEI (IV.4-14) 
On a vu que l’hypothbe (2) entraine la relation (IV.4.13). D’apres les 
relations (IV.2-27) et (IV.3-2), on a alors: 
II Au Il~(o,t:~w G c, Vt>O, t-Z&I (IV/l-16) 
oti la constante c est toujours independante de t. On en deduit (IV.45) puisqu’on 
est en dimension 1 (ceci serait faux en dimension A > 2). 
(iii) Un raisonnement analogue permet de montrer (IV.4-8) sous les 
hypotheses de (iii). 
(iv) L’hypothese (IV.4-9) entraine, par derivation en x et integration en 
temps: 
au (77-l) 
1-I ax at G cm > vt >o, tEI (IV.4-17) 
elle entraine aussi que la fonction V est bornee dans gf , d’oti le resultat des 
qu’on a rappel6 que la fonction exponentielle est de classe Cm et bornee ainsi 
que toutes ses derivees sur tout borne de R. 
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IV.5. Fin de la demonstration des ThioGmes 111.1-l et III.l-2 
On va utiliser les Lemmes IV.2 et IV.3. 
LEMME 117.3. On suppose &ifit!es les hJrpothises du ThkAne 111.1-I et 
E’hypoth&se (2). Alors: 
(i) la relation (IV.2-3) entrahze: 
II! u lllQt = II u llL’(O,t:H’(~))nL”(o,:;L?(a)) G c, Vt > 0, t EI (IV&-1) 
(ii) soit 4 2dn heel aki$ant: 3 < q < +m. Ah si p > q les relations 
(IV.4-6) et (IV.4-8) entraknt: 
II u lhfp(Qt) < c, vt >Q, tEI (IVS-2) 
(iii) soit d > 0 non entier. La relation (IV.4-IO) enbrake: 
j”IQ, @+a) ,<c, Vt >o, tEI (IV.S-3) 
ozi p = min(a, I). 
Preuae. (i) On con&d&e le probleme (IILl-1) comme un probleme 
lineaire a l’inconnue u, mis sous la forme generale (II@, en posant: 
au 
a,=,; 
cx 
b,=a=C) 
On applique ensuite la Proposition II.1 avec: 
72 = 1; q = 1; Y=2 (IVS-5) 
Les fonctions a,“, bi2, a appartiennent bien a L’(0, t; D(Q)) d’apres la relation 
(IT’.2-3). On en deduit immediatement (IV.S-1). 
(ii) On considere encore (111.1-l) comme un probleme lineaire a l’in- 
connue u, mis sous la forme g&&ale (11.12), en posant; 
On applique ensuite le Theo&me II.3 avec I’ = s = 4, 4 > 3: on note 
que par hypothese dans le ThCoreme 111.1-1, la condition k&ale verifie au 
moins la condition de compatibilite d’ordre zero. D’ou l’estimation (IV.5-2). 
(iii) Le m&me raisonnement fournit (IV.%3) par application du ThCo- 
r&me 11.2. Le Lemme IV.3 est ainsi demontre. 
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COROLLAIRE. Les Lemmes IV.2 et IV.3 permettent d’achever la dkmonstration 
des Thtfoorirnes 111.1-l et 111.1-2. 
Preuve. On suppose d’abord, outre les hypotheses du ThCoreme 111.1-1, 
que I’hypothbse (SF) est drifke. 
lo/ On applique la partie (ii) du Lemme IV.2, ce qui fournit l’estimation 
(IV.4-5). Or pour Q borne dans R, on a trivialement: 
Wi2(Q) C Cl(Q) C Wml(Q), avec injections continues, 
d’oh on deduit 
(IVS-7) 
II ~rllLYo,t;wmw) < c, vt>o, tfEI (IV.5-8) 
2’/ Par ailleurs, on applique la partie (i) du Lemme IV.3. D’oh l’estimation 
(IV.5-1). On applique ensuite la Proposition 11.2, avec 
n = 1; q=+a, r=4 (IV.5-9) 
d'Oti 
II * IIL%l,t:LwN G cr Vt>O, tEP (IV.5510) 
3”/ On applique ensuite la partie (iii) du Lemme IV.2, avec 
p=+a; q=4 (IV.5-11) 
&Oil 
II 24 llW.p(Ot) < c> vt>o, tEI (IV.5-12) 
oti la constante c est toujours independante du temps. Notons qu’alors q = 
4 > n + 2 > (FZ + 2)/2 = 8 . D’oh, d’apres (11.57) 
1 u $:‘4) < c, vt>o, tel (IV.5-13) 
4”/ On applique la partie (iv) du Lemme IV.2, avec m = $ . D’oh: 
car dans ce cas ol = min($ , I + 2) = 4 . 
5”/ On applique la partie (iii) du Lemme IV.3, avec ol = $ . On en deduit 
/ 2.4 fp < c, vt>o, tel (IV.5-15) 
Oii 
/3 = min(g , Z) (IV.516) 
la constante c &ant toujours independante de t. 
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c/ Si I < $ , c’est termink. Sinon, on reitere les raisonnements faits au 
(4”) et au (5”) autant de fois que necessaire: on obtient l’estimation (IV.4-10) 
avec ol = $ , puis l’estimation (IV.5-15) . dvec p = min($ , I), etc. on s’arrete 
quand on a atteint la rtgularite maximale permise par la condition initiale 
(regularite et conditions de compatibilid). 
7”/ Ceci demontre entierement le Theoreme III.l-2, et les assertions (ij 
dans le cas I > 1) et (iv) du Theo&me III.l-1 dans le cas ou I’hypothese (%j 
est realisee. 
Remarque IV.5- 1. Role de I’hypothese (2). La positivite de u (mais pas 
la dimension n = 1) joue un role-peut &re non essentiel-dans les estimations 
(IV.l-3), (IV.2-2) et (IV.2-3). S i us (done aussi uj est positive ou nulle et si D 
est borne dans Iw”, n 3 2, on obtient encore l’estimation (IV.2-27) par application 
de la Proposition 11.2. On en deduit encore (IV.3-2) et (IV.4-16), mais le passage 
de (IV.4-16), B (IV.4-5) n’est plus licite, ainsi que celui de (IV.4-5) a (IV.5-8). 
Done, en l’absence de E’hypothbe (S), les estimations (1?‘.4-5); et (IV.%) 
h (IV.5-15) ne sent plus valables ind+endamment du temps: toutes les constantes 
. . , 
c, c, 9 c, > c, qur y mtervrennent doivent etre remplactes par des fonctions 
du temps c(t), c,Jt), cti(t), c,(t) (t > 0, t EI), et bien entendu on ignore le 
comportement de ces fonctions quand t tend vers I’extrCmitC droite de I’inter- 
valle I. 
Par contre, m&me en l’absence de l’hypothese (Z’), l’assertion (iv) du Lemme 
IV.2 et l’assertion (iii) du Lemme IV.3 restent valables: comme on l’a fait 
ci-dessus, on peut utiliser B tour de role ces deux assertions pour gagner de la 
regularit& en obtenant B tour de role des estimations (IV.4-10) et (IV.5-3), 
avec 01 et / de plus en plus grands, et les constantes c, , ca remplacees par des 
fonctions du temps cm(t), CD(t): si les hypotheses du Theoreme 111.1-l sont 
valables pour tout 1 > 0 non entier, on en deduit 
I u 1;; G &>, V/3 > 0 non entier, Vt > 0, t ~1 (IV.5-17j 
et done l’assertion (iv) du Theo&me 111.1-l est entierement demontree m&me 
en I’absence de l’hypothese (X). II en est de mCme de I’assertion (i) du meme 
Theo&me dans le cas I > 1. 
Remargue IV.5-2. On voit que les seules restrictions B la rtgularite de la 
solution viennent de la regularite de la frontihe r de Q et de la condition 
initiale u,, (regularit&, conditions de compatibilite). En particulier, Yes&nation 
(IV.4-10) entraine que, pour tout t > 0 appartenant a 1, AU appartient a 
Cr+l.z~+l~(&), alors que d’apres le Theo&me 111.1-1, AU appartient seulement 
B C~,z12(~J. Autrement dit, la r&gularite’ de U, y compris la r6gularite’ en espace, 
est styictement supt+ieure a l’estimation fournie par I’application du ThCoreme 
11.2. 11 est vraisemblable que u se regularise trb vite ~au tours du temps. 
La demonstration des Theoremes fondamentaux III.l-1 et III.I-2 est ainsi 
achevee. 
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V. CONCLUSION 
Le modkle mathbmatique des phknomknes chimiotactiques CtudiC ici suppose 
realiskes des hypothkses biologiques assez restrictives (population stationnaire, 
existence d’un seul agent chimiotactique...). 
11 conduit cependant B un problime mathkmatique indressant, que nous 
avons rCsolu ici en dimension d’espace 1 (obtention de thkorkmes globaux 
d’existence, d’unicitC et de rCgularitC de la solution), et que nous avons par- 
tiellement rtsolu en dimension d’espace supkrieure ou Cgale g 2 (obtention 
de thCo&mes locaux en temps pour l’existence, l’unicid et la rCgularitC de la 
solution). 
La mCthode de point fixe (IocaIement en temps) proposke ici a le triple 
int&ret d’etre indkpendante de la dimension, d’$tre indkpendante du signe 
de la solution, et de fournir des schCmas numkriques raisonnables, proches 
des schkmas dkja existants pour rkoudre ce type de problkme. 
Bien entendu, le fait m&me que la solution soit indkpendante du signe de la 
solution en explique aussi les limites: il est intuitivement kvident et on le drifie 
tout au long du paragraphe IV, que le problbme (g), consid& B l’inconnue U, 
n’est pas de m&me nature suivant que u est positive ou nkgative. 
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