This paper uses a linguistic tree, describing the genealogical relationship between all 6912 world languages, to compute measures of diversity at different levels of linguistic aggregation. By doing so, we let the data inform us on which linguistic cleavages are most relevant for a range of political economy outcomes, rather than making ad hoc choices. We find that deep cleavages, originating thousands of years ago, lead to better predictors of civil conflict and redistribution. The opposite pattern emerges when it comes to the impact of linguistic diversity on growth and public goods provision, where finer distinctions between languages matter.
Introduction
How does ethnolinguistic diversity affect political and economic outcomes? In recent years, a vast literature has argued that such cultural heterogeneity impacts a wide range of outcomes, fostering civil war, undermining growth, hindering redistribution and the provision of public goods. However, evidence on this point remains subject to some disagreement. For instance, there is a vibrant debate on the role of ethnolinguistic divisions as determinants of civil wars.
1 Econometric results on growth, redistribution and public goods provision also vary widely across studies, raising issues of robustness.
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These inconclusive results may stem in part from the inability to convincingly define the ethnolinguistic groups used as primitives to construct measures of heterogeneity. When faced with the issue of how to define groups, researchers have either relied on readily available classifications, such as the ones based on the Atlas Narodov Mira or the Encyclopedia Britannica, or have carefully constructed their own classifications.
3 Both approaches are problematic: the former E-mail addresses: klaus.desmet@uc3m.es (K. Desmet), iortuno@eco.uc3m.es (I. Ortuño-Ortín), wacziarg@ucla.edu (R. Wacziarg). 1 Fearon and Laitin (2003) show that ethnic fractionalization is not an important determinant of the onset of civil wars. Montalvo and Reynal-Querol (2005) , in contrast, argue that ethnic polarization is a significant determinant of the incidence of civil conflict.
2 Alesina et al. (2003) argue that while ethnic and linguistic fractionalization are usually negatively related to growth and the quality of government, the significance of these partial correlations is sensitive to the specification. 3 For an excellent discussion of the difficulties raised by the issue of defining relevant or salient ethnolinguistic groups, see Alesina and La Ferrara (2005) , section 5.2.1, page 792.
runs the risk of missing the relevant cleavages, whereas the latter is subject to the criticism that groups are defined based on how important they are expected to be for the problem at hand. In this paper, we propose a methodology that addresses both criticisms, and argue that the degree of coarseness of ethnolinguistic classifications has profound implications for inference on the role of diversity. The methodology we propose computes diversity measures at different levels of aggregation. We do so by exploiting the information of language trees. We refer to this as a phylogenetic approach, since tree diagrams describe the family structure of world languages. Depending on how finely or coarsely groups are defined, the measure of linguistic diversity will be different. For example, if one takes the different dialects of Italian to constitute different groups, then Italy appears to be very diverse. However, if one considers these different dialects to be only minor variations of Italian, then Italy looks homogeneous. Apart from allowing us to classify languages at different levels of aggregation, this approach has the advantage of giving a historical dimension to our analysis. Coarse linguistic divisions, obtained at high levels of aggregation, describe cleavages that go back thousands of years. In contrast, finer divisions, obtained at low levels of aggregation, are the result of more recent cleavages. Since we rely on data that cover the entire set of 6912 world languages, and examine effects of heterogeneity measures computed at all possible levels of aggregation, we are able to capture a wide range of linguistic classifications. Rather than choosing the "correct" classification ourselves, we let the data inform us as to which linguistic cleavages are most relevant for different outcomes of interest. 4 Our empirical analysis reveals drastically different effects of linguistic diversity at different levels of aggregation. We also find that the relevant cleavages vary greatly across political economy outcomes. Starting from the data, specifications and estimation methods from major contributions to the literature on the political economy of ethnolinguistic diversity, we substitute our new measures of diversity for those commonly used. For civil conflict and the extent of redistribution, issues that inherently involve conflicts of interest, coarse divisions seem to matter most. While we find only weak evidence that diversity (whether measured by fractionalization or polarization) affects the onset of civil wars at any level of linguistic aggregation, the estimated effects do tend to be larger and more significant when considering a coarse classification. This finding is consistent with existing conflicts in African countries, such as Chad and Sudan, on the border between the Afro-Asiatic family and the Nilo-Saharan family. It may also help explain conflict in certain Latin American countries, such as Mexico and Bolivia, where the IndoEuropean family coexists with different Amerindian languages. For redistribution, the results are more robust, and suggest once again that measures based on a high level of aggregation matter most. In contrast, for economic growth, where coordination between individuals or groups is essential and market integration is important, we find that finer divisions lead to heterogeneity measures that matter more. The same pattern holds across a wide array of measures of public goods provision.
Thus, when the main issue involves conflicts of interest (as for the onset of civil wars and the extent of redistribution), deep differences originating thousands of years ago matter most: different groups' interests differ more when cleavages are more deeply rooted. In contrast, more superficial and recent divisions are negatively related to growth, an outcome related to the ease of coordination. For instance, to the extent that clusters of economic activity form around language lines, linguistic divisions may limit the integration of markets, and prevent economic growth. Even though Hindi and Gujarati are not so different, this linguistic cleavage may hinder the integration of the corresponding regions of India. What matters here is whether two individuals or groups can interact effectively. In fact, finer linguistic classifications deliver heterogeneity measures that matter more for outcomes such as economic growth, which is hindered by lack of coordination and integration. As for public goods, they fall somewhere in between both cases: although they have a redistributive aspect, their effective provision also requires coordination between groups or individuals. Empirically, we find that fine linguistic divisions, based on more superficial cleavages, are correlated with lower public goods provision across a wide array of indicators.
This paper is related to a vast literature in political economy. Various authors have studied how ethnolinguistic diversity affects redistribution, growth and civil conflict (Alesina and La Ferrara, 2005; Alesina et al., 1999 Alesina et al., , 2003 Easterly and Levine, 1997; Fearon and Laitin, 2003; La Porta et al., 1999 , among many others). Measurement issues are central to recent research on these topics. One issue is that standard indices of diversity do not take into account the distance between groups (Desmet et al., 2009; Fearon, 2003; Spolaore and Wacziarg, 2009 ). Another possibility is that for certain issues, such as civil conflict, polarization may be more relevant than fractionalization (Esteban and Ray, 1994; Montalvo and ReynalQuerol, 2005) , an issue we revisit below. A third problem is the difficulty of determining the right level of aggregation when computing heterogeneity measures, i.e., identifying the relevant ethnolinguistic cleavages. This issue has received little attention, and it is the main focus of the present study.
5
This paper is organized as follows. Section 2 describes conceptual issues related to the measurement of heterogeneity based on language trees, and describes the data. Section 3 discusses the effects of diversity on civil conflict and redistribution. Section 4 covers the effects on public goods provision and economic growth. Section 5 explores a number of robustness issues, and Section 6 concludes.
Aggregation and linguistic diversity

A tale of two countries
To illustrate our approach, we start with a comparative case study. Over the period 1965-2000, Chad and Zambia experienced some of the lowest growth rates on the globe, their income per capita shrinking by an average of 1 percentage point per year (Table 1) . The 2005 Human Development Index ranked Chad 170 and Zambia 165 out of a total of 177 countries. It has long been argued that low growth may be related to high ethnolinguistic diversity. With 135 languages spoken in Chad, and between 40 and 70 in Zambia, these countries certainly are very diverse: taking the commonly used fractionalization index as a measure of diversity, the Ethnologue database on languages gives a value of 0.95 for Chad and 0.85 for Zambia, putting both countries in the top decile. As highlighted by Easterly and Levine (1997) , data for a broad cross-section of countries point more formally to a general negative relationship between ethnic heterogeneity and economic 4 Our approach is related to existing work arguing that people identify with different groups in different contexts (particularly the work of Crawford Young on situational identity -see Young, 1976) . For instance, ethnolinguistic cleavages that matter for voting behavior in local elections may differ from those that matter for national elections. For a related point, see Posner's, 2005 book on ethnic politics in Zambia. More generally, cleavages that matter for some outcomes may not matter for others. There is no such thing as a "correct" classification of languages or ethnicitiesthis depends on the context. 5 Fearon (2003) does discuss at length the issue of how to define the "right list" of ethnic groups serving as the basis for computing heterogeneity measures, and recognizes explicitly that not all cleavages may be relevant for a given outcome. However, he presents data on ethnic groups based on a single classification. Scarritt and Mozaffar (1999) present data on ethnic groups for Sub-Saharan countries using three different classifications, but do not examine the effects of using these different classifications on political and economic outcomes.
performance. In our data, the 10% most diverse countries had an average per capita growth rate of a meager 0.54% over the period , whereas the 10% least diverse countries posted a much more sturdy figure of 2.59% (linguistic diversity here is measured using the most disaggregated classification of languages).
In spite of their high ethnolinguistic fractionalization, in terms of conflict and civil war Chad and Zambia have been at opposite sides of the spectrum. Chad has been at war almost continuously since independence, whereas Zambia has not witnessed any civil conflict worth speaking of. In Chad, during colonization, and after independence in 1960, the Christian South was privileged, and formed the political elite, to the detriment of the Islamic and partly Arab-speaking North. Dissatisfaction by the North led to a civil war, which started in 1965, and lasted for about a decade and a half, culminating in the rebels taking over the capital and ending Southern dominance. Since then the country has remained unstable, partly because of the inverted power relation, with the North now dominating the South, but also because of power struggles within these regions. In recent years, for example, there has been increasing ethnic tension between the Zaghawa and Tama, two non-Arab groups. Zambia, in contrast, has had a history of peaceful coexistence between the many groups and tribes. Although voting behavior in Zambia tends to run along language groups (Posner, 2003) , it has not led to the violence seen in countries such as Chad. Income redistribution, which is an issue involving divergence of interests, is often interpreted as related to conflict. Data on redistribution confirm the contrast between both countries: figures on transfers and subsidies as a share of GDP reveal that on average between 1985 and 1995 Chad redistributed 0.9% of GDP, compared to 3.8% in Zambia.
This example illustrates the main point of this paper: although commonly used measures of diversity make Chad and Zambia look very similar, those measures mask one important difference between these countries in terms of diversity. Of the total population in Chad, one third speaks an Afro-Asiatic language, a little over half a Nilo-Saharan language, and the rest a language of the Niger-Congo family. In contrast, in Zambia, 99.5% of the population speaks a language from the Niger-Congo family. This raises an important point: whereas Chad and Zambia are amongst the most diverse countries on the globe, when considering language families rather than individual languages, we obtain a very different picture. While Chad continues to be one of the most diverse countries, ranking 7 out of 225, Zambia now looks very homogeneous, ranking 176 out of 225, similar to Portugal. In other words, when taking every language as being different, Zambia is very diverse, similar to Chad, whereas when aggregating into language families, Zambia no longer appears to be quite so heterogeneous.
In the example of Chad and Zambia, both countries are very diverse at low levels of aggregation, but only Chad continues to be very diverse at high levels of aggregation. It may be useful to consider an example that goes in the other direction. Afghanistan has about 50 languages, whereas Sri Lanka only 7, making Afghanistan relatively much more diverse at low levels of aggregation. However, at high levels of aggregation both countries are similar: 80% of their populations speak an Indo-European language, with a 20% minority of mostly Dravidian in the case of Sri Lanka and Altaic in Afghanistan. In this case, we would expect both countries to exhibit similar levels of conflict, but Sri Lanka should outperform Afghanistan in terms of economic growth. Consistent with this prediction, between 1948 and 1999 Afghanistan experienced civil conflict for 22 years and Sri Lanka for 18 years. In contrast, annual growth in real GDP per capita between 1970 and 2000 was −4% in Afghanistan, and +4% in Sri Lanka.
The experience of these different country pairs suggests that the type of diversity that matters for economic growth is different from the type of diversity that matters for civil conflict and redistribution. The essential difference between the two types of diversity is the degree of aggregation. The relevant degree of aggregation, and thus the relevant definition of a group, depends on the problem at hand. This case study suggests that, for economic growth, fine differences between languages may matter, whereas for civil conflict and redistribution, only coarse differences may play a role -as is confirmed below in large samples. This paper seeks to measure linguistic diversity at different levels of aggregation. To do so, we use language trees. We refer to this as a phylogenetic approach (as the linguistics literature does), referring to the fact that tree diagrams capture the genealogy of languages, classified in terms of their family structure.
7 Using language trees gives a historical dimension to our analysis. Coarse linguistic divisions, such as that between Indo-European and non Indo-European languages, describe cleavages that originate several thousand years ago. In contrast, finer divisions, such as that between Dutch and German, tend to be the result of more recent splits. For instance, Gray and Atkinson (2003) estimate separation times between language groups within the Indo-European family. While the separation between Indo-European languages and all others is estimated to have occurred prior to 8700 years ago, the separation time between different dialects of Modern Greek is estimated to have occurred only 800 years ago. There are differences of opinion between linguists on the precise dates, but the general point of an association between tree structure and separation times remains. We do not require that there be a strict association between the coarseness of the linguistic classification and the time since the linguistic split between groups occurred -we only point out that coarse classifications capture cleavages that tend to go back deeper in the past. 6 The difference in the experience of Chad and Zambia (or Afghanistan and Sri Lanka) is not related to the use of measures of linguistic fractionalization rather than polarization, but to the issue of aggregation. As Table 1 reveals, using a standard measure of polarization instead of fractionalization leads to the same conclusion: the difference in polarization between Zambia and Chad is much more pronounced for highly aggregated linguistic classifications than for disaggregated ones. Correspondingly, conflict and war has been continuous in Chad, but absent in Zambia. We discuss the important issue of how the distinction between polarization and fractionalization (which has to do with the functional form used to calculate measures of diversity) relates to the level aggregation (which has to do with the definition of relevant groups) in Section 2.3. 7 This point was recognized going at least as far back as Charles Darwin, who wrote:
"If we possessed a perfect pedigree of the mankind, a genealogical arrangement of the races of man would afford the best classification of the various languages now spoken throughout the world; and if all extinct languages, and all intermediate and slowly changing dialects, were to be included, such an arrangement would be the only possible one. Yet it might be that some ancient language had altered very little and had given rise to few new languages, whilst others had altered much owing to the spreading, isolation, and state of civilization of the several co-descended races, and had thus given rise to many new dialects and languages. The various degrees of difference between the languages of the same stock, would have to be expressed by groups subordinate to groups; but the proper or even the only possible arrangement would still be genealogical; and this would be strictly natural, as it would connect together all languages, extinct and recent, by the closest affinities, and would give the filiation and origin of each tongue." (Darwin, 1902, p. 380) . Linguistic differentiation occurs because specific human populations become relatively isolated from each other and, as a result, develop specific languages over time. In general three major factors can affect the degree to which languages differ. The first factor is the time since the populations speaking these languages have split from each other. As noted, populations speaking French and Spanish have split from each other much more recently than populations speaking, say, Swahili and Tibetan. The second factor, known by linguists as Sprachbund (or language union), results from interactions between populations that are already linguistically distinct (Emeneau and Anwar, 1980) . For example, historically the spread of Latin words likely had a homogenizing influence on European languages, keeping Romance and Germanic languages more similar than would have been the case without commercial and political interactions. The third factor is the size of the population. Linguistic drift tends to be faster in smaller populations. For instance, Lithgow (1973) studies the Muyuw language, spoken on Woodlark Island (New Guinea): 13% of the Muyuw vocabulary was replaced in a period of 50 years during the middle of the 20th Century (see also Dixon, 1997 , for a discussion). This language is spoken by only 6000 individuals, according to Ethnologue. Empirically, this determinant of linguistic differentiation does not greatly affect our measures of diversity, as it only affects very small linguistic groups. Linguistic trees such as the one from Ethnologue, which we use in our empirical analysis, are constructed by linguists to mainly capture the first factor. Given that linguistic divisions arise because of splits between populations, one would expect coarser linguistic divisions to reflect deeper population cleavages. Consistent with this view, Cavalli-Sforza et al. (1988) suggest that there is a link between the major language families and the main human genetic clusters. Although there are some notable exceptions, subsequent studies have tended to confirm this finding. For example, Belle and Barbujani (2007) , using more recent data on genetic polymorphism and languages from Ethnologue, conclude that "globally speaking, the genetic differences between the main language phyla probably reflect relatively ancient demographic subdivisions".
We emphasize that the issue of aggregation is separate from (although related to) the issue of how to capture the distance separating languages when computing measures of diversity (for a paper that accomplishes the latter goal, see Desmet et al., 2009 ; for indices of fractionalization that take into account distances, see Greenberg, 1956 and Bossert et al., in press ). We are after identifying the level of aggregation that corresponds to the most relevant cleavages for the various dependent variables we examine. A focus on the level of aggregation that captures the relevant cleavages retains a strong focus on ethnolinguistic groups as the basis for individuals' identification with, or alienation from, a given ethnolinguistic identity or group (we borrow the identification/alienation terminology from Esteban and Ray, 1994) . In contrast, distance-weighted measures of diversity (such as the measure proposed by Greenberg, 1956) , capture the expected distance between individuals, and relegates the group structure to the background. Our approach is therefore distinct from approaches that make use of distances between groups: we are interested in identifying the group structures (or classifications) that matter most for political economy outcomes. At the same time, by construction, more aggregated classifications retain groups that tend to be more distant from each other (in terms, say, of separation times, or in terms of how different the languages are), compared to more disaggregated classifications.
To illustrate the discussion above, Fig. 1 displays the tree for the major languages in Pakistan. On the left side of the figure, we list the 8 There are controversies among linguists on the right classification of languages.
For example, Greenberg (1987) considers that all Native American languages can be classified into three groups (Eskimo-Aleut, Na-Dene and Amerindian) whereas the Ethnologue contemplates dozens of unrelated families. However, the classification provided in the Ethnologue is the most widely used and, to the best of our knowledge, the only one available in electronic format covering all of the languages of the world. 
Measuring diversity at different levels of aggregation
How precisely are the measures of diversity computed? An example of how a language tree looks like is shown in Fig. 2 . The root of the tree is represented by the upper-case letter O, whereas the leafs of the tree are represented by lower-case letters a through c. In Fig. 2 , all leafs have a common root, so that the tree is rooted (this terminology is borrowed from the field of linguistics). As can be seen, the tree has three different levels. Each of the seven leafs at level 2 represents a living language. The three nodes at level 1 represent the (extinguished) mother languages of the existing languages. These correspond to the proto-languages of the different families, such as Indo-European or Sino-Tibetan. The node at level 0 represents the hypothetical common ancestor language of all families, referred to by linguists as Proto-Human. The number below each living language at level 2 indicates the assumed shares of the population speaking the corresponding language. The numbers below the (extinguished) mother languages at level 1 are the aggregated population shares of their corresponding daughter languages.
To compute diversity at different levels, we require that the tree be rooted, and that the number of branches (or edges) between any leaf and the root be identical. In this subsection, we focus on the widely used index of ethnolinguistic fractionalization (or ELF), the probability that two randomly picked individuals belong to different groups (in our empirical work we also consider measures of polarization). The diversity measure at a given level of aggregation is the ELF index for the linguistic groups as they appear at that level. For example, diversity at level 2 is given by the ELF index, taking the seven living languages as the relevant groups. Thus, ELF 2 ð Þ = 1−3 × 0:2 2 −4 × 0:1 2 = 0:84. To calculate diversity at level 1, the seven living languages are aggregated into 3 distinct groups A, B and C, resulting in an ELF index ELF 1 ð Þ = 1−0:4 2 −2 × 0:1 2 = 0:66. One difficulty remains. The linguistic tree from Ethnologue is a rooted tree, but the number of branches varies among linguistic families and subfamilies. Fig. 3 depicts a generic language tree such as the one from Ethnologue. If we look at the proto-languages of the different families (Level 1), we can see that A has more descendent generations than B or C. As before, the leafs of the tree represent the existing languages. They are denoted by the letters a11, a12, a21, a22, a31, a32, b11, b12, b2, c1 and c2. It is clear that for this type of tree we cannot use the method applied in Fig. 2 , because at level 3 we would be ignoring 3 of the 11 languages. The branches in the tree need to be extended, and there are two main ways to do this, as displayed in the two panels of Fig. 4 . This ensures that all the existing languages are represented as leafs at the lowest level of aggregation.
The first approach, displayed in Panel I of Fig. 4 , assumes that all living languages are equally distant from the proto-languages of their respective families, where the distance between languages is defined by the number of branches or nodes separating them (in technical terms, this assumes that the tree is ultrametric). Take, for example, language c1. We insert a fictitious language, c1*, at level 2, so that the total number of branches between c1 and the origin language of the family, C, is the same as for all other leafs. The second approach, displayed in Panel II of Fig. 4 , assumes that c1 is only one branch removed from its origin language C. In this case, Fig. 4 shows that to have all living languages at the same level, we move c1 down to level 3, but assume that its mother and grandmother have all remained the same as the origin language C.
In our empirical work, we favor measures based on the first approach, because it is reasonable to assume that languages went through intermediate states between the proto-languages of their respective families and their current form. The second approach, in contrast, assumes that some origin languages remained unchanged until recently. A further advantage of the first approach is that it does not change the "family relations" of the original Ethnologue trees. For example, in Fig. 3 language b1 has a sister b2 and a mother B; this is still so under the first approach, but not under the second approach, where the mother and the sister of b1 are now the same language.
Although there are good reasons to prefer the first approach, for the sake of robustness we also computed and used measures based on the second approach. Using either approach did not make much difference for our empirical results. Based on either approach, our empirical results show that diversity measures based on either the highest level of aggregation or the lowest level of aggregation matter most. From Fig. 4 it is easy to see that, at the two extremes, both approaches are identical, so that using one or the other should make no difference (we report on these empirical results in greater details in Section 5).
Measurement, summary statistics and specification
We consider two sets of commonly used measures of diversity: fractionalization and polarization. For i(j)=1,…, N(j) groups of size s i(j) , where j =1,…, J denotes the level of disaggregation at which the group shares are considered, fractionalization is just the probability that two individuals chosen at random, will belong to different groups:
This measure is maximized when each individual belongs to a different group. Polarization, in contrast, is maximized when there are two groups of equal size. We use the polarization measure from Montalvo and Reynal-Querol (2005) . This index satisfies the conditions for a desirable index of polarization in the axiomatic approach of Esteban and Ray (1994) :
We compute these measures at each of the 15 levels of aggregation available in the linguistic classification in the 15th edition of Ethnologue, the source for our linguistic data (Ethnologue, 2005) . The sample contains 226 observations which include countries and their dependencies (due to data availability, our regression results are based on a smaller set of countries). Table 2 presents summary statistics for the diversity measures at 5 levels of aggregation (an online Appendix contains the corresponding data series by country). To facilitate the quantitative assessment of the regression results, Panel A displays means and standard deviations. When measured using the ELF index, the average degree of diversity rises as the level of aggregation falls, as expected. When measured using a polarization index, diversity falls at high levels of aggregation, and plateaus as aggregation falls further. To simplify the presentation of our results, in the empirical sections we focus on only 3 levels of aggregation (levels 1, 6 and 15, with higher numbers denoting a lower degree of aggregation). All our empirical results are also available at the other levels.
Interesting information can also be gleaned from Panel B of Table 2 , displaying correlations. First, changing the level of aggregation greatly affects the measures of diversity: the correlation between ELF(1) and ELF (15) is only 0.526. Second, the correlation between polarization and fractionalization, at the same levels of aggregation, rises as the level of aggregation increases (the correlation between POL(15) and ELF (15) is only 0.555, while the correlation between ELF (1) and POL(1) is 0.988). This is intuitive as, when aggregating, fewer groups remain, and the distinction between polarization and fractionalization fades.
9 Third, aggregating up is not the same as switching from a measure of fractionalization to a measure of polarization: the correlation between ELF(1) and POL(15) is only 0.391. This last observation indicates that the issue of aggregation is very different from the choice of functional form to compute diversity measures. In our empirical work, we show that switching from fractionalization to polarization measures has relatively benign effects on the substantive results, while changing the level of aggregation to compute either measure delivers vastly different estimates of the effect of diversity on political economy outcome. Finally, Figs. 5 and 6 display the full distributions of ELF(1), ELF(15), POL(1) and POL(15). As can be seen, at high levels of aggregation the distributions of both fractionalization (ELF(1)) and polarization (POL(1)) have a strong positive skew. This makes sense: when classifying languages to be different only when they pertain to entirely different families, most countries display low levels of diversity, and only a few exhibit high diversity. In contrast, at low levels of aggregation the distributions of fractionalization (ELF(15)) and polarization (POL(15)) are much more uniform. That is, many of the countries that were not diverse when only looking at language families are now much more diverse.
10 This is the (3) ELF (6) ELF (10) ELF (15) POL (1) POL (3) POL (6) POL (10) ELF (3) 9 Although we find that the correlation between fractionalization and polarization increases with aggregation, it is easy to find counterexamples for which this is not true. The intuition for why this result does not always hold is related to the fact that fractionalization decreases with aggregation, whereas polarization could increase or decrease with aggregation. Of course, at the highest level of aggregation, most countries have only one or two groups left, in which case the two indices coincide (up to a constant). This explains the correlation of 0.988 between ELF(1) and POL(1). 10 For instance, if we consider countries with more than half a million inhabitants, 23 of the 30 most diverse countries in the world are located in Sub-Saharan Africa at the most disaggregated level (ELF (15)). At the least diaggregated level (ELF(1)), only 10 of the 30 most diverse countries are in this region.
example of Zambia mentioned above: it is highly diverse if each of the 46 languages are taken to be different, and it is not very diverse when one considers that only 2 out of the 46 languages do not belong to the NigerCongo family. Another relevant question is whether linguistic diversity measured at different levels of aggregation proxies for different types of diversity. In particular, we can ask how linguistic diversity measured at varying levels of aggregation relates to religious diversity or ethnic diversity. The data show that the correlation of ELF (15) Obviously it is possible that if one were to aggregate religions or ethnicities, using a procedure similar to the one used here for languages, the correlation with ELF(1) would increase. If so, this would simply reinforce our point: what matters is aggregation and not whether one measures diversity using languages, ethnicities or religions. In the case of religion there is some evidence in favor of this view. Gomes (2010) , for example, finds that the correlation between religious diversity and our measure of ELF(1) increases when aggregating religions, although the correlation continues to be low (never surpassing 0.20). Taken together, the evidence suggests that when going from ELF(15) to ELF(1) we are indeed measuring diversity at higher levels of aggregation, rather than proxying for other types of diversity. Our claim that we are capturing deeper cleavages when aggregating is consistent with the fact that the main language families reflect the main demographic divisions in the world (Belle and Barbujani, 2007) .
We use these measures to investigate the effects of linguistic diversity at various levels of aggregation on various political and economic outcomes. Our econometric specification builds on the existing literature on the determinants of public goods, civil conflict, redistribution and economic growth, but uses a common set of controls to ensure some consistency across the different dependent variables:
where y it is the dependent variable of interest, X it is a vector of controls specific to outcome y, Z it is a vector of controls common to all outcomes y, and D i (j) is either a measure of polarization (POL) or fractionalization (ELF) at aggregation level j. The common set of controls Z it includes 1) continent dummy variables for Sub-Saharan Africa, East and Southeast Asia, Latin America and the Caribbean and 2) legal origin dummies from La Porta et al. (1999) . The X it controls that are specific to each set of dependent variables are taken from the main contributions from the respective literatures on the determinants of the various outcome variables under consideration (these are detailed in the following section -for instance, the civil conflict specification includes variables from Fearon and Laitin, 2003) . 11 The estimation method also follows these major contributions, though we strive to use cross sectional approaches whenever possible since our measures of linguistic diversity do not vary through time (only in the case of civil conflict onset do we use a pooled panel probit approach as this is the only way to study the determinants of conflict onset).
The main coefficient of interest in our study is δ, the partial correlation of linguistic diversity and each relevant political or economic outcome. Caution should be exercised when interpreting δ causally. We follow the literature in considering that linguistic diversity is a highly time persistent variable that is likely to be largely historically determined well before our dependent variables are observed. On the other hand, the possibility of reverse causality cannot be entirely ruled out, as discussed in Alesina et al. (2003) and Caselli and Coleman (2010) . Thus, we refrain from causal statements, as causality is not the main focus of this paper.
Linguistic diversity, civil conflict and redistribution
Civil conflict
There is an ongoing academic debate on the relationship between ethnolinguistic diversity and the onset of civil conflict. In a seminal paper, Fearon and Laitin (2003) argued that once measures of income per capita are controlled for, measures of ethnic and religious fractionalization are unrelated to the onset of civil conflict. We reexamine this issue using the baseline specification in Fearon and Laitin's study (column 1 of their Table 1 , page 84), augmented with our Z controls. Using their data, their estimation method and their dependent variable (the onset of civil conflict), we simply substitute our measures of linguistic heterogeneity for their measure of ethnic fractionalization. Results are presented in Table 3 for selected representative levels of aggregation (1, 6 and 15). The standardized magnitude of the effects of linguistic fractionalization on the probability of conflict onset is displayed graphically at all levels of aggregation in Fig. 7 .
12 11 Further, we use the broadest set of controls from these existing studies. Together with the consistent addition of the Z variables in all specifications, this should limit the incidence of omitted variables bias. Results are robust to controlling for the growth of GDP per capita, the growth of GDP per capita lagged, a lagged dichotomous indicator of democracy (instead of the Polity2 index), a squared term for ELF (or POL), a dummy for the new world (and interaction between the new world dummy and diversity), and an anocracy dummy. Results are also robust to introducing ELF(1), ELF(6) and ELF(15) simultaneously (or, similarly, POL(1), POL(6) and POL(15)). The data is from Fearon and Laitin (2003) , except for ELF (authors' calculations from Ethnologue database) and legal origin (from LLSV, 1999) . ⁎ Significant at 10%. ⁎⁎ Significant at 5%. ⁎⁎⁎ Significant at 1%. 12 The standardized magnitude is computed as the effect of a one standard deviation change in linguistic diversity at each level of aggregation as a percentage of the mean probability of conflict.
The first and most important observation is that the effect of fractionalization and the corresponding level of statistical significance both fall dramatically and monotonically when the level of aggregation falls. At level j = 1 (the most aggregated level), linguistic fractionalization has a coefficient of 1.157 with a t-statistic of 2.12, and the coefficient falls to − 0.165 with a t-statistic of 0.35 at level j = 15. This pattern is robust to using polarization instead of fractionalization. The second observation is that the coefficient on linguistic diversity is only positive and significant when considering the most aggregated classification of languages -whether for polarization or for fractionalization. The coefficient remains significant at least at the 10% level for most of the robustness tests we conducted -but since the level of significance sometimes falls below 5% we want to be cautious in claiming that there exists a robust relationship even at this level of aggregation. A conservative reading of our results suggests that, to the extent there is a statistically significant link between diversity and civil conflict, it only appears when the relevant cleavages are the deepest (aggregation level 1). In terms of economic magnitude, the estimated effects are far from trivial at aggregation level 1. When evaluating marginal effects at the mean of all the independent variables, a one standard deviation change in linguistic fractionalization (0.173) is associated with an increase in the probability of conflict equal to roughly 13% of this variable's mean (the mean probability of civil war onset is 1.666% in the sample). This effect quickly fades to zero as the level of aggregation falls, as displayed graphically in Fig. 7 . The standardized magnitude is similar for polarization at aggregation level 1, and fades to zero also.
The pattern of coefficients across levels of aggregation is robust to a wide range of modifications of the baseline specification for fractionalization: 1) substituting a dichotomous measure of democracy for the continuous one, 2) controlling for intermediate levels of democracy (anocracy), 3) redefining civil wars to only include "ethnic" civil wars (as defined in Fearon and Laitin, 2003) , 4) using the Correlates of War definition of civil wars instead of Fearon and Laitin's, 5) controlling for GDP growth and lagged growth and 6) using the incidence of conflict rather than the onset, as Montalvo and Reynal-Querol (2005) did in their study. These results are available upon request. In addition to these checks, which are specific to civil conflict, we also run a number of further robustness tests that are common across the different dependent variables. We discuss those in Section 5.
As shown in Figs. 5 and 6, most countries in the world appear very homogeneous at level 1. Countries that do feature such cleavages tend to coincide with the geographic breakpoints of major linguistic groups, such as in Chad. Our results indicate that ethnolinguistic divisions of this nature may matter for civil conflict, but that more superficial divisions do not. Since there are few countries that feature high levels of diversity at the very aggregated level of linguistic families, civil conflict related to this type of cleavage must be relatively rare.
Where does this leave us in the debate about the role of ethnolinguistic diversity as a determinant of civil wars? On the one hand, for all but one level of aggregation, ethnic diversity does not matter. As was recognized in the past literature, this does not imply that civil conflicts do not often have an ethnic dimension -conditional on having a civil conflict, it may very well be waged along ethnic or linguistic lines (for instance ethnolinguistic differences may help identify combatants, as in the famous Biblical example of the shibboleth). This is compatible with a finding that linguistic diversity is unrelated to the probability of conflict onset. On the other hand, we did find that the significance and magnitude of diversity rises as the level of aggregation increases. To the extent that civil conflict is associated with the "us" versus "them" divide, this result helps clarify that "us" and "them" need to be separated by deep historical and cultural cleavages for these divides to have any claim of affecting the onset of civil conflict. Caselli and Coleman (2010) provide a possible explanation for this finding. They argue that large differences make groups less porous. Changing sides is difficult and costly, thus giving the winning group exclusive access to the gains from the conflict.
Redistribution
A vast literature examines the role of ethnic and linguistic differences as a determinant of the extent of income redistribution. At the microeconomic level, several authors have examined the propensity to redistribute. For instance, Luttmer and Fong (2009) find in an experimental setting that people donate more money to Hurricane Katrina victims when the victims are perceived to be of the same ethnicity as the donor. In another study, Luttmer (2001) reports that "individuals increase their support for welfare spending as the share of local recipients from their own racial group rises", using data from the United States, also suggesting a preference channel. These results are in line with those of Alesina et al. (2001) , as well as Alesina and Glaeser (2004) , arguing that the U.S. redistributes less than Europe in part because of its greater degree of ethnic heterogeneity. 13 13 Our paper uses linguistic heterogeneity rather than ethnic differences, so by our measures the US would look quite more homogeneous than if we focused on ethnicity. This would affect our results in the direction of making it less likely to find any effect of diversity on redistribution. At the cross-country level, results are more mixed. While the preponderance of evidence points to a negative association between ethnolinguistic fractionalization and redistribution, this finding is not always robust to the use of alternative measures of diversity and to the inclusion of controls. For instance, in Alesina et al. (2003) , the effect of ethnolinguistic fractionalization on the share of transfers and subsidies to GDP appears sensitive, in terms of statistical significance, to the inclusion of several control variables. This study measures fractionalization using a rather disaggregated classification of ethnic and linguistic groups. In a broad cross-country sample, Desmet et al. (2009) find that linguistic diversity, measured to account for the distance between groups, is negatively associated with redistribution, measured by the share of transfers and subsidies in GDP. However, this result does not hold when measures of diversity do not account for the degree of linguistic distance between groups, suggesting that the depth of linguistic cleavages matters. In a wide variety of settings, ethnolinguistic diversity seems associated with lower redistribution, but what cleavages are more or less relevant to account for these findings has not been determined.
We start from the specification and data in Desmet et al. (2009) to examine what level of linguistic aggregation matters for redistribution, i.e. what are the relevant cleavages. The dependent variable is the average share of transfers and subsidies in GDP between 1985 and 1995. The specification is the one that involves the broadest set of control variables -including GDP per capita, country size and the percentage of the population over 65 (Table 2 , column 8 in Desmet et al., 2009) , augmented by our Z controls. Table 4 present the results for fractionalization and polarization. The results for both measures are similar, and reveal a striking pattern: linguistic diversity negatively affects redistribution at high levels of aggregation, but the effect declines in magnitude as the level of aggregation falls, and ceases to be statistically significant at the 5% level after aggregation level 5: Fig. 8 displays this pattern, plotting the standardized beta on fractionalization (i.e. the effect of a one standard deviation increase in fractionalization as a fraction of a one standard deviation change in the dependent variable) against the level of aggregation. The effect of ELF (1) is substantial in magnitude, as it equals −9.6% and is significant at the 5% level. It falls to a statistically significant −7.5% for ELF(5) and ceases to be statistically significant thereafter. These results are robust to considering alternative sets of controls, as in Desmet et al. (2009) , with the caveat that with a sufficiently restricted set of control variables, the effect of linguistic diversity remains statistically significant even at low levels of aggregation, although significance is greater for high levels of aggregation.
To summarize, we find that for redistribution, as for conflict, the relevant cleavages are those that capture deep ethnolinguistic splits, rather than divisions that are more recent and superficial. Commentators often point out that solidarity does not travel well across groups. We find that solidarity travels without trouble across groups that are separated by shallow gullies, but not across those separated by deep canyons.
Linguistic diversity, public goods and growth
Public goods
The effect of ethnolinguistic diversity on the provision of public goods raises interesting conceptual issues. On the one hand, public Table 4 Redistribution and linguistic diversity (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) . Dependent variable: transfers and subsidies as share of GDP, least squares estimator.
(1) (2) (3) (4) (5) (6) ELF (1) ELF ( Desmet et al., 2009 ), a squared term for ELF (or POL), a dummy for the new world (and interaction between the new world dummy and diversity). Results are also robust to introducing ELF(1), ELF(6) and ELF (15) simultaneously (or, similarly, POL(1), POL(6) and POL (15)). The data is from Desmet et al. (2009) , except for diversity measures (authors' calculations from Ethnologue database). ⁎ Significant at 10%. ⁎⁎ Significant at 5%. ⁎⁎⁎ Significant at 1%. goods entail a dimension of redistribution, and differences in preferences may hinder their provision. In this sense, there is an element of conflict of interest when it comes to public goods. On the other hand, free rider problems and coordination failures need to be overcome for the effective provision of public goods. Linguistic diversity may work to affect public goods through both channels.
Several studies have explored the relationship between public goods provision and ethnolinguistic diversity, both across and within countries. In their important study of the cross-national determinants of the quality of government, La Porta et al. (1999, henceforth LLSV) showed that ethnolinguistic fractionalization, measured by an average of five existing indices of fractionalization, generally had a negative impact on several measures of public goods, such as literacy rates, infant mortality, school attainment and infrastructure. Alesina et al. (2003) broadly confirmed these results using new data on ethnic, linguistic and religious fractionalization and polarization, although the results were somewhat sensitive to the chosen measure of diversity and specification. In a within country context, Alesina et al. (1999) showed that across cities, metropolitan areas and urban counties of the United States, greater ethnic diversity was associated with lower provision of education, roads and sewers.
In a more microeconomic context, Habyarimana et al. (2007) report that in a variety of games, co-ethnic participants from a sample of slum dwellers in Kampala, Uganda, play cooperative strategies more so than players from different ethnic groups. This is consistent with findings in Miguel and Gugerty (2005) , suggesting that public goods provision is lower in more ethnically diverse locations in Kenya. Other studies include Vigdor (2004) who shows that higher racial, generational and socioeconomic heterogeneity across US counties is associated with lower response rates to the 2000 Census questionnaire, and Banerjee et al. (2005) who, in the context of rural India, find that higher caste and religious fragmentation is associated with lower provision of a wide range of public goods. Although these results are compelling, it is not clear what ethnolinguistic cleavages are most relevant as determinants of public goods provision.
To analyze empirically the relationship between diversity computed at different levels of aggregation and the provision of public goods, we start with the econometric specification and data in LLSV (1999). To minimize the potential for omitted variables bias, we focus on a specification that include a large set of control variablesincluding legal origins, GNP per capita, latitude and regional dummies.
Instead of focusing on a broad set of measures of the quality of government as they did, we focus on the category of dependent variables they label "output of public goods". This includes log infant mortality, log of school attainment, the illiteracy rate, and an index of infrastructure quality.
The results are presented in the top panel of Table 5 . For three of the four dependent variables, the statistical significance of the coefficient on ELF rises as the level of aggregation goes from very aggregated (j = 1) to less aggregated (j = 6). For two of those the statistical significance further rises when moving to the finest level of aggregation (j = 15). For illustrative purposes, the evolution of the standardized magnitude of the coefficient on fractionalization as the level of aggregation falls is displayed in Fig. 9 for the illiteracy rate. The standardized magnitude of the coefficient on ELF rises steadily from 5% to 25%. The effects are of the expected signs, namely linguistic fractionalization is negatively associated with school attainment, but positively associated with log infant mortality and the illiteracy rate. There is no significant association with the index of infrastructure quality at any level of aggregation (this was also the case in LLSV). The LLSV measure of ethnolinguistic fractionalization is most highly correlated with ELF(15) -the correlation between the two measures is 0.835, and falls steadily as the level of aggregation rises. Correspondingly, in quantitative terms the magnitude of our estimates is very close to LLSV's when ELF is measured at aggregation level 15. Finally, comparing results on fractionalization and polarization, we see that linguistic fractionalization is a slightly better predictor of public goods than linguistic polarization, but the same pattern emerges with respect to aggregation levels.
In order to investigate whether these results hold up to using a broader set of indicators of public goods provision, the bottom panel of Table 5 considers 6 additional dependent variables, taken from the World Development Indicators (World Bank, 2008) . These include measures of health care (hospital beds per person, measles immunization rates for children), measures of access to public services (availability of sanitation services and clean water), and specific measures of infrastructure (road and rail network density).
14 The results show that: 1) for measures of sanitation and clean water, the 14 We measure the latter as a ratio of kilometers per 1000 inhabitants, but the results are unchanged when using kilometers per square kilometer of land area instead.
Results are available upon request. effect of fractionalization becomes more statistically significant as the level of aggregation falls; 2) for measures of health services, the effect of ELF remains consistently significant for the measles immunization rate across aggregation levels, but is insignificant for hospital beds; 3) infrastructure measures are unaffected by fractionalization whatever the level of aggregation; and 4) fractionalization is usually a better predictor of public goods provision than polarization. To summarize, across a wide range of measures of public goods, we broadly confirm results from the literature referenced above: ethnolinguistic diversity is negatively related to public goods provision. Public goods share both dimensions of conflict of interest (different tastes for public goods) and coordination (need to overcome free rider problems). Correspondingly we find that for several of the measures of public goods provision (infant mortality, measles immunization rates), diversity at all levels matters statistically. However, we also find that, broadly speaking, measures of fractionalization based on finer classifications of linguistic groups tend to matter more than those based on deep cleavages only. In contrast with redistribution, for which only deep splits were important, even relatively recent and shallow linguistic cleavages seem sufficient to hinder the provision of public goods.
Growth
In recent years, scholars have focused on ethnolinguistic diversity as a determinant of economic performance. Easterly and Levine (1997) argue that ethnic diversity, measured by an index of fractionalization, may account for much of Africa's growth tragedy. These cross-country results were reinforced and extended in Alesina et al. (2003) . In particular, the latter paper showed that linguistic diversity per se, not just ethnic diversity, has a significantly negative effect on per capita income growth in a panel of countries, so that both ethnic and linguistic diversity are alternative ways to capture a broader concept of cultural heterogeneity. In addition, the paper found that fractionalization measures were more robust predictors of growth than polarization measures, an issue we revisit below.
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To examine the impact of linguistic cleavages at various levels of aggregation, we start from a growth specification derived from the augmented Solow model, which includes the investment rate, a measure of human capital (the number of years of schooling in the adult population aged 25 and over -results do not change when using a flow measure such as the secondary school enrollment rate), and a measure of population growth. In addition, we include measures of market size used in Ades and Glaeser (1999) and Alesina et al. (2000) , namely the ratio of imports plus exports to GDP, the log of population, and the interaction between these two variables. Finally, the regression includes our full set of regional and legal origins dummy variables. The timespan extends from 1970 to 2004, and the regressions are run on a single cross-section of 100 countries.
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Coefficient estimates are shown in Tables 6. The standardized betas on fractionalization are displayed in Fig. 10 . The effect of ELF becomes greater in magnitude and more significant when the level of aggregation falls, with the standardized beta equal to 2.46% for j = 1, 15 For a survey of the empirical literature on ethnolinguistic diversity and economic performance at the level of countries, cities and villages in developing countries, see Alesina and La Ferrara (2005) . This is related to a more microeconomic approach highlighting the costs and benefits of cultural and linguistic diversity within teams or organizations. See for instance Cremer et al. (2007 ), Lazear (1999 ), and Prat (2002 . While at the cross-country level the empirical results point to a negative relationship between ethnolinguistic diversity and growth, the findings are more contrasted at the within-firm level, with some studies pointing to positive effects of diversity. At the cross-city level in the U.S., Ottaviano and Peri (2006) also point to a positive effect of cultural diversity on the productivity of U.S. natives. 16 Hauk and Wacziarg (2009) , using simulations based on the Solow model, show that running growth regressions using OLS on a single cross-section of countries provides the least biased coefficients on the determinants of growth in the presence of a multiplicity of data problems, such as regressor endogeneity, cross-country heterogeneity and measurement error. rising steadily as the level of aggregation falls, and settling around 22% at levels j = 11 and higher. The level of statistical significance also rises with j, with ELF becoming significant at the 95% confidence level at aggregation level j = 5. Consistent with findings in Alesina et al. (2003) , polarization measures appear largely unrelated to growth.
To illustrate the quantitative importance of ethnolinguistic diversity for economic growth, we analyze the case of the world's two most populous countries, China and India. Both have experienced high growth rate in recent decades, although India continues to lag behind its East Asian neighbor. According to the Penn World Tables  (version 6. 2), over the period China averaged an annual growth rate in real GDP per capita of 6.93%, compared to 2.71% in India. China is also much less linguistically diverse than India: at aggregation level j = 15, India's ELF index is 0.93, while China's is 0.49. Fitting the regression model in Column 3 of Table 6 to these two datapoints, we calculate that 14.72% of the growth difference between India and China over 1970-2004 is accounted for by differences between these two countries in ELF(15). Thus, taken at face value linguistic fractionalization at a high level of disaggregation can account for a substantial portion of the growth differential between India and China. In contrast, the share of the growth differential accounted for by differences in ELF (1) is only 2.11%, and is not statistically significant.
In additional empirical work available upon request, we extended these results in various directions. First, we showed that the same pattern of increasing growth effects of fractionalization as aggregation falls are obtained when using exactly the specification, estimation method and data in Easterly and Levine (1997) .
17 Second, we showed that, in the augmented Solow model specification above, the same pattern obtains in a random effects or SUR panel context, instead of a single cross-section of time averages.
To summarize, these results show that to capture the relevant cleavages that affect economic growth, focusing only on deep cleavages is not sufficient. Instead, one needs to take into account finer distinctions across linguistic groups. This does not imply that deep cleavages do not contribute to negatively affecting growth, as these deep cleavages do contribute to diversity at lower levels of aggregation: fractionalization measured at low levels of aggregation is affected by both deep and shallow cleavages. Fractionalization measured at high levels of aggregation ignores many of the shallower, yet relevant, cleavages, and therefore amounts to a noisy measure to predict the effect of diversity on growth.
Robustness checks
In this section we conduct a series of robustness checks common to each set of dependent variables considered above. The corresponding econometric estimates are available upon request.
In a first exercise, we examine whether the effects of linguistic diversity might be nonlinear, by adding a quadratic term in diversity to the regressions. Ashraf and Galor (2010) have argued that the relationship between genetic diversity and development may be hump-shaped: too little or too much diversity may be detrimental to growth. Consistent with their findings, in the case of growth there is indeed some evidence of such a hump-shaped relationship, and consistent with our results this is true only at low levels of aggregation. In the case of child mortality there is also a slight nonlinearity, although the overall effect is always negative. For none of the other dependent variables do we find any evidence of a nonlinear relationship. In any case, none of these results change the basic picture of which levels of aggregation matter most for different dependent variables.
In a second robustness check, we examine whether the results differ between the New World and the Old World. This is important because while linguistic cleavages largely reflect historical population splits of varying degrees of depth, in the New World language replacement may have severed or weakened the link between linguistic cleavages and historic divisions. For instance, in the US both Blacks and Whites speak English, and in Latin America people of Amerindian descent often (though by no means always) speak European languages. Consistent with this fact, when splitting up the sample into the Old World and the New World -defined as the Americas and Oceania -we find the relationship between diversity and the different dependent variables to be less robust for the New World. This may partly reflect the substantially smaller sample of countries in the New World. An alternative specification to test this hypothesis is to keep the whole sample, but to include a dummy 17 In addition, using the Easterly and Levine (1997) setup, the basic pattern holds, or is even reinforced, when: 1) controlling for political assassinations, 2) controlling for political assassinations plus financial depth, the black market premium, and the fiscal surplus to GDP ratio, and 3) controlling for all of the above plus the number of coups d'état, the number of revolutions, a dummy for civil wars and a measure of political rights (Gastil's index of democracy). Marginal effect of ELF on infant mortaility Level of aggregation Fig. 9 . Effect of a one standard deviation increase in ELF on illiteracy rate (as % of standard deviation of illiteracy rate). Tables, version 6 .2 (Heston et al., 2006) . The data on human capital is from Barro and Lee (2000) . The diversity measures are based on the authors' calculations using the Ethnologue database. ⁎ Significant at 10%. ⁎⁎ Significant at 5%. ⁎⁎⁎ Significant at 1%. variable for the New World and an interaction term between that dummy and linguistic diversity. When doing so, we find that the interaction term is not significantly different from zero.
In a third exercise, we run a horserace between measures of linguistic diversity at various levels of aggregation, by entering levels j = 1, 6, 15 all at once in the regressions. Doing so confirms our results. In the case of civil conflict and redistribution, only ELF(1) and POL(1) continue to be statistically significant at the 5% level, with the measures at lower levels of aggregation being statistically insignificant. In contrast, in the case of growth and public goods the lower levels of aggregation tend to matter most, except for the case of illiteracy where diversity measured at an intermediate level of aggregation is most significant.
In a fourth robustness check, we ran horseraces between fractionalization and polarization. It is worth pointing out that these two measures of linguistic diversity tend to be highly correlated, particularly at very high levels of aggregation (j = 1).
18 Consistent with this observation, we find that for outcomes for which diversity at high levels of aggregation (deep cleavages) matter most (conflict and redistribution), multicollinearity is severe, and both ELF and POL become insignificant. In contrast, for outcomes where finer linguistic disaggregation matters most (growth and public goods) and where ELF and POL are less collinear, we find that ELF wins out in a horserace with POL. Finally, we reran all the regressions using Approach 2 for the construction of linguistic cleavages (see Fig. 4 and the conceptual discussion in Section 2.2.2). The results are virtually unchanged. The reason is straightforward. As discussed in the theoretical section, Approach 1 and Approach 2 give identical measures of diversity at both extremes, i.e., for j = 1 and j = 15. Since in the cases of civil conflict and redistribution diversity measured at one extreme (the highest levels of aggregation) matters most and in the cases of public goods and economic growth diversity measured at the other extreme (the lowest levels of aggregation) matters most, the results are bound not to change substantially.
To summarize, these various robustness checks do not modify our basic result that deep cleavages matter most for conflict and redistribution, while more superficial linguistic cleavages are sufficient to hinder growth and the provision of public goods.
Conclusion
In this paper, we have uncovered new evidence on the relationship between ethnolinguistic diversity and a range of political economy outcomes, such as the onset of civil wars, the extent of redistribution, the provision of public goods, and economic growth. We sought to identify the relevant linguistic cleavages to explain variation in these outcomes. We let the data tell us whether deep cleavages, originating at an earlier time in history, are more or less important than more superficial cleavages that have arisen more recently. Doing so, we departed from the common approach relying on arbitrary definitions of what constitutes a relevant ethnolinguistic group. Our results carry several lessons. When it comes to civil conflict and redistribution, deeper cleavages tend to matter more. In contrast, for economic growth and public goods, we found that diversity measured using only deep cleavages is not sufficient to predict significant differences in growth. Instead, measures based on more disaggregated classifications of linguistic groups, capturing finer distinctions between languages, are important correlates of growth and public goods provision both in terms of statistical significance and in terms of economic magnitude.
How should we interpret these results? We have shown that the type of cultural diversity that matters for outcomes involving conflicts of interest -civil wars, redistribution -is different from the type of diversity that matters for outcomes that entail issues of efficiency and coordination, such as growth. When it comes to conflict and redistribution, preferences are of the essence. The willingness to settle disputes or to transfer resources across a cultural divide depends on how deep the divide happens to be. Deep cleavages that go back thousands of years appear to be related with more conflicts of interest, compared to more superficial cleavages.
In contrast, economic growth requires that groups have the ability to coordinate, interact and organize in networks of production, knowledge and trade. This ability is affected by linguistic divisions. In India, for instance, the degree of integration between regions is likely hindered by linguistic barriers -even linguistic barriers separate relatively similar linguistic groups such as Hindi and Gujarati speakers. Coordination, integration and more generally the ability to form knowledge, production and trading networks is hampered as soon as linguistic differentiation prevents interactions between groups, and this can occur between groups that are relatively similar linguistically.
The case of public goods shares characteristics of both types of outcomes: public goods are inherently redistributive in nature, and their provision depends on differences in preferences among participants. At the same time, the provision of public goods requires coordination and interactions, that even superficial cleavages might hamper. We found that, much as in the case of growth, for a wide array of measures of public goods, fine distinctions between linguistic groups matter to hinder their provision. Even when cleavages are shallow, a country may fail to have well-functioning public services, not necessarily because people are unwilling to redistribute, but because of coordination failures.
Future work should seek to better understand the theoretical mechanisms that account for the contrasting findings between conflict and redistribution on the one hand, and growth and public goods on the other hand. In particular, clarifying the differing effects of diversity on efficiency and coordination (where fine distinctions seem to matter more) and preferences (where coarse distinctions seem of the essence) may help account for our results.
Finally, we have focused on linguistic diversity, as a measure of a broader concept of ethnolinguistic heterogeneity, and even more broadly as a proxy for cultural diversity. One advantage of focusing on languages is that linguistic distinctions are quite objective: it is easier to judge whether two populations speak different languages than to decide whether two populations belong to different ethnicities, a more amorphous concept (precisely for this reason, ethnic categorizations are often based on linguistic divisions, particularly for Africa). Another advantage is that data on linguistic divisions, particularly in the form of trees, is more readily available than data on the genealogical structure of ethnic groups within countries. There are, however, drawbacks to focusing on languages: to the extent that linguistic divisions are imperfect measures of the source of diversity that matters most, this should lead to downward bias on the estimates of the effect of diversity on political economy outcomes. In principle, the methodology we have developed for linguistic trees should be applicable to other kinds of differences between populations. With advances in population genetics, population phylogenies have become more widely available. Although this data is not yet available in a single format such as the Ethnologue for languages, applying our method to genetic data could lead to fruitful advances in the study of the political economy of cultural diversity.
Appendix A. Supplementary data
Supplementary data to this article can be found online at doi:10.1016/j.jdeveco.2011.02.003.
18 Table 2 shows that ELF(1) and POL(1) bear a 0.988 correlation with each other, falling to 0.555 for ELF(15) and POL(15).
