In mobile communications networks, periodic location area update (PLAU) is utilized to detect presence of a mobile station (MS). In 3GPP Technical Specifications 23.012 and 24.008, a fixed PLAU scheme was proposed for Universal Mobile Telecommunications System (UMTS), where the interval between two PLAUs is of fixed length. We observe that MS presence can also be detected through call activities and normal location area update (NLAU). Therefore we propose a dynamic PLAU scheme where the PLAU interval is dynamically adjusted based on the call traffic and NLAU rate. Analytic model is developed to investigate the performance of dynamic and fixed PLAU schemes. Our study provides guidelines to select parameters for dynamic PLAU.
Introduction
Mobile communications networks have been evolved from the second generation (e.g., GSM) to the 2.5 generation (e.g., GPRS), and then to the third generation (e.g., Universal Mobile Telecommunications System or UMTS) [7] . In this evolution, the concept of mobility management has remained the same. Consider the circuit-switched domain of UMTS [1, 2] . In order to track the mobile stations (MSs), the cells (the radio coverages of base stations) in UMTS service area are grouped into several location areas (LAs). To deliver services to an MS, the cells in the group covering the MS will page the MS to establish the radio link. To identify the LA of an MS, mobility management is required. In mobility management, the MS informs the network of its location through the LA update procedure. The update procedure is executed in two situations. interval. If we select Ø Ô (where ½) and after every call arrival, Ø Ô is reset to , then there is a good chance that Criterion 1 is satisfied. Consider the example in Figure 1 (a) where call arrivals at ½ , ¾ , and ¿ . For the discussion purpose, we define presence checkpoint or checkpoint as the action to inform the network of the status of an MS (whether the MS is attached or not). We also define checkpoint event as an incoming call, an outgoing call or an NLAU. Such an event results in checkpoint action. When the MS is attached, a checkpoint is triggered by an checkpoint event or PLAU. When the MS is abnormally detached, a checkpoint is triggered by expiration of ID timer or failure setup for MS call termination. In Figure 1 (a) a checkpoint occurs at ½ and the PLAU timer is reset to Ø Ô (i.e., the next PLAU is expected to occur at time ½ · Ø Ô ). If Ø Ô is sufficiently large so that ¾ ½ · Ø Ô , then the next checkpoint occurs at ¾ and the PLAU timer is reset to Ø Ô again. In this scenario, the PLAU is never performed and all checkpoints are triggered by call arrivals or NLAUs. If we select Ø Ô so that
then there is good opportunity that Criterion 1 is satisfied. However, if Ø Ô is too large, Criterion 2 is likely to be violated. Figure 1 (b) illustrates a scenario when Criterion 2 is satisfied. In this figure, the MS is abnormally detached between two checkpoints. The previous checkpoint occurs at . The abnormal MS detach occurs at . After MS detach, the next periodic LA update occurs at · Ø Ô . The next call termination occurs at . If , then PLAU timer expires before the next call termination arrives, and Criterion 2 is satisfied. Since the MS call termination rate is , to have a good chance to satisfies Criterion 2, we suggest that is selected such that
From (1) and (2), if Ó ¼, it seems appropriate to select so that
Based on the above discussion, we propose a dynamic PLAU scheme that dynamically selects Ø Ô according to the call and NLAU activities of an MS.
Dynamic PLAU Scheme
Step 0. Initially a default Ø Ô value is given.
Step 1. When a checkpoint event arrives, the following steps are executed in the network; specifically, the Visitor Location Register (VLR) [7] :
Step 1.1. The interval Ø ½ between this checkpoint event and the previous checkpoint event is computed and stored in a storage. The network stores the Ñ most recent inter checkpoint event arrival time samples.
Step 1.2. The « statistics is updated.
Step 1.3. Let Ø be the inter checkpoint event arrival time between the th previous checkpoint event and the · ½st previous checkpoint event. The value Ø Ô is computed as
where is selected following the guideline (3). Step 1.4. The ID timer in the network is reset with the value Ø Ô . The MS is informed to reset its PLAU timer.
Step 2. When the network receives the PLAU message from the MS, the ID timer is reset with the previously selected Ø Ô .
In the fixed PLAU scheme proposed in 3GPP TS 23.012 and TS 24.008, Step 2 is always executed, and Step 1 is never executed. Also note that in the dynamic PLAU, the MS is informed to reset its PLAU timer by the network. In the standard GSM/UMTS procedures, when an MS requests for call origination, NLAU or PLAU, the network always acknowledges the request. The new Ø Ô value is included in GSM/UMTS acknowledgement messages issued by the network. In call termination, the network includes the new Ø Ô value in the call setup message. Therefore, no extra signaling messages are introduced by the dynamic PLAU scheme at the cost that the acknowledgement and call setup messages are slightly modified. Note that in 3GPP TS 24.008, the Ø Ô value is broadcasted to all MSs through the L3-RRC SYSTEM INFORMATION BLOCK 1 message on the BCCH, which cannot be used in our approach.
In a real GSM/UMTS network, the dynamic PLAU scheme can be implemented in the VLR as a micro-procedure. This implementation can be vendor specific, which does not change any GSM/UMTS message flows. The message flows between the VLR and the MS follow the standard GSM/UMTS procedures.
Analytic Modeling
This section investigates the performance of dynamic PLAU and compares it with fixed PLAU proposed in 3GPP TS 23.012 and TS 24.008. Two performance measures are considered. Let ¬ be the probability that when an MS is abnormally detached, no failure call setup for mobile termination occurs (i.e., Case 1 holds). It is clear that the bigger the ¬ value, the better the PLAU mechanism. Specifically, Criterion 2 is satisfied when ¬ ½. Let ¬ Ñ and ¬ be the ¬ values for dynamic PLAU and fixed PLAU, respectively.
Telecommunications network operations suggest that incoming and outgoing call arrivals are Poisson streams [7] , and the aggregate arrivals of the incoming and outgoing calls together with the NLAUs can be approximated as a Poisson stream. Following the above statement, we assume
Poisson checkpoint arrivals as in many other studies [8, 5, 4] . Therefore Ø ½ Ø ¾ Ø Ñ in (4) are exponentially distributed, and Ø Ô has an Erlang-m density function Ô Ñ´ØÔ µ with mean . That is,
The Laplace transform of the Ø Ô distribution is Figure 2 shows the scenario when the MS is attached to the network and there are Ò PLAUs between two checkpoint events in dynamic PLAU.
For Ò ¼,
From (7), the expected number of AE Ñ is
Now we derive AE ℄. Consider Figure 2 again. This figure illustrates an example when the MS is attached to the network and there are Ò PLAUs between two checkpoint events in fixed PLAU.
In this example, for ½ Ò · ½, Ø Ô is a fixed value, and the inter checkpoint event time Ø is expressed as Ø Ò · Ø £ . For Ò ½, the probability that AE Ò is derived as
From (11), the expected number of AE is
AE ℄ can also be derived from (10). Consider the case when Ñ ½ and × . Equation (6) is
From (6), (8) 
Equation (16) is the same as (13).
Probability ¬ Ñ is derived as follows. Consider Figure 3 . Suppose that the previous checkpoint or PLAU occurs at time ½ , the abnormal MS detach occurs at ¾ , and the next PLAU occurs at ¿ . Define two events as follows: 
Furthermore, events A and B are independent of each other and
Let ´Øµ be the probability that there is no MS termination occurring in a period Ø. Since MS termination calls are a Poisson stream with rate « , ´Øµ is expressed as [9] ´Øµ « Ø
From (18), (19) and (17),
Now we derive ¬ . Consider Figure 3 again. For fixed PLAU, Ø Ô is a constant. Since occurrence of abnormal MS detach is a random observer, Ø has a uniform distribution in interval
We can also derive ¬ from (20) and (14):
The above analytic model is validated against the simulation experiments. We use a C program to implement the simulation model that consists of three types of events: (1) Checkpoint (CKPNT); (2) PLAU; and (3) MS abnormal detach (AB DETACH). The next CKPNT and AB DETACH event arrival times are generated by the exponential random number generator, and all events are processed according to their timestamps. The simulation flowchart is shown in Figure 4 . For a CKPNT event, steps 6-9 are executed. For a PLAU event, steps 10-11 are executed. For an AB DETACH event, steps 12-16 are executed. In the simulation experiments, the abnormal MS detach occurs after an attach period exponentially distributed with mean that is Å times of an inter checkpoint arrival time interval. For Å ½¼¼, the simulation results are not sensitive to the Å values. In our simulation experiments, the confidence intervals of the 99% confidence levels are within 3% of the mean values in most cases. Figure 5 shows that analytic analysis and simulation experiments are consistent for the ¬ values. The comparison results for other performance measures are similar and will not be presented in this paper.
Numerical Examples
Based on the analysis in the previous section, we use numerical examples to investigate the performance of dynamic PLAU and compare it with fixed PLAU.
By using (8), Figure 6 plots ÈÖ AE Ñ ¼℄ as a function of Ñ. The figure indicates that even we choose a small (e.g., 1.1 or 1.5), Criterion 1 can be satisfied with probability higher than 0.5. In this figure, the ÈÖ AE ¼℄ values are 0.66713, 0.77687, 0.85043 and 0.89974 for 1.1, 1.5, 1.9 and 2.3 respectively.
Based on (10), Figure 7 plots AE Ñ ℄ against Ñ, where ½ ½ ¾ ¿. The figure indicates that AE Ñ ℄ is a decreasing function of Ñ. When Ñ is small (i.e., Ñ ), if dynamic PLAU measures one more inter checkpoint arrival time sample (i.e,. Ñ is incremented by one), the AE Ñ ℄ performance is significantly improved. On the other hand, when Ñ is large (Ñ ¾¼), measuring more inter checkpoint arrival time samples will not improve the AE Ñ ℄ performance. In 
Therefore, the ¬ Ñ performance is significantly affected by « (i.e., the frequency of incoming calls to the MS). As we mentioned before, « ¼ is observed in mobile network operations, and good ¬ Ñ performance can be expected. In this figure Note that the ÈÖ AE ¼℄, AE ℄, and ¬ values corresponding to Figures 5, 6, 7 are "optimal". That is, such good performance can only be achieved when the "optimal fixed Ø Ô values" are found.
In reality, it is very difficult (if not possible) to guess such "optimal" values in advance. In Figures  , , , we demonstrate that by the adaptive mechanism, the dynamic PLAU scheme can achieve good performance close to the optimal fixed PLAU scheme.
The results in Figures 7 and 8 
Conclusions
In mobile communications networks, periodic location area update (PLAU) is utilized to detect presence of a mobile station (MS). In 3GPP Technical Specifications 23.012 and 24.008, a fixed PLAU scheme was proposed for UMTS where the interval between two PLAUs is of fixed length. We observe that MS presence can also be detected through call and movement activities. Therefore we proposed a dynamic PLAU scheme where the PLAU interval is dynamically adjusted based on the call and NLAU traffic. Analytic model was developed to investigate the performance of dynamic and fixed PLAU schemes. Our study indicates that compared with fixed PLAU, dynamic PLAU significantly reduces the network signaling traffic caused by periodic location area update.
As a final remark, in dynamic PLAU, storage and the mechanism maintaining Ñ ¾¼ or 30 inter checkpoint arrival time samples for an MS can be practically implemented in the UMTS network (specifically, in the VLR). The value Ø Ô can be efficiently computed using the window averaging technique [7] .
