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Abstract
We study the A
(1)
n−1 spin chain at the critical regime |q| = 1. We give the free boson realizations
of the type-I vertex operators and their duals. Using these free boson realizations, we give the
integral representations for the correlation functions.
1 Introduction
The one dimensional spin A
(1)
n−1 chain is described by the Hamiltonian :
H =
∞∑
k=−∞
q
n−1∑
a,b=0
a>b
e(k+1)aa e
(k)
bb + q
−1
n−1∑
a,b=0
a<b
e(k+1)aa e
(k)
bb −
n−1∑
a,b=0
a6=b
e
(k+1)
ab e
(k)
ba
 , (1.1)
where e
(k)
ab is a matrix unit acting on k th site. In this paper we consider the critical regime |q| = 1. For
the special case n = 2 this model becomes the celebrated XXZ spin. M.Jimbo,H.Konno and T.Miwa
[1] established the trace construction of the correlation functions for the XXZ chain at critical regime
|q| = 1. In this paper we give the correlation functions for the higher rank generalization of the XXZ
chain at the critical regime |q| = 1. In order to write down the correlation functions, we need the
’dual’ vertex operators. This problem was absent from the XXZ chain, because the vertex operators are
self-dual in this case. We give the pair of the vertex operators and their duals in this paper.
We give the N point correlation functions which describe the ground-state average 〈O〉 of the local
operator :
O = e(1)
ǫ1ǫ
′
1
· · · e(N)
ǫN ǫ
′
N
. (1.2)
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The correlation functions of the critical A
(1)
n−1 chain are described by the following systems of difference
equations :
G(N)(β1, · · · , βj − λi, · · · , βN |βN+1, · · · , β2N )
= RV
∗V ∗
j,j−1 (βj − βj−1 − λi) · · ·RV
∗V ∗
j,1 (βj − β1 − λi)RV
∗V
j,2N (βj − β2N ) · · ·RV
∗V
j,N+1(βj − βN+1)
× RV ∗V ∗j,N (βj − βN ) · · ·RV
∗V ∗
j,j+1 (βj − βj+1)G(N)(β1, · · · , βj , · · · , βN |βN+1, · · · , β2N ), (1.3)
and
G(N)(β1, · · · , βN |βN+1, · · · , βj + iλ, · · ·β2N )
= RV Vj+1,j(βj+1 − βj + λi) · · ·RV V2N.j(β2N − βj + λi)RV
∗V
1,j (β1 − βj) · · ·RV
∗V
N,j (βN − βj)
× RV VN+1,j(βN+1 − βj) · · ·RV Vj−1,j(βj−1 − βj)G(N)(β1, · · · , βN |βN+1, · · · , βj , · · ·β2N ). (1.4)
Here RV Vij (β) ∈ End(V ⊗2N ) signifies the matrix acting as RV V (β) on th (i, j)−th tensor components
and as identity elsewhere. Here RV V (β), RV
∗V ∗(β) and RV
∗V (β) are given by (3.1), (3.2) and (3.4).
The correlation functions satisfy the restriction equation :
G(N)(β + i(π − λ), β2, · · · , βN |βN+1, · · · , β2N )ǫ1···ǫN ,ǫ′N ···ǫ′1
= δǫ1,ǫ′1G
(N−1)(β2, · · · , βN |βN+1, · · · , β2N−1)ǫ2···ǫN ,ǫ′N ···ǫ′2 . (1.5)
Here we have set
G(N)(β1 · · ·βN |βN+1 · · ·β2N )
=
n−1∑
ǫ1···ǫ2N=0
vǫ1 ⊗ · · · ⊗ vǫ2NG(N)(β1 · · ·βN |βN+1 · · ·β2N )ǫ1···ǫ2N . (1.6)
In this paper we set the deformation parameter as
q = − exp
(
πi
ξ
)
, (1.7)
where ξ > 1.
The ground state averages are obtaind from the components G(N), by taking λ = 2π, and specializing
the spectral parameters :
G(N)(β + πi, · · · , β + πi|β, · · · , β)ǫ1···ǫN ,ǫN ···ǫ1 , (1.8)
When we solve the diffence equations (1.3), (1.4), directly [2], we have a difficulty. The difficulty in
this approach is that the solutions are determined only up to arbitrary periodic functions, so one has
to single out in some way the correct solutions which correspond to the correlation functions. When we
construct the solutions by the trace of the vertex operators, the ambiguity of solutions are resolved. In
this paper we give the free boson realizations of the type-I vertex operators and their duals, and give the
trace construction for the correlation functions of the critical A
(1)
n−1 spin. In this connection, we should
mention about the work [3], in which the authors give the free boson realizations of the dual type-II
vertex operators of the A
(1)
n−1 Toda field theory with imaginary coupling.
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Now a few words about the organization of the paper. In section 2 we review the model briefly.
In section 3 we give the defining relations of the vertex operators. In section 4 we give the free boson
realizations of the vertex operators. In section 5 we give the proofs of the properties of the vertex
operators. In section 6 we give the integral representations of the correlation functions. In Appendix A
we summarized the multi Gamma functions. In Appendix B we summarized the normal ordering of the
basic operators.
2 The critical A
(1)
n−1 chain
Let us set the R-matrix by
RV V (β) = r(β)R¯(β), r(β) = −S2(iβ|
2π
n
ξ, 2π)S2(−iβ + 2πn | 2πn ξ, 2π)
S2(−iβ| 2πn ξ, 2π)S2(iβ + 2πn | 2πn ξ, 2π)
, (2.1)
where S2(β|ω1, ω2) is the Multi-Sine function given in Appendix A.
The matrix R¯(β) is given as follows :
R¯(β)vk1 ⊗ vk2 =
n−1∑
j1,j2=0
vj1 ⊗ vj2 R¯(β)k1k2j1j2 , (2.2)
where the nonzero entrise are
R¯(β)jjjj = 1, (2.3)
R¯(β)jkjk = −
sh
(
n
2ξ
β
)
sh
(
n
2ξ
(β +
2πi
n
)
) , (j 6= k), (2.4)
R¯(β)kjjk =

e−
n
2ξ βsh
(
πi
ξ
)
sh
(
n
2ξ
(β +
2πi
n
)
) , (j < k),
e
n
2ξ βsh
(
πi
ξ
)
sh
(
n
2ξ
(β +
2πi
n
)
) , (j > k),
(2.5)
The R-matrix satisfies the Yang-Baxter equations,
RV V12 (β1 − β2)RV V13 (β1 − β3)RV V23 (β2 − β3) = RV V23 (β2 − β3)RV V13 (β1 − β3)RV V12 (β1 − β2), (2.6)
and the unitarity,
RV V12 (β1 − β2)RV V21 (β2 − β1) = id. (2.7)
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Let us set the monodromymatrix T (β) acting on the (N+1)− fold tensor product V0⊗V1⊗· · ·⊗VN , (Vk =
V = Cn),
T (β) = RV V0,1 (β) · · ·RV V0,N (β) =

A1,1 A1,2 · · · A1,n−1 A1,n
A2,1 A2,2 · · · A2,n−1 A2,n
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
An−1,1 An−1,2 · · · An−1,n−1 An−1,n
An,1 An,2 · · · An,n−1 An,n

, (2.8)
where the partition into n× n blocks is according to the base of V0.
Let us set the transfer matrix T (β) acting on the N -th fold tensor product V1 ⊗ · · · ⊗ VN by
T (β) =
n∑
j=1
Aj,j = trV0(T (β)). (2.9)
From the Yang-Baxter equation, we know the transfer matrices commute each other.
[T (β1), T (β2)] = 0. (2.10)
In the thermodynamic limit N → ∞, the logarithmic derivative of the transfer matrix and the Hamil-
tonian (1.1) have the following relation.(
d
dβ
logT
)
(0) ∼ H. (2.11)
A.Doikou and R.I.Nepomechie [5] computed by Bethe Ansatz the scattering matrix for the critical A
(1)
n−1
spin chain. The scattering matrix S(β) is given by
S(β) = s(β)S¯(β), s(β) =
S2(−iβ| 2πn (ξ − 1), 2π)S2(iβ + 2(n−1)πn | 2πn (ξ − 1), 2π)
S2(iβ| 2πn (ξ − 1), 2π)S2(−iβ + 2(n−1)πn | 2πn (ξ − 1), 2π)
. (2.12)
The matrix S¯(β) is given as follows :
S¯(β)vk1 ⊗ vk2 =
n−1∑
j1,j2=0
vj1 ⊗ vj2 S¯(β)k1k2j1j2 , (2.13)
where the nonzero entrise are
S¯(β)jjjj = 1, (2.14)
S¯(β)jkjk = −
sh
(
n
2(ξ − 1)β
)
sh
(
n
2(ξ − 1)(β −
2πi
n
)
) , (j 6= k), (2.15)
S¯(β)kjjk =

−
e−
n
2(ξ−1)
βsh
(
πi
(ξ − 1)
)
sh
(
n
2(ξ − 1)(β −
2πi
n
)
) , (j < k),
−
e
n
2(ξ−1)
βsh
(
πi
(ξ − 1)
)
sh
(
n
2(ξ − 1)(β −
2πi
n
)
) , (j > k),
(2.16)
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The scattering matrix of the present model agrees with the scattering matrix of the A
(1)
n−1 Toda fields
theory with imaginary coupling.
3 Vertex Operators
The type-I vertex operators satisfy
Φj2(β1)Φj1(β2) =
n−1∑
k1k2=0
RV V (β1 − β2)k1k2j1j2 Φk1(β2)Φk2(β1). (3.1)
The dual type-I vertex operators satisfy
Φ∗j2(β1)Φ
∗
j1
(β2) =
n−1∑
k1k2=0
RV
∗V ∗(β1 − β2)k1k2j1j2 Φ∗k1(β2)Φ∗k2(β1), (3.2)
where we set
RV
∗V ∗(β)k1k2j1j2 = R
V V (β)k2k1j2j1 . (3.3)
The type-I and dual type-I vertex operators satisfy
Φj2(β1)Φ
∗
j1
(β2) =
n−1∑
k1k2=0
RV
∗V (β1 − β2)k1k2j1j2 Φ∗k1(β2)Φk2(β1), (3.4)
where we set
RV V
∗
(β) = r∗(β)R¯∗(β), r∗(β) =
S2(−iα+ π| 2πn ξ, 2π)S2(iα+ π + 2πn | 2πn ξ, 2π)
S2(iα+ π| 2πn ξ, 2π)S2(−iα+ π + 2πn | 2πn ξ, 2π)
. (3.5)
The matrix R¯∗(β) is given as follows :
R¯∗(β)vk1 ⊗ vk2 =
n−1∑
j1,j2=0
vj1 ⊗ vj2 R¯∗(β)k1k2j1j2 , (3.6)
where the nonzero entrise are
R¯∗(β)jkjk = 1, (j 6= k), (3.7)
R¯∗(β)jjjj = −
sh
(
n
2ξ
β
)
sh
(
n
2ξ
(β +
2πi
n
)
) , (3.8)
R¯∗(β)kkjj =

e−
n
2ξ βsh
(
π
ξ
i
)
sh
(
n
2ξ
(β +
2πi
n
)
) , (j > k),
e
n
2ξ βsh
(
π
ξ
i
)
sh
(
n
2ξ
(β +
2πi
n
)
) , (j < k),
(3.9)
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The type-I and the dual type-I vertex operators satisfy
Φ∗j2(β1)Φj1(β2) =
n−1∑
k1k2=0
RV V
∗
(β1 − β2)k1k2j1j2 Φk1(β2)Φ∗k2(β1), (3.10)
where we set
RV V
∗
(β)k1k2j1j2 = R
V ∗V (β)j1j2k1k2 . (3.11)
The type-I vertex operator and it’s dual satisfy the inversion relation :
Φj1(β)Φ
∗
j2
(β + πi) = g−1n e
2πi
n
j1δj1,j2id, (j1 ≤ j2). (3.12)
where we set
g−1n =
(
2ξ
n
)n−1
sh
(
πi
ξ
)
e−
ξ−1
ξ
(γ+log 2πξ
n
)n+πi
n
(1−n) Γ(1/ξ)
n−1
Γ(1− 1/ξ) . (3.13)
4 Free boson realizations
In this section we give the free boson realizations of the vertex operators.
Let us set bose-fields as
[bj(t), bk(t
′)] = −1
t
sh
(
π
n
(aj |ak)t
)
sh
(
π
n
(ξ − 1)t)
sh
(
π
n
t
)
sh
(
π
n
ξt
) δ(t+ t′) (4.1)
Let us set
b∗1(t) = −
n−1∑
j=1
bj(t)
sh (n−j)πt
n
shπt
, (4.2)
b∗n−1(t) = −
n−1∑
j=1
bj(t)
sh jπt
n
shπt
. (4.3)
We have
[b∗1(t), bj(t
′)] = δj1
1
t
sh
(
π
n
(ξ − 1)t)
sh
(
π
n
ξt
) δ(t+ t′), (4.4)
[bj(t), b
∗
n−1(t
′)] = δj,n−1
1
t
sh
(
π
n
(ξ − 1)t)
sh
(
π
n
ξt
) δ(t+ t′). (4.5)
Let us set the basic operators as
Uj(β) = : exp
(
−
∫ ∞
−∞
bj(t)e
iβtdt
)
: (1 ≤ j ≤ n− 1), (4.6)
U0(β) = : exp
(
−
∫ ∞
−∞
b∗1(t)e
iβtdt
)
:, (4.7)
Un(β) = : exp
(
−
∫ ∞
−∞
b∗n−1(t)e
iβtdt
)
: . (4.8)
The bosonization of the type-I vertex operator is given by
Φj(β) =
∫ ∞
−∞
dα1
2πi
· · ·
∫ ∞
−∞
dαj
2πi
e
n
2ξ (αj−β)U0(β)U1(α1) · · ·Uj(αj)∏j
k=1 sh
(
n
2ξ (αk−1 − αk − πin )
) (4.9)
=
∫ ∞
−∞
dα1
2πi
· · ·
∫ ∞
−∞
dαj
2πi
e
n
2ξ (αj−β)Uj(αj)Uj−1(αj−1) · · ·U0(β)∏j
k=1 sh
(
n
2ξ (αk − αk−1 − πin )
) , (0 ≤ j ≤ n− 1)
6
where α0 = β.
The bosonization of the dual type-I vertex operator is given by
Φ∗j (β) =
∫ ∞
−∞
dαj+1
2πi
· · ·
∫ ∞
−∞
dαn−1
2πi
e
n
2ξ (αj+1−β)Uj+1(αj+1) · · ·Un−1(αn−1)Un(β)∏n−1
k=j+1 sh
(
n
2ξ (αk − αk+1 − πin )
) , (4.10)
=
∫ ∞
−∞
dαj+1
2πi
· · ·
∫ ∞
−∞
dαn−1
2πi
e
n
2ξ (αj+1−β)Un(β)Un−1(αn−1) · · ·Uj+1(αj+1)∏n−1
k=j+1 sh
(
n
2ξ (αk+1 − αk − πin )
) , (0 ≤ j ≤ n− 1),
where αn = β.
T.Miwa and Y.Takeyama [3] gave the bosonization of some vertex operator, to construct the solutions
of the critical quantum Knizhnik-Zamolodchikov equations at Level 0. The calculation of S-matrix of
the critical A
(1)
n−1 chain [5] teaches us that their vertex operators are the dual type-II vertex operators
of the present model.
5 Proof
In this section we prove that the bosonizations of the vertex operators satisfy the commutation relations
(3.1), (3.2), (3.4), (3.10) and the inversion relation (3.12). For convenience we list below formulae for
the contractions of the basic operators.
Uj(β1)Uk(β2) = Uk(β2)Uj(β1), (|j − k| ≥ 2). (5.1)
Uj(β1)Uj(β2) = Uj(β2)Uj(β1)r(β1 − β2), (j = 0, n), (5.2)
r(β) = −S2(iα|
2π
n
ξ, 2π)S2(−iα+ 2πn | 2πn ξ, 2π)
S2(−iα| 2πn ξ, 2π)S2(iα+ 2πn | 2πn ξ, 2π)
, (5.3)
U0(β1)Un−1(β2) = r
∗(β1 − β2)Un−1(β2)U0(β1), (5.4)
r∗(β) =
S2(−iα+ π| 2πn ξ, 2π)S2(iα+ π + 2πn | 2πn ξ, 2π)
S2(iα+ π| 2πn ξ, 2π)S2(−iα+ π + 2πn | 2πn ξ, 2π)
. (5.5)
Uj(β1)Uj(β2) = H(β1 − β2)Uj(β2)Uj(β1), (1 ≤ j ≤ n− 1), (5.6)
H(β) = −
sh
(
n
2ξ (β +
2πi
n
)
)
sh
(
n
2ξ (−β + 2πin )
) , (5.7)
Uj(β1)Uj−1(β2) = I(β1 − β2)Uj−1(β2)Uj(β1), (1 ≤ j ≤ n), (5.8)
I(β) =
sh
(
n
2ξ
(
β − πi
n
))
sh
(
n
2ξ
(−β − πi
n
)) . (5.9)
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We are to prove the various properties of the vertex operators along the line of the papers [7, 8]. We
are to prove the commutation relation of the type-I vertex operators (3.1). Consider the integral of the
form : ∫ ∞
−∞
∫ ∞
−∞
dα1dα2Uj(α1)Uj(α2)F (α1, α2). (5.10)
Due to the commutation relation of Uj(α), the above integral equals to∫ ∞
−∞
∫ ∞
−∞
dα1dα2Uj(α1)Uj(α2)F (α2, α1)H(α2 − α1) (5.11)
Observing this we define ’weak equality’ in the following sense. We say that the fuctions G1(α1, α2) and
G2(α1, α2) are equal in weak sense if
G1(α1, α2) +H(α2 − α1)G1(α2, α1) = G2(α1, α2) +H(α2 − α1)G2(α2, α1). (5.12)
We write
G1(α1, α2) ∼ G2(α1, α2). (5.13)
To prove the commutation relations (3.1) and (3.2) it is enough to prove the equalities of the integrand
parts in weakly sense.
Firsi we will show
Φµ(α0)Φµ(α
′
0) = r(α0 − α′0)Φµ(α′0)Φµ(α0) (0 ≤ µ ≤ n− 1). (5.14)
In what follows we use the notations :
b(α) = − shρα
shρ(α+ 2πi
n
)
, c(α) =
shρ 2πi
n
shρ(α+ 2πi
n
)
, d(α) =
eρα
shρ(−α− πi
n
)
, ρ =
n
2ξ
. (5.15)
For µ = 0 case it is just the commutation relation of U0(α). For µ ≥ 1 case we will show that by
induction. By using the commutation relations of the basic operators, we can rearrange the operator
part as
U0(α0)U0(α
′
0)U1(α1)U1(α
′
1) · · ·Uµ(αµ)Uµ(α′µ). (5.16)
The integrand function of (LHS) of (5.14) is given by
Lµ(α0α
′
0 · · ·αµα′µ) =
µ∏
k=1
d(αk − αk−1)
µ∏
k=1
d(α′k − α′k−1)
µ∏
k=1
I(αk − α′k−1) (5.17)
The integrand of (RHS) is given by the exchange of variables α0 ↔ α′0 of (LHS).
Rµ(α0α
′
0 · · ·αµα′µ) = Lµ(α′0α0 · · ·αµα′µ). (5.18)
For µ = 1 case the weakely identity for variables α1, α
′
1 can be shown by exact calculation.
L1(α0α
′
0α1α
′
1) ∼ R1(α0α′0α1α′1). (5.19)
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Because the integrand function splits into two parts :
Lµ(α0α
′
0α1α
′
1 · · ·αµα′µ) = L1(α0α′0α1α′1)Lµ−1(α1α′1α2α′2 · · ·αµα′µ), (5.20)
the case µ ≥ 2 follows from induction.
Next we will show
Φµ(α0)Φν(α
′
0)
= r(α0 − α′0)
(
b(α0 − α′0)Φν(α′0)Φµ(α0) + esgn(ν−µ)ρ(α0−α
′
0)c(α0 − α′0)Φµ(α′0)Φν(α0)
)
. (5.21)
We prove the case ν > µ. The case µ > ν is similar. For the case ν > µ = 0, the equality (5.21) follows
from the following integrand equality, which can be derived by direct calculations.
d(α′1 − α′0) = b(α0 − α′0)I(α′1 − α0)d(α′1 − α′0) + c(α0 − α′0)eρ(α0−α
′
0)d(α′1 − α0). (5.22)
For the case ν > µ ≥ 1, the equality (5.21) follows from the weak equality with respect to the variables
(α1α
′
1), (α2α
′
2) · · · (αµα′µ) :
Aµ(α0α
′
0 · · ·αµ+1α′µ+1) +Bµ(α0α′0 · · ·αµ+1α′µ+1) + Cµ(α0α′0 · · ·αµ+1α′µ+1) ∼ 0, (5.23)
where we set
Aµ(α0α
′
0 · · ·αµ+1α′µ+1) =
µ−1∏
k=0
I(αk+1 − α′k)
µ−1∏
k=0
d(αk+1 − αk)
µ∏
k=0
d(α′k+1 − α′k), (5.24)
Bµ(α0α
′
0 · · ·αµ+1α′µ+1) = −b(α0 − α′0)× I(α′µ+1 − α′µ)
{
µ−1∏
k=1
d(αk+1 − α′k)
}
I(α1 − α0) (5.25)
× d(α′µ+1 − αµ)
{
µ−1∏
k=1
d(αk+1 − αk)
}
d(α1 − α′0)
{
µ−1∏
k=1
d(α′k+1 − α′k)
}
d(α′1 − α0),
and
Cµ(α0α
′
0 · · ·αµ+1α′µ+1) = −c(α0 − α′0)eρ(α0−α
′
0) ×
{
µ−1∏
k=1
I(αk+1 − α′k)
}
I(α1 − α0) (5.26)
×
{
µ∏
k=1
d(α′k+1 − α′k)
}
d(α′1 − α0)
{
µ∏
k=1
d(αk+1 − αk)
}
d(α1 − α′0).
We are to prove the equation (5.23) by induction of µ. Inserting the equation (5.23) for µ − 1 to Bµ,
we have we have the equation in weakly sense with respect to the variables (α1α
′
1) · · · (αµα′µ) :
Bµ(α0α
′
0 · · ·αµ+1α′µ+1) ∼ A′µ(α0α′0 · · ·αµ+1α′µ+1) + C′µ(α0α′0 · · ·αµ+1α′µ+1), (5.27)
where we set
A′µ(α0α
′
0 · · ·αµα′µ+1) = −
b(α0 − α′0)
b(α′1 − α1)
{
µ∏
k=2
d(α′k+1 − α′k)
}
d(α′2 − α1)d(α1 − α′0)
×
{
µ−1∏
k=2
d(αk+1 − αk)
}
d(α2 − α′1)d(α′1 − α0)
{
µ−1∏
k=2
I(αk+1 − α′k)
}
I(α2 − α1)I(α1 − α0), (5.28)
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and
C′µ(α0α
′
0 · · ·αµ+1α′µ+1) =
b(α0 − α′0)c(α′1 − α1)eρ(α
′
1−α1)
b(α′1 − α1)
(5.29)
×
{
µ∏
k=1
d(α′k+1 − α′k)
}
d(α′1 − α0)
{
µ−1∏
k=1
d(αk+1 − αk)
}
d(α1 − α′0)
{
µ−1∏
k=1
I(αk+1 − α′k)
}
I(α1 − α0).
Using the following relation : b(α)H(α) = b(−α), we have
A′µ(α0α
′
0 · · ·αµ+1α′µ+1) ∼ A′′µ(α0α′0 · · ·αµ+1α′µ+1), (5.30)
where
A′′µ(α0α
′
0 · · ·αµ+1α′µ+1) (5.31)
= −b(α0 − α
′
0)
b(α′1 − α1)
{
µ∏
k=0
d(α′k+1 − α′k)
}{
µ∏
k=0
d(αk+1 − αk)
}{
µ−1∏
k=0
I(αk+1 − α′k)
}
I(α′1 − α0).
We have
Aµ +A
′′
µ ∼
sh
(
ρ(α′0 − α′1 − πin )
)
sh
(
ρ(α0 − α1 + πin )
)
sh (ρ(α0 + α1 − α′0 − α′1)) sh
(
ρ(2πi
n
)
)
sh
(
ρ(α′0 − α1 − πin )
)
sh
(
ρ(α′1 − α0 + 2πin )
)
sh
(
ρ(α0 − α′1 − πin )
)
sh
(
ρ(α0 − α′0 + 2πin )
)
× 1
b(α′1 − α1)
{
µ∏
k=0
d(α′k+1 − α′k)
}{
µ−1∏
k=0
d(αk+1 − αk)
}{
µ−1∏
k=1
I(αk+1 − α′k)
}
, (5.32)
where we have used the relation :
I(α1 − α′0)b(α′1 − α1)− I(α′1 − α0)b(α0 − α′0) (5.33)
=
sh
(
ρ(α′0 − α′1 − πin )
)
sh
(
ρ(α0 − α1 + πin )
)
sh (ρ(α0 + α1 − α′0 − α′1)) sh
(
ρ(2πi
n
)
)
sh
(
ρ(α′0 − α1 − πin )
)
sh
(
ρ(α′1 − α0 + 2πin )
)
sh
(
ρ(α0 − α′1 − πin )
)
sh
(
ρ(α0 − α′0 + 2πin )
) .
We have
Cµ + C
′
µ = −b(α0 − α′0)
sh
(
ρ(2πi
n
)
)
sh (ρ(α0 + α1 − α′0 − α′1)))
sh (ρ(α′1 − α1)) sh (ρ(α0 − α′0)))
(5.34){
µ∏
k=1
d(α′k+1 − α′k)
}
d(α′1 − α0)
{
µ−1∏
k=1
d(αk+1 − αk)
}
d(α1 − α′0)
{
µ−1∏
k=1
I(αk+1 − α′k)
}
I(α1 − α0),
where we have used the relation :
c(α′1 − α1)
b(α′1 − α1)
eρ(α
′
1−α1) − c(α0 − α
′
0)
b(α0 − α′0)
eρ(α0−α
′
0) = − sh
(
ρ(2πi
n
)
)
sh (ρ(α0 + α1 − α′0 − α′1)))
sh (ρ(α′1 − α1)) sh (ρ(α0 − α′0)))
. (5.35)
We arrive at
Aµ +Bµ + Cµ ∼ Aµ +A′′µ + Cµ + C′µ ∼ 0. (5.36)
Now we have proved the commutation relation (3.1). As the same arguments as the above we can show
the commutation relations (3.2), (3.4) and (3.10).
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Next we prove the inversion relations.
The bosonization of the type I vertex operator is deformed as
Φj(β) =
(
i
π
)j
e−j
ξ−1
ξ
(γ+log 2πξ
n
)
∫
Cj
dαj
2πi
· · ·
∫
C1
dα1
2πi
e
n
2ξ (αj−β) (5.37)
× : U0(β) · · ·Uj(αj) :
j∏
k=1
Γ
(
n
2πξ
i(αk − αk−1) + 1
2ξ
)
Γ
(
− n
2πξ
i(αk − αk−1) + 1
2ξ
)
,
where α0 = β. Here the contour Ck, (k = 1, · · · , j) is taken (−∞,∞) except that the poles
αk − αk−1 = πi
n
+
2πξi
n
l, (l ∈ N ≥ 0), (5.38)
of Γ
(
n
2πξ i(αk − αk−1) + 12ξ
)
are above Ck and the poles
αk − αk−1 = −πi
n
− 2πξi
n
l, (l ∈ N ≥ 0), (5.39)
of Γ
(
− n2πξ i(αk − αk−1) + 12ξ
)
are below Ck.
The bosonization of the dual type-I vertex operator is deformed as
Φ∗j (β) =
(
i
π
)n−j−1
e−(n−j−1)
ξ−1
ξ
(γ+log 2πξ
n
)
∫
C∗j+1
dαj+1
2πi
· · ·
∫
C∗n−1
dαn−1
2πi
e
n
2ξ (αj+1−β) (5.40)
× : Uj+1(αj+1) · · ·Un(β) :
n−1∏
k=j+1
Γ
(
n
2πξ
i(αk+1 − αk) + 1
2ξ
)
Γ
(
− n
2πξ
i(αk+1 − αk) + 1
2ξ
)
,
where αn = β. Here the contour C
∗
k , (k = j + 1, · · · , n− 1) is taken (−∞,∞) except that the poles
αk − αk+1 = πi
n
+
2πξi
n
l, (l ∈ N ≥ 0), (5.41)
of Γ
(
− n2πξ i(αk+1 − αk) + 12ξ
)
are above C∗k and the poles
αk − αk+1 = −πi
n
− 2πξi
n
l, (l ∈ N ≥ 0), (5.42)
of Γ
(
n
2πξ i(αk+1 − αk) + 12ξ
)
are below C∗k .
Let us prove the relation (3.12). For j1 < j2 we have
Φj1(β1)Φ
∗
j2
(β2) = r
∗(β1 − β2)Φ∗j2(β2)Φj1 (β1). (5.43)
As β2 → β1 + πi, r∗(β1 − β2) becomes zero.
Next we prove the case j1 = j2. We have
Φj(β1)Φ
∗
j (β2) = r
∗(β1 − β2)
∫
C1
dα1
2πi
· · ·
∫
Cj
dαj
2πi
∫
C∗j+1
dαj+1
2πi
· · ·
∫
C∗n−1
dαn−1
2πi
× Un(β2)Un−1(αn−1) · · ·U1(α1)U0(β1) (5.44)
× e n2ξ (αj+αj+1−β1−β2)sh
(
n
2ξ
(αj − αj+1 − πi
n
)
) n∏
k=1
1
sh
(
n
2ξ (αk − αk−1 − πin )
) .
11
When we take the limit β2 → β1 + πi, the contour is pinched but the function r∗(β1 − β2) has a zero.
Therefore the limit is evaluated by successively taking the residues at αk = αk−1 +
πi
n
for k = 1, · · · , j,
and αk = αk+1 − πin for k = j + 1, · · · , n− 1, successively. The following relation is usefull.
Un(β + πi)Un−1
(
β +
n− 1
n
πi
)
· · ·U1
(
β +
πi
n
)
U0(β) = e
−
ξ−1
ξ
(γ+log 2πξ
n
)nΓ(1/ξ)n. (5.45)
Now we have proved the inversion relation (3.12).
6 Correlation functions
In this section we derive a solution of the system of difference equations (1.3) and (1.4), algebraically,
and obtain an integral representation of it.
Let us introduce the degree operator D on the Fock space :
D bj(−t)|0〉 = t bj(−t)|0〉, (t > 0). (6.1)
We have
eλDb(t)e−λD = e−λtb(t). (6.2)
Therefore the degree operator D has the homogeneity condition.
eλDUj(β)e
−λD = Uj(β + iλ). (6.3)
The vertex operator and the degree operator enjoy the homogeneity property.
e−λDΦj(β)e
λD = Φj(β + iλ), e
−λDΦ∗j (β)e
λD = Φ∗j (β + iλ). (6.4)
Now let us consider the trace functions for λ > 0 defined by
G(β1 · · ·βN |βN+1 · · ·β2N )ǫ1···ǫ2N
=
trH
(
e−λDΦ∗ǫ1(β1) · · ·Φ∗ǫN (βN )ΦǫN+1(βN+1) · · ·Φǫ2N (β2N )
)
trH (e−λD)
, (6.5)
where the space H is the Fock space of the free bosons.
By using the homogeneity condition (6.4) and the commutation relations (3.1), (3.2), (3.10), it is
shown that the above trace function satisfies the desired difference equations (1.3), (1.4). The inversion
relation (3.12) means the restriction equation (1.5).
Using the free boson realizations, we shall treat the trace of the form : trH(e
−λDO). The calculation
is simplified by the technique of Clavelli and Shapiro [6]. Their prescription is as follows. Introduce
a copy of the bosons a(t) (t ∈ R) satisfying the relation [a(t), b(t′)] = 0 and the same commutation
relation as the b(t). Let
b˜(t) =
b(t)
1− e−λt + a(−t), b˜(−t) =
a(t)
eλt − 1 + b(−t), (t > 0). (6.6)
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For a linear operator O on the Fock space Hb = F [b(−t)], let O˜ be the operator on Hb ⊗ Ha, (Ha =
F [a(−t)]) obtaind by substituting b˜(t) for b(t). We have then
trHb
(
e−λDO)
trHb(e
−λD)
= 〈0˜|O˜|0˜〉, (6.7)
where the left hand side denotes the usual expectation value with respect to the Fock vacuum |0˜〉 =
|0〉 ⊗ |0〉, 〈0˜|0˜〉. In what follows we use the following abbreviation :
〈O〉λ =
trH
(
e−λDO)
trH(e
−λD)
. (6.8)
We have the following.
〈bj(t)bk(t′)〉λ = e
λt
eλt − 1[bj(t), bk(t
′)]. (6.9)
We have the following formula usefull to evaluate the function (6.5).
trH
(
e−λD : e
∫
∞
−∞
c(t)eiβ1tdt :: e
∫
∞
−∞
d(t)eiβ1tdt :
)
trH(e
−λD)
= exp
(∫ ∞
0
A(t)
ch(i(β1 − β2) + λ2 )t
shλt2
dt
)
, (6.10)
where c(t) and d(t) are bosons satisfying [c(t), d(t′)] = A(t)δ(t + t′) and A(t) = −A(−t). In order to
understand an integral of the right hand side, see the Appendix B.
The basic trace functions are evaluated as following.
〈U0(α1)U0(α2)〉λ = 〈Un(α1)Un(α2)〉λ = Const.Eλ(α1 − α2), (6.11)
〈U0(α1)Un(α2)〉λ = 〈Un(α1)U0(α2)〉λ = Const.E∗λ(α1 − α2). (6.12)
Here we set
Eλ(α) =
S3(−iα+ 2πn )S3(iα+ 2πn + λ)
S3(−iα+ 2πn ξ)S3(iα+ 2πn ξ + λ)
(6.13)
E∗λ(α) =
S3(−iα+ π)S3(iα+ λ+ π)
S3(−iα+ 2πn + π)S3(iα+ λ+ π + 2πn )
, (6.14)
where
S3(β) = S3
(
β
∣∣∣∣2π, 2πn ξ, λ
)
. (6.15)
〈Uj(α1)Uj−1(α2)〉λ = 〈Uj−1(α1)Uj(α2)〉λ
= Const.ϕ(α1 − α2)× 1
sh
(
n
2ξ
(α1 − α2 − πi
n
+ λi)
) , (6.16)
〈Uj(α1)Uj(α2)〉λ = Const.ψ(α1 − α2)× (6.17)
× sh
(
n
2ξ
α
)
sh
(
n
2ξ
(α+
2πi
n
)
)
sh
(
π
λ
(α+
2πi
n
)
)
sh
(
π
λ
(−α+ 2πi
n
)
)
.
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Here we set
ϕ(α) =
1
S2
(
iα+
π
n
∣∣∣λ, 2π
n
ξ
)
S2
(
−iα+ π
n
∣∣∣λ, 2π
n
ξ
) , (6.18)
ψ(α) =
1
S2
(
iα− 2π
n
∣∣∣∣λ, 2πn ξ
)
S2
(
−iα− 2π
n
∣∣∣∣λ, 2πn ξ
) . (6.19)
The functions ϕ(α) and ψ(α) become the integral kernel of the correlation functions.
The function ϕ(α) has poles at
α = ±i
(
n1λ+ n2
2π
n
ξ +
π
n
)
, (n1, n2 ≥ 0). (6.20)
The function ψ(α) has poles at
α = ±i
(
n1λ+ n2
2π
n
ξ − 2π
n
)
, (n1, n2 ≥ 0). (6.21)
The trace of the vertex operators (6.5) is evaluated by applying the Wick’s theorem.
The one-point correlation functions are evaluated as follows. In what follows we set ρ = n2ξ .
G(β1|β′1)ǫ,ǫ = E∗λ(β1 − β′1)
∫ ∞
−∞
dα1
2πi
· · ·
∫ ∞
−∞
dαn−1
2πi
n∏
k=1
ϕ(αk − αk−1)eρ(αǫ+αǫ+1−β1−β′1) (6.22)
× sh
(
ρ(αǫ+1 − αǫ − πi
n
)
) n∏
k=1
1
sh
(
ρ(αk − αk−1 − πi
n
)
)
sh
(
ρ(αk − αk−1 − πi
n
+ λi)
) ,
where αn = β1, α0 = β
′
1. Here we omit an irrelevant constant factor.
The N point correlation functions are evaluated as follows.
G(β1 · · ·βN |β′N · · ·β′1)ǫ1···ǫN ,ǫN ,··· ,ǫ1 = E(β1 · · ·βN |β′N · · ·β′1)
∏
j,r
∫ ∞
−∞
dαj,r
2πi
Iǫ1···ǫN ({αj,r}). (6.23)
We associate the variables αj,r, (1 ≤ r ≤ N, 0 ≤ j ≤ ǫr) to the basic operator Uj(αj,r) contained in
the vertex operators Φǫr (β
′
r) and the variables αj,r, (1 ≤ r ≤ N, ǫr + 1 ≤ j ≤ n) to the basic operator
Uj(αj,r) contained in the vertex operators Φ
∗
ǫr
(βr).
We set
αn,r = βr, α0,r = β
′
r, (6.24)
N ∗j = {k|ǫk ≤ j − 1}, Nj = {k|ǫk ≥ j}. (6.25)
The function E(β1 · · ·βN |β′N · · ·β′1) is given by
E(β1 · · ·βN |β′N · · ·β′1)
= e−ρ(β1+···+βN+β
′
1+···+β
′
N )
∏
1≤j<k≤N
Eλ(βj − βk)
∏
1≤j<k≤N
Eλ(β
′
k − β′j)
N∏
j,k=1
E∗λ(βj − β′k).(6.26)
The integrand is given by
Iǫ1···ǫN ({αj,r}) = K({αj,r})g({αj,r})h({αj,r}). (6.27)
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Here the integral kernel is given by
K({αj,r}) =
n−1∏
j=1
N∏
r,s=1
r>s
ψ(αj,r − αj,s)×
n−1∏
j=1
N∏
k,l=1

∏
k∈N∗
j
l∈Nj−1
ϕ(αj,k − αj,l)
∏
k∈N∗
j−1
l∈Nj
ϕ(αj,k − αj,l)

×
n−1∏
j=1
N∏
k,l=1

∏
k∈Nj
l∈Nj−1
ϕ(αj,k − αj,l)
∏
k∈N∗
j
l∈N∗
j−1
ϕ(αj,k − αj,l)

2
. (6.28)
Here we set
h({αj,r}) =
n−1∏
j=1
N∏
r,s=1
r>s
{
sh
(
π
λ
(αj,r − αj,s + 2πi
n
)
)
sh
(
π
λ
(αj,s − αj,r + 2πi
n
)
)}
, (6.29)
and
g({αj,r})
=
n−1∏
j=1
∏
r>s
s∈Nj
{
sh (ρ(αj,r − αj,s)) sh
(
ρ(αj,r − αj,s + 2πi
n
)
)}
×
n−1∏
j=1
∏
r>s
s∈N∗
j
{
sh (ρ(αj,s − αj,r)) sh
(
ρ(αj,s − αj,r + 2πi
n
)
)}
×
n∏
j=1
∏
r∈Nj
s∈Nj−1
{
sh
(
ρ(αj,r − αj−1,s − πi
n
+ λi)
)
sh
(
ρ(αj−1,r − αj,s − πi
n
+ λi)
)}−1
×
n∏
j=1
∏
r∈N∗
j
s∈N∗
j−1
{
sh
(
ρ(αj,r − αj−1,s − πi
n
+ λi)
)
sh
(
ρ(αj−1,r − αj,s − πi
n
+ λi)
)}−1
(6.30)
×
n∏
j=1

∏
r∈N∗
j
s∈Nj−1
sh
(
ρ(αj,r − αj−1,s − πi
n
+ λi)
) ∏
r∈N∗
j−1
s∈Nj
sh
(
ρ(αj,r − αj−1,s − πi
n
+ λi)
)
−1
×
N∏
r=1
eρ(αǫr+αǫr+1)
N∏
r=1
sh
(
ρ(αǫr+1,r − αǫr,r −
πi
n
)
) n∏
j=1
N∏
r=1
{
sh
(
ρ(αj,r − αj−1,r − πi
n
)
)}−1
.
Here we omit an irrelevant constant factor.
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Zamolodchikov equation associated with Uq(ŝln) for |q| = 1, Proceedings for SIDE III meeting at
Sabaudia near Rome, (1999).
[4] Y. Koyama : Staggered Polarization of Vertex Models with Uq(ŝln)−Symmetry, Commun. Math.
Phys.164, 277-291, (1994).
[5] A.Doikou and R.I.Nepomechie: Soliton S matrices for the critical A
(1)
N−1 chain, Phys.
Lett.B462,127-131, (1999).
[6] L.Clavelli and J.A.Shapiro : Pomeron Factorization in General Dual Models, Nucl.Phys.B57, 490-
535, (1973).
[7] Y.Asai, M.Jimbo, T.Miwa and Ya. Pugai : Bosonization of Vertex Operators for A
(1)
n−1 Face Model,
J.Phys.A29, 6596-6616, (1996).
[8] H. Furutsu, T.Kojima and Y.-H. Quano : Type II Vertex Operators for the A
(1)
n−1 Face Model, to
appear in Int.J.Mod.Phys.A.
[9] N. Kurokawa : On the generalization of the sine function, Technical Report of Tsuda University,
4:1-25, (1992).
[10] S. Lukyanov : Free field representation for massive integrable models, Commun.Math.Phys.167,
183-226, (1995).
[11] F. Smirnov : Form Factors in Completely Integrable Models of Quantum Field Theory, Advanced
Series in Mathematical Physics Vol.14, World Scientific, 1992.
A Multi-Gamma functions
Here we summarize the multiple gamma and the multiple sine functions, following Kurokawa [9].
Let us set the functions Γ1(x|ω),Γ2(x|ω1, ω2) and Γ3(x|ω1, ω2, ω3) by
logΓ1(x|ω) + γB11(x|ω) =
∫
C
dt
2πit
e−xt
log(−t)
1− e−ωt , (A.1)
logΓ2(x|ω1, ω2)− γ
2
B22(x|ω1, ω2) =
∫
C
dt
2πit
e−xt
log(−t)
(1− e−ω1t)(1− e−ω2t) , (A.2)
logΓ3(x|ω1, ω2, ω3) + γ
3!
B33(x|ω1, ω2, ω3) =
∫
C
dt
2πit
e−xt
log(−t)
(1− e−ω1t)(1− e−ω2t)(1− e−ω3t) ,(A.3)
where the functions Bjj(x) are the multiple Bernoulli polynomials defined by
trext∏r
j=1(e
ωjt − 1) =
∞∑
n=0
tn
n!
Br,n(x|ω1 · · ·ωr), (A.4)
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more explicitly
B11(x|ω) = x
ω
− 1
2
, (A.5)
B22(x|ω) = x
2
ω1ω2
−
(
1
ω1
+
1
ω2
)
x+
1
2
+
1
6
(
ω1
ω2
+
ω2
ω1
)
. (A.6)
Here γ is Euler’s constant, γ = limn→∞(1 +
1
2 +
1
3 + · · ·+ 1n − logn).
Here the contor of integral is given by
0
Contour C
Let us set
S1(x|ω) = 1
Γ1(ω − x|ω)Γ1(x|ω) , (A.7)
S2(x|ω1, ω2) = Γ2(ω1 + ω2 − x|ω1, ω2)
Γ2(x|ω1, ω2) , (A.8)
S3(x|ω1, ω2, ω3) = 1
Γ3(ω1 + ω2 + ω3 − x|ω1, ω2, ω3)Γ3(x|ω1, ω2, ω3) (A.9)
We have
Γ1(x|ω) = e( xω− 12 )logω Γ(x/ω)√
2π
, S1(x|ω) = 2sin(πx/ω), (A.10)
Γ2(x + ω1|ω1, ω2)
Γ2(x|ω1, ω2) =
1
Γ1(x|ω2) ,
S2(x+ ω1|ω1, ω2)
S2(x|ω1, ω2) =
1
S1(x|ω2) ,
Γ1(x+ ω|ω)
Γ1(x|ω) = x. (A.11)
Γ3(x+ ω1|ω1, ω2, ω3
Γ3(x|ω1, ω2, ω3) =
1
Γ2(x|ω2, ω3) ,
S3(x+ ω1|ω1, ω2, ω3)
S3(x|ω1, ω2, ω3) =
1
S2(x|ω2, ω3) . (A.12)
logS2(x|ω1ω2) =
∫
C
sh(x− ω1+ω22 )t
2shω1t2 sh
ω2t
2
log(−t) dt
2πit
, (0 < Rex < ω1 + ω2). (A.13)
S2(x|ω1ω2) = 2π√
ω1ω2
x+O(x2), (x→ 0). (A.14)
S2(x|ω1ω2)S2(−x|ω1ω2) = −4sinπx
ω1
sin
πx
ω2
. (A.15)
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B Normal Ordering
Here we list the formulas of the form
X(β1)Y (β2) = CXY (β1 − β2) : X(β1)X(β2) :, (B.1)
where X,Y = Uj, and CXY (β) is a meromorphic function on C. These formulae follow from the
commutation relation of the free bosons. When we compute the contraction of the basic operators, we
often encounter an integral ∫ ∞
0
F (t)dt, (B.2)
which is divergent at t = 0. Here we adopt the following prescription for regularization : it should be
understood as the countour integral, ∫
C
F (t)
log(−t)
2πi
dt, (B.3)
where the countour C is given by
0
Contour C
The contractions of the basic operators have the following forms.
Uj(α1)Uj(α2) = hjj(α1 − α2) : Uj(α1)Uj(α2) :
(
Im(α2 − α1) < 2π
n
, j = 0, n
)
, (B.4)
h00(α) = hnn(α) = e
γ
ξ−1
ξ
n−1
n
Γ2(−iα+ 2πn ξ| 2πn ξ, 2π)Γ2(−iα+ 2π| 2πn ξ, 2π)
Γ2(−iα+ 2πn | 2πn ξ, 2π)Γ2(−iα+ 2π + 2πn ξ − 2πn | 2πn ξ, 2π)
, (B.5)
Uj(α1)Uj(α2) = hjj(α1 − α2) : Uj(α1)Uj(α2) :
(
Im(α2 − α1) < 2π
n
(ξ − 1), 1 ≤ j ≤ n− 1
)
,(B.6)
hjj(α) = e
2γ ξ−1
ξ
α
i
Γ1(−iα+ 2πn ξ − 2πn | 2πn ξ)
Γ1(−iα+ 2πn | 2πn ξ)
, (B.7)
Uj(α1)Uj−1(α2) = hjj−1(α1 − α2) : Uj−1(α1)Uj(α2) :
(
Im(α2 − α1) < π
n
, 1 ≤ j ≤ n
)
, (B.8)
hjj−1(α) = e
−γ
ξ−1
ξ
Γ1(−iα+ πn | 2πn ξ)
Γ1(−iα+ πn (2ξ − 1)| 2πn ξ)
, (B.9)
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and
U0(α1)Un(α2) = h0n(α1 − α2) : U0(α1)Un(α2) :,
(
Im(α2 − α1) < 2π
n
)
(B.10)
h0n(α) = e
γ
n
ξ−1
ξ
Γ2(−iα+ π + 2πn ξ − 2πn | 2πn ξ, 2π)Γ2(−iα+ π + 2πn | 2πn ξ, 2π)
Γ2(−iα+ π| 2πn ξ, 2π)Γ2(−iα+ π + 2πn ξ| 2πn ξ, 2π)
, (B.11)
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