In this paper, the two parameters of type I extreme value distribution are estimated for the maximum values by using moment's method and the weighted least square method. The simulation approach is used to compare the obtained results of the applied methods in order to get the best method to estimate the parameters, in which the simulation process starts by generating random samples follows the extreme value distribution. This algorithm is based on three samples of the real parameters and with different sample sizes. The results are tabulated for comparison purpose in connection with the mean square error.
Introduction
The extreme value distribution may be considered as one of the most important distributions, which has so many real life applications. The extreme value refers to the maximum or minimum value.
For the extreme value distribution, three types or families of distributions had been introduced by statisticians [1] in which each family represent a family of several distributions, namely: -Type I: Gumbel-type distribution. -Type II: Frećhet-type distribution. -Type III: Weibull-type distribution.
Type I distributions are of extreme value distributions, which is the most important one and has so many applications in different areas and among of these applications using this distribution in the study and applications of atmosphere studies, such as the effect of atmosphere on sea levels, which are used later in ships designing and to predict winds strength. Also, using this distribution in the theory of water sciences as in the last decades researches proved by using this distribution in the prediction of ozone quantity and other applications are also given for this distribution, such as the predication of high and low rates of financial stocks [8] [12].
Type II extreme value distribution has no wide range of applications.
The III distributions may be considered as one of the most important distributions to model failure phenomenon's and used in reliability theory, as well as life testing. From the above three types, it is important to notice that the extreme value distribution represent a derived families from the generalized extreme value distribution, and has so many applications that has been used by Gumbel in the study and measuring of water floods (which is specialized in the atmosphere variations and to describe winds movements and directions, pressure, air humidity, temperature, cloud directions, rains, etc.), landing force and marine engineering, as well as, using this distribution in the study and generalization of certain life data. Let X be a random variable follows the generalization extreme value distribution, then the probability density function (p.d.f.) and cumulative distribution function (c.d.f.) of X are given respectively by [6] :
Where:
x is a random variable k is the shape parameter  is the scale parameter  is the location parameter If k  0, then the generalized extreme value distribution with three parameters will be the generalized extreme value distribution with two parameters, since by letting: and taking the limit as n   after substituting eq.(2) back into eq.(1), will yields to: 
n 1 n(n 1) t n(n 1)(n 2) t exp lim 1 n t ... n n n 2! n n n 3!
Also, substituting eq.(4) into eq.(5), will yields to:
Equation (6) represent the distribution function of the type I extreme value distribution (or Gumble-type). In order to find the p.d.f., we derive eq.(6) with respect to x, to get [7] :
while the reliability function related to this distribution may be defined as follows [9] :
Some Moment's Properties of Type I Extreme Value Distribution:
The n-th order moment has the general form: Therefore, after substituting eq.(7) into eq.(8), we get:
and since x y exp       , then upon taking the natural logarithm to the both sides will yields to:
with n  1 we get the first moment, n  2 we get the second moment, i.e., Therefore, substituting eqs.(9), (10) in eq.(11) will give:
Estimation Methods
In this section, two methods for estimating the parameters of the first type extreme value distribution will be presented for maximum values. These methods are as follows:
Method of Moments (MOM):
Johan and Bernaolle (1667-1748) may be considered as the first researchers whom used this method in their work, which is one of the most popular methods used in parameter estimation, which is easy to use. The basic idea of this method is to find population moments, M j , which are then equated to sample moments, m j , which will results the number of equations to be equal to the number of unknown parameters. These equations may be solved to find the estimated value of the parameters, [3] .
If the population moments are given by:
and the sample moments:
Also, as it is known, the sample first moment may be defined as:
Therefore, by eq.(9) the population first moment will take the form:
and the sample first moment:
Hence, equating the population first moment M 1 with sample first moment m 1 , yields to:
In a similar manner, from eq.(10), the population second moment is given by:
 and the sample second moment:
Equating M 2 with m 2 , will give:
Therefore, substituting eq.(12) into eq.(13) implies to: 
Weighted Least Squares Method (WLS):
This method will be used to find the estimation of a and b, which are abbreviated as â and b , respectively [5] . This method is based upon find the inverse of the distribution function, which then compared with simple linear regression model given by: ........................................ (16) where e i is the observation random error and in order to find the inverse of the distribution function, take eq.(6) which may be simplified to find x, as follows: which represent the estimation of scale parameter.
Substituting eq.(16) into eq.(27), will give:
In this stage, the distribution parameters are estimated by using the estimation method proposed in this paper, which are the moment method given by eqs. (14) and (15) and the weighted least squares method given by eqs. (27) and (28).
Stage IV (comparing the results):
This stage is the last one in the formulation of the simulation model, in which a comparison is made between the extreme value distribution parameters estimation results obtained in stage III by using the norm of the mean square error given by:
is the estimation of the parameter p R is the number of sample iterations
Simulation Results
Using the proposed estimation methods, the results presented in table (1) are obtained: 
Recommendations
From the results of this paper, it is recommended to use the MOM to estimate the distribution parameters of real life models for all sample sizes and their iterations.
