1. Introduction. In big data analysis, signals are often buried within a large amount of noises and are thus relatively weak and rare. It is ideal to apply the optimal tests that are capable of detecting the minimal signals required by statistics. Through asymptotics, many theoretical studies have brought exciting results on designing such optimal tests. In particular, under the Asymptotically Rare and Weak (ARW) setting, the Higher Criticism (HC) and its various modifications, the Berk-Jones (B-J) type tests, a spectrum of φ-divergence type tests, etc. were studied and proven asymptotically optimal [1, 2, 3, 4] . These optimal tests are attractive in many scientific researches. For example, in large-scale genetic association studies, a main strategy to find disease-associated genes is to determine whether some of the genetic variants within candidate genes could affect disease outcome. Such genetic effects are often weak and rare, especially relative to the cumulated noise level in big data.
However, for practical applications under finite cases the questions remain on 1) how to analytically calculate p-values as well as statistical power, and 2) what are the real performances of those methods that are asymptotically equivalent. First, to obtain the p-value for error control, the Monte-Carlo simulation or permutation tests have significant limitations: (A) they require daunting computation, and (B) empirical p-values are discrete, causing ties among candidates. These issues are especially concerned when very small p-values are demanded to handle a huge number of simultaneous tests. Secondly, for those optimal tests with the same asymptotic property under n → ∞, it is important to understand their relative performance for finite n. In order to solve these problems we need to calculate the distributions of these tests under both H 0 and H 1 at each given n. Comparing with the literature, this paper gives a complete answer by providing a comprehensive calculation for a broad family of relevant tests.
Limitations of current methods.
In general there are two types of methods for distribution calculation. The first is to calculate the exact distribution. Recursive methods (e.g., Noe's recursion [5, 6] , Bolshev's recursion [7, 8] , Steck's recursion [9, 10] , Ruben's recursion [11] , etc.) were developed to calculate the distribution of Kolmogorov-Smirnov type statistics under H 0 . In a similar fashion, Barnett and Lin [12] provided a calculation method specifically for HC. Such recursive methods have heavy computation load, with complexity of O(n 3 ). Moscovich, Nadler and Spiegelman [13] reduced the computation to O(n 2 ). However, all these methods assume the full domain R = {1 ≤ i ≤ n} in the supremum formula of the relevant tests (see the HC statistic in (3) as an example). However, calculation that allows arbitrary R is important, because many tests improve performance by properly restricting R. For example, a modified version of HC is under R = {1 < i ≤ n/2, p (i) ≥ 1/n}. This is because that including too small p-values p (i) could make HC heavy tailed; while including too big p-values may unnecessarily reduces computational efficiency (c.f. [1] ). Moreover, these methods did not give statistical power calculation under H 1 yet.
The second type methods are to approximate the distribution. KolmogorovSmirnov type statistics have been proven to converge in law to an extremevalue distribution [15, 16] . However, such convergence is too slow to be accurate for even moderately large n [12] . Recently, Li and Siegmund (LS) [14] developed an asymptotic approximation method. One problems is that ∼ N (0, 1). Black solid curves: by simulation; red dashed curves: by Corollary 1; green dotted curves: by Li and Siegmund's method [14] . this method cannot approximate the whole distribution. Figure 1 shows that the LS calculation (green dotted curves) fails to match the simulation (black solid curves) at small thresholds, whereas our calculation (e.g., the red dashed curves) reveal the whole distributions. Moreover, comparing with our study setting, LS assumes slightly more restriction for the supremum searching domain R, and covers a narrower range of test types. Again, literature studies did not yet provide satisfiable method for deriving the relevant distributions under H 1 for statistical power calculation.
1.2. Our contribution. This paper has two folds of contributions. First, it provides techniques for calculating the distributions of a general family of goodness-of-fit (GOF) tests, which covers the optimal tests described above. We give calculation methods for the exact as well as the approximated distributions, balancing between accuracy and computation burden. The methods allow (A) arbitrary truncation strategies (e.g., R for HC in (3)), and (B) arbitrary null and alternative hypotheses as long as they are i.i.d. and continuous. With such techniques, p-values and statistical power can be calculated at any testing threshold.
Second, based on analytical calculation we systematically compared the power of the asymptotically optimal tests. Simulations were applied for examing these tests under various n values and signals patterns in practice. We also demonstrated the application of these weak-signal-sensitive tests in a real genome-wide association study (GWAS) for detecting genes associated to the Crohn's disease (see Figure 2 ). In summary, the innovative contribution of this work lies on providing a more mature statistical framework that revolves the problem of calculating distributions for a broader family of GOF tests under both H 0 and H 1 . Thus, those asymptotically equivalent tests for detecting weak signals can be apply, as well as compared by power, in practical applications. The paper is organized as follows. In section 2 we formulate the problem under a general setup of hypotheses and GOF tests, and brief the essence of our strategy. The analytical results are presented in Section 3 for both exact and approximated calculations. Through simulations Section 4 numerically evidences the calculation accuracy, and provides power comparisons among the asymptotically optimal tests. We show the application of the GOF tests in a real GWAS in Section 5. In Section 6 we discuss relevant theoretical and practical issues. The techniques of relevant proofs and lemmas are given in the Appendix.
Problem Formulation and General Strategy.
2.1. Background on Detection of Weak and Sparse Signals. We consider the signal detection problem through testing whether there exist "signals" in noisy background. Under the broadly applicable Gaussian Means Model, signals refer to the nonzero means in the normally distributed data values (or statistics) X 1 , X 2 , ..., X n . A test is said of detecting signals if it successfully concludes the alternative when it is true. A typical setting for the null and the alternative is
where ∈ (0, 1) denotes the expected proportion of signals.
Under the Asymptotic Rare and Weak (ARW) setting, the proportion of signals is n = n −α , α ∈ (1/2, 1), and the mean is µ n = 2r log(n), r ∈ (0, 1). Landmark studies [1, 17, 18] have provided the asymptotic detection boundary in terms of a function curve of the signal strength and sparsity:
When the signals are below the curve, all tests will fail to distinguish H 0 and H 1 as n → ∞. Whenever signals are above the curve, the so-called asymptotically optimal tests are able to make both the type I and the type II error rates converge to zero. A particular optimal test is the Higher Criticism (HC) test [19, 1] :
.., n, the two-sided p-values of X i . The supremum domain R regards to the p-value magnitude, or the index i, or both. Note that in literature HC formula could also be written as (e.g., [20, 12] )
Because the formula is monotone, the supremum domain R on p (i) is equivalent to the supremum domain R * on t.
Following that, a variety of modified Higher Criticism (HC), the BerkJones (B-J) type tests, a spectrum of φ-divergence type tests, etc. were studied and proven asymptotically optimal [1, 2, 3, 4] . In this paper, we provide calculation for the p-value and statistical power for relevant tests under finite n.
Study Formulation.
In this paper, we consider arbitrary i.i.d. and continuous null and alternative hypotheses:
We consider the goodness-of-fit (GOF) tests that evidence the distinction between the data and any given null distribution. Consider either one-sided p-values
. When F 0 is continuous, the null hypothesis is equivalent to
The typical idea of GOF is that if any X i do not follow F 0 , its p (i) shall distinct from it expectation, which is roughly i/n. Following this idea we consider a general family of tests,
where the supremum domain
.., n} and α 0 ≤ α 1 ∈ [0, 1]. We assume that for fixed x = i/n the function f (x, y) is monotonically decreasing in y = p (i) , so that the smaller the input p-values, the larger the statistic and the stronger the evidence against H 0 .
This GOF family contains lots of test statistics widely applicable to practice. For example, the simple one-sided Kolmogorov-Smirnov test statistic (c.f. [21] , page 447, denoted KS + here) is a classic GOF test, which directly measures the difference between p (i) and i/n. That is, the f function is defined by
To improve the test, the difference between p (i) and i/n should be scaled with regard to p (i) or i/n. This is because smaller p (i) values are more important to evidence agains H 0 . Such scaled KS tests are related to the Higher Criticism (HC) statistics proposed in 2004 and 2008 [1, 2] , respectively, where the f functions are defined as
Jager and Wellner introduced a collection of φ-divergence statistics [4] , which are also based on the supremum of functions:
For certain s (e.g., s = 2 or −1) these statistics are two-sided in the sense that switching the values of x = i/n and y = p (i) gives the same statistic. However, this property is not appropriate in the scenario of signal detection. It is the relationship p (i) < i/n, instead of the opposite, indicates signals. Thus for signal detection purpose, one-sided test is more reasonable and more powerful, as is the same idea for defining KS and HC. Thus, here we consider the one-sided version of φ-divergence statistics, which can be achieved by a simple adjustment of the f function to be, for example,
Now for all s, f s (x, y) is guaranteed decreasing in y. Such one-sided φ-divergence statistics cover HC exactly:
Also, s = 1 and 0 correspond to the Berk-Jones statistic [22, 1, 14] and the reverse Berk-Jones statistic [22] , respectively. Note that the input p-values themselves could be two-sided in order to accommodate the consideration of signal directionality in practical problems.
2.3. Calculation Strategy. In the following we first introduce the essential idea of the calculation. Under various settings and assumptions, detailed strategies for obtaining the exact and approximated distributions will be described in Section 3.
For any given continuous CDFs in (5), we define a monotone transformation function in (0, 1):
Note that for any p-value
Consider the function f (x, y) of any statistic S n,R in (6), for each fixed x define its inverse function
For example, for the HC statistics defined (9), the g functions are
In general if the closed form of g(x, ·) is not available, it can always be found numerically, since f (x, y) is strictly decreasing in y. Now under either H 0 or H 1 , the CDF function of S n,R is (15)
The key idea is that under either
) is the i th order statistic of Uniform(0, 1), and the joint distribution of U (i) , i = k 0 , ...., k 1 , can be studies one way or another for getting the final probability.
To simplify the presentation, we list below the notations to be referred later on. (12)- (15), and a potential constant α 0 ≥ 0 in (7) .
denote the CDF and survival function of Gamma(α, 1) distribution, respectively, where the shape parameter is α, the scale parameter is 1.
(N5) f P (λ) (x) denotes the probability mass function of P oisson(λ) distribution.
3. Analytical Results.
Exact Calculations.
The first theorem provides the exact calculation for the distribution of GOF in (6) , where the supremum domain R involves truncation of the index i. For example, the initial HC was defined with
Following the notations (N1), (N2), and
, and
Under either H 0 or H 1 we have
Another type of truncation is based on the value of p (i) . In the case of HC under the null of N (0, 1), this truncation is equivalent to the truncation on t in (4). The following theorem gives the exact calculation for the general GOF tests in (6) with such truncations. 
Following the notations (N1) and (N2), define
The most general R is in (7), which defines the truncation for both the index and the p-values. The following theorem provides the calculation for exact distribution under this general setup, for which no literature has provided solution before. 
Following the notations in Theorem 3.2 and (N1) and (N2), definẽ
Under either H 0 or H 1 , we have
The study setting in Li and Siegmund [14] is a special case of the general truncation with α 1 = 1. For example, the "modified HC" is to take R = {1 < i ≤ n/2, p (i) ≥ 1/n} [1] . Li and Siegmund's calculation provided an approximation for the modified HC under H 0 . As shown in Figure 1 , the approximation does not give the whole distribution. For this setting, the corollary below gives the exact distribution for the general GOF in (6) under both H 0 and H 1 .
Corollary 1. Consider any GOF with statistic in (6) with
Following the notations in Theorem 3.1, 3.2 and (N1) and (N2), define
To sum up, Theorem 3.3 covers Theorem 3.1 by fixing i = 1, j = n + 1 (so that c ij = 0) and α 0 = 0, α 1 = 1. It covers Theorem 3.2 by letting k 0 = 1, k 1 = n, and covers Corollary 1 by fixing j = n + 1 and α 1 = 1.
Regarding the computational complexity, the calculation given by Theorem 3.1 is equivalent to solving an upper triangular linear systems using backward substitution, which is O(n 2 ), an improvement from O(n 3 ) required by other exact distribution calculations [5, 6, 12] . More importantly, our method can handle a more general family of GOFs defined in (6) with a more flexible supremum domain R. When R is more complicated, Corollary 1 is still O(n 2 ) because the inner loop a k is not dependent on i. Theorem 3.2 and Theorem 3.3 are O(n 3 ).
3.2.
Approximate the distributions. In this section, we provide several calculation methods to approximate the distributions of the GOF family. Under more restricted conditions, computation load could be significantly reduced. For simplicity we provide results here for the supremum domain R = {k 0 ≤ i ≤ k 1 }. More general results for R in (7) can be obtained by following the similar idea of the calculation in Theorem 3.3.
The theorem below gives an approximated calculation based on a joint Gamma distribution.
Theorem 3.4. Consider any GOF with statistic in (6) with R = {k 0 ≤ i ≤ k 1 }. Following the notations (N1) and (N3), define
.., k 1 , and
To further reduce the computation, we can also deduce a one-step formula under stronger assumptions. In particular, if D(g( k n , b)) is a linear function of k, we can provide a closed-form formula for the distribution that gives the same accuracy as the above theorem.
Theorem 3.5. Consider any GOF with statistic in (6) 
One example that satisfies the linearity of D(g( b) ) is close to linear, we can still further simplify the calculation of Theorem 3.4. As one example, Theorem 3.6 below provides such a calculation formula for GOF and the conditions on D(g( k n , b)). The strategy for proving this theorem largely follows the idea in Li and Siegmund [14] . The key difference is that, instead of using the beta distribution in Li and Siegmund, we use the gamma distribution, which has a simpler density function for addressing a wider family of the GOF tests. See Appendix for details. 
Such a close-to-linear property of D(g( (14), and the conditions can be satisfied when b is in the order of O( √ n). Thus, we can get a computation-easy formula.
Corollary 3.
Consider the test statistic HC 2004 in (9) with
Following the notation (N2), under H 0 , we have
The above formula is different from that given in Li and Sigmund [14] . However, for the HC under H 0 , both formulas require the threshold b = O( √ n). Thus, both methods do not get the whole distribution. Furthermore, the accuracy depends on the linear approximation of the D(g( 4. Numerical results. In this section we first evidence the accuracy of our methods by comparing the calculations with the Monte-Carlo simulations under various settings of H 0 and H 1 . Then, based on calculation we compare the finite-n performance of the asymptotically optimal tests over various signal patterns. The supremum domain is R = {1 ≤ i ≤ n/2} by default, and will be specified otherwise. The simulations run 5,000 repetitions by default. ∼ N (0, 1), i = 1, ..., n. Figure 3 shows the right-tail probability of HC over the threshold b. Comparing with simulation (black solid curves), the exact calculation by Theorem 3.1 (cyan dashed curves) has a perfect match. The approximation by Theorem 3.4 is accurate over the whole distribution when n is fairly big. The closed-formula calculation methods by Li and Siegmund [14] (blue dotted curves) and by Corollary 3 (green dashed curves) do not fit the whole distribution curve, but both can provide good approximation for calculation small p-values at large threshold.
For distribution calculation under the alternative, we considered the null of i.i.d. N (0, 1) (on which the input p-values are based) and the alternatives: Figure 4 shows the right-tail probability of HC under the normal mixture alternative with µ = 1, = 0.1 (row 1), or under the Student's t distribution with degrees of freedom ν = 5 (row 2). In both cases the distribution curves by exact calculation (Theorem 3.1, cyan dashed curves) and by approximation (Theorem 3.4, red dot-dashed) are close to simulation (black solid curves). As expected, the approximation is more accurate for larger n.
Besides the normal distributions, Theorems 3.1 -3.4 can handle any given continuous F 0 and F 1 . Here we test on four settings studied in the initial paper of HC [1] . The first setting regards a Chi-squared model:
where ν is the degree of freedom, δ is the non-centrality parameter. The second setting is a Student's t mixture model:
The third setting is a chi-squared-exponential mixture model,
The fourth setting concerns a generalized normal distribution (also known as power exponential distribution) model, where the probability density function of GN p (µ, σ) is
Notice that GN 1 (µ, σ) is the Laplace distribution and GN 2 (µ, σ) is N (µ, σ 2 ). Each row of Figure 5 illustrates the alternative distribution of HC under each of the four settings for n = 10 (left column) and 100 (right column). Again the distribution calculation is fairly accurate in all cases. For the closed-form calculation formula given by Theorem 3.5, the boundary is assumed linear: D(g( i n , b)) = a + λk ≥ 0 in (15) . One example is the KS + in (8) under H 0 . Figure 6 demonstrates the accuracy of the calculation based on either fixed slope λ = 0.5 or fixed intercept a = 0.5. Here k 0 = 1, k 1 = n = 50. As the boundary a + λk increases, the probabilities from both calculation and simulation decrease and well-matched as expected.
4.2.
Compare statistical power of asymptotically optimal tests. All φ-divergence statistics with s ∈ [−1, 2] possess the same asymptotic optimality property for detecting weak and sparse signals [4] . It is of interest to know the performance of such statistics under finite n. Here we study s = 2, 1, 0, −1, which correspond to HC 2004 , the Berk-Jones statistic, the reverse Berk-Jones statistic, and HC 2008 , respectively.
To show the calculation accuracy, we calculated (by Theorem 3.1) the critical values at the significance levels of 10%, 5% and 1%. Then at these critical values we got the empirical type I error rates through simulation (10,000 repetitions). Table 1 presents the thresholds by calculation and the correspondingly empirical type I error rates. The closeness of these empirical and nominal type I error rates evidences that the calculation for these tests is accurate. Now through the calculation based on Theorem 3.1, we systematically compared the power of these tests under
With the type I error rate controlled at 5%, Figure 7 provides the statistical power at various µ, n and . There are a few interesting observations. First, HC 2004 performs well when signals are sparse. However, it seems more relevant to the average number of signals, i.e., n, rather than the proportion itself. For example, at fixed n = 5 (panels in the first column), HC 2004 is always the best, while at fixed = 0.05 (panels in the diagonal), HC 2004 becomes worse when n increases. Second, Smaller s parameter (s = −1 for However, when signals are sparse, they are less powerful because these statistics are insensitive to small p-values as they are weighted by i/n rather than p (i) . Third, Berk-Jones statistic has a more robust performance over various µ, n and , which is consistent with the finding of Li and Siegmund [14] . Moreover, it is interesting to see the performance of these methods along the asymptotic detection boundary. This is because the optimal tests are most valuable for detecting subtle signals around the detection boundary, for which sub-optimal tests will have asymptotically zero power. Here we consider the ARW setting with the detection boundary given in (2) . Last but not least, the supremum domain R in (6) is quite relevant in constructing the test statistic. Here we compare HC 2004 under R = {1 ≤ i ≤ n/2} with the modified HC under R = {1 < i ≤ n/2, p (i) ≥ 1/n}. Figure  9 shows that the MHC performs poorly when the number of signals is small, whereas it improves the performance when the number of signals increases. When signals are sparse, MHC is less powerful because it tends to exclude signals by considering only those p-values bigger than 1/n, the latter is a fairly large value when n is small. Thus, in practice when n is not too big, there may be no need to truncate p-values by 1/n.
5.
A Genome-wide Association Study for Crohn's Disease. According to the genetics of complex diseases, disease-associated markers usually have moderate to small effects [23] . In genome-wise studies that tend to screen as many markers as possible, the number of true disease markers often account for a small proportion of the total candidates. Therefore, it is appealing to apply tests that are asymptotically optimal for detecting rare and weak signals. In this section, based on a logistic regression model, we applied optimal tests to a SNP-set association study at the gene level. Specifically, for the ith individual, i = 1, ..., N , let y i = 1 (or 0) indicate the case (or control), let G i = (G i1 , ..., G in ) denote the genotype vector of n SNPs in a given gene, and let Z i = (1, Z i1 , Z i2 ) contain the intercept and the first two principal components of the genotype data, which serve the purpose for controlling potential population structure [24] . The logis- tic regression model is logit(E(y i |G i , Z i )) = G i β + Z i γ, where β and γ are the coefficient parameters. A classic marginal-test statistic of the jth SNP, adjusted for the non-genetic measures, is [25, 26] 
whereỹ i is the fitted outcome value under H 0 : β = 0, i.e., none SNPs in the gene are associated. Under H 0 , the vector of statistics U = (U 1 , ..., U n ) N (0, Σ), where Σ can be estimated bŷ
where G = (G ij ) and Z = (Z ij ) are the corresponding design matrices, and W = diag(ỹ i (1 −ỹ i )). After de-correlation we get test statistics (5) is reasonably satisfied, and our calculation methods can apply to obtain the p-value of a GOF statistic in (6) , which measures the association of the given gene.
We examined HC 2004 , B-J, reverse B-J, and HC 2008 (again, they corresponding to the φ-divergence statistics with s = 2, 1, 0, −1, respectively). The GWAS data from NIDDK-IBDGC (National Institute of Diabetes, Digestive and Kidney Diseases -Inflammatory Bowel Disease Genetics Consortium) contain 1,145 individuals from non-Jewish population (572 Crohn's disease cases and 573 controls) [27] . After typical quality control for genotype data, 308,330 somatic SNPs were grouped into 15,857 genes according to their physical locations. Figure 2 gives the QQ plots of the gene-association-indicating p-values calculated by Theorem 3.1. The genomic inflation factors, i.e., the ratios of empirical median of -log(p-values) vs. the expected median under H 0 , are all close to 1, evidencing that the genome-wide type I errors were well controlled. Among the four tests, the B-J seemed having higher power because it yielded more genes significantly above the red line of the H 0 -expected p-values. Among the top ranked genes, IL23R and CARD15 (also known as NOD2) are well-known Crohn's disease genes [28, 29, 27] . Gene NPTX2 was top ranked by both HC 2004 and B-J. It hasn't been reported to be directly associated, but it encodes a member of the family of neuronal petraxins, synaptic proteins that are related to C-reactive protein [30] , while C-reactive protein is an indicator for the activity level of Crohn's disease [31] . Furthermore, NPTX2 has an important paralog gene APCS (www.genecards.org), which is related to arthritis, a disease highly correlated with Crohn's disease [32] . Gene SLC44A4 is also related to the pathophysiology of Crohn's.
Defects in this gene can cause sialidosis, a lysosomal storage disease [30] that results from a deficiency of the enzyme sialidase, the later is important for various cells to defend against infection [33] . Gene BMP2 was identified by B-J, reversed B-J, and HC 2008 . This gene could also be relevant because it is associated with digestive phenotypes, especially colon cancer [34, 35] . Meanwhile, for those top ranked genes, further studies are needed to validate.
6. Discussion. This paper provides techniques to calculate the exact and approximated null and alternative distributions of a general family of GOF tests. Thus we can calculate both the p-value and the statistical power of these tests. These calculations are important for both practical applications of GOF tests and for performance comparisons under finite n. Comparing with the relevant literature, our methods are novel, accurate, general to broad statistic family and supremum domains.
To calculate the exact distribution, the result in Theorem 3.1 brings down the computational complexity from O(n 3 ) to O(n 2 ) when comparing with corresponding literature methods. In the meanwhile, when n and the search range k 1 −k 0 are large, the calculation could suffer from the loss of significant digits. In this case, we could truncate the summation to the first 25 -30 terms, which yields a fairly accurate result and saves computation time too. Moreover, we could also apply proper approximated calculations, for which the accuracy increases together with n. 
, and for k ≤ k 1 − 1,
...
Now by Lemma 1,
The idea is to use total probability theorem.
Notice that 1 ≤ i ≤ n, i + 1 ≤ j ≤ n + 1, we have
where the joint density of
Direct calculation similar to the proof of Theorem 3.1 gives the final result.
A.1.3. Proof of Theorem 3.3. Following the idea in the proof of Theorem 3.2,
For each feasible pair of (i, j), direct calculation shows P ij can be concisely written as
where
A.1.4. Proof of Theorem 3.4. The main idea of the proofs of Theorem 3.4 and 3.5 is as follows. Note that U (i) := D(p (i) ) defined in (15) follow the same distribution of
∼ Exp(1), so that Γ i ∼ Gamma(i, 1). Thus we can approximate
We take advantage of the joint density of (Γ k 0 , ..., Γ k 1 ), which is given by Lemma 2, while Γ n+1 can be approximated by n + 1 when n is reasonably large. Accordingly, we apply similar calculation as the proof of Theorem 3.1 except using 5 and Lemma 6 instead.
A.1.5. Proof of Theorem 3.5. Note that
By lemma 4,
Thus Theorem 3.5 is proved by combining this equation and Lemma 5.
The idea of the proof of Theorem 3.6 is motivated by [14] . Instead of directly considering the distribution function, we look at the right-tail probability which can be decomposed into the union of disjoint sets.
A.1.6. Proof of Theorem 3.6 and Corollary 3. Let event A n,k be defined as in Lemma 7. They are disjoint and {S n ≥ b} = k 1 k=k 0 A n,k . In this proof we mainly focus on approximating P (A n,k )
and Lemma 7, we have for 1 ≤ k ≤ k 1 − 1,
Next we need to find the lower bound for P (A n,k ). We first consider k ≥ k 1 − √ n, here √ n is chosen for covenience and the proof works for any n γ , 0 < γ < 1. Note that, due to the convexity,
The last equation is due to Theorem 3.5 and the continuity of D(g(x, b)). We
We then consider k ≤ k 1 − √ n. In this case, the proof is slightly more complicated than the first case, however the idea is similar.
Similar to the proof in the first case,
To prove the residual uniformly in k converges to 0, we need to apply Lemma 3. For y of some lower order, say O(log n) 
we can conclude that
with error bound res k ≤ e −I(δ) √ n 1 − e −I(δ) .
Let α denote log n for simplicity, α > 1, then, for some constant c > 1, (16) . 
Since c, 
Combine lemma 5 and equations (16), (17), (18) , and (19), we have
where k * = min{k 1 − k, √ n}.
upper bound for P (
L(c; n, ) =P (Γ j > (1 + )(n + 1)c j , k 0 ≤ j ≤ k 1 )
R(c; n, ) =P (Γ j > (1 − )(n + 1)c j , k 0 ≤ j ≤ k 1 )
By Lemma 3, 
is the survival function of Gamma distribution with shape parameter k and scale parameter 1. Then for l = 2, 3, ..., k 1
with Q k 1 −1 =F Γ 1 (d k 1 ), and, for k 0 ≥ 1, the joint survival probability
