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Spatio-temporal evolution and breaking of relativistically intense cylindrical and
spherical space charge oscillations in a homogeneous cold plasma is studied analyti-
cally and numerically using Dawson Sheet Model [J.M. Dawson, Phys. Rev.113, 383
(1959)]. It is found that cylindrical and spherical space charge oscillations break via
the process of phase mixing at an arbitrarily small amplitude due to anharmonicity
introduced by geometry and relativistic mass variation effects. A general expression
for phase mixing time (wave breaking time) has been derived and it is shown that for
both cases, it scales inversely with the cube of the initial wave amplitude. Finally this
analytically obtained scaling is verified by using a numerical code based on Dawson
Sheet Model.
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I. INTRODUCTION
The space-time evolution of nonlinear plasma oscillations/waves and their breaking
is a fascinating field of study due to its far reaching applications in nonlinear plasma
physics1–3. The breaking of relativistically intense plasma waves generated by a high in-
tensity laser/particle beam pulse plays a crucial role in particle acceleration processes4–9
and inertial confinement fusion experiments10–12. Dawson13 was the first to elucidate the
fact that for a nonrelativistic cold plasma, oscillations in slab geometry would be stable
below a critical amplitude, called wave breaking limit which is given by eE/mωpvφ ≈ 1
(e and m respectively being the charge and mass of an electron; ωp is the nonrelativistic
plasma frequency, vφ is the phase velocity of the plasma wave and E is the self-consistent
electric field amplitude). Beyond this limit multistream flow or fine scale mixing develops
which destroys the collective motion of the plasma electrons and hence the oscillations break
within a plasma period.
Even without approaching the above “wave breaking limit”, Dawson pictured a novel
phenomenon where plasma oscillations start losing it’s periodicity gradually with time, pro-
vided that the characteristic frequency of oscillation, due to some physical reasons, acquires
a spatial dependency. In this case, oscillations break at a particular time decided by the ini-
tial amplitude which is far below the corresponding wave breaking limit. This phenomenon
is called “phase mixing”14–21. Due to spatial dependency of the characteristic frequency,
neighbouring electrons gradually move out of phase and eventually cross each other causing
the wave to break at arbitrarily small initial amplitude14–21. Thus due to phase mixing,
oscillations/waves break at arbitrarily small initial amplitude far below the corresponding
“wave breaking limit”. Dawson derived a general expression for phase mixing time scale
(wave breaking time) by using a physical reasoning which is based on out of phase motion of
neighbouring oscillators separated by a distance equal to twice the amplitude of the oscilla-
tion/wave, and demonstrated that for “nonrelativistic oscillations” phase mixing can occur
if there is a density inhomogeneity (either fixed22 or self-generated23) or the geometry of the
oscillation changes from planar to cylindrical/spherical13.
Later it has been shown by several authors that plasma oscillations/waves in a slab
geometry can also break in the similar fashion, if the electron’s quiver velocity becomes
relativistic14–21,24. In this case phase mixing time scale crucially depends on the amplitude
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of the initialised oscillation/wave. By using Dawson Sheet Model, the authors in Refs.14,15
derived an analytical expression for phase mixing time scale of a relativistically intense
oscillation/wave in a slab geometry as a function of the initial amplitude. These authors14,15
also confirmed their theoretical predictions by using a code based on Dawson Sheet Model
and observed that the phase phase time scale of a relativistically intense oscillation/wave in
a slab geometry is inversely proportional to the cube of the initial amplitude.
In the last few years much attention has been paid to the study of relativistically
intense cylindrical and spherical plasma oscillations/waves, both theoretically25–28 and
experimentally29,30. For example, Gorbunov et. al.25,26 and Bulanov et. al.27 respec-
tively studied the evolution of cylindrical and spherical plasma waves analytically by using
Lagrange coordinates1. These authors respectively derived the equation of motion of an
electron oscillating along the radius of a cylinder25,26 and sphere27. The frequency of oscil-
lation correct upto second order in oscillation amplitude were derived for cylindrical and
spherical case, which turned out to be same. In the former case25,26, the authors observed
trajectory crossing of the neighbouring electrons which leads to wave breaking via phase
mixing. In the latter case27, the authors observed that after some plasma period, the wave
changes it’s direction of propagation which also occurs due to spatial dependency of the
characteristic frequency of the wave. This time was termed as “turn-around time”27. But,
an analytical expression for phase mixing time as a function of the amplitude of the applied
perturbation for cylindrical and spherical plasma oscillations/waves were not presented.
Though Gorbunov et. al.25,26 attempted to predict a phase mixing time by using Dawson’s
argument13, still the verification of their prediction was never shown explicitly.
In this paper, we extend Dawson’s earlier work on cylindrical and spherical oscillations
by including relativistic mass variation effect of the electrons. In section -II we extend
Dawson Sheet Model from planar to cylindrical and spherical geometry and also include
the relativistic mass variation effects. We first derive the expressions for the fluid variables
viz. density (n), electric field (E) and velocity (v) by respectively using the principle of
conservation of number of particles (continuity equation), Gauss’s Law and the relativistic
equation of motion. Then we solve the equation of motion in respective coordinate system
by using Lindstedt-Poincare´ perturbation method31 and derive an approximate expression
for frequency of oscillation in the weakly relativistic limit upto fourth order in oscillation
amplitude. We observe that in general the expressions for frequencies acquire spatial de-
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pendency which ultimately lead to breaking via phase mixing. In section -III we study the
dynamics of cylindrical and spherical plasma oscillation and derive analytical expressions
for (cylindrical and spherical) phase mixing time scales as a function of initial amplitude by
using Dawson’s argument13. Further, we verify this scaling by performing numerical simu-
lations, using a code based on Dawson Sheet Model13–17,19,21,32 by extending it to cylindrical
and spherical geometry. Finally in section -IV we summarize this work.
II. GOVERNING EQUATIONS
According to Dawson Sheet Model14–17,19,21,32, cylindrical and spherical oscillations arise
respectively due to cylindrical and spherical sheet of charges oscillating about their equi-
librium positions. These sheet of charges are embedded in a homogeneous background of
immobile ions. Unlike the slab geometry, in these cases the electric field becomes space
dependent due to geometrical effects i.e. for same displacement amplitude the electric field
amplitude becomes different for different equilibrium positions of the sheets, which in turn
makes the frequency of oscillation space dependent. This is the basic reason why phase
mixing and wave breaking in these cases is an inherent phenomena, arising due to geometry
of the problem13,25–28.
In the following subsections we respectively derive the expressions for the fluid variables
and derive equation of motion for cylindrical & spherical oscillations considering relativistic
mass variation effect of the electrons. Let r0 and R(r0, t) respectively be the equilibrium
positions and displacement from the equilibrium positions of the electron sheets. So the
Euler positions of the sheets can be written as r(r0, t) = r0 +R(r0, t).
A. Fluid Variables for Cylindrical Oscillations
In cylindrical geometry, the conservation of the number of particle yields
2pin0r0dr0 = 2pinrdr
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where, n0 and n respectively are the equilibrium and instantaneous number density. Using
the expression for r(r0, t) gives number density as
n(r0, t) =
n0r0
(r0 +R)(1 +
∂R
∂r0
)
(1)
Now using Gauss’s Law in cylindrical geometry, we have
1
r
∂
∂r
(rE) = 4pie(n0 − n)
Substituting the value of n, from Eq.(1), the electric field stands as
E(r0, t) = 2pien0
[
(r0 +R)
2 − r20
(r0 +R)
]
(2)
Now the relativistically correct equation of motion of electron sheet can be written as
m
d
dt
[
R˙
(1− R˙2
c2
)1/2
]
= −eE
putting the value of E from Eq.(2), we get
R¨
(1− R˙2
c2
)3/2
= −ω
2
p
2
[
(r0 +R)
2 − r20
(r0 +R)
]
(3)
Here ωp = 4pin0e
2/m is the nonrelativistic plasma frequency. Here dot sign represents
derivative w.r.t time. Taking R/r0 = ρ, Eq.(3) modifies as
ρ¨
(1− r20 ρ˙2
c2
)3/2
+
ω2p
2
[
(1 + ρ)2 − 1
(1 + ρ)
]
= 0 (4)
In nonrelativistic limit (c→∞), we get the same equation as obtained by Dawson13
ρ¨+
ω2p
2
[
(1 + ρ)2 − 1
(1 + ρ)
]
= 0
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In the weakly relativistic limit and small amplitude oscillations Eq.(4) can be simplified
as25,26 (expanded upto the third order of ρ and second order of ρ˙)
ρ¨− 3
2
r20ω
2
p
c2
ρρ˙2 + ω2pρ−
ω2p
2
ρ2 +
ω2p
2
ρ3 = 0 (5)
Now, by using Lindstedt - Poincare´ perturbation method31, the expression for frequency
correct upto the fourth order of oscillation amplitude can be written as
Ωcy(rel) = ωp
[
1 +
ρ0(r0)
2
12
+
ρ0(r0)
4
512
− 3ω
2
p
16
r20ρ0(r0)
2
c2
]
(6)
Here ρ0(r0) is the displacement amplitude of the electrons, which in general depends on
their equilibrium positions r0. In nonrelativistic limit c → ∞, Eqs.(5) and (6) respectively
become
ρ¨+
ω2p
2
[
2ρ− ρ2 + ρ3] = 0 (7)
and
Ωcy(nonrel) = ωp
[
1 +
ρ0(r0)
2
12
+
ρ0(r0)
4
512
]
(8)
B. Fluid Variables for Spherical Oscillations
Now following the same procedure in spherical geometry the fluid variables can be written
as
n(r0, t) =
n0r
2
0
(r0 +R)2(1 +
∂R
∂r0
)
(9)
E(r0, t) =
4pien0
3
[
(r0 +R)
3 − r30
(r0 +R)2
]
(10)
Using the above expression or electric field, the relativistically correct equation of motion of
an electron sheet oscillating along the radius of a sphere is given by,
R¨
(1− R˙2
c2
)3/2
+
ω2p
3
[
(r0 +R)
3 − r30
(r0 +R)2
]
= 0 (11)
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In nonrelativistic limit, the above Eq. transforms to13
R¨ +
ω2p
3
[
(r0 +R)
3 − r30
(r0 +R)2
]
= 0
In terms of ρ, Eq.(11) becomes
ρ¨
(1− r20 ρ˙2
c2
)3/2
+
ω2p
3
[
(1 + ρ)3 − 1
(1 + ρ)2
]
= 0 (12)
In weakly relativistic limit and small amplitude oscillation, the above Eq. takes the form27
ρ¨− 3
2
r20ω
2
p
c2
ρρ˙2 + ω2pρ− ω2pρ2 +
4ω2p
3
ρ3 = 0 (13)
And frequency of oscillation stands as (using Lindstedt - Poincare´ perturbation method31)
Ωsph(rel) = ωp
[
1 +
ρ0(r0)
2
12
+
ρ0(r0)
4
72
− 3ω
2
p
16
r20ρ0(r0)
2
c2
]
(14)
In non-relativistic limit, the equation of motion for small amplitude oscillation becomes13
ρ¨+
ω2p
3
[
3ρ− 3ρ2 + 4ρ3] = 0 (15)
And the frequency of oscillation can be written as
Ωsph(nonrel) = ωp
[
1 +
ρ0(r0)
2
12
+
ρ0(r0)
4
72
]
(16)
Here we want to note that Eqs.(5) and (13) respectively are the same equation derived
by Gorbunov25,26 and Bulanov27. In the expressions of Ωcy(rel) and Ωsph(rel) the second
term represents correction due to the relativistic effects and other terms represent additional
anharmonicity introduced by cylindrical and spherical geometry respectively. In addition to
this, it should be noted from the expressions of the electric field [Eqs.(2) and (10)] that, even
for the same displacement amplitude, the electric field depends explicitly on the equilibrium
positions of the electrons (unlike the planar geometry case) which results in a position
dependent restoring force. Therefore the frequency of oscillation depends on the equilibrium
positions of the sheets which leads to wave breaking via phase mixing. In the next section
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we present a scaling law for this phase mixing time.
III. DYNAMICS OF CYLINDRICAL & SPHERICAL PLASMA
OSCILLATIONS AND CALCULATION OF PHASE MIXING TIME
In this section we describe the dynamics of relativistically intense cylindrical and spherical
plasma oscillations and calculate their phase mixing time. In order to study the space-time
evolution and breaking of cylindrical and spherical oscillations, we first load the initial con-
ditions needed to excite axisymmetric cylindrical and spherical oscillations respectively in
an one dimensional (along the radius) sheet code (based on Dawson Sheet Model) containing
∼ 10000 cylindrical and spherical surfaces of charges. For cylindrical and spherical oscilla-
tions, its parameters depend only on the radial coordinate of the oscillating species (here
the electron sheets) i.e. they are azimuthally symmetric in nature. As Bessel functions and
Spherical Bessel functions33,34 respectively form a complete orthogonal set (basis functions)
in cylindrical and spherical coordinate systems, then any arbitrary radial perturbation im-
posed in these systems can be written as a superposition of these basis functions (Fourier
Bessel Series) in their respective coordinate system33,34. Therefore to excite an oscillation
in cylindrically and spherically symmetric system we respectively use Bessel functions and
Spherical Bessel functions as an initial perturbation. Here, we note that, the structure
and propagation of nonrelativistic axisymmetrical waves in linear and nonlinear regime us-
ing such type of initial conditions has been studied first by Travelpiece & Gould35 for a
cylindrical plasma column and later continued by several authors36–38. Using these type of
initial conditions the equation of motion for each electron sheet is solved using fourth order
Runge-Kutta scheme. At each time step, ordering of the sheets is checked for sheet crossing.
Phase mixing time is measured as the time taken by any two of the adjacent sheets to cross
over13–19,21,25,26,30.
In the following subsections we study the space-time evolution & derive the expressions for
phase mixing time as a function of the amplitude of the applied perturbation for cylindrical
and spherical plasma oscillations respectively.
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A. Phase Mixing of Relativistically Intense Cylindrical Plasma Oscillations
The relativistic equation of motion of an electron sheet along the radius of a cylinder
is given by Eq.(3). This equation can be solved numerically with the help of two initial
conditions R(r0, t = 0) and R˙(r0, t = 0). Here we consider plasma oscillations localized in
space in the vicinity of the axis r = 025,26. We assume that electron velocity at t = 0 is zero
: R˙(r0, t = 0) = 0. We also assume that at t = 0 the oscillations are excited by an electric
field of the form35–37
E¯(r0, t = 0) =
eE(r0, t = 0)
mωpvφ
= ∆Jn
[
αnmr(r0, 0)
R0
]
(17)
For relativistically intense oscillations, vφ → c. Jn is n-th order Bessel function. αnm is
the m-th zero of n-th order Bessel function33,34. ∆ is the amplitude of applied electric field
perturbation and R0 is the maximum value of the radius of the cylindrical system under
consideration. We consider that at initial time, the electric field E(r0, 0) at the boundaries
of the simulation are zero i.e E(r0 = 0, t = 0) = 0 and E(r0 = R0, t = 0) = 0.
In the above scenario all initial conditions are satisfied by the lowest order mode is n = 1
and m = 1 (As E is zero on the axis at t = 0 so n = 0 cannot be taken as lowest order
mode as J0(α01r/R0) 6= 0 at r = 0). Therefore, here we study the space-time evolution of
the lowest order mode ∆J1(α11r/R0). The length of the system R0 is taken upto the first
zero of the Bessel function.
To solve Eq.(3) we first numerically calculate the initial profile of R(r0, t = 0) in the fol-
lowing way: At initial instant of time t = 0, sheets are at their equilibrium position r0 and
radially displaced from their equilibrium positions by an amount R(r0, 0) such that they pro-
duce an electric field perturbation given by Eq.(17) i.e. E¯(r0, t = 0) = ∆J1[α11r(r0, 0)/R0].
( The Euler positions of the electrons at t = 0 become r(r0, 0) = r0 + R(r0, 0). ) On the
other hand from Gauss’s Law the electric field E(r0, 0) is given by
E(r0, 0) = 2pien0
[r0 +R(r0, 0)]
2 − r20
[r0 +R(r0, 0)]
(18)
Comparing Eqs.(17) and (18) we find R(r0, 0) for given values of r0.
Using the above initial conditions, numerical computations have been carried out and the
spatial variation of electric field and electron density with time have been shown. The results
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of relevant simulations are illustrated in Figs-(1) and (2). Figs-(1) and (2) respectively show
the show the snapshots of the electron density and electric field profiles for the value ∆ = 0.5.
Fig-(1) shows that, as time progresses, the density maxima increases gradually and shows
a high spike at ωpt = 314.2221 which is a signature of wave breaking via the process of
phase mixing13–19,21,25,26,30. From Fig-(2) we observe that, as time goes on, the radial profile
of electric field becomes steeper and acquires a jump at the off-axis radial point, where
electron density spikes.
Now we calculate the phase mixing time scale in the following way: Equating the electric
field given by Eq.(17) with Eq.(18) and in the small amplitude limit ∆ << 1, we can write
ωpr0
vφ
ρ0(r0) ∼ ∆J1
(
α11
r0
R0
)
(19)
Substituting the value of ρ0(r0) from above in the expression for frequency of relativistic
cylindrical plasma oscillation [Eq.(6)] we get (correct upto ∆2)
Ωcy(rel) ∼ ωp
[
1− 3
16
v2φ∆
2
c2
J21
(
α11
r0
R0
)
+
v2φ∆
2
12ω2pr
2
0
J21
(
α11
r0
R0
)]
(20)
According to Dawson’s argument13, the phase mixing time (ωpτmix) depends on the spatial
derivative of frequency as ωpτmix ∼ pi/[2Rmax(dΩ/dr0)]. Differentiating Eq.(20) w.r.t r0 and
noting Rmax is proportional to ∆, the phase mixing time scale can be written as
ωpτmix ∼ 1
∆3
(21)
Here, we have omitted the proportionality constant which is a function of r0. This pro-
portionality constant is related to the position of breaking, which generally depends on the
profile of the initial perturbation and is not of general interest. In the similar manner using
Eq.(8), we can find that, for nonrelativistic cylindrical oscillations also, phase mixing time
scale follows the same scaling law as given by Eq.(21).
In order to verify this scaling expressed by Eq.(21) we have repeated our numerical
experiment for different values of ∆. The variation of phase mixing time as function of the
amplitude of applied perturbation is shown in Fig-(3) for both relativistic and nonrelativistic
oscillations. In the figure, points represent the simulation results and the solid lines represent
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our theoretical scaling obtained from Eq.(21). By comparing the results, we observe that for
a fixed value of the applied perturbation, relativistic effect reduces the phase mixing time.
B. Phase Mixing of Relativistically Intense Spherical Plasma Oscillations
In this subsection we present the space-time evolution of spherical plasma oscillations and
estimate the phase mixing time in a similar fashion as described in the above subsection.
Here the spherical oscillations have been excited by electric field E(r0, t) of the form
E¯(r0, t = 0) =
eE(r0, t = 0)
mωpvφ
= ∆jν
[
βνmr(r0, 0)
R0
]
(22)
where jν(x) is the Spherical Bessel function of order ν and defined as jν(x) =
√
pi/2xJν+1/2(x).
βνm is the m-th zero of ν-th order Spherical Bessel function
33,34. We have computed the
displacement of the sheets from their equilibrium positions i.e. the value of R(r0, 0) by
comparing Eq.(10) and (22) in the similar fashion as described in the previous subsection.
Here we have taken the lowest order mode ∆j1(β11r/R0) and the maximum radius of the
system (R0) is taken upto the first zero of the Spherical Bessel function. We have solved
Eq.(11) numerically and calculated the density and electric field profile respectively from
the expressions (9) and (10). The snapshots of density and electric field profile at different
time steps are shown in Figs-(4) and (5) respectively. Like cylindrical waves here also it is
observed that phase mixing leading to wave breaking is manifested by a density burst and
a sharp gradient in the electric field profile.
Now to obtain a scaling law for phase mixing of spherical oscillations, we again follow
the same procedure. For a small amplitude perturbation ∆ << 1, ωpr0
vφ
ρ0(r0) ∼ ∆j1(β11 r0R0 )
and the frequency of spherical oscillation correct upto second order in ∆ for relativistic &
non-relativistic case respectively can be written as,
Ωsph(rel) ∼ ωp
[
1− 3
16
v2φ∆
2
c2
j21
(
β11
r0
R0
)
+
v2φ∆
2
12ω2pr
2
0
j21
(
β11
r0
R0
)]
(23)
and
Ωsph(non− rel) ∼ ωp
[
1 +
v2φ∆
2
12ω2pr
2
0
j21
(
β11
r0
R0
)]
(24)
Again following Dawson’s argument13, one can easily arrive at the same scaling law given
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by Eq.(21) for both relativistic and nonrelativistic case. The variation of phase mixing
time (τmix) as a function of applied amplitude ∆ for relativistic and nonrelativistic spherical
oscillations are shown in Fig-(6). In the figure numerical results have been displayed by
points and the solid lines represent the scaling given by Eq.(21).
In all these cases we observe that, the analytical scaling law given by Eq.(21) shows
a very good fit to the observed numerical results, thus vindicating our weakly relativistic
calculations.
IV. SUMMARY
In this paper, we have demonstrated analytically and numerically the behaviour of rela-
tivistically intense cylindrical and spherical plasma oscillations using Dawson sheet model.
Initial conditions are taken in terms of Bessel functions and Spherical Bessel functions to
excite cylindrical and spherical oscillations respectively. This is because, as Bessel functions
and Spherical Bessel functions are respectively the normal modes in cylindrical and spherical
coordinate systems, thus any arbitrary perturbation in these systems can be written as a su-
perposition of these basis functions in their respective coordinate systems. The expressions
for frequencies have been given for both the cases and is found to be an explicit function
of the equilibrium positions of the electron sheets. By performing numerical simulations it
has been shown that the electron number density associated with cylindrical and spherical
plasma oscillations grows sharply with time and after few plasma periods the density shows
explosive behaviour due to the crossing of neighbouring electron sheets which is a signature
of wave breaking. Analytical expression for the phase mixing time scale has been derived
and it is observed that for both cases (cylindrical and spherical) phase mixing time scales
with the cube of the oscillation amplitude, which indicates that in general scaling of phase
mixing time with amplitude is independent of geometry of oscillation. Further we have found
that inclusion of relativistic effects does not change the scaling of phase mixing time with
amplitude of perturbation; it only hastens the process as compared to the non-relativistic
case as depicted in Figs.(3) and (6). Thus cylindrical and spherical oscillations initiated by
an arbitrary density perturbation (or electric field perturbation) will always phase mix and
the phase mixing time scale can be estimated from the scaling law given by Eq.(21).
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FIG. 1. (Color online) Time evolution of density of relativistic cylindrical oscillation for amplitude
∆ = 0.5.
15
FIG. 2. (Color online) Time evolution of electric field of relativistic cylindrical oscillation for
amplitude ∆ = 0.5.
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FIG. 3. (Color online) Variation of phase mixing time of relativistic and nonrelativistic cylindrical
oscillations as a function of amplitude of applied perturbation ∆ [given by Eq.(21)].
17
FIG. 4. (Color online) Time evolution of density of relativistic spherical oscillation for amplitude
∆ = 0.5.
18
FIG. 5. (Color online) Time evolution of electric field of relativistic spherical oscillation for ampli-
tude ∆ = 0.5.
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FIG. 6. (Color online) Variation of phase mixing time of relativistic and nonrelativistic spherical
oscillations as a function of amplitude of applied perturbation ∆ [given by Eq.(21)].
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