Dynamical structure formation in passive and active colloidal systems by Das, Shibananda
Dynamical structure formation in passive and
active colloidal systems
INAUGURAL-DISSERTATION
zur
Erlangung des Doktorgrades
der Mathematisch-Naturwissenschaftlichen Fakultät
der Universität zu Köln
vorgelegt von
Shibananda Das
aus Agartala, India
Jülich 2017

Berichterstatter: Prof. Dr. Gerhard Gompper
Prof. Dr. Andreas Schadschneider
Tag der mündlichen Prüfung: 19 January 2018

I would like to dedicate this thesis to my loving parents . . .

Acknowledgements
First of all, I would like to express my sincere acknowledgment toward Prof. Dr. Gerhard
Gompper and Prof. Dr. Roland G. Winkler for providing me with the opportunity to carry out
my doctoral research at the Theoretical Soft Matter and Biophysics (ICS-2 / IAS-2) institute
at Forschungszentrum Jülich and also for their enthusiastic supervision and guidance through-
out my PhD. Based on their broad knowledge and experience, they always provided valuable
input by constructively questioning every result and offering plenty of time for discussions.
In addition, I would like to express my gratitude to Prof. Dr. Andreas Schadschneider for
accepting to review my thesis.
I want to thank Dr. Saskia Bucciarelli, Dr. Gerrit Vliegenthart, Prof. Dr. Peter Schurten-
berger, and Prof. Dr. Anna Stradner for the good collaboration on the project of short-time
diffusion of anisotropic patchy colloids. I am grateful to our collaborators in the study of
magnetic dispersions, Dr. Gašper Kokot, Prof. Dr. Igor S. Aranson, and Dr. Alexey Snezhko,
for sharing their knowledge about active turbulence. I would like to thank Dr. Jonas Riest,
Prof. Dr. Jan K. G. Dhont, and Prof. Dr. Gerhard Nägele for their fruitful collaboration with
us to explore the dynamics in clustering SALR systems.
I thank my colleagues at the Forschungszentrum Jülich for all the stimulating discussions
and the precious moments we shared during and outside of work. A special thanks goes to
Dr. Jin Suk Myung and Dr. Anoop Varghese for their wise advise and helpful suggestions
during the initial year of my PhD.
Thanks to my friends here in Jülich, which is a long list to put in, with whom I have spent
the memorable three years of my life. I deeply acknowledge my office mate Thomas Eisen-
stecken for the discussions related to or un-related to work and for keeping me motivated.
Lastly, I would like to thank my parents for their support and encouragement.

Abstract
Colloidal particles are model systems for a wide range of phenomena on mesoscopic length
scales from 10s of nanometers to 10s of micrometers. “Colloidal physics” therefore applies
to systems as diverse as proteins in dense solutions and magnetic particles in time-dependent
external fields.
In the dense and crowded environment of the cell cytoplasm, an individual protein feels the
presence of and interacts with all surrounding proteins which leads to a strong coupling of
their dynamics. We investigate the aggregation in protein solutions emerging from different
interparticle interactions in an attempt to understand theoretical and experimental observa-
tions. Dispersions of particles with short-range attractive and long-range repulsive interac-
tions, for example corresponding to low-salinity Lysozyme protein solutions, exhibit rich
equilibrium microstructures and an intriguing phase behavior. We present simulation results
in comparison with theoretical predictions for structural and, in particular, short-time diffu-
sion properties of a colloidal model system with such interactions, both in the dispersed-fluid
and equilibrium-cluster phase regions. Next, we extend our investigation to the study of
colloids with anisotropic and patchy interactions. In quasi-elastic neutron scattering exper-
iments, the short-time diffusion coefficient of the well-characterized and highly stable eye-
lens protein γB-crystallin at concentrations comparable to those present in the eye lens and on
length scales comparable to the nearest-neighbor distance, has been observed to slow down
significantly with increasing concentration. We find, via a comparison with simulations of
patchy colloids, that the presence of attractive sites on the colloid surface play an essential
role in determining the local short-time dynamics. Hence, our simulations clearly demon-
strates the enormous effect of weak directed attractions can have on the short-time diffusion
of proteins at concentrations comparable to those in the cellular cytosol.
Further, we investigate a dispersion of magnetic spherical colloids energized by a uniaxial
alternating magnetic field, which manifests dynamic self-assembly into spinners, short rod-
like chains of a few particles, rotating in clockwise or counterclockwise direction. We report
on active turbulence and transport in the gas of self-assembled spinners in comparison with
experiments. We show that the spinners, emerging as a result of spontaneous symmetry
breaking of clock/counterclockwise rotation of self-assembled particle chains, generate active
vortical flows. These emergent self-induced currents promote active diffusion that can be
tuned by the parameters of the external excitation field.
We apply colloidal models also to active matter systems, where we study the active Brow-
nian particle (ABP) model for active systems to achieve insight into the stationary-state dis-
tribution of confined ABPs and to derive an expression for the bulk pressure in a sub-volume
of the system. The analytical solution of the Fokker-Planck equation for an active Ornstein-
Uhlenbeck particle (AOUP) in a harmonic potential is presented and a conditional distribution
function is provided for the radial particle distribution at a given magnitude of the propulsion
velocity. This conditional probability distribution facilitates the description of the coupling
of the spatial coordinate and propulsion, which yields activity-induced accumulation of par-
ticles. For the anharmonic potential, a probability distribution function is derived within the
unified colored noise approximation. The comparison of the simulation results with theo-
retical predictions yields good agreement for large rotational diffusion coefficients, e.g., due
to tumbling, even for large propulsion velocities (Péclet numbers). For the pressure in a lo-
cal sub-volume, we derive corresponding expressions for ABPs confined by walls or with
periodic boundaries using the virial theorem. In both cases, the local pressure comprises
of an activity-induced contribution, which can be expressed in terms of a flux of particles,
and a contribution by interparticle forces. We find that the local pressure of ABPs under
confinement explicitly depends on the presence of the confining walls and the particle-wall
interactions. Moreover, the local pressure in interacting ABP systems with periodic boundary
conditions displays a nonmonotonic concentration dependence at higher activity.
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Kurzzusammenfassung
Kolloide sind ein beliebtes Modellsystem mit welchem zahlreiche Phänomene, die auf
mesoskopischen Längenskalen von zehn Nanometern bis zehn Mikrometern auftreten,
beschrieben werden können. “Kolloidphysik” lässt sich auf verschiedenste Systeme anwen-
den, von dichten Lösungen von Proteinen bis hin zu magnetischen Teilchen in einem äußeren,
zeitabhängigen Feld.
In der dichten und gedrängten Umgebung des Zellplasmas kommt es durch die unmit-
telbare Wechselwirkung der Proteine untereinander zu einer starken Kopplung derer Dy-
namik. Um experimentelle Beobachtungen und theoretische Vorhersagen besser verste-
hen zu können, untersuchen wir mithilfe von Simulationen den Einfluss verschiedener
Wechselwirkungsmodelle auf die Aggregationseigenschaften von Proteinlösungen. Lö-
sungen von Teilchen welche einer kurzreichweitigen, anziehenden und einer langreichre-
itigen, abstoßenden Wechselwirkung unterliegen, wie zum Beispiel Lysozyme Protein-
Lösungen mit geringem Salzgehalt, weisen interessante Gleichgewichts-Mikrostrukturen und
ein faszinierendes Phasenverhalten auf. Mittels Computersimulationen gewinnen wir einen
Einblick in die Pysik solcher komplexen Systeme und vergleichen unsere Ergebnisse mit the-
oretischen Vorhersagen der Clusterstruktur und der Kurzzeit-Diffusionseigenschaften. Dabei
fokussieren wir uns sowohl auf die gelöste Fluid-Phase, als auch auf die Gleichgewichts-
Cluster-Phase.
In einem nächsten Schritt erweitern wir unsere Untersuchungen auf Kolloide mit
anisotropen “patchy”-Wechselwirkungen. In quasi-elastischen Neutronenstreuexperi-
menten wurde beobachtet, dass das Kurzzeit-Diffusionsverhalten von γB-Kristallin Protein-
Lösungen, in Konzentrationen wie sie auch in menschlichen Augenlinsen vorzufinden
finden sind, mit zunehmender Konzentration erheblich abgeschwächt wird. Wir zeigen
mittels Simulationen von patchy-Kolloiden, dass anisotrope, anziehende Wechselwirkun-
gen anstelle von isotropen Wechselwirkungspotenzialen eine essenzielle Rolle im räumlich-
lokalen Kurzzeitverhalten spielen. Unsere Simulationen weisen auf den enormen Einfluss
von schwachen, aber räumlich gerichteten Anziehungspotentialen hin und zeigen deren Ein-
fluss auf die Kurzzeit-Diffusion von Proteinen in Konzentrationen wie sie auch im zellulären
Zytosol auftreten auf.
Des Weiteren untersuchen wir eine Lösung von magnetischen, sphärischen Kolloiden
welche von außen durch ein uniaxiales und zeitlich variierendes Magnetfeld getrieben wer-
den. Dieses System manifestiert eine dynamische Selbstorganisation hin zu sogenannten
“spinners” (kurze, stabförmige Ketten bestehend aus einigen wenigen Kolloiden), welche
sich im Uhrzeige-, sowie Gegenuhrzeigesinn drehen. Wir untersuchen die im System auftre-
tende aktive Turbulenz und Transporteigenschaften im Vergleich mit experimentellen Daten.
Wir zeigen, dass die spinner, resultierend durch eine spontane Symmetriebrechung von links
und rechts drehender Teilchenketten, aktive, wirbelartige Strömungen verurachen. Diese
selbstinduzierten Strömungen fördern die aktive Diffusion und können durch Verändern der
Parameter des äußeren Magnetfeldes gesteuert werden.
Wir wenden das Modellsystem von Kolloiden auch auf Systeme aktiver Materie an. Im
speziellen untersuchen wir räumlich eingesperrte aktive Brownsche Teilchen (ABP) und
berechnen deren Verteilungsfunktion im stationären Zustand. Zusätzlich berechnen wir den
Druck eines solchen “aktiven” Gases in einem Teilvolumen des Systems. Wir geben die
Lösung der Fokker-Planck Gleichung für ein Ornstein-Uhlenbeck Teilchen in einem har-
monischen Potential an und eine radiale, bedingte Verteilungsfunktion für eine festgelegte
Antriebsgeschwindigkeit wird abgeleitet. Diese bedingte Verteilungsfunktion gibt Einblick
in die Kopplung von Position und Antriebsgeschwindigkeit der Teilchen, welche letztlich
zu einer Zunahme der Teilchendichte an den einschließenden Wänden des Systems führt.
Des Weiteren leiten wir eine Verteilungsfunktion für anharmonische Potenziale im Rah-
men der “unified colored noise”-Näherung ab. Für große Rotationsdiffusionskoeffizienten
stimmen die Simulationsdaten mit den theoretischen Vorhersagen selbst für hohe Antriebs-
geschwindigkeiten sehr gut überein.
Zur Berechnung des Drucks in einem Teilvolumen des Systems, leiten wir entsprechende
Ausdrücke sowohl für ABPs, welche in einem Volumen begrenzt sind, als auch für ABPs
unter periodischen Randbedingungen mithilfe des Virialtheorems ab. In beiden Fällen bein-
haltet der lokale Druck einen Beitrag welcher aufgrund der Aktivität der Teilchen her-
vorgerufen wird (kann als Teilchenfluss ausgedrückt werden) und einen Beitrag der durch die
Teilchen-Teilchen Wechselwirkung verursacht wird. Wir zeigen, dass der lokale Druck von
räumlich begrenzten ABPs explizit von der Präsenz der einschließenden Oberfläche, sowie
den Teilchen-Wand Wechselwirkungen abhängt. Im Speziellen weist der lokale Druck eines
Systems von untereinander wechselwirkenden ABPs unter periodischen Randbedingungen
ein nichtmonotonisches Verhalten für hohe Aktivitäten auf.
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Introduction
Mesoscale particles (10nm - 100µm) dispersed in viscous solvents are encountered in various
technological processes and products, e.g., ink, adhesives, cosmetics, paints, polymer melts,
foams, and food. Moreover, they are omnipresent in biological systems, e.g., proteins, DNA,
bacteria, blood cells (Fig. 0.1). Understanding the dynamics of such systems, often attributed
as passive or active (with intrinsic self-propulsion) soft matter systems, is of fundamental
interest not only from the basic sciences point of view, such as in dynamic phase transitions,
but also from the point of view of technical and biological applications. Most of these systems
posses a large number of internal degrees of freedom, soft interactions between structural
components on the order of thermal energy, and are sensitive to weak external forces.
The interest in the physics of soft matter systems has grown over the years, motivated by
the advancement of experimental techniques, which provide insight into smaller length and
time scale properties, and the wide range of applications, from nanotechnology to the life
sciences. The widespread use of advanced optical microscopy and light scattering techniques
has promoted understanding of the structure and dynamics of soft matter systems, and has
boosted the development of theoretical and numerical methods applied in studies of emerging
problems. The complexity of the studied systems has remarkably grown over the past years.
Yet, the fundamental physical principles remain rather simple, so that, if not fully quanti-
tative, at least qualitative predictions of static and dynamic properties can be achieved. In
this thesis, we provide detailed numerical studies to characterize the structural and dynami-
cal properties of a variety of systems ranging from colloidal systems, as model for globular
protein solutions, and ferromagnetic particles, to simple generic models of active systems.
0.1 Proteins
Proteins are the fundamental building blocks of biological systems. They are large macro-
molecules, comprising of several long chains of amino acid residues, and perform a variety
of functions within organisms, such as catalysing metabolic reactions, DNA replication, re-
sponding to stimuli, and transporting molecules. Thereby, the complex machinery of life in
the interior of cells is determined by the physical properties of proteins. Proteins move in
the dense and crowded environment of the cell cytoplasm, where an individual protein feels
the presence and interaction potential of all the surrounding proteins [1–5]. The function-
ality of naturally occuring protein solutions rely on the specific protein-protein interaction,
and depending on the nature of interaction, they can organize into various complex struc-
tures [6–10]. Thus, proteins can exist in various physical states, such as crystals, gels, glasses
or dense liquids (Fig. 0.2). Importantly, these complex self-assembled states of proteins have
17
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(a)
(c)
(b)
(d)
Figure 0.1: Examples of soft matter systems. (a) A 3D representation of the structure of the
myoglobin protein showing turquoise α-helices. It is the first protein to have
its structure solved by X-ray crystallography. (source: https://en.wikipedia.org/)
(b) The double helical structure of bio-polymer DNA, which is the hereditary
material in humans and almost all other organisms. (source: https://phys.org/)
(c) Prokaryotic microorganism bacteria as an example of biological active sys-
tems. Many motile bacteria are self-propelled by helical flagella, which pro-
trude from their cell body and are driven by rotary motors located in the
cell membrane. (source: https://www.huffingtonpost.com/) (d) Red blood cells
(RBCs), the most common type of blood cell, carries oxygen to the body tis-
sues of the vertebrates – via blood flow through the circulatory system. (source:
https://www.nutraingredients-usa.com/)
very diverse physical properties. For example, glassy states in protein solutions appear as a
result of dynamical molecular arrest, whereas a crystal is highly ordered equilibrium struc-
ture. Moreover, colloidal gels are the percolated system-spanning network-like structures
cross-linked amongst each other and exhibit no flow in steady state. The liquid-liquid phase
separation progresses from initial homogeneous solution of protein molecules via sponta-
neous de-mixing into a dilute and a dense liquid phase that coexist stably. A phase boundary
separates the two liquid phases and allows exchange of molecules. The dense liquid phase is
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Figure 0.2: Typical phase diagram for a colloidal protein in diverse condensed phases. The
explicit shape of the phase diagram varies from protein to protein. Some pro-
teins may not be able to access all the phases pointed out here. (source:
http://jcs.biologists.org/)
generally metastable, and leads to eventual formation of crystals or becomes trapped in a gel-
or glass-like state over the course of time.
In theoretical and simulation studies, a particularly promising approach is the application
of concepts from colloidal science to protein solutions in the strive to explain the experimen-
tal observations [11–15]. Such an approach involves coarse-graining of the protein structure
independent of the molecular details and the proteins are modeled as colloidal particles that
interact with each other via an effective interaction potential. Extensive studies have been per-
formed to describe transitions between liquid- and solid-like states in colloidal dispersions,
and experimental, theoretical, and simulation studies of systems with different interparticle
interactions have been reported [6–8, 16–19]. The majority of investigations have focused
on the occurrence of a hard-sphere glass transition at very high densities and the formation
of colloidal gels arising due to irreversible aggregation involving strong interparticle attrac-
tions [20].
From dynamical point of view, it is expected that direct and hydrodynamic interactions
strongly alter protein-diffusion already on length scales comparable to or smaller than the av-
erage distance between them, which is essential for numerous cellular processes like protein
reactions, recognition and signal transduction [21–23]. The commonly conducted investiga-
tions of protein dynamics are in dilute solutions and hence, there is a need to extend in tack-
ling the problem of measuring, understanding, and predicting the diffusion of proteins under
crowded conditions, as prevailing in the cell cytosol. There have been studies mainly focused
on the long-time diffusion of proteins over macroscopic distances, and clearly demonstrate
the slowing down effect of a dense environment [24]. In contrast, measuring short-time
diffusion over dimensions comparable to the protein size poses particular challenges for ex-
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perimental analysis of protein dynamics – and only a few techniques, such as neutron spin
echo (NSE) [25], are available to provide this information. There are indeed several NSE
studies that report protein diffusion in crowded solutions, interpreted on the basis of colloid
theories [11–15]. However, the currently available range of investigated concentrations and
well-characterized proteins is still limited, and the analysis has primarily focused on under-
standing the effects of excluded-volume and (repulsive) screened Coulomb interactions on
short-time diffusion. This is in stark contrast to the fact that numerous globular proteins ex-
hibit a phase diagram that is very similar to that found for colloids with weak short-range
attractions [6–8], which indicates the importance of attractive interactions.
Protein solutions are often characterized by short-range attractive (SA) and long-range re-
pulsive (LR) interactions, such as low-salinity lysozyme protein solutions and suspensions
of micron-sized charged colloidal particles with added small depletant [11, 26–34]. The
structure and the rich phase behavior of SALR systems revealing equilibrium-cluster and
percolated-cluster states has been intensely studied over the past years [11,27,29–31,35,36].
These investigations were triggered by the experimental finding of a low-wavenumber peak
in the static structure factor, indicative of intermediate-range microstructural ordering (IRO),
arising from the competing SA and LR [26, 28]. The competition of SA- and LR-potential
contributions can lead to the occurrence of IRO, and the formation of equilibrium clusters.
The existence of such clusters necessitates a delicate balance between SA, favoring aggre-
gation, and LR suppressing macroscopic phase separation. SALR-type protein systems are
particularly interesting, since the clustering of proteins can result in severe diseases such as
Alzheimer and Parkinson [37, 38], and cateract formation [39].
In contrast to the broad range of studies on static properties of SALR systems [33, 40],
comparably little is known about their dynamical aspects. A major challenge for simulation
and theoretical studies of the dynamics of these systems is to account for solvent-mediated
hydrodynamic particle interactions (HIs) which decisively influence diffusion and rheology.
HIs are long-ranged, and, in general, non-pairwise additive for larger particle concentra-
tions. Consequently, in earlier studies [11], Brownian dynamics simulations based on the
generalized Lennard-Jones-Yukawa SALR model potential have been performed, where the
salient HIs being completely disregarded. The theoretical description of cluster-phase states
is further hampered by the occurrence of additional time and length scales associated with
the distributions of particle cluster lifetimes, cluster sizes and shapes, and cluster electric
charges. This renders a clear distinction between colloidal short-time and long-time regimes
complicated, in contrast to homogeneous suspensions of individually diffusing monodisperse
particles. An interesting experimental finding exemplifying the intriguing dynamics of SALR
systems was obtained by Liu et al. [28]. According to these authors, the short- and long-time
self-diffusion coefficients for salt-free lysozyme protein solutions, deduced from neutron spin
echo (NSE) measurements, share roughly the same concentration dependence. Lysozyme
solutions, however, are special SALR systems due to the non-isotropic short-range patchy
attractions between the lysozyme proteins [41, 42].
In this context, collodal particles with patterned surfaces or patchiness are an interesting
model system, commonly known as patchy colloids [43–46]. Patchy models consider par-
ticles as hard or soft spheres carrying a finite and small number of attractive sites arranged
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in precise geometries on the particle’s surface. The interest in patchy particles is motivated
by the existence of low density crystals and gel states instead of ordered structures in protein
solutions, which have been related to the short-range and anisotropic interactions between
proteins. They have been studied extensively due to their ability to self-assemble in rich
number of clusters showing a diverse phase diagram [44, 47, 48]. In particular, one com-
pelling aspect of the patchy colloid systems is the presence of equilibrium gel [46], a new
concept arising from the study of the phase diagram in these systems. Several schemes repre-
senting the patch-patch interaction are being investigated, such as hard sphere patchy model
with square well attractive sites [49, 50], or colloids with isotropic repulsion and anisotropic
attraction [51, 52]. By altering the number, the interaction parameters and the local arrange-
ment of the patches, it is possible to investigate a wide range of physical phenomena, from
different self-assembly of processes of proteins, polymers to the dynamical arrest of gel-like
structures. For example, limited-valence patchy colloids are a system where the liquid-gas
separation can be suppressed and gels are formed without any macroscopic condensation
(Fig. 0.3) [44]. Overall, patchy colloids indeed represent a valuable model system to under-
stand the behavior of complex systems, such as amphiphilic molecules, proteins, colloidal
clays, and DNA nano-assemblies [53–58].
Figure 0.3: Patchy colloid phase diagrams from Ref. [44] illustrating the suppression of gas-
liquid phase separation (yellow) with the decreasing number of patches on the
colloid. The dotted line separates the percolation region (green) where space-
spanning network appears.
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0.2 Active matters
In recent years, active matters or self-propelled objects have attracted considerable interest
from the biology and physics community. The distinct feature of these objects is their au-
tonomous motion powered by an internal energy source or by utilizing energy from their envi-
ronment [59–67]. Collection of motile macro- or microorganisms, e.g., bacteria (Fig. 0.4(a)),
and molecular motors are the typical example of active matter at the microscale [60, 64, 68,
69]. Self-propulsion and transport of microorganisms in fluids is an important aspect of life,
as it is fundamental for the search for food, orientation toward light, spreading of off-spring,
and the formation of colonies. Swimming at the microscale occurs at low Reynolds num-
bers, where fluid friction and viscosity dominates over inertia [64]. At larger scales, groups
of animals, e.g., flocks of birds (Fig. 0.4(b)), schools of fishes, or even human crowds can
be considered as interacting self-propelled objects [70]. Active matter systems exhibit a
diverse range of intriguing phenomena, such as activity-induced phase separation or large
scale collective motion, which emerges from the inherent nonequilibrium aspect of their con-
stituents [60–62, 64, 68, 71].
(a) (b)
Figure 0.4: Example of typical active systems, (a) bacterial colonies, (b) flocks of birds.
(Figure (a) source: http://science.sciencemag.org/content/358/6362/446/;
Figure (b) source: https://www.brandeis.edu/departments/physics/)
Various synthetic microswimmers, e.g., Janus colloid, have been designed too [65, 72–
75], in order to mimic the behavior of biological microorganisms or to serve as micro- and
nanomachines with promising applications in technology and healthcare [65, 72]. The ratio-
nal design of synthetic microswimmers for such applications greatly benefits from a thorough
understanding of the relevant physical mechanisms. This comprises the propulsion mecha-
nism of individual microswimmers, their collective behavior, and their properties in external
fields and confinement [64,65]. In order to tackle, in particular, the last two aspects, minimal
models of self-propelled active particles are applied. The modeling of active systems com-
bines tools from statistical mechanics, soft matter, and hydrodynamics. A fundamental aspect
is to investigate and analyze various emergent phases, and to understand how phase transi-
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Figure 0.5: Phase diagram of active Brownian particles from Ref. [97], spanned by activity
(Péclet number, Pe) and packing fraction φ. The different symbols denote the
various phases, homogenous liquid (◦) , the gas-liquid coexistence () and the
crystal-gas coexistence (.).
tions are governed by the microscopic interactions [68]. The alignment of active particles in-
duced by geometry [76–80], or steric effects, e.g., in elastic collisions between elongated ob-
jects [81–83], or hydrodynamic interactions [71], lead to self-assembly and collective motion.
Considerable progress in understanding nonequilibrium phenomena like swarming [84–87],
turbulence [81, 86], and activity-induced clustering and phase transitions [88–97] has been
achieved through the study of minimal active-particle models.
An active Brownian particle (ABP) is one such simplified and generic model of a self-
propelled object. ABPs consisting of self-propelled spherical colloid particles with purely
repulsive interactions are an excellent model for testing theories of active systems and is ex-
tensively applied in analytical and numerical studies. This well-established model has been
used to describe active colloids, bacterial motion and cell migration. The self-propulsion
direction of ABPs reorients via rotational diffusion neglecting any coupling to a momentum-
conserving fluid. ABPs exhibit a rich phase behavior as they display clustering or phase
separation consisting of active gases, liquids, and solids with unique mechanical properties
(Fig. 0.5) [97]. They also show a universal tendency to assemble near obstacles even in the
absence of attractive interactions [98, 99]. The existence of an equation of state for ABPs
has been discussed intensively [66, 100–106]. An even more interesting aspect is the exis-
tence of a stationary-state distribution function of such systems. Due to their nonequilibrium
character, active systems violate detailed balance [60, 66, 92, 107–109], which complicates
the calculation of a stationary-state distribution function or might even render it impossible.
Various theoretical approaches have been adopted to describe the nonequilibrium properties
of ABPs, specifically their phase behavior [66,92,110–114], but also effective potentials have
been determined [115–118]. In order to arrive at analytical results, approximations are typi-
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cally necessary to overcome the complexity of the underlying equations. Thereby, somewhat
simpler theoretical models are considered, which focus on particular aspects of the original
ABP typically treated in computer simulations.
Another interesting aspect of active systems is the intrinsic swim stress developed through
their motility, which influences their dynamic and collective behavior [76, 102, 103, 119]. In
systems at thermal equilibrium, pressure can be defined in various ways, e.g., mechanically
as force per area on a confining wall, via Clausius’ virial theorem [120–122], or thermody-
namically by Helmholtz free energy, F , as −(∂F/∂V )T,N for N particles in volume V at
constant temperature T [123]. However, for nonequilibrium systems, such an equivalence
in pressure definition is not evident a priori due to unavailability of a free-energy functional.
Yet, the mechanical pressure is still valid in out-of-equilibrium active systems, as it origi-
nates directly from the micromechanical equations of motion. Extensive studies regarding
the pressure in active systems are available in the literature via the application of the ABP
model [76,100, 102–104, 119, 124, 125]. So far, pressure in active systems has been obtained
mostly via direct calculations of the wall mechanical pressure and based on various virial-type
expressions. The pressure in active systems, specifically the swim pressure, provides valu-
able insight into the phase behavior and an understanding of how statistical thermodynamic
concepts can be applied [100, 102, 103].
0.3 Particles in time-dependent external fields
A predictive description of active fluids is challenging due to the complexity of the individ-
ual building blocks (e.g., bacteria, molecular motors, etc). In this respect, a simple phys-
ical model system, where interactions between particles are well-characterized, is highly
desirable. Suspensions of colloidal particles energized by external fields provide a unique
opportunity to model active systems in a well-controlled environment. Moreover, out-of-
equilibrium (active) colloidal suspensions are compelling to understand dynamic aspects of
self-assembling colloids [126–131], which offer a variety of properties due to their high
structural controllability. External electromagnetic fields [132–135], UV radiation [136], and
chemical reactions [69] have been used to supply energy for dynamic colloidal self-assembly.
These assemblies are dynamic, because they exist only in the presence of an external field
and the shape and flow characteristics can be controlled by direct manipulation of the driv-
ing field. Complex collective motion and hierarchical ordering in these out-of-equilibrium
systems reflect the balance between various types of interactions among particles, ranging
from short-range steric to long-range hydrodynamic and electromagnetic ones. This was first
demonstrated at the macroscopic level in a system of magnetized disks suspended at a liquid-
air interface and powered by a rotating magnetic field. Same-wise rotation of particles re-
sulting in stable ordered phases similar to crystals [137, 138] have been observed. Similarly,
computer simulations of spinning discs [139, 140] and dumbbells [141] in two dimensions
yield various ordered and disordered states. Studies of ferromagnetic colloids confined at
the interfaces and energized by an alternating magnetic field demonstrated a wealth of self-
organized phenomena, from the formation of dynamic clusters and self-propelled entities
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Figure 0.6: Asters formed at the liquid-liquid interface in the study of magnetic colloidal
suspension energized by an alternating magnetic field in Ref. [144]. Depending
on the frequency of external field the diameter of the asters varies. These asters
self-assemble into more complex structures of arrays or membranes, alternating
aster and linear segment hybrids, and linear trains.
(magnetic snakes, asters) (Fig. 0.6) [142–144] to rollers [145, 146].
The interest in these systems is stimulated by tunable structures suited to perform useful
tasks on the microscale [147], including targeted cargo delivery [148] and stirring in microflu-
idic devices [149]. Emergence of turbulence in the dense fluids of living materials such as
bacterial suspensions and cytoskeletal extracts is an intrinsic property [81, 128, 150–154]. A
profound understanding of out-of-equilibrium dispersions is useful in creating systems that
mimic bioinspired flows such as in bacterial suspension or cilia-based transport, and they
can be realized as self-assembled active material that can be controlled and does not require
complex fabrication techniques [155]. As an example of mimicking biological flows, there
have been studies where a forest of magnetic rods, driven by magnetic fields, are created that
pulsate in a similar fashion as cilia [156], diodes relying on induced electroosmosis to move
nearby fluid [149, 157], and even carpets of fixed bacteria that exploit the machinery already
present in biology to create complex flows [158].
As a specific example of out-of-equilibrium colloidal systems, Ref. [127] presents a study
of dynamic self-assembly of magentic particles under an alternating magnetic field at the
air-water interface. The interplay between magnetic and hydrodynamic intercations lead to
a diverse range of quasi-stable dynamic structures from dynamic wires, pulsating clusters to
spinners and these structures are fully reversible. A phase diagram is presented which delin-
eates these various self-assembled phases as a function of the magnetic-field frequency and
amplitude of the external magnetic field (Fig. 0.7). The dynamic wires are formed through
an extension of the initial cluster of particles along the axis of the applied field. Interfacial
spinners emerge as a result of spontaneous symmetry breaking of clock/counterclockwise ro-
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Figure 0.7: Phase diagram of dynamic self-assembled structures at the air-liquid interface
in Ref. [127]. Particularly, region 1 depicts clusters exhibiting periodic shape
changes in pulses, region 2 corresponds to a gas of spinners, and region 4 shows
dynamic wires of one-particle thickness.
tations generated by the uniaxial alternating magnetic field. In particular, the spinner phase
looks intriguing because of the hydrodynamic vortical flows induced by their rotational mo-
tion, which exhibit similar flow pattern as in bacterial suspensions.
0.4 Contents of the thesis
We outline the necessary theoretical and methodological framework in part I. The concepts
of stochastic system are recapitulated in chapter 1, which are later applied for the system of
ABPs. We also present the Ermak-McCammon numerical algorithm for solving the over-
damped Langevin equation used for Brownian dynamics simulations. We outline the funda-
mentals of hydrodynamics in chapter 2. The hydrodynamic equations are derived from the
basic conservation laws. Further, the concepts of hydrodynamic turbulence are addressed as
a preface to the study involving active turbulence. An inherent aspect of mesoscopic systems
is the presence of solvent-mediated hydrodynamic interactions. We introduce the multiparti-
cle collision dynamics (MPC) method, a particle-based mesoscale hydrodynamic simulation
technique, which is employed for simulating the fluid environment of our dispersion sys-
tems. Finally, in chapter 3, we present the elemental concepts of various static and dynamic
properties to be analyzed for our considered systems.
In part II, we investigate colloidal solutions via multi-scale simulations to understand pro-
tein aggregation under crowded conditions, in comparison with theoretical or experimental
observations. In our studies, first, we focus on the structural and dynamic effects in col-
loidal solutions arising from the competition of short-range attractive and long-range re-
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pulsive (SALR) interaction forces, applicable to low-salinity Lysozyme-type protein solu-
tions [11, 26–28], discussed in chapter 4. A interesting aspect of the SALR systems is the
phase behavior which includes an equilibrium-cluster phase. In comparison with the large
body of work on the structure and phase behavior of SALR systems, their dynamic properties
are yet to be studied in detail. We investigate the dynamical aspects of SALR systems, both
in the dispersed fluid-phase and the equilibrium-cluster phase, demonstrating the importance
of fluid-mediated interactions, so called hydrodynamic interactions. Furthermore, the clus-
ter dynamics in the self-aggregated equilibrium-cluster phase is analysed in addition to the
microstructural properties. Chapter 5 includes the discussion of the dynamical and structural
properties of the eye-lens protein γB-crystallin in crowded conditions via investigation of
concentrated patchy colloid [47, 48, 159] solutions as a valuable and simple model system.
In experiments, a dramatic slow down in their dynamics has been observed using a com-
bination of dynamic light scattering and neutron spin echo measurements of the short-time
diffusion [58, 160]. We try to understand the mechanism behind the slow down in dynamics
via our simulation results of the short-time diffusion and a detailed analysis of microstructural
aspects.
Part III of the thesis is devoted to active systems. We study active Brownian particles [97,
161] in an attempt to gain insight into active matter properties. The ABP model and its dy-
namic properties are described in chapter 6. In chapter 7, we analyze the distribution function
of active Brownian particles under confinement by simulation and a theoretical approach. Our
study focuses on the extent to which the simulation results can be reproduced by theoretical
approaches, thus revealing the applicability of the applied approximation schemes. In chap-
ter 8, at first, we present the virial pressure expression for a closed ABP system following
previous studies in literature. As a main result, we provide a virial formulation of the ac-
tive pressure in a local sub-volume of the system in analogy with the local pressure in passive
systems. The applicability of the local pressure definition is demonstrated via a detailed char-
acterization of various parameter dependencies of the pressure, through simulations of ABPs
in comparison with the available literature.
In part IV, we investigate via a two-dimensional simulation study of an experimental sys-
tem of out-of-equilibrium magnetic colloidal particles at the air-water interface. Chapter 9
includes a detailed description of the magnetic dispersion system, and the different emerging
phases of self-assembled structures are presented. A complex collective behavior emerges by
self-organization of magnetic particles into a spinner phase. Self-assembled spinners induce
vigorous vortical flows exhibiting the properties of two-dimensional hydrodynamic turbu-
lence. The results of active motion and active turbulence in the spinner phase are discussed,
providing an insight into the novel ways to control the collective dynamics and transport in
active colloidal materials.
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Methods & Theoretical background
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Chapter 1
Brownian motion
Objects of mesoscopic size differ considerably in length- and time-scales from embedding
fluid particles. The interaction of a solute with the fluid can often be described in an effective
way, where the fluid is considered as a frictional background and exerts thermal forces on the
solute particle, i.e., such systems can be considered as stochastic systems. Drag and random
forces are not independent, but rather linked, which is expressed by the so-called fluctuation
dissipation relation [162]. In this chapter, we briefly introduce the concepts of stochastic
systems, before we illustrate the computer simulation algorithm for Brownian motion.
1.1 Langevin Equation
The dynamics a particle embedded in a fluid at thermal equilibrium can be described as a
stochastic process with Langevin equation of motion [162, 163]
M r¨ = −γr˙ + F + Γ , (1.1)
where the frictional force γr˙ and the stochastic force Γ characterize the effect of surrounding
on the dynamics of the particle; γ is the friction coefficient. The stochastic force Γ is a Gaus-
sian and Markovian process, i.e., the correlation time is infinitely short or the autocorrelation
is δ-correlated in time, with the first two moments
〈Γ 〉 = 0, (1.2)
〈Γ (t) · Γ (t′)〉 = 6γkBTδ(t− t′). (1.3)
Here, kB is the Boltzmann constant, and T is the temperature. The strength of the second
moment follows from the fluctuation-dissipation theorem [162].
1.1.1 Overdamped motion
In the overdamped limit, where |M r¨|  |γr˙| (drag force dominates over particle inertia), the
Langevin equation (1.1) can be approximated as
r˙ =
1
γ
[F + Γ ] . (1.4)
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Thus, in absence of external field, the velocity correlation reads
〈v(t)v(t′)〉 = 1
γ2
〈Γ (t)Γ (t′)〉 = 6kBT
γ
δ(t− t′), (1.5)
i.e., velocities are uncorrelated and they are always in thermal equilibrium for overdamped
motion of a particle.
1.2 Stochastic calculus
A generalized form of the Langevin equation in differential form can be written as [162]
dx = f(x, t)dt+ h(x, t)dW (t), (1.6)
where x is the variable of interest, f(x, t) and h(x, t) are certain known functions and W (t)
is a Wiener process with dW = W (t+ dt)−W (t) = Γ (t)dt (Γ is the stochastic variable).
1.2.1 Stochastic integration
The stochastic integral for an arbitrary function G(t) in the time interval [0, t] is defined
as [162]
S =
∫ t
0
dW (t′)G(t′) = ms− lim
N→∞
SN(α), (1.7)
where ms − lim stands for mean square limit. SN converges to S in the mean square if
limN→∞ 〈(SN − S)2〉 = 0. SN(α) is given by
SN(α) =
N−1∑
j=0
G˜(τj) [W (tj+1)−W (tj)] (1.8)
with G˜(τj) = [(1− α)G(tj) + αG(tj+1)]. Here, tj’s are the discretization of the time interval
[0, t] with j ∈ 0, ..., N , i.e., tj = jt/N and α ∈ [0, 1].
Ito and Stratonovich definitions
The limit of SN depends on the choice of the intermediate points, which is characterized
by α. The Ito integral is defined as the N → ∞ limit of SN(α) with α = 0, whereas the
Stratonovich integral is defined as the N → ∞ limit of SN(α) with α = 12 . This implies
for the Ito representation τj = tj , G˜(τj) = G(tj) and for Stratonovich representation τj =
(tj + tj+1)/2, G˜(τj) = (G(tj) +G(tj+1))/2 [162].
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1.2.2 Ito’s stochastic differential formula
Consider a multi-variable form of the stochastic differential equation (1.6) for an n-
dimensional vector x(t) = (x1, . . . , xn)T as
dx = F(x, t)dt+ H(x, t)dW (t). (1.9)
The n-dimensional Wiener processW (t) has the properties,
dWi(t)dWj(t) = δij(t), (1.10)
[dWi(t)]
N+2 = 0 (N > 0), (1.11)
dWi(t)dt = 0, (1.12)
dt1+N = 0 (N > 0), (1.13)
which imply that dW (t) is an infinitesimal of order 1
2
. Hence, any arbitrary function function
g(x(t)) of x(t) follows the stochastic differential equation
dg(x) =
[∑
i
Fi(x, t)∂ig(x) +
1
2
∑
i,j
[H(x, t)HT (x, t)]ij∂i∂jg(x)
]
dt (1.14)
+
∑
i,j
Hij(x, t)∂ig(x)dWj(t). (1.15)
This is Ito’s formula [162] and shows that a change of variables is not given by ordinary
calculus unless g(x(t)) is linear in x(t).
1.3 Fokker-Planck equation
Equivalent to the Langevin approach (Eq. (1.6)), the dynamics of a particle can also be ex-
pressed in terms of a distribution function Ψ(x, t), which follows as a solution of the Fokker-
Planck equation [163],
∂
∂t
Ψ(x, t) = LˆFPΨ(x, t), (1.16)
with the Fokker-Planck operator
LˆFP = − ∂
∂x
D(1)(x, t) +
∂2
∂2x
D(2)(x, t). (1.17)
This FP equation is defined by the drift term D(1)(x, t) that characterizes a ballistic motion,
and by the diffusion term D(2)(x, t) characterizing a diffusive motion.
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Relation between Langevin and Fokker-Planck equation
The description of fluctuations by using the Langevin equation (1.6) and the one by Fokker-
Planck equation (1.16) can be related in terms of the drift and the diffusion term. This can be
done by computing the moments of x and identifying them as
D(m)(x, t) =
1
m!
lim
∆t→0
1
∆t
〈(x′(t+ ∆t)− x′(t))m〉x′(t)=x . (1.18)
In particular, we find
D(1)(x, t) = f(x, t) + h(x, t)
∂h(x, t)
∂x
, (1.19)
D(2)(x, t) = h(x, t)2. (1.20)
1.3.1 Boundary conditions
The Fokker-Planck equation can be reformulated in terms of probability current J(x, t) as
∂
∂t
Ψ(x, t) +
∂
∂x
J(x, t) = 0, (1.21)
with J(x, t) =
[
D(1)(x, t)− ∂
∂x
D(2)(x, t)
]
Ψ(x, t). Typically, the following boundary condi-
tions are considered
• Natural boundary condition with J(x, t) = 0 at x→ ±∞.
• Periodic boundary condition with Ψ(x, t) = Ψ(x+ L, t), J(x, t) = J(x+ L, t).
• Reflecting boundary with J(x, t) = 0 at the boundary.
• Absorbing boundary with Ψ(x, t) = 0 at the boundary.
1.4 Ornstein-Uhlenbeck process
The Langevin equation of an Ornstein-Uhlenbeck process, for N stochastic variables xi, in
its general form is [163]
x˙i +
N∑
j=1
γijxj = Γi(t), (1.22)
where γij are time independent coefficients. The Γi’s are Gaussian stochastic forces with the
moments
〈Γi〉 = 0, (1.23)
〈Γi(t)Γj(t′)〉 = bijδ(t− t′); bij = bji, (1.24)
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where bij describes the strength of the noise. Overall Eq. (1.22) describes a system of linear
stochastic differential equations with constant coefficients. The general solution of Eq. (1.22)
can be obtained in terms of homogeneous and inhomogeneous solutions via the method of
Green’s function as
xi(t) = x
h
i (t) + x
nh
i (t), (1.25)
where
xhi (t) =
∑
j
Gij(t)xj(0), (1.26)
xnhi (t) =
∑
j
∫ t
0
Gij(t− t′)Γj(t′)dt′. (1.27)
Here, Gij satisfies the differential equation
G˙ij +
∑
l
γilGlj = δijδ(t− t′), (1.28)
with the solution Gij = exp(−γijt). Thus, the general solution of Eq. (1.22) is given by
xi(t) =
∑
j
Gij(t)xj(0) +
∑
j
∫ t
0
Gij(t− t′)Γj(t′)dt′. (1.29)
As a particular result, the first moment and the variance of the stochastic variable xi can be
expressed as
Mi(t) = 〈xi(t)〉 =
∑
j
Gij(t)xj(0), (1.30)
σij(t) = σji(t) = 〈[xi(t)− 〈xi〉][xj(t)− 〈xj〉]〉 (1.31)
=
∑
k,l
∫ t
0
∫ t
0
Gik(t
′)Gjl(t′′)bklδ(t′ − t′′)dt′dt′′ (1.32)
=
∑
k,l
∫ t
0
Gik(t
′)Gjl(t′)bkldt′, (1.33)
with the use of Eq. (1.22).
1.4.1 Fokker-Planck equation
For the Ornstein-Uhlenbeck process (1.22), the drift coefficients depend linearly on the coor-
dinates and the diffusion coefficients are constant, i.e.,
Di = −
∑
j
γijxj; Dij = Dji = const. (1.34)
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Hence, the Fokker-Planck equation for Eq. (1.22) can be written in a general form as
∂ψ
∂t
= −
∑
i,j
γij
∂
∂xi
(xjψ) +
∑
i,j
Dij
∂2ψ
∂xi∂xj
, (1.35)
where ψ has to satisfy the initial condition
ψ({x}, t0|{x0}, t0) = δ({x} − {x0}). (1.36)
This is a linear differential equation which can be solved by Fourier transformation. Thus, in
Fourier space the Fokker-Planck equation (1.35) reads
∂ψ˜
∂t
= −
∑
i,j
γijqi
∂ψ˜
∂qj
+
∑
i,j
Dijqiqjψ, (1.37)
where ψ˜ is the Fourier transform of ψ such that
ψ({x}, t|{x0}, t0) = 1
(2pi)N
∫
exp(i
∑
j
qjxj)ψ˜({q}, t|{x0}, t0)dNq. (1.38)
Correspondingly, the initial condition Eq. (1.36) reads as
ψ({q}, t0|{x0}, t0) = exp(−i
∑
j
qjx
0
j). (1.39)
Because of the Gaussian nature of the underlying stochastic processes, we know that ψ and
its Fourier transform ψ˜ must be Gaussian functions too. Hence, we use the ‘ansatz’
ψ({q}, t|{x0}, t0) = exp
[
−i
∑
j
qjMj(t− t0)− 1
2
∑
i,j
qiqjσij(t− t0)
]
. (1.40)
Inserting this ‘ansatz’ into Eq. (1.37) and sorting by powers of q yields the two differential
equations
M˙i = −
∑
j
γijMj, (1.41)
σ˙ij = −
∑
l
(γilσlj + γjlσli) + 2Dij, (1.42)
with the corresponding initial conditions
Mi(0) = x
0
i , (1.43)
σij(0) = 0. (1.44)
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The solutions can be written in terms of Green’s function Gij as
Mi(t) =
∑
j
Gij(t)x
0
j , (1.45)
σij(t) = 2
∑
k,l
∫ t
0
Gik(t
′)Gjl(t′)Dkldt′. (1.46)
Now, inserting Eq. (1.40) into the Fourier equation (1.38) and performing the integration,
yields the solution
ψ({x}, t|{x0}, t0) = 1
(2pi)N/2
1√|σ(t− t0)| (1.47)
× exp
(
−1
2
[xi −Gik(t− t0)x0k][(σ−1(t− t0))]ij[xj −Gjl(t− t0)x0l ]
)
, (1.48)
of the Fokker-Planck equation (1.35).
1.5 Brownian Dynamics
To study static and dynamic properties of soft matter particles, e.g., colloids and polymers,
in the overdamped Langevin description, the Brownian dynamics simulation scheme is used
quite often [164–166]. Several Brownian dynamics numerical algorithms are available in the
literature for treating the overdamped stochastic differential equations [167–170]. Here, in
particular, we discuss the Ermak-McCammon algorithm [171].
1.5.1 Ermak-McCammon algorithm
In a system of N Brownian particles, the dynamics of each particle i is governed by the
overdamped Langevin dynamics according to Eq. (1.4). Considering discrete time steps, i.e.,
integrating this equation of motion over a time interval of ∆t, we get
ri(t+ ∆t) = ri(t) +
1
γ
∫ t+∆t
t
exp[−γ(t− t′)] (Fi(t) + Γi(t′)) dt′. (1.49)
If ∆t 1, we can assume |F˙i| ≈ 0 in that time interval and the integration scheme turns into
ri(t+ ∆t) = ri(t) + Fi(t)∆t+ ∆Γi(t), (1.50)
where the stochastic term ∆Γi is Gaussian with the moments
〈∆Γi(t)〉 = 0,
〈
[∆Γi(t)]
2
〉
= 2D∆t; (1.51)
D = kBT/γ is the diffusion coefficient. This is the Ermak-McCammon integration scheme
for Brownian dynamics simulations [171].
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Chapter 2
Hydrodynamics
In chapter 1, while describing the dynamics of many particles embedded in a stochastic en-
vironment, the correlations in the solvent have been neglected. However, the dynamics of
solute particles in a fluid environment is affected by the fluid motion, which is termed as
hydrodynamic interactions. We consider the fluid or gas as a continuum characterized by its
mass density ρ(r, t), pressure p(r, t), and velocity v(r, t) at a specific position r and time t.
In this chapter, we discuss the hydrodynamic equations governing the time evolution of these
quantities, known as the Navier-Stokes equations. A brief description of the theory and phe-
nomenology of fluid turbulence (in two dimensions mostly) is also introduced. Furthermore,
we describe the particle-based mesoscale simulation method multiparticle collision dynam-
ics (MPC), which captures the combined effect of hydrodynamic interactions and thermal
fluctuations.
2.1 Navier-Stokes equations
The Navier-Stokes equations are the basic governing equations of the motion for a viscous,
heat conducting fluid. These balance equations are achieved by applying Newton’s equation
of motion, together with the assumption that the stress in the fluid is the sum of a diffusing
viscous term and a pressure term.
2.1.1 Conservation laws
A material volume V is a collection of fixed mass of material, i.e., it encloses the same fluid
particles despite its deformation in size, position, volume or surface area over time [172].
The rate of change of a property g(r, t) of such a material volume is given by
Dg
Dt
=
∂g
∂t
+ v ·∇g, (2.1)
where D/Dt is called the material derivative.
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Mass conservation
The mass inside the material volume is M =
∫
V
ρdV . Since by definition material volume
has fixed mass of particle, the time rate of change of mass inside the material volume is
dM
dt
=
d
dt
∫
V
ρdV = 0. (2.2)
Implementing Leibniz-Reynolds transport theorem and then applying Gauss’ theorem,
Eq. (2.2) can be rewritten in the form [172]
d
dt
∫
V
ρdV =
∫
V
(
∂ρ
∂t
+∇ · (ρv)
)
dV = 0 (2.3)
This is true for any material volume V . Hence, the integrand must be zero and we obtain the
continuity equation
∂ρ
∂t
+∇ · (ρv) = 0. (2.4)
In an incompressible flow, the mass density within a material volume is constant, i.e., the
material derivative of the mass density vanishes. In this case the continuity equation reduces
to∇ · v = 0. Most liquids, such as water can be treated incompressible [172].
Momentum conservation
Momentum conservation means that the change in momentum over time must be equal to
the forces acting on the fluid in the material volume. The momentum of a material volume
changes due to the applied stresses on its surface and volume forces f , such that
d
dt
(momentum) = (surface force) + (volume force) (2.5)
⇒ d
dt
∫
V
ρvdV =
∫
∂V
σndA+
∫
V
fdV. (2.6)
Here, σ is the stress tensor, and n is the surface normal vector. Applying the Leibniz-
Reynolds transport theorem in combination with the continuity equation Eq. (2.4) on left
hand side and Gauss’ theorem on the right hand side, we find∫
V
ρ
Dv
Dt
dV =
∫
V
(∇ · σ + f) dV. (2.7)
Again, the volume is arbitrary and by equating the integrands we obtain the Navier-Stokes
equation
ρ
Dv
Dt
=∇ · σ + f . (2.8)
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2.1.2 Stress tensor
The stress σ in a fluid measures the infinitesimal internal force exerted on an infinitesimal
surface or fluid layer. The total stress tensor σ with its components σαβ for a Newtonian
fluid is the sum of pressure and viscous drag stresses. Thus, the symmetric stress tensor of an
isotropic system can be written macroscopically as [173]
σαβ = −Pδαβ +
∑
α′β′
ηαβα′β′
∂vα′
∂rβ′
= −Pδαβ + η
(
∂vα
∂rβ
+
∂vβ
∂rα
)
− δαβ
(
2
3
η − ηV
)
∇ · v, (2.9)
with
ηαβα′β′ = η (δαα′δββ′ + δαβ′δα′β)−
(
2
3
η − ηV
)
δαβδα′β′ , (2.10)
the local pressure P = P (r, t), the shear and bulk viscosities η and ηV , respectively, and α,
β, α′, β′ ∈ {x, y, z}. With the stress tensor of Eq. (2.9), the Navier-Stokes equation turns into
ρ
(
∂v
∂t
+ (v ·∇)v
)
= −∇P + η∆v +
(η
3
+ ηV
)
∇ (∇ · v) + f . (2.11)
2.1.3 Stokes equations
In order to analyze the relevance of the various terms in Eq. (2.11), in particular the time-
dependent and non-linear inertia terms, we rescale the position, velocity, and time as [174]
v′ = v/V0, r′ = r/L0, t′ = t/T0, (2.12)
where V0 is a typical velocity, L0 is a typical length, and T0 is the timescale of the problem at
hand. This leads to the equation
ReT
∂v′
∂t′
+Re(v′ ·∇′)v′ = −∇′P ′ + ∆′v′ +
(
1
3
+
ηV
η
)
∇′ (∇′ · v′) + f ′, (2.13)
where P ′ = L0η−1v−10 P , f
′ = L0η−1v−10 f and∇′ = ∂/∂r′ are all dimensionless. Further-
more, we introduced the Reynolds numbers
Re =
ρv0L0
η
, (2.14)
ReT =
ρL20
ηT0
. (2.15)
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For Re  1 the non-linear advective term can be neglected, yielding the linearized Navier-
Stokes equations. Thus, the Reynolds number is a measure of the non-linearity of the Navier-
Stokes equations. In addition, considering an incompressible fluid, i.e., ρ = const. and
∇ · v = 0, yields
ρ
∂v
∂t
= −∇P + η∆v + f . (2.16)
If additionally ReT  1, we can assume an instantaneous relaxation of hydrodynamics on
our time-scale of interest, which leads to the Stokes equations
η∆v −∇P + f = 0, (2.17)
∇ · v = 0. (2.18)
The Stokes equations are also known as creeping flow equations [174]. They are time-
independent and linear.
Oseen Tensor
The Stokes equations (2.17), (2.18) can be solved by Fourier transformation [175], which
gives
ηq2vq − iqPq = fq, (2.19)
q.vq = 0. (2.20)
Solving these equations for vq and performing the inverse Fourier transformation yields
v(r) =
∫
G(r − r′)f(r′)d3r′, (2.21)
with the Green’s function
G(r) = 1
8piηr
(
E +
rrT
r2
)
, (2.22)
known as Oseen tensor [175]; E is the unit matrix. The Green’s function for two-dimensional
hydrodynamics is given by [176]
G(r) = 1
4piη
(
−E ln
∣∣∣∣ rr0
∣∣∣∣+ rrTr2
)
, (2.23)
where r0 is a characteristic length scale.
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2.1.4 Hydrodynamic interaction
Due to the linearity and instantaneity of Stokes flow, the hydrodynamic force on a particle i
by the surrounding fluid, due to motion of other particles, is given by
F hi = −
N∑
j=1
ζijvj (2.24)
or, by inversion,
vi = −
N∑
j=1
µijF
h
j , (2.25)
where vi is the particle velocity, ζij and µij are the hydrodynamic friction and mobility
tensors respectively.
These generalized Stokes law points out that the velocity of a particle immersed in the
fluid is influenced by the instantaneous hydrodynamic forces induced by all the particles in
the system. In other words, a particle moving in a viscous fluid in presence of other (N − 1)
particles will exert a force Fi = −F hi on the surrounding fluid resulting in the perturbation
of fluid velocity field. This perturbation transmits through the fluid quasi-instantaneously in-
ducing forces on the neighboring particles and also on the particle itself due to hydrodynamic
back-reflections.
The flow field v(r) created by the motion of point particles at ri can be written as
v(r) =
N∑
i=1
G(r − ri)Fi. (2.26)
In the presence of a fluid environment, the friction between a particle at ri and the viscous
fluid background is described by
γ [r˙i − v(ri)] = Fi (2.27)
and with the Eq. (2.26), we obtain
r˙i =
N∑
j=1
(
G(ri − rj) + δij
γ
)
Fj. (2.28)
Comparing with Eq. (2.25), we find the expression for hydrodynamic mobility tensor
µij =
δij
γ
E + (1− δij)G(ri − rj). (2.29)
Thus, the hydrodynamic interactions are long-range in nature as the disturbance of the fluid
velocity field induced by the forced motion of a solute particle decays with distance r as
1/r [177].
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2.2 Turbulence
The transition between laminar and turbulent flow in a fluid was demonstrated by Osborne
Reynolds beyond a certain critical value of the Reynolds number Re. The Reynolds number
plays an fundamental role in turbulence, since it provides a measure of the relative weight
between the inertial term v · ∇v and the viscous term ν∆v
Re ≈ v · ∇v
ν∆v
, (2.30)
where ν is the kinematic viscosity. In the limit of Re → ∞, viscosity becomes irrelevant
compared to inertial forces and fully developed turbulence is acquired [178]. This extremum
is rephrased as zero-viscosity or inviscid limit ν → 0.
2.2.1 Energy balance
The energy balance in absence of external forcing for the Navier-Stokes equation follows
from Eq. (2.11). The total kinetic energy per unit mass of the fluid is
E =
1
2
∫
V
|v|2d3r, (2.31)
and the dissipation of the energy is given by
dE
dt
=
∫
V
v · ∂v
∂t
d3r (2.32)
=
∫
V
v ·
(
−(v · ∇)v − 1
ρ
∇P + ν∆v
)
d3r. (2.33)
Assuming periodic boundary conditions and using vector identities,
dE
dt
= −ν
∫
V
(∇× v)2d3r = −ν
∫
V
|ω|2d3r, (2.34)
where ω is the vorticity of the fluid, defined as the curl of the velocity ω = ∇× v. With the
definition of total enstrophy Z =
∫
V
|ω|2d3r, the energy balance equation reads [179]
dE
dt
= −2νZ. (2.35)
It states that the energy dissipation rate of a fluid flow in absence of external forces is propor-
tional to the enstrophy and the energy is an inviscid invariant.
2.2.2 Vorticity equation
The vorticity equation describes the evolution of the vorticity ω of a fluid particle as it moves
with the flow, i.e, the local rotational motion of the fluid. Taking the curl of the Navier-Stokes
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equation (2.11), it yields
∂ω
∂t
+ (v · ∇)ω = (ω · ∇)v + ω(∇ · v)− 1
ρ2
∇ρ×∇P + ν∆ω + 1
ρ
(∇× f). (2.36)
In case of an incompressible fluid,∇ρ = 0, the equation reads
∂ω
∂t
+ (v · ∇)ω = (ω · ∇)v + ν∆ω + 1
ρ
fω, (2.37)
where fω = ∇× f .
In two-dimensional turbulence, the vorticity field has one non-zero component which is
orthogonal to the plane of velocity and the vorticity equation reduces to
∂ω
∂t
+ (v · ∇)ω = ν∆ω + 1
ρ
fω. (2.38)
This implies that ω is constant in time and co-moving with the fluid when viscosity, friction
and external forcing are ignored. This is a fundamental difference compared to three dimen-
sional turbulence. This phenomenon is due to the fact that in two-dimensional turbulence
the “vortex stretching term” (ω · ∇)v vanishes, which appears as a forcing term in three
dimensions resulting in unbounded growth of enstrophy in the limit Re→∞ [179].
In two dimensions, assuming periodic boundary conditions, the enstrophy dissipation can
be written as
dZ
dt
= −ν
∫
V
|∇ω|2d2r, (2.39)
which expresses that the enstrophy, Z =
∫ |ω|2d2r, is also an inviscid invariant in absence of
external forcing.
2.2.3 Energy Spectrum
Turbulence in a fluid is generally characterized by at least two-point statistical quantities. In a
homogeneous istropic turbulent flow, a useful quantity is the energy spectrum function E(q)
defined such that the total turbulent kinetic energy per unit mass is given by [178]
Etot =
1
2
〈|v|2〉 ≡ ∫ ∞
0
E(q)dq. (2.40)
This emphasizes the distribution of kinetic energy over different length scales.
E(q) can be estimated from the two-point velocity correlation tensor,
Rij(r) = 〈vi(r)vj(0)〉 , (2.41)
in Fourier space. Since the turbulent velocity field is homogeneous and isotropic, the correla-
tion tensor is a function only of the distance between the two points. The trace of the velocity
correlation tensor is R(r) =
∑
iRii(r), and R(r)→ 〈|v|2〉 in the limit r → 0.
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The energy spectrum tensor is the Fourier transform of the velocity correlation tensor ex-
pressed as
Φij(q) =
∫
Rij(r)e
−iq·rd2r, (2.42)
in two dimensions [179]. The spectrum Φij(q) tells how much kinetic energy is contained
in eddies with wavenumber q. For an two-dimensional isotropic flow, the spectrum depends
only on the magnitude of the wavenumber q and the total kinetic energy per unit mass can be
expressed as
Etot =
1
2
Rii(0) =
∫ ∞
0
piΦii(q)qdq, (2.43)
which in turn gives the energy spectrum relation [179]
E(q) = piΦii(q)q. (2.44)
This expression for the energy spectrumE(q) can be conveyed in an alternative form as [178]
E(q) =
1
2
Ψii(q), (2.45)
with the definition Ψij(q) =
∫
Φij(q)dl(q). Here, q = |q| and the integration is over the
line segments dl. It is evident that both the expressions, Eqs. (2.44) and (2.45), for energy
spectrum are equivalent, as
∫
dl(q) ∝ q.
In numerical simulations, E(q) can be estimated with the expression [180]
E(q) =
1
2
∑
q−∆qqq+∆q
|vˆ(q)|2, (2.46)
which is a discretized form of Eq. (2.45), and follows by using a similar approach to Wiener-
Khinchin theorem. The sum runs over a thin shell of thickness 2∆q around q.
2.2.4 Two dimensional Turbulence
Turbulent fluctuations are injected by external forcing, f , at a length scale lf and the dissipa-
tion of the energy can happen in two ways, either by friction at much larger scales lγ  lf
or at much smaller scales lν  lf by viscous dissipation. Thus, defining two distinct inertial
ranges lf  l lγ and lν  lf over which universal statistics is predicted.
The energy and enstrophy input at intermediate scales, f and ηf , respectively, are dissi-
pated by friction at larger scales and viscous dissipation at relatively smaller scales main-
taining the energy and enstrophy balance, i.e., f = γ + ν and ηf = ηγ + ην . With the
characteristic friction and viscosity scales l2γ ≡ γ/ηγ and l2ν ≡ ν/ην and considering the
forcing scale l2f ≈ f/ηf , one obtains [179]
ν
γ
=
(
lν
lf
)2(
lf
lγ
)2
(lγ/lf )
2 − 1
1− (lν/lf )2 , (2.47)
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ην
ηγ
=
(lγ/lf )
2 − 1
1− (lν/lf )2 . (2.48)
In the range lν  lf , ν/γ → 0; i.e., all the energy flows to large scales. Additionally, if
lγ  lf , ηγ/ην → 0; i.e., all the enstrophy goes to small scales (see Fig. 2.1).
q-5/3
q-3
E(q)
qqf
Figure 2.1: Schematic of energy spectrum in two-dimensional turbulence. It depicts the in-
verse energy cascade toward larger length scales and the direct enstophy cascade
toward smaller length scales. The energy injection scale at qf is illustrated by the
red arrow.
Inverse Energy Cascade
The phenomenology of two-dimensional turbulence is usually expressed in terms of eddies.
Two important properties associated with an eddy are size and energy. These two properties
reveal how neighboring eddies interact, which in turn gives insight into the energy motion in
the fluid system.
In 2D fluids, neighboring eddies interact via vortex cannibalization, i.e., two neighboring
eddies with the same rotation merge to form a single larger eddy. Through this process,
energy flow occurs form the length scale of initially smaller eddies to the length scales of a
finally larger eddy. In 2D turbulence, eddies are created at smaller length scales and which
continuously merge into larger eddies. These larger eddies in turn merge to form even larger
ones through cannibalization and so on. That means energy gradually moves toward larger
length scales after initial injection at smaller scales – this is termed inverse energy cascade.
Kolmogorov power law
The velocity field in incompressible 3D turbulent flows is self-similar over a range of velocity
scales, due to the dissipationless cascade of energy from large scales to small scales [178]. A
fully developed turbulent system is characterized by the mean energy dissipation rate d and
the kinematic viscosity ν. Combining these two quantities the Kolmogorov or dissipational
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length scale is defined as
lK =
(
ν3
d
)1/4
, (2.49)
which characterizes the size of the smallest eddies in the fluid. Eddies smaller than this length
scale disappear due to rapid dissipation of energy by viscous heating. The eddies of size lK
rotate with characteristic velocity
uK = (νd)
1/4 . (2.50)
Kolmogorov assumed that the energy spectrum of self-similar turbulence should have the
form
E(q, t) = u2K lKE∗(lKq), (2.51)
where the factor u2K lK = ν
5/4
1/4
d has the dimensions of the energy spectrum and E∗ is a
dimensionless function of lKq. In the intermediate inertial subrange, the energy spectrum
must be scale free, such that
E∗(lKq) = α (lKq)
n (2.52)
is a power law, with the proportionality constant α. In addition, the energy spectrum E(k)
should also be independent of viscosity ν, as viscous forces are negligible on this scale.
Considering all these relations, one obtains
E(q) = αν(5+3n)/4
(1−n)/4
d q
n. (2.53)
For E(q) to be independent of ν, it is required n = −5/3 and thus, we have the Kolmogorov
spectrum
E(q) = α
2/3
d q
−5/3. (2.54)
A similar theory for the energy spectrum in 2D, analogous to Kolmogorov theory in 3D,
can be obtained by dimensional analysis with the assumption of a cascade rate being indepen-
dent of spatial scale in the inverse energy cascade range [181]. Hence, we have the relation
E(q) ∼ 2/3d q−5/3, (2.55)
which has the same dependency on q as in 3D, but with a different interpretation of the role
of d.
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Direct enstrophy cascade
Contrary to the inverse energy cascade, the enstrophy is transferred to large wave-numbers
(smaller length scales) where it is dissipated by viscosity in case of two dimensional turbu-
lence, giving rise to the direct enstrophy cascade.
On scales smaller than the forcing correlation length lf , the hypothesis of constant en-
tropy flux ω leads to a different scaling. The assumption that the squared-vorticity spectrum
2q2E(q) depends only on ω and q yields [181]
E(q) ∼ 2/3ω q−3. (2.56)
The enstrophy cascade to smaller length scales implies a transition to the enstrophy dissipa-
tion range lD defined by
lD =
(
ν3
ω
)1/6
. (2.57)
2.3 Multiparticle Collision Dynamics
During the last few decades various mesoscale hydrodynamic simulation techniques, such
as Lattice-Boltzmann (LB) [182–184], Dissipative Particle Dynamics (DPD) [185, 186], and
multiparticle collision dynamics (MPC) [187–190], have been applied to soft matter sys-
tems, to resolve the interplay between thermal fluctuations, hydrodynamic interactions (HI),
and spatiotemporally varying forces. Multiparticle collision dynamics is a particle-based
hydrodynamic simulation method introduced by Malevanets and Kapral [187, 188]. The
MPC algorithm exhibits unconditional numerical stability and an H-theorem has been de-
rived [187,188]. The discrete-time dynamics of MPC yields correct longtime hydrodynamics
and also incorporates thermal fluctuations. In addition, hydrodynamic interactions can be eas-
ily switched off, rendering it useful to study the importance of such interactions [191, 192].
2.3.1 Algorithm
In MPC, the fluid consists of N point particles characterized by their positions ri, velocities
vi, and the mass m. The algorithm consists of two subsequent steps, streaming and collision,
illustrated in Fig. 2.2.
Streaming and Collision
In the streaming step, particles do not interact with each other, but experience a possibly
present external field. In absence of such force fields, they move ballistically for the time
interval h. Thereby, their positions are updated according to
ri(t+ h) = ri(t) + hvi(t), (2.58)
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Figure 2.2: Schematic representation of Multiparticle Collision dynamics (MPC). (a) Red cir-
cles represent current particle positions, blue circles represent the new positions
after streaming, and black arrows represent particle velocities. (b) The collision
cells are indicated by red lines. In a collision, particle velocities (black arrow)
are updated to new velocities (green arrow) w.r.t the center-of-mass frame of the
particular collision cell.
where i = 1, . . . , N is the particle index. In the collision step, the system is partitioned into
cubic collision cells of length a. A coarse-grained interaction is applied on the particles,
through a momentum-conserving stochastic process at the collision-cell level, which repli-
cates the hydrodynamic interaction in the system. In the stochastic rotation dynamics (SRD)
version of MPC [187–189], the relative velocity of each particle, with respect to the center-
of-mass velocity of the cell, is rotated by an fixed angle ζ around an randomly orientated axis,
i.e.,
vi(t+ h) = vcm(t) + R(ζ)vi,c(t). (2.59)
Here, vi(t) and vi(t+ h) are the velocities before and after the collision, vi,c = vi − vcm,
vcm =
1
Nc
Nc∑
j∈cell
vj (2.60)
is the center-of-mass velocity of the particles in the considered cell, and R(ζ) is the rotation
matrix. R(ζ) can be represented as rotation by an angle ζ around a random vector R =
(Rx,Ry,Rz), |R| = 1, i.e.,
R(ζ) =
 R2x + (1−R2x)c RxRy(1− c)−Rzs RxRz(1− c) +RysRxRy(1− c) +Rzs R2y + (1−R2y)c RyRz(1− c)−Rxs
RxRz(1− c)−Rys RyRz(1− c) +Rxs R2z + (1−R2z)c
 , (2.61)
where c = cos ζ , s = sin ζ . R is chosen randomly for every collision cell and time step. It
can be defined as
Rx =
√
1− θ2 cosϕ, Ry =
√
1− θ2 sinϕ, Rz = θ, (2.62)
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with uncorrelated random numbers ϕ and θ taken from uniform distributions in the intervals
[0, 2pi] and [−1, 1], respectively.
In two dimensions, the rotation matrix reads
R(ζ) =
(
cos ζ −u sin ζ
u sin ζ cos ζ
)
, (2.63)
where u ∈ {−1, 1} is chosen with uniform probability, i.e., clockwise and counter-clockwise
rotation are equally probable [189].
Angular momentum conservation
The collision step in Eq. (2.59) violates angular momentum conservation. To conserve an-
gular momentum locally, all particles in a cell are given an additional rigid body angular
velocity and the collision rule is modified as [193, 194]
vi(t+ h) = vcm(t) + R(ζ)vi,c(t)− ri,c(t+ h)×Ω, (2.64)
where ri,c = ri − rcm is the particle position relative to their center-of-mass rcm of a cell, I
is the moment-of-inertia tensor of the particles in the center-of-mass reference frame, and the
angular velocity Ω reads as,
Ω =
[
mI−1
∑
j∈cell
{rj,c(t+ h)× (vj,c(t)−R(ζ)vj,c(t))}
]
. (2.65)
Random shift
The MPC algorithm violates Galilean invariance in the original form due to partition of the
system into collision cells and mostly the same particles repeatedly interacting with each
other, which leads to build up of correlations. To reestablish Galilean invariance, a random
shift of the collision grid is performed in every collision step [195,196]. Before the collision,
all the fluid particles are shifted by the same random vector with components uniformly
distributed in the interval [−a/2, a/2]. After the collision, particles are shifted back to their
original positions.
2.3.2 Embedded object and boundary conditions
Consider embedded particles composed of point particles, which can be colloids or poly-
mers [197, 198] moving in the MPC fluid. Their coupling with the MPC fluid is established
in the collision step. This is achieved by including these particles in the collision step, i.e,
the particle velocities are updated according to Eq. (2.64) ensuring momentum exchange be-
tween embedded particles and fluid [199]. Thereby, the center-of-mass velocity of a collision
cell containing the embedded particles is given by
vcm(t) =
∑Nc
i=1mvi(t) +
∑Npc
k=1MVk(t)
mNc +MN
p
c
, (2.66)
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bounce back
n
Figure 2.3: Depiction of boundary conditions during the streaming step. A fluid particle’s
trajectory is visualized by a solid black arrow and by a dashed arrow after the
collision. The no-slip boundary condition is realized by a bounce-back, while the
slip boundary condition is realized by a specular reflection.
where Npc is the number of embedded particles and Nc is the number of fluid particles in the
particular collision cell.
The local flow field around an embedded rigid body object or bounding walls is resolved
using various methods, where fluid particles are excluded from the interior of the rigid body
or walls mimicking slip [200, 201] or no-slip [189, 202] boundary conditions. If the fluid
particles end up inside the embedded object or the wall in the streaming step, their velocity is
transformed depending on the kind of boundary condition. For no-slip boundary conditions,
a fluid particle reverses its velocity from vi to −vi when it hits the surface of a rigid body or
a wall. This is known as the bounce-back rule (see Fig. 2.3). For slip boundary conditions,
only the velocity component in the direction of the surface normal n is reversed, which cor-
responds to a specular reflection (see Fig. 2.3). For no-slip boundary conditions, the simple
bounce-back rule fails to guarantee no-slip due to random shifts, hence ghost particles are
inserted into the wall or the rigid body before the collision step (see Fig. 2.4) [189, 203].
The velocities of these ghost particles are equal to the mean rigid body or wall velocity plus
a random velocity taken from a Maxwell-Boltzmann distribution with zero mean and vari-
ance mNgkBT , where Ng is the number of ghost particles in a particular partially filled cell.
Subsequently, the ghost particles take part in the collision step just like the fluid particles.
2.3.3 Thermostat
The simulation of a canonical ensemble or isothermal fluid is achieved by the application of
the MBS thermostat, where velocities are scaled on the level of individual MPC cells [204].
After every time step, the relative velocities vi,c of the MPC-particles in each cell are rescaled
by κ to get new velocities
v′i = vcm + κvi,c, (2.67)
with the scaling factor
κ =
(
2Ek∑Nc
i=1mv
2
i,c
)1/2
. (2.68)
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Figure 2.4: Illustration of collision grid (solid red lines) after random shift perpendicular to
the walls. The solid black lines are the boundary walls and dotted blue lines mark
the partially filled cells where ghost particles are added.
Here, Ek is a kinetic energy determined from the gamma distribution expected in a canonical
ensemble
P (Ek) =
1
EkΓ (f/2)
(
Ek
kBT
)f/2
exp
(
− Ek
kBT
)
, (2.69)
where Γ (x) is the gamma function and f = 3(Nc − 1) denotes the number of degrees of
freedom of a collision cell with Nc MPC particles.
2.3.4 Random MPC
The MPC algorithm can be easily modified to turn off hydrodynamic interactions, known
as the random MPC solvent [191, 192, 205]. In random MPC, the solvent-solute interaction
in the collision step of the original MPC algorithm is replaced by the interaction with a
Brownian heat bath. The basic idea behind is to randomly interchange the fluid-particle
velocities after each collision step, so that the local momentum conservation is destroyed and
so are the hydrodynamic correlations. Each of the points of mass M = mρ is coupled with ρ
solvent particles of massm having an effective momentum p directly chosen from a Maxwell-
Boltzmann distribution of variance MkBT and a mean given by the average momentum of
the fluid field, which is zero at rest. The total center-of-mass velocity used in the collision
step is then given by [192]
vcm,i =
Mvi + p
2M
. (2.70)
The interaction with the fluid is performed in every collision step using the MPC collision
rule,
vi(t+ h) = vcm,i(t) + R(ζ)[vi(t)− vcm,i(t)], (2.71)
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where R(ζ) is the rotation matrix (2.61). No explicit solvent particles need to be considered,
since the particle positions are irrelevant in the collision step unlike the MPC solvent and,
hence, being computationally efficient.
2.3.5 Unit and parameters
In the MPC algorithm, lengths are measured in units of the collision cell length a, masses
are measured in units of the fluid particle mass m, and time is measured in units of τ =√
ma2/kBT , i.e., we choose m = kBT = a = 1. All other mechanical quantities can be
expressed in terms of length, mass, and time. The parameters characterizing the properties
of the MPC fluid, are the average number of particles per cell 〈Nc〉, the time step h, and
the rotation angle ζ . To obtain a fluid-like behavior, in three dimensions, the collision angle
ζ = 130◦, average number of MPC particles per collision cell 〈Nc〉 = 10, and collision time
h = 0.1τ are applied [206]. These values can be tuned to modify the fluid viscosity.
2.3.6 Stress tensor
An expression for the stress tensor of a MPC fluid can be obtained via the virial theo-
rem [122]. We consider a fluid volume V and define the quantity
G =
1
V
N∑
i=1
miviαriβ; (2.72)
differentiating with time yields the equality
〈
G˙
〉
=
〈
1
V
d
dt
N∑
i=1
miviαriβ
〉
=
〈
1
V
N∑
i=1
miviαviβ
〉
+
〈
1
V
N∑
i=1
riβmi
dviα
dt
〉
, (2.73)
where 〈...〉 can correspond to a time or an ensemble average. The average on the left hand
side vanishes for a diffusive or confined system and leads to〈
1
V
N∑
i=1
miviαviβ
〉
+
〈
1
V
N∑
i=1
riβmi
dviα
dt
〉
= 0, (2.74)
which is a generalization of the virial theorem. The second term on LHS involving the change
of viα has an internal contribution due to all fluid particles in V and an external contribution
resulting from the fluid particles outside of V , i.e.,
dviα
dt
=
dviα
dt
∣∣∣∣
int
+
dviα
dt
∣∣∣∣
ext
. (2.75)
The momentum density ρvα in a control volume changes due to inflow of fluid carrying
momentum, i.e., − ∫ dAρvαvγnγ , and due to the stresses applied on the surface of V , i.e.,
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∫
dAσαγnγ . Hence, with the use of Gauss’ theorem and with the assumption that gradients
in ρ, v, and σ are negligible inside V , we get [207]〈
1
V
N∑
i=1
riβmi
dviα
dt
∣∣∣∣
ext
〉
= σαβ − 1
V
〈
N∑
i=1
mivα(ri)vβ(ri)
〉
. (2.76)
MPC is a discrete time random process and the stress tensor is defined at times t = jh, with
j ∈ N. The internal change of velocity (dv/dt)|int is due to the change of momentum in the
collision step, i.e.,
m
dviα
dt
∣∣∣∣
int
=
δpiα
h
, (2.77)
where pi = mvi. With this mapping, we can define the instantaneous particle-level stress
tensor σi of a MPC fluid as
σiαβ = −
1
V
〈∑
i
mi(viα − vα(ri))(viβ − vβ(ri))
〉
− 1
V h
∑
i
∆piαriβ. (2.78)
2.3.7 Viscosity
The total viscosity η of a MPC fluid consists of the kinetic ηkin and the collisional ηcoll part,
i.e.,
η = ηkin + ηcoll. (2.79)
Analytical expressions for the viscosity parameters ηkin, ηcoll can be derived using the molec-
ular chaos approximation and can be expressed in terms of density ρ, time step h, and rotation
angle ζ as [205, 206]
ηkin =
kBTh
ad
(
ρ/B
ρ− 1 −
1
2
)
(2.80)
ηcoll =
Am(ρ− 1)
12ad−2h
(2.81)
where d is the dimension, and the coefficients A and B are given in the Table. 2.1. For
systems with small ρ, density fluctuations have pronounced affects and should be considered
in the viscosity calculations. For the system of 〈Nc〉 = 10 these effects are insignificant.
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d A B
2 1− cos ζ 1− cos 2ζ
3 2
3
(1− cos ζ) 2
5
(2− cos ζ − cos 2ζ)
Table 2.1: Values of A and B for two and three dimensions.
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Chapter 3
Equilibrium microstructure and
dynamics
Various methods have been developed for the estimation of static and dynamic properties
to characterize a system of suspension particles. We discuss here the elementary concepts,
followed by the introduction of the methods to calculate the radial distribution function g(r)
and the static structure factor S(q). Further, a discussion of the dynamic structure factor
S(q, t) and the short time dynamics of colloidal particles, probed in scattering experiments,
is presented.
3.1 Static distribution functions
Thermodynamic properties of an one-component many-body system are calculated using sta-
tistical mechanics with the three known macroscopic state variables volume of the system V ,
number of particles N , and total energy E. These variables can vary depending on the ther-
modynamic ensemble considered. We will focus in the following on the canonical ensemble,
where the temperature T , particle number, and system volume are constant.
The positions of N particles can be related to macroscopic state variables by the equilib-
rium probability density function (PDF) PN for N particles, with center-of-mass positions
(r1, r2, . . . , rN) = r
N , lying in V at T . Explicitly, PN is given by [208]
PN(r
N) =
e−βU(r
N )
ZN
, (3.1)
where U(rN) is the N -particle potential energy and
ZN =
∫
V N
drN exp[−βU(rN)] (3.2)
is the configurational integral, taken over all possible combinations of particle positions (par-
tition function). To calculate the thermodynamic functions and in scattering experiment
accessible properties such as g(r) and S(q), only reduced distribution functions involving
n  N representative particles are required. The canonical n-particle density function is
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defined by [208],
ρ
(n)
N =
N !
(N − n)!
∫
dr(N−n)PN(rN), (3.3)
and it is the probability density of finding n particles at positions r1 to rn with no constraints
on the remaining (N − n) particles. Indistinguishability of the N particles is accounted for
by the factorN !/(N−n)!. For a homogeneous fluid phase state, due to the spatial uniformity
and isotropic nature of the system [209]
ρ
(n)
N (r1, r2, . . . , rn) = ρ
(n)
N (r1 + ∆r, r2 + ∆r, . . . , rn + ∆r), (3.4)
where ∆r is an arbitrary displacement. This implies that the one-particle density ρ(1)N = ρ =
N/V is equal to the average particle number density ρ. Moreover, the two-particle density
ρ
(2)
N (r, r
′) = ρ(2)N (|r − r′|) (3.5)
is then simply a function of the distance between two considered particles at position r and
r′.
In colloidal systems away from a critical point, the correlation length ξ, defined as the
distance over which two particles are correlated, is typically on the order of the range of the
interaction pair-potential [209]. Thus, for |r − r′|  ξ,
ρ
(n)
N (r1, r2, . . . , rn) ≈
n∏
i=1
ρ
(1)
N (ri) = ρ
n, (3.6)
since these particles are then uncorrelated and the second equality holds only in a uniform
system. The deviation of a fluid system from the classical ideal gas behavior is quantified by
the canonical n-particle distribution function
g
(n)
N (rn) =
ρ
(n)
N (rn)∏n
i=1 ρ
(1)
N (ri)
. (3.7)
Hence, g(n)N (rn) is a measure of the n-particle local structure in a colloidal system [208].
3.1.1 Radial distribution function
The two-particle distribution function of an isotropic system depends on r = |ri − rj| only,
and it is referred to as the radial distribution function (RDF) [208]
g(r) = lim
N→∞
g
(2)
N (r) = lim
N→∞
N(N − 1)
ρ2
∫
dr3 . . . drNPN(r
N), (3.8)
where limN→∞ denotes the thermodynamic limit and g(r  ξ) = 1 . The RDF in a system of
large colloidal particles can be directly determined by confocal microscopy. In a simulation
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study, it is obtained by counting the number of particles in a thin spherical shell, at distance
r from a selected particle, of thickness ∆r and volume 4pir2∆r, i.e.,
g(r) =
N(r)
4piρr2∆r
, (3.9)
where N(r) is the number of particles with centers inside the shell [r, r + ∆r]. We finally
note that g(r) can be expressed as [208]
g(r) = lim
N→∞
1
ρ
〈
1
N
∑
i 6=j
δ(r − ri)
〉
, (3.10)
where 〈. . .〉 denotes the ensemble average.
3.1.2 Static structure factor
The static structure factor S(q) is related to the Fourier transform of radial distribution func-
tion g(r). This can thus be determined experimentally via widely used scattering techniques
such as DLS and SANS. In a static scattering measurement, the mean intensity of scattered
light, I(q), is measured as a function of the scattered wavenumber q. The latter is related to
the scattering angle θ by q = (4pi/λ) sin(θ/2), where λ is the scattering wavelength inside
the medium (see Fig. 3.1) [209]. For an ergodic system of monodisperse particles,
I(q) ∝ 〈N〉P (q)S(q), (3.11)
where 〈N〉 is the mean number of particles in the scattering volume, P (q) is the particle form
factor describing the scattering material distribution inside a particle, and the structure factor
S(q) is the correlation function of the q-th component of microscopic density fluctuations
characterizing the inter-particle correlations. The statistical mechanical definition of S(q)
reads [209]
S(q) = lim
N→∞
〈
1
N
∑
j,k
exp (iq · (rj − rk))
〉
= 1 + ρ
∫
V
dreiq·rg(r), (3.12)
where the second relation follows from Eq. (3.8) providing the Fourier relation to RDF
pointed above.
3.2 Dynamic properties
3.2.1 Dynamic structure factor
In dynamic light scattering (DLS) experiments, the scattered intensity fluctuates with time
due to the Brownian motion of the center of mass, and of the orientation of particles and
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Figure 3.1: Schematic of typical scattering experiment setup.
their internal fluctuations. These fluctuations include information about the dynamics of
these degrees of freedom, which are being affected by interactions between the particles. In
all scattering experiments, the so-called intensity auto-correlation function (IACF) gI(q, t)
is measured and interpreted through the more simple electric field auto-correlation function
(EACF) gE(q, t) via the Siegert relation [209]
gI(q, t) = 〈I(q)〉2 + |gE(q, t)|2, (3.13)
where 〈I(q)〉 is the mean scattered intensity. The collective dynamic structure factor S(q, t)
is proportional to the experimentally obtained EACF with the relation,
gE(q, t) ∝ 〈N〉P (q)S(q, t) (3.14)
and is defined as
S(q, t) =
1
N
N∑
i,j=1
〈exp [iq · (rj(t)− ri(0))]〉 . (3.15)
It is the time-dependent generalization of the static structure factor S(q) = S(q, t = 0)
presented in Eq. (3.12), and is the time auto-correlation function of microscopic particle
concentration fluctuations in Fourier space. In neutron spin echo (NSE) experiments, where
quasi-elastic scattering of an initially polarized neutron beam from a sample is used, S(q, t)
is directly determined from the phase shift of the scattered neutron beam.
3.2.2 Short time dynamics
Regarding the Brownian dynamics of colloidal particles, the short-time regime τB  t τD
is distinguished from the long-time regime t  τD. Here, t denotes the correlation time, τB
is the characteristic relaxation time of particle velocity fluctuations, and τD is a characteristic
diffusion time given by τD = σ2/4D0 for a particle of diameter σ, and D0 = kBT/(3piησ) is
the single-particle translational diffusion coefficient in the solvent of viscosity η. For t τD,
changes in the particles configuration are so minuscule that the direct influence of the pair
interactions with neighbors on diffusion properties is not yet operative. This is different
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for the solvent-mediated hydrodynamic interactions which act quasi-instantaneously even on
the colloidal short-time scale. Short-time transport properties, such as the short-time self-
diffusion coefficient, are thus expressible as genuine equilibrium averages, where direct in-
teractions are only indirectly influential through their effect on the equilibrium microstructure
encoded, e.g., in g(r) and S(q). Long-time dynamic transport properties, e.g., the long-time
self-diffusion coefficient and the steady-shear suspension viscosity, are influenced, in addi-
tion to HIs, by the non-hydrodynamic direct interactions in form of non-instantaneous caging
(memory) effects.
Hydrodynamic function
The short-time dynamics of Brownian particles can be probed experimentally by measuring
the q-dependent dynamic structure factor, S(q, t), using dynamic light scattering (DLS) or
neutron spin echo spectroscopy (NSE) measurements, depending on the particle size, con-
centration, and other system properties. For short times, S(q, t) decays single exponentially,
and it can be expressed in terms of the short-time diffusion function D(q) as [209, 210]
S (q, t τD) = S(q) exp
(−q2D(q)t) . (3.16)
Applying the generalized Smoluchowski equation describing the overdamped colloid dynam-
ics leads to the expression [209, 210]
D(q) = D0
H(q)
S(q)
, (3.17)
which expresses the short-time diffusion D(q) as a ratio of the so-called hydrodynamic func-
tion H(q), and the static structure factor S(q). The former is a dynamic quantity characteriz-
ing the effect of HIs on short-time self and collective diffusion. The microscopic expression
for H(q), obtained from generalized Smoluchowski equation, is given by
H(q) =
1
Nµ0
N∑
i,j
〈qˆ · µij(X) · qˆ exp[iq · (ri − rj)]〉 , (3.18)
where qˆ = q/|q|, and µij(X) is the hydrodynamic mobility matrix, for an instant many-
particles configuration X , relating the hydrodynamic force on a particle j to the velocity
change of a particle i caused by the solvent-mediated HIs [211]. In the hypothetical case of
hydrodynamically non-interacting particles, where kBTµij = δijD0E, follows H(q) = 1,
independent of q and volume fraction φ.
Self diffusion coefficient
The expression for H(q) in Eq. (3.18) can be split into self and distinct parts as
H(q) =
1
D0
〈qˆ ·D11(X) · qˆ]〉+ N − 1
D0
〈qˆ ·D12(X) · qˆ exp[iq · r12]〉 (3.19)
=
Ds
D0
+Hd(q), (3.20)
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where in place of the mobility tensor µ, the related diffusivity tensor D has been used. The
wavenumber-independent first part, invoking the average over the diagonal mobility matrix
element µii, is equal to the translational short-time self-diffusion coefficient Ds, divided by
D0. Due to the increasing importance of the near-distance part of the HIs with increasing
concentration, Ds becomes increasingly smaller than D0. The wavenumber-dependent sec-
ond part, Hd(q), is a consequence of hydrodynamic cross correlations for which i 6= j, and
vanishes for q →∞.
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Protein aggregation
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Chapter 4
Equilibrium clusters in SALR
protein solutions
In this chapter, we present the simulation study of the short-time dynamics of SALR col-
loidal systems both in the monomer-dominated dispersed-fluid and the equilibrium-cluster
phases. We employ the multiparticle collision dynamics (MPC) approach for the particle dy-
namics and asses by comparing with the predictions from the analytic BM-PA (Beenakker-
Mazur-pairwise-additivity) scheme, which uses the static structure factor S(q) or likewise the
associated radial distribution function g(r) as the only input [41,212]. For analytical calcula-
tion of the radial distribution function and the associated static structure factor of the SALR
system of spherical particles, the thermodynamically self-consistent Zerah-Hansen (ZH) in-
tegral equation scheme is used in the literature [213]. In addition, we explore the inter- and
intra-cluster dynamics in the equilibrium-cluster phase, and determine the characteristic clus-
ter lifetime also in comparison with analytic first-passage time calculations. If the particles
forming a cluster can move individually, i.e., if the cluster is non-rigid, there is no hydro-
dynamic screening inside the cluster. Hence, the intra-cluster dynamics in the equilibrium-
cluster phase of SALR systems is of special interest, and in particular the influence of the
HIs.
4.1 Lennard-Jones-Yukawa colloid system
4.1.1 Colloid model
We use a colloid model consisting of 60 point particles of massM homogeneously distributed
over the surface of a spherical shell of diameter σ, with an additional point particle at the
center (see Ref. [199]). The number of points is chosen such that proper hydrodynamic
behavior is achieved. The nearest neighbors, and each particle with the center, are linked via
strong harmonic bonds to maintain a nearly rigid spherical shape (see Fig. 4.1). The harmonic
bond potential is
Ubond(r) =
K
2
(r − r0)2 (4.1)
where r = |r| is the distance between the particular pair, r0 their preferred bond length, and
r the bond vector.
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Figure 4.1: Spherical colloid composed of 60 discrete mass points. For illustration, the bonds
of particle with its nearest neighbors are also displayed. The center point, which
is bonded with all the other points (not shown), is depicted in red.
This discrete particle model provides a valuable alternative to a solid colloid with respect to
hydrodynamic properties. In Ref. [199], it has been shown that such a discrete-point-particle
model describes the hydrodynamic behavior of a solid, neutrally buoyant colloid quite well,
via velocity correlation functions for translation and rotational motion, as well as the flow
field during sedimentation.
Colloidal interaction
To model the effective interaction between colloidal particles with SALR-type forces, gener-
ally the hard-core two-Yukawa and the modified Lennard-Jones Yukawa (LJY) pair potentials
are considered [27,29,212,214]. Dynamical simulations involving the two-Yukawa potential
is rather demanding owing to its sharp hard-core excluded volume potential part. We use a
Lennard-Jones-type (LJ) potential for the short-range attractive and repulsive part, consisting
of a O(x−100) steep steric repulsion combined with a short-range O(x−50) attractive contri-
bution. The long-range screened Coulomb repulsion part of the pair potential is accounted by
a repulsive Yukawa potential. Hence, the LJY pair potential reads
βV (x) = 4
[(
1
x
)100
−
(
1
x
)50]
+
Aξ
x
exp (−x/ξ) , (4.2)
where σ is the colloid diameter, x = r/σ, with r the colloid center-to-center distance. Here,
 is the strength of short-range attraction/repulsion in units of kBT , and A characterizes the
strength of the long-range repulsion. The parameter A is related to the square of the effective
electric charge of a colloidal particle [30, 215], and ξ is accordingly the Debye electrostatic
screening length in units of σ.
The dynamics of a colloid particle is described by Newton’s equation of motion, which
we solve via the velocity Verlet algorithm with the forces from the potentials (4.1) and
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(4.2) [216]. The colloids are embedded in a MPC fluid (see Sec. 2.3) incorporating the
hydrodynamic interactions between the suspended colloids.
4.1.2 Parameters
The colloid diameter is chosen as σ = 6a and the mass M = 10m to ensure correct hydro-
dynamic behavior [199]. The time step for the integration of Newton’s equations of motion
is set to ∆tMD = 0.01τ . A spring constant of K = 3000kBT/a2 is chosen to maintain the
spherical shape of a colloid.
The phase behavior of the LJY model system for fixed potential parameter values A = 2,
ξ = 1.794, and varying values of  has been intensely studied using MD simulations and
the thermodynamic Gibbs-Duhem integration method [30]. Thereby, the selected reduced
screening length ξ corresponds, for a typical colloidal diameter of σ ≈ 100nm, to a 1:1
aqueous electrolyte solution at a concentration of about 3µM [30]. The shape of the LJY
potential for these parameters, and various attraction strength values  is shown in Fig. 4.2.
The minimum of the LJY potential is located at xmin = 1.014, where βV (xmin) ≈ 2−  (see
Fig. 4.2). The range of attraction-strength values used in this study is  = 2−8, corresponding
to an effective attraction range of x0 ≈ 1.032 for  = 3, and x0 ≈ 1.06 for  = 8. Here, x0 is
the first zero-crossing of the pair potential V (x) for x > 1.
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Figure 4.2: The generalized Lennard-Jones-Yukawa (LJY) potential of Eq. (4.2) for various
values of the reduced attraction strength , as indicated, and the fixed values A =
2 and ξ = 1.794 for the strength and range of the long-range Yukawa-repulsion
part, respectively.
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4.2 Results: phase behavior and microstructure
4.2.1 Structure factor
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Figure 4.3: Static structure factor, S(q), of LJY systems at reduced particle concentration
ρ∗ = ρσ3 = 0.1, for the indicated interaction strengths . Simulation results are
displayed by symbols and theoretical ZH integral equation predictions by solid
lines. (a) MPC simulation and theoretical results of the dispersed-fluid phase
for  = 2, 4, 6. (b) MPC simulation results for dispersed-fluid phase systems
with  = 2, 4, 6 (open symbols), and equilibrium-cluster phase systems with
 = 7, 8 (filled symbols). The horizontal dashed line in (b) marks the critical
value Scrit(qc) ≈ 2.7 for a first-order transition according to Godfrin et al. [29].
Figure 4.3 displays structure factors obtained from MPC simulations and also by the ZH
calculations of LJY systems in the dispersed-fluid phase for ρ∗ = ρσ3 = 0.1 and various
attraction parameters . Here, ρ∗ is the particle number density ρ = 6φ/pi in units of σ3; φ
denotes the packing fraction.
In accordance with previous findings [212,217], simulation and self-consistent ZH method
results for S(q) are in excellent agreement. With increasing , and correspondingly increasing
depth of the potential well, a pronounced IRO peak of S(q) is found at a wavenumber qc
distinctly smaller than qm, the wavenumber corresponding to the next-neighbor distance. This
peak shifts to smaller q values with increasing . In addition, Fig. 4.3(b) depicts simulation
results for  = 7 and 8. For these large attraction strengths, the ZH scheme does not converge
any more. We emphasize that the occurrence of a low-wavenumber IRO-peak in the static
structure factor S(q) at a wavenumber q smaller than the position qm of the next-neighbor
peak is a common feature of SALR systems not specific to a particular pair potential.
In Ref. [33], a relation is established between the characteristic wavenumber qc, or likewise
the average center-to-center distance of clusters defined as 2pi/qcσ (in our notation), and
clusters size and colloid density. Taking the mean particle number of clusters N¯ , and the
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ρ∗  2pi/(qcσ)
(
N¯/ρ∗
)1/3
0.1
6 3.57 3.34
7 4.17 4.11
8 4.17 4.31
0.2
5 2.78 3.35
6 3.33 4.17
Table 4.1: Characteristic lengths defined by the left- and right-hand sides of Eq. (4.3), respec-
tively, for concentrations ρ∗ and interaction strengths  as listed.
colloid particles concentration ρ∗, the equivalent relation for our systems is
2pi
qcσ
=
(
N¯
ρ∗
)1/3
. (4.3)
Table 4.1 lists values of the reduced lengths on the left and right-hand side of Eq. (4.3) for
considered LJY systems. Evidently, we obtain very good agreement for the lower density,
consistent with the conclusion in Ref. [33]. However, for the larger concentration ρ∗ = 0.2,
differences on the order of 20%− 30% are present.
4.2.2 Cluster formation criterion
Typical microstructural snapshots generated in the simulations are illustrated in Fig. 4.4. We
identify two phases, a dispersed-fluid phase at small attraction strengths and an equilibrium-
cluster phase at larger . The emerging clusters in the latter case are clearly visible.
The IRO peak heights following from S(q) for  = 7 and 8 (see Fig. 4.3(b)) clearly exceed
the critical value of Scrit(qc) ∼ 2.7 proposed in Ref. [29] as an empirical criterion signal-
ing a first-order phase transition from the dispersed-fluid to the equilibrium-cluster phase, a
transition observed in SALR systems at lower volume fractions.
It was found recently that the width of the IRO peak provides another criterion for lo-
calizing the transition from the dispersed-fluid to the equilibrium-cluster phase owing to its
relation to an IRO thermal correlation length ξT [218]. Conceptually, for clustering systems
the thermal correlation length estimates the persistence of dense structural correlation. Par-
ticle clustering emerges when ξT exceeds the length of interparticle repulsion ξ. ξT can be
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Figure 4.4: Simulation snapshots of the microstructure of a LJY system at concentration
ρ∗ = 0.1. (a) A dispersed-fluid phase structure is obtained for  = 2, and (b)
an equilibrium-cluster phase structure for  = 7. The various colors indicate
colloidal particles belonging to clusters of different sizes (see left vertical color
bar).
estimated from the second-order inverse expansion of S(q) about the IRO peak qc [218]
S(q) ≈ S(qc)
1 + (q − qc)2σ2ξ2T
. (4.4)
In simulations, ξT is extracted from a quadratic Ornstein-Zernike fit of S(qc)/S(q) of the
form [1 + (q− qc)2σ2ξ2T ] about qc. According to Ref. [33], the location of the phase transition
is most robustly predicted by the combination of the two criteria for the height and width of
the IRO peak.
4.2.3 Cluster size distribution
Further insight into the phase behavior of the system is gained from the cluster-size distribu-
tion function (CSD) N(s) defined as
N(s) =
〈
s
Np
n(s)
〉
, (4.5)
where N(s) is the average fraction of particles that are members of a cluster of size s [27].
Here, 〈. . .〉 is the average over representative particle configurations and n(s) is the number
of clusters of size s within a given configuration. Moreover, Np denotes the total number of
colloids in the simulation box, hence,
∑Np
s=1N(s) = 1. A cluster is defined by applying a
distance criterion according to which the center-to-center distance |rij| between colloids i and
j obeys the condition |rij| < rcluster, with the cut-off distance rcluster. We use rcluster = xmaxσ,
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where xmax > 1 is the location of the maximum of V (x) (see Fig. 4.2). We confirmed
that a small change in the definition of the cutoff-distance, e.g., to rcluster = x0σ does not
significantly change the shape of the CSD. Here, x0 is the first zero-crossing of V (x) for
x > 1. From the shape of N(s), four different phases have been identified in SALR systems
constituting a generalized phase diagram, namely the dispersed-fluid, random-percolated,
equilibrium-cluster, and percolated-cluster phases [29].
In our study, we focus on the microstructure and dynamics of the dispersed-fluid and
equilibrium-cluster phases. In the dispersed-fluid phase, N(s) is monotonically decaying
with increasing s, as shown in Fig. 4.5, which indicates a monomer-dominated dispersion,
where only transient small clusters are formed, corresponding to a mean cluster size of
N¯ = 1 − 3. In contrast, the distribution function in the equilibrium-cluster phase exhibits a
second local maximum (peak) at a particular cluster size s∗ > 2, in addition to the monomer
peak at s = 1. The second local peak reflects equilibrium clusters with a preferred size
around s∗, coexisting in thermodynamic equilibrium with the monomers.
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Figure 4.5: Distribution of cluster sizes, N(s), obtained from simulation configurations as
function of the cluster size s, for A = 2, ξ = 1.794, and the indicated attrac-
tion strengths . The concentration is ρ∗ = 0.1 and in the inset ρ∗ = 0.2. For
dispersed-fluid phase systems, open symbols connected by dashed lines are used,
while equilibrium-cluster phase systems are marked by filled symbols connected
by solid lines. Additionally, the inset shows a typical equilibrium cluster for
 = 7 and ρ∗ = 0.1. Two dispersion particles are part of a cluster for distances
r ≤ rcluster = xmaxσ, where xmax > 1 is the location of the first maximum of V (x)
(see Fig. 4.2).
From the shapes of the CSD functions at ρ∗ = 0.1, the systems with  = 2 and 4 are
identified as belonging to the dispersed-fluid phase, while the systems with  = 7 and 8 are
part of the equilibrium-cluster phase. This classification is in accordance with the -ρ∗ LJY-
phase diagram of Ref. [30] obtained for the same potential parameters (A = 2 and ξ = 1.794)
(see Fig. 4.6), as well as the phase transition criterion S(qc) & 2.7 [29]. Note that for  = 6
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and ρ∗ = 0.1, a shallow peak at a s∗ > 1 appears, but the monomer peak at s = 1 dominates.
A close inspection of the simulation configurations suggest that the system for  = 6 is still
a member of the dispersed-fluid phase. This conclusion is supported by the schematic phase
diagram of Ref. [30] (see also Fig. 4.6, where the system with ρ∗ = 0.1 and  = 6 is inside
the dispersed-fluid phase region).
0.1 0.2
4
6
8
2
dispersed-
fluid phase
equilibrium-
cluster phase
ε
ρ*
Figure 4.6: Schematic ρ∗ -  phase diagram deduced from our MPC-generated cluster size
distribution functions for the eight considered LJY systems. Open circles and
filled circles label systems in the dispersed-fluid and equilibrium-cluster phases,
respectively, according to the CSD shapes. The two uniformly colored areas mark
the dispersed-fluid (red) and equilibrium-cluster (blue) phase regions of the LJY
system as predicted in our simulation studies (see also Ref. [30]).
4.2.4 Pair correlation function
Pair correlation functions, g(r), obtained from simulations and ZH calculations are compared
in Fig. 4.7 for ρ∗ = 0.1. For the dispersed-fluid phase systems, excellent agreement between
analytical and simulation results is observed (see Fig. 4.7(a)). Note that the simulation results
show two additional small peaks at x ≈ 1.67 and 1.75 for  = 6. This again reflects that the
latter systems are close to the line separating the dispersed-fluid form the equilibrium-cluster
phase. The pair correlation functions of the systems in the equilibrium-cluster phase exhibit
sharp peaks at various distinct positions indicating strong local ordering (Fig. 4.7(b)). The
positions of the peaks can be attributed to preferred geometric colloid configurations such as
an in-line configuration of three particles (peak at x ≈ 2), an octahedral arrangement of four
particles (peak at x ≈ 1.66), formation of two equilateral triangles with a common side (peak
at x ≈ 1.76) [36], and cubic arrangement (peak at x ≈ 1.43 ≈ √2).
Similarly, good agreement between ZH and MPC results for g(r) and S(q) is observed for
the dispersed-fluid phase systems at the larger concentration ρ∗ = 0.2, as displayed in Fig.
4.8. The system with  = 6 belongs to the equilibrium-cluster phase. This follows from the
respective N(s) shown in the inset of Fig. 4.5, and it is in accord with the phase diagram by
Mani et al. [30]. The ZH results for S(q) and g(r) at  = 6 are significantly different from the
simulation data, in particular around the IRO peak position at qc . 2.5. Interestingly, g(r)
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Figure 4.7: Radial distribution functions, g(r), for the colloids of Fig. 4.3 with ρ∗ = 0.1
and indicated  values. (a) MPC (symbols) and ZH (solid lines) results for three
systems in the dispersed-fluid phase. (b) MPC results for two systems in the
equilibrium-cluster phase. The depicted cluster configurations and the arrows
indicate the cluster structures associated with the respective peaks in g(r).
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Figure 4.8: MPC simulation (symbols) and ZH (solid lines) results for (a) S(q) and (b) g(r)
at ρ∗ = 0.2 for the indicated  values. Filled symbols: Simulation results for the
equilibrium-cluster phase system ( = 6). Open symbols: Dispersed-fluid phase
systems ( = 4 and 5). In (b), the blue line is a guide to the eye of the MPC
distribution function. The inset shows g(r) for pair distances r = xσ related to
the IRO structure factor peak position qcσ for which xc = 2pi/qcσ.
for the equilibrium-cluster phase system at  = 6 has a broad peak for larger x that begins
roughly at xc = 2pi/qc and becomes more pronounced with increasing S(qc) (see inset of Fig.
4.8b). However, as it was shown recently [34], such a broad peak in g(r) visible in the range
3 < xc < 5 not necessarily implies an IRO peak in the corresponding S(q).
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Figure 4.9: MPC results for the inverse of the short-time diffusion function, D(q), expressed
in units of the single-particle diffusion coefficientD0, for LJY systems at ρ∗ = 0.1
and the indicated  values. Open (filled) symbols label systems in the dispersed-
fluid (equilibrium-cluster) phase. The dashed lines are simulation results without
HIs considered of D0/D(q)|no-HI = S(q), for  ∈ {2, 6, 8}. Inset: Comparison
of MPC (symbols) with BM-PA scheme results (solid lines), for systems in the
dispersed-fluid phase. The BM-PA scheme uses the ZH S(q) and g(r) as input
(see Figs. 4.3a and 4.7a).
4.3 Results: Dynamics
4.3.1 Short time dynamics
Figure 4.9 displays simulation results for the short-time diffusion function D(q) and in-
cludes the results from BM-PA theory too. In contrast to H(q), which requires additional
determination of S(q), D(q) is directly obtained experimentally in NSE or DLS measure-
ments [41, 211]. In simulations, D(q) is obatained employing Eq. (3.16), i.e., the dynamic
structure factor is determined and D(q) is extracted from the initial exponential decay of
S(q, t). Our results for D0/D(q) reveal a well-defined IRO peak at the same wavenumber qc
as in S(q). Moreover, D0/D(qc) = S(qc)/H(qc) increases strongly with increasing . This
reflects the similarity of S(q) and D0/D(q) for q-values close to qc. Analogous features are
observed for the systems with ρ∗ = 0.2, where the corresponding D(q)s are depicted in Fig.
4.10.
In the dispersed-fluid phase, simulation yields results for D(q) that are in excellent agree-
ment with the corresponding BM-PA scheme results. Note that the system with ρ∗ = 0.2
and  = 6 is in the equilibrium-cluster phase (see Figs. 4.5 and 4.8a), hence there is no
quantitative agreement between simulation and BM-PA results for D(q). The quantitative
agreement with simulation results establishes the hybrid BM-PA scheme as an easy-to-apply,
precise, and fast tool for assessing the short-time diffusion in SALR systems in the dispersed-
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Figure 4.10: MPC simulation (symbols) and BM-PA-scheme results (solid lines) for the in-
verse diffusion function D0/D(q) at ρ∗ = 0.2 and for three different  values.
The dashed lines are the MPC generated structure factors S(q) for  = 4 (black)
and 6 (blue). The system with  = 6 (filled diamonds) is in the equilibrium-
cluster phase state.
fluid phase. This has been additionally verified recently by the comparison with NSE mea-
surements of D(q) of lysozyme solutions [41]. The pronounced slow down of collective
diffusion in SALR systems due to HIs is illustrated by the comparison of D0/D(q) with
D0/D(q)|no-HI = S(q), the latter is obtained when HIs are ignored. According to Fig. 4.10,
neglecting HIs results in a D0/D(q) that strongly deviates from the actual one for which HIs
are considered.
4.3.2 Cluster dynamics
An interesting dynamical quantity is the mean cluster lifetime, which, in our simulations, we
determine via the cluster correlation function C(t), defined as
C(t) =
〈∑i ci(t)ci(0)〉
Nc(0)
(4.6)
Here, ci(t) is 1 if the cluster i remains intact after the lag time t, and zero otherwise. The nor-
malizing factor Nc(0) = 〈
∑
i ni(0)〉 is the mean number of clusters available at time t = 0 so
that C(0) = 1. Therefore, the correlation function C(t) gives the fraction of clusters present
at t = 0 that remain intact after the lag time t. As defined earlier, a colloid belongs to a cluster
as long as its distance to another colloid in the cluster is smaller than rcluster. We fit the cluster
correlation function by the stretched exponential function A exp(−(t/τ)β), with a stretching
exponent β depending on the attraction strength , and extract its characteristic decay time τ .
Using τ and β, the average cluster lifetime τc is determined as τc = τ/βΓ (1/β) [219].
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For comparison, we estimate the cluster lifetime analytically in an approximate manner by
considering only the dissociation of an isolated pair of particles. The associated dissociation
or binary escape time, τ dc , is the mean time required for a pair initially at the minimum
distance xmin to unbind by increasing its mutual distance to a value xd > xmax larger than the
potential barrier position, xmax. Theoretically, this characteristic time is obtained by applying
the absorbing boundary condition f(x = xd, t|xmin) = 0 for the conditional pair-probability
density function f(x, t|xmin) of finding the pair at a distance x = r/σ at time t, given its
distance was xmin at time t = 0. Using the two-particle Smoluchowski equation, τ dc is given
by [220]
τ dc = 4τD
∫ xd
xmin
dx
eβV (x)
x2G(x)
∫ x
xl
ds s2e−βV (s) , (4.7)
where xl, with xl < xmin, is the range of the short-range, steeply repulsive part of the pair
potential that prevents the particles from overlapping. Furthermore, G(r) is the longitudinal
relative hydrodynamic mobility of two spherical particles at center-to-center distance r,
G(r) = X11(r)−X12(r), (4.8)
where X11 and X12 are the self and distinct longitudinal hydrodynamic two-sphere mobility
coefficients, respectively, for stick hydrodynamic surface boundary conditions that are avail-
able for r > σ as power series in the inverse pair distance 1/x, and as lubrication expressions
for two spheres at near-contact distance [221, 222]. No noticeable differences in the results
for τ dc are found, if instead of the accurate two-sphere mobility series expression for G(r)
by Jeffrey and Onishi [221–223], with near-contact lubrication included the simpler rational-
fraction approximation for G(r) of Chan and Halle [220] is used. In calculating τ dc , we use σ
as the hydrodynamic no-slip sphere diameter.
Figure 4.11 shows the cluster lifetimes obtained from the simulations and the two-particle
Smoluchowski theory. The dissociation time τ dc is calculated from Eq. (4.7) using xmin(),
xb = xmax(), and xl = 1 (see Fig. 4.2). We find τ dc to be insensitive to the precise choice of
xl ≤ 1, owing to the steep near-contact repulsion of the LJY potential in Eq. (4.2). The upper
boundary value xd = xmax is consistent with the cluster cutoff rcluster used in the simulation
calculations of τc.
The cluster lifetime τc increases with increasing interaction strength  as expected. Quite
interestingly, the simulation results in the dispersed-fluid regime, where  ≤ 5, exhibit qual-
itatively the same  dependence as the binary dissociation time, quantitatively, however,
τc ≈ τ dc /5 (see dashed black line). The simulation values for τc increase more strongly
than τ dc in the equilibrium-cluster range of larger  values. Here, for a large potential barrier
of height Vmax − Vmin, the simulation values for τc are close to the binary escape time τKc
derived from Kramer’s theory for barrier crossing. The latter is given by
τKc =
σ2 (xmax − xmin)2
D0
exp (β [Vmax − Vmin]) . (4.9)
The comparison of the simulation results for τc with and without HIs included (with the latter
not shown in the figure) reveals that HIs strongly enlarge τc while the functional dependence
on  is rather similar in both cases.
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Figure 4.11: Cluster lifetime as a function of attraction strength  for dispersions with ρ∗ =
0.1. The squares indicate MPC simulation results for τc. The solid line is the pair
dissociation time, τ dc , according to Eq. (4.7). The dashed line represents τ
d
c /5,
and the dotted green line is the first passage time, τKc , according to Kramer’s
theory Eq. (4.9).
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Figure 4.12: MPC generated time sequence of a cluster consisting of 7 particles for  = 7 and
ρ∗ = 0.1, tracked until a particle (labeled in green) is dissociated.
The time evolution of a cluster of Ns = 7 colloids is illustrated in Fig. 4.12. Evidently,
the cluster undergoes substantial conformational changes during the considered time span of
t ≈ 19τD. The particle labeled in green that finally detaches from the cluster is initially well
bound to several of the cluster particles. As time progresses, it moves to a less stable place,
where it is bound to only two particles before it dissociates from the cluster after the time
t ≈ 19τD. The time sequence in Fig. 4.12 exemplifies the importance of HIs also for the intra-
cluster dynamics, and that the dispersion dynamics as a whole cannot be adequately described
by treating the dispersion as a polydisperse system of rigid Brownian-cluster objects.
77
Equilibrium clusters in SALR protein solutions
4.4 Summary
For a representative SALR model dispersion of spherical particles interacting by the general-
ized Lennard-Jones-Yukawa (LJY) pair potential, static and short-time diffusion properties,
and the phase behavior have been determined using multiparticle collision dynamics (MPC)
simulations, where many-body HIs effects are fully accounted for, in comparison with the
BM-PA scheme.
We have studied the pair structure, namely g(r) and S(q), and the equilibrium phase be-
havior of LJY systems for varying values of the attraction strength (potential well depth) 
and two particle concentrations ρ∗. Our phase-state mapping based on alternative criteria
invoking the cluster-size distribution function and the IRO peak height and width of S(q),
is in accord with a previous study by Mani et al. [30] on the same model system. A phase
transition from the dispersed-fluid to the equilibrium-cluster phase is observed with increas-
ing attraction strength. In the dispersed-fluid phase, our simulation observations for S(q)
and g(r) are in excellent agreement with the self-consistent ZH scheme results. Likewise for
the dispersed-fluid phase we observe the good accuracy of the analytic BM-PA predictions
regarding the short-time diffusion function, D(q), by the comparison with corresponding
simulation results.
Using elaborate simulations, we have studied the dynamics of LJY systems in the
equilibrium-cluster phase, where for the first time the long-range HIs are fully accounted
for. The simulations yield for this phase significantly smaller D(q) values as for dispersed-
fluid systems. To explore the intra-cluster dynamics, we calculated the dissociation (first
passage) time, τ dc , for an isolated pair of LJY particles, and compared it with the simulation
cluster lifetime τc, for concentrated dispersions. This study was amended by the visualization
of the shape changes of a cluster up to the event when a particle is leaving the cluster. The
simulations revealed a highly mobile internal cluster dynamics, with pronounced conforma-
tional changes within a time span of a few τD values. Thus, both, the intra-cluster dynamics
and the dynamics of the dispersion as a whole are significantly influenced by many-particle
HIs, which are not screened inside flexible clusters. As a consequence, the dynamics of an
equilibrium-cluster dispersion cannot be described simply as a polydisperse dispersion of
rigid Brownian-cluster objects.
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Chapter 5
Anisotropic interaction dependent
self-aggregation
In this chapter, we present a systematic investigation, through simulations, of the short-time
diffusion coefficient of colloids with anisotropic interactions in an attempt to understand ex-
perimental observations [58], via NSE, of two small globular lens proteins known to possess
either hard sphere-like repulsion (α-crystallin) [224] or weak short-range attractions (γB-
crystallin) [8, 160, 225]. The hard sphere-like protein α-crystallin is a quite polydisperse
multi-subunit protein with an average molecular weight of about 8 × 105Da, an average hy-
drodynamic radius of about Rh = 9.6nm, and a polydispersity of about 20% [224]. It has
been shown to behave like ideal hard spheres all the way up to the glass transition occur-
ring at a volume fraction of φ = 0.58. γB-crystallin on the other hand is a monodisperse
monomeric protein with a molecular weight of around 2.1 × 104Da, and a hydrodynamic
radius of Rh = 2.3nm [160]. Its solution structure (see Fig. 5.1) and phase diagram is well
reproduced by a coarse-grained potential combining a hard core repulsion and a weak short-
range attraction, and assuming either a spherical or weakly elliptical shape [8, 160].
5.1 Attractive colloidal system
5.1.1 Colloid model
We study spherical colloids as a coarse-grained model for γB-crystallin. The choice of a
spherical model for γB-crystallin, despite the fact that its real shape is better described by an
ellipsoid with an axial ratio of about 1.8 to 2 (see Fig. 5.1), is motivated by earlier studies
in Refs. [21] and [226]. They investigated the effect of moderate geometrical anisotropy
based on the known molecular shapes of globular proteins comparable to γB-crystallin, and
concluded that effective sphere models together with the corresponding interaction potentials
are indeed reasonable approximations for analysing diffusion in crowded solutions. We use
the colloid model consisting of point particles distributed over the surface of a spherical shell
(see Sec. 4.1.1).
Two separate models are considered for the colloid-colloid interactions in an attempt to
achieve the proper trend in the short time dynamics. In the first model, we use a centrosym-
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Figure 5.1: γ-crystallin structure with hydrophilic (blue) and hydrophobic (red) patches on
the surface. The yellow sphere illustrates the coarse grained approximation of
γ-crystallin as a spherical colloid.
metric weakly attractive short-range effective pair potential with strong repulsion,
Uc(r) = −
(σ
r
)
e−b(
r
σ
−1) + r
(σ
r
)96
, (5.1)
where r is the center-to-center distance between particles. The first term describes a short-
range Yukawa attraction, where  is the interaction strength, and b is a screening parameter
characterizing the interaction range, such that a larger b leads to smaller range of the attrac-
tive interaction. The second term models the hard core repulsion due to excluded volume
interactions. For the temperature, we set kBT/r = 1.
In the second model, we explore the effect of anisotropic interactions, and take into ac-
count directional or patchy interactions. We did not attempt to extract specific orientation-
dependent interaction potentials or parameters using the known protein structure of γB-
crystallins, and to develop a coarse-grained, near-atomistic protein model. In practice, we
consider bi-functional patchy colloids, where two attractive patches are diametrically ar-
ranged on the colloid surface. Along with a centrosymmetric interaction, Uc(r), between
the colloids, the additional patch-patch interaction is modeled with a short-range attractive
pair potential Up(r) expressed by Eq. (5.1) and the parameters p, σp and bp. The model and
the corresponding potentials are illustrated in Fig. 5.2. To capture the characteristic features
of directional patch-like interactions between proteins, the attraction between two patches is
much stronger than the centrosymmetric potential, p/ = 3.8. The diameter ratio of colloid
and patch particle is set to σ/σp = 6. The values of the full set of parameters are then fixed
again such as to guarantee that the system is in the one-phase fluid regime.
The colloids are embedded in the MPC fluid to account for hydrodynamic interactions
(see Sec. 2.3). In case of patchy colloids, owing to the relatively stronger patchy attraction,
hydrodynamic effects are screened and random MPC is implemented as the surrounding en-
vironment due to computational efficiency (see Sec. 2.3.4).
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Figure 5.2: Illustration of the center-center interaction (Uc) and the patch-patch interaction
(Up) when two anisotropic patchy colloids, with diametrically opposite patchy
interaction sites on the surface, are aligned as shown.
5.1.2 Second virial coefficient B∗2
In order to relate the location of the simulated systems in the resulting phase diagram to
the experimental conditions, we have chosen the rescaled second virial coefficient B∗2 =
B2/B
HS
2 , where B2 is the second virial coefficient of the considered system and B
HS
2 that
of a pure hard sphere system [227]. Since patchy particles do not follow the extended law
of corresponding states (ELCS), valid for centrosymmetric potentials, we compare the vari-
ous systems for similar ∆B∗2 = (B
∗
2 − B∗2,cr)/|B∗2,cr|, where B∗2,cr is the value of B∗2 at the
critical temperature. For a given range of b of the attractive potential,  was chosen such that
∆B∗2 is between 0.1-0.2, comparable to the experiments. The actual values of B
∗
2 are listed in
Table 5.1. As has been observed before in colloidal systems with patchy interactions [228],
the values for B∗2,cr are significantly smaller than those of isotropically interacting colloids.
Our calculations of the B∗2,cr values for the model with centrosymmetric and patch interac-
tions show that the combined effect leads to a B∗2,cr value, which is in-between those of pure
centrosymmetric or patchy interactions (see Table 5.1). It is also important to note that ex-
periments have shown that Ds(q∗)/D0 for γB-crystallin is almost completely independent of
temperature for a range of 298K 6 T 6 308K, i.e., for a range of 0.1 6 ∆B∗2 6 0.5, thus
indicating that the exact choice of B∗2 is not critical as long as the sample is in the one phase
region above the coexistence curve for liquid-liquid phase separation.
5.1.3 Phase diagram
For the centrosymmetric potentials, phase diagrams and critical temperatures were deter-
mined by Gibbs ensemble Monte Carlo (GEMC) simulations. For the patchy colloids, the
Gibbs ensemble simulation results were inconclusive as to determine a full phase boundary.
The relatively small patch sizes lead to a very slow relaxation of the system by reorientation
of the particles. Moreover, the strong patch-patch attractions resulted in a very large scatter
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b /r p/r B
∗
2 B
∗
2,cr ∆B
∗
2 = (B
∗
2 −B∗2,cr)/|B∗2,cr|
9 2.8 0 -1.23 -1.38 0.11
15 3.45 0 -1.12 -1.29 0.13
30 3.95 0 -0.93 -1.20 0.23
15 2.5 9.5 -2.60 -2.87 0.09
Table 5.1: Values of the second virial coefficient B∗2 , B
∗
2,cr, and the relative distance to the
critical point for the two different colloid models.
of the simulation data for various system sizes and densities (see Fig. 5.3). However, at the
temperature relevant for the dynamical simulations, we have found no indication for phase
separation in the GEMC simulation nor in additional NVT simulations at that temperature.
In fact, the calculated isotherms were monotonously increasing with the density. Structure
factors calculated for low densities (φ < 0.05) and extrapolated to zero wave vector nicely
follow the prediction from the isothermal compressibility using the low density virial expres-
sion. These simulations yield the values for B∗2 presented in Table 5.1.
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Figure 5.3: Phase diagram of colloids with anisotropic patchy interaction, where B2/BHS2
is considered as an effective temperature. The potential parameters are b = 15,
/r = 2.5, and bp = 15, p/r = 9.5 and σ/σp = 6. The various symbols
correspond to systems of different sizes.
5.2 Results: short time diffusion
In experiments, quasielastic scattering (QES) techniques such as dynamic light scattering
(DLS) or NSE provide a q-dependent effective diffusion coefficient D(q), which is used to
probe the dynamics of protein solutions. For dense particle systems, we expect to find dy-
namical regimes as sketched and described schematically in Fig. 5.4. On length scales much
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larger than the nearest neighbour distance, d  σ (or q  4pi/σ), QES measures collective
diffusion. At distances corresponding to the nearest neighbour distance d ≈ σ, however,
QES probes relaxation of the dominant local structure determined by the nearest neighbour
cage. The corresponding diffusion coefficient D(qm), where qm ≈ 2pi/d is the position of the
nearest neighbor peak in the static structure factor S(q), then exhibits increasingly separated
short- and long-time processes that are qualitatively described by local diffusion or “rattling”
in the nearest neighbour cage, followed by cage opening and diffusion out of the cage.
short time              long time
2 /q=d
2 /q d(a) (b)
Figure 5.4: Schematic description of the link between the scattering vector q and the length
scale of the density fluctuations. Shown are (a) the large-scale fluctuations probed
at low q and (b) local dynamics probed at the nearest-neighbor length d, where
for dense hard sphere systems, two well-separated mechanisms emerge.
In our simulations, the short time diffusion coefficient D(qm) is obtained from the dy-
namic structure factor S(qm, t), following Eq. (3.16), for both centrosymmetric and patchy
colloids (see Fig. 5.5). For the isotropic colloids, we extract short-time diffusion coefficients
D(qm) from an exponential-decay fit to the dynamic structure factors at a q-value qmσ = 7.5,
using only the short-time part of S(qm, t) for the fit (t < 0.2τD, where τD = σ2/4D0).
In contrast, for patchy colloids, the short-time diffusion coefficient was determined by a
stretched-exponential fit to the initial decay of the S(qm, t) (t < 0.6τD). By fitting a sim-
ilar stretched-exponential function to the dynamic structure factors of colloids with isotropic
interactions only, we confirmed that the fit function is not altering the diffusion coefficient.
The markedly different concentration-dependent dynamical behavior on the nearest neigh-
bor length scale of the two different colloid models, together with experimental observations
for α- and γB-crytallin, is reflected in the rescaled diffusion coefficient D(qm)/D0, as dis-
played in Fig. 5.6. Figure 5.6(a) demonstrates that the measured D(qm)/D0 for α-crystallin
closely follows the theoretical prediction for hard spheres and indicates that colloid mod-
els quantitatively predict protein diffusion on these length scales over a broad concentra-
tion range. Knowing that the microstructure on length scales d ≈ 2pi/qm does not change
dramatically between hard sphere-like and weakly attractive particles, and following “com-
mon knowledge” that HIs should be dominant for short-time diffusion, it is then tempting
to employ the hard sphere results also as a general guideline to estimate short-time diffu-
sion on these length scales for other proteins, such as γB-crystallin [21]. Surprisingly, how-
ever, experiments suggest a drastically different dynamical behaviour. Figure 5.6a shows that
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Figure 5.5: Dynamic structure factor S(q, t) as function of time t for (a) centrosymmetric
colloids for the packing fraction φ = 0.34, 0.26, 0.17, 0.1 (top to bottom), and (b)
patchy colloids for φ = 0.3, 0.2, 0.1 (top to bottom) with q = qm.
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Figure 5.6: Concentration dependence of the rescaled short-time diffusion at the nearest-
neighbor distance D(qm)/D0. Comparison between the experimentally deter-
mined values [α-crystallin (open black circles) and γB-crystallin (open black
squares)] and the simulation (filled black circles) and theoretical (black line) [210]
results for hard spheres. Moreover, simulation results are shown in (a) for the cen-
trosymmetric potential given by Eq. (5.1) with the parameters b = 30, /r = 3.95
(filled inverse red triangles), b = 15, /r = 3.45 (filled cyan diamonds), and
b = 9, /r = 2.8 (filled green triangles), and in (b), the patchy particle model
with b = 15, /r = 2.5, and bp = 15, p/r = 9.5 and σ/σp = 6 (blue stars).
In addition, the results for the centrosymmetric potential of (a) (filled inverse red
triangles) are displayed for comparison.
D(qm)/D0 for γB-crystallin dramatically slows down with increasing concentration, and de-
creases by almost three orders of magnitude already at a volume fraction of φ = 0.35, which
is far below close packing.
To shed light on the mechanisms responsible for the enormous slowing down of the γB-
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crystallin dynamics, we perform simulations involving the two colloid models. In case of
the centrosymmetric potential, we use several combinations of  and b in order to explore the
effect of the range of the weak attraction on the resulting short-time diffusion coefficient. Fig-
ure 5.6a summarizes the results from these simulations for three pairs of parameters (b = 30
and /r = 3.95, b = 15 and /r = 3.45, and b = 9 and /r = 2.8, respectively). In addi-
tion, results for pure hard sphere fluids are shown as a benchmark to demonstrate the quan-
titative agreement between simulations and available theoretical predictions [210] for such
systems. Evidently, the attractive interactions result in a short-time dynamics that is signifi-
cantly slower than that of hard spheres. However, the centrosymmetric attractive interactions
are obviously not able to even qualitatively reproduce the experimentally observed difference
between α− and γB-crystallin. Moreover, a variation of the range and strength of the at-
traction (while maintaining a similar distance to the critical temperature, i.e., a similar ∆B∗2)
has only a minor effect on the resulting value of the short-time diffusion coefficient. Thus, it
seems clear that a simple centrosymmetric short-range attraction consistent with the overall
phase diagram is not able to account for the dramatic slowing down of the short-time diffu-
sion observed experimentally for γB-crystallin. Here, it is worth mentioning that attempting
to use a centrosymmetric potential compatible with the phase diagram of γB-crystallin in-
deed represents a considerable constraint on the choice of the potential, as for short-range
attractive particles the critical concentration for liquid-liquid phase separation depends on the
range of the attraction.
It has previously been suggested that interactions between γB-crystallins should not be de-
scribed by a simple centrosymmetric pair potential, but a certain degree of patchiness should
be included, similar to that found for other globular proteins [160, 229]. There are a number
of structural features that can result in more directional or patchy attractions, such as a non-
uniform charge distribution or hydrophobic patches on the protein surface (see Fig. 5.1). In
order to elucidate the influence of such patchy interactions on the short-time diffusion of pro-
teins, we apply the simple patchy-colloid model. Figure 5.6b shows that anisotropic patchy
short-range attractions indeed lead to a much stronger slowing down of the protein short-
time dynamics than in the purely centrosymmetric case. The diffusion coefficients from
simulations are still larger than those extracted from experiment. Figure 5.6b nevertheless
clearly demonstrates the importance of patchy attractions on short-time diffusion of proteins
in crowded solutions.
5.3 Results: system configuration & bond lifetime
We obtain a qualitative understanding of the dramatic slowing down of the short-time diffu-
sion in the case of attractive patches from a first qualitative inspection of the particle con-
figurations found in the simulations. The snapshots of the colloid configurations shown in
Figs. 5.7(a), 5.7(b) illustrate that both types of attraction lead to the formation of tempo-
rary protein clusters. They however strongly differ in their average size and structure. For
particles with isotropic attractions, the typical density fluctuations lead to the formation of
rather compact clusters, where the largest cluster comprises only a small fraction of the col-
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loids. Moreover, the cluster lifetime is relatively short, which is in agreement with a simple
estimate of the lifetime τb of temporary bonds from the decay of the bond correlation func-
tion CB(t) (see Fig. 5.7(c)). CB(t) is equivalent to the cluster correlation function C(t) (see
Eq. (4.6)) and is defined as [219]
CB(t) =
〈∑
i<j
nij(t)nij(0)
〉
/NB (5.2)
where nij(t) takes into account if two particles are bonded and NB is the total number of
bonds at t = 0. This is comparable to an estimate of the escape time from an attractive
potential well using Kramer’s theory, namely τb ≈ (∆2/D0) exp(−/kBT ), where ∆ is the
width of the potential.
The addition of patchy attractions and the corresponding formation of much larger and
open network-like structures, where frequently a majority of particles forms a single large
cluster, yields long-lived temporary structures (see Figs. 5.7(b), 5.7(c)). The formation of
large and slowly relaxing clusters due to non-specific attractive interactions in crowded pro-
tein solutions as a source of slowing down of long time diffusion has already been pointed out
by Ando and Skolnick [21]. Here, we see that such interactions can also dramatically slow
down local diffusion, and that this effect is strongly influenced by the existence of attractive
patches.
5.4 Results: microstructure
A more quantitative analysis of these transient colloid structures provides additional insight
on the origin of the slow-down in the dynamics of patchy colloids compared to centrosym-
metric interactions.
5.4.1 Static structure factor
The effect of particle concentration on the structure of the colloids is evident by the behavior
of the static structure factor. Figure 5.8 illustrates the structure factor for the centrosymmetric
and the anisotropic patchy colloids at different volume fractions. The nearest neighbor peak
at qσ ≈ 7.2 increases in height with increasing volume fraction as expected, which signifies
the increasing number of neighbors at higher volume fraction. We observe that at low-q
regime, S(q) (at φ = 0.1) for the isotropic colloids tends toward a limited peak, while for
colloids with patchy interactions it keeps on increasing with decreasing q, due to the presence
of space spanning cluster in patchy colloid system compared to a compact cluster in isotropic
ones.
5.4.2 Pair correlation function
Figure 5.9 displays pair correlation functions g(r) for both types of interactions at a vol-
ume fraction φ = 0.1. The correlation function exhibits a clear nearest neighbour peak as
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Figure 5.7: Formation of transient clusters due to weak short-range attractions. Snapshots
showing the configurations of particles at φ = 0.1 for (a) centrosymmetric attrac-
tion, and (b) with two additional attractive patches. The color code corresponds to
the size of the cluster, Nc/N , to which the particle belongs. Here, Nc is the num-
ber of particles in a cluster, and N is the total number of particles in the system.
(c) Bond lifetime τb, estimated using Eq. (5.2), as a function of volume fraction
φ for colloids with centrosymmetric attraction (red) and with additional attractive
patches (blue).
well as a well-defined next nearest neighbour peak of g(r), which indicates the formation of
clusters. This peak is more pronounced for the patchy-colloid solution, and we also obtain
a more pronounced depletion between the first and second neighbours in the patchy-colloid
system. Both aspects point to distinct differences in the local structure, with significantly
more prominent spatial correlations in the case of a patchy attraction.
5.4.3 Cluster analysis
The differences in the cluster structure are also reflected in the distribution of the number of
nearest neighbours Nb of a particle, at least at low concentrations. The respective distribu-
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Figure 5.8: Structure factor for colloids with and without patchy interactions. (a) For colloids
interacting solely by the centrosymmetric potential, at the volume fractions φ =
0.1 (blue), 0.17 (red), 0.26 (green), and 0.34 (brown), the potential parameters are
b = 30 and /r = 3.95, and (b) for patchy colloids, at φ = 0.1 (blue), 0.2 (red),
and 0.3 (green), the parameters are b = 15, /r = 2.5, bp = 15, and p/r = 9.5.
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Figure 5.9: Structural correlations in colloids with and without patchy interactions; the pair
correlation function of colloids with centrosymmetric (red) and additional patch
interactions (blue) for φ = 0.1. For the centrosymmetric potential, the parameters
are b = 30, /r = 3.95, and for the patchy system b = 15, /r = 2.5, bp = 15,
p/r = 9.5, and σ/σp = 6.
tion functions are displayed in Figs. 5.10(a), 5.10(b). For both, the non-patchy and patchy
colloids, the distribution functions at φ = 0.1 exhibit a peak at Nb = 2, i.e., aggregates of
colloids with two neighbours dominate. However, the peak at Nb = 2 for the patchy system
is more pronounced and indicates the preferred formation of strings due to patch-patch in-
teractions. This is further supported by the connectivity of patches (see Fig. 5.10(c)). With
increasing volume fraction, the fraction of patches with one connection increases fast and
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Figure 5.10: Distribution functions of the number of neighbors Nb of a colloidal particle. (a)
Distribution functions for colloids interacting solely by the centrosymmetric po-
tential at the volume fractions φ = 0.1 (blue), 0.17 (red), 0.26 (green), and 0.34
(black). The potential parameters are b = 30 and /r = 3.95. (b) Distribution
functions for patchy colloids at φ = 0.1 (blue), 0.2 (red), and 0.3 (green). The
potential parameters are b = 15, /r = 2.5, bp = 15, and p/r = 9.5. Two
colloids are considered as neighbors when their separation is smaller than the
radial distance at the first minimum of the pair correlation function. (c) Rela-
tive number of patches Ncp(n) in direct contact with each other as a function of
the volume fraction, where n is the number of contacts. Zero corresponds to no
patch contact, unity to one, etc. Two patches are in contact when their interaction
energy is half the minimal energy of the patch-patch interaction potential.
saturates for φ > 0.1. This corresponds to the formation of string-like structures and hence
one-dimensional long-lived aggregates. In addition, the fraction of patches with two connec-
tions (three colloids) is significant and exceeds that of all other connectivities above φ = 0.3.
Such links allow for branching of string-like structures. No patch connections by more than
three colloids are present, which is prevented by the packing of colloids for the chosen patch
size. At higher volume fractions, the differences in the cluster structure are less pronounced.
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Here, packing starts to dictate the local structure rather than specific interactions. The attrac-
tion between strings and parts of strings due to the additional isotropic potential enhances
three-dimensional structure formation. Since the latter (isotropic) attraction is weaker than
that for the non-patchy systems, the appearing structures are more open and network-like.
These temporary system-spanning networks are the origin of the dramatic slowing down of
the short-time dynamics on the length and time scales measured in the NSE experiment.
They also provide a likely explanation for the unusually slow collective dynamics and the
existence of an arrest line at relatively low volume fractions of φ ≈ 0.35 for γB-crystallin
solutions reported earlier [160].
5.5 Summary
Our study of colloid aggregation, applicable to protein solutions, show that the short-time dif-
fusion of proteins over distances comparable to the average distance between nearest neigh-
bors, crucial to many biological processes, is dramatically slowed down at concentrations
comparable to those found in the cytoplasm of living cells, compared to dilute solutions.
This becomes particularly pronounced when the proteins exhibit short-range attractions, a
feature common to many globular proteins. Moreover, the presence of attractive patches on
the protein surface can have a tremendous effect on D(qm)/D0, despite the fact that the over-
all strength of the effective pair potentials as characterized by B∗2 is comparable. Moreover, a
detailed investigation of the microstructure reveals a space-spanning percolating network of
the patchy colloids with a considerably higher bond-lifetime.
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Chapter 6
Minimal model of active particles
Simplified and generic models of microswimmers assist in a thorough understanding of
the relevant physical mechanisms, which comprises the propulsion mechanism of individ-
ual microswimmers, their collective behavior, and their properties in external fields and
confinement [64, 65]. In this chapter, we discuss the well-known active Brownian parti-
cle (ABP) description of an active particle, namely a spherical colloid with given propul-
sion of fixed magnitude, which changes direction in a diffusive manner by a stochastic pro-
cess [64–66, 88, 94, 97]. This model has been exploited to characterize the phase behavior of
active systems [88, 92–94, 97]. We also present a somewhat simpler model with independent
stochastic processes along the Cartesian coordinates of the active velocity, which corresponds
to a Gaussian, but non-Markovian, colored-noise process for the activity [64,66,94,230–233].
This model is referred in literature as active-Ornstein-Uhlenbeck particle (AOUP) [109]. The
AOUP description has been applied in wide range of simulation and theoretical studies of con-
fined and interacting active particles, such as motility-induced phase transitions [109, 116],
alterations of the glass behavior [234], or the accumulation phenomena at walls [115], to
name just a few.
6.1 ABP model
An ABP is a spherical colloidal particle of diameter σ, which is propelled with constant
velocity v0 along its unit orientation vector e in d dimensions [62,88,93,94,97,103,231,232].
Its translational motion is described by the Langevin equation
r˙(t) = v(t) +
1
γT
(F (t) + Γ (t)) , (6.1)
with v(t) = v0e(t). Here, r and r˙ are the particle position and velocity, respectively, F =
−∇U is the force by the potential U , and γT is the translational friction coefficient. Thermal
fluctuations are captured by the Gaussian and Markovian random force Γ (t) with zero mean
and the second moments
〈Γα(t)Γβ(t′)〉 = 2γTkBTδαβδ(t− t′). (6.2)
Strictly speaking, the stochastic process Γ (t) does not have to be of thermal origin only,
and kBT not necessarily the thermal energy. It accounts for white-noise stochastic processes
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affecting the translational motion of the ABP and may comprise active contributions. Inde-
pendent of that we will refer to it as thermal motion in the following.
The orientation e changes independently as
e˙(t) = ηˆ(t)× e(t), (6.3)
where ηˆ is a Gaussian and Markovian stochastic process with zero mean and the second
moment
〈ηˆ(t) · ηˆ(t′)〉 = 2(d− 1)DRδ(t− t′) (6.4)
determined by the rotational diffusion coefficient DR. Note that we assume e · ηˆ = 0, i.e.,
only the stochastic process component perpendicular to the orientation vector is contributing
in its time evolution (see Eq. (6.3)). This constraint reduces the number of degrees of freedom
and we have the prefactor (d− 1) in Eq. (6.4) instead of d. In case of thermal noise only, the
translational diffusion coefficient DT = kBT/γT and DR of a colloid in dilute solution are
related via σ2DR/DT = 3 in 3d; σ is the diameter of the colloid [235]. In general, DR can
be larger than the thermal value due to activity-induced rotation.
6.1.1 Solving equations of motion
In simulations, the translational equations of motion (6.1) can be solved via the Ermak-
McCammon algorithm as mentioned in Sec. 1.5.1 [171]. The equations of motion (6.3) for
the orientation vector are solved as follows. By
e′(t+ ∆t) = e(t) + eθ(t)∆ηθ + eφ(t)∆ηφ (6.5)
a unnormalized estimation of the vector e is obtained, where e =
(cosφ sin θ, sinφ sin θ, cos θ)T in spherical coordinates [103]. This follows from the
random walk on a unit sphere [236]. The eξ (ξ ∈ {φ, θ}) are unit vectors, follow by
differentiation eξ ∼ ∂e/∂ξ and normalization. The ∆ηξ are again Gaussian and Markovian
stochastic processes with zero mean and the second moments
〈∆ηξ∆ηξ′〉 = 2DRδξξ′∆t, (6.6)
where ∆t is the integration time step. Normalization of e′(t + ∆t) yields e(t + ∆t), i.e.,
e(t+ ∆t) = e′(t+ ∆t)/|e′(t+ ∆t)| as the new orientation vector at time (t+ ∆t).
We introduce the dimensionless quantities Péclet number Pe and the ratio ∆ between the
translational and rotational diffusion coefficient to characterize the system, where
Pe =
v0σ
DT
, ∆ =
DT
σ2DR
. (6.7)
The Péclet number compares the importance of advective forces to thermal forces. At low
Pe, thermal forces dominate and properties can be approximated by equilibrium properties.
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Conversely, purely non-equilibrium phenomena become prominent at large Pe. An alterna-
tive Péclet number can be introduced via
Pˆ e = Pe∆ =
v0
σDR
. (6.8)
However, we prefer Eq. (6.7), since we want to resolve the effect of the two independent
quantities v0 (∝ Pe) and DR (∝ ∆−1) separately. Further, for simulation convenience, we
rewrite the Eqs. (6.1) and (6.3) in terms of dimensionless quantities by considering σ and
σ/v0 as the units of length and time, respectively.
6.2 Dynamics of ABPs
6.2.1 Autocorrelation of orientation vector
The orientation-vector equation of motion (6.3), can be rewritten for an infinitesimal time
interval dt as
de = e(t)× dηˆ(t)− (d− 1)Dredt (6.9)
within the Ito calculus [103, 236].
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Figure 6.1: Auto-correlation functions of the orientation vector at different values of the ro-
tational diffusion coefficient DR (increases from top to bottom, with decreasing
∆ = 0.3, 0.06, 0.12, 0.3; Pe = 100).
Multiplying with e(0) and averaging yields
d
dt
〈e(t) · e(0)〉 = −(d− 1)Dr 〈e(t) · e(0)〉 , (6.10)
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where the average over the stochastic term vanishes as e(t) is a nonanticipating function.
Solving the equation gives the autocorrelation function [103, 236]
〈e(t) · e(0)〉 = e−(d−1)DRt. (6.11)
This implies that the orientation of self-propulsion of the ABPs relaxes due to rotational
diffusion with the persistence time τR = 1/[(d− 1)DR] (see Fig. 6.1).
6.2.2 Diffusion
The standard relation for the mean square displacement of an active Brownian particle in d
dimensions can be derived employing the virial theorem [123]. For a force-free (F = 0)
single particle multiplication of the equation of motion (6.1) by r(t) leads to
1
2
d
dt
〈
r(t)2
〉
= v0 〈e(t) · r(t)〉+ 1
γ
〈Γ (t) · r(t)〉 , (6.12)
where 〈. . .〉 denotes the ensemble average. In the asymptotic limit t → ∞, the average on
the LHS represents the mean square displacement of the homogeneous and isotropic system.
The averages on the RHS can be evaluated using the formal solution in the stationary state,
r(t) = r(−∞) +
∫ t
−∞
(
v0e(t
′) +
1
γ
Γ (t′)
)
dt′ (6.13)
of Eq. (6.1) and Eq. (6.11), which yields
〈
(r(t)− r(0))2〉 = 2dDT t+ 2v20
[(d− 1)DR]2
[
(d− 1)DRt+ e−(d−1)DRt
]
, (6.14)
with the diffusion coefficient [103]
D =
kBT
γ
+
v20
d(d− 1)DR (6.15)
in the asymptotic limit t→∞, which increases with increasing v0 or activity (see Fig. 6.2).
6.3 Active Ornstein-Uhlenbeck Particle
The propulsion velocity v0e, with the equation of motion (6.3), obeys the strict condition
|e(t)| = 1. For our analytical considerations, we lift this restriction and consider the fre-
quently used equation
v˙(t) = −γRv(t) + η(t) (6.16)
for the propulsion velocity [62,64,109,231,232,237]; here, the Cartesian velocity components
are independent. The damping factor γR is related to the rotational diffusion coefficient
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Figure 6.2: Mean square displacement (MSD) of an ABP at different activities (Pe =
10, 25, 50, 100 (bottom to top); ∆ = 0.33). As expected, the MSD shows a tran-
sition from ballistic motion to diffusion.
according to γR = (d − 1)DR, and η is a Gaussian and Markovian stochastic process with
zero mean and the second moments
〈ηα(t)ηβ(t′)〉 = 2(d− 1)
d
v20DRδαβδ(t− t′), (6.17)
where α, β ∈ {x, y, z}. The Langevin equations (6.16) with noise amplitudes (v20DR), which
are independent of the stochastic variables (v), describe a Ornstein-Uhlenbeck process (see
Sec 1.4) [163]. Hence, we will refer to the active particle obeying Eqs. (6.1) and (6.16)
as active-Ornstein-Uhlenbeck particle (AOUP) in the following, adopting the notation of
Ref. [109].
The linear Eq. (6.16) is easily solved and yields the correlation function
〈vα(t)vβ(t′)〉 = 1
d
δαβv
2
0e
−γR|t−t′|. (6.18)
Hence, for an homogenous and isotopic system, the stochastic processes, determined by
Eqs. (6.4) and (6.16), yield the same correlation function for the propulsion velocity, namely
〈v(t) · v(t′)〉 = v20e−γR|t−t′| [64, 66, 88, 93, 94, 109, 231, 232].
With the Gaussian character of η and the correlation function (6.18), Eq. (6.1) is the
Langevin equation of a particle in the presence of white noise (Γ ) and, in addition, non-
Markovian colored noise. The non-Markovian character prohibits a general solution of the
Langevin equation, and no closed Fokker-Planck equation can be derived in general [238].
Analytical solutions exist for a constant force and a harmonically bound particle (linear
force), typically for one dimension [237–241]. For nonlinear forces approximations have
to be applied.
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Chapter 7
Confined ABPs
In this chapter, we discuss Brownian dynamics simulations and analytical calculations of
active particles in three dimension, which are confined spatially by a radially symmetric
potential and determine their distribution function. In the simulations, the active Brownian
particle (ABP) is propelled with a prescribed velocity along a body-fixed direction, which is
changing in a diffusive manner (see Sec. 6.1). For the analytical approach, we consider the
active Ornstein-Uhlenbeck particle (AOUP) model, where the Cartesian components of the
propulsion velocity are assumed to change independently (see Sec. 6.3).
We particularly consider ABPs and AOUPs confined in a harmonic potential [62, 79, 161,
237, 239, 240, 242, 243]. As for passive systems, harmonically bound active particles are an
excellent model system to extract the generic features of confined nonequilibrium systems.
Specifically, the equations of motion of AOUPs can be solved analytically, and thus provide
valuable insight into the out-of-equilibrium dynamics of active systems. Correspondingly,
several theoretical studies of AOUPs have been performed, predominantly in one dimen-
sion [237,239–241]. As an extension, we provide the full solution of the dynamical equations
in terms of position and velocity for arbitrary dimensions, taking into account thermal as well
as self-propulsion contributions. The spatial distribution, obtained by integration of the gen-
eral distribution function over velocity, of a AOUP is a Gaussian centered at the origin of the
potential. However, the off-center accumulation observed for ABPs can be captured analyt-
ically by considering the spatial conditional probability distribution function of AOUPs at a
given propulsion velocity. For anharmonic potentials, we apply the Unified Colored Noise
Approximation (UCNA) to find an approximate stationary-state solution [238, 244]. The
comparison between the simulation and analytical results reveals the quantitative suitability
of the applied approximation schemes.
7.1 AOUP in harmonic potential
7.1.1 Equations of Motion and Fokker-Planck equation
AOUPs in a radially symmetric harmonic potential
Uh(r) =
1
2
kr2 (7.1)
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leads to independent equations of motion for the Cartesian components of the position vector,
i.e.,
r˙(t) = −κr(t) + v(t) + 1
γT
Γ (t), (7.2)
with the abbreviation κ = k/γT . Equations (6.16) and (7.2), together with the correlation
functions (6.2) and (6.17), describe an Ornstein-Uhlenbeck process and can be solved analyt-
ically [163].
Complementary, the AOUP dynamics is described by the distribution function ψ(r,v, t) =∏
α ψα(rα, vα, t), where α ∈ {x, y, z} refers to the Cartesian coordinate directions, which
obeys the Fokker-Planck equation (see Sec. 1.4.1) [163]
∂
∂t
ψ = κ
∂
∂r
(rψ)− ∂
∂r
(vψ) + γR
∂
∂v
(vψ) +
kBT
γT
∂2
∂r2
ψ +
γRv
2
0
d
∂2
∂v2
ψ.
7.1.2 Solution of the Equations of Motion
Due to the Gaussian nature of the stochastic processes and the fact that a Gaussian is deter-
mined by its first and second moment, the full time-dependent solution of the Fokker-Planck
equation can be obtained (Sec. 1.4.1) [163]. Explicitly, the conditional distribution function
is given by
ψα(rα, vα, t|r0α, v0α, 0) =
1
2pi
√|Λ(t)| exp
(
−1
2
xTα(t)Λ(t)
−1xα(t)
)
. (7.3)
with the abbreviation
xα(t) = (rα − 〈rα(t)〉 , vα − 〈vα(t)〉)T (7.4)
and the initial values r0 and v0 at the time t = 0. Note that we will use v0α = v0/
√
d in the
following. The symmetric matrix Λ is the covariance matrix
Λ =
(
Λrr Λrv
Λrv Λvv
)
=
( 〈(rα − 〈rα〉)2〉 〈(rα − 〈rα〉)(vα − 〈vα〉)〉
〈(rα − 〈rα〉)(vα − 〈vα〉)〉 〈(vα − 〈vα〉)2〉
)
, (7.5)
Λ−1 its inverse, and |Λ| the determinant. The appearing moments conveniently follow from
the Langevin equations (7.2) and (6.16). From the solution of the linear equations (see
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Eqs. (1.30) and (1.31)), we find
〈vα(t)〉 = v0√
d
e−γRt, (7.6)
〈rα(t)〉 = r0αe−κt +
v0√
d(γR − κ)
(
e−κt − e−γRt) , (7.7)
Λrr(t) =
kBT
k
(
1− e−2κt)+ v20
dκ(γR + κ)
(7.8)
+
v20
d(κ− γR)2
(
4γR
γR + κ
e−(κ+γR)t − e−2γRt − γR
κ
e−2κt
)
,
Λrv(t) =
v20
d(γR + κ)
(
1− e−(γR+κ)t)− v20
d(γR − κ)
(
e−(γR+κ)t − e−2γRt) ,
Λvv(t) =
v20
d
(
1− e−2γRt) . (7.9)
Since the dynamics of the velocity v is independent of the position of the particle, the relax-
ation behavior of Eqs. (7.6) and (7.9) is naturally determined by γR only. Two independent
relaxation mechanisms are present for the moments involving positions. For κ/γR  1, the
long-time behavior is dictated by the relaxation time 1/γR of the propulsion velocity. In the
opposite limit κ/γR  1, the relaxation behavior of Λrv is still governed by γR. Only for
〈rα〉 and Λrr relaxation due to confinement is important, whereby Λrr changes with time as
Λrr(t) =
(
kBT
k
+
v20γT
dkγR
)(
1− e−2κt) , γRt 1, (7.10)
similar to an overdamped Brownian particle [163], but with an activity-dependent amplitude.
Two relaxation processes have already been found in Ref. [239] for the particle’s positional
autocorrelation function.
In the stationary state, the distribution function turns into
ψ(r,v) =
(
2pi
√
|Λ|
)−d
exp
(
−1
2
(Λ−1rr r
2 + 2Λ−1rv r · v + Λ−1vv v2)
)
, (7.11)
with
Λ−1rr =
dk(κ+ γR)
2
dkBT (κ+ γR)2 + γRγTv20
, (7.12)
Λ−1rv = −
dk(κ+ γR)
dkBT (κ+ γR)2 + γRγTv20
, (7.13)
Λ−1vv =
d(κ+ γR)(dkBT (κ+ γR) + γTv
2
0)
v20[dkBT (κ+ γR)
2 + γRγTv20]
, (7.14)
|Λ| = kBTv
2
0
dk
+
γRv
4
0
d2κ(κ+ γR)2
. (7.15)
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The distribution function (7.11) reduces to the expression derived in Refs. [239, 240] for
d = 1. It is important to note that Eq. (7.11) is different from the stationary-state distribu-
tion function of a passive Brownian particle [62, 163] even in the limit v0 → 0, where the
latter yields independent distributions for the potential and the kinetic energy (Boltzmann
distribution), since the term Λ−1rv = k/kBT (γR + κ) does not vanish. The result as such is
not surprising, because of the differences in the underlying models. For AOUPs and ABPs,
the overdamped dynamics of the particle position is considered and the velocity (orientation)
is introduced as an independent degree of freedom. As a consequence, the forces on the
AOUP/ABP determine its velocity. In contrast, in case of passive Brownian particles, the
forces rule the acceleration.
In general, the coupling of position and velocity prevents the definition of a suitable effec-
tive temperature based on the stationary-state distribution function, aside from inconsistencies
with dynamical quantities [239]. However, an effective temperature Te can be introduced in
the limit γR/κ 1 by defining Λ−1rr = k/kBTe, which yields
kBTe = kBT +
γTv
2
0
γRd
, (7.16)
as in Ref. [239]. Aside from kBT and the dimension d, Te agrees with the definition in
Ref. [239]. The other Λs in Eq. (7.11) reduce then to Λ−1vv = d/v
2
0 and Λ
−1
rv = k/γRkBTe.
In the limit γR → ∞, Λ−1rv vanishes and independent distribution functions are obtained for
r and v, identical with those of a passive Brownian particle. This is not surprising, since in
this limit the stochastic process (6.18) turns into a Markovian process with a finite amplitude.
Hence, v can be neglected in Eqs. (6.1) and (7.2), which leads to a decoupling of the equations
of motion for the position and velocity. However, as already pointed out in Ref. [239], the
interesting case for active particles is the limit of strong propulsion γR/κ 1.
We like to mention that the stationary-state second moments following from Eqs. (7.8)
– (7.9) for AOUPs are identical with those of ABPs, since they involve only up to second
moments of the velocity v (respectively e), i.e., the correlation functions (6.11) and (6.18).
However, it has to be kept in mind that the distribution function for an ABP is non-Gaussian
in general. An alternative derivation of the second moment for the particle position has been
presented in Ref. [241].
Integration of Eq. (7.11) over the positional coordinates yields the velocity distribution
function
ψ(v, t|v0, 0) =
[
2piv20
d
(
1− e−2γRt)]−d/2 exp(− d(v − 〈v〉)2
2v20(1− e−2γRt)
)
, (7.17)
which turns into
ψ(v) =
[
d
2piv20
]d/2
exp
(
−dv
2
2v20
)
(7.18)
in the stationary state (t → ∞). Equations (7.17) and (7.18) also simply follow from the
Fokker-Planck equation of the Langevin equation (6.16) for the velocity.
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Integration of Eq. (7.11) over the velocity coordinates yields the positional distribution
function
ψ(r, t|r0, 0) = [2piΛrr(t)]−d/2 exp
(
−(r − 〈r〉)
2
2Λrr(t)
)
, (7.19)
which reduces in the stationary state to [239]
ψ(r) = [2piΛrr]
−d/2 exp
(
− r
2
2Λrr
)
, (7.20)
with (see Eq. (7.8))
Λrr =
kBT
k
+
v20
dκ(γR + κ)
. (7.21)
Naturally, we obtain a simple Gaussian distribution function for ψ(r) of the AOUP, with a
maximum at the minimum r = 0 of the potential. Computer simulations of the ABP model
obeying Eqs. (6.1) and (6.3) yield a different distribution with, depending on activity, an
off-center maximum [79, 237].
Strictly speaking, the distribution function (7.20) should not be compared with that of an
ABP. In Eq. (7.20), all velocity contributions have been integrated out, whereas for an ABP,
the magnitude of the velocity is fixed. The latter corresponds to a distribution function ψ(r)
at fixed v0. The corresponding distribution function of an AOUP is the conditional probability
distribution function ψ(r|v0). Hence, this is the suitable distribution function of an AOUP to
be compared with the spatial distribution function of an ABP.
7.1.3 Conditional probability distribution function
The conditional probability density ψ(r|v) of the position r for a fixed velocity v is defined
by the relation [163]
ψ(r,v) = ψ(r|v)ψ(v). (7.22)
Using Eqs. (7.11) and (7.18), we find
ψ(r|v) =
(
Λvv
2pi|Λ|
)d/2
exp
(
− Λvv
2|Λ|
(
r − Λrv
Λvv
v
)2)
, (7.23)
with Λvv = v20/d and Λrv = v
2
0/d(γR + κ).
The spatial distribution function for |v| = v0 is obtained by integration of Eq. (7.23) over
the orientation of the velocity v. Evaluation of the integrals yields:
• Two dimensional (2d) system
ψ(r|v0) =Λvv|Λ| exp
(
− Λ
2
vr
2Λvv|Λ|v
2
0
)
exp
(
− Λvv
2|Λ|r
2
)
I0
(
Λrv
|Λ| v0r
)
, (7.24)
where I0(x) is the modified Bessel function of the first kind.
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• Three dimensional (3d) system
ψ(r|v0) =
(
Λ3vv
2pi|Λ|
)1/2
2
Λrvv0r
exp
(
− Λ
2
vr
2Λvv|Λ|v
2
0
)
exp
(
− Λvv
2|Λ|r
2
)
sinh
(
Λrvv0r
|Λ|
)
.
(7.25)
We now introduce the Péclet number Pe, and the ∆ definitions of Eq. (6.7) with the
strength k˜ of the harmonic potential as a dimensionless quantity, where
k˜ =
kσ2
kBT
; (7.26)
σ is the diameter of the particle. The factors Λvv/|Λ| and Λrvv0/|Λ| of the distribution
functions (7.24) and (7.25) then turn into
|Λ|
Λvvσ2
=
1
k˜
+
Pe2(d− 1)∆
dk˜(k˜∆ + d− 1)2 , (7.27)
|Λ|
Λrvv0σ
=
k˜∆ + d− 1
Pe∆
(
1
k˜
+
Pe2(d− 1)∆
dk˜(k˜∆ + d− 1)2
)
. (7.28)
In both expressions, the term 1/k˜ corresponds to the thermal (white-noise) contribution. Ac-
tivity dominates when the Péclet number exceeds the critical value
Pec =
√
d
(d− 1)∆(k˜∆ + d− 1). (7.29)
The following asymptotic dependencies are obtained for Eqs. (7.24) and (7.25):
(i) Pe/Pec  1
In this case, Λvvσ2/|Λ| = k˜, and the Gaussian function in Eqs. (7.24), (7.25) turns into
the Boltzmann distribution exp(−kr2/2kBT ) of a passive particle. The relevance of the
Bessel or the hyperbolic sine function depends on the values of k˜ and ∆, respectively.
However, as long as Pek˜
√
∆/Pec  1, the positional distribution is solely determined
by the Boltzmann distribution of a thermal passive particle.
As noted earlier, κ/γR  1, or k˜∆  1, is the interesting limit for self-propulsion,
which implies Pec ≈ k˜
√
∆  1. Interestingly, Pec increases then linearly with k,
and can assume large values. Hence, for strongly confined AOUPs and moderate ∆,
Pe/Pec  1 and the term 1/k˜ in Eqs. (7.27), (7.28) dominates even for Péclet numbers
significantly larger than unity.
(ii) Pe/Pec  1
For k˜ and ∆ on the order of unity, Pec is also on the order of unity, hence, typi-
cally Pe/Pec  1. Then, Eqs. (7.27) and (7.28) become |Λ|/Λvvσ2 ≈ Pe2∆/k˜ and
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|Λ|/Λrvv0σ ≈ Pe/k˜. Thus, the argument of the Bessel and hyperbolic sine func-
tion is proportional to 1/Pe, i.e., is small for large Pe, and these functions will only
weakly contribute to ψ(r|v0). Consequently, we obtain a Boltzmann distribution with
the effective temperature of Eq. (7.16), where kBTe ≈ kBTPe2∆/d(d − 1), because
Pe 1.
In limit Pec ≈ k˜
√
∆  1, Eqs. (7.27), (7.28) are universal functions of Pˆ e (6.8), and
kˆ = k˜∆ = (d− 1)κ/γR, i.e.,
|Λ|
Λvvσ2
=
Pˆ e2(d− 1)
dkˆ(kˆ + d− 1)2 , (7.30)
|Λ|
Λrvv0σ
=
Pˆ e(d− 1)
dkˆ(kˆ + d− 1) . (7.31)
Here, the thermal process, Γ , does not contribute to the dynamics anymore. Note that
Pec  1 follows also for ∆→ 0, i.e., k˜∆ . 1 and Pec ≈ 1/
√
∆.
We like to emphasize that ∆ is typically smaller than unity. In case of thermal motion,
∆ = 1/3 for a colloid in a fluid. Activity can cause larger rotational diffusion coefficients
and, hence, smaller ∆, which has been confirmed experimentally for E. coli bacteria [64, 86,
245, 246] and Chlamydomonas reinhardtii cells [86].
ABPs confined in a 2d harmonic potential have been considered in Ref. [161]. The an-
alytical approximations provided in that article also follow from the distribution function
Eq. (7.24). Inserting Eqs. (6.7) in Eq. (7.24), we find in the limit k˜∆ = (d − 1)κ/γR  1
and k˜2∆/Pe2(d− 1) = kBTκ2/γRγTv20  1
ψ(r|v0) = k
2pikBT
exp
(
− Pe
2
4Uh(σ)
)
exp (−Uh(r)/kBT ) I0(Per/σ). (7.32)
This expression coincides with that derived in Ref. [161]. In the opposite limit γR → ∞,
where Λrv/|Λ| → k/γRkBT → 0, Taylor expansion of the Bessel function to lowest order
yields
ψ(r) = Nc exp (−βUh(r))
(
1 + ∆2Pe2β2Uh(σ)Uh(r)
)
. (7.33)
Nc is the normalization coefficient. In terms of the dependence on the potential Uh(r) and
the Péclet number, this result agrees with the expression derived in Ref. [161]. However, we
find a different dependence on γR = DR and the strength of the potential. In Ref. [161], the
term Uh(σ) is missing and ∆ appears only linearly. This might be related to the alternative
approach of Ref. [161]. The advantage of our result is that we not only obtain limiting
expressions, but can also describe the crossover from small to large γR.
Finally, the conditional probability density ψ(v|r) is given by
ψ(v|r) =
(
Λrr
2pi|Λ|
)d/2
exp
(
− Λrr
2|Λ|
(
v − Λrv
Λrr
r
)2)
. (7.34)
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7.2 Unified Colored Noise Approximation
An analytical solution of Eqs. (6.1) and (6.16) is the exception rather than the rule. Naturally,
a Fokker-Planck equation can be derived for the coupled Langevin equations due to their
Gaussian and Markovian character [163]. The stochastic process for r only, however, is no
longer Markovian, which is reflected by the colored noise correlation function Eq. (6.18).
This implies the lack of a Fokker-Planck-type equation for the (reduced) probability density
function ψ(r, t) [238]. At the moment, at best an approximate Fokker-Planck-type equation
can be derived [238, 247, 248]. One of the approximation schemes is denoted as Unified
Colored Noise Approximation (UCNA) [238]. This approximation has been applied to ABPs
in Refs. [106, 115, 117, 243, 244]. Here, our goal is to elucidate the applicability and validity
of the UCNA for the ABP model of Sec. 6.1 confined in an anharmonic potential.
7.2.1 Multidimensional stationary-state positional distribution
function
A derivation of the multidimensional stationary-state probability distribution function within
the UCNA is presented in Refs. [238, 244]). In brief, the Langevin equation for r within the
UCNA is obtained by calculating the time derivative of Eq. (6.1) and insertion of Eq. (6.16)
[238, 244]. Thereby, we neglect the random force Γ . This yields
r¨ =
(
−γR + 1
γT
(∇F )T
)
r˙ +
γR
γT
F + η. (7.35)
By considering the overdamped limit, i.e., γR → ∞, the Langevin equation is obtained
[238, 244]
r˙ =
γR
γT
M−1F + M−1η, (7.36)
with the abbreviation
M = γRE− 1
γT
(∇F )T (7.37)
and the unit matrix E. Equation (7.36) represents a Markovian approximation of the colored
noise random process.
The Fokker-Planck equation corresponding to Eq. (7.36) within the Stratonovich definition
is [163, 244]
∂ψ(r, t)
∂t
= −γR
γT
∇ · (M−1Fψ)+ γRv20
d
∇ · [M−1∇ · (M−1ψ)] .
In case of a vanishing probability current, the stationary-state solution follows from
M−1Fψ − γTv
2
0
d
M−1∇ · (M−1ψ) = 0. (7.38)
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By multiplying twice with M and using the derivative of the determinant |M| of M, this
equation becomes
∇ψ =
(
d
γTv20
MF +
1
|M|∇M
)
ψ (7.39)
by applying the relation
∂Mβγ
∂rα
=
1
γT
∂3U
∂rα∂rβ∂rγ
=
∂Mαγ
∂rβ
=
∂Mαβ
∂rγ
. (7.40)
The solution of Eq. (7.39) is
ψ(r) =
|M|
Z
exp
(
− dγR
γTv20
U − d
2γ2Tv
2
0
∇U · ∇U
)
, (7.41)
where Z insures the normalization of the distribution function [243].
7.2.2 Approximate multidimensional stationary-state velocity
distribution function
A Fokker-Planck equation corresponding to Eq. (7.35) can be derived as follows [109, 243].
With r˙ = u, Eq. (7.35) is equivalent to
r˙ = u, (7.42)
u˙ =−Mu+ γR
γT
F + η. (7.43)
The respective Fokker-Planck equation for the distribution function ψ(r,u) is
∂
∂t
ψ(r,u, t) =− u · ∂ψ
∂r
+
∂
∂u
· (Muψ)− γR
γT
F · ∂ψ
∂u
+
γRv
2
0
d
∂2ψ
∂u2
, (7.44)
No general solution of this equation has been derived so far. In Refs. [109,243], approximate
stationary-state distribution functions are provided, either by a perturbation expansion [109]
or by the ansatz ψ(r,u) = ψ(u|r)ψ(r), with the conditional distribution function ψ(u|r),
which yields a zero current
∫
uψ(r,u)ddu [243]. For our system, the conditional velocity
distribution function is
ψ(u|r) =
√
|M|
(
d
2piv20γR
)d/2
exp
(
− d
2v20γR
uTMu
)
(7.45)
and ψ(r) is identical with Eq. (7.41). The approximation yields a Gaussian distribution for
the velocityu, with a position dependent variance [243]. By the substitutionu = v+F /γT =
v − ∂U
∂r
/γT , we obtain the conditional distribution function for the velocity v.
An interesting quantity is the mean square velocity 〈r˙2〉u = 〈u2〉u, where the subscript
indicates averaging over the velocity at a given position. Via the distribution function (7.45),
we obtain 〈
u2
〉
u
=
v20γR
3
Tr(M−1), (7.46)
where Tr(M−1) denotes the trace of the matrix M−1 [243].
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7.2.3 Radial potential
In case of a radially symmetric potential U(r) = U(|r|), Eq. (7.41) becomes
ψ(r) =
1
Z
(
1 +
1
γRγT
∂2U
∂r2
)
exp
(
− dγR
γTv20
U − d
2γ2Tv
2
0
(
∂U
∂r
)2)
. (7.47)
This distribution function agrees with that presented in Ref. [244] except of the factor in
front of the exponential function—Eq. (6) of Ref [244] contains an additional term with a
first derivative of the potential. Note that the normalization factor Z is
Z =
∫
exp
(
− dγR
γTv20
U − d
2γ2Tv
2
0
(
∂U
∂r
)2)(
1 +
1
γRγT
∂2U
∂r2
)
rd−1dr. (7.48)
In the limit γR → ∞, which corresponds to the limit of an overdamped dynamics (see
Eq. (7.36)), the potential term in the exponent of Eqs. (7.47) and (7.41) dominates and the
distribution function reduces to
ψ(r) =
1
Z0
exp
(
− dγR
γTv20
U(r)
)
, (7.49)
with the respective normalization factor Z0. Hence, a Boltzmann distribution with the poten-
tial U and the effective temperature (7.16) is obtained. Note that the white-noise process Γ
has been neglected in UCNA. This result is consistent with the general expectation for the
Langevin equation (6.1) in the limit γR →∞ discussed in Sec. 7.1.2 following Eq. (7.16).
The conditional distribution function ψ(u|r) for the velocity (7.45) is
ψ(u|r) =
(
d(γTγRr + ∂U/∂r)
2piv20γTγRr
)d/2
exp
(
− d
2v20
[
1 +
1
γTγRr
∂U
∂r
]
u2
)
× exp
(
− d
2v20γTγR
[
∂2U
∂r2
− 1
r
∂U
∂r
]
u2r
)
, (7.50)
where ur = u · er is the radial velocity and er the radial unit vector.
In addition, the mean square velocity (7.46) is given by〈
u2
〉
u
=
v20γR
3
(
γR +
1
γT r
∂U
∂r
)−1 [
3 +
(
1
r
∂U
∂r
− ∂
2U
∂r2
)(
γRγT +
∂2U
∂r2
)−1]
. (7.51)
7.2.4 Harmonic potential
For the harmonic potential Uh of Eq. (7.1), the distribution function (7.47) is equal to ψ(r) of
Eq. (7.20), i.e., the distribution function within UCNA agrees exactly with the full solution
for a harmonic potential. Similarly, with the substitution u = v − κr, Eq. (7.50) becomes
equal to the exact solution Eq. (7.34) for a radial harmonic potential.
This is not surprising, since the distribution function ψ(r,u) = ψ(u|r)ψ(r) with
Eqs. (7.41) and (7.45) satisfies the stationary-state Fokker-Planck equation (7.44) for a con-
stant matrix M. Hence, the approach of Ref. [243] provides an exact solution for Eq. (6.1)—
without thermal noise—and Eq. (6.16) for linear and harmonic potentials.
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7.3 Comparison between Simulation and theoretical
results
7.3.1 ABP and AOUP in Harmonic Potential
Here, we will compare the theoretical results derived in Sec. 7.1.2 and 7.1.3 for an AOUP in
a harmonic potential with respective simulation results for an ABP.
One-dimensional system
Typically one dimensional harmonically confined AOUPs are considered [237, 239–241]. In
contrast, our approach presented so far, with the definitions (6.4) and (6.17), is only mean-
ingful for d > 1. However, Eqs. (6.16) and (6.17) can simply be adapted to a pure 1d motion
by setting
v˙(t) = −γRv(t) + η(t), (7.52)
〈η(t)η(t′)〉 = 2v20γRδ(t− t′). (7.53)
The general solution presented in Sec. 7.1 still applies, we just have to set d = 1 and replace
(d− 1)DR by a nonzero γR.
Integration of the (1d) conditional probability (7.23) over the two possible (plus/minus)
directions of motion yields the conditional probability distribution function
ψ(x|v0) =
(
Λvv
2pi|Λ|
)1/2 [
exp
(
− Λvv
2|Λ|
(
x− Λrv
Λvv
v0
)2)
+ exp
(
− Λvv
2|Λ|
(
x+
Λrv
Λvv
v0
)2)]
.
(7.54)
It is a superposition of two Gaussian functions with maxima at the positions
xm
σ
= ±Λrvv0
σΛvv
= ± Pe∆1
k˜∆1 + 1
, (7.55)
with ∆1 = DT/σ2γR. An estimation of xm, respectively rm of higher dimensional systems,
follows from the (general) condition of vanishing (average) velocity r˙ = 0 (Eq. (6.1)), i.e.,
the balance of the active and confining force, which yields
γT |v| = |F |, (7.56)
and, hence,
xm =
v0
κ
=
Pe
k˜
. (7.57)
This is identical with the expression following from Eq. (7.55) for strong confinement k˜∆1 
1.
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Activity-induced off-center-peaked distribution functions for harmonically confined ABPs
in 1d have been obtained in Ref. [237] by computer simulations. Moreover, the distribution
function of run-and-tumble particles (RTPs) [249] confined in a harmonic potential is dis-
cussed in Refs. [79, 237], and a power-law distribution function is derived, with an exponent
depending on the tumbling rate. This power-law distribution exhibits a singularity at the po-
sition xm for strong confinement. In contrast, the Gaussian function is typically finite at its
maximum, and |x| values larger than |xm| are accessible. Thus, the distribution functions for
ABPs and RTPs are qualitatively different. However, common to both results is the presence
of off-center peaks of the probability distribution function at the same location for strong
confinement.
Three-dimensional system
Figure 7.1 displays the radial conditional probability distribution function, ψ(r|v0), of
AOUPs and simulation results of ABPs for various force constants and Péclet numbers.
The distribution functions of the ABPs exhibit the expected activity-induced off-center ac-
cumulation with a maximum shifting to larger radial distances with increasing Péclet num-
ber [237]. A qualitatively similar behavior is obtained for AOUPs, most pronounced for
k˜∆ ≈ κ/γR  1 (Fig. 7.1(c)). The critical Péclet numbers (7.29) for k˜ = 1, 101, and
102 are Pec = 5.1, 11.2, and 71.6. As discussed in Sec. 7.1.3 (i), for Pe  Pec and
Pek˜
√
∆/Pec  1, the distribution function of an AOUP naturally agrees well with the ABP
result, since activity is of minor importance, and the Boltzmann distribution of a passive parti-
cle is obtained. However, for k˜ = 100 good agreement between ψ(r|v0) for AOUPs and ABP
simulation results is even obtained for Péclet numbers as large as Pe ≈ 40 (see Fig. 7.1(c)
and discussion in Sec. 7.1.3 (i)). For the respective parameters k˜∆  1, Pec ≈ 70, i.e.,
Pe/Pec < 1, and the Gaussian distribution of Eq. (7.25) is still close to a Boltzmann distri-
bution. Yet, the argument of the hyperbolic sine function is not necessarily small anymore
(k˜
√
∆ 1), which leads to a pronounced off-center maximum.
In the opposite limit, Pe  Pec, the AOUP results qualitatively describe the behavior
of ABPs. The quantitative agreement depends on the stiffness of the harmonic potential.
For k˜ = 1, reasonable agreement is obtained for all considered Péclet numbers Pe 6 102
(Fig. 7.1(a)). This is not surprising, since this corresponds to the limit γR/κ > 1, and a Boltz-
mann distribution is obtained for ψ(r/v0), with the effective temperature of Eq. (7.16), as
discussed in Sec. 7.1.3 (ii). For stronger confinement, significant deviations appear between
the AOUP and ABP results, specifically for k˜ = 10, the more the larger Pe. In contrast, the
differences are smaller again for k˜ = 100, where Pec is larger.
Estimations of the radial positions with vanishing velocity according to Eq. (7.57)—we ob-
tain the same (radial) value in any dimension—for the various Péclet numbers are indicated
by vertical short, black bars in Fig. 7.1, and the respective maxima of the distribution func-
tions from simulations by colored bars. For small Péclet numbers, the exact position of the
maximum of the simulation data is difficult to identify due to statistical inaccuracies. As soon
as a clear maximum appears, its position agrees well with the theoretical prediction (7.57) at
large potential stiffness (k˜ = 100). Here, the difference between the position of the maximum
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Figure 7.1: Radial conditional probability distribution functions of ABPs (solid lines) and
AOUPs (dashed lines) confined in a three-dimensional radially harmonic poten-
tial for the Péclet numbers Pe = 1, 10, 20, 40, 70, and 100 (left to right). The
stiffness of the harmonic potential is (a) k˜ = 1, (b) k˜ = 10 and (c) k˜ = 100.
In all three cases the ratio of diffusion coefficients is ∆ = 0.3 (see Eq. (6.7)).
The dashed lines are calculated according to the expressions (7.25). The colored
(long) vertical bars at the x-axis indicate the positions of the maximum of distri-
bution functions, and the black (short) lines mark the distances rm of zero radial
velocity according to Eq. (7.57).
and rm decreases from approximately 10% to 5% with increasing Pe > 40. The deviations
for k˜ = 10 are in the range of 35% − 20% for Pe > 20. Hence, Eq. (7.57) provides an
upper estimate of the maximum of the distribution function, whose accuracy improves with
increasing potential stiffness and Péclet number. The maxima of the analytical approach are
shifted toward smaller radial distances, as is evident from Fig. 7.1, but the linear dependence
on Pe is maintained.
Figure 7.2 illustrates the dependence of the radial conditional distribution function of
AOUPs on ∆ at a fixed Pe. Thereby, the inset of Fig. 7.2(a) shows that the maximum of
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Figure 7.2: (a) Probability distribution function φ (Eq. (7.58)) of an AOUP as function of the
variable ξ = rΛvv/|Λ| for Pe = 500, k˜ = 40, and ∆ = 0.3, 1, 2, 5, 50 (bottom
to top). The inset shows the distribution function ψ(r|v0) as function of r for
∆ = 0.05, 0.1, 0.3, 1, and 10 (left to right). Curves of the same ∆ are displayed
in the same color. (b) Probability distribution function φˆ (Eq. (7.61)) of an ABP
as function ξ for k˜ = 10, ∆ = 0.3, and Pe = 40, 70, 100, 200, 1000 (left to
right). The color code is the same as in Fig. 7.1(b). The dashed line indicates the
exponential eξ.
ψ(r|v0) shifts to large radial distances with increasing ∆, or decreasing γR = 2DR. The hy-
perbolic sine term in Eq. (7.25) suggests that ψ(r|v0) increases exponentially for appropriate
r as long as the Gaussian function is changing only slowly. Such an exponential dependence
has been presented in Ref. [237]. To highlight this asymptotic behavior, we present the dis-
tribution function
φ(ξ|v0) = 1
ξ
sinh(ξ) exp
(
− ξ
2
2ξ20
)
(7.58)
for the scaled radial distance ξ = rΛvv/|Λ| in Fig. 7.2. It is related to ψ(ξ|v0) via
ψ(ξ|v0) =
√
2ξ30
pi
exp
(
− 1
2ξ0
)
φ(ξ|v0), (7.59)
where ξ0 is given by
ξ−20 =
d− 1
d∆k˜
(
1 +
Pe2c
Pe2
)
. (7.60)
The latter reduces to ξ20 = d∆k˜/(d − 1) in the limit Pe  Pec = k˜
√
∆  1. Evidently,
φ(ξ|v0) increases exponentially for ξ & 5 and ∆ & 10.
Interestingly, ψ(ξ|v0) is independent of the Péclet number for Pe Pec. Note that this is
always the case when the thermal contribution by Γ is neglected. Thus, we obtain a unique
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Figure 7.3: Kurtoses as function of the Péclet number for k˜ = 1 (blue), 10 (green), and 100
(red) and ∆ = 0.01 (squares), 0.1 (triangles), and 1 (bullets). The solid lines
are AOUP results according to Eq. (7.62) and the symbols are ABP results. The
dashed lines are guides for the eye.
distribution independent of Pe for a given ∆. The dependence on the Péclet number is
adsorbed in the variable ξ.
Similarly, the radial probability distribution function
φˆ(ξ) =
( |Λ|
Λvv
)3
ψ(r) (7.61)
of an ABP, with ψ(r) the probability distribution function from Fig. 7.1(b), is displayed in
Fig. 7.2(b). Again, we obtain close agreement of the various curves for large Péclet numbers,
with the same scaling variable ξ as for AOUPs. The range of exponential growth is rather
short, but would increase for ∆ 1.
However, ∆ < 1 is more relevant for self-propelled particles, as pointed out before. Here,
the range of radial distances over which the distribution functions increase exponentially
is rather shorter than longer. The presence of an exponential regime depends on k˜∆. For
∆ → 0, ζ20 → 0 and the Gaussian function in Eq. (7.58) decays fast with increasing ξ,
suppressing an exponential regime. In contrast, for very strong potentials with k˜∆  1, we
observe a pronounced, Pe-independent exponential regime.
The differences between the ABP and AOUP results of Fig. 7.1 reflect the variance in the
equations of motion (6.3) and (6.16). Since the second moment of both models is identical,
we characterize their differences by the kurtosis K. Note that both, ψ(r|v0) of an AOUP
and the distribution function of an ABP are non-Gaussian in general. With the conditional
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distribution function (7.25) for a AOUP, we obtain in 3d
K =
〈r4〉v0
〈r2〉2v0
=
5
3
− 2
27
Λ4rvv
4
0
Λ4vvΛ
2
rr
. (7.62)
Figure 7.3 shows kurtoses for the parameters of Fig. 7.1. K decreases with increasing Péclet
number, corresponding to a platykurtic kurtosis; this means that the distribution functions are
flatter than a Gaussian and decay faster at the tails. Thereby, the kurtoses of the ABPs are
smaller than those of the equivalent AOUPs. As discussed before, at small k˜, the distribution
functions are essentially Gaussian with K close to 5/3.
7.3.2 Anharmonic potential
We consider the potential
U˜ =
1
kBT
U =
(
1
r˜ − 5
)12
, (7.63)
where r˜ = r/σ, as an example for an anharmonic potential. Here, we scale the potential
energy with the thermal energy kBT , which provides a consistent definition of dimensionless
parameters with the previous sections.
The radial distribution function (7.47) now reads
ψ(r˜) =
1
Z
(
1 +
∆
(d− 1)
∂2U˜
∂r˜2
)
exp
−d(d− 1)
Pe2∆
U˜ − d
2Pe2
(
∂U˜
∂r˜
)2 (7.64)
in terms of the Péclet number and ∆. Hence, ψ(r) is determined by the two independent
parameters, Pe and ∆.
In the following, we elucidate the extent to which the UCNA provides a solution of the
dynamics of AOUPs and ABPs, respectively.
Comparison of AOUP simulations with UCNA
Figure 7.4 displays probability distribution functions of an AOUP without thermal noise for
various Péclet numbers. For ∆ = 0.1 (Fig. 7.4(a)), the simulation data agree very well with
the UCNA for Pe . 10, and they are still qualitatively reproduced for Pe = 100. For
Pe . 1, the distribution function monotonously decreases with increasing radial distance r,
whereas a peak appears at larger Pe. The peak for Pe = 10 is caused by the factor with
the second derivative in front of the exponential function of Eq. (7.64). This term increases
strongly when r˜ approaches the singularity at r˜ = 5. For Pe . 10, the exponential factor
decays fast with increasing r˜, before the term [∆/(d− 1)]∂2U˜/∂r˜2 becomes relevant. Here,
the distribution function can well be described by Eq. (7.49). With increasing Pe, the expo-
nential factor decays at larger radii and the pre-factor gains importance, resulting in the peak.
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Figure 7.4: Radial stationary-state distribution functions of an AOUP confined in the anhar-
monic potential (7.63) for the Péclet numbers Pe = 1, 10, 100 (left to right) and
(a) ∆ = 0.1, (b) ∆ = 1. The solid lines are simulation results of Eq. (6.1), with-
out thermal noise, and Eq. (6.16). The dashed lines are analytical results within
UCNA (Eq. (7.64)).
Deviations between simulations and theory appear for Pe > 10. These differences are even
more pronounced for ∆ > 0.1. At ∆ = 1 (Fig. 7.4(b)), good agreement is still obtained for
Pe . 1, but larger Pe lead to marked discrepancies between theory and simulation curves,
with peak heights of the simulation data exceeding those of the theoretical prediction sub-
stantially. Here, theory predicts the behavior only rather qualitatively. Considering smaller
∆, we find good agreement for even larger Péclet numbers.
In the limit ∆ 1, Eq. (7.64) reduces to
ψ(r˜) =
1
Z∞
∂2U˜
∂r˜2
exp
− d
2Pe2
(
∂U˜
∂r˜
)2 . (7.65)
Interestingly, this function is independent of ∆ for any Pe. A comparison shows that
Eq. (7.65) indeed describes the simulation data very well for Pe  1. Good agreement
is already obtained for Pe ≈ 1 in the vicinity of the peak of the distribution function. Only
for small r˜ deviations are found due to the fast decay of ∂2U˜/∂r˜2 with decreasing r˜.
Comparison of ABP simulations and UCNA
Figure 7.5 shows simulation results for the radial positional probability distribution func-
tion of ABPs. Qualitatively, the shape of the curves is very similar to the AOUP results.
However, the appearing peaks for ABPs are sharper and higher. Quantitatively, we obtain
close agreement with the theoretical prediction over a range of Péclet numbers, where the
range depends on ∆. For ∆ = 0.01 (Fig. 7.5(a)), we observe deviations for Pe & 100. At
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Figure 7.5: Radial stationary-state distribution functions of an ABP confined in the anhar-
monic potential (7.63) for (a) ∆ = 0.01, (b) ∆ = 0.1 and (c) ∆ = 1, and the
Péclet numbers Pe = 1, 10, and 100 (left to right). The solid lines are simulation
results of Eq. (6.1), without thermal noise, and Eq. (6.3). The dashed lines are
analytical results within the UCNA (Eq. (7.64)). The inset in (b) shows results for
a 2d system for the same parameters.
∆ = 0.1 (Fig. 7.5(b)), the curves for Pe = 10 already digress from each other, and for ∆ = 1
(Fig. 7.5(c)), deviations are present for Pe & 1.
The inset of Fig. 7.5(b) displays results for a 2d system. The qualitative behavior is the
same as in 3d. However, the peaks are somewhat higher and narrower. The agreement with
the theoretical approach is equally good.
Hence, the simulation and theoretical results are consistent with the assumption of UCNA,
and an adequate theoretical representation is obtained for γR → ∞, or ∆ → 0. Alterna-
tively, the UCNA applies for Pe  1 in the limit ∆ → ∞. However, the latter limit is of
little practical importance, since typically ∆ < 1 for biological and synthetic microswim-
mers. The limitations of the UCNA for microswimmers are evident for ∆ ≈ 0.3, where
thermal fluctuations determine the rotational diffusion. Here, we already see deviations be-
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tween simulation results and the theoretical prediction for Pe . 1 (see Fig. 7.5(c)). We
neglect thermal fluctuations in the current study. For Péclet numbers on the order of unity,
thermal fluctuations may matter and determine the properties of the active system. Hence,
the distribution function of the radial position would be given by the Maxwell-Boltzmann
distribution ψ(r˜) ∼ exp(−βU˜) rather than the UCNA.
Considering the condition (7.56) for the balance of active and confining forces, we find
very good agreement of this prediction with the peak positions from simulations as well as
theoretical predictions for all Péclet numbers.
Mean square velocity
The radial mean square velocity 〈u2〉u = 〈r˙2〉u (7.51) for the potential (7.63) reads
〈u2〉u
v20
=
1
3
(
1 +
∆
(d− 1)r˜
∂U˜
∂r˜
)−1 3 +(1
r˜
∂U˜
∂r˜
− ∂
2U˜
∂r˜2
)(
d− 1
∆
+
∂2U˜
∂r˜2
)−1 (7.66)
in terms of ∆. Evidently, this expression is independent of the Péclet number. Figure 7.6
shows simulation and theoretical results for the radial dependence of 〈u2〉u /v20 . Evidently,
the mean square ABP velocity is constant over most of the potential range. Only at large radial
distances, 〈u2〉u drops rapidly. Consistent with the radial probability distribution ψ(r), the
simulation data drop to zero at r˜m = rm/σ determined by the condition (7.56) for the various
Péclet numbers. Interestingly, the simulation results are independent of ∆. In contrast, the
analytical expression (7.66) is independent of Pe, but depends on ∆. Hence, the approximate
conditional velocity distribution function (7.50) (see also Eq. (7.45)), qualitatively reproduces
the simulation result, but misses important dependencies on Pe and ∆.
7.4 Summary
We have investigated the properties of active Brownian particles confined in a radially sym-
metric potential. Two potentials have been considered, a harmonic and an anharmonic po-
tential with a singularity at a finite radius. In the analytical approach, the AOUP model has
been adopted, and the general time-dependent nonequilibrium distribution function for the
harmonic potential has been determined. In case of the anharmonic potential, the stationary-
state multidimensional distribution function within the Unified Colored Noise Approximation
(UCNA) has been considered [244]. In computer simulations, stationary-state distribution
functions have been determined for ABPs in three dimensions.
A primary goal of our study is to clarify the extent to which the simulation results can
be reproduced by the theoretical approaches. The study of ABPs and AOUPs confined in a
harmonic potential clearly reveals the strong effect of the condition |v| = v0 = const. on the
stationary-state properties. Thereby, it is essential to compare appropriate distribution func-
tions, which is the conditional probability distribution function ψ(r, |v0) for AOUPs. We find
good agreement between AOUP and ABP results for weak potentials k˜ . 1 up to rather large
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Figure 7.6: Mean square radial velocity 〈u2〉u of an ABP confined in the three-dimensional
potential (7.63) as function of the radial distance r˜ = r/σ for various Pe and
∆. The solid lines are simulation results, where Pe = 1, 10, and 100 (left to
right). Here, 〈u2〉u is independent of ∆, and the curves for the various ∆ at a
given Pe superimpose. The dashed lines are calculated according to Eq. (7.66),
where ∆ = 1, 0.1, and 0.01 (left to right). Here, the theoretical expression is
independent of the Péclet number.
Péclet numbers. For larger stiffness (k˜ & 10), strong deviations appear when Pe exceeds the
critical value Pec of Eq. (7.29), where activity dominates over thermal fluctuations. Thereby,
agreement is better for larger stiffness of the potential, which as partially related to the in-
creasing critical Péclet number, Pec, with increasing k˜. In particular, for AOUPs, we find a
distribution function ψ(ξ|v0), where ξ ∼ Pe2r, which is independent of the Péclet number in
the limit Pe  Pec. The dependence on the propulsion velocity is absorbed in the variable
ξ. Only a dependence on k˜∆ remains, i.e., the potential strength and the rotational diffusion
coefficient. Interestingly, a similar scaling is obtained for the radial distribution function of
ABPs.
Our studies of an anharmonic system within the UCNA yield good agreement with sim-
ulations for an AOUP. The probability distribution functions agree well for ∆ . 0.1 and
Pe . 100. Thereby, the agreement improves with decreasing ∆, i.e., increasing rotational
diffusion coefficient. The distribution functions obtained from simulations of ABPs exhibit
larger differences to the UCNA results; visible disparities appear already for Pe = 10 at
∆ = 0.1, which increase with increasing Pe and ∆.
In general, the colored-noise correlation function applied for the UCNA is
〈v(t) · v(0)〉 = 3DˆγRe−γRt, (7.67)
with independent parameters γR and the (translational) diffusion coefficient Dˆ [238, 244].
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The relation to our studies is established by setting v20 = 3DˆγR (cf. Eq. (6.18)) with the
independent parameters γR and v0. The two different approaches lead to distinctly different
regimes of applicability of the UCNA. As discussed in Ref. [238], the UCNA is suitable, i.e.,
the second derivative in Eq. (7.35) can be neglected, in the limits γR → ∞ and γR → 0. In
contrast, for our independent parameters, only the limit γR →∞ applies. For smaller γR, or
larger ∆, the propulsion velocity v0, or the Péclet number, has to be small (see Eq. (5.37) of
Ref. [238]). This is consistent with our presented results.
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Chapter 8
Local pressure in system of ABPs
The pressure in active systems comprises three contributions, the ideal gas pressure, swim
pressure, and a contribution due to interparticle and wall interactions. The swim pressure is
the first moment of the self-propulsive force [76, 102, 103], given by the virial
Ps =
1
dV
N∑
i=1
〈F aci · ri〉 , (8.1)
where F aci is the propulsion force of particle i. Swim pressure is a purely entropic quantity
arising from self-propulsion [113], which has been proposed as an intrinsic feature to under-
stand self-assembly and the phase behavior of active systems. For ABP systems, the swim
pressure dependence on the confining wall and the particle-wall interaction has been reported
along with a pressure definition in case of periodic open systems [103].
In this chapter, we present an expression for the local pressure in active systems arising
due to particle flux within a local region of the whole ABP system. We present a character-
ization of the local pressure, starting from ideal gas ABPs to ABPs with excluded-volume
interactions, for various parameters. Such local pressure in ABP systems, defined in terms
of local observables, is a non-zero quantity, in contrast to the results presented in Ref. [104],
and is consistent with the available literature about pressure in active systems. In particular,
it is applicable to systems with periodic boundaries. We find the “active flux” component
of the local pressure to be equivalent to the swim pressure of active particles. The pressure
in confined systems has a prolonged boundary effect on the bulk value of the system and
leads to a value smaller than that of an open system, which is related to the smaller flux due
to decreasing local density by surface accumulation. Further, the local pressure definition
can very well be applied to systems of ABPs with phase separation, and exhibits a van-der-
Waals-type pressure-volume curve typical for gas-liquid coexistence, as has been observed
earlier [102, 103].
8.1 Virial pressure
The virial theorem is frequently used to estimate the average pressure over the entire volume
of a confined system. Such a virial expression can be attained for a system of ABPs confined
by impenetrable walls [103, 104]. Multiplication of Eq. (6.1) by ri and then taking ensemble
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average yields
γTv0 〈ei · ri〉+ 〈Γi · ri〉+ 〈Fi · ri〉 = 0, (8.2)
since 〈r˙i · ri〉 = (1/2) ddt 〈r2i 〉, the time derivative of mean square displacement, vanishes in
the stationary state for a confined diffusive system. The force term in Eq. (8.2) can be written
in terms of contributions from internal forces and the wall forces as
N∑
i=1
〈Fi · ri〉 = 1
2
N∑
i=1
N∑
j=1
〈Fij · (ri − rj)〉+
N∑
i=1
〈F si · ri〉 , (8.3)
where the latter is related to the mechanical wall pressure of the system. As shown in
Ref. [103], for special geometries such as cuboidal and spherical volumes the average wall
pressure is given by
P = − 1
dV
N∑
i=1
〈F si · ri〉 . (8.4)
Therefore, following the virial expression (8.2), sum over all the particles yields the expres-
sion for the pressure relating it to the bulk properties
P =
1
dV
[
3NkBT + γTv0
N∑
i=1
〈ei · ri〉+ 1
2
N∑
i=1
N∑
j=1
〈Fij · (ri − rj)〉
]
. (8.5)
The first term on the right-hand side is the ideal-gas contribution to the pressure originating
from the stochastic random forces Γi. The other two terms are the virial contribution due to
active and interparticle forces. The second term on the right-hand side is the swim pressure
of ABPs, as mentioned earlier in Eq. (8.1). For a dilute system of active particles, i.e., in case
of zero interparticle forces, the virial pressure has the form
P =
NkBT
V
(
1 +
v20
d(d− 1)DRDT
)
+
1
dV
v0
(d− 1)DR
N∑
i=1
〈F si · ei〉 . (8.6)
The first term corresponds to the ideal bulk pressure
Pid =
NkBT
V
(
1 +
v20
d(d− 1)DRDT
)
(8.7)
in a system of active particles [100, 102, 250]. The second term accounts for the interac-
tions with the walls, and is responsible for various phenomena such as wall accumulation. It
disappears in the limit of V →∞.
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8.2.1 Passive systems
In Ref. [251], the pressure within a local volume V is computed following Schweitz virial
relation for open systems. The Schweitz virial relation states that [251, 252]〈
N∑
i=1
p2i
Mi
Λi(r)
〉
+
〈
N∑
i=1
(ri · Fi)Λi(r)
〉
+
〈
N∑
i=1
(ri · pi)Λ˙i
〉
= 0, (8.8)
where pi and Mi are the momentum and mass of particle i, and Λi determines whether or not
particle i is within the region of interest (volume V ) at time t. Λi is unity if the particle is
within the region and zero otherwise. For open systems, this relation can be derived by setting
the time derivative of the function
〈∑N
i=1(ri · pi)Λi(r)
〉
to zero in the stationary state.
The expression for the local pressure within the volume V , Plocal, can be derived from
the Schweitz virial relation. Plocal has two components, the kinetic component Pkin, which
expresses the particle momentum flux across the boundaries of the region of interest and the
interaction component Pint, appearing due to interparticle interaction forces. Thus, the local
pressure can be expressed as Plocal = Pkin + Pint, with [251]
Pkin =
1
dV
〈
N∑
i=1
(ri · pi)Λ˙i
〉
, (8.9)
Pint =
1
dV
[〈∑
in out
(ri − lijrij) · Fij −
∑
out out
lijrij · Fij
〉]
. (8.10)
Here, lij is the fraction of the line joining particles i and j that lies inside V ,
∑
in out contains
contributions when particle i is inside the volume and particle j is outside, and
∑
out out is
when both particle i, j are outside.
8.2.2 ABP systems
To derive a local pressure expression for an ABP system, we consider a local volume of the
whole system, i.e., a sub-volume in a periodic system or in the bulk of a confined system.
We start with deriving a virial expression, analogous to the Schweitz virial (8.8) in passive
systems, for ABP particles in the local volume.
The overdamped equations of motion (6.1), (6.3) of particle i can be rewritten in the
stochastic differential form as
dri =
(
v0ei +
1
γT
Fi
)
dt+
1
γT
dΓi, (8.11)
dei = ei × dηˆi − γReidt, (8.12)
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within Ito calculus [103, 236]. The time evolution of the average of any observable quantity
Oˆ from any stochastic process can be written as
d
dt
〈
Oˆ
〉
=
〈
d
dt
Oˆ
〉
=
〈
LOˆ
〉
, (8.13)
where the backhand operator L follows from Ito’s formula for change of variables (see
Sec. 1.2.2) [162]. For the equations (8.11), (8.12), the operator L is given by
L =
(
v0e+
1
γT
F
)
·∇r +DT∇2r − γRe ·∇e +
2
3
γR∇2e. (8.14)
In the following analytical approach we neglect the random force Γ . Thus, considering the
observables Oˆ = (ri · vi)Λi and Oˆ = r2i Λi in Eq. (8.13), which involve the particle position
ri and the self-propulsion velocity vi = v0ei, we obtain the following relations
〈(r˙i · vi)Λi〉+
〈
(ri · vi)Λ˙i
〉
− γRv0 〈(ei · ri)Λi〉 = 0, (8.15)
v0 〈(ei · ri)Λi〉+ 1
γT
〈(Fi · ri)Λi〉 = 0. (8.16)
Here, all the time derivatives corresponding to LHS of Eq. (8.13) vanishes in the stationarity
state. Λi has the same meaning as for the passive systems measuring if particle i is within the
sub-volume, and Λ˙i follows the relation
Λ˙i = r˙
∂Λ
∂r
. (8.17)
For a cuboid, the explicit mathematical form of Λ(r) can be written as Λ = ΛxΛyΛz, with
Λα (α ∈ {x, y, z}) expressed in terms of the Heaviside step function Θ(rα) in the following
manner
Λα = Θ(rα − L1α)−Θ(rα − L2α), (8.18)
where L1α and L
2
α are the positions of the boundaries of the local region. Therefore, the time
derivative of each Λα yields
Λ˙α =
r˙α
|r˙α|
[
δ(t− t′)
∣∣∣∣
rα=L1α
− δ(t− t′)
∣∣∣∣
rα=L2α
]
, (8.19)
with the help of delta function property δ(x) = (1/|x˙|)δ(t), and is consistent with Eq. (8.17).
Following these expressions, it is clear that Λ˙ produces a positive δ-function peak at the
moment when a particle enters and negative peak when it leaves the region of interest.
The combination of the expressions (8.15) and (8.16) yields the local virial relation,
γT
γR
〈
N∑
i=1
(r˙i · vi)Λi
〉
+
γT
γR
〈
N∑
i=1
(ri · vi)Λ˙i
〉
+
〈
N∑
i=1
(Fi · ri)Λi
〉
= 0, (8.20)
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for the system of ABPs. This expression is similar to the Schweitz virial (8.8) involving
volume terms (sum over particles within the local volume) and boundary terms (sum over
particles crossing the boundary). In particular, the volume term (γT/γR)
〈∑N
i=1(r˙i · vi)Λi
〉
is analogous to the average kinetic energy term in Eq. (8.8), and
〈∑N
i=1(Fi · ri)Λi
〉
is equiv-
alent to the interaction term, signifying the total force on particle i due to interaction with
all the other particles in the absence of any external force. Similar to the momentum-flux
term for passive systems, Eq. (8.20) includes the “active flux” (γT/γR)
〈∑N
i=1(ri · vi)Λ˙i
〉
as
a boundary term, due to self-propulsion and accounts for the exchange of particles between
the volume V and its surroundings; it disappears in closed systems.
Now, the virial relation (8.20) can be used to determine a boundary expression for the local
pressure in active systems. Pressure is defined as momentum flux across an arbitrary surface
in a system [253]. The “active flux” term
Φac =
γT
γR
〈
N∑
i=1
(ri · vi)Λ˙i
〉
(8.21)
of the local virial (8.20) can be accounted for the self-propulsion contribution to the pressure.
To realize this, we separate the particle self-propulsion velocity vi into its components normal
and tangential to the boundary as, vi = (vi · nb)nb + (vi · tb)tb), where nb is the normal
pointing outwards to the volume and tb is the tangent to the local volume boundary. Then,
the “active flux” turns into
Φac =
γT
γR
〈
N∑
i=1
(vi · nb)(ri · nb)Λ˙i
〉
. (8.22)
Due to the stochastic nature of the orientation vector, i.e., 〈ei〉 = 0, the term involving the
tangential component of the velocity vanishes. Since Λ˙i is nonzero only at the boundary, (ri ·
nb) is equal to the boundary position and can be taken out of the average. Thus, considering
one particular direction, we have Φac = (γT/γR)
〈∑N
i=1(vi · nb)Λ˙i
〉
(L2−L1), where L2 and
L1 are the boundary positions (see Fig. 8.1), i.e., Φac is the total outward “active flux” across
the boundaries. At a certain instance of time, particles entering the region will contribute
(ri · vi) and particles leaving contribute −(ri · vi). But, the overall contribution is non-zero,
as the velocity vector vi for particles leaving and entering are opposite in sign.
Further, from the virial equation (8.20), we obtain
Φac = −γT
γR
〈
N∑
i=1
(r˙i · vi)Λi
〉
−
〈
N∑
i=1
(Fi · ri)Λi
〉
. (8.23)
For ideal ABP systems (Fi = 0),
〈∑N
i=1(r˙i · vi)Λi
〉
= v20
〈∑N
i=1 e
2
iΛi
〉
= 〈Nr〉 v20 and
yields
Φac = −γT
γR
〈Nr〉 v20, (8.24)
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L1 L2
Figure 8.1: Schematic of the local region with boundaries at L1 and L2. The fraction lij of
the line joining particle i and j which lies inside the local region is denoted as a
solid line.
with the total number Nr of ABPs in the local volume. This expression relates Φac to the
ideal bulk pressure as
Φac = −dV Pbulk, (8.25)
where Pbulk = ρ¯rkBT (v20/d(d − 1)DRDT ) is the bulk pressure of an active system with
average local bulk density ρ¯r of the considered region. It should be noted that ρ¯r is always
smaller for confined systems compared to periodic systems, because of wall accumulation
for the earlier case. Consequently, the local pressure in the bulk of a confined ABP system
has an extended wall effect owing to the wall accumulation. In general, the self-propulsion
or “active flux” contribution to the pressure can thus be written as
Pac = − 1
dV
Φac. (8.26)
In this context, it is important to point out that the virial relation (8.20) can even be ex-
tended for whole confined volume, i.e., Λ takes into account the whole system (Λ = 1). But
there is no exchange of particles through the boundaries due to hard walls, leading to “active
flux” being zero. In such a scenario, we have γRv0
〈∑N
i=1(ei · ri)Λi
〉
with a non-zero value
equal to 〈(r˙i · vi)Λi〉 and we get back the virial (8.2) (neglecting Γ ).
In presence of interparticle interactions, pressure will have additional contribution from the
interparticle forces across surface. The interaction term,
〈∑N
i=1(Fi · ri)Λi
〉
, in Eq. (8.20) can
be split into contributions due to interactions with particles inside and outside the region of
interest following the approach in Ref. [251]. The latter case can be related to interaction
component of the pressure as
Pint = − 1
dV
〈∑
in out
(ri − lijrij) · Fij −
∑
out out
lijrij · Fij
〉
. (8.27)
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Thus, we obtain the local pressure PBlocal as a combination of Eqs. (8.25), (8.27) as
PBlocal = −
1
dV
[
γT
γR
〈
N∑
i=1
(vi · nb)(ri · nb)Λ˙i
〉
(8.28)
+
〈∑
in out
(ri − lijrij) · Fij −
∑
out out
lijrij · Fij
〉]
.
This is a boundary expression for the pressure on a sub-volume V of the total system of
ABPs, which accounts for the swim pressure in terms of “active flux” through the surface
together with the cross-boundary interparticle interactions. We get the volume expression for
pressure by inserting Eq. (8.28) in the local virial (8.20), which yields
P Vlocal =
1
dV
[
γT
γR
〈
N∑
i=1
(r˙i · vi)Λi
〉
+
〈∑
i
∑
j>i
lijrij · Fij
〉]
. (8.29)
This is an expression for the bulk pressure within a sub-volume embedded in the whole
volume of the system, with the active contribution
P Vac =
1
dV
γT
γR
〈
N∑
i=1
(r˙i · vi)Λi
〉
, (8.30)
and the interaction contribution
P Vint =
1
dV
〈∑
i
∑
j>i
lijrij · Fij
〉
. (8.31)
8.3 Simulation results for local pressure
We validate the local pressure expression via simulations of ABPs confined between walls
and exposed to periodic boundaries, where we consider ABPs with and without excluded-
volume interactions. Several parameter dependencies of the local pressure are characterized.
The local pressure, along the z-axis, is calculated in a sub-volume V of the whole three-
dimensional system. As indicated in Fig. 8.2, the dashed lines can correspond to walls or
periodic boundaries depending on the considered system, but the other two directions always
apply periodic boundaries. All the simulations of confined systems are carried out such that
the box dimension normal to the walls is larger than the persistence length lp = v0/2DR
of an ABP, in particular, we consider wall separation Lz > 5lp. The interparticle repul-
sive excluded-volume interactions between ABPs are captured by the truncated and shifted
Lennard-Jones potential [167]
ULJ =
 
[(σ
r
)12
−
(σ
r
)6]
− C, r < rc
0, r > rc
, (8.32)
where rc =
6
√
2σ is the cut-off distance, C = [(σ/rc)12 − (σ/rc)6], and the interaction
strength /kBT = Pe.
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Figure 8.2: Schematic of the sub-volume V (magenta) of the whole three-dimensional sys-
tem (blue) considered for local pressure calculation along z-axis. Depending
on the considered system, the dashed lines can correspond to walls or periodic
boundaries, while periodic boundaries are applied in the other two directions. Lz
corresponds to wall separation, and rz is the center position of the sub-volume in
z-axis.
8.3.1 Closed systems
At first, we determine the local pressure in a system of ABPs confined by walls and without
any explicit interparticle interactions (ideal active gas). Figure 8.3 shows the local pressure
calculated in a volume V with its center located at different positions along the wall sepa-
ration of the confined system, where the center position of a local volume in the direction
normal to the wall is rz and the volume dimension in that direction is 0.1Lz (see Fig. 8.2).
The local pressures calculated via the expressions (8.28) and (8.29) are identical, even the
individual active and interaction components are equal. The mechanical pressure of the sys-
tem, determined from the force per area of the confining walls, and the virial pressure from
Eq. (8.6) are also presented. The local pressure remains constant through out the bulk of the
system within an error of less than 2% and acquires the value of mechanical/virial pressure
of the system. This indicates that by using Eq. (8.28), the local pressure can be computed
anywhere in the bulk of the system.
Pressure in the non-interacting ABP system as a function of the activity or the Péclet num-
ber is displayed in Fig. 8.4(a), for a wall separation of Lz = 100σ and density ρσ3 = 0.3.
The local pressure calculated with the expression (8.29) coincides with the mechanical/virial
pressure of the system. The pressure (in reduced units of Sec. 6.1) increases monotonically
with increasing Péclet number, but deviates from the linear dependence of an active ideal gas
for large Pe. The local pressure for an ideal ABP system, from expression (8.24), in the
reduced units of γv0/σ2, is proportional to ρ¯rPe. We observe that the bulk density ρ¯r de-
creases with increasing Péclet number (inset Fig. 8.4(a)) due to boundary effects and shows a
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Figure 8.3: Local pressure, in a system of non-interacting ABPs, along the wall separation
by considering local volumes (blue squares); the center position of the volumes
normal to the walls is denoted by rz. The red line shows the mechanical pressure
determined from the confining walls with Eq. (8.4) and the green line shows virial
pressure of the system computed using Eq. (8.5).
ρ¯r = ρ(1− cPe) dependency on the Péclet number, with c ≈ 0.0017 for Lz = 100σ. Hence,
overall the pressure increases, but with a non-linear dependence of P ∼ Pe(1− cPe) on Pe,
with increasing activity of the ABPs.
Figure 8.4(b) illustrates the pressure in an ideal ABP system as a function of system size
Lz (wall separation) at a fixed density ρσ3 = 0.3 and fixed Péclet number Pe = 120. The
boundary effect on the pressure enters through the second term in the virial pressure ex-
pression (8.6). With the increase in the system size, the boundary effect decreases and the
pressure approaches the ideal bulk pressure value. The pressure curve can be fitted by the
wall separation dependence
P = Pid(1− c/Lz), (8.33)
with c ≈ lp, as indicated in Fig. 8.4(b). The boundary effect on the local pressure can be
interpreted in terms of the bulk density ρ¯r as pointed out earlier. The inset of Fig. 8.4(b) shows
that the local density ρ¯r in the bulk of the system increases with increasing wall separation
as ρ¯r = ρ(1 − lp/Lz). Hence, the local density acquires the ideal bulk value as Lz → ∞
and so does the pressure, i.e., the boundary effect reduces with increasing system size and we
observe an increase in the local pressure.
Extending the local pressure calculation to a system of ABPs with interparticle excluded-
volume interactions, we observe that the local pressure in the bulk assumes the virial-pressure
value of the whole system or, identically, the mechanical pressure value on the boundary
walls, for various Péclet numbers, as depicted in Fig. 8.5 for a system with Lz = 100σ and
ρσ3 = 0.2. The non-linear Péclet number dependence P ∼ Pe(1 − 0.0015Pe) is observed
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Figure 8.4: (a) Pressure in a system of non-interacting ABPs for the Péclet numbers Pe = 30,
60, 90, 120. The solid black line shows linear dependence on Pe. The inset
shows the Péclet number dependence of the local density (blue) and the fit curve
ρ¯r = ρ(1−0.0017Pe) (black). (b) Pressure as a function of system size at a fixed
Péclet number Pe = 120. The inset shows local bulk density dependence on the
wall separation (blue) with the fitted curve ρ¯r = ρ(1 − lp/Lz) (black). The solid
black line indicates the ideal bulk pressure Pid (8.7). The local pressure (8.29) is
indicated in blue, the mechanical pressure (8.4) in red, and the virial pressure (8.5)
in green, in both (a) and (b).
and the quadratic contribution is smaller than the non-interacting case. For interacting ABPs,
there is comparatively less wall accumulation resulting in a higher bulk density compared
to ideal ABPs and the pressure exhibits a very small increase. In particular, the inset of
Fig. 8.5 shows the contribution of the swim pressure and interaction term separately for the
virial pressure (8.5) in combination with the active contribution P Vac (8.30) and interaction
contribution P Vint (8.31) to the local pressure (8.29). We observe that the active component
is equivalent to the swim pressure as has been pointed out earlier for ideal ABP systems in
Eq. (8.24).
8.3.2 Periodic systems
We extend our definition of local pressure to the systems with periodic boundaries. In
Ref. [103], the pressure has been defined in terms of the diffusion coefficient and also in
terms of a virial expression for the periodic boundary system as
P = ρkBT
(
D
DT
− 1
6
N∑
i=1
N∑
j=1
∑
n
〈
F nij ·Rn
〉)
, (8.34)
P = ρkBT
(
1 + γTv0
N∑
i=1
〈ei · ri〉+ 1
6
N∑
i=1
N∑
j=1
∑
n
〈
F nij · (ri − rj −Rn)
〉)
, (8.35)
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Figure 8.5: Pressure computed in a system of ABPs with excluded-volume interactions,
which are confined between walls for various Péclet numbers. The local pres-
sure (8.29) is indicated in blue, the mechanical pressure (8.4) in red and the virial
pressure (8.5) in green. The solid black line shows linear dependence on Pe and
the dashed black line is the fit curve P ∼ Pe(1 − 0.0015Pe). The inset shows
the individual contributions to the virial pressure (green) and the local pressure
(blue).
whereRn = nV 1/3, the winding vector n counts the number of periodic boxes a particle has
traversed, and Fij(ri − rj −Rn) = F nij . In an ideal ABP system with periodic boundaries,
pressure is proportional to the Péclet number (in our reduced units) and particle density with
the explicit expression P = ρkBTPe∆/(d − 1)d as evident from the above equations. We
computed the local pressure in a periodic system of non-interacting ABPs and compared it
with the virial pressure (8.35) (see Fig. 8.6). We observe agreement of the two definitions
when pressure is plotted as a function of the Péclet number Pe and the density ρ.
Similarly, the local pressure definition is applied to the system of ABPs with excluded-
volume interactions. Figure 8.7 illustrates the density dependence of the pressure for the
considered Péclet numbers. The pressure has been normalized by the ideal active-pressure
value Pid (8.7) and multiplied by the volume fraction φ = piρσ3/6 to retain the linear depen-
dence on density. The local pressure yields the same value as the virial pressure calculated by
the virial expression (8.35). We observe a clear Péclet number dependence of the pressure.
For small Péclet numbers (Pe ≈ 30), the pressure increases with increasing φ. However,
the pressure shows a non-monotonic behavior for higher Péclet numbers [76, 100, 102, 103].
From the phase diagram of Refs. [97, 103], we find that Pe = 90 is close to phase separation
and Péclet numbers above that (Pe > 90) fall in the phase separating region. From Fig. 8.7,
we observe that for ABPs in the phase separating region (Pe > 90), the local pressure shows
a jump at the critical volume fraction as has been observed in previous studies [103]. We also
observe the similar density dependence of the local pressure at the lower volume fractions
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Figure 8.6: Pressure as a function of (a) Péclet number (fixed ρ = 0.3) and (b) density (fixed
Pe = 120) in the systems of non-interacting ABPs with periodic boundaries. The
local pressure (8.29) is indicated in blue and the virial pressure (8.35) in green.
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Figure 8.7: Pressure in systems of ABPs with excluded-volume interactions for the Péclet
numbers Pe = 30 (blue), 90 (black), 300 (magenta), 825 (green). The local
pressure (8.29) is indicated by the squares and the virial pressure (8.35) by the
dashed lines. The values are normalized by the Pid (8.7) of ideal ABPs at the same
Péclet numbers. The red lines indicate the dependence Pφ/Pid = φ(1− cφ).
(φ < φc), which can be fitted by
Pφ
Pid
= φ(1− cφ), (8.36)
with c ≈ 1.38, as indicated in Fig. 8.7. Such behavior of the pressure has been observed
in Refs. [102, 103]. The nonlinear concentration dependence of the pressure with a positive
c yields a negative second virial coefficient B2, which follows from the virial expansion of
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pressure
P
Pid
= 1 +B2ρ+ . . . . (8.37)
This yields, for Eq. (8.36), the second virial coefficient B2 = −piσ3c/6. In classical ther-
modynamics, a negative B2 value suggests the possibility of a gas-liquid phase transition as
observed in ABP systems.
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Figure 8.8: The local pressure of ABPs and its individual contributions for the Péclet numbers
(a) Pe = 30 and (b) Pe = 825, in comparison with individual contributions of the
virial pressure (8.35). The values are normalized by the Pid (8.7) of ideal ABPs at
the same Péclet numbers. The red symbols indicate the total local pressure (8.29).
The blue symbols correspond to the local pressure components P Vac (solid line)
and P Vint (dashed line). The green symbols indicate swim pressure (solid line) and
interaction (dashed line) contribution to the virial pressure (8.35).
Figure 8.8 displays the individual terms contributing to the local pressure, in comparison
with the swim pressure and interaction term of Eq. (8.35), for the Péclet number Pe = 30
and Pe = 825. The active-pressure component P Vac decrease monotonically with increasing
volume fraction at small Pe = 30 (Fig. 8.8(a)). With increasing density, particles are more
obstructed by other ABPs and the interaction component increases gradually. This results
in a decrease of “active flux” and the swim pressure contribution shows an decrease, while
the interaction contribution increases monotonically. Overall, the total pressure decreases
initially due to a reduced particle flux, but the P Vint contribution dominate at large φ and the
respective pressure also increases with concentration.
The relevance of the individual contributions changes with increasing Péclet number. For
Pe = 825 (phase separating region), the activity-induced contribution to the pressure still
decrease monotonically with increasing φ. However, there is a very small contribution from
the interparticle interactions and the local pressure is essentially identical with the active
pressure P Vac. The jump in P
V
ac value reflects the phase transition at the critical density φc [97].
The significantly small interaction contribution can be attributed to the fact that P Vint depends
roughly linearly on Pe, while P Vac ∼ Pe2 and outweighs the growth of P Vint.
133
Local pressure in system of ABPs
8.4 Summary
We have presented theoretical and simulation results for the local pressure in systems of ac-
tive Brownian particles. An expression for the pressure via a local virial equation is derived
for a sub-volume in the bulk of the systems with confinement or with periodic boundary con-
ditions. In particular, we have shown that the local pressure has a contribution associated with
an “active flux” across the boundaries equivalent to momentum flux in passive systems. As
an extension to this, the local pressure can be defined in terms of a boundary and a volume
expression. We demonstrated, via characterization of the local pressure, that the activity-
induced terms in both boundary and volume definitions are equivalent to the swim pressure
of the active particles. Our simulations of non-interacting ABPs in systems under confine-
ment showed that the local pressure in the bulk is the same as the mechanical pressure at the
walls and has a value less than the ideal-bulk value due to surface accumulation and corre-
spondingly a reduced bulk density. Even for interacting ABPs (excluded-volume) under con-
finement, the local pressure reproduces the mechanical pressure value on the bounding walls
with an additional contribution due to interparticle interactions. Further, the local pressure
calculation has been applied to periodic systems of ABPs with excluded-volume interactions,
where the pressure increases with concentration and then decreases at higher concentrations
for Péclet numbers exceeding a certain value. Quantitatively, the pressure dependence can
be described by the relation P ∼ φ(1 − cφ), in agreement with previous studies [102, 103].
Considering the various contributions to the pressure individually, we also find that the contri-
bution from activity dominates over the interparticle contribution for Pe > Pec in the phase
separated region.
134
Part IV
Self-assembled magnetic spinners
135

Chapter 9
Active turbulence
Turbulent fluid motion can be found across multiple length- and time-scales. It has fascinated
scientists for centuries and still poses a major challenge for theoretical physics [179,254]. The
well-known high Reynolds number hydrodynamic turbulence in three dimensions is triggered
by energy injection at the macroscale and cascading of energy to smaller scales. As an ex-
tension, the notion of active turbulence was recently introduced in the context of active fluids
exemplified by suspensions of swimming bacteria, mixtures of microtubules and molecular
motors, cell tissues, and other non-equilibrium systems [81, 128, 150–154, 255]. In contrast
to hydrodynamic turbulence, the complex spatio-temporal behavior is caused by energy in-
jection at the microscopic scale (e.g., of bacteria by rotation of their flagella) and subsequent
cascading of energy toward larger scales. Active turbulence formally occurs at exceedingly
small Reynolds numbers, rendering the fluid inertia negligible. Not surprisingly, statistical
properties of active turbulence appear to be very different from its classical counterpart. Ac-
tive turbulence does not exhibit a wide inertial range [81,256] and a non-universal power-law
behavior at large scales was recently reported [257].
In this chapter, we report on a simulation study of active turbulence and transport in a
system of self-assembled ferromagnetic spinners in an external magnetic field in comparison
with experimental observations. We find that the spinners and added inert particles exhibit ac-
tive diffusion (diffusive motion is promoted by the activity of the system) while the diffusion
arising from thermal noise is negligible in our system. Erratic motion of spinners results in
a turbulent-like two-dimensional velocity field. This field exhibits the inverse energy-scaling
q−5/3 with wave-number q, consistent with high-Reynolds number (Re) two-dimensional tur-
bulence [179], while Re ≈ 30 for the flow generating spinners in our system. Overall, our
findings expand our understanding of synthetic tunable active systems with activity originat-
ing from rotations rather than self-propulsion.
9.1 Ferromagnetic dispersion particle system
We consider a two-dimensional simulation system with circular dispersion particles em-
bedded in an explicit solvent described by MPC. Although in experiments, ferromagnetic
microparticles are dispersed at the air-water interface (quasi-2D), the restriction to a two-
dimensional system facilitates studies of larger system with more particles, which is neces-
sary to characterize the chaotic turbulent properties of the flow field.
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Figure 9.1: Two-dimensional disc-like dispersion particle composed of mass points con-
nected with their neighbors. The arrow indicates the magnetic moment µ =
µu/σ.
9.1.1 Dispersion Model
A two-dimensional disc-like particle is modeled in analogy with the three-dimensional spher-
ical colloid described in Sec. 4.1.1 [199]. Here, we distribute 18 point particles of mass M
uniformly over the circumference of a circle of diameter σ, with an additional point particle
at the center (see Fig. 9.1). The shape is maintained by strong harmonic bonds between both,
the nearest neighbors and each particle with the center. The bond potential is
Ubond(R) =
K
2
(R−R0)2 (9.1)
where R = |R| is the distance between the particular pair, R0 their preferred bond length,
andR the bond vector.
Each particle carries a magnetic dipole. Aside from the bond potential, the applied force
field accounts for magnetic dipole-dipole interactions, interactions with an external magnetic
field, and excluded volume-interactions between different dispersion particles. The dipole-
dipole interaction between a pair of particles is given by
Udipole(R, θ) = − µ
2
0
4pi0R3
[
3(µ1 · Rˆ)(µ2 · Rˆ)− µ1 · µ2
]
(9.2)
where µ0 is the vacuum permeability, µ1 and µ2 are the magnetic moments of the colloids, θ
is the angle between µ1 and µ2, and Rˆ = R/|R| is the unit vector along the center-to-center
distance between the particle pair. The interaction potential with the external magnetic field
B is
Uext(t) = −µ ·B(t), (9.3)
with the magnetic moment µ = µu/σ. Here, u is the vector between two beads diametri-
cally opposite on the circle (see Fig. 9.1). In addition, excluded-volume interactions between
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dispersed particles are captured by the truncated and shifted Lennard-Jones potential [167]
ULJ =
 
[( σ
R
)12
−
( σ
R
)6]
− C, R < Rc
0, R > Rc
, (9.4)
where  is the strength of the interaction, Rc =
6
√
2σ is the cut-off distance, and C =
[(σ/Rc)
12 − (σ/Rc)6].
The dynamics of the colloids is treated by standard molecular dynamics simulations.
The dynamics of the colloidal mass points is described by Newton’s equations of mo-
tion, which are solved by the velocity Verlet algorithm [167]. Hydrodynamic interactions
are incorporated by the embedding multiparticle collision dynamics (MPC) fluid. Here,
we use the angular-momentum conserving two dimensional variant of the algorithm (see
Sec. 2.3) [193, 258].
9.1.2 Parameters
The particle diameter is σ = 6a and the mass of an constituent point particle is M = 10m. A
spring constant of K = 5000kBT/a2 is applied such that the circular shape of the colloids is
maintained. Moreover the Lennard-Jones interaction strength is chosen as /kBT = 1. The
time step ∆tMD = 0.01τ is used for the molecular dynamics simulations of the dispersion
particle dynamics.
In the 2D MPC approach, the collision angle ζ = 130◦, average number of MPC particles
per collision cell 〈Nc〉 = 10, and collision time h = 0.1τ are applied. This yields the
kinematic viscosity ν ≈ 0.37a2/τ . The corresponding translation and rotational diffusion
coefficients are D0 = 4.4 × 10−2a2/τ and DR = 2 × 10−3/τ for a dispersion in dilute
solution.
The magnetic moment of the dispersion particles is set to µ = 480
√
kBTa3/µ0 and the
strength of the alternating magnetic field to B0 = 0.8
√
kBTµ0/a3. This alternating external
magnetic field leads to self-assembled spinners of average lengthLs ≈ 3.51σ at the frequency
ω = 2pifB = 0.05τ
−1 (see fig. 9.6). We can define the Reynolds number with respect to
spinners and the rotational flows they generate. The typical rotational velocity of the fluid at
the end point of spinner is v ≈ Lsω/2. This yields the Reynolds number Re ≈ L2sω/2ν ≈ 30
for this specific set of parameters.
9.2 Phase diagram
Dispersion particles under the influence of an uniaxial alternating field undergo rotation as
a consequence of their non-negligible inertia, and the fluid their motion entrains. Following
Ref. [127] the equation of motion for an individual particle orientation can be written as
Ir
d2φ
dt2
+ αr
dφ
dt
= µH0 sin(ωt) sin(φ), (9.5)
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where Ir, αr, µ are the moment of inertia, the rotational drag, and the magnetic moment. This
equation describes the balance between viscous and magnetic torques on the particle and the
particle’s inertia. The magnetic contribution on the right hand side can be decomposed in
clockwise and counter-clockwise oscillations
H0 sin(ωt) sin(φ) =
H0
2
(cos(φ− ωt)− cos(φ+ ωt)) . (9.6)
This implies clockwise and counterclockwise rotations are equally probable. If we consider
one of the oscillations, the equation corresponds to rotation of the particle with frequency ω
and the threshold for this rotation to happen is µH0
2
> αrω.
The torque exerted on the dispersion particles dissipates locally in the liquid and results
in hydrodynamic flows around the particles. Thereby, the particles interact mainly via two
specific type of forces, magnetic dipole-dipole interaction and hydrodynamic forces. As a
consequence of the interplay between these two forces the system exhibits a diverse range of
quasi-stable dynamic structures. These various phases, as a function of the field frequency
and field amplitude, are illustrated in the phase diagram Fig. 9.2. This is in accordance with
the experimental observations in Ref. [127].
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Figure 9.2: Phase diagram illustrating the various dynamic states versus the magnitude and
frequency of the alternating magnetic field as obtained from the simulations. Red
diamonds depict dynamic wires. Orange circles correspond to the spinner phase.
Cyan squares outlines the pulsating clusters. Green triangles correspond to the
state where a mixture of different dynamic structures is observed.
At relatively low frequencies, loose extended clusters are formed and they show periodic
shape changes in pulses with the magnetic frequency (Fig. 9.3(a)). With increasing frequency
the dynamic spinner phase appears at an intermediate range (Fig. 9.3(c)). In this phase parti-
cles self-assemble into short chains and rotate at the frequency of the applied field. At higher
frequencies dynamic wires are formed through merging and extension of initial cluster of par-
ticles along the axis of applied field (Fig. 9.3(d)). The elongation of the clusters into a wire
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(a) (b)
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Figure 9.3: Snapshot of different phase appearances depending on the applied field pa-
rameters. (a) Pulsating clusters observed at ω = 2pifB = 0.005τ−1 and
B0 = 0.8
√
kBTµ0/a3, (b) mixture of different dynamic structures at ω =
2pifB = 0.1τ
−1 and B0 = 0.8
√
kBTµ0/a3, (c) spinner phase formed at ω =
2pifB = 0.05τ
−1 and B0 = 0.8
√
kBTµ0/a3, and (d) dynamic wires formed at
ω = 2pifB = 0.5τ
−1 and B0 = 0.8
√
kBTµ0/a3.
continues until it becomes one particle thick. At some particular intermidiate frequencies,
mixture of different dynamic structures coexist (Fig. 9.3(b)).
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9.2.1 Spinners
Magnetic spinners are short chains of self-assembled dispersion particles with the resulting
magnetic moment oriented along the chains. They have some distribution of lengths due
to prevailing magnetic dipole-dipole interaction and the average length of the spinners is
defined by the frequency of the external driving field (see Sec. 9.3.2). The spinner phase
appears in a certain parameter range of the applied field because the uniaxial symmetry of
the field breaks down spontaneously. The applied magnetic field drives the chain to align
along the field orientation and results in periodic reversal of the direction of rotation. The
chain will preferably start rotating in clockwise (CW) or counterclockwise (CCW) direction
with the same frequency as the applied uniaxial magnetic field, if its rotational inertia is
large compared to the viscous drag by the fluid. Since both kind of rotations are equally
probable, initial direction of spinner rotation is decided by its interaction with neighboring
particles and flows. These spinners vigorously move around the system and exhibit complex
dynamic behavior due to the collision with each other, they disintegrate and re-assemble.
The collective motion of all the spinners creates an overall gas-like appearance of the system
(Fig. 9.4(a)). The rotating spinners inject energy by exerting torques on the liquid which
induces strong large-scale vortical flows in the system [259]. The energy injection rate and
the corresponding injection scale can be tuned by the frequency and amplitude of the applied
magnetic field.
9.3 Results
In our simulations, there are three subsystems of particles available in the spinner phase, e.g.,
active self-assembled spinners, individual particles and non-magnetic (inactive) tracers (Fig.
9.4a). While the spinners are not self-propelling entities (activity comes from rotation only),
they get advected by the flows generated by the neighboring spinners. Hence, the spinners
are the dominant active component in the system that induces a diffusive motion of the non-
magnetic tracers. Short-lived active-spinner trajectories (thin colored lines) and a long-lived
tracer trajectory (thick black line) are illustrated in Fig. 9.4(b).
9.3.1 Spinner imbalance
Spinner are strongly hydrodynamically and magnetically coupled, which leads to phases
with dominant direction of rotation. This can be quantified as spinner imbalance Is =
(N+ − N−)/(N+ + N−), where N+ and N− are the number of CW and CCW spinners, re-
spectively. The phases with complete global synchronization, i.e., all spinners rotating in the
same direction, corresponds to Is = ±1, while spinners with completely random rotational
motion will have Is = 0. Figure 9.5 shows the spinner imbalance from our simulation study
within a certain time window. The spinner imbalance exhibits significant fluctuations around
Is = 0, i.e., CW and CCW rotations are equally probable and no global synchronization can
be identified over a longer time frame.
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(a) (b)
B
Figure 9.4: (a) A snapshot of self-assembled magnetic spinners (red) with passive tracers
(blue). A uniaxial in-plane alternating magnetic field B creates a swarm of spin-
ners. (b) Typical tracer (thick black line) and spinners trajectories (colored). The
frequency of the magnetic field is fB = 0.008τ−1, the dispersion particle packing
fraction φ = 0.028, and the particle and the tracer diameter σ = σT = 6a.
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Figure 9.5: Imbalance in number of spinners with different sense of rotation as function of
time. The spinner phase is dynamically self-assembled at the frequency of the
magnetic field fB = 0.05/2piτ−1.
9.3.2 Spinner length
The dynamic spinner phase can be characterized by a well defined average spinner length
that depends on the driving frequency of the external magnetic field. The dependence of the
spinner length on the frequency fB of the external magnetic field is displayed in Fig. 9.6.
143
Active turbulence
The length is determined by the balance between the viscous torque γHω of the fluid and
the magnetic torque. For two-dimensional systems, the hydrodynamic friction coefficient γH
exhibits the spinner length dependence
γH ∼ L2s/ ln(L˜/Ls). (9.7)
Here, L˜ is a characteristic length scale. The magnetic torque is proportional to the length of
the spinner. Hence, we find
Ls
ln L˜− lnLs
∼ 1
fB
. (9.8)
As shown in Fig. 9.6, Ls decreases nearly linearly with increasing frequency and can well be
fitted by Eq. (9.8) with L˜ ≈ 4.7σ.
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Figure 9.6: Average spinner length Ls as a function of the frequency fB of the external mag-
netic field. The dashed red line is a fit to Eq. (9.8) following from the torque
balance.
9.3.3 Clustering of spinners
Analysis of the spinners via the correlation of spinner-spinner rotation orientation revealed
the presence of a short-range dynamic order (Fig. 9.7(a)) in the spatial spinner arrangement.
There is a strong correlation of the spinners with co-rotating orientation at short distances,
which decays with a power law of −1.32 (inset Fig. 9.7(a)). This spatial spinner arrange-
ment can be further confirmed by a closer inspection of the radial distribution function g(r).
In Fig. 9.7(b), g(r) indicates more pronounced peaks for spinners with the same sense of
rotation (black curve) compared to neighboring spinners rotating in opposite direction (red
curve). This apparent clustering is similar to that observed in simulations of higher-density
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microrotors [260,261], where a macroscopic phase separation has been numerically observed.
However, our system inhabits significantly more complex phenomena, because the spinner
number is not fixed and fluctuates around a well-defined average prescribed by the parameters
of the driving field, as they are perpetually created and annihilated.
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Figure 9.7: (a) Correlation of the rotation orientation for neighboring spinners. The inset
shows the correlation in log scale, which decays with a power law of −1.32 with
increasing distance. (b) Normalized radial pair-distribution function g(r) for co-
rotating (black) and counter-rotating spinners (red). A clustering peak can be
observed from the co-rotating g(r). The inset shows g(r) observed in experi-
ments.
9.3.4 Spinner lifetime
Due to collisions spinners are perpetually annihilated and created with a lifetime that could
be controlled by the frequency of the alternating magnetic field. To estimate a characteristic
spinner lifetime τs, we calculate the cluster correlation function C(t) of spinners, which de-
termines the fraction of spinners still intact after a time t (inset Fig. 9.8). By fitting a stretched
exponential function, we obtain the average spinner lifetime τs (see Sec. 4.6). Figure 9.8 dis-
plays lifetimes as a function of the frequency of the external magnetic field and shows that the
lifetime increases nearly linearly with frequency. A similar behavior of the spinner lifetime
has been observed in experiments.
9.3.5 Active transport
Mean square displacement
Figure 9.9 shows a typical center-of-mass mean square displacement (MSD) of spinners and
tracers as a function of time. The MSD of tracers is somewhat larger than that of spinners,
consistent with experimental observations. Two clear distinct regimes can be identified for
the spinner dynamics, ballistic motion at short times and diffusive motion for long times.
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Figure 9.8: Average spinner life time as a function of the frequency fB of the external mag-
netic field. The inset shows the cluster correlation functions C(t) for the four
considered frequencies.
Initially, the MSD increases quadratically with increasing time, but turns in a linear regime
for tfB & 10. The time scale for the cross-over between the ballistic and the diffusive regime
is set by the spinner mean-free time, i.e., the time between a collision with another spinner
or a free particle. The diffusive regime is not fully developed for spinners due to their finite
life time as a consequence of the hindered spinner motion and their strong magnetic and
hydrodynamic interactions with their neighbors.
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Figure 9.9: Center-of-mass mean square displacement (MSD) for spinners (blue curve) and
tracers (red curve). The black lines indicate ballistic motion (∝ t2) at short times
and active diffusion, with the same scaling as normal diffusion (∝ t), at long
times. The inset presents MSD curves from experiments.
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Characteristic ballistic spinner velocity
The ballistic motion is characterized by a velocity v, which we can extract from the initial
part of the mean square displacement by the relation〈
(rcm(t)− rcm(0))2
〉
= v2t2, (9.9)
where rcm is the center-of-mass position of the spinner or the inert particle. As displayed in
Fig. 9.10(a), the characteristic velocity v for inert particles exhibits a weak dependence on the
applied frequency of the external magnetic field in the frequency range of the spinner phase.
In experiments, similarly the root mean square (rms) velocity vrms can be calculated, as the
ensemble average over the spinners, which characterizes the ballistic motion. It is evident that
simulations yield qualitatively a similar behavior as observed in experiments. The simulation
results for active transport are scaled with σ and σ/v (for the system with external frequency
fB = 0.008τ
−1), as relevant length and time scales.
The rotational motion of the spinners creates a radially decaying flow field. A characteristic
velocity scale can be estimated from the Stokes flow around a rotating spherical (disk-like)
particle of diameter Ls (spinner length), which is
v(r¯) =
ωLs
2
(
Ls
2r¯
)d−1
(9.10)
in d-dimensions with the rotation frequency ω. The typical distance r¯ of tracers and spinners
is determined by the spinner concentration, i.e., r¯ ∼ 1/√ρA, where ρA is the particle number
density. In experiments, the distance r¯ ≈ 0.15cm is obtained from the radial pair distribution
function (Fig. 9.7(b) inset) and the frequency is fB = 60Hz. Thus, we find v(r¯) ≈ 0.13
cm/s for the spinner length Ls = 0.04 cm in three dimensions (d = 3), in reasonable agree-
ment with the value observed in experiments (Fig. 9.10(a)). It should be noted that the flow
field decays less rapidly in the strict two dimensional situation of simulations compared to
the quasi-two-dimensional experimental condition with three-dimensional hydrodynamics,
which implies larger characteristic velocities in simulations.
Diffusion
In simulations, the lifetime of the spinners just exceeds the crossover time between ballistic
and diffusive motion such that no pronounced diffusive regime is obtained and no spinner
diffusion coefficient can be extracted. In contrast, a clear diffusive regime is obtained for
tracers. We extract the diffusion coefficient D of the tracer particles from the linear regime
of the MSD to characterize activity-induced transport in the system, as〈
(r(t)− r(0))2〉 = 4Dt, (9.11)
where r is the displacement at time t.
Diffusion coefficients for the inert particles are displayed in Fig. 9.10(b) as a function of the
frequency fB, which includes diffusion coefficients from experiments too. The simulation re-
sults are in qualitative agreement with the experimental values. The frequency independence
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of the diffusion coefficient is a result of the competition between a faster rotation leading
to faster fluid motion and the decreasing spinner length with increasing frequency fB of the
field.
To get insight into the dependence of diffusion on activity in the system, we analyzed the
inert-particle diffusion coefficient at different active-particle number densities ρA. Obtained
results are shown in Fig. 9.10(c) including experimental observations. The inert-particle dif-
fusion coefficient exhibits a monotonic increase with the number density until the system
becomes too dense to sustain the spinner phase (immobile clusters of magnetic particles are
formed for high number densities [127]). The observed nearly linear dependence qualitatively
resembles previously observed enhanced tracer diffusion in suspensions of swimming organ-
isms [263–267]. However, the Reynolds numbers in suspensions of swimming organisms
are typically much smaller than unity, whereas in our spinner system Re ≈ 30. Further-
more, swimmers exhibit typically a characteristic dipole flow field, while spinners create a
rotational flow field. This points to significant differences in the origin of the emerging flow
field.
We further explored the dependence of the diffusion coefficient on the inert-particle size to
gain additional information on activity-induced transport in the spinner system. For inert par-
ticles larger than spinners (particle diameter σT > major spinner axis), the particle diffusion
coefficient shows a D ∝ 1/σT dependence as expected from Stokes-Einstein relation (Fig.
9.10d). Hence, the stirred fluid, containing the spinners, appears as a random, white-noise
environment. Remarkably, for smaller particles, the trend is in reverse, i.e., the diffusion co-
efficient decreases with particle size. The non-monotonic dependence indicates a change in
the statistical properties of the ambient fluid. A diffusion coefficient independence on par-
ticle size has been obtained, for example, for passive particles embedded in an active fluid
with temporal exponentially correlated noise [268]. In contrast, for larger tracers the fluid
acts as a thermal bath. Similarly, a non-monotonic size dependence of particle diffusion was
recently observed in bacterial suspensions [266]. The monotonic dependence breaks down
once a particle size becomes comparable with a characteristic fluid flow scale. In the case
of our system, this scale approximately corresponds to the size of a spinner, while in a bac-
terial suspensions [266] it is determined by a typical size of self-organized bacterial flows.
Moreover, our results imply that there is an optimal inert particle size for fastest mixing for a
given active system, indicated by the maximum diffusion coefficient. These findings clearly
demonstrates that active transport can be tuned.
Overall, simulation results for the activity-induced transport are in good qualitative agree-
ment with the experimental observations. It is important to note, however that the flow fields
in two (simulations) and three dimensions (experiment) associate different velocity scales (as
mentioned earlier), therefore a quantitative match is not expected. Despite that, simulations
yield the same dependencies of diffusion coefficients on the frequency, active particle density,
and tracer size (Fig. 9.10(b)-(d)) as observed in experiments.
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Figure 9.10: Active transport and diffusion. (a) The dependence of characteristic ballis-
tic velocity v on the frequency fB for inert particles in simulations (black);
ρAσ
2 = 0.036 and σT/σ = 1. Results from experiments (red) are shown for
comparison. (b) Dependence of the active diffusion coefficient on fB for inert
particles as obtained from the simulations (black, ρAσ2 = 0.036 and σT/σ = 1)
and experiments (red). Outside the measured frequency window, the active par-
ticles’ self-organization does not result in a pure spinner phase [127]. (c) Active
diffusion coefficient as a function of the active particle number density ρA for in-
ert particles as obtained from simulations (black, fBσ/v = 0.161 and σT/σ = 1)
and experiments (red). For the higher number densities, the system shows the
onset of a high-density phase where the spinners are absent [262]. (d) The ac-
tive diffusion coefficient is a non-monotonic function of the inert particle size
for simulations (black, fBσ/v = 0.161 and ρAσ2 = 0.036), in accordance with
experiments (red). The red line indicates the dependence ∝ 1/σT as expected
from the Stokes-Einstein relation. The gray area corresponds to the range of
spinner sizes in simulation.
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Figure 9.11: Two-dimensional turbulence. (a) The normalized velocity magnitude v/vmax of
the hydrodynamic flow velocity generated by spinners. (b) The normalized vor-
ticity ω/ωmax fields of the spinner system, which enables a distinction between
CW (blue) and CCW (red) rotating spinners. Streamlines are superimposed to
give a sense of flow. (c) Energy spectrum E(q) of the hydrodynamic flows as
obtained from simulations (black) and experiment (red). Two-dimensional tur-
bulent flow reverse energy cascade toward small wave numbers q (large scales)
with q−5/3 scaling. The energy injection region is broad due to a heterogeneity
of spinner sizes (gray area). The simulation parameters are fBσ/v = 0.161 and
ρAσ
2 = 0.036.
9.3.6 Energy spectra
The magnitude of the hydrodynamic velocity field, induced by the rotating spinners, illus-
trates the regions of stronger motion concentrated around the spinners (Fig. 9.11(a)). In
addition, Fig. 9.11(b) shows the vorticity field generated by the spinners, in combination
with streamlines. This depicts a clear distinction between CW (blue) and CCW (red) rotating
spinners and we observe the accumulation of co-rotating vortices. To further investigate the
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self-induced vortical flows in the spinner phase, we calculate energy spectrum according to
Eq. (2.46) of turbulent fluctuations in our system. A typical energy spectrumE(q) of the flows
as extracted from simulations is shown in Fig. 9.11(c) together with the experimental results.
E(q) strongly resembles the spectrum of an inverse energy cascade in two-dimensional tur-
bulence [179]. The energy-injection scale is shown as gray area in Fig. 9.11(c); the broad
range arises from the heterogeneity in spinner size. Although the values of the accessible
wave-numbers q are constrained by the limiting size of our simulation system, we observe
a clear characteristic power-law behavior of q−5/3 over more than an order of magnitude in
length scale in accordance with experimental spinner systems.
The self-organized spinner system is intrinsically heterogeneous consisting of individual
particles and spinners. The spinners encompass various sources of randomness, such as spin-
ner size and life time, depending on the frequency of the external driving field. Hence, the
system is quite dynamic by nature and particles frequently change their states; individual
particles join spinners or spinners disintegrate into individual particles. To shed light on the
relevance of the effects of dynamic heterogeneities on the turbulence, we considered an ad-
ditional set of systems with spinners of fixed lengths, i.e., the spinner-size heterogeneity is
removed.
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Figure 9.12: Energy spectra from simulations at three different packing fractions φs = 0.226,
0.113, and 0.056 (top to bottom). The forcing length scale is indicated by the
gray vertical line. The q dependency is expressed by the black lines. The spinner
length is fixed at Ls = 4σ, and the field frequency is fBσ/v = 0.161 (Re ≈ 38).
The curves are multiplied by constants to accommodate clearer inspection of the
q exponent.
Figure 9.12 shows energy spectra from simulations of fixed-length spinner systems for
various densities. The energy spectrum E(q) approaches the hydrodynamic turbulence expo-
nent, q−5/3, at low packing fractions φ, within the boundaries of the rotating spinner phase.
At elevated packing fractions, the exponent starts to deviate from the hydrodynamic turbu-
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lence value (see Fig. 9.12), since other interactions, e.g., steric and magnetic, become more
relevant, and the system undergoes a transition to another dynamic phase comprised of non-
rotating aggregates. Remarkably, the energy spectra yield very similar exponents for the
various concentrations, as well as a crossover to a larger exponent of approximately −3 at
large wave-numbers and high concentrations.
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Figure 9.13: Energy spectra for mono-disperse spinners from simulations. (a) Spectra for
spinners of lengths Ls/σ = 3, 4, and 6 (top to bottom) at the spinner packing
fraction φs = 0.113 (Re ≈ 38). The top and bottom curves are shifted vertically
by a constant factor with respect to the middle curve for better distinction. (b)
Spectrum for spinners of length Ls/σ = 2 at the spinner packing fraction φs =
0.113 with Re ≈ 10.
Further, we find that the energy spectra and corresponding exponents for the mono-disperse
systems with average spinner lengths Ls = 3σ and 4σ, shown in Fig. 9.13(a), are similar to
the exponent observed in the experiments and simulations (Fig. 9.11(c)) for the polydisperse
system, with average spinner length 〈Ls〉 ≈ 3.5σ. Hence, polydispersity is of minor impor-
tance for active turbulence in our system. Moreover, simulations of a polydisperse system
with fixed length of spinners and length distribution of the self-organized system yield very
similar energy spectra. A further increase in the spinner length in simulations (Ls/σ = 4−6)
leads to a slight increase of the magnitude of the energy exponent. Simulations also reveal
that energy spectra for very short spinners (Ls/σ < 3, Re < 10) (Fig. 9.13(b)) are almost
constant over all length scale, i.e., these spinners behave like white-noise sources. Thus, a
minimal spinner length and Reynolds number is necessary to generate turbulence. Finally,
Fig. 9.13(a) exhibits also the crossover to a power-law exponent −3 at length scales smaller
than the energy-injection scale, the value characteristic for enstrophy flux of hydrodynamic
turbulence, both in 2D and 3D (see Sec. 2.2.4) [179].
Mesoscale turbulence - relation to other systems
Similar turbulent behavior has been observed for low-to-moderate Reynolds numbers in
forced turbulence in 2D conducting fluid layers [179], surfactant films [269] and bubbly
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flows [270,271]. There the turbulence was forced either by a fixed grid or by a fixed array of
magnets (ordered or randomly positioned) beneath the films with a typical Re number in the
range between 102 − 104. There the existence and robustness of the inverse energy cascade
and (-5/3) scaling were well established [179]. Turbulent features have been also observed in
viscoelastic polymer solutions (elastic turbulence) at Re numbers as low as 10−3 [272]. The
turbulence there is driven by a slow nonlinear response of the polymer solution to external
shear due to long relaxation times of the polymers. The corresponding exponent there is be-
lieved to be close to (−1) [272]. Turbulent behavior has been also observed in active systems,
in particular, dense bacterial suspensions [81,151]. In bacterial turbulence, an apparent turbu-
lent motion is associated with the onset of collective behavior and the reported experimental
exponent seem to be close to (−8/3). However, this scaling was observed only in a very nar-
row range of the wavenumbers and for conditions not applicable to our system. This scaling
behavior was attributed to an apparent visco-elastic response of highly concentrated bacterial
suspension. In a follow-up study [273], active turbulence in a model of rigid self-propelled
colloidal rods in the overdamped regime was explored by simulations, and power-law spectra
with a classical exponent −5/3 consistent with hydrodynamic 2D turbulence in the inertial
regime were observed. Our system is relatively dilute (1% − 5% area fraction) and no col-
lective motion has been observed. A novel feature of our system is that it actively injects
vorticity at the length scale of the spinners without self-propulsion. The injection process
is spatially and temporally random due to perpetual self-assembly, advection, and collisions
of spinners. It suggests that two-dimensional turbulence might be fully developed over a
much wider range of Reynolds numbers than in three dimensions, provided that the driving
is spatially and temporarily random.
9.4 Summary
We studied in detail the transport properties of active spinner suspensions comprised of self-
assembled spinners with both clockwise and counter-clockwise types of rotational motion
though two-dimensional simulations, to obtain an in-depth understanding of active turbulence
in quasi-2D experimental system. The spinner suspension induces vigorous vortical flows at
the interface that exhibit properties of well developed two-dimensional hydrodynamic tur-
bulence despite the orders of magnitude lower Reynolds number in our studies (Re ≈ 30).
The energy spectrum of the generated flows shows the characteristic q−5/3 decay. We ob-
serve that the active-diffusion coefficient increases nearly linear with the spinner density and
is approximately independent of the frequency of the driving magnetic field. Moreover, we
find a non-monotonic dependence of the active diffusion coefficient on the inert particle size,
where Stokes-Einstein relation holds for large inert particles (larger than a spinner) and dif-
fusion is suppressed for small particles. We uncover dynamic segregation and clustering of
spinners with the same sense of rotation. Thus, our observations provide predictive tools for
active-particle manipulation at the microscale.
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A numerical approach has been applied to study the dynamical structures, both in equilibrium
systems of colloidal protein suspensions and in out-of-equilibrium systems, specifically, ac-
tive Brownian particles and ferromagnetic particles in an external magnetic field. We have
applied the already available concepts of colloidal physics to these systems to get a thorough
insight into their structural and dynamical properties.
We have investigated the aggregation in protein solutions emerging from different inter-
particle interactions. Dispersed particles interacting by a generalized Lennard-Jones-Yukawa
(LJY) pair potential as a representative for particles with short-range attractive and long-
range repulsive interactions were considered. The equilibrium microstructural and short-time
diffusion properties, and the phase behavior are studied with hydrodynamic simulations. The
theoretical predictions for the dispersed-fluid phase are in excellent agreement with simu-
lation results. For particle attraction strengths exceeding a critical value, simulations yield
an equilibrium cluster phase. Calculations of the cluster mean lifetime and the comparison
with the dissociation time of an isolated particle pair reveal quantitative differences, point-
ing to the importance of many-particle hydrodynamic interactions for the cluster dynamics.
The cluster lifetime in the cluster-fluid phase increases far more strongly with increasing at-
traction strength than in the dispersed-fluid phase. Significant changes in the cluster shapes
are also observed in the course of time. These observations about the influence of HIs on
cluster conformational changes and lifetimes are applicable, on a qualitative level, to general
Brownian particle systems, where thermodynamic clusters are formed. Further, our study
of colloidal aggregation corresponding to eye-lens protein γB-crystallin reveals the strong
influence of particle surface patchiness on short-time diffusion properties of proteins over
distances comparable to the distances between nearest neighbors. The presence of attrac-
tive patches dramatically slows down the short-time dynamics even though the effective pair
potential strength is comparable to colloids with isotropic interactions. Thereby, in order to
understand and predict the dynamics of crowded protein solutions, it is thus not sufficient to
perform in vitro experiments under dilute conditions and use estimates of the overall strength
of interparticle interactions together with standard colloid models. There is a clear need for
an extension of the often-used simple colloid models and to incorporate more molecular fea-
tures into such coarse-grained models when attempting to describe local short-time diffusion
in crowded solutions. Moreover, colloids with patchy attractions are intriguing to study not
just because of their rich phase diagram, but from dynamical viewpoint too.
We have also presented a study of the active Brownian particle (ABP) spherical colloidal
model for systems of self-propelled objects. The stationary-state distribution function of ac-
tive Brownian particles confined in a radially symmetric harmonic and anharmonic potential
has been investigated with a combination of theory and simulation. In the simulations, the
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ABP is propelled with a prescribed velocity along a body-fixed direction, which is chang-
ing in a diffusive manner. For the analytical approach, the Cartesian components of the
propulsion velocity are assumed to change independently (active Ornstein-Uhlenbeck parti-
cle, AOUP). This results in very different velocity distribution functions. ABPs and AOUPs
confined in a harmonic potential exhibits the impact of the condition of fixed velocity of ABPs
on the stationary-state properties, as it yields the activity-induced accumulation of particles.
This reveals the importance of comparing appropriate distribution functions, which is the
conditional probability distribution function for AOUPs. For the anharmonic potential, the
Unified Colored Noise Approximation (UCNA) is applied to derive a probability distribution
function. The UCNA results are in good agreement with simulation results for an AOUP, and
the agreement increases with increasing rotational diffusion coefficient. However, the dis-
tribution functions from simulation of ABPs exhibit visible disparities which increases with
increasing activity and decreasing rotational diffusion, thereby, revealing the applicability of
the approximation scheme for ABPs. Moreover, we derived an expression for the pressure in
a local sub-volume of a system of ABPs confined by walls or with periodic boundaries us-
ing the virial theorem, which includes an active and an interparticle-interaction contribution.
The local pressure of ABPs under confinement is dependent on the wall interaction, which
results in surface accumulation. Furthermore, the local pressure in interacting ABP systems
with periodic boundary conditions increases initially with concentration and then decreases
again at higher concentration for Péclet numbers exceeding a certain value, similar to a van
der Waals-like pressure-concentration curve. We find that the local pressure is dominated
by the contribution from activity for Péclet number less than the critical value at a relatively
smaller volume fraction and at larger volume fractions, the interaction component has signif-
icant contribution. This contribution decreases with increasing Péclet umber, since the active
component increases quadratically with Péclet number compared to the linear increase of in-
terparticle interaction contribution. Overall, the evaluation of the local pressure can provide
valuable insight into the phase behavior of active systems.
Our study of colloidal particles subjected to an external alternating forcing exhibit complex
collective behavior and self-assembled patterns. A dispersion of magnetic microparticles
energized by a uniform uniaxial alternating magnetic field exhibits dynamic arrays of
self-assembled spinners rotating in either direction. We observe that the spinners, developing
as a consequence of spontaneous symmetry breaking of clock/counterclockwise rotation
of aggregated particle chains, induce vigorous vortical flows that exhibit properties of a
two-dimensional hydrodynamic turbulence even at the orders of magnitude lower Reynolds
number in our studies. The same-chirality spinners (clockwise or counterclockwise) show a
tendency to aggregate and form dynamic clusters. Furthermore, the emergent self-induced
currents promote active diffusion that could be tuned by the parameters of the external ex-
citation field. Our simulation study exhibited a similar qualitative behavior as experimental
observations. It provides insight into fundamental aspects of collective transport in active
spinner materials and yields new rules for particle manipulation at the microscale. The
embedded inert particles exhibit an unusual diffusion behavior, a finding which illustrates
that the active transport can be tuned by external parameters.
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We close this section by discussing some possible future extensions of these systems and
phenomena.
Our results of colloidal system with Lennard-Jones-Yukawa (LJY) pair potential contribute
to an improved understanding of the Brownian particle dynamics in SALR systems. As
a future technological application, the transport properties can be used as salient input to
the previously developed membrane ultrafiltration model [274], in its application to protein
solutions under SALR conditions. Furthermore, the intra-cluster structure and dynamics can
be studied in more detail using the hydrodynamic MPC simulations.
Regarding the dramatic influence of weak attractive patches on local short-time diffusion,
it is not only of considerable importance for the general case of crowding phenomena in cells
and other dense protein environments, but may also have direct implications for the specific
system used in this study. Eye-lens protein solutions have not only been investigated due to
their role in cataract formation, but their dynamics has recently also been investigated due to
speculations that the occurrence of presbyopia (an age-related inability of the eye to focus on
close objects) – a result of a gradual hardening of the eye lens – may be linked to an arrest or
glass transition of the concentrated protein solutions that make up the interior of the fiber cells
in the lens. While the molecular origins of such an age-related arrest transition are unknown,
our study demonstrates that the additional presence of one or several attractive patches on the
protein surface, for example due to a local site mutation that creates an additional charged
patch, may dramatically alter the local and macroscopic dynamic properties and drive the
solution into an arrested state. It will thus be interesting to look in more detail into the
molecular properties of the various crystallins found in lenses with and without presbyopia,
including more sophisticated colloidal model with shape anisotropy or molecular details.
Our study of active Brownian particles in harmonic potential can be extended in the ana-
lytical description of the non-equilibrium dynamics of many interacting active particles, such
as ABPs connected by harmonic bonds. The UCNA scheme for anharmonic radially sym-
metric potential, has shed light onto its applicability for ABPs. The good agreement with
simulations for higher rotational diffusion suggest that UCNA can very well be applied to
describe the properties of ABPs with a large rotational diffusion coefficient, corresponding
typical to run-and-tumble motion rather than thermal rotational diffusion. With the help of
the stationary-state distribution function of the ABPs, other properties can be calculated, such
as an effective free energy [115]. By the latter, the thermodynamic framework of passive sys-
tems can be applied and equations of states be derived [106]. Furthermore, the evaluation of
the local pressure can be employed to get valuable insight into the phase behavior of active
systems. In particular, it can be used to calculate pressure differences in the dense fluid phase
and the dilute gas phase of the motility induced phase separated states of active systems.
The spinner system, as a result of dynamic self-assembly in an external alternating mag-
netic field, presents a new member of active systems displaying active turbulence behavior
and constitutes a novel class of materials with tunable properties. The uniqueness of this
particular system comes from the fact that activity originates from rotations only and is not
associated with self-propulsion. A trivial extension of this study would be self-assembly of
magnetic particles suspended in the bulk of a three-dimensional fluid. Further, the suspension
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of magnetic particles can be exposed to rotating field instead of an alternating field, or put
under certain geometric confinement, which can induce a different sort of collective phenom-
ena. It would be interesting to observe the hydrodynamic flows, in particular turbulence, with
larger magnetic dispersions as the Reynolds number increases. Moreover, how the active
turbulence changes, or disappears, with decreasing particle size, as slowly thermal diffusion
kicks in and becomes prominent, would be engaging to look into.
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