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A NEW PROOF OF BENEDICKS’ THEOREM FOR THE WEYL
TRANSFORM
M. K. VEMURI
Abstract. Benedicks theorem for the Weyl Transform states: If the set of points where
a function is nonzero is of finite measure, and its Weyl transform is a finite rank operator,
then the function is identically zero. A new, more transparent proof of this theorem is
given.
1. Introduction
That a nonzero function and its Fourier transform cannot both be sharply localized is
known as the Uncertainty Principle in Harmonic Analysis. There are many different precise
formulations of this principle, depending on the way in which localization is quantified.
One such is Benedicks’ theorem [1]: if f ∈ L1(R), and the sets {x ∈ R | f(x) 6= 0} and
{ξ ∈ R | fˆ(ξ) 6= 0} both have finite Lebesgue measure, then f ≡ 0.
Let H = L2(R), and B(H) the set of bounded operators on H. If f ∈ L1(R2), the Weyl
transform of f is the operator W (f) ∈ B(H) defined by
(W (f)ϕ)(t) =
∫∫
f(x, y)epii(xy+2yt)ϕ(t + x) dxdy.
The following analogue of Benedicks’ theorem for the Weyl transform was proved in [7].
Theorem 1.1. If the set {w ∈ R2 | f(w) 6= 0} has finite Lebesgue measure and W (f) is a
finite rank operator, then f ≡ 0.
Recall that the Heisenberg group G is the set of triples
{(x, y, z) | x, y ∈ R, z ∈ C, |z| = 1}
with multiplication defined by
(x, y, z)(x′, y′, z′) =
(
x+ x′, y + y′, zz′epii(xy
′−yx′)
)
.
According to the Stone-von Neumann Theorem, there is a unique irreducible unitary rep-
resentation ρ of G such that
ρ(0, 0, z) = zI.
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The standard realization of this representation is on the Hilbert space H by the action
(ρ(x, y, z)ϕ)(t) = zepii(xy+2yt)ϕ(t+ x).
Thus, the Weyl transform may be expressed as
W (f) =
∫∫
f(x, y)ρ(x, y, 1) dxdy, f ∈ L1(R2).
If X is a trace class operator on H, the modified Fourier-Wigner transform of X is the
function α(X) : R2 → C defined by
α(X)(x, y) = tr(Xρ(x, y, 1)∗).
It is well known (see e.g. [3]) that if f ∈ L1(R2) and W (f) is a trace class operator
then α(W (f)) = f , and that if X is a trace class operator on H and α(X) ∈ L1(R2) then
W (α(X)) = X . Thus we may reformulate Theorem 1.1 as
Theorem 1.2. If X is a finite rank operator on H and the set {w ∈ R2 | α(X)(w) 6= 0}
has finite measure, then X = 0.
Theorem 1.2 was proved in [7]. In spirit, the proof in [7] was similar to that of Benedicks
[1]. However, the definition of the periodization map was opaque, and embedded in messy
representation theory. In this work, we define the periodization map in a more transparent
way, and give a proof of Theorem 1.2 that is even closer to that of Benedicks [1]. The price
for this is the use of somewhat more sophisticated ideas from the theory of von Neumann
algebras. However, this is a small price to pay, because ultimately, Theorem 1.2 depends
on Linnel’s theorem [4], which uses, in an essential way, very deep ideas from the theory of
von Neumann algebras.
2. Periodic Operators
Let pi : G → R2 be the projection pi(x, y, z) = (x, y). Then pi is a homomorphism and
ker(pi) = Z(G), the center of G. Let U(1) = {z ∈ C | |z| = 1}. For (x, y) ∈ R2, let
s(x, y) = (x, y, 1). Then s is a section of pi, i.e. pi ◦ s = idR2, and
s(x, y)s(x′, y′) = (x+ x′, y + y′, epii(xy
′−yx′)) = ψ((x, y), (x′, y′))s(x+ x′, y + y′),
where ψ((x, y), (x′, y′)) ∈ Z(G) is defined by
ψ((x, y), (x′, y′)) = (0, 0, epii(xy
′−yx′)).
Define e : R2 × R2 → U(1) by
e((x, y), (x′, y′)) = e2pii(xy
′−yx′).
Note that if g, g′ ∈ G then
gg′g−1g′−1 = (0, 0, e(pi(g), pi(g′))).
The pairing e is an alternating bicharacter, and it is perfect in the sense that it establishes
the Pontryagin duality R̂2 ∼= R2.
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Let N ⊆ R2 be a lattice (necessarily cocompact). Let N⊥ = {w ∈ R2 |e(n, w) = 1 ∀n ∈
N}.
Definition 2.1. A closed, densely defined operator T : H → H is said to be N -periodic if
for all n ∈ N , we have
ρ(n, 1)Tρ(n, 1)−1 = T.
The set AN = {T ∈ B(H) | T is N -periodic} is a von Neumann algebra (it is the com-
mutant of the self-adjoint set {ρ(n, 1) | n ∈ N}). Observe that a closed densely defined
operator T is N -periodic iff T is affiliated to AN .
Observe that for each n′ ∈ N⊥, the operator ρ(n′, 1) is N -periodic, hence the weak
closure of span{ρ(n′, 1) | n′ ∈ N⊥} is contained in AN . The following theorem is a direct
consequence of [6, Theorem 5.7].
Theorem 2.2. AN is the weak closure of span{ρ(n
′, 1) | n′ ∈ N⊥}.
In [4], Linnel constructed a faithful finite weakly continuous tracial state τ on AN with
the property that
(1) τ(ρ(n′, 1)) =
{
1 if n′ = 0
0 if n′ ∈ N⊥ \ {0},
thus proving the following theorem.
Theorem 2.3. AN is a finite von Neumann algebra.
Let Lp(AN , τ) denote the Dixmier-Segal “non-commutative” L
p-space ofAN with respect
to the trace τ (see [5]). Note that L2(AN , τ) is a Hilbert space under the inner product
〈A,B〉 = τ(AB∗), and we have the duality AN = L
∞(AN , τ) ∼= L
1(AN , τ)
∗ (under the
same pairing). Moreover, since AN is finite, we have AN ⊆ L
2(AN , τ) ⊆ L
1(AN , τ).
Definition 2.4. If T ∈ L1(AN , τ) and n
′ ∈ N⊥, we define the Fourier-Wigner coefficients
of T by
(α(T ))(n′) = τ(Tρ(n′, 1)∗) n′ ∈ N⊥.
Proposition 2.5. If T ∈ L1(AN , τ) and α(T )(n
′) = 0 for all n′ ∈ N⊥, then T = 0.
Proof. This follows immediately from Theorem 2.2 and the duality AN ∼= L
1(AN , τ)
∗. 
Proposition 2.6. {ρ(n′, 1)}n′∈N⊥ is a complete orthonormal set in L
2(AN , τ).
Proof. This follows immediately from equation (1) and Theorem 2.5. 
3. The Zak transform
As the Zak (Weil-Brezin) transform is used in several proofs in Section 4, we review some
of its properties; they are well known (see e.g. [2]).
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If ϕ ∈ H is continuous and compactly supported, we define its Zak transform Zϕ : R2 →
C by
(Zϕ)(θ, σ) =
∑
l∈Z
ϕ(σ − l)e2piilθ.
Then,
(Zϕ)(θ + 1, σ) = (Zϕ)(θ, σ) and
(Zϕ)(θ, σ + 1) = e2piiθ(Zϕ)(θ, σ),
so (Zϕ) is determined, by its values on Ω = [0, 1)×[0, 1). Also, if emn(t) = χ[0,1)(t−n)e
2piimt,
then
(Zemn)(θ, σ) = e
−2piinθe2piimσ, (θ, σ) ∈ Ω
so Z extends to a unitary map H → L2(Ω). Also, if F : Ω→ C is continuous, then
(Z−1F )(t) =
∫ 1
0
F (θ, t) dθ.
Observe that
(Zρ(x, y, z)ϕ)(θ, σ) =
∑
l∈Z
(ρ(x, y, z)ϕ)(σ − l)e2piilθ
=
∑
l∈Z
zepii(xy+2y(σ−l)ϕ(σ − l + x)e2piilθ
= zepii(xy+2yσ)
∑
l∈Z
e2piil(θ−y)ϕ(σ + x− l)
= zepii(xy+2yσ)(Zϕ)(θ − y, σ + x).
Let M = Z2 ⊆ R2. Then M is a maximal isotropic subgroup. If (m1, m2) ∈M , then
(Zρ(m1, m2, e
piim1m2)ϕ)(θ, σ) = epiim1m2epii(m1m2+2m2σ)(Zϕ)(θ −m2, σ +m1)
= e2piim2σe2piim1θ(Zϕ)(θ, σ)
4. Periodization
Although most of the results in this section may be formulated and proved for arbitrary
isotropic lattices, we will henceforth assume that N = Z× aZ, for some a ∈ Z. The reason
for this is that it suffices for our main goal, namely the proof of Theorem 1.2 and that
Linnel’s trace τ has a nice formula in this case.
Observe that N⊥ = 1
a
Z× Z. Let χh = χ[h/a,(h+1)/a). If T ∈ AN , then ([4, p3274])
τ(T ) =
a−1∑
h=0
〈Tχh, χh〉 =
a−1∑
h=0
∫ (h+1)/a
h/a
Tχh.
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Lemma 4.1. Let g ∈ L1(Ω). Let Dg = {ϕ ∈ H | gZϕ ∈ L
2(Ω)}. Define Mg : Dg →H by
Mg(ϕ) = Z
−1(gZϕ).
Then Dg is dense in H, and Mg is closed. Moreover Mg ∈ L
1(AN , τ).
Proof. An elementary measure theory argument shows that Dg is dense in H. Observe that
Dg = Dg. Suppose ϕn ∈ Dg, ϕn → ϕ ∈ H, and Mgϕn → ψ ∈ H. Then for all µ ∈ Dg, we
have
〈ψ, µ〉 = lim
n→∞
〈Mgϕn, µ〉
= lim
n→∞
〈ϕn,Mgµ〉
= 〈ϕ,Mgµ〉
= 〈Mgϕ, µ〉.
Since Dg is dense in H, it follows that Mgϕ = ψ. This proves that Mg is closed.
Extend g to R2 by N -periodicity. Then gZϕ has the same periodicity properties as Zϕ.
We claim that Mg is N -periodic. Indeed, if n = (n1, n2) ∈ N , and ϕ ∈ Dg, then
Zρ(n, 1)ϕ ∈ Dg, and
(ρ(n, 1)−1Mgρ(n, 1)ϕ)(t) = (ρ(−n, 1)Z
−1(gZρ(n, 1)ϕ))(t)
= epii(n1n2−2n2t)(Z−1(gZρ(n, 1)ϕ))(t− n1)
= epii(n1n2−2n2t)
∫ 1
0
(gZρ(n, 1)ϕ)(θ, t− n1) dθ
= epii(n1n2−2n2t)
∫ 1
0
g(θ, t− n1)(Zρ(n, 1)ϕ)(θ, t− n1) dθ
= epii(n1n2−2n2t)
∫ 1
0
g(θ, t− n1)e
pii(n1n2+2n2(t−n1))(Zϕ)(θ − n2, t) dθ
=
∫ 1
0
g(θ, t− n1)(Zϕ)(θ − n2, t) dθ
=
∫ 1
0
g(θ, t)(Zϕ)(θ, t) dθ
= Z−1(gZϕ)
=Mg(ϕ).
Since AN is finite,Mg is automatically measurable. Let λ > 0. Observe that |Mg| =M|g|,
and χ(λ,∞)(|Mg|) =Mgλ , where
gλ(θ, σ) =
{
1, if |g(θ, σ)| > λ,
0, otherwise.
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Therefore
τ(χ(λ,∞)(|Mg|)) =
a−1∑
h=0
∫ (h+1)/a
h/a
χ(λ,∞)(|Mg|)χh
=
a−1∑
h=0
∫ (h+1)/a
h/a
Z−1(gλZχh)
=
a−1∑
h=0
∫ 1
0
gλ(θ, σ)χh(σ) dθ dσ
=
∫
Ω
gλ(θ, σ) dθ dσ
= m({(θ, σ) | |g(θ, σ)| > λ}),
i.e., the distribution function of Mg is equal to the distribution function of g. Since g ∈
L1(Ω), it follows that Mg ∈ L
1(AN , τ).

Let X = ϕ⊗ ψ ∈ B(H) be a rank-one operator. Define
X˜ =
a−1∑
j=0
Mgjρ(−j/a, 0, 1),
where
gj(θ, σ) = (Zϕ)(θ, σ)(Zψ)(θ, σ − j/a).
Then X˜ ∈ L1(AN , τ) by the non-commutative Ho¨lder inequality. Moreover, the map
(ϕ, ψ) 7→ ϕ˜⊗ ψ is sesquilinear. If X is a finite rank operator, then there exist rank-one
operators X1, . . . , Xn such that X = X1 + · · · +Xn. Define X˜ = X˜1 + · · · + X˜n. This is
independent of the expression of X in terms of rank-one operators, by the aforementioned
sesquilinearity, and X˜ ∈ L1(AN , τ).
Lemma 4.2. Let X ∈ B(H) be of the form X = ϕ⊗ ψ where ϕ, ψ are smooth compactly
supported functions. If f is a smooth compactly supported function, then∑
n∈N
ρ(n, 1)Xρ(n, 1)−1f = a−1X˜f,
in the sense that the square partial sums of the left hand side converge in L2(R) to the right
hand side.
Proof. For L ∈ Z, let
XL =
L∑
k=−L
L∑
l=−L
ρ(k, la, 1)Xρ(k, la, 1)−1
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Then
(ZXLf)(θ, σ) = (ZXLZ
−1Zf)(θ, σ)
=
L∑
k=−L
L∑
l=−L
((
Zρ(k, la, 1)ϕ⊗ Zρ(k, la, 1)ψ
)
(Zf)
)
(θ, σ)
=
L∑
k=−L
L∑
l=−L
〈Zf, Zρ(k, la, 1)ψ〉 (Zρ(k, la, 1)ϕ) (θ, σ)
=
L∑
k=−L
L∑
l=−L
e2pii(la(σ−σ
′)+k(θ−θ′))
∫∫
Ω
(Zf)(θ′, σ′)Zψ(θ′, σ′) dθ′dσ′(Zϕ)(θ, σ)
=
∫∫
Ω
(
L∑
k=−L
L∑
l=−L
e2pii(la(σ−σ
′)+k(θ−θ′))
)
(Zf)(θ′, σ′)Zψ(θ′, σ′) dθ′dσ′(Zϕ)(θ, σ)
=
∫∫
Ω
DL(a(σ − σ
′))DL(θ − θ
′)(Zf)(θ′, σ′)Zψ(θ′, σ′) dθ′dσ′(Zϕ)(θ, σ)
=
∫ 1
0
∫ 1
0
DL(aσ
′)DL(θ
′)(Zf)(θ − θ′, σ − σ′)Zψ(θ − θ′, σ − σ′) dθ′dσ′(Zϕ)(θ, σ)
=
1
a
∫ a
0
∫ 1
0
DL(σ
′)DL(θ
′)(Zf)(θ − θ′, σ − σ′/a)Zψ(θ − θ′, σ − σ′/a) dθ′dσ′(Zϕ)(θ, σ)
=
1
a
a−1∑
j=0
∫ 1
0
∫ 1
0
DL(σ
′)DL(θ
′)(Zf)(θ − θ′, σ − (σ′ + j)/a)Zψ(θ − θ′, σ − (σ′ + j)/a) dθ′dσ′
× (Zϕ)(θ, σ)
Since Zf and Zψ are smooth, it follows that
(ZXLf)(θ, σ)→
1
a
a−1∑
j=0
(Zf)(θ, σ − j/a)Zψ(θ, σ − j/a)(Zϕ)(θ, σ) =
1
a
ZX˜f
uniformly, and so in L2(Ω). 
Lemma 4.3. If rank(X) < a then X˜ is not injective.
We will need the following measure theoretic lemma to prove Lemma 4.3.
Lemma 4.4. Let Σ be a measurable space, m < n, and e1, . . . , em : Σ→ C
n be measurable.
Then there exists e : Σ → Cn measurable such that ‖e(x)‖ = 1, and 〈ej(x), e(x)〉 = 0 for
all x ∈ X, j = 1, . . . , m.
Proof of Lemma 4.3. Let b = rank(X), and assume b < a. Then there exist ϕj, ψj ∈ H,
j = 1, . . . , b, such that X = ϕ1 ⊗ ψ1 + · · · + ϕb ⊗ ψb. Let Σ = [0, 1) × [0, 1/a), and for
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j = 1, . . . , b, define ej : Σ→ C
a by
ej(θ, σ) = (Zψj(θ, σ), Zψj(θ, σ + 1/a), . . . , Zψj(θ, σ + (a− 1)/a)) .
Therefore, by Lemma 4.4, there exists e : Σ→ Ca such that ‖e(θ, σ)‖ = 1, and
a∑
i=1
Zψj(θ, σ + (i− 1)/a)(e(θ, σ))i = 0, (θ, σ) ∈ Σ, j = 1, . . . , b,
where (·)i denotes the i
th component.
Define F : Ω→ C by F (θ, σ) = (e(θ, σ − (i− 1)/a))i if σ ∈ [(i− 1)/a, i/a), i = 1, . . . , a,
where (·)i denotes the i
th component. Clearly F ∈ L2(Ω). Put f = Z−1F . Then f 6= 0.
Let gji(θ, σ) = (Zϕj)(θ, σ)Zψj(θ, σ + i/a). Then
((ZX˜)f)(θ, σ) =
b∑
j=1
(
Z
(
ϕ˜j ⊗ ψj
)
f
)
(θ, σ)
=
b∑
j=1
Z
(
a−1∑
i=0
Mgjiρ(i/a, 0, 1)f
)
(θ, σ)
=
b∑
j=1
a−1∑
i=0
(Zϕj)(θ, σ)Zψj(θ, σ + i/a)F (θ, σ + i/a)
=
b∑
j=1
(Zϕj)(θ, σ)
a−1∑
i=0
Zψj(θ, σ + i/a)F (θ, σ + i/a)
= 0, (θ, σ) ∈ Σ.
Since
∑a−1
i=0 Zψj(θ, σ + i/a)F (θ, σ + i/a) is (1/a)-periodic in σ, it follows that ZX˜f ≡ 0,
and hence X˜f = 0. 
Lemma 4.5. Let k, l ∈ Z. Then
α(Mg)(k/a, l) =
{
epiilk/a
∫
Ω
g(θ, σ)e−2pii(lσ+kθ/a) dθdσ, if k ∈ aZ,
0, otherwise.
Proof. Since L∞(Ω)∩L1(Ω) is dense in L1(Ω), it suffices to check this for g ∈ L∞(Ω)∩L1(Ω).
Then
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α(Mg)(k/a, l) = τ(Mgρ(−k/a,−l, 1))
=
a−1∑
h=0
〈Mgρ(−k/a,−l, 1)χh, χh〉
=
a−1∑
h=0
〈Z−1(gZρ(−k/a,−l, 1)χh), χh〉
=
a−1∑
h=0
〈gZρ(−k/a,−l, 1)χh, Zχh〉
=
a−1∑
h=0
∫
Ω
g(θ, σ)(Zρ(−k/a,−l, 1)χh)(θ, σ)(Zχh)(θ, σ) dσdθ
=
{∑a−1
h=0
∫
Ω
g(θ, σ)epii(lk/a−2lσ)(Zχh)(θ + l, σ − k/a)(Zχh)(θ, σ), if k ∈ aZ,
0, otherwise.
=
{∑a−1
h=0
∫
Ω
g(θ, σ)epii(lk/a−2lσ−2kθ/a)(Zχh)(θ, σ)(Zχh)(θ, σ), if k ∈ aZ,
0, otherwise.
=
{∫
Ω
g(θ, σ)epii(lk/a−2lσ−2kθ/a), if k ∈ aZ
0, otherwise.

Theorem 4.6. If X ∈ B(H) is a finite rank operator, then
α(X˜)(n′) = α(X)(n′)
for all n′ ∈ N⊥.
Proof. By linearity, it suffices to check this assuming X has rank one. Let n′ ∈ N⊥. Then
n′ = (k/a, l) for some k, l ∈ Z. There exists a unique k′ ∈ {0, 1, . . . , a − 1} such that
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k + k′ ∈ aZ. Write X = ϕ⊗ ψ, ϕ, ψ ∈ H. Then
α(X˜)(n′) = τ
(
a−1∑
j=0
Mgjρ(−j/a, 0, 1)ρ(−k/a,−l, 1)
)
=
a−1∑
j=0
τ(Mgjρ(−(j + k)/a,−l, e
piijl/a))
=
a−1∑
j=0
epiijl/aα(Mgj)((j + k)/a, l)
= epiik
′l/aα(Mgk′ ((k
′ + k)/a, l)
= epiik
′l/aepiil(k
′+k)/a
∫
Ω
gk′(θ, σ)e
−2pii(lσ+(k′+k)θ/a) dθdσ
= epiil(2k
′+k)/a
∫
Ω
(Zϕ)(θ, σ)(Zψ)(θ, σ − k′/a)e−2pii(lσ+(k
′+k)θ/a) dθdσ
= epiil(k
′+k)/a
∫
Ω
(Zϕ)(θ, σ)(Zψ)(θ − l, σ − k′/a)epii(−lk′/a+2lσ+2(k′+k)θ/a) dθdσ
= epiil(k
′+k)/a
∫
Ω
(Zϕ)(θ, σ)(Zρ(−k′/a, l, 1)ψ)(θ, σ)e2pii(k′+k)θ/a dθdσ
= epiil(k
′+k)/a
∫
Ω
(Zϕ)(θ, σ)(Zρ(−k′/a, l, 1)ψ)(θ, σ + (k′ + k)/a) dθdσ
=
∫
Ω
(Zϕ)(θ, σ)(Zρ((k′ + k)/a, 0, e−piil(k′+k)/a)ρ(−k′/a, l, 1)ψ)(θ, σ)dθdσ
=
∫
Ω
(Zϕ)(θ, σ)(Zρ(k/a, l, 1)ψ)(θ, σ) dθdσ
= 〈ϕ, ρ(k/a, l, 1)ψ〉
= tr((ϕ⊗ ψ)ρ(k/a, l, 1)∗)
= α(X)(n′)

5. The Benedicks argument
The proof of Theorem 1.2 proceeds as in [1, 7]. Assume X is a finite rank operator on
H. Let B = {w ∈ R2 | α(X)(w) 6= 0} and assume that B has finite measure. Choose an
integer a greater than the rank of X and let N = Z × aZ. Then X˜ is not injective by
Lemma 4.3. Also Nv = (B − v) ∩ N
⊥ is a finite set for almost every v ∈ R2. For such v,
let Xv = Xρ(s(v))∗. Since α(Xv)(w) = ψ(w, v)α(X)(w + v), it follows that α(Xv)(w) = 0
if w /∈ B − v. Therefore by Theorem 4.6, α(X˜v)(n′) = α(Xv)(n′) = 0 if n′ ∈ N⊥ \ Nv.
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Therefore, by Proposition 2.5 and Proposition 2.6,
X˜v =
∑
n′∈Nv
α(Xv)(n)ρ(n, 1).
Since the right hand side is a finite sum, and X˜v is not injective, it follows that X˜v = 0 by
[4, Theorem 1.2]. Therefore α(X)(n′ + v) = 0 for all n′ ∈ N⊥ and almost every v ∈ R2.
Therefore α(X) = 0 almost everywhere, and so X = 0.
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