University of Texas at El Paso

ScholarWorks@UTEP
Departmental Technical Reports (CS)

Computer Science

1-2015

Fuzzy (And Interval) Techniques In The Age Of Big Data: An
Overview With Applications To Environmental Science,
Geosciences, Engineering, And Medicine
Vladik Kreinovich
The University of Texas at El Paso, vladik@utep.edu

Rujira Ouncharoen
Chiang Mai University, rujira.o@cmu.ac.th

Follow this and additional works at: https://scholarworks.utep.edu/cs_techrep
Part of the Computer Engineering Commons

Comments:
Technical Report: UTEP-CS-15-02
Recommended Citation
Kreinovich, Vladik and Ouncharoen, Rujira, "Fuzzy (And Interval) Techniques In The Age Of Big Data: An
Overview With Applications To Environmental Science, Geosciences, Engineering, And Medicine" (2015).
Departmental Technical Reports (CS). 899.
https://scholarworks.utep.edu/cs_techrep/899

This Article is brought to you for free and open access by the Computer Science at ScholarWorks@UTEP. It has
been accepted for inclusion in Departmental Technical Reports (CS) by an authorized administrator of
ScholarWorks@UTEP. For more information, please contact lweber@utep.edu.

January 4, 2015

18:1

WSPC/INSTRUCTION FILE

tr15-02

International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems
c World Scientiﬁc Publishing Company
⃝

FUZZY (AND INTERVAL) TECHNIQUES
IN THE AGE OF BIG DATA: AN OVERVIEW
WITH APPLICATIONS TO ENVIRONMENTAL SCIENCE,
GEOSCIENCES, ENGINEERING, AND MEDICINE

VLADIK KREINOVICH
Department of Computer Science, University of Texas at El Paso
El Paso, TX 79968, USA, vladik@utep.edu
RUJIRA OUNCHAROEN
Department of Mathematics, Faculty of Science
Chian Mai University, Thailand, rujira.o@cmu.ac.th
Received (received date)
Revised (revised date)
In some practical situations – e.g., when treating a new illness – we do not have enough
data to make valid statistical conclusions. In such situations, it is necessary to use expert knowledge – and thus, it is beneﬁcial to use fuzzy techniques that were speciﬁcally
designed to process such knowledge. At ﬁrst glance, it may seem that in situations when
we have large amounts of data, the relative importance of expert knowledge should decrease. However, somewhat surprisingly, it turns out that expert knowledge is still very
useful in the current age of big data. In this paper, we explain how exactly (and why)
expert knowledge is useful, and we overview eﬃcient methods for processing this knowledge. This overview is illustrated by examples from environmental science, geosciences,
engineering (in particular, aircraft maintenance and underwater robots), and medicine.
Keywords: expert knowledge; fuzzy techniques; environmental science; geosciences; aircraft maintenance; underwater robots; medicine.

1. Introduction
Ideal case when we have enough data. Ideally, all our decisions should be
supported by data: we should have enough data to decide which medicine is the
most eﬃcient against a given disease; we should have enough data to estimate,
based on the previous records, where a tornado will go, etc.
Enough data means, in particular, that we have observed many similar situations in the past, situations when diﬀerent decisions were made. By analyzing all
these situations, for each possible decision, we can estimate the probabilities of
diﬀerent outcomes. We can then uses these probability estimates to select the decision which is the best for a given situations. Numerous statistical methods are
known for estimating the corresponding probabilities and for making decisions in
1

January 4, 2015

2

18:1

WSPC/INSTRUCTION FILE

tr15-02

V. Kreinovich and R. Ouncharoen

such situations.
In practice, we often do not have enough data. In real life, we often do not
have enough data to make a reliable decision. In such situations, we depend on
experts who rely on their experience and on their intuition to make decisions: a
medical expert decides how to treat a patient, a skilled pilot decides how best to
control the plane in an emergency situation, etc.
Need for fuzzy techniques. In some sense, experts are human measuring instruments. For example, just like sensors can measure a patient’s temperature, blood
pressure, etc., a medical expert can supplement these measurements with a diagnosis. And just like measurements are imprecise – the measurement result is, in
general, somewhat diﬀerent from the actual (unknown) value – experts’ opinions
are imprecise. Because of this natural analogy, traditionally, statistical techniques
were used to describe expert’s uncertainty as well.
In many cases, such an approach works well, but in many other cases, we have
a problem: in contrast to a measuring instrument that always returns numbers, experts often formulate their opinion by using imprecise (“fuzzy”) words from natural
language, like “small”, “most probably”. To capture the meaning of such words,
L. Zadeh came up with the idea of fuzzy logic40 ; see also18,25 .
Fuzzy logic: a brief reminder of the main idea. The main idea behind fuzzy
logic that, because of fuzziness of natural language, statements like “2.0 is small”
are not absolutely true and not absolutely false, the expert has some degree of belief
in this statement, and some degree of belief in its negation. In the computer, “true”
is usually represented by 1 and “false” by 0. So, to describe intermediate degrees of
belief, Zadeh proposed to use real numbers between 0 and 1.
This extension necessitates the extension of the usual “and”- and “or”operations from the usual 2-valued set {0, 1} to the whole interval [0, 1]. There are
many possible extensions of this type18,25 . Computationally the simplest are the
extensions f& (a, b) = min(a, b) and f∨ (a, b) = max(a, b); operations f& (a, b) = a · b
and f∨ (a, b) = a + b − a · b are also widely used.
At first glance, the role of experts should decrease in the age of big data.
Experts’ opinion is important when we have few data points. When we have few
records of patients with given symptoms, the experience of an expert who encountered several such cases in his practice provides a valuable additional information.
By this logic, the importance of the expert’s opinion can be gauged by the ratio of
expert’s prior situations to recorded fasts: the smaller this ratio, the less important
the expert’s opinion. In the current era of big data, when we record millions and
billions of data points, expert’s opinion should be, in most practical situations, of
very small value.
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Surprisingly, expert opinion is still important. Contrary to the above logic,
practice shows that expert knowledge is still very important35 . For example, in
spite of the millions of new meteorological data point coming every day, human
experts improve the accuracy of computer temperature forecasts by 10%10,35 and
precipitation forecasts by 25%9,35 . Moreover, contrary to the expectations, while
the amount of metrological data grows with years, these percentages do not change.
Similarly, experts improve the accuracy of computer-based economic forecasts by
15%23,35 , and this ratio also does not change with time.
A possible explanation may be that while, e.g., a medical doctor has an experience with only a few patients, the doctor builds on the intuition and knowledge of
the whole medical community, including doctors from the past. Thus, in eﬀect, the
doctor’s opinions are (indirectly) based on a large amount of data.
Problem: what is the best way to handle expert knowledge? Since expert
knowledge is important, it is therefore necessary to handle this knowledge. As we
have mentioned earlier, there are diﬀerent methods for handling this knowledge:
there are more traditional statistical methods, there are fuzzy methods. Which
methods should we use?
What we do in this paper. Our answer to the above question is that both
techniques are needed. There are many examples when statistical methods work
well. In this paper, we provide practical examples where fuzzy methods bring a
deﬁnite advantage. There are many such examples; due to the size limitations, we
mostly concentrate on examples which are most fundamental and most general. For
the same reason, we mostly concentrate on applications that we know best – since we
had our own experience with them. Of course, there are many other application areas
where fuzzy techniques have an advantage; many of these examples are described
in other papers from this special issue.
The paper is structured as follows. In a short next section, we provide a brief
comparative overview of probabilistic and fuzzy techniques. In the following sections, on the example of diﬀerent stages of data processing process, we show how
fuzzy techniques can help.
2. Probabilistic and Fuzzy Techniques: A Brief Comparison
Probabilistic techniques: a brief overview. In the probabilistic approach to
uncertainty, we estimate the probability of diﬀerent possible values, and we use
these probabilities to make decisions.
In principle, if we have a very large number of observations, we can estimate
the probability by computing the corresponding frequencies: e.g., by processing the
census data, we can ﬁnd the probability of a family to have two children. However, in
many cases, we do not have that much data. In such situations, two main techniques
are applied to ﬁnd the corresponding distributions.
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In some cases, we know the type of the probability distribution – e.g., we know
that the distribution is normal. In precise terms, this means that we know a ﬁniteparametric family of distributions, and we are sure that the actual probability distribution belongs to this family. In this case, to get a full description of the distribution,
we need to ﬁnd the values of the corresponding parameters. The most commonly
used way to ﬁnd these values is to select “most probable” values. This is known as
the Maximum Likelihood approach; see, e.g.,34 .
In other cases, we do not know the type of a distribution. In this case, if several
diﬀerent probability distributions are consistent with the data, it makes sense to
avoid fake certainty and to select a consistent-with-data distribution with the largest
possible uncertainty. This is known as the Maximum Entropy approach; see, e.g.,17 .
Fuzzy techniques: a brief overview. In fuzzy techniques, we start with the
natural-language statements that describe the experts’ knowledge. We then elicit,
from the experts, the degrees describing diﬀerent natural-language words, and we
ﬁnd the “and”- and “or”-operations that best describe the reasoning of these particular experts18,25 .
3. First Stage of Data Processing: Gauging Measurement
Accuracy
Need to gauge accuracy. To properly process data, it is important to know the
accuracy of diﬀerent data values, i.e., the accuracy of diﬀerent measurement results
and expert estimates; see, e.g.,27,28,30,32 . In many cases, this accuracy information
is available, but in many other practical situations, we do not have this information.
In such situations, it is necessary to extract this accuracy information from the data
itself.
Extracting uncertainty from data: traditional approach. The usual way to
gauge of the uncertainty of a measuring instrument is to compare the result x
e
produced by this measuring instruments with the result x
es of measuring the same
quantity x by a much more accurate (“standard”) measuring instrument.
Since the “standard” measuring instrument is much more accurate than the
instrument that we are trying to calibrate, we can safely ignore the inaccuracy of
its measurements and take x
es as a good approximation to the actual value x. In
this case, the diﬀerence x
e−x
es between the measurement results can serve as a good
approximation to the desired measurement accuracy ∆x = x
e − x.
Traditional approach cannot be applied for calibrating state-of-the-art
measuring instruments. The above traditional approach works well for many
measuring instruments. However, we cannot apply this approach for calibrating
state-of-the-art instrument, because these instruments are the best we have. There
are no other instruments which are much more accurate than these ones – and which
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can therefore serve as standard measuring instruments for our calibration.
Such situations are ubiquitous; for example:
• in environmental sciences, we want to gauge the accuracy with which the
Eddy covariance tower measure the Carbon and heat ﬂuxes; see, e.g.,3 ;
• in geosciences, we want to gauge how accurately seismic8 , gravity, and other
techniques reconstruct the density at diﬀerent depths and diﬀerent locations.
How state-of-the-art measuring instruments are calibrated: case of normally distributed measurement errors. Calibration of state-of-the-art measuring instruments is possible if we make a usual assumption that the measurement
errors are normally distributed with mean 0. Under this assumption, to fully describe the distribution of the measurement errors, it is suﬃcient to estimate the
standard deviation σ of this distribution.
In many situations, we have several similar measuring instruments. For example,
we can have two nearby towers, or we can bring additional sensors to the existing
tower. In such a situation, instead of a single measurement result x
e, we have two
(1)
(2)
diﬀerent results x
e and x
e of measuring the same quantity x. Here, by deﬁnition
of the measurement error, x
e(1) = x + ∆x(1) and x
e(2) = x + ∆x(2) and therefore,
(1)
(2)
(1)
(2)
x
e −x
e = ∆x − ∆x .
Each of the random variables ∆x(1) and ∆x(2) is normally distributed with mean
0 and (unknown) standard deviation σ (i.e., variance σ 2 ). Since the two measuring
instruments are independent, the corresponding random variables ∆x(1) and ∆x(2)
are also independent, and so, the variance of their diﬀerence is equal to the sum of
their variances
σ 2 + σ 2 = 2σ 2 . Thus, the standard deviation σ ′ of this diﬀerence is
√
equal to 2 · σ. We can estimate this standard deviation σ ′ based on the observed
σ′
diﬀerences x
e(1) − x
e(2) and therefore, we can estimate σ as √ .
2
Specificity of geophysical applications. In the geosciences applications, when
we usually have only one seismic map, only one gravity map, etc. In such situations,
the above approach does not work, so we need an alternative method.
(i)
In such situations, we have several measurement results x
ek of the same (unknown) quantity xk , with, in general, diﬀerent standard deviations σ (i) .
In such situations, the traditional statistical approach does not work.
From the statistical viewpoint, a natural idea is to use the Maximum Likelihood
method, i.e., to ﬁnd the unknown values xj and σ (i) which maximize the corre (
)2 
sponding likelihood:
(i)
x
e
−
x
∏∏
k
k
1


√
· exp −
(
)2  .
(i)
(i)
2π · σ
2 σ
i
k
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The problem with this approach is that the above likelihood attains its maximum
(i)
value – inﬁnity – when one of the values σ (i) is equal to 0, and xk = xk for this i.
In other words, in this situation, the Maximum Likelihood approach implies
that one of the measuring instruments is absolutely accurate. This is deﬁnitely not
true: we know that the accuracies of diﬀerent instruments are of the same order of
magnitude – otherwise, we would not have observed the improvement when we add
less accurate measurements.
Clearly, in this case, we need supplement the purely statistical techniques with
expert knowledge.
Expert knowledge can help: idea. The fact that the measurement error is equal
(i)
to σ (i) means that x
ek ≈ xk , with accuracy of order σ (i) . In its turn, the fact that the
n
)2
1 ∑ ( (i)
accuracy is of order σ (i) means that the mean square diﬀerence ·
x
ek − xk is
n
k=1
( (i) )2
approximately equal to σ
(where n is the total number of measured quantities
xk ). The larger n, the more accurate is this approximate equality.
Similarly, the fact that the measurement errors corresponding to diﬀerent mean
) (
)
1 ∑ ( (i)
(j)
surements i ̸= j means that ·
x
ek − xk · x
ek − xk ≈ 0.
n
k=1
We can eliminate
formulas if we take into account
( xk from
) these
( approximate
)
(i)
(j)
(i)
(j)
that xk − xk = xk − xk − xk − xk and thus,
(

(i)

(j)

xk − xk

)2

(
)2 (
)2
(
) (
)
(i)
(j)
(i)
(j)
= xk − xk + xk − xk − 2 xk − xk · xk − xk .

By adding the expressions corresponding to diﬀerent k and taking into account that
we already know the corresponding sums, we conclude that
n (
)2 (
)2 (
)2
∑
def 1
(i)
(j)
eij =
·
xk − xk
≈ σ (i) + σ (j) .
n
k=1

Resulting method of estimating accuracy. For every three measuring instruments, we this get three values eij for which:
)2 (
)2
)2 (
)2
(
(
e12 = σ (1) + σ (2) ; e13 = σ (1) + σ (3) ;
)2
)2 (
(
e23 = σ (2) + σ (3) .
Here, we have a system of three linear equations with three
from which
(
)unknowns,
2
we can uniquely determined all three desired variances σ (i) :
)2
(
e12 + e23 − e13
e12 + e13 − e23 ( (2) )2
; σ
=
;
σ (1) =
2
2
)2
(
e13 + e23 − e12
σ (3) =
.
2

January 4, 2015

18:1

WSPC/INSTRUCTION FILE

tr15-02

Fuzzy Techniques in the Age of Big Data

7

Comment. Similar ideas can be used for distributions which are diﬀerent from
normal32 and for estimating spatial resolution of diﬀerent maps or images of the
same area26,33 .
4. Second Stage: Data Processing Itself
Need for data processing. We are often interested in a physical quantity y
that is diﬃcult (or impossible) to measure or estimate directly: distance to a star,
amount of oil in a well. A natural idea is to measure y indirectly: we ﬁnd easierto-measure (or easier-to-estimate) quantities x1 , . . . , xn related to y by a known
relation y = f (x1 , . . . , xn ), and then use the results x
ei of measuring xi to estimate
ye as ye = f (e
x1 , . . . , x
en ). This is known as data processing.
Estimating uncertainty of the results of data processing: a problem. Measurements and expert estimates are never 100% accurate. The actual value xi of
i-th auxiliary quantity can diﬀer from its estimate x
ei ; in other words, there are apdef
proximation errors ∆xi = x
ei − xi . Because of that, the result ye = f (e
x1 , . . . , x
en ) of
data processing is, in general, diﬀerent from the actual value y: ye = f (e
x1 , . . . , x
en ) ̸=
def

f (x1 , . . . , xn ) = y. It is desirable to describe the inaccuracy ∆y = ye − y of the
result of data processing. For this, we must have information about the inaccuracy
with which we know the values xi .
Case when we know probabilities. In many practical situations, we also know
the probabilities of diﬀerent values ∆xi . It is usually assumed that ∆xi is normally
distributed with 0 mean and known standard deviation. In this case, we can use,
e.g., Monte-Carlo simulations to estimate the probabilities of diﬀerent values of ∆y.
Sometimes, we do not know the probabilities. In practice, we can determine
the desired probabilities by calibration, i.e., by comparing the results x
ei of our measuring instrument with the results x
ei st of measuring the same quantity by a “standard” (much more accurate) measuring instrument. However, there are two cases
when calibration is not done: (1) cutting-edge measurements (e.g., in fundamental
science), when our measuring instrument is the best we have, and (2) measurements
on the shop ﬂoor, when calibration of measuring instrument is too expensive.
In both cases, the only information we have is the upper bound on the measurement error. In such cases, we have interval uncertainty about the actual values xi ;
see, e.g.,30 .
Maximum Entropy (MaxEnt) approach: a brief reminder. Traditional engineering approach to uncertainty is to use probablistic techniques, based on probability density functions (pdf) ρ(x) and cumulative distribution functions (cdf)
def

F (x) = P (X ≤ x). As we have mentioned, in many practical applications, it is
very diﬃcult to come up with the probabilities. In such applications, many dif-
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ferent probability distributions are consistent with the same observations. In such
situations, a natural idea is to select one of these distributions – e.g., the one with
∫
def
the largest entropy S = − ρ(x) · ln(ρ(x)) dx; see, e.g.,17 .
Often, the Maximum Entropy approach works. This approach often leads
to reasonable results. For example, for the case of a single variable x, if all we know
is that x ∈ [x, x], then MaxEnt leads to a uniform distribution on [x, x]. For several
variables, if we have no information about their dependence, MaxEnt implies that
diﬀerent variables are independently distributed.
Sometimes, MaxEnt does not work. Sometimes, the results of MaxEnt are
misleading. As an example, let us consider the simplest algorithm y = x1 + . . . + xn ,
with ∆xi ∈ [−∆, ∆]. In this case, ∆y = ∆x1 + . . . + ∆xn . The worst case is when
∆i = ∆ for all i, then ∆y = n · ∆.
What will MaxEnt return here? If all ∆xi are uniformly distributed, then for
large n, √due to the Central Limit Theorem, ∆y is approximately normal, with
n
σ =∆· √ .
3
√
With conﬁdence 99.9%, we can thus conclude that |∆y| ≤ 3σ; so, we get ∆ ∼ n,
but, as we mentioned. it is possible that ∆ = n · ∆ ∼ n which, for large n, is much
√
larger than n.
The conclusion from this example is that a traditional statistical approach can
be very misleading, especially if we want guaranteed results – and we do want
guaranteed results in high-risk application areas such as space exploration or nuclear
engineering.
How fuzzy can help: Zadeh’s extension principle and interval computations. In a situation when we do not know probabilities, instead of trying to get
the probability distribution out of thin air, let us go back and describe what we
know. What we know is that each estimate x
ei is close to the actual (unknown) value
xi , with the diﬀerence ∆xi = x
ei − xi of order ∆i .
To process this knowledge, according to the general fuzzy methodology, we ﬁst
need to elicit, from the experts, for each pair of values ∆xi and ∆i , the degree
µ(∆xi , ∆i ) to which the above statement is true.
The numerical values of ∆xi and ∆i depend on what measuring unit we use.
For example, if we replace meters with centimeters, all the values get multiplied by
100. In general, when we replace the original measuring unit with a new unit which
is λ times smaller, we get ∆x′i = λ · ∆xi and ∆′i = λ · ∆i . It is reasonable to require
that the corresponding degree does not change if we simply change the measuring
unit, i.e., that µ(∆xi , ∆i ) = µ(λ · ∆xi , λ · ∆i ) for all possible values ∆x
i , and λ.
( i , ∆)
∆xi
1
, we conclude that µ(∆xi , ∆i ) = µ0
, where
In particular, if we take λ =
∆i
∆i
def

µ0 (x) = µ(x, 1).
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For some quantities like current, the choice of a sign is also arbitrary; in this
sense, it makes sense to require that the degree does not change if we simply change
the sign – which changes of ∆xi . This leads to µ0 (−x) = µ0 (x).
Clearly, the function µ0 (x) should be decreasing when x > 0.
Now, we need to describe the degrees to which diﬀerent values y are possible.
A value y is possible if for some values x1 , . . . , xn for which f (x1 , . . . , xn ) = y, the
value x1 is possible, and the value x2 is possible, . . . , and the value xn is possible.
From the logical viewpoint, “for some” means that this property either is true for
one tuple, or for another tuple, etc. If we use the simplest operations min for “and”
and max for “or”, we conclude that
µ(y) =

max
x1 ,...,xn :f (x1 ,...,xn )=y

(
where µi (xi ) = µ0

xi − x
ei
∆i

min(µ1 (x1 ), . . . , µn (xn )),

)
. This formula is known as Zadeh’s extension

18,25

principle
.
At ﬁrst glance, this expressions sounds computationally complex, but it can
def
be simpliﬁed if we use α-cuts xi (α) = {xi : µi (xi ) ≥ α}. Speciﬁcally, one can
easily check that for a continuous function f (x1 , . . . , xn ) and for functions µi (xi )
which are diﬀerent from 0 only on a bounded interval, we have µ(y) ≥ α if and
only if there exist value xi ∈ xi (α) for which y = f (x1 , . . . , xn ). Thus, y(α) =
f (x1 (α), . . . , xn (α)), where the range in the right-hand side is deﬁned as
def

f (X1 , . . . , Xn ) = {f (x1 , . . . , xn ) : xi ∈ X1 & . . . & xn ∈ Xn }.
For the above membership functions, each α-cut xi (α) is an interval
[e
xi − k(α) · ∆i , x
ei + k(α) · ∆i ], where k(α) is the largest value x for which
µ0 (x) ≥ α. When the sets Xi are intervals, techniques for computing the ranges
f (X1 , . . . , Xn ) are known as interval computations; there are many eﬃcient techniques for such computations, see, e.g.,11,14,19,24 .
Back to our example: fuzzy techniques have a clear advantage here. In the
above example, the range of the function y = x1 +. . .+xn when xi ∈ [e
xi −∆, x
ei +∆]
is easy to compute, since this function is increasing in each of its variables. Thus, its
largest possible value is attained when each xi attains its largest value xi = x
ei + ∆
and is thus equal to y = ye + n · ∆. Similarly, the smallest possible value of y is equal
to y = ye − n · ∆, and possible values of y form an interval [e
y − n · ∆, ye + n · ∆].
In contrast with the misleading result of the probabilistic approach, this fuzzymotivated result is in good accordance with the original problem.
First practical application: estimating probability of failure of a complex
system. In many real-life applications (e.g., in aircraft maintenance), we need to
estimate the probability of failure of a complex system (such as an aircraft as a
whole or one of its subsystems).
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Complex systems are usually built with redundancy allowing them to withstand
the failure of a small number of components. It is reasonable to assume that we know
the structure of the system. As a result, for each possible set of failed components,
we can tell whether this set will lead to a system failure.
Usually, it is assumed that failures of diﬀerent components are independent
events. In this case, if for each component A, we know the probability P (A), then
we can use Monte-Carlo simulations to estimate the probability of the system’s
failure. In practice, however, these probabilities P (A) come from experience and/or
from expert estimates and are, therefore, also only known with uncertainty. For
example, we may know a conﬁdence interval [P (A), P (A)] for this probability.
Based on this information, we need to estimate the probability P of the system’s
failure. In principle, we can use a statistical (MaxEnt) approach, thus assume that
the values Pi (A) are independent and uniformly distributed in the corresponding
intervals – but that, as we have mentioned, can drastically underestimate the desired
failure probability – which, for aircraft maintenance, could lead to a disaster. A safer
method is to use fuzzy and interval techniques. The resulting estimates have indeed
been successfully applied in aircraft maintenance12,13,20 and in civil engineering4 .
Comment. Please note that for these particular applications, we have developed
algorithms4,20 which, for these applications, are more computationally eﬃcient than
general interval computation techniques11,14,19,24 .
Second practical application: to medicine. Neurological disorders – e.g., the
eﬀects of a stroke – aﬀect human locomotion (such as walking). In most cases,
the eﬀect of a neurological disorder can be mitigated by applying an appropriate
rehabilitation. For the rehabilitation to be eﬀective, it is necessary to be able to
correctly diagnose the problem, to assess its severity, and to monitor the eﬀect of
rehabilitation; see, e.g.,5,21,29,38 .
At present, this is mainly done subjectively, by experts who observe the patient.
This is OK for the initial diagnosis, but for rehabilitation, a specialist can see a
patient only so often, and it is deﬁnitely desirable to have a constant monitoring of
how well rehabilitation works. For such a monitoring, we need to be able to automatically gauge how well the patient progresses based on an automatic observation
(measurement) of the patients gait. Measuring the gait is indeed possible. For that,
we can attach diﬀerent sensors to the patient, e.g., inertial sensors that measure the
absolute and relative location of diﬀerent parts of the body during the motion, and
electromyograph (EMG) sensors that measure the electric muscle activity during
the motion.
We can then record the results x(t) of each sensor during a gait cycle. Based
on these observed signals, and on the signals corresponding to healthy patients, we
need to gauge how severe is the original gait disorder and gauge whether the current
rehabilitation procedure is helping – by comparing the measured gait signals x(t)
with the gait signal x0 (t) corresponding to healthy people.
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def

The severity of the disorder is determined by the diﬀerences ∆x(t) = x(t) −
x0 (t): S = S(∆x(t1 ), . . . , ∆x(tn )), where ti are moments of time at which measurements were made. The diﬀerences ∆x(t) are usually reasonably small, so we can
expand the dependence S in Taylor series and ignore terms which are quadratic or
n
∑
of higher order in ∆xi . As a result, we get a linear dependence S =
ci · ∆x(ti ),
i=1

where ci are the corresponding partial derivatives.
The problem is that we do not know the exact values of ci , we only known that
they are all bounded by some constant M . Similarly to the above case, we can try
both approaches for this problem.
First, we can use the probabilistic (MaxEnt) approach. In this approach, we thus
assume that the values ci are independently uniformly distributed on the interval
[−M, M ]. Under this assumption, similarly to the above simple example, the largest
possible value of S (within a given conﬁdence
level) is proportional to the standard
√
√∫
n
∑
deviation of S, i.e., equal to const ·
(∆x(t))2 dt.
(∆x(ti ))2 ≈ const ·
i=1

Alternatively, we can use the fuzzy approach, which, via interval computations,
n
∫
∑
leads to const ·
|∆x(ti )| ≈ const · |∆x(t)| dt; see, e.g.,1 .
i=1

Empirical data shows that the fuzzy approach is in much better accordance with
the doctor’s evaluations1,2,31,39 . This can be explained by the fact that – similarly
to airplane maintenance – we want to make sure that the patient performs correctly
under all possible circumstances before declaring the therapy a success. Thus, we
are interested in making sure that the patient performs well even under the worstcase scenario – while the probabilistic approach, by its very origin, checks only the
average-case performance.

5. Possibility of Outliers
Localizing underwater robots: case study. In the above examples, we assume
that every measurement result comes from measuring the corresponding quantity.
However, there are practical situations when a signiﬁcant proportion of sensor data
are outliers that do not measure the intended quantity. Let us describe an example
of such a situation: a problem of localization of a mobile underwater robot.
To locate the robot, stationary sonars placed at known locations periodically
send a ping signal in all directions; they send signals one after another, so that
signals from diﬀerent sonars do not get mixed up. When the sonar’s signal reaches
the robot, this signal gets reﬂected, and part of the reﬂected signal gets back to
the emitting sonar. The sonar then measures the signal’s “travel time” ti as the
diﬀerence between the emission time and the time when the sonar received the
reﬂected signal. During this travel time, the signal travelled to the robot and back.
So, the overall path of the signal is double the distance di from the robot to the
corresponding sensor i. Once we know the speed of sound v, we can multiply the
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measured time interval ti by this speed, divide by two, and get the distance di =
(v · ti )/2 to the robot.
In the ideal case, when we know the exact distances, it is suﬃcient to known
three distances di to ﬁnd the exact location of the robot. In practice, because of the
ever-present noise, we can only measure the distance di with some accuracy.
Usually, the manufacturer’s speciﬁcation for the sonar provide us with the upper
bound ∆ on the corresponding measurement error (provided, of course, that we are
observing the reﬂection from the robot and not from some other object). Thus, once
we know the estimated distance to the i-th sonar, i.e., the value dei = (v · ti )/2, then
the actual (unknown) distance di can take any value from the interval [dei −∆, dei +∆].
If the signal indeed comes from the robot, then, for each sonar i, we would thus be
able to conclude that the robot is located in the zone Si formed by the two spheres
centered around this sonar: the zone between the sphere corresponding to distance
dei −∆ and the sphere corresponding to the distance dei +∆. If all the recorded values
dei corresponded to the robot, then we could ﬁnd the set S of possible locations of
the robot as the intersection of the sets Si corresponding to all m sonars.
In real life, some measurements do come from reﬂections from other objects. In
this case, some of the sets Si reﬂect locations of these other objects. We should
therefore take into consideration that some of the measurement are faulty.
In principle, we can use a probabilistic approach here: estimate the probability
of each sensor to be an outlier, and then – in accordance with the Maximum Likelihood idea – dismiss measurement results which are most probable to be outliers.
However, this approach sometimes leads to misleading results6,7,36 . The reason for
this is similar to previous examples: we assume that all probability distributions are
uniform on the corresponding intervals, and, as a result, underestimate the inaccuracy of the computation results. This can potentially lead to a disaster: if we get a
wrong impression of the robot’s location, it may bump into obstacles and damage
itself.
Instead, we used fuzzy and interval computations, and this leads to a much more
reliable robot localization6,7,22,36,37 .
Comment. For this problem, in 6,7,22,36 , we also developed special (faster) modiﬁcations of the general interval techniques from14,15,16 . For this problem, reducing
computation time is very important: when the fast-moving robot is close to the
shore, we need to compute its location in real time, to avoid its bumping into
numerous near-shore obstacles.
6. Conclusions
In some practical situations – e.g., when treating a new illness – we do not have
enough data to make valid statistical conclusions. In such situations, it is necessary
to use expert knowledge – and thus, it is beneﬁcial to use fuzzy techniques that
were speciﬁcally designed to process such knowledge.
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At ﬁrst glance, it may seem that in situations when we have large amounts
of data, the relative importance of expert knowledge should decrease. However,
somewhat surprisingly, it turns out that expert knowledge is still very useful in the
current age of big data.
In this paper, on several practical examples, we show how fuzzy techniques can
help on every stage of data processing: when we gauge the accuracy of measurement
results, when we actually process the resulting data, and when we take into account
that some sensor reading may be outliers. Case studies include examples from environmental science, geosciences, engineering (in particular, aircraft maintenance and
underwater robots), and medicine.
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