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a b s t r a c t
A sequence 〈d1, d2, . . . , dn〉 of non-negative integers is graphical if it is the degree sequence
of some graph, that is, there exists a graph G on n vertices whose ith vertex has degree
di, for 1 ≤ i ≤ n. The notion of a graphical sequence has a natural reformulation and
generalization in terms of factors of complete graphs.
If H = (V , E) is a graph and g and f are integer-valued functions on the vertex set
V , then a (g, f )-factor of H is a subgraph G = (V , F) of H whose degree at each ver-
tex v ∈ V lies in the interval [g(v), f (v)]. Thus, a (0, 1)-factor is just a matching of H
and a (1, 1)-factor is a perfect matching of H . If H is complete then a (g, f )-factor
realizes a degree sequence that is consistent with the sequence of intervals 〈[g(v1), f (v1)],
[g(v2), f (v2)], . . . , [g(vn), f (vn)]〉.
Graphical sequences have been extensively studied and admit several elegant
characterizations. We are interested in extending these characterizations to non-graphical
sequences by introducing a natural measure of ‘‘near-graphical’’. We do this in the context
of minimally deficient (g, f )-factors of complete graphs. Our main result is a simple linear-
time greedy algorithm for constructing minimally deficient (g, f )-factors in complete
graphs that generalizes the method of Hakimi and Havel (for constructing (f , f )-factors
in complete graphs, when possible). It has the added advantage of producing a certificate
of minimum deficiency (through a generalization of the Erdös–Gallai characterization of
(f , f )-factors in complete graphs) at no additional cost.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Associated with any simple graph G is an monotonically non-increasing sequence DG formed by the vertex degrees in G.
Every sequence formed in this way is said to be graphical, and G is said to be a realization of the sequence DG. A fundamental
and well-studied problem in structural and algorithmic graph theory concerns the characterization and efficient realization
of graphical sequences [14,9,12]. There has been a comparatively recent resurgence of interest in the problem, motivated
in part by its role in the formulation of graph models of large-scale networks, including additional attributes such as (high)
connectivity and randomness [4,20].
Let D = 〈d1, d2, . . . , dn〉 be a sequence of integers where n − 1 ≥ d1 ≥ d2 ≥ · · · ≥ dn ≥ 0. Erdös and Gallai [9] gave
a simple characterization of graphical sequences that (i) makes possible an efficient decision procedure for the realizability
question, and (ii) provides a simple certificate of non-realizability:
Proposition 1.1 (Erdös–Gallai). The sequence 〈d1, d2, . . . , dn〉 is graphical if and only if ∑nj=1 dj is even and for every i,
1 ≤ i ≤ n,
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i∑
j=1
dj ≤ i(i− 1)+
n∑
j=i+1
min{i, dj}.
Havel [14] and Hakimi [12] gave independent proofs of a second characterization that forms the basis of a simple greedy
algorithm to construct a realization of Dwhen one exists:
Proposition 1.2 (Havel–Hakimi). The sequence 〈d1, d2, . . . , dn〉 is graphical if and only if the sequence 〈d′2, d′3, . . . , d′n〉 is
graphical, where d′j = dj − 1, for 1 < j ≤ d1 + 1, and d′j = dj, for d1 + 1 < j ≤ n.
The proofs of Propositions 1.1 and 1.2 are straightforward and appear in standard texts on graph theory [8,13].
Furthermore, efficient implementations of the algorithm implicit in Proposition 1.2 have been given for sequential [23]
and parallel [3] models of computation.
A natural question arises in situationswhere the sequenceD is non-graphical: how ‘‘close’’ canwe come to a realization of
D? Of course, the best measure of ‘‘closeness’’ may depend on the application. However, one notion seems to be particularly
useful. It asks for a realizable sequence D′ = 〈d′1, d′2, . . . , d′n〉 that minimizes the total discrepancywith D, denoted∆(D,D′),
defined as
∑n
j=1 |dj − d′j|. Note that there is no loss of generality in restricting attention to realizable sequences D′ that are
dominated by D (in the sense that d′j ≤ dj, for all j) since any vertex, say vj, whose degree d′j exceeds dj can have its degree
reduced to dj, by the removal of any d′j − dj incident edges, without increasing the total discrepancy. With this assumption
we get∆(D,D′) =∑nj=1 dj −∑nj=1 d′j .
The notion of minimum total discrepancy realization of degree sequences was introduced by Mihail and Vishnoi [20].
They describe a polynomial-time algorithm to solve this optimization problem, by reduction to maximum cardinality
matching. They leave as an open question the existence of generalizations of Propositions 1.1 and 1.2 to address this problem.
It turns out that, with very little modification, Propositions 1.1 and 1.2 provide characterizations of minimum total
discrepancy realizations (as opposed to just 0-discrepancy realizations) of integer sequences. Furthermore, the algorithm
implicit in the generalized Proposition 1.2 can be implemented in away that reveals a certificate of minimality (as described
in the generalization of Proposition 1.1). Although straightforward, these generalizations, whichwe present in Section 2, are
instructive and they provide useful background for an even stronger (and less straightforward) generalization, described
below, that forms the core of this paper.
The realizability question for degree sequences is equivalent to what is known as the f -factor problem, restricted to
complete graphs. For an arbitrary host graph H = (V , E) and an integer-valued function f on the vertex set V , an f -factor of
H is a subgraph G = (V , F) of H whose degree at each vertex v ∈ V , denoted degG v, satisfies degG v = f (v). Thus, sequence〈d1, d2, . . . , dn〉 has a realization if and only if the complete graph on vertex set V = {v1, v2, . . . , vn} contains an f -factor,
where f (vi) = di. In this setting, minimum total discrepancy realizations correspond to what we call minimally deficient
factors. The latter have been extensively studied in a somewhat more general setting that, when restricted to complete
graphs, provides another interesting notion of ‘‘nearly realizable’’ degree sequences.
The degree constrained subgraph problem (or (g, f )-factor problem) specifies an arbitrary graph H = (V , E) and two
integer-valued functions g and f on the vertex set V . It asks whether there exists a subgraph G = (V , F) of H whose
degree at each vertex v ∈ V satisfies g(v) ≤ degG v ≤ f (v). (Note that there is no loss of generality in assuming that
g(v) ≤ f (v) ≤ degH v.) Such a subgraph is called a (g, f )-factor of H .
The (g, f )-factor problem is interesting in part because of its close connection with well-studied matching problems:
a (0, 1)-factor (when g is identically 0 and f is identically 1) is just a matching and the (1,1)-factor problem is just
a reformulation of the familiar (perfect) matching problem. There are well-known existence theorems for (1,1)-factors
[24], (f , f )-factors [25] and (g, f )-factors [5,17,26]. When the host graph H is complete, a (g, f )-factor can be viewed
as an approximate (or relaxed) realization of the degree sequence 〈f (v1), f (v2), . . . , f (vn)〉 (or as a realization of the
degree-interval sequence 〈[g(v1), f (v1)], [g(v2), f (v2)], . . . , [g(vn), f (vn)]〉).
A (0, f )-factor G of H is said to have g-deficiency at vertex v, denoted defgG(v), given by
1 defgG(v) = g(v)−· degG v.
The total g-deficiency of G, denoted2 defgG(V ), is given by
∑
v∈V def
g
G(v). The minimally deficient factor problem asks for a
(0, f )-factor G that minimizes defgG(V ).
There is also a substantial history of results which can be viewed as characterizations of (0, f )-factors of minimum
g-deficiency. Augmenting path characterizations of maximum size matchings (i.e. minimum 1-deficiency (0, 1)-factors),
maximum size c-matchings (i.e. minimum f -deficiency (0, f )-factors) and minimum g-deficiency (0, f )-factors have been
presented by Berge [6–8]. In fact, Lovasz’ (g, f )-factor theorem [17] gives a min–max characterization of minimum
deficiency factors that specializes to our Theorems 2.1 and 3.1 when the host graph H is complete. Non-greedy polynomial-
time algorithms to construct (g, f )-factors (or, more generally, (0, f )-factors of minimum g-deficiency) in general graphs
have been described in [1,2,10,15,18,22].
1 x−· y denotes the expression max{0, x− y}.
2 We adopt the usual convention that if η is any real-valued function on a set X , then for any Y ⊆ X , η(Y ) =∑y∈Y η(y).
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In this paper, we address the minimally deficient factor problem restricted to complete graphs. We present a
generalization of Proposition 1.1 (Erdös–Gallai conditions) that covers this case. We also give an efficient greedy algorithm,
a generalization of that implicit in Proposition 1.2 (Havel–Hakimi procedure), that (i) constructs a minimally deficient
factor, and (ii) certifies its minimality. The proof of correctness of our algorithm provides a simple and direct proof of
our generalized Erdös–Gallai conditions (Theorems 2.1 and 3.1) that avoids the complications of Lovasz’s more general
characterization theorem. (The reader is encouraged to consult the paper of Wasserman and Blum [27] or the book of
Mehlhorn and Näher [19] for a general discussion of the virtues of certifying algorithms.)
In Section 2 we treat the simpler case where g = f . This addresses the most direct generalization of Propositions 1.1
and 1.2 to encompass minimum total discrepancy realizations of integer sequences. It also provides a foundation (and some
intuition) for the more general case, where g ≤ f , developed in Section 3. Section 4 summarizes our results and describes
some open questions.
2. Minimally deficient f -factors in complete graphs
2.1. Generalized Erdös–Gallai conditions
Let G = (V , F) be any (0, f )-factor of the complete graph on vertex set V . The deficiency of G, with respect to f , denoted
defG(V ) is given by
defG(V ) =
∑
v∈V
(f (v)− degG v).
Reformulated in terms of f -factors in complete graphs, Proposition 1.1 becomes:
Proposition 2.1 (Erdös–Gallai). The complete graph on vertex set V contains an f -factor if and only if f (V ) is even and for every
subset S ⊆ V ,
f (S) ≤ |S|(|S| − 1)+
∑
v∈V\S
min{|S|, f (v)}.
Another equivalent formulation can be given in terms of what we call the hindrance of subsets S of V , denoted h¯(S). This
is given by
h¯(S) = f (S)− |S|(|S| − 1)−
∑
v∈V\S
min{|S|, f (v)} + [f (T )− |S||T |]mod 2,
where T = {w ∈ V \ S | f (w) > |S|}.
Note that if f (V ) is odd then h¯(∅) = 1. Furthermore, if f (V ) is even then f (S)− |S|(|S| − 1)−∑v∈V\S min{|S|, f (v)} ≤ 0
if and only if h¯(S) ≤ 0. Thus, we have:
Corollary 2.1. The complete graph on vertex set V contains an f -factor if and only if h¯(S) ≤ 0, for every subset S ⊆ V .
The following theorem shows that this relationship holds more generally. In its proof, we denote by δG(V1, V2), the
number of edges in F ∩ (V1 × V2), where V1 and V2 are arbitrary subsets of V . (The function δG generalizes the notion
of degree in the sense that degG v = δG({v}, V ).)
Theorem 2.1.
min
(0,f )-factors G
defG(V ) = max
S⊆V
h¯(S).
Proof. Let S be any subset of V and, as above, define T = {w ∈ V \ S | f (w) > |S|}. We first show that for any (0, f )-factor
G of the complete graph on V ,
defG(V ) ≥ h¯(S). (1)
We then describe an algorithm that constructs a (0, f )-factor G∗ and a subset S∗ such that defG∗(V ) = h¯(S∗). It follows that
G∗ minimizes defG∗(V ), and S∗ maximizes h¯(S∗) (and certifies the minimality of G∗).
defG(V ) =
∑
v∈V
(f (v)− degG v)
≥
∑
v∈S
(f (v)− degG v)+
∑
v∈T
(f (v)− degG v) (2)
= f (S)−
∑
v∈S
degG v +
∑
v∈T
(f (v)− degG v)
5706 P. Hell, D. Kirkpatrick / Discrete Mathematics 309 (2009) 5703–5713
= f (S)− δG(S, S)− δG(S, V \ S \ T )− δG(S, T )+
∑
v∈T
(f (v)− degG v)
≥ f (S)− |S|(|S| − 1)− (f (V \ S \ T )− δG(V \ S \ T , T ))− δG(S, T )+
∑
v∈T
(f (v)− degG v) (3)
= f (S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T |
+ δG(V \ S \ T , T )+ (|S||T | − δG(S, T ))+
∑
v∈T
(f (v)− degG v)
≥ f (S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T | + δG(V \ S \ T , T )mod 2+ [|S||T | − δG(S, T )]mod 2
+
[∑
v∈T
(f (v)− degG v)
]
mod 2 (4)
≥ f (S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T |
+
[
δG(V \ S \ T , T )+ (|S||T | − δG(S, T ))+
∑
v∈T
(f (v)− degG v)
]
mod 2 (5)
= f (S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T |
+ (δG(V \ S \ T , T )+ (|S||T | − δG(S, T )))+ [f (T )− δG(S, T )− δG(T , T )− δG(V \ S \ T , T )]mod 2
= f (S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T | + [f (T )− |S||T |]mod 2
= f (S)− |S|(|S| − 1)−
∑
v∈V\S
min{|S|, f (v)} + [f (T )− |S||T |]mod 2
= h¯(S).
In the derivation above, we get equality when:
• (line 2)∑v∈V\S\T (f (v)− degG v) = 0, that is degG v = f (v) for all v ∈ V \ S \ T ;
• (line 3) δG(S, S) = |S|(|S| − 1) and δG(V \ S \ T , V \ S \ T ) = 0;
• (line 4) δG(V \ S \ T , T ) ≤ 1, |S||T | − δG(S, T ) ≤ 1, and∑v∈T (f (v)− degG v) ≤ 1; and
• (line 5) δG(V \ S \ T , T )+ (|S||T | − δG(S, T ))+∑v∈T (f (v)− degG v) ≤ 1.
This directs our algorithm to construct a subset S∗ of V and a factor G = (V , F∗) for which:
• degG v = f (v), for all vertices v ∈ V \ S∗ \ T ∗, where T ∗ = {w ∈ V \ S∗ | f (w) > |S∗|};
• all pairs of vertices in S∗ and no pairs of vertices in V \ S∗ \ T ∗ are connected by edges in F∗;
• the sum of the following is at most one
– the number of edges in F∗ joining a vertex in V \ S∗ \ T ∗ to a vertex in T ∗,
– the number of edges in S∗ × T ∗ that are not in F∗,
– the total deficiency on vertices in T ∗.
In fact, our algorithm maintains sets S and F and preserves, as invariants, the properties:
• degG v = f (v), for all vertices v ∈ V \ S \ T , where T = {w ∈ V \ S | f (w) > |S|};
• all pairs of vertices in S and no pairs of vertices in V \ S \ T are connected by edges in F ;
• there are no edges in F joining a vertex in V \ S \ T to a vertex in T ; and
• every edge in S × T belongs to F .
In addition our algorithm associates with each vertex v ∈ V a value d(v) (initially f (v)), that gives the residual demand at
each vertex, andmaintains a set A (which is empty at termination) consisting of all active vertices (vertices in V \S that have
positive residual demand). The algorithm consists of a sequence of iterations each of which selects and marks a new active
vertex v and tries to satisfy v’s residual demand by adding to F edges from v to other active vertices. If an active vertex has
been used to satisfy every marked vertex then it is coloured white; otherwise it is black. Iterations are grouped into phases,
delimited by iterations that endwith all marked and active vertices colouredwhite, at which point the sets S and T are reset.
The key invariant (cf. Lemma 2.3 below), from which the correctness of the algorithm follows immediately, is given by:
h¯(S) = defG(V \ A)+ d(A)mod 2.  (6)
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2.2. A greedy certifying algorithm for minimally deficient f -factors
Certified-Minimally-Deficient-f -Factor(V , f )
1 F ← ∅;
2 for all v ∈ V
3 do d(v)← f (v);  initialize demands
4 A← {v ∈ V | d(v) > 0};  initialize active vertex set
5 S ← M ← ∅; T ← A;
6 colour all vertices of Awhite;
7 while |A| > 0
do  next iteration
8 v← any vertex in Awith demand max{d(a) | a ∈ A};
9 M ← M ∪ v; A← A− {v}; mark and deactivate v
10 choose any min{d(v), |A|} vertices in Awith highest demand
11 for each chosen vertexw in A
do
12 F ← F ∪ {(v,w)};
13 d(w)← d(w)− 1;
14 if d(w) = 0
15 then A← A− {w}; deactivatew
16 for each unchosen vertex x in A
do
17 colour x black;
18 ifM ∪ A is fully white
19 then S ← M; T ← A;  end phase
20 return (S, F).
Note that this algorithm follows exactly the same procedure for constructing an f -factor (without deficiency) as implied
by Proposition 1.2 for realizing graphical degree sequences; vertices are satisfied, in order of decreasing residual demand,
by vertices with the highest residual demands. Our algorithm says, in effect, that (i) if the Havel–Hakimi algorithm is
continued in the natural way it constructs a graphical sequencewhose total discrepancywith respect to its input sequence is
minimized; and (ii) the vertices that have beenmarked up to the point of the first evidence of deficiency (or, more generally,
to the point of maximum deficiency) constitute an Erdö–Gallai obstruction (or, more generally, a set with maximum
hindrance). Lines 5–6 and 14–19 serve only to construct a certificate of minimality. However, they also play a critical role in
maintaining the invariants that underlie our proof of correctness.
2.3. Establishing the invariants
Let λk = |{v ∈ A | d(v) ≥ k}| and let dˆ = max{d(v) | v ∈ A}. The following lemmas describe invariants of the while
loop in the above algorithm.
Lemma 2.1. If, at the end of some iteration, vertex a ∈ A is black, then d(a) = 1 or λd(a)−1 ≥ dˆ+ 1.
Proof. We first consider the case where some vertex a′, with d(a′) = d(a), is not chosen in a particular iteration. Then (by
line 10) it must be that the dˆ chosen vertices all had associated demands that equal or exceed d(a). Since the demand of each
these vertices is reduced by 1 (line 13), it follows that all of these vertices, together with vertex a′, have demand at least
d(a)− 1 at the completion of the iteration. (Note that dˆ can only decrease as the result of an iteration.)
Since a first becomes black as a result of not being chosen in some iteration, it suffices to show that if λd(a)−1 ≥ dˆ + 1
holds at the start of a subsequent iteration then it holds at the end of that iteration, provided d(a) ≥ 2. We can assume
that all vertices a′ with d(a′) = d(a) are chosen in this iteration (by the argument above), and that d(a) ≥ 3 at the start
of the iteration. Thus, the iteration deactivates exactly one vertex (all chosen vertices have associated demand at least 2),
and dˆ is reduced by the iteration (otherwise there must be some unchosen vertex a′ ∈ A with d(a′) = d(a)). It follows that
λd(a)−1 ≥ dˆ+ 1 holds at the end of the iteration. 
Corollary 2.2. If, at the end of an iteration, some vertex a ∈ A is black, then defG(V \ A) is unchanged by this iteration.
Proof. If vertex a was not chosen in this iteration then the residual demand of the marked vertex was clearly satisfied.
Alternatively, a was black and had d(a) ≥ 2 at the start of this iteration. Hence, by Lemma 2.1, the iteration began with
λd(a)−1 ≥ dˆ+ 1, and so again the marked vertex must have had its residual demand fully satisfied. 
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Lemma 2.2. If dˆ = 1 or λdˆ−1 ≥ dˆ+ 1 holds at the start of some iteration, then dˆ = 1 or λdˆ−1 ≥ dˆ+ 1 holds at the end of the
iteration and defG(V \ A)+ d(A)mod 2 is unchanged.
Proof. First note that if either (dˆ = 1 and |A| > 1) or (dˆ ≥ 2 and λdˆ−1 ≥ dˆ+ 1) holds then any vertex v with d(v) = dˆ can
be satisfied by edges to dˆ other vertices of demand at least 1. Thus, the condition (dˆ = 1 or λdˆ−1 ≥ dˆ+ 1), the accumulated
deficiency on V \ A, defG(V \ A) and the parity of d(A), are all preserved.
Alternatively, if dˆ = |A| = 1 then this last iteration increases defG(V \ A) by 1 and decreases d(A)mod 2 by 1. 
Lemma 2.3. At the end of every iteration
h¯(S) = defG(V \ A)+ d(A)mod 2. (7)
Proof. We first show that the equality holds at the end of any iteration that sets S (line 19). Note that this happens only
when (i) all vertices inM arewhite (and hence δG(S, S) = |S|(|S|−1)); (ii) all vertices inw ∈ V \S \A have δG(w, S) = f (w);
and (iii) all vertices in a ∈ A are white (and hence d(a) = f (a)− |S|); Thus,
defG(V \ A)+ d(A)mod 2 =
∑
v∈V\A
(f (v)− degG v)+ d(A)mod 2
=
∑
v∈V\A
(f (v)− degG v)+ [f (A)− |S||A|]mod 2
=
∑
v∈S
(f (v)− degG v)+
∑
v∈V\S\A
(f (v)− degG v)+ [f (A)− |S||A|]mod 2
= f (S)− δG(S, S)− δG(S, V \ S \ A)− δG(S, A)
+
∑
v∈V\S\A
(f (v)− degG v)+ [f (A)− |S||A|]mod 2
= f (S)− |S|(|S| − 1)− f (V \ S \ A)− |S||A| + [f (A)− |S||A|]mod 2
= f (S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T | + [f (T )− |S||T |]mod 2
= h¯(S).
It remains to show that the equality is preserved in iterations that do not set S. If such an iteration does not mark a black
vertex then it must leave some black vertex a active at the end of the iteration. It follows from Corollary 2.1 that the residual
demand of themarked vertex is satisfied in this iteration, and thus both defG(V \A) and the parity of d(A) remain unchanged.
If, on the other hand, an iteration marks a black vertex a then d(a) = dˆ at the start of the iteration and hence, by
Lemma 2.1, dˆ = 1 or λdˆ−1 ≥ dˆ+1. But then, by Lemma 2.2, defG(V \A)+d(A)mod 2 is unchanged by this or any subsequent
iteration. 
Corollary 2.3. If the algorithm returns (S∗, F∗) then h¯(S∗) = defG∗(V ), where G∗ = (V , F∗).
Proof. Since the algorithm terminates with |A| = 0 the result follows immediately from the lemma. 
3. Minimally deficient (g, f )-factors in complete graphs
This section uses the development of results in the previous section as a template (and intuitive guide) for the
more general results developed herein. As we will see, the results for (g, f )-factors have strong parallels with those for
(f , f )-factors, but have several new sources of complexity. Note that in the following we adopt the convention that if P
denotes any predicate then the expression 〈P〉 evaluates to 1, if P is true, and 0, otherwise.
3.1. Generalized Erdös–Gallai conditions
Let G = (V , F) be any (0, f )-factor of the complete graph on vertex set V . The g-deficiency of G, with respect to f , denoted
defgG(V ) is given by
defgG(V ) =
∑
v∈V
(g(v)−· degG v).
Let S be any subset of V . The g-hindrance of S, denoted h¯g(S), is given by
h¯g(S) = g(S)− |S|(|S| − 1)−
∑
v∈V\S
min{|S|, f (v)} + 〈g(T ) = f (T )〉 [f (T )− |S||T |]mod 2,
where T = {w ∈ V \ S | f (w) > |S|}. Note that if g = f then g-deficiency coincides with our earlier notion of deficiency,
and the g-hindrance of S coincides with our earlier notion of hindrance.
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Theorem 3.1.
min
(0,f )-factors G
defgG(V ) = maxS⊆V h¯
g(S).
Proof. Let S be any subset of V and, as above, define T = {w ∈ V \ S | f (w) > |S|}. We first show that for any (0, f )-factor
G of the complete graph on V ,
defgG(V ) ≥ h¯g(S). (8)
We then describe an algorithm that constructs a (0, f )-factor G∗ and a subset S∗ such that defgG∗(V ) = h¯g(S∗). It follows that
G∗ minimizes defgG∗(V ), and S
∗ maximizes h¯g(S) (and certifies the minimality of G∗).
defgG(V ) =
∑
v∈V
(g(v)−· degG v)
≥
∑
v∈S
(g(v)−· degG v)+
∑
v∈T
(g(v)−· degG v) (9)
≥
∑
v∈S
(g(v)− degG v)+
∑
v∈T
(g(v)−· degG v) (10)
= g(S)−
∑
v∈S
degG v +
∑
v∈T
(g(v)−· degG v)
= g(S)− δG(S, S)− δG(S, V \ S \ T )− δG(S, T )+
∑
v∈T
(g(v)−· degG v)
≥ g(S)− |S|(|S| − 1)− (f (V \ S \ T )− δG(V \ S \ T , T ))− δG(S, T )+
∑
v∈T
(g(v)−· degG v) (11)
= g(S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T |
+ δG(V \ S \ T , T )+ (|S||T | − δG(S, T ))+
∑
v∈T
(g(v)−· degG v)
≥ g(S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T | + δG(V \ S \ T , T )mod 2
+ [|S||T | − δG(S, T )]mod 2+
[∑
v∈T
(g(v)−· degG v)
]
mod 2 (12)
≥ g(S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T |
+
[
δG(V \ S \ T , T )+ (|S||T | − δG(S, T ))+
∑
v∈T
(g(v)−· degG v)
]
mod 2 (13)
≥ g(S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T |
+ 〈g(T ) = f (T )〉
[
δG(V \ S \ T , T )+ (|S||T | − δG(S, T ))+
∑
v∈T
(g(v)−· degG v)
]
mod 2 (14)
= g(S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T |
+ 〈g(T ) = f (T )〉 [δG(V \ S \ T , T )+ (|S||T | − δG(S, T ))
+ (f (T )− δG(S, T )− δG(T , T )− δG(V \ S \ T , T ))]mod 2
= g(S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T |
+ 〈g(T ) = f (T )〉 [f (T )− |S||T |]mod 2
= g(S)− |S|(|S| − 1)−
∑
v∈V\S
min{|S|, f (v)} + 〈g(T ) = f (T )〉 [f (T )− |S||T |]mod 2
= h¯g(S).
In the derivation above, we get equality when:
• (line 9)∑v∈V\S\T (g(v)−· degG v) = 0, that is degG v ≥ g(v) for all v ∈ V \ S \ T ;
• (line 10) degG v ≤ g(v) for all v ∈ S;
• (line 11) δG(S, S) = |S|(|S| − 1) and δG(V \ S \ T , V \ S \ T ) = 0;
• (line 12) δG(V \ S \ T , T ) ≤ 1, |S||T | − δG(S, T ) ≤ 1, and∑v∈T (g(v)−· degG v) ≤ 1;
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• (line 13) δG(V \ S \ T , T )+ (|S||T | − δG(S, T ))+∑v∈T (g(v)−· degG v) ≤ 1; and• (line 14) if δG(V \ S \ T , T )+ (|S||T | − δG(S, T ))+∑v∈T (g(v)−· degG v) = 1 then g(T ) = f (T ).
This directs our algorithm to construct a subset S∗ of V and a factor G = (V , F∗) for which:
• degG v ≥ g(v), for all vertices v ∈ V \ S∗ \ T ∗, where T ∗ = {w ∈ V \ S∗ | f (w) > |S∗|};• degG v ≤ g(v), for all vertices v ∈ S∗;• all pairs of vertices in S∗ and no pairs of vertices in V \ S∗ \ T ∗ are connected by edges in F∗; and
• the sum of the following is at most one
– the number of edges in F∗ joining a vertex in V \ S∗ \ T ∗ to a vertex in T ∗,
– the number of edges in S∗ × T ∗ that are not in F∗,
– the total g-deficiency on vertices in T ∗.
In fact, our algorithm maintains sets S and F and preserves, as invariants, the properties:
• degG v ≥ g(v), for all vertices in v ∈ V \ S \ T , where T = {w ∈ V \ S | f (w) > |S|};• degG v ≤ g(v), for all vertices v ∈ S;• all pairs of vertices in S and no pairs of vertices in V \ S \ T are connected by edges in F ;
• there are no edges in F joining a vertex in V \ S \ T to a vertex in T ; and
• every edge in S × T belongs to F .
In addition our algorithm associates with each vertex v ∈ V two values d(v) (initially g(v)) and c(v) (initially f (v)), that
give the residual demand and capacity, respectively, at each vertex. It also maintains a set A (which is empty at termination)
consisting of all active vertices (vertices in V \ S that have positive residual capacity). As before, the algorithm consists of
a sequence of iterations each of which selects and marks a new active vertex v and tries to satisfy v’s residual demand by
adding to F edges from v to other active vertices. If an active vertex has been used to satisfy every marked vertex then it
is coloured white; otherwise it is black. Iterations are grouped into phases, delimited by iterations that end with all marked
and active vertices coloured white, at which point the sets S and T are reset.
The key invariant (cf. Lemma 3.4), from which the correctness of the algorithm follows immediately, is given by:
h¯g(S) = defG(V \ A)+ 〈g(T ) = f (T )〉d(A) mod 2.  (15)
3.2. A greedy certifying algorithm for minimally deficient (g, f )-factors
Certified-Minimally-Deficient-(g, f )-Factor(V , g, f )
1 F ← ∅;
2 for all v ∈ V
3 do d(v)← g(v); c(v)← f (v);  initialize demands and capacities
4 A← {v ∈ V | c(v) > 0};  initialize active vertex set
5 S ← M ← ∅; T ← A;
6 colour all vertices of Awhite;
7 while |A| > 0
do  next iteration
8 v← any vertex in Awith demand max{d(v) | v ∈ A}
(breaking ties in favour of vertices v with d(v) = c(v));
9 M ← M ∪ v; A← A− {v}; mark and deactivate v
10 if d(v) < c(v) and d(A) = c(A) ≡ d(v)− 1 (mod 2)
and A ∪ v has an f ′-factor (check E-G conditions),
where f ′(u) = d(u), u ∈ A and f ′(v) = d(v)+ 1
11 then d(v)← d(v)+ 1;
12 choose the min{d(v), |A|} vertices in Awith highest capacity
(breaking ties in favour of verticesw with d(w) = c(w))
13 for each chosen vertexw in A
do
14 F ← F ∪ {(v,w)};
15 d(w)← d(w)− 1;
16 c(w)← c(w)− 1;
17 if c(w) = 0
18 then A← A− {w}; deactivatew
19 for each unchosen vertex x in A
do
20 colour x black;
21 ifM ∪ A is fully white
22 then S ← M; T ← A;  end phase
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When g = f at every vertex it is easy to confirm that this algorithm is equivalent to the algorithm from the previous
section. Other than distinguishing the roles played by capacities and demands in this new setting in which they may differ,
our more general algorithm has one subtle but important difference: in one easily identifiable situation (basically when the
last active vertex with demand less than capacity is being marked) it considers over-satisfying the marked vertex (and does
so exactly when this leads to a continuation with no additional deficiency). This test, which is captured by lines 10 and 11
of the algorithm, is unavoidable. Problem instances for which the increase in demand achieved by this test is necessary,
and others for which this increase must be avoided, in order to construct a minimally deficient factor are straightforward to
construct; consider, for example the instances 〈(1, 2), (1, 1), (1, 1)〉 and 〈(4, 5), (4, 4), (4, 4), (2, 2), (2, 2), (1, 1)〉.
As in the previous section, the algorithm simplifies considerably if we are not interested in certification and our only con-
cern is to determine if a (g, f )-factor exists. In this case, we satisfy vertices, in order of decreasing residual demand, by ver-
ticeswith the highest residual capacities. This greedy strategy (togetherwith a similar strategy for constructing (g, f )-factors
in complete bipartite graphs) was described in a technical note [16] by the authorsmore than a decade ago. In this restricted
case the test in lines 10 and 11 can be replaced by a simpler parity check.
3.3. Establishing the invariants
Let λk = |{v ∈ A | c(v) ≥ k}| and let dˆ = max{d(v) | v ∈ A}. (Note the slight change in the definition of λk;
the definitions coincide, however, when g = f .) The following lemma and its corollary are identical to Lemma 2.1 and
Corollary 2.1; they are restated here to keep this section self-contained.
Lemma 3.1. If, at the end of some iteration, vertex a ∈ A is black, then c(a) = 1 or λc(a)−1 ≥ dˆ+ 1.
Corollary 3.1. If, at the end of an iteration, some vertex a ∈ A is black, then defG(V \ A) is unchanged by this iteration.
We define four states that play a central role in our invariants:
State A d(A) = c(A) ≡ 0(mod 2) and (dˆ = 1 or λdˆ−1 ≥ dˆ+ 1);
State B d(A) < c(A) and dˆ = 1 and |A| ≥ 2;
State C d(A) < c(A) and dˆ > 1 and λdˆ−1 ≥ dˆ+ 1 and |A| ≥ dˆ+ 2;
State D d(A) < c(A) and |A| = dˆ + 1 > 2 and there exists a unique vertex x with d(x) = dˆ and all other vertices y ∈ A
have d(y) < dˆ and c(y) ≥ c(x)− 1.
Lemma 3.2. In any phase that does not end with S being reset, either state A or state B or state C must hold at the start of some
iteration before any black vertex is marked.
Proof. Suppose that vertex a is the first black vertex marked in this phase. By definition, λc(a) ≥ dˆ + 2 must hold at the
start of the iteration in which a becomes black. But if either (c(a) = 1 and |A| ≥ 2) or λc(a)−1 ≥ dˆ + 2 holds at the start of
some iteration i, and dˆ > c(a), then a is marked in some subsequent iteration. If this does not happen in iteration i+ 1 then
iteration i + 1 must mark a white vertex and hence iteration imust decrease dˆ. It follows that, if a is marked in iteration j,
then either (c(a) = 1 and |A| ≥ 2) or λc(a)−1 ≥ dˆ + 2 holds at the start of iteration j − 1. Now if iteration j − 1 does not
decrease dˆ then dˆ = c(a), and so either (dˆ = 1 and |A| ≥ 2) or λdˆ−1 ≥ dˆ + 2 (and hence either state A or state B or state
C) holds at the start of iteration j − 1. Alternatively, if iteration j − 1 decreases dˆ then, whether or not a is chosen in this
iteration, we must have either (c(a) = 1 and |A| ≥ 2) or λc(a)−1 ≥ dˆ+ 2 at the end of iteration j− 1 (and hence either state
A or state B or state C at the start of iteration j). 
Lemma 3.3. If one of the states A, B, C or D holds at the start of some iteration i then, provided dˆ remains positive, one of these
states must hold at the end of iteration i, and defgG(V \ A) is unchanged.
Proof. It is clear from the state definitions above that the vertex that is marked in iteration i can have its demand met by dˆ
other vertices with positive capacity. It remains to argue that either state A or state B or state C or state D must hold at the
end of iteration i, provided dˆ remains positive.
If iteration i begins in state A then the result follows directly from Lemma 2.2.
If iteration i begins in state B then it either reduces dˆ to zero (which happens if |A| = 2 or the vertex w chosen by the
marked vertex v in this iteration is the only remaining vertex with demand 1), or it ends in state B.
If iteration i begins in state C then either (i) it marks the last vertex xwith d(x) < c(x) (in which case d(x) is incremented
in step 11 leading to state A); (ii) it starts with |A| = dˆ+ 2 and does not reduce dˆ (in which case it leads to state D); or (iii) it
either starts with |A| > dˆ+ 2 or it reduces dˆ, leading to state A (in the event that the demand and capacity are equal on all
active vertices at the end of the iteration), state B (in the event that the maximum residual demand is reduced to 1) or state
C (otherwise).
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Finally, if iteration i begins in state D then it must reduce dˆ by at least 2, leading to state B (in the event that themaximum
residual demand is reduced to 1) or state C (otherwise). 
Lemma 3.4. At the end of every iteration
h¯g(S) = defG(V \ A)+ 〈g(T ) = f (T )〉d(A)mod 2. (16)
Proof. We first show that the equality holds at the end of any iteration that sets S (line 22). Note that this happens only
when (i) all vertices inM arewhite (and hence δG(S, S) = |S|(|S|−1)); (ii) all vertices inw ∈ V \S \A have δG(w, S) = f (w);
and (iii) all vertices in a ∈ A are white (and hence d(a) = f (a)− |S|); Thus,
defG(V \ A)+ 〈g(T ) = f (T )〉d(A)mod 2 =
∑
v∈V\A
(g(v)−· degG v)+ 〈g(T ) = f (T )〉d(A)mod 2
=
∑
v∈V\A
(g(v)−· degG v)+ 〈g(T ) = f (T )〉 [g(A)− |S||A|]mod 2
=
∑
v∈S
(g(v)− degG v)+
∑
v∈V\S\A
(g(v)−· degG v)+ 〈g(T ) = f (T )〉 [g(A)− |S||A|]mod 2
= g(S)− δG(S, S)− δG(S, V \ S \ A)− δG(S, A)
+
∑
v∈V\S\A
(f (v)− degG v)+ 〈g(T ) = f (T )〉 [g(A)− |S||A|]mod 2
= g(S)− |S|(|S| − 1)− f (V \ S \ A)− |S||A| + 〈g(T ) = f (T )〉 [g(A)− |S||A|]mod 2
= g(S)− |S|(|S| − 1)− f (V \ S \ T )− |S||T | + 〈g(T ) = f (T )〉 [g(T )− |S||T |]mod 2
= h¯g(S).
It remains to show that the equality is preserved in iterations that do not set S. If the current phase begins with
g(T ) = f (T ) then the result follows as in the proof of Lemma 2.3, and so we can assume that g(T ) < f (T ). In this case
preserving the equality means that defG(V \ A) does not change.
If the current phase ends with S being reset then none of its iterations mark a black vertex and so every iteration except
the last leaves at least one black vertex active. It follows from Corollary 3.1 that every iteration leaves defG(V \A) unchanged.
It remains to consider the case where the current phase ends without S being reset. As above, we note that defG(V \ A)
remains unchanged in iterations that precede the marking of the first black vertex. But, by Lemmas 3.2 and 3.3, it follows
that subsequent iterations also leave defG(V \ A) unchanged. 
3.4. Correctness and analysis
Theorem 3.2. Algorithm Certified-Minimally-Deficient-(g, f )-Factor constructs a pair (S∗, F∗) with h¯(S∗) = defG∗(V ) in
time O(|V | + g(V )).
Proof. Since the algorithm terminates with |A| = 0 the fact that h¯(S∗) = defG∗(V ) follows immediately from Lemma 3.4.
It is clear from the invariant conditions that at any time during the algorithm |F | ≤ g(M) and hence |F∗| = O(g(V )) at
termination. Since the initialization steps take O(|V |) time, the test in step 10 (testing Erdös–Gallai conditions) is performed
only once, and vertices need only be recoloured (steps 19 and 20) once, it suffices to show that steps 8 (selection of the
next vertex v to be marked) and 12 (choice of the active vertices w to satisfy the demand of v) can be carried out in time
O(|V | + g(V )), totalled over all iterations.
To achieve this the set A is maintained in two cross-linked lists sorted by decreasing residual demand and residual
capacity respectively with ties broken in favour of elements with equal demand and capacity (but otherwise arbitrary). In
addition, two arrays of pointers are maintained for the demand list giving, for each possible demand value d, the position of
the first element (if any) in the listwith demand and capacity d and the first elementwith demand d and capacity greater than
d. Similarly, two arrays of pointers are maintained for the capacity list giving, for each possible capacity value c , the position
of the first element (if any) in the list with demand and capacity c and the first element with capacity c and demand less
than c. The sorted lists facilitate the efficient identification of elements in steps 8 and 12, and the auxiliary arrays facilitate
the efficient restructuring of the lists to reflect the updates in demand and capacity values (lines 15 and 16). 
4. Conclusion
Our central result is a min–max characterization of minimum g-deficiency (0, f )-factors in complete graphs
(Theorem 3.1) together with a simple greedy certifying algorithm (Certified-Minimally-Deficient-(g, f )-Factor) that
simultaneously constructs (i) a minimum g-deficiency (0, f )-factor F of a complete graph and (ii) an easily checked
certificate of the minimality of F . In fact, the algorithm plays a central role in the proof of Theorem 3.1.
Even when restricted to the case where g = f (i.e Theorem 2.1) this provides a generalization of Proposition 1.1 to the
realization of integer sequences withminimum total discrepancy. Recall (from the introduction) that ifD = 〈d1, d2, . . . , dn〉
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is any integer sequence then the sequence D′ = 〈d′1, d′2, . . . , d′n〉 has total discrepancy with D, denoted ∆(D,D′), defined as∑n
j=1 |dj − d′j|. Expressed in terms of graphical realizations of integer sequences, Theorem 2.1 becomes:
Theorem 4.1. If D = 〈d1, d2, . . . , dn〉 is any integer sequence, then
min
graphical sequences D′
∆(D,D′) = max
1≤i≤n
[
i∑
j=1
dj − i(i− 1)−
n∑
j=i+1
min{i, dj} +
(
n∑
j=i+1
(dj−· i)
)
mod 2
]
.
Note that the problem of finding a graphical sequence D′ that minimizes themaximum discrepancywith sequence D (i.e.
maxnj=1 |dj− d′j|) can be viewed in terms of (g, f )-factors. Specifically, there exists a graphical sequence D′ whose maximum
discrepancy with D is k, if and only if the complete graph on the vertex set {v1, v2, . . . , vn} admits a (g, f )-factor, where
g(vi) = di− k and f (vi) = di+ k. Thus Theorem 3.1, even in the restricted case of no deficiency, provides a characterization
(and efficient method for construction) of graphical realizations of integer sequences with minimum possible maximum
discrepancy.
Our central results concern the characterization and efficient construction of minimum g-deficiency (0, f )-factors in
complete graphs. We leave as an open question the existence of analogous results for complete bipartite graphs, which
would provide a generalization of the results of Gale [11] and Ryser [21].
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