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1. INTRODUCTION REMARKS 
Let H, , H+ by Hilbert Spaces of vector valued functions defined on 
J2 x [O, a], where Sz denotes a compact, connected subset of the Euclidean 
space En with a smooth boundary. 
The inner products on H,, , H6 are defined as 
@I 3 4 for all u~,u,EH,, 
($4 3 54,) for all $r ,4s E H+ . 
A linear operator A maps H, into H@ . The domain of A is dense in 
H, and consequently an operator A* is uniquely defined on H@, mapping 
H4 into H,, , where A* is the adjoint of A. 
T. Kato [7] has first considered equations of the type 
AA*f =g f,gEH, (4 
and observed the fact that many equations of physics, or engineering may be 
written in the form (a), 
By a simple relabelling process equation (a) may be written as a system: 
A*f=u 
1 
UEH, 
Au=g f,g EN+. (b) 
B. Noble has first observed the variational significance of systems of 
equations of the form (b) and demonstrated existence of complementary 
variational principles in various physical cases [I 11. 
L. B. Rail has proved the sufficient and necessary conditions for the 
existence of variational principles associated with the expressions of the 
type (b), and in particular for the existence of minimal points [2], [13]. 
Following Rail’s discussion the cases of 
wo F uo) = max $3 max 1 (L), 
min 6, min u’ (L) 
511 
512 KOMKOV 
for trial functions ii and 6 can be obtained with no changes in the basic 
arguments ([13], pp. 6, 7 and pp. lo- 13). Let us briefly review some of the 
results: Let us denote by H the direct sum of the Hilbert Space H, , H$ . 
The elements of H are the ordered pairs 
h= ’ 0 
UEH, 
4 4Ef-h 
h E H. 
The inner product in H is defined as 
THEOREM 1 (Rall). Th f t e uric ion F(h) whose domain is H is a Vainberg 
gradient function ([ 171) ;f and only ifF(h) can be expressed in the form 
A*+-- 
F(h) = 
Au-;: 
=f ‘(h), (4 
where W(h) is a functional which is twice Frechet difl’erentiable on H, and A 
is a linear operator on H,, , whose adjoint is A* (acting on H+J. 
Roughly speaking, the existence of a solution of a differential system which 
is of the form (c) coincides with a stationary behavior of a functional 
L = W - (A*+, u) = W - (I$, Au). 
In fact, the following theorem is true: 
(4 
THEOREM 2. If W is the required functional of the system (c), and 
(82 W/&2)-l and ( a2 W/E$P-1 exist, and if there exists a point (&, , uO) E H 
for which we haveF(h,) = 0 in Eq. (c), where h, = ($), and ;f in some neigh- 
borhood of (4 O , u,,) in H we have constant sign of the quantities 
~~~~~~~~~~~II~--o,~-~oII~~~/I~o,~Il~,~, /Iu,~,jl(,)erea~Zbou~ded 
in that neighborhood by some constant, then the functional 
L = W - (4, Au) = W - (A*+, u) 
attains a local extremum at the point (+. , uo). 
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i 
a2w 
-~uo’u I 1 ( --f$hod#+ 
are of different s&z in some neighborhood No of the point ($. , uo) then the point 
(4, , uo) is a minimax point of L(f$, 24). 
Since the second Frechet derivatives of the Vainberg potential function 
f(h) = 4 (4, Au) + 8 (A*+, 4 - W 
are completely analogous to the second variation taken in the classical sense, 
it is now easy to distinguish the cases when the point ($. , uo) represents 
locally: [min 24, max 41, [max u, max 41, [min 24, min $1, [max u, min $1. 
2. APPLICATION TO THE LINEARTHEORY OF 
CLASSICAL ELASTODYNAMICS 
The linearalized equations of motion of an elastic solid can be written as 
a a a 
G Tw + jjj TYY + z TVS +Y-/+o 
a 
- 7x2 + 6 Tyz + ; 722 ax +z-pg=o, (1) 
where Tij is the stress tensor, u, v, w are components of the displacement 
vector U. X, Y, Z are components of the body force which we shall assume 
to be equal to zero. For simplicity of the argument we shall assume for the 
time being that all components of Tij , U vanish outside a compact set 
(Q > Q(t)) C E3 (0 < t < a). This set has the properties of the set Q dis- 
cussed in the introductory remarks. (We could assume that 7ij and U are 
periodic over the time period [0, a].) W e will show that boundary conditions 
of more difficult nature can be treated by our formalistic method. However 
we will first deal with conditions specified above because of their simplicity. 
We rewrite Eq. (1) in the operational form 
TT = 0, (14 
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a a a 
-- 
ax’ 
--I-- 
ay ax’ 
0, 0, 0, id;;, 0, 
0, - g, 0, - 6, --. g, 0, 0, i44, 0 , 
0, 0, -g, 0, -;> -$ 0, 0, 0 I jG& 
(2) 
and the “vector” T is the transpose of 
[Tcixc >TXY? 7x2 Y TYY ! TYZ 9 722 9 P, 3 P, Y Pwl (3) 
containing six stress components (T,% , ryz , rap have been omitted on account 
of assumed symmetry of T$~) and three components of a quantity p closely 
related to the momentum density vector 
where p is the material density, which is assumed to be constant, and 
j2 = - 1. TT = 0 constitutes a system of three equations which can be 
easily put into the form (b) by introducing a functional W(T) and an additional 
three-dimensional vector p with components pe , pV , /.L~ whose physical 
meaning is easily established. 
We have 
as the first equation of our variational formalism. 
By Rall’s theorem W is the generalized Hamiltonian function only if W 
obeys: 
T*p =;y. WI 
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Because of our assumptions concerning the boundary conditions, T* (the 
adjoint of T) is simply the operator 
The system Tep = a W/h (a W/a T is a Frechet derivative) becomes 
ah aw -=- 
ax arzz 
?!?L=- aw 
ax arz, 
--j~~~=Z-$, etc. 
Upon identifying 
u 
au 
t% = at 
aw 
I%=,,, 
(5) 
the first six equations state a dynamic version of Castigliano’s theorem, while 
the last three equations relate the vector p to the rate of change of kinetic 
energy. 
409/14/3-I” 
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W is easily indentified as the functional 
(7) 
where the dot denotes differentiation with respect to time, and iij is the linear 
strain tensor. iij are in fact the linear expressions on the left hand side of 
the first six equations of the system (5). The domain s2, is the product set 
D x [O, a]. 
The functional to be minimized is 
I = W - (T*p, r>, (8) 
the inner product ( ) denoting the usual inner product of two vector valued 
functions; the integral being taken over the domain Q, . 
Checking on the conditions necessary for the existence of complementary 
variational principles, we see that one of them is violated, since (PW/i3pz)-l 
does not exist. Consequently, following our formulation only one variational 
principle is valid, and it can be stated as follows: Of all stress distributions 
satisfying d’Alambert’s equations (l), the one which satisfies also the system 
of equations (5) will cause the functional I of Eq. (8) to have stationary 
behavior. And in particular if a constitutive relationship of the form 
is given, and if the matrix Ciju(r) is positive definite for all 7, then the func- 
tional I will be minimized. Of course this result can be obtained by the clas- 
sical use of Lagrangian multipliers. By seeking stationary conditions for the 
functional I = sJaoz dv dt where 1 is the Lagrangian density function, sub- 
ject to auxiliary conditions expressed by Eq. (1) we have 
f Edv dt + % 
ar a7 2+-E 
ay az - P-g) + Pd...) + PcLB(...) -t 
boundary terms. Due to our assumptions the boundary terms are all equal 
to zero, and we have 
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(Frechet derivatives of IV) completely agreeing with our formalistic results 
upon examination of the condition: Sf; = 0. So far the advantage over the 
classical variational methods seem to lie in a more compact presentation, and 
in a much greater ease of determining the necessary conditions for an extre- 
ma1 point, provided the boundary conditions do not enter the picture. We 
shall now show that quite complex boundary conditions can be easily incor- 
porated into this formalistic method. 
3. TREATMENT OF THE BOUNDARY CONDITION 
We consider the “Hamiltonian” system 
in Q, 
where W, A, A* have the same meaning as in the introductory remarks, except 
that A and A* are now only formal adjoints of each other. We wish to find a 
functional I(u, +) w h ose stationary behavior will coincide with the solution of 
the system (lOa), (lob) subject to the boundary condition 
g(434 = 0 on a52. (11) 
The inner products (A*+, U) and (4, A u are connected by the relationship ) 
(A*+, ukm - (4, Auh =fW u)m 3 (12) 
where f($, u) is a bounded functional defined with respect to the set asZ. 
(4, u are elements of a Hilbert space fi with domain XJ of 4, u. Inner product 
is defined independently of the inner products (,) or (,).) To formulate a 
lemma answering the problem, we shall consider a functional I on D + aQ: 
I = P’ - (A*+, u)>n + 4G1, , (13) 
where A is a real constant, and G($, u) is a bounded functional of u, 4, where 
u, 4 are restricted to the set X? We assume the existence of an operator A*, 
which is related to A by the formula (12). The Frechet first and second 
derivatives of I are assumed to exist. 
ar aw 
G= au ( - - A*4)R + A(4&. (144 
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Substituting relationship (12) we also have 
ar aw 
i 1 
a 
%= ,4-A"n+q(AG--f)an. (14b) 
A necessary condition for a stationary behavior of I(U) for a fixed 4 is 
or of I(4) for a fixed U, 
ar 0 -=. a+ 
The first of these conditions implies that we must satisfy simultaneously 
and 
+*c+fj in Q 
aG 
(15) 
- = g&u) = 0 au in ag. 
The second implies that we must satisfy simultaneously 
and 
;:-A+=0 in Q 
~!!?-af=, 
a4 a4 
on aa. 
(16) 
To conclude more about the functional I, we consider the second Frechet 
derivative: 
(The Frechet derivatives are assumed to coincide with the Gateaux derivatives 
through out this article.) The following conditions are necessary for an 
extremal behavior of I($, u): 
(a) The matrix (17) must have commutative property in the following 
sense: 
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where { } is the inner product defined in the introductory remarks, and h, , 
h, are vectors of the space H, x Hd , with u, q3 defined on Q + Xi. (For 
proof see [2] page 157.) 
(b) The signs of the diagonal terms of (17) must remain constant in 
some neighborhood of the extremal point (zq, &J E H, x H+, .
Condition (a) is satisfied if 
and 
a2w a2w -=- 
au acp a4 au in Sz 
a2G a2G -=- 
aua+ a+au in aQ. 
Condition (b): 
Here the consistency of sign rule necessitates that the trial functions must 
be chosen in a neighborhood of (u,, , +,J in which the expressions 
[ 
a2w fl as --- - 
au;n, au2w, I 
and 
(184 
(18’3) 
are of constant sign in the same sense as expressions (e) in the introductory 
remarks. The additional assumptions of the theorem (2) then constitute 
sufficient conditions for the existence of an extremum of I(ti, 4) at the point 
(%I ,M’ (See L-131.) 1 n particular if the signs of (18a) and (18b) differ in a 
neighborhood of (u,, , &,) then (uO , (b,,) is a minimax point of I. 
A remark on a special case. Let the boundary condition be of the form 
g(4) = 0 on ai2. (1% 
Then the associated functional on &Q is 
If G(u, 4) satisfies 
(u, d&2 = G(% 4). (20) 
+lG)=O for some constant A, 
then for a fixed u, G(u, 4) does not contribute anything in the minimization 
process, and g(4) = 0 is a natural boundary condition. Otherwise g(4) = 0 
is an essential boundary condition. 
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4. APPLICATION TO ELASTODYNAMICS 
Let the boundary conditions be of the form 
xv =fl(4  
yv = f&5 4 
i 
on an 
Z" =.fdt, x) 
O<t<a, x~asz, 
where 
X” = x cos (x, v) 
Y, = Y cos (y, v) 
2” = z cos (x, v), 
X, Y, Z are components of the externally applied boundary pressure, and 
Y is the outward normal direction. 
The boundary condition of the form g(~, p) = 0 on a52 becomes 
x”-T,-pg=o \ 
Y” - TV” - p g = 0 ) on afi. 
Z” - 7.” - p $ = 0 
/ 
(21) 
(Tm = T&m cos (xc + ~~~ cos (v-y) + T,* cox (a), etc.) 
This is of the form g(T) = 0 on 3s2, and the associated functional G(p, T) is 
where p has the same meaning as in (6): 
while the function f(p, T) is immediately supplied by integrating by parts 
(TT, p), since in this case T is a simple matrix differential operator of order 
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one. As in (6) p’s could be regarded as Lagrangian multipliers following a 
classical calculus of variation treatment (such as given for example in [IS]) 
for the auxiliary boundary conditions (21) imposed on the problem of extre- 
mizing the functional I. 
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