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Experimental fMRI studies have shown that spontaneous brain activity i.e. in the absence of any external
input, exhibit complex spatial and temporal patterns of co-activity between segregated brain regions.
These so-called large-scale resting-state functional connectivity networks represent dynamically organized
neural assemblies interacting with each other in a complex way. It has been suggested that looking at the
dynamical properties of complex patterns of brain functional co-activity may reveal neural mechanisms
underlying the dynamic changes in functional interactions. Here, we examine how global network dynamics
is shaped by different network configurations, derived from realistic brain functional interactions. We focus
on two main dynamics measures: synchrony and variations in synchrony. Neural activity and the inferred
hemodynamic response of the network nodes are simulated using system of 90 FitzHugh-Nagumo neural
models subject to system noise and time-delayed interactions. These models are embedded into the topology
of the complex brain functional interactions, whose architecture is additionally reduced to its main structural
pathways. In the simulated functional networks, patterns of correlated regional activity clearly arise from
dynamical properties that maximize synchrony and variations in synchrony. Our results on the fast changes of
the level of the network synchrony also show how flexible changes in the large-scale network dynamics could be.
Keywords: network dynamics; whole brain simulations; FitzHugh-Nagumo neural model
Experimental studies of the human brain activity
at rest i.e. without any overt-directed behavior
have revealed patterns of correlated activity, so
called resting-state networks. The neural mecha-
nisms contributing to the formation of these net-
works are largely unknown. We use modeling
approach to interpret these experimental find-
ings, looking at the brain as the dynamical sys-
tem. We characterize brain network dynamical
properties by synchrony and variability in syn-
chrony. We demonstrate that functional brain
interactions may arise from the network dynam-
ics which allow flexible changes between differ-
ent network configurations. We show that these
changes reflect almost periodic alternations be-
tween network synchronized and desynchronized
state.
I. INTRODUCTION
Well organized spatio-temporal low-frequency fluctu-
ations (< 0.1 Hz) have been observed in blood-oxygen-
level-dependent (BOLD) functional magnetic resonance
imaging (fMRI) signals of a mammalian brain in the ab-
sence of any stimulation or task-related behavior2,10,40.
a)Electronic mail: vesna.vuksanovic@bccn-berlin.de
The mechanisms generating these patterns of correlated
activity, also called resting-state functional networks are
largely unknown. It has been suggested that they reflect
a complex interplay between brain structural connections
and the dynamics of interacting neuronal units5,12. The-
oretical models of the large-scale brain resting-state ac-
tivity have explored the range of conditions that might
govern intrinsic brain processes and contribute to the
generation of correlated fluctuations between segregated
brain areas9,21,22. Particular attention has been paid to
the properties of the network dynamics that enable the
emergence of a metastable state, which represents the
network’s tendency to switch between synchronized and
desynchronized states and thus, explore different net-
work configurations9,13,18,32. One approach to observe
metastable network states in brain dynamics is to con-
sider self-sustained oscillatory local neural dynamics and
neural signal transmission delays in the interactions be-
tween network elements8,9,13. Similarly, the coupling
strength and signal transmission delays in the interac-
tions between noise-driven neural oscillators, enable gen-
eration of the spatio-temporal correlated low-frequency
(< 0.1 Hz) fluctuations in the dynamics of the resting
brain18,19.
Other important ingredients of the large-scale brain
dynamics models are complex brain network interactions
expressed usually in the form of the connectivity matrix.
The matrix elements represent the anatomical connec-
tion strengths inferred from all possible structural con-
nections between anatomically defined regions of interest
(ROIs). Using this approach, the large-scale network dy-
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namics models are built on matrices of the human8,9,22
or monkey13,19,21 brain architectures. Both empirical and
numerical findings suggest that the brain structural and
functional architectures (or networks) share many com-
mon features5. However, in contrast to structural net-
works, the functional networks of the brain undergo per-
manent reconfiguration of their connections depending
on brain cognitive state1,20. Moreover, altered topology
of brain networks is indicator of pathological state7.
We combine these approaches to investigate proper-
ties of the network dynamics that underlie patterns of
spatio-temporal correlations of resting-state functional
networks. In addition, we consider the contribution of
the long-distance functional interactions i.e. those that
are not supported by direct neural paths between the in-
teracting brain areas. In our previous work41, we have
shown that the long-distance functional correlations may
emerge from relay-like interactions between neural os-
cillators that share large parts of their individual net-
work neighborhoods. Here, we aim to explore, if these
types of the spatio-temporal relations may also emerge
in the network dynamics subject to system noise and
signal propagation delays. For this purpose, we chose
to model the local node dynamics by noise-driven ex-
citable FitzHugh-Nagumo (FHN) neurons oscillating at
15 Hz. Our approach is similar to those of Ghosh and
colleagues19, however, different in the two main model in-
gredients: (i) we use a connectivity matrix derived from
diffusion weighted brain imaging data, and (ii) we take
into account functionally realistic network interactions
that are also supported by physical (structural) connec-
tions. Additionally, in our analysis of the simulated dy-
namics, we focus on network metastability rather than
linear approximation of its stability.
Through simulations of computational models of
resting-state functional correlations, we show that the
neural network dynamics display fast transitions between
synchronized and desynchronized states. These transi-
tions give rise to spatio-temporal correlation patterns
that resemble to those found in resting-state fMRI ex-
periments.
II. METHODS
A. Extraction of network topology
To build a model of the neural network dynamics on
functionally realistic network interactions, we have com-
bined empirically derived structural and resting-state
functional maps similarly to our previous study41. In
short, these maps were extracted from the 90 brain re-
gions parcellated according to the Tzourio-Mazoyer brain
atlas38 using the automated anatomical labeling (AAL)
method. The full list of regions considered in the analysis
is given in the Table I.
The structural connectivity is estimated from diffusion
weighted brain imaging data, according to the procedure
described in23. The procedure maps out probabilities
for the presence of the direct neural connections between
any pairs of the 90 considered anatomical ROIs. We will
therefore refer to this map as to the anatomical connec-
tion probability (ACP) map or matrix23. The functional
connectivity (FC) matrix is extracted from BOLD fMRI
data of 26 subjects25,41. The matrix entries represent
pairwise temporal correlation coefficients between ROIs
mean BOLD time series estimated from the total scan-
ning time (7.5 minutes).
To derive the coupling topology for the network model
used in the simulations, we combined structural and func-
tional connectivity matrices in the following way. Given
the statistical nature of FC and ACP entries we first ap-
plied a binarization method to extract only statistically
significant connections. By doing that we also took into
account the conditions that allow comparisons between
brain structural and functional networks39. Binarization
is done by applying thresholds r and p for the FC and
ACP matrix, respectively. If matrix values are greater
than or equal to the threshold values, then the corre-
sponding element of the adjacency matrix is set to 1;
otherwise it is set to 0. For the FC matrix, we have
used thresholds in the interval r = [0.52, 0.53, . . . , 0.65],
and for the ACP matrix only one value p = 0.05 (see
Fig. 1). The lowest value for r and the value for p are
chosen such that both networks have equal connection
density κ = 0.539. The upper boundary for r is the high-
est threshold at which the FC network still comprises
one component. We then use the element-wise product
of these binarized matrices as a coupling topology for
the simulations. As a result, we preserve those strongly
pronounced interactions of the functional networks that
are connected via direct anatomical links, that is, re-
gions without direct anatomical links are not directly
coupled in the simulations. This procedure is previously
described in detail in41. For an exemplary visualization
of the resulting brain network see Fig. 2.
B. Simulation of network dynamics - neural and BOLD
activity
To infer the BOLD signal in dependence on the net-
work properties, we first simulate the underlying neural
activity. We consider the neural dynamics on the net-
work of N = 90 cortical regions whose local dynamics
are represented by the homogeneous FitzHugh-Nagumo
(FHN) neurons.
1. Network of FitzHugh-Nagumo neural models
We model neural network dynamics by embedding in-
dividual FHN neural model into each of the 90 cortical
regions, according to the connectivity matrix {aij} , i, j =
1, . . . , N . FHN neural model can be described by two
state variables u and v, representing activator (membrane
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FIG. 1. Functionally realistic connectivity between 90 brain regions considered in the model. (A) Anatomical
connectivity probability (ACP) matrix and (B) its binarized version when the threshold p = 0.05 is applied. Application of the
threshold to the ACP matrix enables also that the homologous interactions, which are usually not good resolved by DW-DTI
analysis method, are represented with the equal probabilities in the model. (C) The fiber lengths between the pairs of nodes
and (D) corresponding number of the connections. The matrices are ordered according to the regions listed in Table I. First
45 regions belong to the right hemisphere.
potential) and inhibitor (recovery variable), according to
the following dynamical equations:
u˙ = g(u, v) = τ
(
v + γu− u
3
3
)
(1a)
v˙ = h(u, v) = −1
τ
(u− α+ βv − I) , (1b)
where I is magnitude of an external stimulus, which is
assumed to be 019. In order to obtain the dynamics of an
isolated node in a damped oscillatory regime [as shown
in Fig. 3 (A – upper panel)], we consider the following
system parameters throughout this paper: α = 0.85, β =
0.2, γ = 1.0, and τ = 1.25 .
To combine FHN units in a network, we utilize the
following equations19:
u˙i = g(ui, vi)− c
N∑
j=1
aijuj(t−∆tij) + nu (2a)
v˙i = h(ui, vi) + nv, (2b)
where ui and vi are the activator and inhibitor variables,
located at node i. c denotes a global coupling parame-
ter (c > 0) and aij are the elements of the connectivity
matrix, defined above. ∆tij denote time delays. nu and
nv are two independent additive white Gaussian noise
terms with zero mean, unity variance and noise strength
D. The influence of the applied noise level on dynam-
ics of an isolated node is shown in the Fig. 3 (A – lower
panel). When coupled in the network, the dynamical be-
havior of a node changes to the oscillatory regime. The
frequency distribution of the noise-driven oscillations of
a node is centered around 15 Hz as shown in Fig. 3(B).
We solve the system of coupled differential equa-
tions with time delays and additive noise using the
Python-module pydelay15. The algorithm is based on
the Bogacki-Shampine method3,35, which is also imple-
mented in Matlab’s dde23 routine. We calculate time
delays for a physiologically realistic value of the signal
propagation velocity v via ∆tij = dij/v, where dij are
given by the lengths of the actual three-dimensional tra-
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FIG. 2. Visualization of brain functional networks.
The position of the network nodes is given according to the
coordinates of the centre of the mass of the AAL cortical
regions in MNI space. Size of the node is proportional to
its degree for threshold r = 0.57. List of regions is given in
Table I.
jectory of the fiber tract between centers of the regions,
i.e. network nodes i and j. A color-coded representation
of the dij values is shown in Fig. 1(C). We use a sin-
gle value for the signal propagation velocity v = 7 m/s
throughout the study.
We simulated 450 s of the real-time neural activity
sampled at a time step of 0.001 s for a range of the cou-
pling strengths c and thresholds r. When time delays,
system noise and global coupling term are taken into
account, the simulated dynamics of the neural activity
exhibits a behavior exemplary shown in Fig. 4.
2. Measures of the network dynamics
To quantify global network dynamics we define two
different measures: the synchrony of the neural activ-
ity and metastability, which is defined by fluctuations
in synchrony over time. Here, we have followed a gen-
eral framework to study synchronization phenomena in
a network of coupled oscillators, given by Kuramoto and
colleagues24,37. To apply this framework on the FHN sys-
tem we first need to define phase-like variables θi. This
can be done using one of the several approaches valid
for the FHN models27,29. However, due to the presence
of the noise term in our model, we have chosen to use
the Hilbert transform. The transform gives a time se-
ries of complex numbers with a real and an imaginary
part, which then can be used to calculate instantaneous
phases θi for the each node as the argument of this com-
plex number31.
The synchrony of the simulated network dynamics is
evaluated across all oscillators in the network, using the
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FIG. 3. Time evolution of the activator ui variable of
the FitzHugh-Nagumo neural model for an isolated
node. (A) Top panel represents node dynamics without
noise and bottom panel shows dynamics of the same node
when noise is added via the term nu, as described in the
Eq. 2. (B) Fourier spectrum of the neural activity of an iso-
lated node under the system noise. The peak frequency is
at around 15 Hz. System parameters: α = 0.85, β = 0.2,
γ = 1.0, τ = 1.25, and p = 0.05.
order parameter R(t)37:
R(t) =
∣∣∣〈eiθj(t)〉∣∣∣ , j = 1, . . . , N, (3)
where 〈·〉 denotes average over all nodes in the network.
The order parameter measures the cooperative dynamics
in the network and can have any value between 0 and
128. The closer R(t) to unity, the higher the level of
global synchrony in the network. The network is in a
desynchronized state for R(t) = 0.
In neural networks, however, R(t) is never equal to 1
nor 0, i.e. neural networks never reach a fully synchro-
nized nor desynchronized state. Instead, the brain net-
work dynamics exhibits large variability, and the amount
of global synchrony of network nodes vary over time, in-
dicating transitions from a synchronized to more desyn-
chronized state11,14. This metastable state in brain dy-
namics can be quantified by the standard deviation σR
of the order parameter R(t)9,36. It has been suggested
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FIG. 4. Time series and the corresponding Fourier power spectra of (A) neural and (B) BOLD activity of the
representative network node (i = 28) for three different coupling strengths c and a fixed threshold r = 0.57. The node has 20
nearest neighbors for this particular threshold, which corresponds to the average number of the links in the network. System
parameters as in Fig. 3.
that the brain network dynamics operate in a state that
maximizes synchrony and metastability20,36.
3. Modeling BOLD activity and functional networks
Low-frequency (< 0.1 Hz) oscillatory dynamics of
BOLD signal is inferred from the simulated neural ac-
tivity using the Balloon-Windkessel model17. The model
describes the relationship between changes in the regional
blood flow, caused by local neural activity, and the BOLD
signal, which is presented as a function of venous vol-
ume and deoxyhemoglobin content. We implemented the
model using default parameters values provided within
SPM816.
An important component of the BOLD model is a neu-
ral signal as a main input. It can be given in the form
of either neural spiking rate or local field potential34. To
calculate BOLD activity, we feed the time series of the
activator variables ui, which resemble membrane poten-
tials, into the model. Representative time series of mod-
elled BOLD activity and corresponding power spectra are
shown in Fig. 4(B) for different coupling strengths.
In order to quantify the functional connectivity be-
tween nodes i and j from the simulated BOLD activity,
we calculate pairwise Pearson correlation coefficient:
ρ(i, j) =
〈Vi(t)Vj(t)〉 − 〈Vi(t)〉〈Vj(t)〉
σ (Vi(t))σ (Vj(t))
, (4)
where Vi(t) represents the time series of the activity of
the node i at time t, σ is its standard deviation, and 〈·〉
denotes temporal averages.
4. Complex network measures of simulated functional
networks
In our simulations, we use the network interactions –
derived from experimental fMRI and DW-DTI data –
as coupling topologies. They can be characterized us-
ing graph-theoretical measures across range of correla-
tion thresholds. In the Fig. 9 we show some measures
derived from the coupling topology at the matrix thresh-
old r = 0.57. The following network properties are cal-
culated as defined in Ref.33:
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FIG. 5. Global synchrony as a function of (A) time and (B) frequency, for three different coupling strengths c as indicated
in the legend, and the network topology at the threshold r = 0.57. System parameters as in Fig. 3.
Degree: The number of connections with the other
nodes in the network. Degree of a node i is calculated
ki =
N∑
j=1
aij , (5)
where, aij represents connection between nodes i and j:
aij = 1 if there is a connection between nodes and aij = 0
otherwise.
Clustering coefficient: Ratio of the number of connec-
tions in the neighborhood of a node and the number
of connections if the neighborhood was fully connected.
Clustering coefficient of the network is calculated as
C =
1
N
N∑
i=1
Ci =
1
N
N∑
i=1
2ti
ki(ki)− 1 , (6)
where Ci is the clustering coefficient of node i and ti is
number of triangles around a node i.
Global efficiency: The average inverse shortest path
length between the node and its neighbors. Global effi-
ciency of the network is calculated as
E =
1
N
N∑
i=1
Ei =
1
N
N∑
i=1
∑N
j=1,j 6=i d
−1
ij
N − 1 , (7)
where the shortest path length dij between nodes i and j
is defined by the number of links between the respective
nodes, that is,
dij =
∑
auv∈gi↔j
auv, (8)
where gi↔j is the shortest path between i and j. Note
that dij =∞ for all unconnected pairs i, j.
Characteristic path of the network:
L =
1
N
N∑
i=1
Li =
1
N
N∑
i=1
∑N
j=1,j 6=i dij
N − 1 , (9)
where dij is the shortest path length (distance) between
nodes i and j defined above.
III. RESULTS
In our simulations we consider functionally realistic
network interactions, i.e. those that take into account
structurally supported connectivity between functionally
related network nodes, and chose to model each node’s
dynamics by a simple FHN neuronal model. The node
dynamics is tuned such that each isolated node displays
damped oscillations (see Fig. 3(A) upper panel). How-
ever, noise added to the system drives each FHN ele-
ment from its equilibrium to an oscillatory state. The
frequency of the oscillations of an isolated node with the
added noise is around 15 Hz (as shown in Fig. 3). We
aim to explore how the global network dynamics is in-
fluenced by the underlying topology and the strengths
of the interactions. Therefore, focusing on the role of
the network interactions in the collective behavior, we
kept neural signal transmission velocity at the constant
value (v = 7 m/s). This represents a biologically real-
istic value for the neural signal propagation and also an
optimal value to obtain desired brain network dynamics
in the system of the FHN elements19.
In order to investigate complex collective network dy-
namics we study the global level of the network synchrony
and its variation, i.e. metastability as a function of the
global coupling strength and coupling topology. We sim-
ulated 7.5 min of the whole network dynamics to match
experimental fMRI time series. Figure 6 shows how the
level of network synchrony, calculated by time-averaged
order parameter 〈R(t)〉 given in Eq. 3, varies depending
on the free model parameters c and r. We see in Fig. 6(A)
that the global level of synchrony ranges from fully syn-
chronized (〈R〉 = 1) to desynchronized (〈R〉 = 0) states,
depending on the choice of r and c. The resting-brain
dynamics hardly show either extreme. Instead, they are
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FIG. 6. Global measures of the network dynamics. (A) Mean order parameter 〈R(t)〉 and (B) metastability, i.e.
variations in synchrony σR in the parameter space of the global coupling strength c and the correlation threshold r. System
parameters as in Fig. 3.
characterized by metastable states. Hence, we calculate
the standard deviation of the global order parameter as
an indicator of this metastability, as shown in Fig. 6(B).
For small c and over all examined network configura-
tions (all examined thresholds r), as well as for large c
and higher values of the network density (low r), the net-
works show high synchronization indicated by red areas
in Fig. 6(A). This regime, however, corresponds to robust
full synchronization, which does not allow large variabil-
ity. Accordingly, R(t) does not show pronounced fluc-
tuations. However, as shown in Fig. 6(B), variations in
synchrony display considerable level only for the narrow
range of c and r, as indicated by red color. In this area
of the parameter space, simulated network dynamics un-
dergo permanent changes from synchronized to a less syn-
chronized state. At the same time, this area corresponds
to the region where the agreement between the simula-
tions and the experiment is the best (as shown in Fig. 7).
It can be seen that the simulations and the experiment
show best agreement within the region in the parameter
space where the network shows considerable amount of
synchrony (〈R〉 ≈ 0.5) and metastability (σR ≈ 0.15).
Thus, we consider these values as the most relevant re-
gions of the network synchrony and metastability.
To quantify the dynamic network’s variations in syn-
chrony, we calculated fast Fourier transform of time-
averaged order parameter R(t). As shown in Fig. 5(A),
as the coupling strength between the nodes increases,
the order parameter starts to fluctuate in more periodic
manner, indicating almost periodic network’s transitions
between synchrony and asynchrony. The frequency of
these transitions settles around 10 Hz, for c ≥ 0.02. See
Fig. 5(B).
To study the network properties that contribute to
the dynamic behavior in the most relevant region, we
have performed graph theoretical analysis on the empir-
ical network used as the coupling topology in the one of
the simulation (r = 0.57). We have chosen this partic-
ular network configuration since the simulated dynamics
based on this topology show the best agreement with the
experiment (see Fig. 7). In Fig. 9, we show node-wise net-
work properties: degree, clustering coefficient and global
efficiency. Clustering coefficient (CC) is used to identify
hubs in the network. CC values as high as 0.5 together
with large degrees indicate that a node qualifies as hub26.
Considering the nature of the interactions in the coupling
topology we calculate the global node efficiency (GE),
which represents “a measure of the overall capacity for
parallel information transfer and integrated processing”6.
We see that at this correlation threshold significant num-
ber of nodes show relatively high GE values. It has been
already suggested that this network property play role in
the metastable state in neural synchrony36.
IV. DISCUSSION
In this work we have examined role of network config-
urations and synchronization dynamics in the emergence
of resting-state functional correlations. Using numerical
simulations of the neural network dynamics, based on the
FHN neural models embedded into functionally realistic
network structure and subject to noisy time-delayed in-
teractions, we have investigated the network dynamics’
transitions from synchronized to desynchronized state.
We have found that the best agreement between the
model and the experiment lie in the region where net-
work dynamics maximizes synchrony and variations in
synchrony.
To understand how functional correlations between
segregated brain areas arise from underlying functional
interactions, supported by the actual neural link be-
tween them, we use computational simulations and hu-
Dynamic changes in network synchrony reveal resting-state functional networks 8
(A) r
c
Pearson Correlation
 
 
0.52 0.55 0.60 0.65
0.012
0.016
0.02
0.03
0.1
0.3
0.5
0.7
0.9
−0.2
−0.1
0
0.1
0.2
0.3
0.4
(B) r
c
MSE
 
 
0.52 0.55 0.60 0.65
0.012
0.016
0.02
0.03
0.1
0.3
0.5
0.7
0.9
0.25
0.3
0.35
0.4
FIG. 7. Pearson correlation coefficient between experimental and simulated functional connectivity (A) and means
squared error (B) in the parameter space of the global coupling strength c and the correlation threshold r. System parameters
as in Fig. 3.
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FIG. 8. Functional connectivity (FC) between pairs
of network nodes as a function of nearest neighbors.
Only nodes coupled via indirect connections are represented.
Data are shown for FC network simulated on the network
topology at the threshold r = 0.57 and for the coupling
strength c = 0.02 (Pearson correlation ρ = 0.51 p < 0.01).
man brain imaging data. First, we have extracted the
network topology for our model using empirically ob-
tained brain structural and functional connectivities (see
Fig. 1). This takes into account changes in the network
interactions similar to those observed experimentally. We
explore conditions that allow the dynamical properties
of the brain networks – synchrony and variations in syn-
chrony – to arise from different network configurations
generating patterns of correlated activity between the
brain regions. By varying the network topologies in a
range of experimentally realistic values5,39 and tuning
the global coupling strength, we obtained the correla-
tions patterns in the simulated BOLD time series very
similar to those found in the experiment. We show that
flexible changes in the network dynamics – fast periodic
changes in the global level of synchrony (see Fig. 5) –
produce functionally possible network dynamics. This
shows how flexible changes in the large-scale networks
dynamics could bee. However, we also show that this is
the case only if both dynamical properties of the network
– synchrony and variations in synchrony – are maximized
(as indicated by green/yellow and red colors in Fig. 6(A)
and (B), respectively).
It is worth noting that in agreement with our pre-
vious study41, here we also observed a similar depen-
dence of the functional correlations between indirectly
coupled network nodes on the number of their overlap-
ping neighbors (as shown in Fig. 8). This important find-
ing indicates that the result is robust with respect to the
generation of the network dynamics. As for Kuramoto-
like phase oscillators, oscillating in γ frequency range41,
noise-driven FHN models, oscillating at around 15 Hz
(i.e. in α band), display similar dynamic behavior. The
correlation patterns of low-frequency BOLD activity, re-
vealing FC networks, highly agree between the studies
(see Fig. 5 in41) and also with the experiment. More-
over, these results are consistent with some previous
findings showing that resting-state FC networks arise
from different types of local dynamics4,9,13,21 and net-
work topologies13,21. We also would like to point out
a single value for the propagation velocity (v = 7 m/s)
used in our study. As some numerical studies have al-
ready shown, the system of the FHN neurons displays
high sensitivity to the presence of the time delays in the
coupling term29,30. However, here we have not observed
such a high sensitivity for the biophysiologically valid ve-
locity values (between 5 and 20 m/s)19.
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FIG. 9. Node-wise complex network measures of the human brain functional interactions. Degree, clustering
coefficient (CC) and global efficiency (GE) of the network nodes of the empirical functional connectivity used in the simulations
as coupling topology (threshold r = 0.57).
V. CONCLUSION
A main conclusion of our work is that fast flexible
changes in neural network synchrony contribute to the
emergence of correlated BOLD activity. By tuning the
brain network topology and the dynamical interactions
between the regions (network nodes), we show that the
model agreement with the experiment is the best for a
dynamical state that maximizes synchrony and variations
in synchrony. These results support our hypothesis that
highly variable, metastable network dynamics may facil-
itate transitions between network configurations.
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TABLE I. Cortical and sub-cortical regions as defined in the automated anatomic labelling (AAL) template
image.
Index Anatomical Description Label
1 Precentral PRE
2 Frontal Sup F1
3 Frontal Sup Orb F10
4 Frontal Mid F2
5 Frontal Mid Orb F20
6 Frontal Inf Oper F30P
7 Frontal Inf Tri F3T
8 Frontal Inf Orb F30
9 Rolandic Oper RO
10 Supp Motor Area SMA
11 Olflactory OC
12 Frontal Sup Medial F1M
13 Frontal Mid Orb SMG
14 Gyrus Rectus GR
15 Insula IN
16 Cingulum Ant ACIN
17 Cingulum Mid MCIN
18 Cingulum Post PCIN
19 Hippocampus HIP
20 ParaHippocampal PHIP
21 Amygdala AMYG
22 Calcarine V1
23 Cuneus Q
24 Lingual LING
25 Occipital Sup O1
26 Occipital Mid O2
27 Occipital Inf O3
28 Fusiform FUSI
29 Postcentral POST
30 Parietal Sup P1
31 Parietal Inf P2
32 Supra Marginal Gyrus SMG
33 Angular AG
34 Precuneus PQ
35 Paracentral Lobule PCL
36 Caudate CAM
37 Putamen PUT
38 Pallidum PAL
39 Thalamus THA
40 Heschi HES
41 Temporal Sup T1
42 Temporal Pole sup T1P
43 Temporal Mid T2
44 Temporal Pole Mid T2P
45 Temporal Inf T3
Indexes from 1-45 indicate order in which regions in the right hemisphere are arranged in all connectivity/adjacency matrices
presented throughout the paper. For the respective regions in the left hemisphere, the index needs to be shifted by 45.
