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摘 要: 对灰色预测 GM ( 1, 1) 模型进行了分析,提出了集成灰色支持向量机的预测模型。分别对影响灰色预测
GM ( 1, 1)模型精度的背景值的计算、初值的选取以及数据序列的光滑度进行改进, 提出了背景 GM 模型、初值 GM 模
型、光滑度 GM 模型, 并结合支持向量机的特点, 将一维原始数据序列通过三个灰色模型得到的三组值作为支持向量
机的输入,原始序列作为支持向量机的输出,训练得到最佳支持向量回归机模型。仿真结果表明了该模型的有效性。
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Abstract: Based on grey pred ict ion GM ( 1, 1) m ode,l an integ rated g rey Suppor tVecto rM ach ine ( SVM ) m ode lw as
presented. Through imp rov ing the GM ( 1, 1) pred iction accuracy based on background value calcu lation, in itia l va lue
se lec tion and sm oo th deg ree of da ta sequence, three g rey p red iction m ode ls tha t are backg round GM m ode,l in itia l va lue
GM m ode ,l sm oo th deg reeGM m ode,l we re put forw ard. Then, com bin ing the advan tages of SVM, the pred iction re sults
of three grey pred ic tion m ode ls w e re used a s the SVM input factor, and the o rig ina l da ta sequence w as used as the ou tput
fa cto r o f the SVM. The suppo rt vec tor regression m ach ine w as tra ined to g et the optim a l structure. The resu lts of
exper im ent show tha t the mode l is va lid.
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0 引言
灰色预测 GM ( 1, 1) 模型是在给定序列的累加生成上用
灰色微分拟合方法建立的一阶常系数线性微分方程, 适用于
描述指数增长较缓的时间序列, 是灰色预测的一种基本模
型 [ 1- 2]。通过对 GM ( 1, 1) 建模机理的分析, 发现模型背景值
的构造方法对模型的预测精度影响很大, 比如当序列数据变
化急剧 (高增长指数情况 )时, 原始背景值构造方法会产生较
大滞后误差, 模型偏差较大 [ 3- 4]。另外,由于原 GM ( 1, 1) 模型
中, GM ( 1, 1)模型的预测值与原序列初值 x( 0) ( 1) 无关,因此
它也不符合灰色系统理论最少信息原理, 通过改进数据序列
中的初值, 使所建的预测精度大为提高 [ 5- 6]。最后, 许多研究
表明, 光滑离散函数的性质对建立灰色模型是十分重要的, 光
滑度是提高 GM 模型精度的有效方法 [ 7- 9]。
文献 [ 3 - 9]等仅从背景值的计算、初值的选取以及数据
序列的光滑度中的某一单影响因素进行改进。本文首先从三
个影响因素分别进行改进, 然后结合支持向量机特点, 综合考
虑各个影响因素, 提出了集成灰色支持向量机预测模型 (G rey
M od el based on Support V ector M ach ines, GM SVM ), 并选用




1. 1 GM ( 1, 1) 模型
设有原始数据序列
x(0) = { x( 0) ( 1), x( 0) ( 2) , ∀, x( 0) ( n) } ( 1)
第 1步 对 x( 0)作一次累加生成序列
x(1) ( k) = { x( 1) ( 1), x( 1) ( 2), ∀, x( 1) ( n) } ( 2)
第 2步 求得背景值
Z(1) ( k) = x( 1) ( k) + ( 1- ) x( 1) ( k- 1); k< 1 ( 3)
第 3步 对 ĉ= [ c, d] T = ( BT B) - 1BT YN进行最小二乘估
计,其中 c, d为待辨识常数。
B=
- Z(1) ( 2) 1
- Z(1) ( 3) 1
- Z(1) ( n) 1
YN =
x( 0) ( 2)
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x( 0) ( k) + cZ( 1) ( k) = d; k> 1 ( 4)
其中初始条件为:
x( 1) ( 1) = x( 0) ( 1) ( 5)
由等式 ( 4)的解
x̂( 1) ( k+ 1) = [ x( 0) ( 1) -
d
c
] e- ck +
d
c
; k= 1, 2, ∀, n ( 6)
则模拟数据为:
x̂( 0) ( k+ 1) = x̂( 1) ( k+ 1) - x̂( 1) ( k) =
( 1- ec ) [ x( 0) ( 1) -
d
c
] e- ck ( 7)
1. 2 初值 GM 模型 ( IGM )
依据新初值的取值方法所建的 GM ( 1, 1)模型称为 IGM
模型, 其基本思想如下:
根据等式 (5), 其假设条件是原始数据序列的第一点值
等于预测数据序列的第一点值, 即 x̂( 0) ( 1) = x( 0) ( 1), 然而,
我们发现原始数据序列的第一点值与预测数据序列的第一点
值并不相等, 而是存在一定的误差。根据式 ( 7), 可得












x̂( 0) ( 1) - x( 0) ( 1) =
d
c













则其原始数据序列的第一点值变为 x#(0) ( 1) = x( 0) ( 1 ) + u,
然后利用改进的序列初值重新利用 GM (1, 1) 模型进行预测。
1. 3 背景值 GM 模型 (BGM )
从式 (6) 可以看出,拟合和预测的精度取决于常数 c和
d,而 c和 d的求解取决于背景值 Z( 1) ( k + 1)。改进 GM 模型
的背景值的 GM ( 1, 1)模型称为 BGM 模型, 本文利用牛顿插
值方法改进背景值的取值方法。其基本思想如下:
将区间 [ k, k+ 1]等分为 N小区, 每个区间的长为 ! t=
1
N
,并设对应于各点的函数值为 x( 1) ( k) , x1, x2, ∀, xN- 1, x
(1)
( k+ 1),利用牛顿插值公式求各点函数值 x
i
= x( 1) ( k + ( i/
n) ) , i= 1, 2, ∀, N - 1。用这 N个小区间的面积的和作为背
景值的近似值 ( N可以根据实际需要取值 ) :
Z( 1)N ( k+ 1) =
1
3N












+ ∀ + x
N- 1
) }
1. 4 光滑度 GM 模型 ( SGM )
依据提高原始数据序列的光滑度的 GM ( 1, 1) 模型称为
SGM 模型,本文尝试利用三角函数 sin x(∀ /2∃ x∃ ∀ )变换原
始数据序列以提高光滑度 [ 8]。基本思想如下:
第 1步 将序列 Y ( 0) = { y( 0) ( 1), y( 0) ( 2), ∀, y( 0) ( n) }
进行标准化处理, 满足 i标准后的 y(0) #( i)均在区间 [ ∀ /2,
∀ ]内。
第 2步 生成新的数据序列
x(0) = { x( 0) ( 1), x( 0) ( 2) , ∀, x( 0) ( n) }
其中 x( 0) ( i) = sin ( y( 0) #( i) ), i = 1, 2, ∀, n。
第 3步 基于灰色 GM ( 1, 1)进行预测。
第 4步 还原到原始数据
y(0) #( i) = ∀- arcsin( x̂( 0) ( i) )
最后将标准化后的 y( 0) #( i)还原为 y( 0) ( i)。
2 支持向量机回归模型
支持向量回归的基本思想是通过一个非线性映射将数据
映射到高维特征空间, 并在这个空间进行线性回归 [ 10- 11]。设
给定样本数据为 ( x1, y1 ), ( x1, y1 ), ∀, ( xm, ym )其中 xi % R
k
为输入变量, yi% R为输出变量,且 yi = f( x i ), i= 1, 2, ∀, m, f
( x )为待估计的未知函数。
y= f( x) = wT#( x) + b ( 8)
其中: w为空间 H中的权向量, b% R为偏置。由于空间可能
是无限维的, 则直接计算式 ( 8)是极其困难的, 因此将这一规
划问题转化到其对偶空间中, 定义 Lagrange函数:
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其中 ai% R为 Lagrange乘子, h i% R




= 0! w = &
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= 0! w= ai = ∃hi
 L
 ai
= 0! yi = w
T#( xi ) + b+ hi
( 10)
其中 i= 1, ∀, m。这些条件除了 ai = ∃hi之外,与标准的 SVM
最优条件很相似。利用式 ( 9)消去 w与 h i得规划 ( 10)的解方
程












其中:向量 1m = ( 1, 1, ∀, 1)
T, a= ( a1, a2, ∀ , am )
T , y= ( y1,
y2, ∀, ym )
T, % 为一矩阵。 % 定义为 % = ( % i j )m ∋m , 其中 % ij
= #( xi )
T #( xj )。
注意到式 ( 11)为一线性方程组, 通过求 ( 11)就可求得 a
与 b的值, 于是获得被估计函数 f( x)的表达式, 即式 ( 8 )变
为:
y= f( x) = &
m
i= 1
aiK( x, xi ) + b ( 12)
其中 K( x, y)为核函数 (其定义为 K( x, y) = #( x) T#( y) )。
3 集成灰色支持向量机预测模型的建立
集成  含义为:采用 IGM模型、BGM 模型以及 SGM 模型
作为灰色 GM ( 1, 1)预测模型的内部影响因素, 然后分别建立
预测模型,其预测结果作为支持向量机的输入。下面建立集成
灰色支持向量机预测模型 (GMSVM )。
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设 m为原始序列长度, n为预测所得序列的长度。支持
向量机采用最小二乘支持向量机 ( LS SVM ), 核函数为径向基
函数。
第 1步 设有时间序列 X( 0) = ( x( 0) ( 1), x( 0) ( 2), ∀, x(0)
( n) ), 首先对序列进行预处理, 比如, 去噪声以及添加空缺
值, 然后分别采用 SGM模型、IGM模型、BGM模型求得 m个模
拟值和 n个预测值。





第 4步 将 gam增加 1, sig2增加 0. 1, 分别计算出其对
应的样本集误差 E i,然后选取 E i为最小的一组参数作为最优
的 gam与 sig2。
第 5步 将第 1步中的三组 n个预测值作为输入值, 选
取第 4步中的 gam与 sig2作为参数并且依据等维新信息优先
原理进行仿真, 求得输出的 n个值就是 GM SVM 的预测值。
4 应用
为了验证灰色支持向量机模型的预测精度, 下面以江苏
省 1997年 ! 2002年的财政科技投入数据分别用原 GM ( 1, 1)
模型、文献 [ 12] 的模型,以及本文提出的模型进行建立预测
模型, 对 2003年 ! 2004年的财政科技投入量进行预测, 并进
行分析比较。
表 1 1997年 ! 2004年江苏省财政科技投入
年份 投入资金 /亿元 年份 投入资金 /亿元
1997 8. 21 2001 14. 84
1998 9. 52 2002 17. 89
1999 10. 51 2003 21. 22
2000 12. 72 2004 26. 79
利用 1997年 ! 2002年的财政科技投入数据分别利用






1997 8. 2100 8. 2100 6. 2033 8. 2100
1998 9. 5200 9. 1983 9. 1372 9. 1396
1999 10. 5100 10. 8230 10. 7700 10. 7840
2000 12. 7200 12. 7360 12. 6940 12. 7250
2001 14. 8400 14. 9860 14. 9620 15. 0140
2002 17. 8900 17. 6330 17. 6350 17. 7160
2003 21. 2200 20. 7490 20. 7860 20. 9030
2004 26. 7900 24. 4150 24. 5000 24. 6650
接下来, 根据利用 SGM模型、IGM模型、BGM 模型的模拟
结果作为输入因子, 实际值作为预测因子, 进行支持向量机训
练, 并且与原 GM ( 1, 1) 模型,文献 [ 12]的优化模型 2进行比
较, 其结果如表 3所示。表 3中: 1998年 ! 2002年为模拟值,
2003年 ! 2004年为预测值。
3种模型的预测误差如表 4所示。从表 4可看出, 本文提
出的 GMSVM模型的误差明显小于原 GM ( 1, 1)模型以及文献





原 GM ( 1, 1 )模型文献 [ 12]模型 GM SVM 模型
1998 9. 520 0 10. 4000 9. 1200 9. 5860
1999 10. 510 0 12. 2900 10. 8300 10. 5440
2000 12. 720 0 14. 4800 12. 8800 12. 7310
2001 14. 840 0 17. 0700 15. 3000 14. 8150
2002 17. 890 0 20. 1200 18. 1900 17. 8040
2003 21. 220 0 23. 7100 21. 6200 20. 9130
2004 26. 790 0 27. 9500 25. 6900 25. 8730
表 4 三种模型对财政科技投入的预测相对误差 %
年份 原 GM ( 1, 1)模型 文献 [ 12]模型 GM SVM 模型
2003 11. 7649 1. 8661 - 1. 4467
2004 4. 3446 4. 1054 - 3. 4229
5 结语
对灰色预测 GM ( 1, 1)模型的建模机理进行深入分析, 得
出影响 GM ( 1, 1)模型的三个因素:数据序列的光滑度、背景
值的选取、初值的改进。然后分别对这三个方面进行改进, 提
出了 SGM 模型、BGM 模型、IGM 模型。最后将 SGM 模型、BGM
模型、IGM 模型作为影响 GM ( 1, 1) 模型预测精度的影响因
素,把实际值作为主要因素,基于支持向量回归机进行训练预
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