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“Actual exposure to the atmosphere’s complexities is a brutal, but effective, cure for the
tendency to oversimplify or to day dream.”
Joanne Simpson
“It was as though a message was being broadcast from the weather satellite through that
young man and then to me in my canvas chair. I turned to meteorology for comfort. I read
weather maps, collected books on weather, attended launchings of weather balloons. I realized
weather was something I’d been looking for all my life.”




Climate models are an essential tool for understanding future climate and preparing
for the challenges of climate change. While these models are far from perfect, they
are constantly being evaluated and updated. To ensure that future simulations are
as accurate as possible, the emphasis of this evaluation is on the processes that make
up the model and not the model as a whole. This is because compensating errors
can result in a model that compares well with observations, but only because errors
in different processes are canceling each other out. Climate model evaluation is a
continuous effort with errors in different processes continually discovered and then
removed.
Clouds have been consistently identified as poorly simulated in climate models and
are one of the largest sources of uncertainties in their projections. The poor simu-
lation of clouds drives several different errors in climate models such as the long
standing excess of solar radiation over the Southern Ocean. This error is known as
the Southern Ocean radiative bias has been specifically linked to the representation
of cloud phase in the models. This thesis is focused on better understanding the
relationship between model cloud representation and the Southern Ocean radiative
bias.
The primary approach we use to examine the model cloud representation is a ma-
chine learning technique known as self-organizing maps. We use this algorithm to
define a set of clusters which represent the different types of clouds that occur within
the Moderate Resolution Imaging Spectroradiometer (MODIS) dataset. These clus-
ters form the basis for all of the research in this thesis. Strong model biases in the
occurrence rates of the different clusters are immediately detected with one cluster
changing from a 13% occurrence rate in the observations to 43% in the model. These
clusters also allow us to link model biases directly to the representation of particu-
lar cloud types. This approach is primarily used to analyze the relationship between
clouds and radiative fluxes in the model. From this analysis we are able to identify
which cloud types contribute the most to radiative errors over the different regions
of the globe.
x
After initially identifying model biases that were related to the clusters, our focus
shifted to better understanding the behaviour of the clusters in both the model and
observations. First we introduced additional statistical techniques, that are focused
on understanding the variability within the clusters. The majority of the clusters
are shown to capture their constituent measurements well, with clusters 5 and 6
standing out as exceptions. This analysis is refined with the usage of sub-clusters
which are identified for each of the clusters. A novel statistical measure known as
the subsom entropy is introduced to further analyze the sub-clusters.
Additional data is also introduced to explore the relationship between cloud phase
and the clusters. This includes reflectivity-altitude histograms from the CloudSat
dataset and phase specific cloud fraction values from the MODIS dataset. The
CloudSat data shows results that strongly agreed with our earlier interpretation of
the clusters, therefore independently validating our interpretation. Major model is-
sues simulating the phase specific cloud fraction are also identified. Both the MODIS
and CloudSat data show that the ice cloud is restricted to three of the clusters, how-
ever the model is unable to replicate this restriction. This shows that the model has
fundamental issues replicating the relationship between cloud type and ice phase
cloud.
To investigate the relationship between the identified radiative biases and ice phase
biases, several different model runs are inter-compared. Each of these model runs
has a modified set of ice phase parameterizations and by contrasting them we hope
to identify which of the parameterizations best captures reality. This analysis is
based around using the clusters to calculate the mean error and estimate the mag-
nitude of compensating errors. While only minor differences are identified between
the parameterizations, these comparisons allow us to better understand the model
biases. For example, the global biases are shown to be comprised of large compen-
sating errors while over the Southern Ocean compensating errors are shown to play
a less dominant role.
xi
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The primary focus of this thesis is the investigation of the Southern Ocean radiative
bias. This is a long standing discrepancy between the radiative fluxes observed by
satellites and those simulated in climate models (Wild et al., 1995; Trenberth and
Fasullo, 2010). This problem leads to further errors such as those sea surface tem-
peratures and sea ice over the Southern Ocean (Hyder et al., 2018). Several different
explanations have been offered for this phenomena but none appear to entirely ex-
plain it (Kay et al., 2016; Bodas-Salcedo et al., 2016b; Furtado and Field, 2017). Our
research is focused on the accuracy of cloud simulation within this region, as many
of the common explanations for these discrepancies are explicitly or implicitly tied
to the quality of the cloud simulation.
Clouds play an extremely important role in the climate system, particularly through
their regulation of radiative fluxes. The interaction between clouds and radiative
fluxes depend on several properties such as cloud height, optical thickness and wa-
ter phase (Slingo and Slingo, 1988; Oreopoulos et al., 2016; Matus and L’Ecuyer,
2017). The range of cloud behaviours is large enough that some clouds cool the sur-
face and others to warm it. This is because thin high clouds trap outgoing longwave
radiation resulting in net heating while thick low clouds reflect incoming shortwave
radiation resulting in net cooling (Yuan and Oreopoulos, 2013).
The cloud top pressure - cloud optical thickness joint histograms from the MODIS
dataset (Platnick et al., 2003; Platnick et al., 2017) are used to characterize the cloud
within the observations. The models can also generate comparable histograms by
using the COSP simulator (Bodas-Salcedo et al., 2011). The COSP simulator is a
software package which simulates satellite observations within a model to allow for
a more direct comparison between model and observational data. Using COSP en-
sures that the histograms from the observations and the model can be compared as
fairly as possible. Differences in the histograms can be used to identify discrepancies
in cloud structure between the model and observations.
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To aide in the comparison between the model and observations, a machine learn-
ing technique known as the self-organizing maps (SOMs) is used (Kohonen, 1998;
Kohonen, 2013). First the self-organizing map algorithm is applied to the observa-
tional histograms to establish a set of representative clusters. These clusters often
correspond to regular qualitative cloud types such as cirrus or stratocumulus. The
model histograms are each assigned to one of these clusters. By comparing how the
clusters behave in the model and observations, cloud representation errors can be
separated into problems related to the frequency of occurrence of a cluster and how
well the cloud processes related to that cluster are simulated.
As this thesis is primarily concerned with radiative bias, the first variable examined
with this clustering methodology was cloud radiative effect. Observational mea-
surements of radiative fluxes come from the CERES dataset (Wielicki et al., 1996)
and equivalent data is also generated from the atmosphere only component of the
HadGEM3 model. First the geographic distribution of longwave and shortwave
cloud radiative effect are directly compared between the model and observations.
These comparisons were further developed with cluster based analysis which high-
lights the relationship between the different cloud types and radiative fluxes. This
lets us identify the clusters that are badly represented in the model, simplifying the
identification of the source of these errors. This approach was further refined by the
development of a technique which determined the proportion of the cloud radiative
effect discrepancy that can be attributed to each of the clusters.
Additionally, the relationship between the clusters and cloud fraction is investi-
gated. This includes separately examining the liquid and ice cloud fractions. Once
the clusters have been tied to the phase based fractions, we have a more compre-
hensive understanding of what that cluster physically represents. Equivalent cloud
fraction values are generated in the model using the COSP MODIS simulator. By
comparing observational and model cluster phase relationships, potential model er-
rors can be better understood. This kind of analysis may be particularly useful for
understanding issues related to capturing cloud processes within the model.
While the above approaches clearly detail how each of the clusters behave and the
differences between the clusters in the models and observations, they do not provide
much detail on the range of behaviors within a cluster. Several statistical techniques
are introduced to examine this intra-cluster variability, with subsomming being the
most prominent. Subsomming is a process in which the SOM algorithm is run over
data that has already been clustered to identify sub-clusters within existing clusters.
By examining these sub-clusters, we can better understand the range of behaviors
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that are frequently expressed by a cluster as we are no longer restricted to just ex-
amining the mean state. At the core of this analysis is a novel technique known as
subsom entropy which describes how variable a given cluster is by using the occur-
rence rates of it’s sub-clusters.
The behavior of the clusters is further explored with the CloudSat dataset (Stephens
et al., 2008). CloudSat has the ability to generate a vertical profile of measurements
within cloud and therefore can be used to complement the MODIS data which can-
not penetrate the top layer of cloud. By tying the MODIS derived clusters directly to
CloudSat observations, each of the clusters can be examined in a much more com-
prehensive manner. This data is particularly valuable for investigating the phase
of cloud water within each of the clusters. As the COSP simulator allows for the
simulation of equivalent model CloudSat measurements, the addition of the Cloud-
Sat data also enables a more complete investigation of model bias. This model data
should be particularly useful for investigating features which are indecipherable in
the MODIS data
Once a solid understanding of each of the clusters had been established, there was
a shift in focus from the analysis of an individual model run to inter-comparisons
of multiple model runs. In particular, the model inter-comparisons were focused on
examining the impact of modifying parameters in the model. This resulted in the
development of a suite of tools for automated model comparison which could be
quickly executed following the generation of new model runs. This allows for the
rapid identification of the impact of changing these parameterizations. Typically
changing a model parameterization has mixed results making it hard to judge if it
results in an improved model. Therefore this kind of analysis should always fo-
cus on achieving a very specific goal, such as improving shortwave cloud radiative
effect over the Southern Ocean.
Given the importance of cloud phase over the Southern Ocean region (Bodas-Salcedo
et al., 2016a; Kay et al., 2016; Jolly et al., 2018), the parameterizations that we focus on
are those which control ice formation in the model. In particular, two sets of changes
are examined; direct changes to the overall ice deposition rate and changes to the
capacitance, a value which controls particle shape. By comparing different model
realizations where these parameterizations have been modified, we are able to de-
termine the impact these modifications have on different model variables. These
comparisons help us understand if the simulation of a particular variable could be
improved by changing the parameterizations. From our results, it is clear that while
it may be possible to get minor improvements in shortwave cloud radiative effect
by changing these parameterizations, these changes alone cannot completely fix the
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observed biases. In addition to the cloud radiative effect, the cloud fraction is also
compared between different model realizations. Given that the modified parame-
terizations are directly changing the cloud water phase, the impact of these changes
on the phase based cloud fraction should be clear.
Formatting the above topics into chapters generates a thesis structure as follows.
First, Chapter 2 is focused on explaining in greater detail the concepts that form the
basis of this thesis and the current state of the research on these topics. This includes
discussion of clouds, the Southern Ocean region, the observational datasets that we
used, the model that we used and the self-organizing map technique. Chapter 3
details the development of the clusters that form the basis for much of the other
work in this thesis as well as doing some preliminary analysis on the relationship
between these clusters and cloud radiative effect. This work has already been pub-
lished as Schuddeboom et al. (2018) in the Journal of Geophysical Research and has
received only minor changes from the published version. Chapter 4 describes the
development of additional analysis that uses different statistical techniques, such as
subsomming, and additional datasets, such as CloudSat. This chapter has a particu-
lar emphasis on better understanding the differences in cluster variability between
the model and observations. Chapter 5 details the development of the model inter-
comparison paradigm and focuses on the effect of altering the model parameteriza-
tions on the cloud radiative effect. This work has been submitted for publication in
Geophysical Review Letters and retains almost the same form in this work. Addi-
tional work is included as an addendum, in which the same model inter-comparison
paradigm is applied to examining cloud fraction. Finally, some concluding remarks
and discussion of possible future avenues of research are included as chapter 6.
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Chapter 2
Introduction and Background Theory
2.1 Clouds
Clouds are one of the most complex and fascinating components of the climate
system. They come in many different shapes and sizes and at a range of differ-
ent heights. They play a fundamental role in determining local weather as the
harbingers of rain and can act as a source of cooling or warming at the surface. This
is because thin high clouds trap outgoing longwave radiation, warming the surface,
while thick low clouds reflect incoming shortwave radiation, cooling the surface.
Through their relationship to regional forcings, clouds can also play an important
role in determining the local climate. As such, the accurate simulation of clouds
is of fundamental importance for ensuring the accuracy of models that attempt to
predict future weather or climate (Slingo and Slingo, 1988; Cess et al., 1990; Bony
et al., 2015). However, the simulation of clouds is extremely difficult with cloud
feedbacks identified as one of the major sources of uncertainty in modern climate
models (Boucher et al., 2013).
There are several major issues that make the process of simulating clouds difficult.
The most challenging of these issues is the enormous range of scales that key cloud
formation and development processes occur over. This includes processes on scales
as small as micrometers and as large as kilometers. Due to this, cloud simulations re-
quire parameterizations that estimate the bulk effect of small scale processes or else
the required computational resources would be to great for simulation. As these
parameterizations play such a crucial role in simulating cloud behaviour, they need
to be intensely scrutinized to ensure the model is as accurate as possible (Jakob,
2003a). This also means that the resolution at which a climate model is run can have
a strong impact on it’s accuracy (Wehner et al., 2010). Other prominent issues in
model cloud simulations include accurately capturing feedback processes (Gettel-
man and Sherwood, 2016), being required to simulate processes that are not well
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understood (Bony et al., 2015), limited observational data over some key regions
such as the Southern Ocean and Antarctica (Palerme et al., 2017; Hyder et al., 2018)
and accurately capturing cloud phase, particularly when super-cooled liquid water
is present within the cloud (Matus and L’Ecuyer, 2017).
To understand how clouds behave, it is necessary to first understand the atmo-
spheric properties that control clouds. As clouds are ultimately condensed water
suspended in air, water vapor is the fundamental ingredient for the formation of
clouds. Water is unique as the only substance that naturally exists in all three phases
at the Earth’s surface. All three phases of water have different and extremely impor-
tant roles in the climate system in general and in clouds specifically. Water vapor
concentrations vary over different regions and have a strong height dependence,
with the largest values found at the surface over tropical oceans. While the abso-
lute amount of water vapor in the air is an important quantity for the formation of
clouds, it alone does not determine if clouds will form.
For water vapor to condense, air must reach its maximum capacity of water va-
por, known as the saturation vapor pressure. The condensation of water vapor into
liquid and ice particles normally occurs once this value has been exceeded. The frac-
tion of measured water vapor pressure to the saturation vapor pressure is known as
the relative humidity. The saturation vapor pressure is very strongly dependant on
temperature (Marshall and Plumb, 2008, p. 6). This relationship can be approxi-
mated by the equation:
es = 6.11e0.067T (2.1)
Where es is the saturation vapor pressure and T is the temperature in degrees Cel-
sius. This means that if an air parcel is rising through the atmosphere and therefore
cools, it will eventually hit a height where the vapor starts to condense and form
clouds. If the transport of the air parcel is assumed to be adiabatic, this point is
known as the lifting condensation level (Rogers and Yau, 1989, p. 48) and can be
approximated with the equation:
hLCL = 125(T − Td) (2.2)
Where hLCL is the height of the limiting condensation level in meters, T is the surface
temperature and Td is the surface dew point temperature. The process of moist air
rising, cooling and then condensing is the primary driving force behind the forma-
tion of clouds. This idealized model provides an effective tool for conceptualizing
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cloud formation, however in reality we need to also consider micro-physical and
convective processes.
From the preceding paragraphs it is clear that the movement of moist air within the
atmosphere is essential to the formation of clouds. The motions of the atmosphere
can be mostly described with the two following equations known respectively as
the continuity equation and Navier-Stokes equation (Rogers and Yau, 1989, p. 247):
∇ · ~u = 0 (2.3)
∂~u
∂t
+ (~u · ∇)~u = ∇p
ρa
+~g + ν∇2~u (2.4)
Where ~u is the air velocity, p is the pressure, ρa is the air density, ~g is the gravita-
tional force per unit mass and ν is the dynamic viscosity. Rogers and Yau (1989, p.
248) identifies a total of 7 equations for modelling cloud in 2-dimensions. This in-
cludes equations derived from equations 2.3 and 2.4, as well as equations associated
with conserved quantities such as the first law of thermodynamics and the conser-
vation of water vapour. Solving these equations is the basis of atmospheric motion
in climate models. This process is computationally intensive, normally requiring
a supercomputer system to solve them at an adequate resolution. For conceptual
purposes, simplifying assumptions are often used such as geostrophic balance and
hydrostatic balance. These make it significantly easier to intuitively understand the
movement of air within the atmosphere.
There is a wide range of micro-physical processes that occur within clouds and play
a fundamental role in the formation and growth of clouds. These processes are re-
lated to both aerosol and the six distinct kinds of water particles that exist within
clouds (Wang, 2013, p. 30). These six particles are cloud drops, rain drops, ice
crystals, snowflakes, graupel and hail. Cloud drops and rain drops are mainly dif-
ferentiated by their size with rain drops heavy enough to fall against the updraft
while cloud drops remain suspended. A similar size distinction is used between ice
crystals and snowflakes as well as graupel and hail, although unlike cloud drops
and ice crystals, graupel is usually heavy enough to fall. Graupel forms when ice
crystal collide with super-cooled liquid water and the water freezes on the surface
of the ice crystals to form rime. This process is particularly important for crystal
growth and is referred to as riming.
Even if the water vapor pressure exceeds the saturation vapor pressure, condensa-
tion of the vapor into liquid or ice is not guaranteed. The main reason for this is that
the condensation of water vapor usually requires there to be aerosols for the vapor
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to condense onto. These aerosol are known as cloud condensation nuclei (CCN) for
liquid and ice nuclei (IN) for ice crystals. This process is known as heterogeneous
nucleation whereas condensation without an aerosol is known as homogeneous nu-
cleation. Homogeneous nucleation is almost impossible for liquid within the Earth’s
atmosphere and requires very low temperatures for ice(Wang, 2013, p. 157). Several
of the processes that drive CCN formation are poorly understood and likely result
in model errors (Ayers et al., 1997; Pierce and Adams, 2006; Fossum et al., 2018). Ice
nucleation processes are even less understood, with many gaps in understanding
clearly identified in Kanji et al. (2017).
A simplified description of the nucleation process is given in Wang (2013, p. 169).
This description is focused on a state where liquid water has already condensed in
a drop on a substrate. There are four key processes identified which are associated
with nucleation; desorption, deposition, adsorption and surface diffusion.
• Desorption is the process in which liquid water molecules turn back to vapor,
leaving the drop.
• Deposition is water molecules condensing into the drop. Later in this thesis
model runs with a modified deposition rate are examined.
• Adsorption is when water molecules land on the substrate.
• Surface diffusion is when molecules on the substrate move along the surface.
It is worth noting that while most of our discussion to this point has lumped ice
and liquid cloud particles together, they are very different. Much of the difference
between them are due to the fact the liquid droplets are fairly uniform where as ice
crystals exist in many different shapes known as habits. The type of habit formed
depends strongly on the temperature and supersaturation level (Heymsfield and
Miloshevich, 2003; Libbrecht, 2017). This makes the representation of ice nucleation
in climate models a major challenge. The relationship between the most common
ice habits and temperature is shown in figure 2.1.
Clouds are often categorized as either liquid, ice or mixed-phase, with liquid clouds
low in the atmosphere, ice clouds higher and mixed phase clouds only occurring
in special circumstances. While this classification is crude, it does effectively distin-
guish clear differences in behaviour. For example, due to the different effects on LW
and SW radiation, ice clouds often act to warm the planet while liquid cloud cools.
The large impact phase has on radiation is most due how phase effects optical prop-
erties of cloud such as cloud albedo and optical thickness. Detailed descriptions
of the different radiative impacts of each of the types of clouds is given in Matus
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FIGURE 2.1: A schematic that details some of the most common ice
habits and their relationship to temperature and ice supersaturation.
Figure sourced from Libbrecht (2017)
and L’Ecuyer (2017). Key results from this paper include identifying highly variable
behaviour from mixed phase clouds and showing that these clouds have a dispro-
portionate impact on the radiative balance given their relative scarcity. This is in line
with other studies which consistently identify a "too few, too bright" model cloud
bias (Nam et al., 2012; Williams and Bodas-Salcedo, 2017)
It is natural to assume that the only factor that determines cloud phase is temper-
ature and that any cloud above 0◦C would be liquid and any below 0◦C would be
ice. However, particles can remain in liquid phase well below 0◦C in a state known
as super-cooled liquid water. This is due to the heterogeneous nucleation of ice re-
quiring IN and homogeneous nucleation of ice being rare until temperatures below
−40◦C (Rogers and Yau, 1989, p. 82). The occurrence of super-cooled liquid water is
made much more likely by the fact that the aerosol which are particularly efficient
CCN cannot act as IN. Super-cooled liquid water plays an important role in the cli-
mate system and is poorly captured in climate models (Bodas-Salcedo et al., 2014).
There is some suggestion that the poor representation of super-cooled liquid water
drives large model errors including the Southern Ocean radiative bias (Kay et al.,
2016; Bodas-Salcedo et al., 2016b).
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There are a wide range of aerosol species in the atmosphere with many different
shapes, sizes and chemical compositions. These properties strongly effect how ef-
ficient a given aerosol will be as a CCN or IN. Generally, effective CCN are hy-
drophilic and IN are hydrophobic. The most common sources CCN include dust
blown into the atmosphere, biomass burning, industrial activity, volcanic eruptions
and sea salt aerosol created by bubble bursting on the ocean surface. This means the
the processes leading to CCN or IN formation are highly geographically variable
and that different CCN or IN can dominate over different regions. For example,
sea salt aerosol is particularly important in the Southern Ocean region as the re-
gion is relatively free from industrial pollution and dust (Fossum et al., 2018). This
can result in complex model biases and demonstrates how important it is to have
comprehensive instrumental records across the globe.
Once the nucleation process has resulted in the formation of water particles, the wa-
ter particles can then grow in size through either diffusion or collisions with other
particles. Both of these processes are complex and not covered in detail here, how-
ever the diffusion of ice crystals is intrinsically linked to a variable known as the
capacitance which is used later in this thesis. Essentially, the equations governing
the diffusion of ice crystals are difficult to solve due to the crystals odd shapes and
complex boundary conditions. These equations are directly analogous to equations
from electrostatics ( for more details consult Wang (2013, p. 239) ). Therefore the
solutions to the problem in electrostatics can be used to provide solutions for ice
diffusion. This solution introduces a capacitance term which is governed by the size
and shape of the ice crystals. Several experimental relationships have been found
for calculating the capacitance for various types of ice crystals however it is difficult
to analytically generate these results (McDonald, 1963; Chiruta and Wang, 2005;
Westbrook, Hogan, and Illingworth, 2008).
There are several different types of cloud that commonly occur in the atmosphere.
Understanding the different ways which clouds can be classified underpins the
work in this thesis, as we present our own cloud classification. The most commonly
used classification scheme was introduced by Luke Howard in 1803 and adopted by
the World Meteorological Organization (WMO), after some modifications, in 1956
(Wang, 2013, p. 5). This system classifies clouds into four different height categories
(high, middle, low and multi-level) as well as three primary texture categories (Cirri-
form, Stratiform and Cumuliform). Cirriform corresponds to wispy fibrous clouds,
Stratiform to uniform cloud layers and Cumuliform to patchy cells. Overall, there
are a total of 10 cloud types identified in this system with each one described below
( based on Wang (2013, p. 5) ) and summarized in figure 2.2:
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• Cirrocumulus: High and Cumuliform. Optically thin but not normally as op-
tically thin as Cirrostratus or Cirrus. Cirrocumulus is normally distinguished
from Altocumulus by the fact it does not cast a shadow.
• Cirrostratus: High and Stratiform. Optically thin cloud that normally covers
wide swaths of the sky. Strongly associated with halos around either the moon
or sun and the presence of moisture in the upper atmosphere.
• Cirrus: High and Cirriform. Extremely unique cloud type that only forms
very high in the troposphere or low in the stratosphere. Characterized by thin
wispy filaments and are mostly comprised of ice crystals. These clouds have a
particularly strong effect on the climate as they have little effect on incoming
solar radiation but trap a large portion of outgoing longwave radiation.
• Altocumulus: Middle and Cumuliform. Clumped cells that give patchy cover-
age of the sky. Often associated with the breakup of Altostratus and therefore
signifies an improvement in the weather.
• Altostratus: Middle and Stratiform. Typically an optically thick and feature-
less sheet. Associated with light precipitation and often becomes Nimbostra-
tus producing heavy precipitation.
• Stratocumulus: Low and Cumuliform. Thick and dark, covering most of the
sky. Characterized by a chunky structure unlike the relatively flat Stratus
and Nimbostratus. Particularly common over the mid-latitudes and the po-
lar oceans.
• Stratus: Low and Stratiform. Thick and dark, covering most of the sky. Nor-
mally gray and featureless, Stratus clouds are often the remains of risen fog.
Strongly associated with a completely overcast sky.
• Nimbostratus: Low and Stratiform. Thick and dark, covering most of the sky.
Very similar to Stratus clouds however Nimbostratus is always associated with
rain whereas Stratus is only associated with occasional light precipitation. Can
form at a range of heights and is often considered a middle instead of low level
cloud.
• Cumulonimbus: Multi-level and Cumuliform. Typically a dense and large
cloud with a towering vertical structure. Normally has an iconic anvil struc-
ture due to the different wind shears experienced over its vertical span. Strongly
associated with lightning, hail and intense precipitation. Cumulonimbus is
also loosely associated with other extreme weather events such as tornadoes.
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• Cumulus: Multi-level and Cumuliform. Normally exist as clumped cells and
are sometimes accompanied by a relatively large vertical development. De-
pending on which sub-type is present Cumulus can develop in several ways
resulting in a wide range of weather from clear skies to Cumulonimbus.
FIGURE 2.2: A schematic that details the appearance and heights of
each of the main cloud types. Figure sourced from the Australian Bu-
reau of Meteorology website http://media.bom.gov.au/
This classification scheme is far from exhaustive. Most of these cloud types are
characterized by several sub-types which can behave radically differently from each
other. The WMO uses a more comprehensive version of this scheme which accounts
for the vast majority of these sub-types. There are also several kinds of cloud which
are not included in this scheme such as lenticular clouds or polar stratospheric
clouds. However, seeing as this scheme was mostly used for meteorological pur-
poses, missing these rare or region specific clouds is not a major issue.
While this scheme is the most common cloud classification scheme, it is far from
the only one. The methodology of using clustering techniques on cloud top pres-
sure - cloud optical thickness (CTP-COT) joint histograms was first used to develop
a cloud classification scheme in Jakob (2003b). This research was specifically fo-
cused on analyzing clouds in the Tropical West Pacific and used a k-means cluster-
ing algorithm to generate cloud clusters. Tselioudis et al. (2013) expanded upon this
methodology by creating clusters based on global data. This has been followed with
the development several similar classification schemes used for a range of purposes
(Oreopoulos et al., 2014; Mason et al., 2015; Schuddeboom et al., 2018). It is impor-
tant to note that these CTP-COT classification schemes exist for different reasons
2.1. Clouds 13
than the WMO scheme. The CTP-COT schemes are primarily used to enable more
nuanced examination of cloud satellite data and the validation of climate models.
While the CTP-COT histograms do capture many of the key features of clouds, it
should be noted that they are ultimately a statistical approach that does not capture
features like spatial structure. These kind of features have been examined through
alternate classification schemes such as Muhlbauer, McCoy, and Wood (2014).
Given the wide range of variables that can impact the development and dissipation
of cloud, it is impossible to create a instrument that captures all of the information
relevant to studying clouds. As such, a wide range of instrumentation exists today
for the purpose of examining clouds. Measurements can be made from either the
surface, inside the clouds or from space. It is important to be careful when com-
paring data retrieved from different approaches as the location of the observation
may bias the data (ie. clouds might not look the same on the top and bottom). This
is particularly important to consider when using instruments that cannot penetrate
through cloud. The surface measurements are mostly from radar or lidar with radar
being particularly good at measuring precipitation and lidar at measuring cloud
height. Other surface measurements such as aerosol compositions can also be use-
ful for understanding some of the conditions impacting cloud behaviour.
Measurements from inside the clouds include data from routine radiosonde launches
and relatively rare airplane measurement campaigns. As the radiosondes are de-
signed to be disposable and have strict weight limits, they are often limited to simple
measurements. This means that data from radiosondes are mostly used to character-
ize the atmospheric state by describing variables such as the pressure, temperature
and wind speed. Airplane campaigns on the other hand, are short sets of flights
focused on providing the best measurements possible of all cloud properties. This
means that they normally have a high density of expensive instrumentation that
can be used to measure many variables. Aerosol and phase measurements from
these airplane campaigns are particularly important as it is very hard to accurately
measure these properties remotely. Examples of airplane campaigns include the
SOCRATES campaign which investigated clouds over the Southern Ocean ( only
recently concluded ) and the DEEPWAVE campaign which observed gravity waves
over New Zealand and Tasmania (Fritts et al., 2016; Bossert et al., 2017).
Measurements from space are consistently made by several earth observing satel-
lites. These satellites host a wide range of instrumentation that can be used to re-
trieve several key cloud variables. Satellite instruments can be separated into two
kinds of retrieval type known as passive and active. Passive instruments measure
incoming radiances emitted by the Earth system, while active instruments transmit
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their own signal to make measurements. Typically active instruments provide much
more accurate and detailed measurements than passive instruments. However, this
comes at the cost of resolution, as active instruments can only cover a fraction of the
area of a passive instrument. Ideally, research based on satellite data should include
both of these kinds of instruments in a complementary manor.
Examples of satellite data used in this thesis include CTP and COT observations
from the MODIS instruments (Platnick et al., 2003), reflectivity from CloudSat (Stephens
et al., 2008) and radiative fluxes from CERES (Wielicki and Barkstrom, 1997). Satel-
lite measurements are the only kind of observational measurements used in this
thesis and more detail about the instrumentation, retrieval processes and outputs of
each of these satellite datasets is given in section 2.3. There are other useful satellites
for cloud observations such as the International Satellite Cloud Climatology Project
(ISCCP) satellites which also provide CTP-COT joint histograms (Rossow and Schif-
fer, 1991; McDonald et al., 2016), TRMM which measures precipitation (Kummerow
et al., 1998) and the COSMIC constellation which can be used to estimate boundary
layer height (Ratnam and Basha, 2010; Guo et al., 2011; Ganeshan and Wu, 2015).
Even though MODIS and ISCCP can measure the same variables, they often dis-
agree due to instrumental differences (Marchand et al., 2010; Stubenrauch et al.,
2013).
2.2 The Southern Ocean Region
The Southern Ocean is a region characterized by unique conditions that lead to a
very exceptional environment. These conditions will be discussed further in the fol-
lowing paragraphs and include a lack of land, access to Antarctica as a heat sink,
relatively unpolluted air and weather dominated by cyclones and fronts. The ex-
act boundaries of this region are not well defined, but typically include all of the
ocean below 50◦S. For this thesis, when we use the phrase Southern Ocean we
normally mean between 40◦S and 70◦S. This region has also been consistently iden-
tified as one of the regions in which observations and climate models disagree the
most (Boucher et al., 2013). Of particular note, is a longstanding model error known
as the Southern Ocean radiative bias, in which the models do not reflect enough so-
lar radiation in the Southern Ocean (Wild et al., 1995; Trenberth and Fasullo, 2010).
This error has been linked to issues with the model simulation of cyclones (Bodas-
Salcedo et al., 2012; Williams et al., 2013) and cloud water phase (Franklin et al.,
2013; Bodas-Salcedo et al., 2016b).
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Globally, the large scale circulation is described in three separate regions known as
cells. The Hadley cell covers the tropics from approximately 30◦N to 30◦S, the Ferrel
cell covers the mid-latitudes from the Hadley cell to approximately 60◦ and the polar
cell covers the remainder of the globe (Marshall and Plumb, 2008, p. 77). Each of
these cells is a closed circulation loop which is characterized by a region of upward
motion, meridional transport high in the atmosphere, a region of downward motion
and meridional transport at the surface. While the circulation linked to the Hadley
cell dominates the weather within its region, the other two cells are nowhere near
as dominant. The Ferrel cell is extremely weak and mostly exists as a result of the
motions associated with the two cells bordering it. As a result of this, behaviour in
this region is dominated by eddies instead of a large scale circulation. These eddies
mostly manifest as large scale extra-tropical cyclones. For clarity, the usage of the
word cyclone will correspond to extra-tropical cyclones from this point onwards.
Cyclones can transport enormous amounts of moisture and are associated with
strong winds, extensive precipitation and rapid temperature changes (Ulbrich, Lecke-
busch, and Pinto, 2009). This relationship to weather enables cyclones to completely
dominate the climate in the mid-latitudes. Ultimately, the driving force of these cy-
clones is baroclinic instability (Wallace, Lim, and Blackmon, 1988). Baroclinic insta-
bility arises when there is a misalignment between the pressure and density fields,
normally resulting in high density fluid higher in the atmosphere than a low density
fluid. The misalignment of these fields means that the system has stored potential
energy which can be used as kinetic energy to transition the fluid to a more stable
state, in-turn driving eddy motion.
The impact of cyclones on atmospheric variables can best be understood through cy-
clone composites which allow us to see an average cyclone (for more detail consider
Rudeva and Gulev (2011) and Naud, Posselt, and Van Den Heever (2012)). Cyclones
vary considerably in strength and size, with some as large as thousands of kilome-
ters, and are normally identified by finding low pressure centres. Similarly, anti-
cyclones can be identified with high pressure centres. Sinclair (1994), Sinclair (1995),
Sinclair (1996), and Sinclair (1997) use low and high pressure centres to develop a
cyclone tracking scheme over the Southern Ocean region. This ultimately resulted
in a climatology of cyclones over the Southern Ocean region. The climatology shows
that the Southern Ocean is dominated by an eastward flow of cyclones. This flow
forms a complete ring around the globe known as the storm track. A wider analysis
of cyclone tracking algorithms is given in Hoskins and Hodges (2002), Hoskins and
Hodges (2005) and Neu et al. (2013).
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While the atmospheric motion in the mid-latitudes is relatively complex and un-
predictable, it is strongly affected by climatic modes of variability. The Southern
Annular Mode (SAM) is dominant over this region with the El Niño–Southern Os-
cillation (ENSO) also playing a major role. The SAM is alternatively known as the
Antarctic Oscillation. While SAM and ENSO originate from completely different
phenomena, they are not entirely independent from each other (Pezza, Rashid, and
Simmonds, 2012). As ENSO is more well known and less relevant in the Southern
Ocean, it is not discussed further, while the SAM is discussed below. Another mode
of variability known as the Baroclinic Annular Mode is potentially very important
over the Southern Ocean but is not well understood yet (Thompson and Barnes,
2014; Thompson and Woodworth, 2014)
The SAM is the leading mode of variability over the Southern Oceans, but its phys-
ical mechanisms are complex and obscure. SAM consists of two distinct phases
often referred to as the positive phase and negative phase and vacillates between
these phases on time scales as short as weeks (Hartmann and Lo, 1998). The SAM
phase is directly related to the position of the storm track, with a positive phase
SAM corresponding to the storm track being further south and a negative phase to
further north (Thompson and Wallace, 2000; Wallace and Thompson, 2002). SAM is
traditionally measured by an index that typically ranges from around -3 to 3. There
are several different approaches to calculating the SAM index, two particularly pop-
ular ones include calculating a normalized difference in mean surface level pressure
(MSLP) between 40◦S and 65◦S (Gong and Wang, 1999) and doing similar calcula-
tions using data from weather stations that fall on these lines of latitude (Marshall,
2003). Data from the last few decades indicate that SAM is trending towards increas-
ingly positive values. Thompson et al. (2011) suggests that this positive phase trend
is directly related to the changes in the antarctic ozone hole over this time period.
Fundamentally, the large scale driving force behind the formation of cyclones is
the need for heat transport between the Tropics and Antarctica. Significant heat
transport is needed between these regions as radiative processes continually act to
warm the tropics and cool the poles, yet both remain at relatively fixed temperatures
(Trenberth and Caron, 2001). As there is no strong overturning circulation pattern
to drive the heat transport through the mid-latitudes, cyclones form to play this
role (Marshall and Plumb, 2008, p. 157). Antarctica also has a large impact on the
Southern Ocean through sea ice which has a modulating effect on both the ocean
temperature and the SAM (Doddridge and Marshall, 2017).
The Southern Ocean is the cloudiest region on earth and is normally dominated by
low level cloud. Haynes et al. (2011) provides further detail about which clouds
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are common over the Southern Ocean by applying a clustering technique directly
to data from the Southern Ocean. Their results show that low level cloud of low to
medium optical thickness is the most common type of cloud and that optically thick
clouds with medium to high cloud tops are also a common occurrence. The micro-
physics and radiative impact of the different cloud types are shown to vary drasti-
cally from each other. Further research has shown that Southern Ocean clouds are
not correctly captured in climate models and are a major contributor to the South-
ern Ocean radiative bias (Bodas-Salcedo et al., 2014; Mason et al., 2015; Hyder et al.,
2018).
The Southern Ocean clouds are unique in that super-cooled liquid water is extremely
common. Hu et al. (2010) identifies that more than 95% of low level clouds at high
latitudes between 0◦C and −40◦C are liquid water clouds. Bodas-Salcedo et al.
(2016b) then showed that these super-cooled liquid clouds account for around 30%
of the reflected shortwave flux. As mentioned in section 2.1, climate models strug-
gle to capture the behaviour of super-cooled liquid water. It has been suggested that
the underlying model parameterizations are unable to correctly capture the micro-
physics that forms super-cooled liquid water (Bodas-Salcedo et al., 2016b; Kay et
al., 2016). In particuler, the MetOffice models have shown clear issues capturing
aerosol and therefore CCN and IN over the Southern Ocean (Mulcahy et al., 2018).
Regardless of the cause, the inability of models to correctly simulate super-cooled
liquid water clouds leads to significant model errors in cloud albedo and may also
be related to the Southern Ocean radiative bias.
The aerosol composition over the Southern Ocean is distinct from the rest of the
planet. One of the main reasons for this is that air pollution, which is a common
source of aerosol elsewhere, is rare over the Southern Ocean. The main types of
aerosol over the Southern Ocean are sea salt aerosol and biogenic sulfate aerosol
from phytoplankton (Ayers et al., 1997; Fossum et al., 2018). In situ observational
measurements in this region are extremely limited. While there is some observa-
tional data over land, ocean based data is only available from a few ship based cam-
paigns. The limited observation coverage means that most of the observational data
is from satellites which offer a limited range of bulk variables such as aerosol opti-
cal depth. These limitations on observational data makes it hard to provide detailed
validation of climate models, however there has been some validation based on the
aerosol optical depth (Grandey et al., 2011; Oreopoulos, Cho, and Lee, 2017b). In
addition to issues capturing the exact population of aerosols, Mulcahy et al. (2018)
clearly demonstrates the MetOffice model struggles to accurately simulate the ef-
fects of aerosol on the climate.
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2.3 Observational Data
2.3.1 MODIS Satellite dataset
The Moderate Resolution Imaging Spectroradiometer (MODIS) is a satellite instru-
ment used to generate one of the most comprehensive earth system datasets. MODIS
is a whiskbroom scanner which makes measurements by passively recording radi-
ances over 36 different channels, ranging from 0.41µm to 14.24µm (King et al., 2013).
Each MODIS scan covers 10 km along track with a resolution of 250 m, 500m or
1000m depending on the channel. Full details on each of the channels used by
MODIS including their frequencies, resolutions and what conditions the channels
are intended to make measurements in is given in Barnes, Pagano, and Salomon-
son (1998). The radiances observed by MODIS are used to measure a wide range of
variables across the entire earth system. This includes, but is not limited to, mea-
surements of aerosol, cloud and atmospheric water vapour (King et al., 2003). For
the purpose of this thesis, we are primarily interested in the wide range of cloud
measurements provided by the MODIS dataset.
The MODIS instruments make measurements from aboard the Aqua and Terra satel-
lites. The Terra satellite was launched on December 18th 1999 with Aqua joining it on
May 4th 2002. MODIS remains fully operational on both satellites and has operated
with no major outages since launch. Both satellites are in sun synchronous polar
orbits at around 700 km altitude (Platnick et al., 2003). Terra is in a descending orbit
with an equatorial crossing at 1030 local solar time while Aqua is in an ascending
orbit with equatorial crossing at 1330 local solar time. The Aqua satellite is a part of
the A-Train constellation described further in section 2.3.3. Both satellites cover the
entire global surface every 1 to 2 days.
Essential to the measurement of cloud properties is determining the exact location of
clouds. For this purpose, MODIS generates a cloud detection mask before process-
ing it’s cloud measurements. This mask provides the likelihood a pixel is obstructed
by clouds and classifies all observed pixels as either clear, probably clear, probably
cloudy or cloudy (Platnick et al., 2003). To generate the cloud mask, a range of tests
are run on the recorded radiances and then the test results are combined into a single
definitive value. The tests are modified based on the observational conditions such
as the surface underneath the cloud and the solar illumination. Each of the tests
return a confidence value, F, between 0 and 1 with a 0 indicating low confidence
the pixel is clear and a 1 indicating a high confidence it is clear. Tests that detect
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similar types of cloud are grouped into N groups with the group confidence value
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This value is directly used to determine the pixel classification with values of Q >
0.99 corresponding to clear, Q > 0.95 to probably clear, Q > 0.66 to probably cloudy
and Q ≤ 0.66 to cloudy (Platnick et al., 2003). This algorithm was initially shown
to frequently identify poor retrieval candidates as cloudy. To address this problem
a clear sky restoral algorithm was implemented. This ultimately resulted in MODIS
identifying cloud edge and partially cloudy (PCL) pixels and storing results from
them as independent variables (Platnick et al., 2017).
The MODIS phase determination algorithm is necessary for the functioning of some
retrieval algorithms as well as the generation of key data products. MODIS has two
different approaches to determine cloud phase; an approach that observes different
responses in infrared channel pairs and a more complicated approach which uses a
combination of infrared and short-wavelength infrared tests (Platnick et al., 2017).
The phase data used in this thesis corresponds to data generated using the second
approach. This algorithm ultimately classifies the cloud liquid phase into one of
three categories liquid, ice or undetermined. Data classified as undetermined is
very rare. Due to the retrieval process used by MODIS it can only characterize the
phase at the top of the cloud.
Once the cloud mask has been successfully generated it is used by the MODIS team
to calculate values for the many of the MODIS cloud variables. The variables that we
use in this thesis are cloud fraction (CF), cloud top pressure (CTP) and cloud optical
thickness (COT). CTP-COT joint histograms are particularly important, with an ex-
ample histogram shown in figure 2.3. This particular histogram is characterized by
high cloud with a wide range of optical thicknesses. Based on these properties and
the analysis presented in Oreopoulos et al. (2014) this histogram is likely associated
with convective storm systems.
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FIGURE 2.3: An example COT-CTP histogram from the MODIS dataset.
These histograms are particularly useful for characterizing cloud.
The MODIS dataset provides two different values for CF which we refer to as mask
CF and retrieved CF. The mask CF is simply the percentage of pixels labelled as
either cloudy or probably cloudy in the cloud mask while the retrieved CF is based
on the percentage of successful retrievals (Platnick et al., 2003). Due to the methods
used, phase specific values are available for the retrieved CF but not the mask CF. As
a result of these differences, the retrieved CF is normally smaller than the mask CF.
The measurements of CTP are based on a technique know as CO2 slicing (Menzel,
Smith, and Stewart, 1983). CO2 slicing uses several channels that fall within the CO2
absorption region to calculate the CTP by contrasting their retrievals. Due to well
established biases with the CO2 slicing technique, MODIS only uses this above 700
hPa (Menzel et al., 2008). Below 700 hPa, measurements of CTP are instead based on
radiances in the infrared window. Finally, the COT is calculated by a method known
as bispectral solar reflectance (Nakajima and King, 1990) which requires a retrieval
in a water absorbing band (ie. 2.1µm ) and a non-absorbing band (ie. 0.86µm ).
There are three levels of processing in the MODIS data distribution system with
level 1 corresponding to raw geolocated radiances and brightness temperatures,
level 2 to the retrieval derived products and level 3 to 1◦ × 1◦ gridded products.
The level 3 data is further divided into daily, 8 day and monthly temporal resolu-
tion datasets. Data from the Aqua and Terra satellites are stored as separate datasets.
There have been several major reprocessings of the entire MODIS dataset known as
collections, with the most recent being collection 6. Some of the major improve-
ments from collection 6 include a redesigned phase determination algorithm, wider
channel usage for COT retrievals and better handling of PCL pixels (Platnick et al.,
2017). In this thesis, we use daily level 3 data from collection 6 and use data from
both Aqua and Terra.
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The MODIS dataset has been used extensively in research relating to clouds. The
cloud observing capabilities of the MODIS dataset were demonstrated in King et
al. (2013) which examined the global distributions of several key cloud variables as
well as both diurnal and seasonal variation of these variables. The MODIS data has
been the basis of several efforts to understand cloud related errors in climate mod-
els (Bodas-Salcedo et al., 2012; Bodas-Salcedo et al., 2016b; Kay et al., 2016; Furtado
and Field, 2017). Oreopoulos et al. (2014) first used the MODIS data to establish
a set of cloud regimes which could be used to examine the behaviours of different
types of cloud. This was followed up with Oreopoulos et al. (2016) which tied these
regimes directly to radiative forcings. The same regimes were also reused in Ore-
opoulos, Cho, and Lee (2017a) and Oreopoulos, Cho, and Lee (2017b) to investigate
other issues. Following the work of Oreopoulos et al. (2014), several other authors
utilized the MODIS dataset to form cloud regimes, with a focus on evaluating the
performance of climate models (Leinonen et al., 2016; Jin, Oreopoulos, and Lee,
2016; Schuddeboom et al., 2018)
While it is particularly useful for investigating clouds, the MODIS dataset makes
measurements across the entire earth system that are used for a wide range of pur-
poses. For example, MODIS has been used to detect sea ice extent (Kwok et al.,
2007; Comiso and Nishio, 2008), observe the impacts of volcanic eruptions (Wal-
lace, Schaefer, and Coombs, 2013) and to examine the relationship between aerosol
and cyclones (Grandey et al., 2011). MODIS has also played a role in investigations
into boundary layer phenomena (Wood and Bretherton, 2004; Wu et al., 2008). The
MODIS dataset also has an extensive history of being used in conjunction with other
satellite datasets such as CloudSat and CERES.
2.3.2 CERES Data
The Clouds and the Earth’s Radiant Energy System (CERES) project is focused on
measuring longwave and shortwave radiative fluxes using the same instrument on
several different satellites. CERES was designed to continue the work of the Earth
Radiation Budget Experiment (ERBE, ERRE Science Team (1986)) by providing a
long term climatology of top of atmosphere (TOA) radiation. To maximize compat-
ibility with the climatological record, the design of the CERES instruments is based
on the ERBE scanning radiometer. New developments between the manufacturing
of ERBE and CERES also allows CERES to have a lower uncertainty than its prede-
cessor (Wielicki et al., 1996). A schematic of a CERES instrument is shown in figure
2.4.
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FIGURE 2.4: A schematic detailing the components of a CERES satellite
instrument. This figure is sourced from Smith et al. (2011).
CERES retrievals are performed with a three channel radiometer which operates
in the ranges of 0.2 to 5µm, 8 to 12µm and 0.2 to 100µm. The first channel is for
observing shortwave radiation, the second is for window radiation and the third is
for measuring the total spectrum. Data from the total channel is used to calculate the
outgoing longwave radiation (OLR), as daytime OLR is simply the total minus the
shortwave and nighttime OLR should match the total channel (Smith et al., 2011).
The observation process consists of 6.6 second scans in which each of the sensor
telescopes makes measurements while it is rotated 180 degrees around the elevation
axis, undergoes a brief calibration check and makes another set of measurements as
it returns to its starting position.
The first CERES instrument was launched aboard the Tropical Rainfall Measuring
Mission (TRMM) in November 1997. Unfortunately this unit only operated until
September 1998 due to problems with the power supply (Smith et al., 2011). The
next set of CERES instruments were launched aboard the aforementioned Terra and
Aqua satellites ( Section 2.3.1 ) in December 1999 and May 2002 respectively. Both of
these satellites carried two CERES instruments which allowed for a second scanning
mode that improves angular sampling (Wielicki et al., 1996). Of these four instru-
ments, three remain fully functional at the time of writing, providing a continuous
record over 15 years long. Two further CERES instruments have been sent into orbit
with one aboard the Suomi NPP satellite, launched in October 2011, and the other
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aboard the NOAA-20 satellite, launched in November 2017.
The CERES data is available at three levels of processing. The first level corresponds
to raw radiance measurements. These measurements are then converted to fluxes to
form the second level. These fluxes are then averaged onto a fixed grid to form the
third level. There are multiple different data products at each level with level three
being the most commonly used. For this thesis we use a level three dataset know
as Synoptic 1 degree (SYN1deg) which is a 1◦ × 1◦ gridded product. This dataset
is available at several different temporal resolutions of which we use the daily data.
The CERES dataset also has multiple versions known as editions, with edition 4
being the most recent release. In this work we use the edition 3 data as it was the
most recent release at the beginning of this thesis.
FIGURE 2.5: A flowchart detailing the processing chain used on the
CERES dataset to generate the SYN1deg dataset. This figure is sourced
from the official CERES website.
A flowchart detailing the processing chain that transforms the raw CERES mea-
surements into the SYN1deg data is shown in figure 2.5. The full set of algorithms
is described in detail in the algorithm theoretical basis documents (Wielicki and
Barkstrom, 1997). First, the raw retrievals and satellite data that make up the Bi-
Directional Scan (BDS) dataset need to be transformed into the radiative fluxes for
the Single Scanner Footprint (SSF) dataset. This process involves using MODIS data
to identify if there is cloud over the retrieval area, using the cloud conditions to
select an appropriate angular distribution model (ADM) and then converting from
radiances to fluxes using the ADM. Next the SSF flux data is averaged onto an equal
angle hourly grid to generate the SSF1deg_hour data. Finally, to get the SYN1deg
output the data needs to be temporally interpolated. To minimize errors at this step,
data from geostationary satellites are used to determine cloud properties and in turn
estimate the fluxes in regions not recently observed by CERES (Doelling et al., 2013).
This process enables some of the observational limitations of the CERES data to be
bypassed.
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For the last 15 years the CERES data has served as the primary radiative flux satellite
dataset within the scientific community. The CERES dataset has been particularly
useful in investigations of the Southern Ocean radiative bias (Bodas-Salcedo et al.,
2014; Grise and Polvani, 2014; Bodas-Salcedo et al., 2016b; Furtado and Field, 2017;
Hyder et al., 2018) as well as other radiative errors in climate models (Kay et al.,
2012; Matus and L’Ecuyer, 2017; Lenaerts et al., 2017). CERES flux data has often
been paired with cloud typing research to provide insight into the relationship be-
tween clouds and radiative fluxes (Oreopoulos et al., 2014; Mason et al., 2015; Ore-
opoulos et al., 2016; Schuddeboom et al., 2018). Due to the fact that both datasets
have instruments aboard the same satellites, the CERES measurements have been
particularly effective when paired with the MODIS measurements.
2.3.3 CloudSat Satellite
The CloudSat satellite has been operating since 2006 making continuous cloud ob-
servations with a cloud profiling radar. These measurements offer a completely dif-
ferent view of clouds than the MODIS satellite instrument. This is because MODIS is
a passive instrument meaning that it makes measurements by observing incoming
radiation, while active instruments like CloudSat make measurements by transmit-
ting their own signals into the surrounding environment. The frequencies of the
CloudSat measurements are chosen so that they can penetrate the outer layers of
clouds and retrieve data throughout the atmospheric profile. Passive measurements
on the other hand are restricted to seeing just the cloud tops. However, the instru-
mental requirements of CloudSat place strong restrictions on the field of view. This
causes the CloudSat datasets to have a very limited horizontal resolution compared
to passive satellite datasets like MODIS.
The CloudSat cloud profiling radar is the first 94 GHz radar on an observational
satellite. As such, it provides a unique opportunity for analyzing cloud water and
precipitation within the atmospheric profile. This radar uses 3.3 µs pulses resulting
in a vertical resolution of 480 m and is capable of making measurements between 30
km altitude and the surface (Stephens et al., 2008). The measurements from Cloud-
Sat have a 1.4 by 1.7 km surface footprint with a 0.16 s time interval. Detailed de-
scriptions of the components of the satellite are given in Stephens et al. (2002) and
Stephens et al. (2008), but is not included here as they are of only marginal relevance.
To optimize comparisons with other satellites, the CloudSat satellite is a member of
the A-Train satellite constellation, a schematic of which is included as figure 2.6. This
means that the CloudSat satellite is making measurements that are at the same place
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and time as the other A-train members CALIPSO (Hunt et al., 2009), Aqua (Parkin-
son, 2003), PARASOL (Lier and Bach, 2008) and Aura (Schoeberl et al., 2006). When
combined together these measurements are much more valuable than they are inde-
pendently, as the different instruments are highly complementary. Particular value
is found in the combination of CloudSat and CALIPSO’s Cloud-Aerosol Lidar with
Orthogonal Polarization (CALIOP) observations. The footprints of these two satel-
lites overlap over 90% of the time. The combined measurements of CloudSat and
CALIPSO are used to form one of the most commonly used CloudSat datasets, the
2B-GEOPROF-LIDAR. The orbit of the A-train satellites is sun synchronous with
a mean equatorial altitude of 705km and an angle of inclination of 98.2 degrees
(Stephens et al., 2008). The Orbiting Carbon Observatory (OCO) and the Glory satel-
lites were intended to join the constellation however both launches failed (Stephens
et al., 2018). On February 22 2018 CloudSat exited the A-train constellation due to
technical issues with the satellite and in September 2018 CALIPSO was moved to
join CloudSat in it’s new orbit.
FIGURE 2.6: The orbits of the different satellites that make up the A-
Train satellite constellation. This figure is sourced from the Colorado
State University CloudSat website.
The exact retrieval algorithm used to calculate the reflectivity data from CloudSat is
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Where Ze is the reflectivity factor, |Kw| is a constant value which is set to 0.75, λ is
the wavelength and η is the radar cross section per unit volume. To calculate Ze we





Where Prec is the receiver output power, Pt is the transmitted power, Grec is the re-
ceiver gain, G is the antenna gain, r is the range to atmospheric target, Ω is the in-
tegral of the normalized two-way antenna pattern, ∆ is the integral of the received
wave-form shape, and La is the two-way atmospheric loss. While all of this data
processing is handled by the CloudSat team, it is still important to understand the
process through which the data is generated.
Essential to the usage of the CloudSat data is the CloudSat cloud mask. This mask
is used to determine if a given measurement is a cloud or noise. The values of the
mask range from 0 to 40 with larger values indicating a reduced false detection rate.
Values larger than 5 are considered a significant return and values larger than 30
corresponding to a 4.3% false detection rate. The construction of the cloud mask is
described in Marchand et al. (2008) which is in turn based on the work of Clothiaux
et al. (1995). Figure 2.7 shows a schematic of the data processing system that trans-
forms the radar returns into cloud masks as described in Marchand et al. (2008).
It is difficult to understand the masking process from figure 2.7 alone, therefore it
is expanded upon using details from Marchand et al. (2008). First the measured
return power, Praw is used as input for the algorithm. Next estimates of the noise
floor, PN, and the noise power, σN are calculated by examining the returns that oc-
cur within the stratosphere where hydrometeors are rare and mostly outside the
detectors range. These variables are used to generate an initial mask by compar-
ing PT = Praw − PN with σN. The initial mask is generated with the logic that if
σN < PT < 2σN a value of 20 is used, 2σN < PT < 3σN a value of 30 is used and
3σN < PT a value of 40 is used. All other values are set to zero. Once this initial
mask has been generated, it is modified by a spatial filter that further reduces the
false detection rate. This filter looks at the results across neighboring grid cells and
uses the fact that the detections should be highly spatially correlated to remove spu-
rious results from the profile. The process is repeated from the calculation of PN and
σN with the dataset averaged with a different averaging window. Once this has been
repeated several times, the final unified output mask is generated by averaging the
mask from each iteration.
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FIGURE 2.7: Schematic of the cloud mask generation process used on
the CloudSat data. This figure is sourced from Marchand et al. (2008).
In the first 10 years of operation, data from the CloudSat and CALIPSO has been uti-
lized in a wide range of applications resulting in over 2000 publications (Stephens et
al., 2018). Select examples are included in the remainder of this paragraph. Mace et
al. (2009) performed the initial analysis on the joint CloudSat and CALIPSO dataset
with a particular focus on the vertical structure of cloud in the atmosphere. Marc-
hand et al. (2009) investigates the differences between CloudSat derived reflectivity-
altitude histograms in climate models and in observations. Their results show that
while model performance is good overall, it fails to fully capture many regional
features. Oreopoulos, Cho, and Lee (2017a) uses CloudSat to investigate the cloud
vertical structure and then tie these structures to additional datasets. This clearly
establishes the relationship between the vertical structure and other properties such
as cloud radiative effect. Several different studies use the CloudSat data to better
understand the role clouds play in a particular region (Haynes et al., 2011; Lenaerts
et al., 2017; Palerme et al., 2017; Jolly et al., 2018) or to better understand particular
types of clouds (Naud, Posselt, and Van Den Heever, 2012; Young, Bates, and Curry,
2013; Bodas-Salcedo et al., 2016b). CloudSat has also been used effectively in con-
junction with cloud classification schemes to provide a more comprehensive picture
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of what each of the clusters physically represent (Tselioudis et al., 2013; Leinonen
et al., 2016; McDonald and Parsons, 2018). Matus and L’Ecuyer (2017) also used
the CloudSat to better understand the impact of cloud phase on the radiation bud-
get. Kay et al. (2018) used CloudSat to investigate the quality of the simulation of
precipitation in the CESM 1 model.
2.4 Model Data
General Circulation Models (GCMs) play a fundamental role in climate science and
serve as the basis for all modern climate projections. This is because GCMs offer
the ability to examine the behaviour of the specific phenomena, explore the rela-
tionships between different components of the climate system and anticipate the
impacts of future changes. As such, it is incredibly important for the climate re-
search community that these models accurately capture reality. It is not feasible to
check the accuracy of future projections from these models by waiting for future
measurements, so most of the model evaluation effort is focused on verifying that
GCMs are able to reproduce phenomena found in present day observations. Errors
in the representations of phenomena within the models are gradually discovered
and then updated leading to an ever increasing model accuracy.
GCMs are complex mathematical models that operate by solving sets of equations.
These equations normally include the Navier-stokes equations, which describes the
motions of the atmosphere, and additional equations related to conserved quanti-
ties, such as energy and water vapour. Solving these equations is computationally
intensive and there are always limitations on resolution. This means that compli-
cated earth system processes that happen on scales smaller than the model reso-
lution have to be represented by relatively simple parameterizations. For exam-
ple, Heymsfield and Miloshevich (2003) describes the parameterization of the cross-
sectional area of ice cloud particles and Mulcahy et al. (2018) describes the param-
eterization of cloud droplet effective radius. The inclusion of parameterizations
means that the models will almost certainly be imperfect, however it is clearly im-
portant to minimize errors as much as possible.
The process of model evaluation is often made considerably more difficult by the
fact that the models do not generate output that is directly comparable to obser-
vational data. This is because the observational datasets are almost always biased
due to their measurement processes. This issue can be circumvented with the usage
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of the Cloud Feedback Model Intercomparison Project (CFMIP) Observation Sim-
ulator Package (COSP, Bodas-Salcedo et al. (2011)). COSP is often referred to as
a satellite simulator as it enables GCMs to simulate the retrieval processes that are
used by satellite instruments. This enables like-for-like comparisons between model
data and satellites observations, ensuring that the model validation process is both
simpler and more accurate. COSP includes simulators for the following satellite
instruments; CloudSat, CALIOP, ISCCP, MODIS and the Multi-angle imaging spec-
troradiometer (MISR). In this thesis we make extensive usage of the MODIS COSP
output and brief usage of the CloudSat COSP output. Without the MODIS COSP
CTP-COT joint histograms, the clustering of model data in this thesis would not be
possible.
All of the model data used in this thesis is generated by the MetOffice Unified
Model (UM). The model uses the ENDGame dynamical core with a semi-implicit
semi-Lagrangian formulation to solve the non-hydrostatic, fully compressible deep-
atmosphere equations of motion (Wood et al., 2014). As this is a unified model it pro-
vides both weather and climate forecasts (Brown et al., 2012). In this thesis we only
run the Global Atmosphere (GA) component of the model. This means that most of
the non-atmospheric components of the climate system are prescribed using clima-
tologies based on observational measurements. It is important to mention that the
author did not do any of these model runs himself, instead the modelling team at
the National Institute for Water and Atmospheric Research (NIWA) was responsible
for the model runs.
Over the course of this thesis, we use data from two different versions of GA; GA 7.0
and GA 7.1. The differences between these two model version is discussed at length
in Walters et al. (2017) and some specific parameterization changes are identified
in Mulcahy et al. (2018). GA 7.0 is used in chapters 3 and 4 with no modifications.
Several different GA 7.1 model runs are used in chapter 5. Each of these runs has
slight changes to cloud ice parameterizations, with the focus of this chapter being
the inter-comparison of these model runs. Further detail on these parameterization
modifications is given in chapter 5. The data that is used from these model runs in-
cludes radiative fluxes and COSP generated MODIS CTP-COT histograms, MODIS
CF values and CloudSat reflectivity-altitude histograms. All simulations are at an
N96 resolution (1.875◦ × 1.25◦) in the horizontal with 85 model levels in vertical.
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2.5 Self-Organizing Maps
Following the data preparation described in sections 2.3.1 and 2.4, we can generate
a dataset of CTP-COT joint histograms from the MODIS satellite and the model. To
analyze the relationship between these histograms and naturally occurring cloud
types, we use a clustering algorithm on these histograms. This allows us to link
model biases to the representation of cloud types, which are well established in the
cloud literature. This kind of analysis began with Jakob (2003b) which examined IS-
CCP cloud types over the Western Pacific Ocean using a clustering technique know
as k-means clustering. Instead of k-means clustering, we use the machine learning
technique known as the Self-Organizing Map (SOM) as our clustering algorithm.
This choice is based on the work in(McDonald et al., 2016) which suggests that
while they are similar, the SOM algorithm offers some advantages over k-means
clustering.
The SOM is a machine learning algorithm commonly used for clustering and pattern
matching. There exist two different types of machine learning algorithms, known
as supervised and unsupervised learning. The SOM is a unsupervised learning al-
gorithm which means that it requires no classes to be defined a priori. Supervised
learning however, requires the usage of a training dataset on which future assign-
ments are based. Unsupervised learning algorithms are generally designed for vi-
sualization of groups within a dataset and highlighting the affinities between them
(Ripley, 1996, p. 287). Unsupervised learning is generally better than supervised
learning for our needs as it minimizes the subjective input required to generate the
clusters.
The origins of the SOM are focused on early attempts to model biological functions
in the brain, however as these techniques were developed they were shown to be
useful for various data analysis tasks as well. In his book Self-Organizing Maps
(p. 59), Teuvo Kohonen the creator of the SOM technique, describes the transition
from this early neural modeling into the data processing : "Two different motives
are discernible in neural modeling. The original one is an attempt to describe biophysical
phenomena that take place in real biological neurons, whereby it may be expected that some
primitives or basic elements of information processing by the brain could be isolated and
identified. Another one is a direct attempt to develop new devices based on heuristically
conceived, although biologically inspired simple components such as threshold-logic units or
formal neurons. The circuits thereby designed are usually called artificial neural networks
(ANN)... It seems safe to say that the models of the 1940s and 1950s, although still primitive,
were definitely meant to be of the former type, whereas most of the present ANNs seem to
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have been elaborated for new generations of information-processing devices". This thesis
firmly takes the latter position, with no emphasis placed on the biological functions
of the SOM and the focus instead on it as an information processing device. While
the biological origins of the technique often leads to the claim that ANN models are
not effective until they imitate nature as accurately as possible, this is not factually
correct (Kohonen, 1995, p. 63)
The initial development of the SOM began in 1981 when Teuvo Kohonen decided
he wanted "an algorithm that would effectively map similar patterns (pattern vectors close
to each other in the input signal space) onto contiguous locations in the output space" (Ko-
honen, 1995, p. VII). Development at this time had a particular emphasis on speech
recognition. However as the technique had early successes it began to be applied in
a wide variety of situations. Many of these early applications had a practical data
processing focus such as early facial recognition (Allinson and Ellis, 1992), the con-
trol of robotic arms (Hesselroth et al., 1994) and optical character recognition (Auger
et al., 1992). While these applications of the SOM remain popular, the SOM was ul-
timately most successful as a data analysis tool. In this capacity, the SOM quickly
found usage in a wide variety of fields of research including organizing of large
documents (Kohonen et al., 2000), the generation of semantic maps (Ritter and Ko-
honen, 1989), classification of synoptic weather types (Hewitson and Crane, 2002)
or the analysis of global poverty data (Kohonen, 1995, p. 126).
There are several different ways to describe the operation of the SOM. Kohonen
gives a particularly interesting explanation (Kohonen, 1995, p. 69): "In the pure form,
the SOM defines an "elastic net" of points (parameters, reference, or codebook vectors) that
are fitted to the input signal space to approximate its density function in an ordered way.
The main applications of the SOM are thus in the visualization of complex data in a two
dimensional display and creation of abstraction like in many clustering techniques". This
explanation corresponds well to the process shown in figure 2.8. This figure shows
an initialized set of model vectors gradually expanding till it is "fitted to the input
signal space". The final structure in figure 2.8 is extremely ordered, with the same
structure as a net. An exact overview of the batch mapping SOM process is given in
Kohonen (1998). It is summarized below and will be elaborated on in the following
paragraphs:
1. Each of the points in the SOM (known as vectors or models) are given an initial
value. The exact process used is covered in more detail below.
2. One of the inputs is selected and the closest vector is determined.
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3. The corresponding vector and all of the vectors within a given neighborhood
are updated so that they better match the input data.
4. This process is repeated from step 2 until an equilibrium is reached.
FIGURE 2.8: The development of the reference vectors with increasing
iterations of the SOM algorithm. The number shown in the bottom
right of each panel indicates the number of cycles that have taken place.
Figure taken from Kohonen (1995, p.90).
Before the SOM process can begin, the user must decide on the amount of vectors
necessary to represent the data, the dimensions of the SOM and the value of various
learning related parameters. The number of vectors can play a particularly large role
in how the SOM output is interpreted. There exist several different approaches to
attempt to derive an objective optimal number of clusters including cluster correla-
tions (Tselioudis et al., 2013) or cross correlations based on secondary characteristics
(Rossow et al., 2005). The most compelling approach is the field significance testing
approach used in Johnson (2013). In our work we attempted to use the approach
from Johnson (2013). However, due to the relatively large amount of histograms
in our dataset, the clusters passed the significance tests even when tested with an
extremely large number of clusters. As it was our intention to identify a relatively
small number of representative clusters, we decided not to use these results in this
work. Instead the results of the SOM algorithm with different numbers of clusters
were subjectively inter-compared until a specific size was judged to best capture the
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cloud typing. This could be interpreted as interfering with the SOM process to ob-
tain the results that best suit our needs however the purpose of using a clustering
algorithm in this work is to identify a set of cloud clusters which can in some way
be tied to physical clouds and then contrasted with model output. As such, it does
not matter if there are 12, 15, 30 or 200 clusters, the same differences between the
model and observations will be identified. Changing the number of cluster would
just make it harder to identify the discrepancies between models and observations
and to tie the discrepancies to physical cloud types.
The first step of the SOM process is normally referred to as the initialization of the
SOM. There are several different ways in which the vectors can be initialized with
the most commonly used being random initialization, sample based initialization
and linear initialization (Kohonen, 1995, p. 115). The random initialization is self-
explanatory, the vectors are given random values and due to the near global con-
vergence of the SOM they will always arrive at a reasonable answer. However it is
often preferable to use a different initialization for greater speed or accuracy. Sam-
ple based initialization is performed by either using random samples from the data
as initial vectors or using a simple measure to estimate the final vectors and using
these estimates as the initial vectors. Linear initialization works by defining the ini-
tial vectors such that the two principal eigenvectors each determine one axis of the
SOM. This means the structure of the SOM would be established before any learn-
ing taking place, leading to a much more rapid approach to equilibrium. It is for
this reason this process is used in our work.
The matching of a given piece of input data to the closest node is always done with a
standard mathematical metric. By far the most commonly used metric is Euclidean




(x1 − y1)2 + (x2 − y2)2 + ... + (xn − yn)2 (2.9)
Where the subscripts correspond to the dimensions of the data. While any mea-
sure which meets the mathematical definition of a metric could be used, in most
situations there is little to be gained from using a different metric over Euclidean
distance. In certain situations it could be beneficial to use a different metric such as
the 1-norm, ∞-norm or the Mahalanobis distance. Once the closest vector to the in-
put data has been selected, the vector needs to be updated to better match the input.
In addition to the best matching node, the vectors that fall within some predefined
neighborhood are also updated. This neighborhood is described by a function that
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is always set to decrease with iterations so that it becomes possible for the vectors
to converge. One of the most common choices for the neighborhood function is the
Gaussian (Kohonen, 1998):





where h(c(x),i) is the neighborhood function with c being the best matching input
vector to the data point x and i being the cluster that is being tested to see if it falls
within the neighborhood. Additionally, α(t) is known as the learning rate and is a
variable that normally ranges from 0 and 1, ri and rc are the locations of c and i in
the SOM array, and σ(t) corresponds to the width of the neighborhood. While both
α(t) and σ(t) decrease monotonically with time, they are typically set in a way that
leads to h(c(x),i) decreasing with time.
The neighborhood update process leads to one of the most useful features of the
SOM, inherent ordering. This means that when the SOM is complete, these clusters
have a structured order. This behaviour can be seen in figure 2.8 which shows a
highly ordered grid of points. To better understand this phenomena figure 2.9 is
shown. Each sub-figure of this figure shows 16 vectors that are gradually updated
with new data. The first sub-figure shows the initialized SOM with each successive
box showing an iteration of the algorithm. The input data is shown in the top left
corner of the sub-figure with the best matching vector indicated with a black dot.
The neighborhood that is updated is indicated with a box and by comparison to the
preceding state the exact effects of the update can be determined. As the algorithm
progresses through the iterations, the gradual emergence of a considerably more or-
dered state with the grouping of similar vectors together is apparent. Although it
is clear that the ordering process in figure 2.9 is incomplete, it still provides a clear
example of the SOM ordering process. It is also important to note that the neigh-
bourhood update process can also be considered a weakness of the SOM in some
cases because sometimes it is preferable for the clusters to be fully independent.
To generate SOMs that are used in this thesis, we use the SOM toolbox. This is a
freely available suite of programs developed for usage with the MATLAB program-
ming language. A similar suite of programs exists for the python language and is
known as SOM_PAK. The particulars of our SOM clustering is covered in chapter 3.
In general, we use 12 nodes arranged in a 4 by 3 sheet, a Gaussian neighbourhood
function and linear initialization. Changing any of these settings when generating
a SOM using the SOM toolbox is simple and we are interested in investigating how
large an impact these changes have on the SOM. We have not included research on
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FIGURE 2.9: The successive introduction of data during the SOM pro-
cess demonstrating the emergence of ordering as a result of the neigh-
borhood function. The first figure shows the initial state while each suc-
cessive picture shows the updating process. The node that best matches
the input is indicated with a black dot while the update neighborhood
is shown with the box. Figure taken from Kohonen (1995, p. 92).
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this issue in this thesis, as it is outside the scope. Some refinements to improve the
SOM algorithm have been tested with CTP-COT joint histograms in Zhang et al.
(2018).
A key technique used in conjunction with the SOM is that of Sammon mapping
(Sammon, 1969). Sammon mapping takes the geometric relations between the dif-
ferent clusters and uses them to generate a two dimensional map showing the inter-
relationships between the different clusters of the SOM. This is effectively reducing
a complex multi-dimensional dataset down to an understandable two-dimensional
grid. It is recommended by Kohonen (Kohonen, 1995, p. 120) that the Sammon map
is consulted when a new SOM has been created to ensure that the dimensions of
the SOM adequately capture the form of the dataset. Additionally,the Sammon map
can make clear that two clusters of the SOM are too similar, meaning that the SOM
could be more representative with a reduced number of clusters (Kohonen, 1995, p.
226). An example Sammon map for a 4-by-3 grid is included in figure 2.10. Within
this Sammon map we can see the ordering is appropriate for a 4-by-3 grid. Some
interesting features can also be identified such as cluster 7 matching better with clus-
ters 2, 3 and 4 than with clusters 10, 11 and 12 which is not obvious given that they
are the same distance away in the SOM grid. Sammon maps can also be analyzed
with more detailed approaches, such as the twistedness index used in Cassano et al.
(2015). This approach in particular enables a more complete interpretation of how
the clusters relate to each other. While the later work in this thesis does not explicitly
include the usage of Sammon maps they were used to assist in judging the validity
of the SOM during early analysis steps.
With the process of the SOM explained above, it is beneficial to examine a few ex-
amples to demonstrate its operation and capabilities. The first of these examples is
from Kohonen (1995, p. 124) and features the classification of animals based on their
characteristic data. In this case the data provided is a binary table shown in figure
2.11 where a 1 indicates that an animal has a given feature and a 0 indicates that it
does not. Some of these attributes are cross-correlated such as having feathers and
being small however this does not need to be factored into the pre-processing. Us-
ing the SOM algorithm on this data, a 10-by-10 SOM was generated which is shown
in figure 2.12. The generated SOM shows a separation into three subjective super
clusters; birds, carnivorous quadrupeds and herbivore quadrupeds. From these su-
per clusters it is immediately clear that the algorithm has successfully grouped these
creatures in a manner similar to what most humans would do, despite the limited
data which the clusters are generated with. There are also some groupings within
these super clusters that also demonstrate accurate organization. Examples include
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FIGURE 2.10: An Example Sammon map for a 4-by-3 grid from my
own research. The numbers indicated the position of a cluster within
the SOM, reading across a row from left to right and then down the
columns from top to bottom. Therefore within the 4-by-3 grid cluster 1
corresponds to the top left corner while 12 corresponds to the bottom
right.
all of the cat family arranged along the right, the close placement of dog and wolf
and the separation of the predatory and non-predatory birds. Ultimately this exam-
ple demonstrates that although this information could likely be extracted from the
table with some hard work, the data visualization capability of the SOM is extremely
powerful and allows you to achieve good results with significantly less work.
The SOM has been used in a wide range applications related to meteorology and cli-
matology, with many of these detailed in the review paper Sheridan and Lee (2011).
Hewitson and Crane (2002) developed a SOM of MSLP over the United States of
America and uses the SOM to investigate the different synoptic climatologies over
the region. This analysis included several different approaches for examining clus-
ter frequencies and investigating the transition pathways between different clusters.
Gibson et al. (2016) and Gibson et al. (2017) used the SOM methodology to investi-
gate the synoptic climatology of the wider Australian region. Cassano et al. (2007)
used the SOM to investigate precipitation over the Arctic in both reanalysis and
GCMs. Harrington et al. (2016) uses the SOM to investigate the role of synoptic
climatology in a drought over New Zealand. Other examples of the SOM in earth
science research includes Crane, R and Hewitson, B (1998), Malmgren and Winter
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FIGURE 2.11: A table of the animal classification data used to generate
the SOM in figure 2.12. Figure taken from Kohonen (1995, p. 124).
FIGURE 2.12: The SOM generated from the animal classification data
in figure 2.11. An animal name is shown when the cluster is the cluster
that is mostly strongly associated with that animal and a dot is shown
for all other clusters. Figure taken from Kohonen (1995, p. 125).
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(1999), Ambroise et al. (2000), Cavazos (2000), and Cassano et al. (2015).
For an example closer to the complexity of a real world application, the work of Har-
rington et al. (2016) is used. In this work a set of 12 clusters which show the mean
sea level pressure (MSLP) for January to March are identified over the New Zealand
region and are shown in figure 2.13. These clusters are generated by applying the
SOM to reanalysis data for the years 1979 to 2014 and were then used to investigate
the New Zealand summer drought of 2013. Looking at the clusters, high pressure
centers are extremely prevalent over this time period. This is somewhat expected
given that this data is purely summertime measurements. The restriction to sum-
mertime also explains why there are not many low pressure centers in the clusters.
The drought is investigated by using cluster frequency, average cluster persistence
and maximum cluster persistence. This identifies clusters c2 and c3 as a major factor
in the drought due their historically high occurrence rates. Harrington et al. (2016)
also goes on to analyze the impact that global warming has had on the likelihood of
this drought occurring by examining the behavior in different models.
While the above mentioned papers make clear that the SOM is not a new idea in
the synoptic climatology literature, it was not used in cloud top pressure - cloud
optical thickness histogram analysis until the publication of McDonald et al. (2016)
and Schuddeboom et al. (2018). There is however, an established literature analyz-
ing these histograms with different pattern recognition techniques such as k-means
clustering. These began with Jakob (2003b) which examined ISCCP cloud types
over the Western Pacific Ocean. It was then introduced to assist model evalua-
tion in Williams and Tselioudis (2007) and Williams and Webb (2009). The work
of Haynes et al. (2011) and Oreopoulos and Rossow (2011) then linked the clusters
to CRE with some of these authors going on to develop cloud clusters based on
the MODIS dataset instead of the traditionally used ISCCP dataset (Oreopoulos et
al., 2014; Oreopoulos et al., 2016). Further development lead to a transition from
regional to global clusters (Tselioudis et al., 2013) as well as an expansion to examin-
ing a new set of problems with this analysis including tropical convection (Tan and
Jakob, 2013), climate model rain fall errors (Tan et al., 2017), cloud vertical structure
(Oreopoulos, Cho, and Lee, 2017a) and aerosol cloud interactions (Oreopoulos, Cho,
and Lee, 2017b). Leinonen et al. (2016) showed that the behavior of these clusters can
vary considerably over different regions of the globe and demonstrated how impor-
tant it is for analysis to be regionally focused. Further refinement in model analysis
was introduced by Mason et al. (2015) which performed detailed analysis over the
Southern Ocean and by Jin, Oreopoulos, and Lee (2016) and Jin, Oreopoulos, and
Lee (2017) which focused on model inter-comparison.
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FIGURE 2.13: The twelve clusters of mean sea level pressure (MSLP)
over the wider New Zealand region in the summertime from Harring-
ton et al. (2016). The numbers in the upper right corners correspond




Regional Regime Based Evaluation of
Present Day GCM Cloud Simulations
using Self-Organizing Maps
3.1 Abstract
Global clusters are derived by applying the self-organizing map technique to the
Moderate Resolution Imaging Spectroradiometer cloud top pressure-cloud optical
thickness joint histograms. These cloud clusters are then used to classify Cloud
Feedback Model Intercomparison Project Observation Simulator Package output
from the HadGEM3 (Global Atmosphere version 7) atmosphere-only climate model.
Discrepancies in the Global Atmosphere version 7 representation of particular clus-
ters can be established by examining the two sets of cluster’s occurrence rate and
radiative effect. The overall differences in the occurrence rates show major dis-
crepancies in several of the clusters, resulting in a shift from five dominant clusters
in Moderate Resolution Imaging Spectroradiometer (above 10% occurrence rate) to
two dominant clusters in the model. A comparison of the geographic distributions
of occurrence rate shows that the differences are strongly regional and unique to
each cluster. While comparisons of the global mean longwave and shortwave cloud
radiative effect (CRE) show strong agreement, examination of the CRE of individ-
ual cloud types reveals larger errors that highlight the role of compensating errors in
masking model deficiencies. CRE data for each of the clusters is further partitioned
into regions. This establishes that the bias associated with a cluster is highly variable
globally, with no clusters showing consistent biases across all regions. Therefore, re-
gional level phenomena likely play an important role in the creation of these errors.
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3.2 Introduction
The general circulation models (GCMs) that provide future climate projections are
continually evaluated against observational data and improved whenever possi-
ble. Williams and Bodas-Salcedo (2017) identify the improvements made within
the Met Office Unified Model (MetUM) between its Global Atmosphere (GA) ver-
sions 6 and 7. However, despite the continual refinement of climate models, many
long-standing issues still remain. For example, model evaluations have consistently
identified problems with cloud simulation including problems with cloud cover,
type, and radiative effects (Kay et al., 2012). Due to the key role of cloud-climate
feedbacks in the climate system, issues with the representation of clouds can gener-
ate further errors in other aspects of simulated climate and impact the interpretation
of results from long-term climate model runs. The nature of feedback effects also
means that minor changes in the formulation of the GCM can lead to substantial
differences in the resultant output. For example, a change in the parameterization
of nucleation temperature of supercooled liquid water (Kay et al., 2016) generates
significant changes in the absorbed SW radiation, temperature gradients, and the
atmospheric circulation.
While simulating the present-day climate accurately is desirable, this alone does not
guarantee the correct simulation of future climate states, due to the possibility of
compensating errors (Williams and Tselioudis, 2007). A process-based evaluation
can be used to reveal such internal model problems, as it allows for the verification
of the individual processes within the model. The standard approaches used in a
process-based evaluation are to either group the data into clusters based on a rela-
tionship to observational data (Oreopoulos, Cho, and Lee, 2017a), or to form com-
posites around particular atmospheric features (Grandey et al., 2011). In this chapter
an approach similar to the former are used where satellite cloud data are clustered
and then the model data is assigned to these clusters. Our cloud clusters are de-
rived from cloud top pressure-cloud optical thickness (CTP-COT) joint histograms
from the Moderate Resolution Imaging Spectroradiometer (MODIS) data set and
are clustered with the self-organizing map (SOM) technique. The clusters identi-
fied from the MODIS data are then used as a reference against which the HadGEM
(GA7) Cloud Feedback Model Intercomparison Project Observation Simulator Pack-
age (COSP) output are compared and contrasted.
The methodology of clustering CTP-COT histograms to define different cloud clus-
ters has been used extensively. Jakob (2003b) introduced the application of clus-
tering techniques to CTP-COT histograms, applying the approach to International
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Satellite Cloud Climatology Project (ISCCP) histograms from the Tropical Western
Pacific and linking the resultant clusters to specific cloud types. Williams and Tse-
lioudis (2007) and Williams and Webb (2009) refined and expanded the same tech-
nique to allow for the evaluation of model performance. This was followed by re-
search analyzing the features and behaviors associated with observed cloud clus-
ters. For example, Tselioudis et al. (2013) first defined global clusters, Tan and Jakob
(2013) used clusters to examine tropical convection, and Oreopoulos, Cho, and Lee
(2017b) investigated relationships between the atmospheric state and aerosol varia-
tions. The model evaluation aspects of clusters are also further developed by Mason
et al. (2015) who refined cluster attribution techniques, and Jin, Oreopoulos, and Lee
(2016) and Jin, Oreopoulos, and Lee (2017) who developed approaches for the inter-
comparison of several different models. Clusters can also be directly linked to the
cloud radiative effect (CRE; Haynes et al. (2011), Oreopoulos and Rossow (2011),
Oreopoulos et al. (2014), and Oreopoulos et al. (2016)); similar analysis for precipi-
tation has been done in Leinonen et al. (2016) and Tan et al. (2017). Leinonen et al.
(2016) conclude that clusters show strong intracluster variance between different re-
gions and as such attributions to given clusters should include some measure of the
intracluster variability. McDonald et al. (2016) was able to achieve similar results to
many of the above papers with the usage of the SOM clustering technique instead
of the k-means approach used in those papers. Analyzing the identified clusters can
also directly lead to the identification of subtle phenomena, such as the discrimina-
tion between clusters that correspond to closed versus open mesoscale convective
cells demonstrated in McDonald et al. (2016). It is also possible to use dynamical
measurements to form these clusters, however this seems less effective than using
the CTP-COT histograms (McDonald and Parsons, 2018).
3.3 Data sets and Methodology
3.3.1 Observational Data sets
The CTP-COT histograms used to generate our clusters are derived from the MODIS
Collection 6 daily satellite data set at a 1◦ × 1◦ resolution from the Terra and Aqua
satellites (Platnick et al., 2003; Platnick et al., 2017), restricted to the year 2007 to cor-
respond to our model output. We follow the methodology detailed by Oreopoulos
et al. (2016). This includes using the data normally removed by the clear-sky restoral
process, known as partially cloudy pixels. These pixels are included by summing
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the regular CTP-COT histogram and partially cloudy CTP-COT histogram to pro-
duce a combined histogram. Some of the limitations of this data set include a restric-
tion to measurements that occur during daylight, difficulties with low optical thick-
ness cloud, and poor performance over highly reflective surfaces. As the MODIS
satellite is a passive instrument, there is a concern that it does not properly capture
multiple-layer clouds, which play an important role in determining climate (Yuan
and Oreopoulos, 2013; Oreopoulos, Cho, and Lee, 2017a). Here this issue is reduced
by only comparing with model data from the COSP simulator. COSP should repli-
cate this problem as it simulates radiative transfer in the atmosphere (Bodas-Salcedo
et al., 2011).
The Clouds and the Earth’s Radiant Energy System (CERES) synoptic 1◦ (SYN1deg)
Edition 3A upward radiative fluxes (Wielicki et al., 1996) are used to investigate the
relationship between the clusters and the top-of-the-atmosphere (TOA) radiation
balance. The specific product used is the SYN1deg-Day data (Doelling et al., 2013),
which comes in the form of daily averages on a 1◦ × 1◦ grid. The variables used are
shortwave (SW) and longwave (LW) TOA radiative fluxes. Both SW and LW TOA
fluxes include both all-sky (any successful measurement) and clear-sky (measure-
ments where no cloud is present) retrievals. Combining the two different retrievals
for both of the TOA fluxes can then be used to derive the TOA SW and LW CRE by
using the following equations:
CRESW = SWclear sky − SWall sky (3.1)
CRELW = LWclear sky − LWall sky (3.2)
3.3.2 Model Data
The model used in this analysis is the HadGEM3 (GA7) model, that is, the atmo-
sphere component of HadGEM3 (Hewitt et al., 2011), henceforth referred to as GA7.
To enable like-for-like comparison, the MODIS simulator within the COSP (Bodas-
Salcedo et al., 2011) is used on daily output from GA7. This package simulates what
the satellite would observe if the simulated atmosphere was reality, given its par-
ticular instrumental constraints and taking into account instrument physics. In this
study a yearlong simulation of 2007, at a resolution of 1.875◦ × 1.25◦ and nudged
toward ERA-Interim reanalyses (Dee et al., 2011) is generated, with COSP output
consisting of daily MODIS COT-CTP histograms and cloud fractions, while the ra-
diative fluxes are taken directly from the model output. It is worth noting that there
is a potential sampling bias that could impact the accuracy of the model clear-sky
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LW values (Stanfield et al., 2015). This is the result of CERES observations only being
able to retrieve clear-sky fluxes in regions with low humidity while the GCMs can
remove the effect of clouds and calculate the clear-sky fluxes in all conditions. This
bias is estimated to result in clear-sky LW fluxes that are around 1Wm−2 (Stanfield
et al., 2015) smaller in the model than observations.
3.3.3 SOM Technique
The SOM technique is detailed by Kohonen (1998), and the usage of this approach
in a range of applications has been further described by Hewitson and Crane (2002)
, Cassano et al. (2007), Sheridan and Lee (2011), and Kohonen (2013). A direct appli-
cation of the SOM technique to the CTP-COT histograms for the purpose of devel-
oping representative clusters has been described by McDonald et al. (2016), and this
process has been largely reproduced in this chapter. The procedure can be summa-
rized as follows:
1. The input data are used to create the initial set of clusters. There are different
ways that these vectors can be initialized. In our case a linear initialization is
used. First the eigenvectors of the input data are calculated and the two with
the greatest eigenvalues are then used to span a two-dimensional rectangular
grid. This grid is then used as the initial set of clusters.
2. Each of the input data points is matched to the closest node as judged by Eu-
clidean distance. That node, as well as any nodes that fall within a given neigh-
borhood, is then updated to better match the input data. The matching node
is updated to a greater extent than its neighbors.
3. Step 2 is repeated iteratively with each iteration decreasing the size of the
neighborhood and the impact of individual histograms (described in more de-
tail by Kohonen (1998)). This process is repeated until a preset number of
iterations have occurred.
An advantage of the SOM approach relative to alternative clustering methods such
as k-means clustering(Anderberg, 1973) is the continuous ordering of the nodes.
This is a result of the SOM process updating all nodes within a neighborhood in
addition to the best matching node, causing the closest nodes to be the most similar
(Kohonen, 1998). Several different approaches have been used in previous studies
to determine the optimal number of clusters, such as cluster cross correlations, geo-
graphic cross correlations (Rossow et al., 2005; Tselioudis et al., 2013), or calculating
the field significance of the clusters (Johnson, 2013; Wilks, 2006). These different
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”objective” methods were applied and resulted in differing optimal cluster num-
bers, though commonly the number was larger than 12 clusters, ultimately selected
here. Previous work has suggested that changing the number of clusters does not
have a major impact on the resulting clusters or their overall interpretation (Gibson
et al., 2017). We therefore believe that this choice will not significantly impact our
results.
The clusters that have been generated from the observational data sets can then be
used to generate a similar set of clusters from the model output, which in turn can be
used to evaluate the accuracy of the model representation of clusters. The approach
used here is the direct matching of the model COSP output histograms to the clus-
ters derived from observations (by minimizing Euclidean distance; (Williams and
Tselioudis, 2007)). However, Mason et al. (2015) use a methodology in which the
clusters are generated from joint observational and model data. The former ap-
proach was used to allow for a more direct comparison to the work of Oreopoulos
et al. (2016) and McDonald et al. (2016). There are many different approaches that
can be used to extract information from the derived SOM clusters. The most com-
mon of these is the evaluation of the rate that a given cluster occurs at, the relative
frequency of occurrence (RFO). The global RFO is weighted by the cosine of latitude
to account for the change of area. Examining the geographic distribution of RFO
allows us to understand how prominent the clusters are in each region. The clusters
can also be used to composite other data such as CRE or cloud phase. As the two
different MODIS satellites each generate a measurement each day, the same daily
CRE value can be assigned to two different clusters.
3.3.4 Metric Methodology
To combine the variety of measures of cluster performance into a single value, Williams
and Webb (2009) introduced the cloud regime error metric for the present-day cli-
mate (CREMPD). The CREMPD method calculates an area-weighted error term for
each cluster based on the differences between model and observational net CRE and
RFO. Then the Euclidean norm of this value across all of the clusters is calculated
resulting in a single metric. A similar approach has been used in the work of Mason
et al. (2015) for attributing errors in CRE and in Tan et al. (2017) for rainfall. In these
papers and in this work, the metric is used to evaluate how much a given cluster
contributes to the overall problem as opposed to comparing the performance of dif-
ferent models. As in Mason et al. (2015), the total contribution a given cluster makes
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to SW and LW CRE is calculated for both model and observations and these val-
ues are then used to calculate the difference in overall CRE associated with a given
cluster (δCREr ) using the following equation:
δCREr = CGA7r R
GA7
r − CCERESr RMODISr (3.3)
where C represents CRE, R represents RFO, and the subscript r corresponds to the
cluster being evaluated. The RFO and CRE terms are both global area-weighted av-
erages. Once calculated, δCREr is best interpreted as the difference in an individual
clusters cumulative CRE within the model compared to observations. Therefore,
clusters with the largest δCREr contribute the most to the overall differences in CRE
between the model output and observations. Following the work of Williams and
Tselioudis (2007) and Mason et al. (2015), this term can then be decomposed into
separate terms that represent the source of the discrepancies:
δCREr = CCERESr · ∆Rr + ∆Cr · RMODISr + ∆Cr · ∆Rr (3.4)
with the ∆ term representing a difference between the model and observation for
the respective variable. The first term corresponds to the errors due to differences
in RFO, the second to the errors due to differences in CRE, and the third to the
covariational errors. While Williams and Webb (2009) examined the net CRE, this
work instead looks at the SW and LW CRE separately to more clearly describe the
identified problems. To explore the variance within each of the clusters, δCREr is
calculated for each of the individual regions shown in figure 3.1. The regions were
chosen so that they would be similar to those established in Leinonen et al. (2016,
figure 1) with the addition of an extra Southern Ocean region. A table with the
boundaries of these regions is included in appendix A.
3.4 Identified Clusters
The clusters that result from the SOM processing of the MODIS CTP-COT histogram
data set are shown in figure 3.2. Each cluster includes the RFO and total cloud frac-
tion (TCF) values in the subtitles. To understand if the model is generating a differ-
ent amount of cloud than the observations, both TCF and RFO must be considered
in tandem, as more frequent occurrence of a low cloud fraction cluster can result in
more or less cloud over a given region dependent on the misrepresentation of other
clusters. The histograms in figure 3.2 are not the same as the mean histogram of all
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FIGURE 3.1: Regions considered during the regional analysis. Regions
were chosen based on the regions identified in Leinonen et al. (2016).
The abbreviations are short for Northern Ocean, North Atlantic, South
Atlantic, Western Pacific, Eastern Pacific, Southern Ocean, and Deep
South.
the cluster members as the clustering process features neighborhood-wide, as well
as individual, cluster updates. These mean histograms are included in appendix
A. This means that the clusters in figure 3.2 are better interpreted as representing
the center of mass of a nonuniform distribution. As expected, the clusters within
figure 3.2 are well ordered. For example along the top row, Cluster 1 is character-
ized by moderate amounts of low cloud of medium thickness with the presence of
small amounts of higher cloud while the transition to Cluster 4 shows a reduction
of higher level cloud and an increase in the quantity of low-lying cloud. Similar
ordering is seen along the left column with the transition from Cluster 1 to 9 dis-
playing an increase in cloud optical depth. The mean cluster histograms appear
much more like expected cloud types than standard clusters. This is unsurprising
as the standard clusters will include some features from their neighbours due to the
SOM algorithm.
To investigate the relationship between the clusters and the geographic distribution
of clouds, the distribution of RFO of the clusters in the MODIS data set are calcu-
lated and plotted in figure 3.3. The clusters display coherent regional distributions
despite this information not being included in the SOM process, highlighting that
the clustering is physically meaningful. Examining the clusters with the highest
occurrence rates (1, 3, 4, 6, 9 and 12), each of them has a regionally constricted geo-
graphic distribution with Clusters 1 and 3 mostly restricted to the tropics, Cluster 4
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Cluster 10: Mixed Level
 RFO 5.4 % TCF 91 %
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Cluster 11: Stratocumulus
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Cluster 12: Stratocumulus
 RFO 9.4 % TCF 89 %
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FIGURE 3.2: Cluster cloud top pressure (CTP)-cloud optical thickness
(COT) histogram clusters generated from applying the self-organizing
map to the Moderate Resolution Imaging Spectroradiometer data set.
The numbers in the subtitles of each cluster represent the relative fre-
quency of occurrence (RFO) and the mean total cloud fraction (TCF) of
the members of the cluster. When a given grid cell exceeds the limits of
the color bar, it is displayed with a number over the grid cell that states
the magnitude. Additionally, if none of the cells exceed the limits of the
color bar, the highest occurrence cell is labeled with its magnitude.
mostly contained in the subtropics, Cluster 6 found over land and Clusters 9 and 12
showing a preference for polar/midlatitude oceans. By combining this information
with the results in figure 3.2, links to different kinds of clouds can be established. For
example Clusters 1 and 3 are both confined to the tropics with Cluster 1 having high
cloud fractions and Cluster 3 having a low cloud fraction, suggesting that Cluster 1
represents some form of tropical convective cloud with Cluster 3 potentially captur-
ing a variety of other tropical clouds, such as trade cumulus or clear skies. Cluster 6
can also be easily identified as corresponding to clear skies because of its low cloud
fraction and negligible occurrence over ocean areas. Cluster 9 appears to be mostly
confined to the storm tracks and as such likely represents a mixture of clouds linked
to fronts. Cluster 12 has a strong presence along the western coastlines of the Amer-
icas, Australia, and Southern Africa, which when combined with the low height
and relatively large thickness in the joint histogram suggest that it can be linked to
stratocumulus cloud decks.
50
Chapter 3. Regional Regime Based Evaluation of Present Day GCM Cloud
Simulations using Self-Organizing Maps
FIGURE 3.3: Geographic distribution of relative frequency of occur-
rence (RFO) of the Moderate Resolution Imaging Spectroradiometer
cloud clusters. The subtitles of each of these nodes displays the global
mean relative frequency of occurrence and total cloud fraction (TCF) of
the given cluster.
While the clusters in figures 3.2 and 3.3 show a wide range of behaviors, many of the
clusters share similar traits for example, the regional distributions of Clusters 5 and
6 or the histograms and cloud fractions of Clusters 9 and 10. To aid in the subjec-
tive evaluation of the model performance, these clusters are further partitioned into
characteristic groups that we refer to as regimes. Clusters 1 and 2 both correspond
to mostly tropical cloud, although they likely correspond to different kinds of trop-
ical cloud due to their conflicting cloud fraction values. Clusters 3, 4, 7 and 8 are
generally restricted to marine regions and confined to low altitudes (high pressure).
Clusters 5 and 6 are both mostly restricted to covering land and show cloud over the
entire histogram, although it should be noted that Cluster 5 has substantially higher
TCF. Cluster 5 and 6 also show clear links to specific terrestrial conditions, with clus-
ter 5 prevalent over high altitude and snow covered regions and cluster 6 linked to
deserts. Clusters 9 and 10 correspond to clouds at both high and low heights and
have a preference for the midlatitudes and polar regions. Due to the limitations of
the satellite, it is unlikely that this regime corresponds to directly overlapping cloud
and therefore is probably from scenes that have both low and high-level clouds in
different areas as expected in frontal regions. Clusters 11 and 12 only occur over
subsidence regions and polar regions, have a high mean thickness, and are mostly
low cloud, suggesting mostly stratocumulus cloud with some frontal cloud. For the
following analysis these regimes are referred to as "Tropical cloud" for Clusters 1
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and 2, "Marine cloud" for Clusters 3, 4, 7 and 8, "Land–based cloud" for Clusters
5 and 6, "Mixed–layer cloud" for Clusters 9 and 10 and "Stratocumulus cloud" for
Clusters 11 and 12.
The clusters obtained can be directly compared to the previous work in Oreopou-
los et al. (2016) and McDonald et al. (2016). Due to the usage of k-means clustering
in Oreopoulos et al. (2016), their clusters should be compared with the mean his-
tograms in appendix A and not the clusters in figure 3.2. In general, the Oreopoulos
et al. (2016) regimes (henceforth referred to as CRs) compare well to the clusters
with many of the high CTP (low-altitude) clusters appearing similar (such as Clus-
ter 3 and CR 11 or Cluster 12 and CR 9 ); however, Oreopoulos et al. (2016) identified
more high cloud clusters. Some of the Oreopoulos et al. (2016) regimes, particularly
CR3, CR4, and CR5, have no corresponding regimes in our result. These regimes
are relatively rare and likely a result of the different clustering methodologies as
the k-means clustering approach used by Oreopoulos et al. (2016) appears to iden-
tify several lower RFO regimes and place a larger portion of results in the clear-sky
cluster. The differences in the clusters should not lead to differences in overall cloud
properties as the analysis is based on the same data however it may lead to different
attributions of errors. Overall these two different sets of MODIS-derived regimes
agree well with each other. McDonald et al. (2016) generated their clusters (hence-
forth referred to as nodes) from a different satellite data set (ISCCP; Rossow and
Schiffer (1991)) resulting in a significantly different set of clusters. The clearest dif-
ference between our clusters and the nodes is the prominence of the uppermost left
pixel in the ISCCP clusters, which is associated with established issues within the
ISCCP data set, though a recent refinement on the work in McDonald et al. (2016)
has partially reduced this issue. The ISCCP clustering also features considerably
less optically thick cloud. Despite these differences in the histograms, some clusters
show distinct similarities such as the McDonald et al. (2016) Node 1 and our Cluster
9 or Node 11 and Cluster 12. It could be argued that the separation of Nodes 14 and
15 in McDonald et al. (2016), which is ascribed to closed and open mesoscale con-
vective cells, is mimicked by our Clusters 11 and 12 although the effect is less clear.
Overall it is clear that the joint histograms in the current work, Oreopoulos et al.
(2016) and McDonald et al. (2016) represent a similar range of cluster behaviors.
3.5 Model Cluster Evaluation
The differences in the geographic distribution of RFO between the satellite data and
model output is shown in figure 3.4. The absolute difference in the global average
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RFO is identified in the subtitle for each cluster. Examination of RFOs demonstrates
that GA7 has a greater amount of the Land-based regime but underrepresents both
Tropical and Marine regimes. However, the clusters within the Mixed–layer and
Stratocumulus regimes display less consistency. Cluster 6 shows the largest differ-
ences between MODIS and GA7, with GA7 simulating excessive clear skies over
the ocean as well as land. This is at least partially due to MODIS having a higher
average cloud fraction than GA7, which leads to an excessive allocation of GA7 his-
tograms to the lowest cloud fraction cluster. Significant differences also occur for
all four of the corner states (1, 4, 9 and 12), each of which is relatively common
in the MODIS data, with these clusters all having reduced occurrence rates within
GA7. Examination of the related differences in geographic distribution shows that
the differences between these clusters take several forms. Overall, there is a shift
from having many relatively high occurrence clusters in the observational data to a
few in the model, going from five clusters above 10% in observations to only two in
GA7. We note that Cluster 6 has low intracluster similarity, which suggests that it is
a low cloud fraction “catch all” class when connected to the model output.
FIGURE 3.4: Difference between the GA7 and MODIS geographic dis-
tributions of relative frequency of occurrence (RFO). The number in the
subtitle of each of the clusters represents the overall difference in occur-
rence rate for the given cluster. The sign convention used in this figure
is model minus observations.
The global mean SW CRE shows strong agreement between the GA7 output and
CERES observations while the LW CRE performs more poorly (see the subtitles in
figure 3.5). The differences between the model and observations in both LW and SW
CRE are highly regional. For example, both the LW and SW exhibit clear problems
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in the tropics while there are also issues related to the SW CRE in the polar regions.
The problems over the Southern Ocean for the SW CRE are the well-established
Southern Ocean radiative bias identified by Trenberth and Fasullo (2010) and Bodas-
Salcedo et al. (2012). The net CRE values (LW CRE + SW CRE) also show good
agreement, with most differences restricted to the poles. The results from CERES
also compare well to previous work (Boucher et al., 2013), the slight differences
being due to the usage of different CERES data sets. It should be noted that to
ensure fair comparison, the CERES data have been interpolated to the same grid as
GA7.
FIGURE 3.5: Longwave (LW), shortwave (SW), and net cloud radiative
effect (CRE) for the Global Atmosphere version 7 (GA7) and Clouds
and the Earth’s Radiant Energy System (CERES) data sets as well as
the difference between the two data sets for each of these variables.
The number in the subtitle is the area-weighted global mean of the cor-
responding figure.
The overall CRE values can also be analyzed on a cluster-by-cluster basis to ensure
that each cluster has its radiative characteristics accurately simulated. As such the
area-weighted mean CRE associated with a given cluster is calculated for both the
CERES observations and GA7 output (figure 3.6). Readers should also be cautious
in their interpretation of the SW CRE values, as SW CRE is negative by convention,
a positive bias indicates a greater magnitude CRE for the observations as opposed
to the LW where it indicates a greater magnitude in the model. All of the clusters,
except for Cluster 5, have a greater LW CRE in observations than in the model, while
the clusters are evenly divided between a positive and negative SW bias suggesting
compensating errors in SW CRE between the clusters. The average size of the error
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in the LW CRE is comparable to the SW CRE, with the clusters individually aver-
aging around a 5 Wm−2 difference between observations and model output. The
cluster that displays the largest increases in occurrence rate in the model relative
to the observations (Cluster 6) is associated with a relatively minor error in the LW
CRE and around average error in SW CRE, while the clusters that have the largest
underestimations of RFO (Clusters 3 and 4) show the largest errors. In terms of the
cloud regimes, the Land-based cloud and Tropical cloud regimes are the most ac-
curate and the Stratocumulus regime has some minor issues, while the other two
cloud regimes perform poorly. However, these patterns are less cohesive within a
regime than they are for the earlier analysis.
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FIGURE 3.6: Distribution of the clusters within longwave-shortwave
space. The first two panels show the distribution of clusters within the
Global Atmosphere version 7 (GA7) and Clouds and the Earth’s Ra-
diant Energy System (CERES) data, respectively, while the third panel
shows the differences between the clusters. The bars indicate one quar-
ter of the interquartile range to match McDonald et al. (2016), and the
color indicates the relative frequency of occurrence (RFO) of the given
cluster. The sign convention used in the third panel is model minus
observations. CRE = cloud radiative effect.
Using equation 3.3, the contribution each cluster makes to the overall difference
in SW and LW CRE can be calculated. To analyze how these contributions vary
between the different regions, the output is subset into the regions specified in figure
3.1. The results are shown for the SW CRE in figure 3.7 and in the LW equivalent in
figure 3.8. The global results indicate that the impact of a few clusters (particularly
Clusters 6, 9, and 10) is disproportionately large. It is also apparent that there are a
set of compensating errors across all of the regions that would have been masked if
our analysis focused only on average properties which are shown as the black line
in these figures.
From figure 3.7, the different hemispheres show substantial differences in mean SW
bias which appears to be due to the cumulative effect of minor differences in all of
the clusters. The different dynamic and microphysical properties may also play an
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FIGURE 3.7: Contribution to the overall shortwave (SW) difference for
each cluster. Each of the separate regions are identified in figure 3.1.
The black lines and the number in the title indicate the sum of the biases
for the corresponding region. The color of a given bar indicates which
cloud regime that cluster is associated with: blue for Tropical, red for
Marine, green for Land Based, black for Mixed-Layer and magenta for
Stratocumulus. CRE = cloud radiative effect. A number is included
over bars the exceed the limits of the plot indicating the magnitude of
the corresponding bar.
important role in creating these hemispheric differences (Oreopoulos, Cho, and Lee,
2017b). All of the regions also appear to differ substantially from their hemispheric
averages with the differences being particularly large in the Deep South, Southern
Ocean, East Pacific, and West Pacific regions. The Northern Ocean is unique as only
a few clusters even occur there, and these only show a minor bias. While there is lit-
tle geographic distance between the Deep South and Southern Ocean regions, they
show significant differences in some clusters, in particular Clusters 10 and 12, which
leads to a large difference in their mean SW CRE (with the SW CRE in the observa-
tions being larger than that in the model). Within the model, Cluster 10 starts to
act as stratocumulus cloud, which when considered with the errors in Clusters 11
and 12 suggests that the flaws in the Deep South and Southern Ocean regions are
dominated by representational issues related to stratocumulus cloud. In contrast
to the Deep South and Southern Ocean, the North and South Atlantic regions are
relatively similar and show good agreement with the majority of the clusters show-
ing the same bias with the exception of Cluster 6. The East Pacific region shows
problems with multiple types of cloud including stratocumulus from Western North
America and Tropical cloud from the central Pacific. The West Pacific region faces a
unique issue as the only region significantly impacted by Cluster 5.
The LW results in figure 3.8 show relatively simple behavior. Several of the regions
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FIGURE 3.8: Contribution to the overall longwave (LW) difference for
each cluster. Each of the separate regions are identified in figure 3.1.
The black lines and the number in the title indicate the sum of the bi-
ases for the corresponding region. The color of a given bar indicates
which cloud regime that cluster is associated with: blue for Tropical,
red for Marine, green for Land Based, black for Mixed-Layer and ma-
genta for Stratocumulus. Note that this plot has a different scale along
the vertical axis to the preceding plot. CRE = cloud radiative effect.
are dominated by individual clusters including Cluster 5 in the West Pacific, Cluster
10 over the Deep South and Southern Ocean, and Cluster 9 in the majority of the re-
gions. Given the magnitude of the LW errors associated with Cluster 10 in the Deep
South or Southern Ocean, any attempt to address the issues with LW CRE in these
regions should focus on stratocumulus clouds. A similar approach should be fol-
lowed in addressing issues within other regions, although most other regions have
issues with multiple clusters. It is also interesting to note that clusters that have a
positive bias in SW CRE over a given region have a corresponding negative bias in
LW, although the magnitude is often different. Therefore, when a cluster overesti-
mates SW CRE values in the model, it also overestimates LW CRE, suggesting that
the model errors are interconnected.
To gain a greater understanding of the factors that cause the differences in figures
3.7 and 3.8, these results are decomposed into different terms following the process
described in equation 3.4. The resultant LW and SW CRE decomposition is shown
in figure 3.9 where each cluster has had the overall CRE differences attributed to
differences in the RFO, CRE and the covariation of these two variables. The RFO
component clearly dominates the other two factors in every cluster suggesting that
the cloud may be simulated well in GA7, but the relative proportions of the different
types of cloud is a larger issue. The differences in CRE are the second largest issue
for the majority of clusters. The regional breakdown of these values are included
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in appendix A, showing minor regional variation with the RFO term consistently
responsible for the majority of the bias. These results agree with those shown in
Mason et al. (2015), which identifies the RFO error as dominant. The work of Tan
et al. (2017) also uses the same technique and finds that the overall differences in
precipitation between model and observations are largely the result of differences
in the precipitation term, suggesting that this technique is valuable.
SW CRE Decomposition















FIGURE 3.9: Decomposition of the overall cluster-based cloud radia-
tive effect (CRE) error into separate components based on differences in
relative frequency of occurrence (RFO), CRE, and covariation between
these two terms. Each bar represents the fraction of the absolute er-
ror associated with a particular cluster. The RFO term is shown in red,
CRE term in blue and covariation term in green. Note that the two
plots have different scales along the vertical axis. SW = shortwave;
LW = longwave.
3.6 Discussion and Conclusion
By using the MODIS-derived clusters to analyze the GA7 output, differences be-
tween model and observations are identified. The 12 clusters are then assigned to
five different cloud regimes, simplifying the interpretation of these differences. The
evaluation of GA7 with regard to each of the cloud regimes is outlined below:
1. Tropical cloud (Clusters 1 and 2): The occurrence rate of this regime drops
from 17% in the observations to 11% within the model (figure 3.4). These dif-
ferences manifest in the form of strong regional underestimations of the oc-
currence rates of both clusters with very few regions showing an increased
occurrence rate in the model. The average LW CRE is too small in GA7, while
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the average SW CRE is too large (figure 3.6). The contribution these clusters
make to the overall SW CRE bias is negligible except in the South Atlantic,
West Pacific, and East Pacific regions where they still only play a minor role
(figure 3.7). The restriction to these particular regions is expected as these are
the only regions where this regime is prevalent in either the model or obser-
vations. Cluster 1 also makes an important contribution to the global LW bias
and plays an important role in the regions identified above (figure 3.8).
2. Land-based cloud (Clusters 5 and 6): This regime shows a substantial increase
in occurrence rate, rising from 18% in the observations to 51% in GA7, expand-
ing from land to include significant ocean coverage (figure 3.4). This regime
shows relatively minor differences in both average LW and SW CRE (figure
3.6), despite the large difference in occurrence rate, which means a surpris-
ingly small contribution to the global LW CRE error. However, this regime
makes major contributions to the overall SW CRE error over almost all of the
regions examined (figures 3.7 and 3.8).
3. Marine cloud (Clusters 3, 4, 7 and 8): This regime shows a substantial decrease
in occurrence rate, falling from 33% in the observations to 3% in GA7, losing
coverage over the tropics and midlatitudes while retaining some minor cov-
erage over the polar oceans (figure 3.4). The clusters in this regime also show
the largest differences between average model and observational LW and SW
CRE (figure 3.6). From this regime only Cluster 4 has a significant contribution
to the global SW CRE error and only plays a major role over the North Atlantic
(figure 3.7). These clusters have a minimal impact on the differences in overall
CRE despite the major differences in RFO. This is due to the clusters’ small
average CRE values in both the model and observations.
4. Mixed-layer cloud (Clusters 9 and 10): The occurrence of this regime increases
from 19% in the observations to 23% within the model. These differences take
the form of gains in Cluster 10 that exceed the losses in Cluster 9 (figure 3.4).
Within the model, Cluster 10 shows large increases over subsidence regions
and the storm tracks while the losses in Cluster 9 appear to be mostly over
land. This suggests that within the model, stratocumulus is assigned to Cluster
10, while within the observations it is assigned to Clusters 11 and 12. Clusters
9 and 10 show a relatively large average SW CRE bias, and Cluster 10 con-
tributes significantly to the LW bias (figure 3.6). These clusters feature two of
the largest contributions to the overall SW CRE bias and always act in opposite
directions(figures 3.7 and 3.8).
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5. Stratocumulus (Clusters 11 and 12): This regime shows almost no overall dif-
ference in occurrence rate as the decreases in Cluster 12 in GA7 are compen-
sated with increases in Cluster 11. These increases in Cluster 11 occur over
the global oceans, while the decreases in Cluster 12 occur over the subsidence
regions (mainly the west coast of the Americas) and the polar oceans (figure
3.4). This regime has only minor issues with average SW CRE, while Cluster
11 shows a consistent LW CRE bias (figure 3.6). The contribution to overall
SW CRE from Cluster 12 is large over all regions, while Cluster 11 only has a
particularly large impact over certain regions such as the Southern Ocean and
Deep South (figure 3.7).
Together, these results demonstrate that the differences between the model and the
observational CRE are mainly due to the Land based, Mixed-Layer and Stratocumu-
lus cloud regimes, while the Tropical and Marine regimes only make minor contri-
butions to the difference in CRE globally. However, when examined regionally, each
of the regimes shows problems in at least a few regions. This issue is clearest in the
case of the Tropical cloud regime, which shows no bias in the majority of regions,
but has an impact in the East Pacific, West Pacific, and South Atlantic regions. By
examining the role that clusters play in a given region, unique representation issues
can be identified for each of the regions. Once the overall CRE error contributions
were calculated, they were decomposed into different terms representing the source
of the error. This clearly established the occurrence rates of the various clusters as
the primary source of the differences in the overall CRE in the observations and the
model, in agreement with previous work focused on the Southern Ocean detailed in
Mason et al. (2015). When combined with the earlier results, this suggests that each
of the clusters are simulated reasonably well and that the differences in CRE are the
result of differences in the relative proportions of the various clusters.
Examination of the results on a cluster-by-cluster basis shows that five of the clusters
(4, 6, 9, 10 and 12) are responsible for the majority of the differences observed. These
clusters mostly have high occurrence rates and cumulatively account for around
55% of the observational measurements and 70% of the model data. Clusters 4, 9,
and 12 show a relatively consistent bias over all the regions, while Clusters 6 and 10
vary considerably across the regions. As there appears to be many regional factors
that affect how a particular cluster performs, comparisons should be made at a re-
gional level as suggested by Leinonen et al. (2016). Cluster 11, which is connected to
stratocumulus cloud, highlights this problem with the global results showing minor
issues, while an examination of the Deep South and Southern Ocean regions high-
lights major model flaws associated with this cluster. Due to the issues related to
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Clusters 10–12 this is likely the result of the representation of stratocumulus cloud
within the model. This issue has been clearly identified in the previous work of
Williams and Webb (2009), Bodas-Salcedo et al. (2012), Kay et al. (2012), and to a
lesser extent Haynes et al. (2011). Other clouds may be included in these clusters
such as nimbostratus or frontal cloud, which could play an important role in es-
tablishing these biases. Previously, this type of information has been used to target
model development such as in Kay et al. (2016), which altered the model super-
cooled liquid water scheme. Examination of the individual clusters also demon-
strates how important it is to consider differences in both RFO and CRE. For ex-
ample, Cluster 7 shows a large average SW CRE difference but only makes minor
contributions to the overall CRE difference as it only has minor differences in oc-
currence rate. Within each of the identified regions the overall differences in CRE
between the model and observations can be attributed to particular clusters. For ex-
ample, the differences over the West Pacific region are almost entirely the result of
issues with Clusters 5, 6, and 9. Additionally, the problems with the SW CRE over
the Deep South are shown to be the result of Clusters 10 and 11.
The metric approach introduced by Williams and Webb (2009) and refined by Ma-
son et al. (2015) has successfully been expanded to show errors over particular re-
gions, following Leinonen et al. (2016) and has then been used to identify issues
with the representation of specific clusters. The clusters can then be linked back to
the physical cloud types, for example Clusters 10–12 to stratocumulus or Cluster 6
to clear skies. The large variance in cluster behavior between different regions sug-
gest that the unique conditions of each region play an important role. Examples of
regional conditions that impact CRE include, but are not limited to, aerosol compo-
sition (Oreopoulos, Cho, and Lee, 2017b), cloud phase (Matus and L’Ecuyer, 2017),
and position of hemispheric jets (Grise and Polvani, 2014). By examining the links
between the clusters and regional features, it is possible to identify processes within
the model that contribute to these errors. In particular, cloud phase has been iden-
tified as a important factor in determining the radiative properties of cloud (Matus
and L’Ecuyer, 2017) and is likely a good candidate for further research using these
techniques. Given the importance of cloud vertical structure to radiative transmis-
sion (Yuan and Oreopoulos, 2013), there is also the possibility of extending this work
to examine the differences between the model and observational cloud structure fol-
lowing the methodology of Oreopoulos, Cho, and Lee (2017a).
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Further investigations of the MODIS
Cloud Clusters: Variability, vertical
cloud structure and cloud phase
4.1 Abstract
This chapter focuses on expanding the analysis of the cloud clusters derived in the
preceding chapter. This is achieved by introducing additional data, such as the
MODIS cloud fraction data and the CloudSat dataset, as well as the using additional
statistical analysis. First, the majority of the clusters were shown to have histograms
that matched well with their constituents, with Clusters 5 and 6 standing out as ex-
ceptions. The variability of the clusters was investigated using analysis based on
subsoms which are generated by running the SOM algorithm on already clustered
data. Most of the clusters were shown to have a close to even occurrence rate for
the each sub-clusters, with Cluster 6 again standing out as a major exception. There
was also very little variability in the rates of sub-cluster occurrence over different
regions. Analysis based on CloudSat data allows us to independently verify the
behavior of the cloud clusters as well as identify additional features that cannot be
seen in the MODIS data. The results from the CloudSat analysis are also compared
with equivalent data from a model run showing strong agreement. This suggests
that the model does a good job of simulating the cloud for each of the clusters and
therefore that model errors are mostly the result of incorrect cluster occurrence rates.
The phase specific cloud fraction values are also compared between the model and
observations and strong regional biases are identified. These values are then tied to
the clusters and the relationship between the cloud clusters and the ice cloud frac-
tion is established as a fundamental issue in the model. Overall, the work in this
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chapter provides a more comprehensive view of the MODIS clusters and highlights
many features that were missed in previous work.
4.2 Introduction
While Chapter 3 established the cloud clusters and used them to perform some pre-
liminary model evaluation, it did not delve deeply into the wider range of behav-
iors of these clusters within the observational data. Therefore, the primary focus
of this chapter is the examination of the cloud clusters with a wider array of ob-
servational variables and statistical techniques. Additional data that was used in-
cludes extra MODIS variables, such as ice and liquid cloud fractions, as well as
reflectivity-altitude histograms from the CloudSat dataset. Examining the cloud
clusters through the lens of entirely different datasets allows for an independent
validation of any behavior observed within the clusters.
Clouds play an extremely important role of in the climate system, particularly through
their impact on radiative fluxes. There is a fundamental relationship between the
phase of cloud water and cloud radiative effect (Matus and L’Ecuyer, 2017). The
representation of water phase within clouds has been a longstanding issues in cli-
mate modeling (Senior and Mitchell, 1993; Prenni et al., 2007; Cesana and Storelvmo,
2017) and is suspected to be one of the primary causes of the Southern Ocean Ra-
diative Bias (Bodas-Salcedo et al., 2012; Kay et al., 2012; Furtado and Field, 2017).
Therefore the relationship between cloud water phase and the clusters is a major
focus within this chapter.
By better understanding the relationship between the clusters and cloud phase, the
source of phase differences between models and observations can be better estab-
lished. To link the clusters to cloud phase, data from both the CloudSat dataset and
MODIS dataset are used. The MODIS instruments passively measure radiances over
a wide swath, while CloudSat uses a radar to perform detailed measurements in a
narrow swath. This enables CloudSat to provide a more comprehensive view of the
internal cloud structure as it can make observations at different heights within the
same retrieval. On the other hand MODIS provides a much greater spatial coverage
compared to CloudSat. These instruments strongly complement each other and are
combined to provide a more nuanced view of cloud.
In addition to the use of more observational data, an additional set of statistical
methods are used to provide a more comprehensive understanding of the clus-
ters. These are primarily focused on increasing our understanding of the variability
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within the clusters and identifying how strongly that variance is related to different
regional factors. While differences in the regional performance of the clusters were
examined in chapter 3 (particularly in the investigation of geographic relationship
to RFO in figures 3.3 and 3.4 and in the breakdown of CRE bias in figures 3.7 and
3.8), the emphasis here is directed towards the intra-cluster variability as opposed
to examining average properties.
The main tool used to investigate these issues is subsomming. Subsomming is a
process where the SOM algorithm is applied to each of the already identified clus-
ters, allowing for the identification of representative sub-clusters within each of the
clusters. By examining the sub-clusters that make up a cluster, we can better under-
stand the range of behaviours within that cluster. Several different metrics are used
to identify interesting results from the sub-clusters. This includes a novel metric
known as the subsom entropy that is used to analyze how evenly distributed the
occurrence rates of the sub-clusters are.
4.3 Data and Methodology
4.3.1 Data
The MODIS data used in this chapter has already been described in chapters 2 and 3.
The MODIS joint histograms are used for the SOM and subsom processes and were
prepared in the same manner as described in chapter 3. Total cloud fraction as well
as the corresponding ice and liquid cloud fractions were also used from the MODIS
data. As discussed in section 2.3.1, there are two different cloud fraction values
from the MODIS dataset, known as mask and retrieved cloud fraction. We differ
from the approach of the previous chapter by using the retrieved cloud fraction.
The retrieved values are used as they enable partitioning into phase based values.
These cloud fractions values needed no special preparation, however it is worth
noting that a some of the measurements are unable to determine phase. As there
are only a relatively small number of these measurements, they are only passingly
examined.
Data from the CloudSat satellite is also used. CloudSat carries a 94 GHz cloud pro-
filing radar that has a 485 m vertical resolution with the ability to retrieve measure-
ments in all conditions (Stephens et al., 2002). Naturally, this means that Cloudsat
covers a narrow swath and therefore has limited spatial coverage. The minimum
detectable signal for the CloudSat satellite appears to be around -30 db which is
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enough to capture all of the major cloud structures in the atmosphere (Stephens et
al., 2008). There are several different CloudSat data products that can be used for
many different purposes, this work focuses on using the reflectivity profiles from
the 2b-GEOPROF dataset. These profiles are used to generate reflectivity-altitude
joint histograms. These histograms are then related to each of the MODIS cloud
clusters, allowing the clusters to be examined from a second point of view. These
observations are especially useful for understanding the properties inside clouds
which are not well captured by passive instrumentation like MODIS. The CloudSat
instrument is covered in much greater detail in section 2.3.3.
The model data used in this chapter is generated by the atmosphere only component
of the HadGEM3 model, known as the global atmosphere (GA) model. This is the
same model used in chapter 3, however some additional data outputs are used. The
particular version of the model is used is version 7.0 of the GA model. This model
run was nudged towards ERA-Interim reanalyses and as the simulation was from
GA model, most of the non-atmospheric components are prescribed. As in chapter
3, we use the COSP simulator(Bodas-Salcedo et al., 2011) to generate MODIS equiv-
alent CTP-COT joint histograms. Additionally, MODIS ice, liquid and total CF are
generated with COSP. Similarly, CloudSat equivalent reflectivity-altitude joint his-
tograms are also generated in the model through the usage of the COSP simulator.
4.3.2 CloudSat Processing
Calculating the cluster related CloudSat histograms from the reflectivity profiles re-
quires some pre-processing. First the individual profiles are combined to form the
reflectivity-altitude joint histograms. As we are aiming to compare with the MODIS
dataset, which has a 1◦ by 1◦ resolution, profiles are placed within a grid with the
same resolution. Once the profiles have been appropriately grouped, they can be
turned into the histograms by simply taking every profile within the grid cell, count-
ing the occurrences rate of signal detections at each altitude and then summing the
results. Once the full set of histograms has been generated they can be directly
tied to the established MODIS clusters. While there are different methodologies
for calculating the cloud fraction from the CloudSat data, we do this calculation by
counting the fraction of profiles in which a cloud is detected.
The 2b-GEOPROF data also has a cloud mask quality filter for the reflectivity pro-
files. This filter provides a value between 0 and 40 and we require a value of 30 for a
measurement to count as a cloud detection. This means that all of the histograms are
preprocessed so that reflectivity values that have a corresponding cloud mask value
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less than 30 are not counted. The mask also plays an important role in calculating
the cloud fraction value, as it allow us to determine what counts as a cloud detec-
tion. Therefore, the cloud fraction calculation is clearly dependent on the choice of
value for cloud mask. The value of 30 used in this analysis corresponds to a false de-
tection rate of around 4% (Marchand et al., 2008) and has been used in other studies
(Haynes et al., 2011; Leinonen et al., 2016). It is also worth noting that the cloud frac-
tion is primarily used here as a way to evaluate the clusters relative to each other.
This means that our analysis is not strongly dependent on the exact magnitude of
the cloud fraction, so the exact mask value used is not likely to impact the interpre-
tation of the results.
4.3.3 Subsoms
To further explore the range of behavior within the clusters, a subsom is generated
for each cluster. Subsomming is a process where all the data associated with one of
the identified clusters is run through the SOM algorithm again. This results in the
identification of a set of sub-clusters associated with each of the original clusters. For
this work each cluster was split into six different sub-clusters organized into a six by
one SOM. We use a one dimensional SOM so that the sub-clusters would be easy to
interpret, as they should show a spectrum running from sub-cluster 1 to sub-cluster
6. The number of sub-clusters was chosen because it appeared to capture a wide
range of behavior while keeping each of the sub-clusters relatively distinct from one
another.
The sub-clusters can be used in many different ways to examine the variability
within the clusters and are particularly useful for understanding the relationship
between the clusters and regional forcings. To better understand the sub-clusters,
two metrics are used; the Euclidean distance between sub-cluster histograms and
the subsom entropy. The Euclidean distance indicates how different the sub-cluster
histograms are from each other, therefore describing how large a range of common
scenarios are contained within a given cluster. While the Euclidean distance ap-
proach is common within this area of research, the subsom entropy is an entirely
novel concept. Entropy is often used as a statistical measure of randomness in a
system which consists of several micro-states (Shannon, 1948). Entropy has been
used for other purposes in atmospheric science such as understanding stratospheric
mixing (Krützmann, McDonald, and George, 2008) and understanding climate ef-
ficiency (Bannon, 2015). Here it is used to examine the range of RFO values in the
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sub-clusters, which can be viewed as probabilities that correspond to given micro-
states. This allows us to easily identify regions where the sub-clusters are evenly
distributed or where one sub-cluster dominates. Specifically, we define the subsom




Where S(r,j) is the subsom entropy within cluster j over region r and RFO(i,r) is the
occurrence rate of sub-cluster i over region r given that the corresponding cluster j
occurs. The subsom entropy is calculated over each region to demonstrate how the
variability of the clusters changes over the planet. The RFO values must be scaled
from a value that ranges from 0 to 100 to a fraction between 0 and 1. This equation
has the exact same form as the standard statistical mechanics and information theory
equations for entropy.
The simplest interpretation of the subsom entropy is that the smaller the value the
more uneven the distribution of sub-cluster RFO. Therefore, a particularly small
subsom entropy indicates that a given cluster is dominated by one or two sub-
clusters, which in turn tells us that the variability in the cluster is likely small. There
are other situations which can cause a small subsom entropy, however all of these
cases indicate unevenly distributed sub-cluster occurrence rates. To aide in inter-
preting these values some example calculations are shown in appendix B as table
B.1. These calculations show that the value of S can range from 0 to 1.8 and maxi-
mize when all sub-clusters are equally likely, as expected.
4.4 Cluster Variability and Subsom Analysis
To examine the variability within each of the clusters, the range of histograms that
are assigned to each of the clusters are investigated. This is done using using a
methodology from McDonald and Parsons (2018) which is based on examining the
distribution of correlation coefficients between a clusters histogram and its con-
stituents histograms. The results of this analysis are shown in figure 4.1 which
displays a box-plot of the Pearson correlation coefficients between a cluster’s his-
togram and each of that cluster’s constituent histograms.
Most of the clusters appear to be strongly correlated with their constituent his-
tograms, with the majority of clusters having a median correlation coefficient greater
0.5. Clusters 5 and 6 act as stark exceptions with median values below 0.2 and some
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FIGURE 4.1: Distribution of correlation coefficients between a cluster’s
histogram and the histograms of all of the measurements assigned to
that cluster. The red line indicates the median value, the blue box the
quartiles and the whiskers go to approximately 2.7σ from the median.
Values outside this range are indicated with a red plus.
values with negative correlation values. Both of these clusters do however show
evidence of many constituent histograms that are also strongly correlated to the
cluster. Cluster 6 was identified as the lowest cloud fraction cluster in chapter 3,
enabling it to be the main source of disagreement between the model and obser-
vations by capturing many of the extra low cloud fraction histograms generated
by the model. Overall, it appears that the histograms assigned to Clusters 5 and 6
are poorly represented by the cluster histogram and that these clusters have a wide
range of constituent histograms. This suggests that the MODIS clustering could
potentially benefit from increasing the number of clusters to allow for the measure-
ments in these two clusters to be split into different groups. This issue could also
be due to low cloud fraction clusters showing a wider range of results, as it would
require a much smaller difference in the histogram for a low cloud fraction cluster
to be anti-correlated than a high cloud fraction cluster.
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To further examine the relationship between the clusters and the observations allo-
cated to the clusters, the distribution of Euclidean distance from a cluster histogram
to it’s constituent histograms is shown in figure 4.2. While this approach is biased
due to the differences in CF value between the clusters, it can still be used to un-
derstand the behaviour within a cluster. Most of the clusters show a wide range
of distances with several showing large mean values. This suggests that all of the
clusters contain some constituent histograms that are substantially different from
the cluster histograms. There are several different shaped distributions in figure 4.2
with cluster 6 standing out as particularly unique. The cluster 6 result is likely due
to there being many histograms assigned to cluster 6 with near zero cloud fraction
and all of these histograms roughly the same distance from the cluster histogram.
Several clusters show constituent histograms with distances much larger than ex-
pected. This suggests that there are occasional histograms that don’t fit well with
any of the clusters and are allocated to the closest cluster despite not matching it
well. Most clusters also show a very small number of constituent histograms in 0
- 0.1 distance bin which suggests very few of the histograms exactly match their
cluster.
To investigate the links between variability of the clusters and the different regions,
we focus on metrics based on the RFO and sub-cluster RFO. To simplify the RFO
distributions identified in figure 3.3 and to contextualize the work that follows, the
regional average RFO for each of the clusters is plotted in figure 4.3. Compared to
figure 3.3 there are several features which are considerably easier to identify. For
example, the result that Cluster 6 plays a major role in many of the regions such as
the North and South Ocean regions. Figure 4.3 also more clearly demonstrates more
subtle changes in RFO that occur over the different regions, such as the changes
shown in Clusters 4 and 9. Additionally, it also makes the lack of regional variability
shown in Clusters 2, 7 and 8 much more obvious. By knowing the exact RFO value
of a given region, we can make more definitive claims about individual clusters and
appropriately dismiss results corresponding to relatively rare clusters.
As described in section 4.3.3, subsoms are generated for each of the clusters. This
results in the identification of 6 sub-clusters which make up each of the MODIS
clusters. For demonstrative purposes the sub-clusters associated with cluster 4 are
shown in figure 4.4. The sub-cluster histograms themselves are only of passing rel-
evance, so the histograms for the remainder of the clusters have been included in
appendix B. Cluster 4 was chosen to be used as a demonstration because it shows
a very strong transition from sub-cluster 1 to sub-cluster 6. This takes the form of
limited high level cloud in sub-cluster 1 gradually disappearing and being replaced























































































































FIGURE 4.2: The distribution of Euclidean distance between each clus-
ter histograms and all of the constituent histograms of that cluster. The
mean value is shown in the subtitle of each sub figure.
with an increase in low level cloud of higher optical thickness. By sub-cluster 6 the
high level cloud has completely disappeared and the sub-cluster is dominated by
low lying cloud with low to mid optical thickness. Each of sub-clusters has a similar
occurrence rate and the histograms are very similar to one another. This suggests
while there are several slightly different forms of cluster 4, the constituent measure-
ments are well represented by the cluster. Figures 4.1 and 4.2 also identify that this
cluster agrees very well with its constituent histograms.
The occurrence of the different sub-clusters in figure 4.4 could be the result of dif-
ferent regional forcings changing the features of the clouds. To investigate if any of
clusters have a link between sub-cluster occurrence rate and regional forcing, figure
4.5 shows which of the sub-clusters has the highest RFO for each cluster in each
of the regions. When examining this figure it is important to recognize that each
of the sub-cluster numbers are unique to each cluster, therefore there is no relation
between Cluster 1 sub-cluster 3 and Cluster 2 sub-cluster 3. The RFO for all of the
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FIGURE 4.3: The RFO associated with each of the clusters for all of the
regions defined in chapter 3. The color scale and numbers both show
RFO, the color scheme is used to make comparison easier.
sub-clusters over all of the regions is included in appendix B as figures B.12 - B.23.
While most of the clusters show only minor changes in which sub-cluster is most
common over the different regions, there are a few exceptions such as Clusters 1, 5
and 9. One of the most interesting results in figure 4.5 is that the clusters are almost
all dominated by their sub-cluster 1. Cluster 1 is the only cluster not dominated by
sub-cluster 1 in over half the regions. The fact that it is sub-cluster 1 dominating
is particularly odd as the dimensions of the subsom would place extreme cases in
sub-clusters 1 and 6 as they are the edges of the SOM. In general, the sub-clusters in
appendix B do have sub-clusters 1 and 6 as the extremes with the other sub-clusters
clearly falling on a spectrum in between.
Overall, the results in figure 4.5 suggest that while most clusters are dominated by
a single sub-cluster, very rarely does that sub-cluster occur at above 50% RFO. As
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Sub Cluster 2: RFO 15 %
18.6 20.6
Sub Cluster 3: RFO 13 %
24.7 20.9
Sub Cluster 4: RFO 17 %
27.8 23.9 10.1
















Sub Cluster 5: RFO 8.3 %
24.1 30 12
Sub Cluster 6: RFO 19 %
19.1 35.9 13.6
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #4 Relative Frequency of Occurrence (%)
FIGURE 4.4: The CTP-COT histograms for each of the sub-clusters as-
sociated with Cluster 4. Note the color scheme uses a log scale.
most of the clusters do not show much regional variation in dominant sub-cluster
and that sub-clusters rarely occur at above 50% RFO, it is likely that several sub-
clusters often occur at close to dominant rates. This is confirmed by an examination
of the sub-cluster RFO shown in appendix B. Cluster 6 is unique as it appears to
be overwhelmingly dominated by sub-cluster 1, suggesting there is only minor oc-
currence rates of any of the other sub-clusters. Interestingly, the clusters identified
in figure 4.5 as having a wide range of behaviors are not the same as those identi-
fied in figure 4.1. This suggests that the variability within each of the clusters is not
primarily driven by regional phenomena.
The sub-cluster RFOs are then used to calculate the subsom entropy with equation
4.1. The results of this calculation are shown in figure 4.6. As mentioned earlier,
the smaller the subsom entropy the more unevenly distributed the occurrence rates
of the sub-clusters. The majority of the clusters show values close to the maximum
subsom entropy of 1.8. This suggests that most of the clusters show close to evenly
distributed occurrence rates for all of the sub-clusters. This interpretation is strongly
supported by the sub-cluster RFOs shown in appendix B. Cluster 6 stands out be-
cause it has the lowest subsom entropy on average and is the only cluster that shows
signs of large imbalances in sub-cluster RFO outside the North Ocean region. This is
particularly clear over the South Atlantic and West Pacific regions, which when ex-
amined (in appendix B as figure B.17) show a single sub-cluster that occurs at rates
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FIGURE 4.5: The sub-cluster which has the highest occurrence rate for
each cluster over all of the regions defined in chapter 3. An asterisk is
used to indicated when a sub-cluster accounts for 50 % or greater of the
occurrences of its given cluster.
above 80%. While Cluster 6 is the only cluster that shows consistently low entropy,
several of the other clusters show low entropy within specific regions. For example
several clusters show low subsom entropy over the North Ocean. Many of these
clusters are extremely rare over this region and therefore can be ignored. However,
Clusters 9-12 show both sizeable occurrence rates and reduced entropy over this
region. This suggests that these clusters are characterized by a limited number of
sub-clusters over this region. Despite these exceptional cases, it is clear that the ma-
jority of the clusters have similar subsom entropy. This is useful information, as it
tells that most of the clusters only show minor differences in their behavior over dif-
ferent regions and no major imbalance over any particular region. It is also clear that
one of the major advantages of the subsom entropy approach is that it reduces the
large amount of information shown in figures B.12 - B.23 to a metric that is simple,















































































































































































































FIGURE 4.6: The subsom entropy associated with each of the clusters
for all of the regions defined in chapter 3.
As described in section 4.3.3, the Euclidean distance between all of the sub-cluster
histograms within a cluster is also examined. This means that we calculated the
distance between sub-clusters 1 and 2, 1 and 3, 2 and 3 and so on for all sub-cluster
combinations for every cluster. This provides useful information about how similar
each of the sub-clusters are and is therefore strongly complementary to the subsom
entropy. The distributions of Euclidean distance are shown for each of the clusters
in figure 4.7. The mean difference between the sub-clusters is generally small with
Clusters 2, 4, 6 and 8 having particularly small differences and Clusters 9, 10 and
12 having particularly large differences. The small magnitude of the differences
indicates that each of clusters is fairly representative of it’s constituent data. There is
some bias due to the different CF of the clusters impacting the Euclidean distances,
however the impact of this is limited. Most of the clusters are characterized by
a tightly packed distribution without any major outliers, however there are some
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clusters, such as 9 and 12, that show several values with a relatively large distances.
When compered to the results in figure 4.2, figure 4.7 shows reduced mean values
and a much smaller range of distances. In general, there is good correspondence























































































































FIGURE 4.7: The distribution of Euclidean distance between all of the
sub-cluster histograms with a cluster. The mean value is shown in the
subtitle of each sub figure.
As suggested above, figure 4.7 can also be used to aide in the understanding of
the subsom entropy results. For example, while Cluster 6 is characterized by low
subsom entropy, indicating that it is dominated by a single cluster, the Cluster 6
distribution in figure 4.7 shows us that the sub-cluster histograms of cluster 6 are
not very different. Examination of the sub-cluster histograms in appendix B shows
us that the cluster 6 histograms are somewhat different from one another, however
they still all show very limited overall CF. The distance appears particularly low
in 4.7 due to the low CF of cluster 6 which limits the possible size of Euclidean
distance between the sub-clusters. Overall, these results tells us that Cluster 6 is
dominated by one sub-cluster and that sub-cluster is relatively similar to the other
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sub-clusters of Cluster 6. This addresses the concerns voiced when discussing the
results of figure 4.1 regarding cluster 6 potentially being split into separate clusters
as there is no evidence of competing sub-clusters in cluster 6. Interestingly Clus-
ter 1, which shows only minor variance in the subsom entropy, is one of the most
likely candidates for having several distinct cloud types. This is due to Cluster 1
showing relatively large distances in figure 4.7, indicating that the sub-clusters are
distinct, and the results in figure 4.5 showing that the cluster has several different
sub-clusters which are dominant over different regions. An examination of the the
different regional sub-cluster RFOs of Cluster 1 (shown in figure B.12) does identify
a particularly high level of regional variability which supports this interpretation.
While the distribution of Euclidean distance is helpful, it would be more useful if it
was improved to also account for the cloud fraction of the cluster.
4.5 CloudSat Analysis
Following the process described in section 4.3.2, reflectivity-altitude histograms are
generated from the CloudSat dataset and then linked to the established MODIS
cloud clusters. These cluster based CloudSat histograms are shown in figure 4.8.
Before analyzing the histograms, it is worth comparing the cluster cloud fraction
values from the CloudSat data to those from the MODIS data. As described in sec-
tion 4.3.2, the CloudSat values are dependent on the mask threshold used and as
such we should focus on the overall relationships between the clusters and not the
exact values. While the CloudSat and MODIS values are calculated with different
methodologies, they should show the same overall cluster order in both of the two
datasets. This allows us to use CloudSat as a form of cluster validation. As the two
satellites have fundamentally different observational techniques, it is possible that
they could show some anomalies in ordering. The overall ordering of the clusters
looks very similar, with the highest cloud fraction clusters being in the left column
and the bottom row. While in general there is strong agreement in the ordering of
the clusters between the datasets, there are a few clusters that show clear differences.
For example Cluster 6 no longer has a uniquely low cloud fraction as Clusters 2 and
3 show similar values. Additionally Clusters 4, 8 and 12 appear to have relatively
low cloud fractions in CloudSat compared to MODIS even after accounting for the
differences in average cloud fraction between the datasets. The range of cloud frac-
tion values in figure 4.8 is slightly smaller than that shown in McDonald and Parsons
(2018), however this may be due their usage of a greater number of clusters.
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FIGURE 4.8: CloudSat reflectivity-altitude histograms corresponding
to the MODIS clusters identified in chapter 3. The CloudSat calculated
cloud fraction and MODIS cloud fraction values for each of the clusters
is shown in the subtitles of each of the sub figures.
To better understand the clusters, we examine the histograms in figure 4.8. Some
features are immediately obvious such as the presence of high cloud being limited
to Cluster 1, 5 and 9, most mid-level cloud limited to the high cloud clusters as well
as Clusters 10, 11 and 12 and the rest of the clusters being dominated by low altitude
cloud. Overall, the histograms are in strong agreement with the cluster histograms
shown in figure 3.2 and the interpretation of these clusters throughout chapter 3.
The work of Marchand et al. (2009), particularly figure 5 in their paper, serves as a
guideline for a more comprehensive interpretation of these histograms. For exam-
ple Marchand et al. (2009) identifies that once the reflectivity values are in excess of
-15db, the measurements within the bottom 5km are likely rain. Following this and
other explanations from Marchand et al. (2009), it can be determined that Cluster
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1 is related to non-precipitating ice, Cluster 5 and 9 to both precipitating and non-
precipitating ice and the remaining clusters are identified as mainly non-drizzling
boundary layer clouds. While Marchand et al. (2009) identifies these clouds as non-
drizzling, drizzle drops can have very low reflectivities and therefore exist within
these clouds. All of the clusters have some values below 5km and above -15db and
therefore show some evidence of rain. However, the only clusters that show a partic-
ularly large values in this region of the histogram are Clusters 5 and 9. Additionally,
Clusters 10, 11 and 12 show minor amounts of precipitating ice.
The histograms can be further understood by comparison to other clustered Cloud-
Sat histograms, such as those in Haynes et al. (2011), Leinonen et al. (2016), and
McDonald and Parsons (2018). Haynes et al. (2011) only examined data from the
Southern Ocean region while the other two papers worked with global datasets.
Qualitatively, the histograms in figure 4.8 look similar to the results shown in these
other papers. Our histograms shown strong agreement with those shown in Haynes
et al. (2011), with particular links identified including Cluster 1 and 5 jointly corre-
sponding to S6 and S8 and Cluster 9 corresponding to S7. The histograms in McDon-
ald and Parsons (2018) also agree well with our histograms, as they show limited
high cloud cases and large values near the surface. However, their histograms do
show a greater amount of high cloud in many of the predominately low cloud clus-
ters. Leinonen et al. (2016) shows a very different result with half of their histograms
predominantly associated with high cloud. This is likely due to these clusters only
having a combined RFO of 26 %. The results in figure 4.3 show that this is equiva-
lent to the combined RFO of our three clusters associated with high cloud, Clusters
1, 5 and 9.
A similar diagram is generated from model output by using the COSP simulator,
with the results shown as figure 4.9. Overall the ordering shown in figure 4.8 is
well replicated, with the shape of each cluster matching the observations. There are
some minor differences such as the bottom row in the model histograms missing
some of the mid-altitude structure as well as many of the low altitude cloud clus-
ters showing an increased low cloud presence. Some of the difference in low cloud
could be a result of the observational data struggling to make measurements below
a given height, which is not a factor in the model. Surprisingly, Cluster 6 matches
even better with the ideal clear sky state than what is shown in the observational
histograms. No cloud fraction values have been provided from the model output as
the COSP simulator produces the histograms directly as opposed to providing re-
flectivity profiles. This means that any model CloudSat cloud fraction value would
not be a like-for-like comparison with the observations.
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FIGURE 4.9: The model generated equivalent CloudSat reflectivity-
altitude histograms for each of the MODIS clusters. These are gener-
ated from the GA 7.0 model using the COSP simulator.
4.6 MODIS Phase Analysis
As discussed in section 4.3.1, the MODIS cloud fraction data includes liquid, ice and
undetermined phase fractions. The geographic distribution of each of these vari-
ables, in addition to total cloud fraction, is shown in figure 4.10. The undetermined
phase measurements are shown to be extremely rare. This affirms our approach
of ignoring the undetermined phase data. The liquid phase measurements appear
to be more common than ice phase. This is expected as the conditions that lead
to cloud ice phase are relatively rare. This is because the majority of clouds exist
closer to the surface where it is too warm for homogeneous nucleation and the rela-
tive scarcity of ice nuclei prevents widespread heterogeneous nucleation. The liquid
phase is characterized by a strong global presence with some hot spots such as the
West coast stratocumulus cloud decks of South America. The ice fraction coverage
is highly regional being mostly confined to the Mid-latitudes, Polar Oceans and over
South East Asia. This means that ice cloud is particularly common in regions with
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large cloud heights and vertical extents, which is expected due to reasons explained
in section 2.1.
FIGURE 4.10: The geographic distribution of MODIS total, ice, liquid
and undetermined cloud fraction.
The distributions shown in figure 4.10 are combined with equivalent results from
the model to calculate the difference in CF between the model and observations.
The results of this comparison are included as anomalies in geographic distribution
shown in figure 4.11. The most notable feature of figure 4.11 is that both the total and
ice fraction show highly zonal biases while the liquid fraction is almost universally
scarce, with only storm track regions showing an excess of liquid. Looking at the
lower portions of the Southern Ocean region, there is an interesting result. While
the overall cloud fraction in this region is similar in the model and observations,
this appears to be due to compensating errors in the ice and liquid fractions. Given
that the simulation of supercooled water has long been a problem in the models
(Cesana and Storelvmo, 2017), this result is not surprising. The immediate change
in both ice and liquid fraction biases that occurs at around 55◦S is very suspicious.
There is some indication of this transition in the MODIS total and liquid fraction in
figure 4.10, however it is more likely a result of behaviour within the model. This
could potentially be the result of failure to properly capture a highly latitudinal
phenomena such as sea ice or sea surface temperature variations.
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FIGURE 4.11: The difference between the geographic distribution of
cloud fraction in the GA 7.0 model and MODIS observations. Distribu-
tions are shown for total cloud fraction as well as ice and liquid phase
cloud fraction.
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The preceding figures establish the overall cloud phase biases between the model
and the observations, however our focus is on directly relating these biases to the
simulation of cloud. As such, the cloud fraction values related to each of the cloud
clusters are examined in figure 4.12. The total cloud fraction is generally similar in
the model and observations with a few exceptions such as Clusters 4 and 8. This is
unsurprising given that cloud fraction plays an implicit role in the clustering pro-
cess, as the histograms are weighted by cloud fraction. It is important to note that
while the model cluster CF values appear larger than the observations, this does not
contradict the results of figure 4.11. This is because the occurrence rates of these
clusters also change. The liquid fraction also matches well in all of the clusters. The
ice phase however shows stark differences between the model and observations. In
the observations, ice fraction is confined to three clusters, however in the model al-
most all of the clusters show some relationship to ice fraction. Additionally, some
total cloud fraction values appear similar as a result of compensating errors in ice
and liquid fraction ( particularly Clusters 5, 9 and 10).





















































































FIGURE 4.12: Table of MODIS and GA 7.0 cluster cloud fractions for
total, ice and liquid clouds. The model cloud fractions are generated
by using the COSP MODIS simulator.Note the color scheme is present
to highlight the clusters where the model and observations differ.
Figure 4.12 can be further understood by using the results of the earlier sections,
particularly section 4.5. For example, the limiting of the ice phase to three clusters
(Clusters 1, 5 and 9) in the MODIS data is in strong agreement with the results of
the CloudSat histograms. This suggests that the model has a fundamental problem
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simulating the relationship between cloud type and ice phase occurrence. It is im-
portant to note that the model does simulate the ice fraction associated with Clusters
1, 5 and 9 appropriately and that the ice issues are mostly with the other clusters.
Oddly, the model CloudSat histograms, shown in figure 4.9 show only minor ev-
idence of ice occurring outside of clusters 1, 5 and 9. This suggests that either the
COSP simulators disagree on the results related to phase or that very subtle changes
in the CloudSat histograms can correspond to large changes in MODIS cloud frac-
tion. Interestingly, Clusters 5 and 9 both show too little liquid fraction in the model,
which suggests the model may have issues capturing mixed-phase clouds. This may
be related to the missing low altitude and low reflectivity data in the model Cloud-
Sat histograms for these clusters. The two clusters that show the biggest difference
in cloud fraction, Clusters 4 and 8, occur at extremely low rates in the model as
shown in chapter 3. This means that the inability of the model to properly capture
these clusters cloud fraction will not result in substantial biases.
4.7 Discussion and Conclusions
By introducing additional datasets and further developing the statistical analysis
of the clusters, we were able to more comprehensively describe the behaviour of
each of the MODIS cloud clusters. Particularly useful developments in this chap-
ter include the introduction of several techniques based on the usage of subsoms
and analysis of the clusters through the CloudSat dataset. While the focus of this
chapter was directed towards understanding observational measurements, we also
furthered our understanding of the how the model represents cloud water phase.
The variability within the clusters was analyzed by using a new set of statistical
techniques. First the correlation between the cluster histograms with each of the
histograms allocated to that cluster was investigated. This showed strong correla-
tions for most of the clusters with the notable exception of Clusters 5 and 6. This
is a sign that these clusters could be host to several distinct types of clouds and
that the clustering scheme could potentially be improved by adding more clusters.
However, further analysis determined that this was not the case for these clusters.
The distribution of Euclidean distance between each cluster and its constituent his-
tograms was also included. This showed larger than expected average values in
all clusters suggesting very few exact matches between constituent histogram and
cluster histogram.
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The process of subsomming is introduced to further probe the clusters. The most
frequently occurring sub-clusters in each of the regions are identified and show a
high level of consistency between most of the regions. This suggests that different
regional forcings are not the primary reason behind the existence of notably differ-
ent sub-clusters within the same cluster. Two different methods were introduced to
further evaluate the clusters using the sub-clusters. The first is the subsom entropy
which describes the distribution of sub-cluster occurrence rates. This shows that,
with a few notable exceptions, the RFO distribution between sub-clusters is rela-
tively even over all the regions except the North Ocean. Second is the distribution
of Euclidean distance between each of the sub-cluster histograms, which identifies
how distinct the sub-cluster histograms are. However, there is a concern that this
analysis is somewhat biased due to cloud fraction differences between the clusters.
When these two metrics are combined, this analysis allows us to identify issues with
the clusters. Examples include one sub-cluster dominating Cluster 6 or the surpris-
ing large range of outcomes associated with Clusters 1 and 12. Overall, our results
suggest that our clusters represent the data well and that we do not need any addi-
tional clusters.
Ultimately, the major advantages of the subsom analysis can be summarized as fol-
lows. The identification of sub-clusters allows us to understand the magnitude of
variability within the clusters and what drives that variability. Analysis of the sub-
clusters using the techniques introduced in chapter 3 is unfeasible due to the re-
quired time and effort and also does not provide all the details that we want. This
also means that there would be major scalability issues for applications with larger
cluster numbers. To avoid these problems, the subsom entropy and distance be-
tween sub-clusters are used. This allows us to identify the behaviour of sub-clusters
without having to individually examine each cluster. The advantage of this ap-
proach is clearly demonstrated in this chapter as all of 24 the sub-cluster images
included in appendix B are effectively summarized by the two metrics. This ap-
proach could be improved by some major changes. We need to develop a method
that appropriately accounts for the different cloud fraction of each cluster when ex-
amining the distance distributions. It could also be beneficial to combine these two
metrics into a single metric which can be used to quickly examine the clusters.
The addition of the CloudSat data enables a more comprehensive understanding of
the internal structure of the clouds represented by the cloud clusters. Overall, the
CloudSat histograms appear to identify the same structure as the MODIS CTP-COT
histograms, independently validating the MODIS clusters. Examples of agreement
include identifying Clusters 1, 5 and 9 as high cloud and identifying Clusters 10,
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11 and 12 as low cloud with some associated mid-altitude behaviour. This agree-
ment also extends to some preliminary phase analysis based on the structure of the
CloudSat histograms. The two datasets show particularly strong agreement regard-
ing which of the clusters are associated with ice phase cloud water. These cluster his-
tograms are also shown to strongly agree with cluster related CloudSat histograms
from the literature. Equivalent histograms are generated from the model using the
COSP simulator. These show very strong agreement with the observational Cloud-
Sat histograms, arguably as strong as is seen between the CTP-COT histograms in
the model and observations. This suggests that the models are doing a good job of
capturing the behaviour related to the clusters.
Furthermore, the cloud phase was investigated through the use of MODIS phase
specific cloud fraction. The observational results agreed with our preconceptions.
Somewhat unexpected is the prevalence of ice phase cloud over South East Asia,
although this is likely due to the high tropopause and high cloud tops in this re-
gion. These results were then compared with the model generated cloud fractions,
showing a highly latitudinal bias in both the total and ice fraction. The liquid phase
however shows a general model deficit and regions of excess such as the Arctic
Ocean or the upper Southern Ocean. The issues over the Southern Ocean are likely
the result of problems simulating behaviour related directly to the Southern Ocean
storm track. The differences between observation and model cloud fractions are
further explored by directly linking the cloud fractions to the clusters. With the ex-
ception of a few clusters, such as Clusters 3, 4 and 8, the models and observations
agree well in total cloud fraction. They show even better agreement in the liquid
fraction. However, there appears to be a fundamental issue with the simulation of
ice phase cloud. This is due to the observations restricting ice phase to three clusters
while the model does not. Oddly, there is no evidence of this in the model CloudSat
histograms suggesting there could be an issue with the COSP phase retrievals.
There are several different ways in which this work could be expanded upon in the
future. One approach would be the refinement of the subsom entropy into a general
model evaluation tool. The cluster related cloud fraction work could be simpli-
fied and used as the basis for model inter-comparisons. It is also possible that this
work could be used in conjunction with other data sources to perform regional case
studies. Additionally, the subsom approach could be used to investigate the link be-
tween model errors and the representation of particular types of cloud. This could
be done by examining the relationships between the sub-clusters and atmospheric
variables such as precipitation and phase.
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Chapter 5
Cluster-based Evaluation of Model
Compensating Errors: A Case Study of
Cloud Radiative Effect in the Southern
Ocean
5.1 Abstract
Model evaluation is difficult and generally relies on analysis which can mask com-
pensating errors. This chapter defines new metrics, using clusters generated from a
machine learning algorithm, to estimate mean and compensating errors in different
model runs. As a test case, we investigate the Southern Ocean shortwave radia-
tive bias using clusters derived by applying self-organizing maps to satellite data.
In particular, the effects of changing cloud phase parameterizations in the MetOf-
fice Unified Model are examined. Differences in cluster properties show that the
regional radiative biases are substantially different than the global bias, with two
distinct regions identified within the Southern Ocean, each with a different signed
bias. Changing cloud phase parameterizations can reduce errors at higher latitudes,
but increase errors at lower latitudes of the Southern Ocean. Ranking the parame-
terizations often shows a contrast in mean and compensating errors, notably in all
cases large compensating errors remain. To understand how these changes to cloud
phase parameterizations impact the simulation of clouds, the cloud fraction is also
investigated using the same methodology.
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5.2 Introduction
Climate models are validated with comparisons to observational data, however,
many of these comparisons are simplistic, focusing extensively on mean or zonally
averaged behavior. These approaches can hide compensating errors, giving the false
appearance of accuracy (Jakob, 2003b; Hyder et al., 2018). The goal of this chapter is
to provide an approach for the evaluation of a model based on both its average error
and its compensating errors. This technique presents a more nuanced approach to
model evaluation which avoids the aforementioned problems.
One of the longest standing problems in climate models is the Southern Ocean radia-
tive bias (Wild et al., 1995), in which a weak shortwave cloud radiative effect (CRE)
over the Southern Ocean leads to an excess in surface down-welling solar radiation
(Bodas-Salcedo et al., 2012; Kay et al., 2012). The most common explanation for this
phenomena is that the models do not adequately capture cloud phase, with partic-
ular issues accurately representing supercooled liquid water (Bodas-Salcedo et al.,
2014; Bodas-Salcedo et al., 2016a). However, other factors such as a lack of low–level
cloud cover are also likely contributing factors (Bodas-Salcedo et al., 2012; Schud-
deboom et al., 2018). Previous studies have used several different approaches to
attempt to solve the cloud phase issue. Examples include Kay et al. (2016) who ana-
lyzed the impact of changing the ice nucleation temperature parameterization, Fur-
tado and Field (2017) who examined the effects of changing several ice process pa-
rameterizations and Furtado et al. (2016) who showed that a physical-based method
for diagnosing mixed-phase cloud fractions could significantly reduced net radia-
tion errors. Given the importance of ice processes to clouds within the Southern
Ocean region, this work focuses on investigating the impacts of altering parameter-
izations related to ice formation in the model. This analysis is primarily used as an
exploration of the model evaluation methodology, with investigating model issues
acting as a secondary objective which will be the subject of a later paper.
The cloud clusters developed in Schuddeboom et al. (2018) are used to account for
the effect of compensating errors. These clusters were generated by applying a Self
Organizing Map (SOM, Kohonen (1998) and Kohonen (2013)) to Moderate Resolu-
tion Imaging Spectroradiometer (MODIS) cloud data. Several previous papers have
also used the cluster framework to analyze model performance including Williams
and Tselioudis (2007), Williams and Webb (2009), Mason et al. (2015), Jin, Oreopou-
los, and Lee (2016), and Jin, Oreopoulos, and Lee (2017) and Tan et al. (2017). The
development of the global cloud regime error metric for the present day ( CREMpd )
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described in Williams and Webb (2009) is a particularly important influence for the
methods described here.
5.3 Data and Methodology
5.3.1 Observational Data
The observational data sets used in this analysis are the MODIS collection 6 data set
(Platnick et al., 2003; Platnick et al., 2017) and the Clouds and the Earth’s Radiant
Energy System (CERES) synoptic 1◦ (SYN1deg) Edition 3A data set (Wielicki et al.,
1996). In particular, we use cloud top pressure-cloud optical thickness (CTP-COT)
joint histograms from the MODIS dataset and daily upward radiative fluxes from
the CERES dataset. The MODIS CTP-COT histograms were used to generate the
clusters in Schuddeboom et al. (2018) which are reused in this analysis. The clusters
are described in detail in chapter 3. The average values of several key variables
for each of these clusters are shown in table 5.1. Additionally, each of the clusters
was assigned to a regime in Schuddeboom et al. (2018) which is also included in
table 5.1. The MODIS data is used to determine the CTP, COT, relative frequency
of occurrence (RFO) and cloud fraction (CF) of each cluster. The CERES data are
used to calculate the SW CRE. Detailed descriptions of the data preparation and
clustering processes used here are given in McDonald et al. (2016) and in chapters 3
and 4.
Cluster # 1 2 3 4 5 6 7 8 9 10 11 12
RFO (%) 12.1 4.8 10.9 13.7 5.1 13.1 3.9 4.6 13.4 5.4 3.6 9.4
CRE (Wm−2) -50 -18 -19 -33 -65 -14 -34 -45 -104 -84 -57 -75
CF (%) 78 35 50 71 75 26 55 74 93 91 75 89
CTP (hPa) 280 680 800 860 450 630 760 830 350 680 750 850
COT (τ) 4.5 6.1 3.6 5.2 18.2 19.7 10.3 9.5 20.9 26.5 20.2 16.1
Regime Tr Tr Mr Mr LB LB Mr Mr ML ML St St
TABLE 5.1: The observational values for Relative Frequency of Occur-
rence (RFO), Shortwave Cloud Radiative Effect (CRE), Cloud Fraction
(CF), Cloud Top Pressure (CTP) and Cloud Optical Thickness (COT) for
each of the clusters. The corresponding abbreviations for each of the
regimes are Tr for Tropical cloud, Mr for Marine Cloud, LB for Land
Based Cloud, ML for Mixed Layer and St for Stratocumulus.
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5.3.2 Model Data
The climate model used in this study is the free running Global Atmosphere (GA)
version 7.1 of the MetOffice Unified Model (UM) (Walters et al., 2017; Brown et
al., 2012). The resolution of the simulation is N96 (i.e. 1.875◦ × 1.25◦) in the hor-
izontal and 85 model levels in vertical. The model uses the ENDGame dynamical
core with a semi-implicit semi-Lagrangian formulation to solve the non-hydrostatic,
fully compressible deep-atmosphere equations of motion Wood et al. (2014). On top
of the standard GA7.1 version described in Walters et al. (2017), a modified micro-
physics scheme is used. These modifications include changes to the riming process
such as: a shape-dependence of riming rates using the parametrization by Heyms-
field and Miloshevich (2003), the prevention of small liquid droplets from riming
and usage of convection-permitting modeling (Furtado and Field, 2017). In the
present study, the GA7.1 control run follows the free running AMIP (Atmospheric
Model Intercomparison Project) climate model development protocol (Gates et al.,
1999). To enable clustering with the model data, equivalent MODIS CTP-COT his-
tograms are generated from the model using the COSP simulator (Bodas-Salcedo
et al., 2011). These histograms are then assigned to one of the MODIS clusters based
on the Euclidean distance between the histogram and the clusters, as described in
chapter 3.
As excess of ice is a known issue in the atmospheric model configurations of the UM,
our sensitivity tunings in this study are focused on the microphysics scheme that
controls ice formation. After testing several combinations of ice formation processes
in the model, deposition seems to be the most influential. In this study two different
approaches are adopted that incorporate changes to the ice deposition scheme. The
first is tuning the values of the ice deposition rate. In the cloud microphysics scheme,
the ice deposition rate is multiplied by a factor to make the growth and sublimation
processes asymmetric. The default value used is 0.9. For our sensitivity runs, we use
three different values for this factor 0, 0.01 and 0.6. Changing this parameter reduces
the ice growth, but doesn’t effect the sublimation. As mentioned earlier the primary
purpose of this study is to investigate the validity of the approaches used rather
than testing potential model changes, hence it does not matter that modifications to
this deposition factor are unphysical. The second parameter that was selected for
tuning in the microphysics scheme is the shape parameter or the capacitance of the
ice crystals. The growth rate of ice crystals is given by the equation,
dm
dt
= 4πCD(ρv− ρvr) (5.1)
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where C is the capacitance of the ice crystals. Furtado et al. (2015) showed that the
relative humidity in ice clouds can be strongly effected by the choice of C, indicating
that it could have strong effect on liquid water contents under mixed-phase condi-
tions. By default the model assumes that all ice crystals are spherical and hence uses
the default value of C=1. Values of 0.25, 0.5 and 0.75 for C are used to test the model
sensitivity to this parameter. A further set of changes are introduced in addition to
the modified capacitance rate to form the "capacitance +" runs. In those runs the
ice nucleation temperature, the temperature at which heterogeneous nucleation of
ice first starts to form in the model, is changed from the default value of −10◦C to
−40◦C. Two additional parameters that control the ice formation in the model are
also changed; These are the temperature that defines the rate at which condensate
gets detrained as ice and the temperature at which all condensate is detrained as
ice which have been modified to −40◦C and −41◦C respectively from the original
values of −10◦C and −20◦C.
5.3.3 Methodology
The most straightforward way to evaluate the quality of the model using clusters
is to directly compare the mean behavior of each cluster. These comparisons are
focused on the mean RFO and CRE as these two variables capture the radiative be-
havior of cloud. More detailed information can be gathered from this approach by
restricting the analysis to particular subregions of the globe. While this provides de-
tail about the model, it can also makes it difficult to judge the relative performance
of different model runs due to the sheer volume of information. To make these com-
parisons simpler and more quantitative, we use the following equations to calculate





N − CCERESN RMODISN | (5.2)
|CRE| = ∑
N
|CModelN RModelN − CCERESN RMODISN | (5.3)
where C represents CRE corresponding to a cluster N and R represents the RFO
of cluster N. While similar, ∆CRE and |CRE| serve a different purpose. ∆CRE is
the magnitude of the mean difference in CRE between the model and observations
while |CRE| is the integrated cluster error. This means that |CRE| represents the
model error when compensating errors between clusters are not able to cancel each
other out. While this approach does not account for the compensating errors that
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occur within each of the clusters, it should represent the bulk of the compensating
errors in the model runs. The |CRE| is similar to the CREMpd in Williams and Webb
(2009) and the TAFB in Hyder et al. (2018). While the CREMpd could be used in
place of the |CRE|, the values it generates are not as easily comparable to the mean
error values. We choose to use the |CRE| as it is simpler and provides a more phys-
ically interpretable value. Directly including ∆CRE in the evaluation process is also
an improvement over Williams and Webb (2009) as it better contextualizes the |CRE|
results. This approach could also be extended to other properties such as cloud frac-
tion, cloud phase or precipitation. Like the averaging approach mentioned above,
∆CRE and |CRE| can be used to provide extra information by restricting the analysis
to specific regions.
5.4 Analysis and Discussion
The average values of RFO and SW CRE describe the behavior of a given cluster.
To compare the clusters in each of the model realizations, while keeping the obser-
vations in focus, these variables are displayed as anomalies from the observational
values for each cluster in figure 5.1. This figure shows the RFO and SW CRE for
each cluster both globally and over the Southern Ocean (defined here as between
40◦S to 70◦S with data over land that is within this band also included). It is im-
mediately clear that the model runs agree more strongly with each other than the
observations. The global SW CRE shows clear signs of potential compensating er-
rors with a balance of positive and negative biased clusters, whereas the Southern
Ocean consists of mostly negative biased clusters. Overall, it is clear that the changes
to the micro physics has only minor effects on the model error. This means that this
type of parameterization modification is unlikely to resolve the errors without other
significant changes.
The most notable cluster in figure 5.1 is cluster 6 as it shows the largest discrepancies
in RFO, both globally and over the Southern Ocean, as well as relatively large differ-
ences in SW CRE. This cluster also shows substantial variance between the different
model realizations. Other notable clusters include clusters 3 and 4 which show neg-
ative errors in occurrence rates in all the model runs and clusters 5 and 9 which
show large differences in SW CRE both globally and over the Southern Ocean. The
cluster biases in RFO over the globe and the Southern Ocean show strong agree-
ment. However, the SW CRE biases show significant differences between the global
and Southern Ocean regions, particularly with clusters 5, 6, 7, 10, 11 and 12. Clusters
10, 11 and 12 were also identified as particularly important in the Southern Ocean
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region in Schuddeboom et al. (2018). The wider range of SW CRE values in the runs
over the Southern Ocean demonstrates how important ice parameterizations are in
this region. Additionally particular clusters, such as clusters 5 and 6, are shown to
be especially responsive to changes in the ice formation parameterizations. The cor-
responding LW CRE results are included in apendix A as figure C.1 and also identify
substantial variations in cluster 5 and 6.














































































FIGURE 5.1: The anomaly in mean RFO and SW CRE between the ob-
servational data and each of the model runs for all of the clusters. Val-
ues are shown both over the globe and over the Southern Ocean. Here
the Southern Ocean is defined as within the boundaries of 40◦S and
70◦S. The corresponding global observational values are shown in ta-
ble 5.1.
Focusing directly on the Southern Ocean, figure 5.2 shows the difference in SW CRE
between the model runs and the CERES data over the Southern Ocean. The distri-
bution of SW CRE displays two distinct regional biases, a negative bias in the lower
latitudes of the Southern Ocean and a positive bias in the higher latitudes. It is clear
that any analysis that averages these two regions together would mask very large
compensating errors. These two regions are referred to as Top Southern Ocean (40◦S
to 55◦S) and Bottom Southern Ocean (55◦S to 70◦S) for the remainder of this chap-
ter. The borders of these regions are indicated as black lines on figure 5.2 and show
a clean separation between the regions. The LW CRE results, included in appendix
C, are more geographically variable, however the same partitioning appears valid.
While the SW CRE is similar in all of the model realizations, the model runs with
a stronger Top Southern Ocean bias (such as the Dep=0.01, Dep=0 and Cap=0.25
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runs) tend to show a weaker Bottom Southern Ocean bias. The opposite effect is
also visible in model runs with a strong Bottom Southern Ocean bias (such as the
Control, Cap=0.75+ and Dep=0.6 runs) showing a weaker Top Southern Ocean bias.
This suggests that the biases in one region are inherently linked to the biases in the
other. A likely explanation is that changing the parameterization strongly effects
the brightness of clouds due to greater liquid water contents, leading to a uniform
response over the Southern Ocean. The model runs also show a greater range of
results in the Bottom Southern Ocean than the Top. Interestingly, there appears to
be little to no link between how a model run performs in SW and LW CRE, which
suggests that these changes impact more than just the phase of clouds.
While the earlier results demonstrate clear differences between the model runs and
the observations, judging the relative accuracy each of the model runs is still diffi-
cult. For this reason the equations 5.2 and 5.3 are used to generate figure 5.3. This
figure allows for the rapid evaluation of the performance of the different model
runs, with the x-axis corresponding to ∆CRE and the y-axis to |CRE|. The simplest
way to interpret figure 5.3 is that the closer a model run is to the origin of the axis,
the better it agrees with the observations. It is also important to consider that while
this chapter is focused on reducing the compensating errors, achieving this at the
expense of the mean error is not productive. Ideally, compensating errors would be
addressed by removing all the errors that are contributing as only removing one of
these errors can adversely effect simulation quality.
Several features can be immediately identified by the comparison of the model runs
in figure 5.3. The two low deposition rate runs are the best performing model runs
for global SW CRE in both mean and compensating errors. However, when con-
strained to the Southern Ocean they may still perform well with respect to compen-
sating errors but are the worst performing model runs in mean error. Although the
impact of changing these parameterizations appears to result in a global improve-
ment, it makes the mean problems over the Southern Ocean worse. The fact that
they still perform well in compensating errors over the Southern Ocean suggests
that the deposition changes could potentially be paired with other changes to lead
to true model improvement. When both mean and compensating errors are con-
sidered, the capacitance + runs appear to be the best performers over the Southern
Ocean region. Additionally, the Capacitance + runs appear to consistently outper-
form their regular Capacitance equivalents in compensating errors. This suggests
that it would be worth testing these additional modifications independently of the
Capacitance changes as they may reduce model compensating errors in general.
Several model runs also appear to exhibit drastically different behaviors in the Top
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FIGURE 5.2: The difference between the SW CRE in the model runs and
the Clouds and the Earth’s Radiant Energy System (CERES) dataset
over the Southern Ocean region.
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and Bottom Southern Ocean regions. The LW CRE equivalent figure is included in
appendix C as figure C.3 and shows a radically different model ranking. This sug-
gests that while some of the changes to the model parameterizations may improve
SW CRE, they could adversely effect the LW CRE.
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FIGURE 5.3: The ∆CRE and |CRE| for each of the models. The upper
left subplot shows the global average values while the others corre-
spond to subregions of the Southern Ocean. The upper right subplot
covers the entire Southern Ocean region, defined here as between 40◦S
and 70◦S. The bottom row shows comparable plots restricted to the Top
Southern Ocean and Bottom Southern Ocean regions. The Top South-
ern Ocean region is the region from 40◦S to 55◦S and the Bottom South-
ern Ocean is from 55◦S to 70◦S. The variables on each of the axis are
described in equations 5.2 and 5.3.
Examining the magnitude of the biases in figure 5.3, we see that the size of the com-
pensating errors is much larger than the mean errors. For example the global panel
shows mean errors around 2 W/m2 and a total compensating error of around 50
W/m2 suggesting a 26 W/m2 error that is mostly cancelled out by a 24 W/m2error.
In the Southern Ocean and Top Southern Ocean regions the mean biases are much
larger and the total compensating error is around the same magnitude. When com-
bined with the result that almost all of the clusters in figure 5.1 are biased towards a
more negative SW CRE over the Southern Ocean, this indicates compensating errors
between cloud types are less dominant over the Southern Ocean than they are glob-
ally. Instead the Southern Ocean is dominated by a more consistent bias that effects
the majority of the clusters. For example, the Top Southern Ocean region shows
mean errors around 20 W/m2 and a total compensating error of around 55 W/m2
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suggesting a 35 W/m2 error that is offset by a 15 W/m2 error. While compensating
errors play a reduced role over the Southern Ocean compared to the global data, it
is clear that they are still important for understanding radiation biases within this
region.
5.5 Conclusion
This work describes a set of approaches that can be used to compare model runs
with differently tuned parameterizations. The average behavior of key variables are
compared for each of the cloud clusters showing only minor differences between
the model runs. Many of the clusters were identified as having distinct radiative bi-
ases over the Southern Ocean. Additionally, several clusters, such as clusters 5 and
6, were identified as being particularly impacted by the changes. The geographic
distribution of SW CRE over the Southern Ocean was also examined, demonstrat-
ing that there are two distinct regional biases within the Southern Ocean and that
improvements in one of these regions corresponds to downgrades in the other. A
potential explanation for this relationship is that modifying the cloud parameteriza-
tion leads to changes in the brightness of clouds which uniformly impacts the wider
Southern Ocean region. It is clear that tweaking these parameters will not solve
the radiation problems over the Southern Ocean. Given the large magnitude of the
changes to the parameterizations, these results also suggest that other changes to
micro physical parameterizations will be ineffective.
To better evaluate the accuracy of each of the model runs, a new approach was
introduced that factors in both the mean bias and the bias without compensating
errors. Overall these results indicate that the model runs with the smallest global
biases had mixed results over the Southern Ocean. The model runs that altered
capacitance were shown to reduce the magnitude of their compensating errors when
combined with an additional set of changes to ice nucleation. Compensating errors
were shown to play a larger role in the global radiative bias than in the Southern
Ocean bias. This technique could also potentially be applied to analyzing different
regions or to the comparison of other variables beside CRE. The method of breaking
up datasets into clusters and then examining the errors in specific clusters to identify
compensating errors could also be used much more widely in model evaluation
efforts.
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5.6 Investigating Model Cloud Fraction
Background
The results shown earlier in this chapter identify the impacts of modifying cloud ice
parameterizations on the cloud radiative fluxes, but do not provide any detail on
how modifying these parameterizations impacts the clouds themselves. To explore
how the changes to these parameterizations impact the simulation of clouds, we
use the same techniques introduced earlier to examine the cloud fraction. While
cloud fraction does not describe the entirety of a cloud’s structure, it does provide a
crude benchmark which can be used to understand how the changes impact clouds.
Additionally, the cloud fraction data can be subdivided into liquid and ice fraction,
which allows us to investigate how strongly the cloud phase is controlled by the
parameterizations.
Data and Methods
Cloud fraction data is taken from the MODIS satellite and the set of GA 7.1 Model
runs described earlier in this chapter ( Section 5.3.2 ). This includes both ice and
liquid cloud fraction values in addition to the overall cloud fraction. As discussed
in section 2.3.1 and 4.3.1, there are two different cloud fraction variables within the
MODIS dataset. These are referred to here as the mask cloud fraction and retrieved
cloud fraction. The retrieved cloud fraction is used as the primary cloud fraction
value for the this chapter as it allows for the subdivision into phase specific values.
Unfortunately, the mask cloud fraction was used for the results in chapter 3 and as
such the results shown in that chapter are not necessarily directly comparable with
those shown in this chapter. The model cloud fraction values are obtained through
the usage of the MODIS COSP simulator which is applied to each of the model runs.
The analysis in this addendum is primarily based on the approaches introduced
earlier in this thesis. First the global distribution of cloud fraction in the observa-
tions is compared against each of the model runs. Next the geographic distributions
of cloud fractions are examined for both the observations and the average of the
model datasets. The clusters that were introduced in chapter 3 are reused to fur-
ther explore the discrepancies between the model and observations. Finally, the
inter-comparison methodology used earlier in this chapter was reused to examine




The distribution of cloud fraction values in the MODIS dataset and each of the
model runs is shown in figure 5.4. The mask and retrieved cloud fractions show
some minor differences, particularly at the extremes, but show a strong level of
agreement overall. Each of the model runs also appear to agree strongly with each
other. There are however substantial differences between the model runs and ob-
servations. This is mostly a result of the model runs having more low cloud fraction
values and less high cloud fraction values. The discrepancies between the model
and observational cloud fraction distributions are somewhat expected given the ear-
lier discussion of cloud fraction in chapters 3 and 4, however the magnitude of these
differences is larger than expected.

































FIGURE 5.4: Distribution of cloud fraction values in the MODIS dataset
and in each of the GA 7.1 model runs.
Using the same approach as used in figure 5.4, the distributions of both liquid and
ice cloud fraction are plotted in figure 5.5. The MODIS retrieved fraction is shown,
however as there is no phase partitioned data for the mask cloud fraction it is no
longer included. As in the preceding figure, all of the model parameterizations show
similar results to each other and differ drastically from the observational data. High
values of both liquid and ice fraction appear too infrequently in the models. Cloud
fraction values between 10% and 40% appear to be substantially over-represented in
the model runs for both phases. Below 10% fraction the two phases show different
model biases with liquid values appearing too frequently and ice too infrequently.
Overall, these results tell us that the model simulates too little liquid fraction across
the board and that the model struggles to capture ice fraction at both high and low
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ends of the distribution. The ice fraction results are in strong agreement with the
analysis shown in chapter 4.





















































FIGURE 5.5: Distribution of both liquid and ice cloud fraction in the
MODIS dataset and in each of the model runs.
To investigate if these cloud fraction biases are related to different regional forcings,
geographic distributions of cloud fraction are plotted in figure 5.6. This figure in-
cludes the distributions of the MODIS data as well as the average of all of the model
runs. The average is used in-place of individual models as the two previous figures
suggest the results do not vary significantly between the different runs. The differ-
ences between the observational data and the average model run are also shown.
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While the observational data is the same as that shown in figure 4.10, we choose to
plot it again here for clarity.
FIGURE 5.6: Geographic distribution of cloud fraction in the model, the
observations and as an anomaly between the model and observations.
Instead of examining individual model runs, the average of all of the
models is used for the model data.
Examining the total fraction shown in figure 5.6, we see many of the same results
that were identified in chapter 4. Interestingly, by comparing the results shown
in figure 4.11 and 5.6, we can identify the effects of the change in model version
from the GA 7.0 to 7.1. These comparisons identify several major changes, with the
largest being a transformation in total fraction over the polar regions. The polar
regions clearly change from from large model excesses in GA 7.0 to deficit in GA
7.1. These differences are the result of changes to the ice phase, as there was a large
reduction in the ice cloud fraction excess over the polar regions. Crucially, these
changes in ice fraction do not seem to be offset by an increase in liquid fraction but
instead correspond to a reduction in the overall cloud fraction. Accurately capturing
ice fraction over the South East Asia and simulating liquid cloud over the Southern
Ocean still remain major issues.
To examine how the differences between the model runs are driven by different
cloud types, the cloud fraction discrepancies are tied to the clusters. Figure 5.7
shows the difference in cluster cloud fraction between the observations and each
of the models. Very few of the clusters appear to show values that agree strongly
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with the observations. Much like the corresponding figure for SW CRE and RFO,
figure 5.1, the differences between the different model runs are much smaller than
the differences between the model and observations. The liquid fraction values ap-

































































FIGURE 5.7: Difference between model and observational cloud frac-
tion values for each of the clusters. Includes values for total, ice and
liquid fractions. Baseline observational values are given in figure 4.12
Figure 5.7 identifies the same ice fraction issues that were identified in chapter 4. The
largest of the ice fraction differences are associated with cluster 1. Given that this
cluster represents mostly tropical cloud, this confirms the result from figure 5.6 that
the errors in the ice representation are strongest in the tropics. The liquid results are
more variable, with particularly large discrepancies in the clusters prevalent over
the Southern Ocean (clusters 9, 10 and 11). Given that the liquid fraction is generally
larger than the ice fraction, it is unsurprising that the total fraction values strongly
align with the liquid fraction results. The only cluster that shows a large difference
in figure 5.7 between total cloud fraction and liquid fraction is the aforementioned
cluster 1.
The mean and compensating cloud fraction errors are shown in figure 5.8. This fig-
ure shows both global errors and errors constrained to the Southern Ocean region.
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FIGURE 5.8: The ∆CF and |CF| for each of the models. The left col-
umn shows the global average values while the right corresponds to
the Southern Ocean. The Southern Ocean region is defined here as be-
tween 40◦S and 70◦S. The different rows correspond to total, ice and
liquid cloud fraction. The variables on each of the axis are described in
equations 5.2 and 5.3.
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Study of Cloud Radiative Effect in the Southern Ocean
The global results are tightly clustered which suggests that changing the parame-
terizations had very little effect on the global total, ice or liquid cloud fraction. The
data restricted to the Southern Ocean shows a wider range of results than the global
data. The low deposition rate runs are particularly noteworthy, as they show im-
provements in the ice fraction which in turn result in an improved total cloud frac-
tion. There also appears to be a similar result to the equivalent CRE diagram ( figure
5.3 ), in which the capacitance and capacitance + are grouped separately from each
other. This implies that the additional modifications of the capacitance + runs have
a larger effect on both the cloud fraction and cloud radiative effect than modifying
the capacitance. Finally, the magnitude of ∆CF and |CF| shows that there are ma-
jor compensating errors in the total and ice fractions but only small compensating
errors in the liquid.
Conclusions
The quality of model simulation of cloud fraction is examined by applying tech-
niques used earlier in this thesis. First the distributions of MODIS mask and re-
trieved cloud fraction values are examined, showing an overall strong agreement.
The distributions for each of the model runs are also examined and show a strong
agreement with each other but are notably different from the MODIS results. By
refining this analysis to separate ice and liquid phase data, a more detailed under-
standing of the discrepancies is developed. Additionally, the geographic distribu-
tions of total, liquid and ice cloud fractions are also examined.
The cloud fraction values were also linked to the clusters. This allowed us to iden-
tify that the models have major issues capturing the relationship between different
cloud types and ice fraction. Cluster 1 in particular was identified as poorly sim-
ulated in the model. Analysis of the mean and compensating errors also shows
only minor differences between each of the model runs. Overall, the changes to
the model ice parameterizations appear to have had very little effect on any of the
clusters. This suggests that any benefits associated with changing these parame-
terizations are not the result of correcting issues with cloud fraction or phase but
are instead the result of other changes within the model. It is clear that the cloud
fraction error is significant and plays a major role in generating the Southern Ocean
radiative bias. As the parameterization changes appear to have little impact on the
cloud fraction biases it is unlikely they can be used to resolve the Southern Ocean




Conclusions and Future Work
6.1 Conclusions
This thesis establishes a machine learning framework which is used to investigate
how different cloud types behave in the observational datasets and in climate model
simulations. The primary focus of these investigations has been examining the re-
lationship between different types of clouds and radiative fluxes, with a particular
emphasis on understanding the role clouds play in the Southern Ocean radiative
bias. A set of ice cloud parameterization modifications are investigated to deter-
mine if these changes could be used to address the underlying issues.
Chapter 3, which has been published as Schuddeboom et al. (2018), is focused on
the development and preliminary investigation of the cloud clusters. These clusters
were generated by applying the self-organizing map algorithm to the MODIS CTP-
COT dataset. Equivalent histograms are also generated from the global atmospheric
model of the UK Meteorological Office model with the COSP MODIS simulator.
This allows us to directly compare how the same types of cloud are represented in
both the model and observations. The rate at which each cluster occurs is investi-
gated, with substantial discrepancies between the models and observations identi-
fied. Particularly large discrepancies were found in Cluster 6, the clear sky cluster,
which has an occurrence rate of 13% in the observations and 43% in the model. This
is due to the significantly reduced cloud fraction in the model compared to the ob-
servations.
After examining the occurrence rates, our focus switched to analyzing the relation-
ship between different cloud types and radiative fluxes through the cloud radiative
effect. Average values of SW and LW CRE for each of the clusters were compared
between the model and observations. The results of this analysis showed that the
CRE was well represented in the model, especially compared to the occurrence rates.
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Additionally, a method for determining the portion of the model radiative error that
each cluster was responsible for was introduced. This was used to identify which of
the clusters led to the largest errors in the model and therefore where future model
development should be directed. An error decomposition technique was also intro-
duced. This demonstrated that the differences between the model and observations
are predominately due to the models inability to simulate the correct cloud type.
Following the work of Leinonen et al. (2016), the results in chapter 3 are region-
ally partitioned so that regional errors can be identified. This lets us identify issues
specific to regions, such as the problems related to Clusters 10, 11 and 12 over the
Southern Ocean and the highly regionally variable impact that Cluster 1 has on the
LW CRE. It also clearly identified that some clusters, such as Clusters 6 and 9, are
a major source of errors in almost every region. Interestingly, the error decomposi-
tion technique showed that the occurrence rates are primarily responsible for errors
over all of the identified regions. As the cluster histograms are intrinsically related
to cloud phase, the errors in the occurrence rates are also related to cloud phase.
The clusters were also qualitatively grouped in to five different regimes (tropical,
land-based, marine, mixed-layer and stratocumulus) to enable a more physical in-
terpretation of the results. From these regimes, it is clear that the model has ma-
jor issues simulating the appropriate amount of marine and land-based cloud with
land-based cloud going from an occurrence rate of 18% to 52% and marine cloud
going from 33% to 3%. This is mostly due to the land-based cloud extending far
past the shoreline and dominating the tropical oceans at the expense of the ma-
rine cloud. The stratocumulus regime is also shown to be poorly simulated by the
model, although these issues appear to be more related to radiative problems than
occurrence rate.
While Chapter 3 investigates the differences between the clusters in the model and
observations, it does not provide any information on the variability of these clusters.
This is one of the primary concerns that drives the development of the subsomming
methodology and the subsom entropy in chapter 4. The need to better understand
the clusters also leads to the inclusion of the CloudSat data and investigations into
the relationship between the clusters and cloud phase.
Much of chapter 4 was focused on investigating the range of behaviours present
within a cluster. The primary tool used to achieve this was subsomming, the process
of running a SOM on data that has already been clustered with a SOM. This allows
us to identify a set of sub-clusters which make up each cluster. One of the major
results identified with this approach is the lack of regional variability in terms of
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which sub-clusters are dominant within a given cluster. This suggests that most of
the clusters act the same way over different regions.
To further investigate the variability of the clusters, we introduced two metrics; the
subsom entropy and the distribution of Euclidean distances between the sub-cluster
histograms. The subsom entropy describes the distribution of the occurrence rates of
sub-clusters and the Euclidean distance tell us how similar each of the sub-clusters
are. A combination of these metrics allows us to identify nuanced behaviour within
the clusters. For example, Cluster 6 is dominated by one sub-cluster but that sub-
cluster is not very different from its other sub-clusters and Cluster 1 features a range
of regionally specific behaviours due to its occasionally low subsom entropy and
high average distance.
The CloudSat dataset provides a fundamentally different set of cloud measurements
than the MODIS data. This is due to the fact that CloudSat is an active instrument
while MODIS is a passive instrument. This enables the CloudSat data to be used
to independently validate the MODIS clusters. Comparison of the two datasets
showed a high level of agreement in the physical interpretation of the clusters, es-
pecially when it came to cloud height and cloud water phase. These results were
also compared with those presented in Haynes et al. (2011), Leinonen et al. (2016),
and McDonald and Parsons (2018) and showed good agreement. COSP CloudSat
histograms were also generated from the model and showed an extremely strong
agreement with the observational CloudSat clusters. Overall, this suggests that the
model is doing a very god job of capturing the behaviour associated with each of the
clusters and that the problems in the models are the result of the model simulating
incorrect cloud types. This result shows strong agreement with the earlier results
from chapter 3.
While the CloudSat data provided some insights into the relationship between cloud
phase and the clusters, this analysis was fairly limited. To support the CloudSat
analysis, the cloud phase was further investigated using the MODIS cloud frac-
tion data. The model shows a near global deficit in liquid fraction and regional
ice fraction biases, with surplus over the polar regions and deficit over the tropics.
To further investigate, the cloud fraction data was directly linked to the clusters.
This identified a fundamental issue in the relationship between ice cloud fraction
and cloud type in the model; while the observations show ice fraction strongly con-
strained to three clusters, the model shows a significant presence in all clusters. The
restriction of ice water occurrence to three clusters is supported by the CloudSat his-
tograms. Additionally, several clusters that showed strong agreement in total cloud
fraction were shown to have compensating errors in liquid and ice fractions.
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Given that chapter 3 identified the specific clusters that drive errors over the South-
ern Ocean and chapter 4 identified fundamental issues simulating cluster ice frac-
tions, chapter 5 was focused on examining the impacts of cloud ice parameteriza-
tion over the Southern Ocean. To achieve this, model runs with different ice cloud
parameterizations were compared with a direct focus on the Southern Ocean. The
changes to model parameterization and the runs were done by the NIWA modelling
team. These model runs include a control run, three runs with modified deposition
rates, three runs with modified capacitance and three runs with modified capaci-
tance and additional changes to ice nucleation and detrainment. The comparisons
of these runs were focused on the SW CRE, to observe the effects on radiation, and
on the CF, to observe the effects on cloud. Due to concerns regarding the role of
compensating errors, a new methodology was introduced which examines both the
mean error and an estimated total compensating error calculated using the clusters.
The methods developed are widely applicable and potentially useful for model eval-
uation in general.
First the average cluster values for RFO, SW CRE and LW CRE were compared be-
tween the model runs and observations. These are examined both globally and over
the Southern Ocean. The different model runs showed minor differences in all the
variables, with the largest differences shown in the Southern Ocean SW CRE. All
of the model values were substantially different from the observations, particularly
in cluster 6. Next, the SW and LW CRE over the Southern Ocean were investigated
and two distinct regional biases were identified. These two regions were cleanly
partitioned at 55◦S, with a positive bias south of 55◦S and negative bias north of
55◦S. This bias is likely specific to the GA 7.1 model. Finally, the mean and com-
pensating errors were calculated over the globe, the Southern Ocean and the two
distinct regions of bias within the Southern Ocean. This showed only minor dif-
ferences between the model runs, but did let us identify two key results. First the
two runs that changed the deposition rates to small values, appeared to perform ex-
tremely well globally, but poorly over the Southern Ocean. Second, the additional
set of changes to ice nucleation and detrainment included with some of the capac-
itance runs resulted in improvements in compensating errors. This suggests that
these model runs should be investigated independently of the capacitance changes.
Overall, it appears that the Southern Ocean radiation bias cannot be resolved with
changes to micro physical parameterizations alone.
Following the results discussed in the paragraph above, it was difficult to know if
these differences were the result of changes to the clouds. Therefore, we decided to
examine how the cloud fraction varied between the different runs, with a focus on
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phase partitioned values as it was specifically the ice cloud parameterizations that
were modified. Again the different model runs are in strong agreement with one
another and substantially different from the observational values. Almost all of the
clusters were poorly captured in terms of model cloud fraction. When the mean and
compensating errors were examined the results showed little difference between the
model runs, with the low deposition rate runs standing out as the best performers.
Overall these results indicate that the differences seen in CRE may be the result of
changes not directly related to cloud phase. These results also show that the cloud
fraction biases are sizable and are not likely to be resolved with changes to the cloud
micro physical parameterizations.
When combined together these chapters identify several major issues with the cur-
rent state of the model. Chapters 3 and 4 both identify Clusters 10, 11 and 12, which
are associated with mixed-layer and stratocumulus cloud, as the primary source of
radiative errors over the Southern Ocean. Using different methodologies, all of the
chapters identify cloud fraction representation as a major problem for the model.
This is related to the commonly identified "too few too bright" problem, although
from our results it is clear that too few may be a more significant problem than
too bright. The CloudSat results and the subsom analysis shown in chapter 4 also
strongly validate the results and analysis of chapter 3.
The aim of this thesis was to investigate the Southern Ocean radiative bias through
the usage of self-organizing maps. While we have made some progress on under-
standing the Southern Ocean radiative bias, it is far from solved. Instead the main
success of this thesis has been developing a comprehensive framework for the rapid
analysis of model properties. This includes the cluster based error breakdown of
chapter 3, the subsom based analysis from chapter 4 and finally the compensating
error analysis that is introduced in chapter 5. When used together these techniques
comprehensively detail both the structure of the clusters and their relationship to
the model errors.
It is important to contextualize the work presented in this thesis within the wider
body of research on these topics. The clustering scheme developed in chapter 3
is based on the work of Oreopoulos et al. (2016) and McDonald et al. (2016) and
presents the first set of SOM clusters generated from the MODIS dataset. This
chapter also synthesizes cluster analysis techniques from several different papers
(Williams and Webb, 2009; Mason et al., 2015; Leinonen et al., 2016) into a single
cohesive analysis. The CloudSat analysis in chapter 4 is similar to that presented in
Leinonen et al. (2016) and McDonald and Parsons (2018), although unlike these pa-
pers our analysis makes use of COSP generated CloudSat histograms. The author
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is unaware of any papers which use a methodology similar to the subsom analy-
sis presented in chapter 4. The methodology used in chapter 5 is inspired by the
work in Williams and Webb (2009) and is focused on improving their analysis by
making it more interpretable. This includes changing the metric used to calculate
compensating errors and better contextualizing these errors by including a mean
error value.
6.2 Future Work
The most natural extension to this work is to take the cluster framework and apply
it to different model properties. If it was applied to analyze another property in
climate models that has a strong relationship to clouds, such as precipitation errors,
the same clusters could even be used. This would be very beneficial as much of the
analysis present in chapters 3 and 4 would still hold. If the atmospheric property is
not directly related to clouds but is instead the result of cyclone dynamics for exam-
ple, a SOM could be used on cyclone composites to identify clusters. Alternatively,
if a variable has a strong relationship to multiple phenomena, it could be investi-
gated with multiple sets of clusters. In theory this framework is applicable to every
kind of model problem that meets two criteria; First there must be observational
data measuring the phenomena and second there must be a governing phenomena
which can be characterized by several different types of behaviour and therefore can
be used for clustering.
Next the subsomming techniques, especially the subsom entropy, need to be further
refined. While the subsom entropy showed significant promise in this research, this
was not the best dataset to demonstrate its potential. This is simply because the sub-
som entropy was highly constant for most clusters over most of the regions, whereas
in an ideal dataset there would be a wider range of behaviours. Without doing the
analysis it is hard to tell what would be a better dataset, so it is likely a wide range of
datatsets would have to be investigated. There is a lot of room for the development
of the subsom entropy including a potential weighting for the distance between each
of the histograms. Another potential extension to the subsomming methodology is
using two different datasets in the SOM process. The first dataset would be used
to generate the SOM while the second dataset would then be used to generate the
subsoms. This could allow for the generation of clusters based on both a thermody-
namic and dynamical context. Unlike the other chapters, the work in chapter 4 has
not yet been submitted for publication. With some additional refinements and the
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choice of an appropriate dataset, we hope to publish results related to the subsom
methodology following thesis submission.
There is also a series of smaller refinements and additions which naturally follow
on from this work. The qualitative regimes introduced in chapter 3 could be used
to further inform the analysis from the rest of the thesis or future research. This
could be particularly useful by allowing us to perform certain analysis at a regime
level instead of a cluster or model wide level. The results from this kind of analysis
would have the additional benefit of being simpler to physically interpret. Addi-
tional datasets could be utilized, allowing for a wider range of variables that could
be examined with the same methodologies. Potential additional datasets include
precipitation data from CloudSat or TRMM and additional cloud data from ISCCP.
It could also be fruitful to experiment more with the SOM algorithm and analyze
the impact that the cluster generation process has on our results. As demonstrated
in section 5.6, the model inter-comparison technique introduced in chapter 5 could
easily be used to investigate other model errors. A particularly appropriate variable
for this kind of analysis would be precipitation. It could also be beneficial to exam-
ine the variability of the clusters over the entire time period covered by the MODIS
dataset. Our analysis has so far been constrained to the year 2007 which may intro-
duce potential bias into our analysis. The variability of ISCCP clusters over the span
of the dataset has been analyzed in a yet to be published Parsons and McDonald pa-
per. Their work could be used to guide our investigation of the same issues in the
MODIS dataset. The inclusion of data from a longer time period could also enable
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Cluster 1: Tropical


















 RFO 4.8 % TCF 35 %
6.69
Cluster 3: Marine
 RFO 11 % TCF 50 %
25
Cluster 4: Marine
 RFO 14 % TCF 71 %
20 25.8 10.2
Cluster 5: Land Based
















Cluster 6: Land Based
 RFO 13 % TCF 26 %
2.13
Cluster 7: Marine
 RFO 3.9 % TCF 55 %
11.2
Cluster 8: Marine
 RFO 4.6 % TCF 74 %
20.5 20.2
Cluster 9: Mixed Level





















Cluster 10: Mixed Level
 RFO 5.4 % TCF 91 %
12.1 21.2 12.6
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
Cluster 11: Stratocumulus
 RFO 3.6 % TCF 75 %
11.3 12.2
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
Cluster 12: Stratocumulus
 RFO 9.4 % TCF 89 %
27.8 27.7
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Relative Frequency of Occurrence (%)
FIGURE A.1: Cluster CTP-COT histogram clusters generated from tak-
ing the mean of the members of each cluster from the SOM to the
MODIS dataset. The numbers in the subtitles of each cluster represent
the relative frequency of occurrence (RFO) and the mean total cloud
fraction (TCF) of the members of the cluster. When a given grid cell
exceeds the limits of the color bar it is displayed with a number over
the grid cell which states the magnitude.
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Region Western limit Eastern limit Northern limit Southern limit
North Hemisphere 0o 360o 90o 0o
South Hemisphere 0o 360o 0o −90o
Deep South 110o 270o −50o −65o
Northern Ocean 180o 240o 85o 75o
East Pacific 200o 235o 35o 5o
North Atlantic 310o 345o 60o 30o
South Atlantic 325o 360o 0o −30o
Southern Ocean 60o 95o −30o −60o
West Pacific 130o 165o 30o 0o
TABLE A.1: Definition of the boundaries used to define the regions
used in figure 3.1




















































































































FIGURE A.2: Decomposition of the overall cluster based CRE error into
separate components based on differences in RFO, CRE and covariation
between these two terms. Each bar represents the fraction of the abso-
lute error associated with a particular cluster. The RFO term is shown
in red, CRE term in blue and covariation term in green.
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Ex. # RFO #1 RFO #2 RFO #3 RFO #4 RFO #5 RFO #6 S
#1 1 0 0 0 0 0 0
#2 0.5 0.5 0 0 0 0 0.69
#3 0.75 0.05 0.05 0.05 0.05 0.05 0.96
#4 0.33 0.33 0.34 0 0 0 1.09
#5 0.3 0.3 0.1 0.1 0.1 0.1 1.64
#6 0.2 0.2 0.2 0.2 0.1 0.1 1.74
#7 0.167 0.167 0.167 0.167 0.166 0.166 1.79
TABLE B.1: A series of demonstrative calculations which show the re-
lationship between sub-cluster RFO and subsom entropy S. Each of the
RFO values are scaled to values with a maxima of 1 instead of 100.
















Sub Cluster 2: RFO 8.7 %
17.5 11
Sub Cluster 3: RFO 21 %
15.3 14.2
Sub Cluster 4: RFO 16 %
13.4
10.7 17.1
















Sub Cluster 5: RFO 6.6 %
16.2 14.9
16.9




1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #1 Relative Frequency of Occurrence (%)
FIGURE B.1: The CTP-COT histograms for each of the sub-clusters as-
sociated with Cluster 1. Note the color scheme uses a log scale.
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Sub Cluster 2: RFO 22 %
6.9
Sub Cluster 3: RFO 14 %
7.5
Sub Cluster 4: RFO 11 %
7.5
















Sub Cluster 5: RFO 8.7 %
7.1
Sub Cluster 6: RFO 13 %
8.9
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #2 Relative Frequency of Occurrence (%)
FIGURE B.2: The CTP-COT histograms for each of the sub-clusters as-
sociated with Cluster 2. Note the color scheme uses a log scale.
















Sub Cluster 2: RFO 12 %
17.4
Sub Cluster 3: RFO 21 %
20.7
Sub Cluster 4: RFO 15 %
28.5
















Sub Cluster 5: RFO 7.1 %
35.9
Sub Cluster 6: RFO 15 %
40.6
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #3 Relative Frequency of Occurrence (%)
FIGURE B.3: The CTP-COT histograms for each of the sub-clusters as-
sociated with Cluster 3. Note the color scheme uses a log scale.
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Sub Cluster 2: RFO 9.5 %
9
Sub Cluster 3: RFO 13 %
10.3
Sub Cluster 4: RFO 12 %
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Sub Cluster 5: RFO 15 %
14.8 11.8
Sub Cluster 6: RFO 22 %
14.3 15.7
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #5 Relative Frequency of Occurrence (%)
FIGURE B.4: The CTP-COT histograms for each of the sub-clusters as-
sociated with Cluster 5. Note the color scheme uses a log scale.
















Sub Cluster 2: RFO 6.6 %
0.385
Sub Cluster 3: RFO 7.1 %
1.2
Sub Cluster 4: RFO 7 %
3.2
















Sub Cluster 5: RFO 5.9 %
6.7
Sub Cluster 6: RFO 8.6 %
10.6
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #6 Relative Frequency of Occurrence (%)
FIGURE B.5: The CTP-COT histograms for each of the sub-clusters as-
sociated with Cluster 6. Note the color scheme uses a log scale.
116 Appendix B. Chapter 4 Supporting Information
















Sub Cluster 2: RFO 13 %
11.5
Sub Cluster 3: RFO 14 %
11.3
Sub Cluster 4: RFO 14 %
10.9
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Sub Cluster 5: RFO 9.7 %
10.7
16.3




1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #7 Relative Frequency of Occurrence (%)
FIGURE B.6: The CTP-COT histograms for each of the sub-clusters as-
sociated with Cluster 7. Note the color scheme uses a log scale.
















Sub Cluster 2: RFO 11 %
18.1 18.2
Sub Cluster 3: RFO 12 %
21.2 21.1
Sub Cluster 4: RFO 22 %
24.1 23.7
















Sub Cluster 5: RFO 4.9 %
24.5 23.7




1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #8 Relative Frequency of Occurrence (%)
FIGURE B.7: The CTP-COT histograms for each of the sub-clusters as-
sociated with Cluster 8. Note the color scheme uses a log scale.
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Sub Cluster 2: RFO 6.9 %
14.2 13.6
Sub Cluster 3: RFO 12 %
12.9
13.1 15.5
Sub Cluster 4: RFO 23 %
17.9 17.3
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Sub Cluster 5: RFO 9.5 %
19.3 26.3 11.7
Sub Cluster 6: RFO 21 %
19.3 28.8 13
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #9 Relative Frequency of Occurrence (%)
FIGURE B.8: The CTP-COT histograms for each of the sub-clusters as-
sociated with Cluster 9. Note the color scheme uses a log scale.
















Sub Cluster 2: RFO 12 %
12.7 12.4
Sub Cluster 3: RFO 14 %
14.2 16.6
Sub Cluster 4: RFO 17 %
14.5 26 14
















Sub Cluster 5: RFO 9.9 %
12.3 33.5 22.1
Sub Cluster 6: RFO 19 %
11.1 35.8 25.2
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #10 Relative Frequency of Occurrence (%)
FIGURE B.9: The CTP-COT histograms for each of the sub-clusters as-
sociated with Cluster 10. Note the color scheme uses a log scale.
118 Appendix B. Chapter 4 Supporting Information
















Sub Cluster 2: RFO 7.7 %
9.6
Sub Cluster 3: RFO 16 %
9.3
Sub Cluster 4: RFO 17 %
13.5 14.1
















Sub Cluster 5: RFO 11 %
19.2 20.9
Sub Cluster 6: RFO 24 %
22.3 24.9
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #11 Relative Frequency of Occurrence (%)
FIGURE B.10: The CTP-COT histograms for each of the sub-clusters
associated with Cluster 11. Note the color scheme uses a log scale.
















Sub Cluster 2: RFO 14 %
13.8 34.1 15.6
Sub Cluster 3: RFO 18 %
13.4 36.9 19.9
Sub Cluster 4: RFO 13 %
33 31.2
















Sub Cluster 5: RFO 9.6 %
23.6 42.2 11.8
Sub Cluster 6: RFO 20 %
19.5 46 13.8
1.3 3.5 9.4 22 60 
Optical Depth (Tau)
0.1 1 10
Sub-clusters for cluster #12 Relative Frequency of Occurrence (%)
FIGURE B.11: The CTP-COT histograms for each of the sub-clusters
associated with Cluster 12. Note the color scheme uses a log scale.
























































































































































FIGURE B.12: The RFO for each of the sub-clusters associated with
























































































































































FIGURE B.13: The RFO for each of the sub-clusters associated with
Cluster 2 over all of the identified regions..
























































































































































FIGURE B.14: The RFO for each of the sub-clusters associated with
























































































































































FIGURE B.15: The RFO for each of the sub-clusters associated with
Cluster 4 over all of the identified regions..
























































































































































FIGURE B.16: The RFO for each of the sub-clusters associated with
























































































































































FIGURE B.17: The RFO for each of the sub-clusters associated with
Cluster 6 over all of the identified regions..
























































































































































FIGURE B.18: The RFO for each of the sub-clusters associated with
























































































































































FIGURE B.19: The RFO for each of the sub-clusters associated with
Cluster 8 over all of the identified regions..
























































































































































FIGURE B.20: The RFO for each of the sub-clusters associated with
























































































































































FIGURE B.21: The RFO for each of the sub-clusters associated with
Cluster 10 over all of the identified regions..
























































































































































FIGURE B.22: The RFO for each of the sub-clusters associated with
























































































































































FIGURE B.23: The RFO for each of the sub-clusters associated with
Cluster 12 over all of the identified regions..
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FIGURE C.1: The anomaly in mean LW CRE between the observational
data and each of the model runs for all of the clusters. Values are shown
both over the globe and over the Southern Ocean. Here the Southern
Ocean is defined as within the boundaries of 40◦S and 70◦S.
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FIGURE C.2: The difference between the LW CRE in the model runs and
the Clouds and the Earth’s Radiant Energy System (CERES) dataset
over the Southern Ocean region.
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FIGURE C.3: The ∆LW CRE and |LW CRE| for each of the models. The
upper left subplot shows the global average values while the others
correspond to subregions of the Southern Ocean. The upper right sub-
plot covers the entire Southern Ocean region, defined here as between
40◦S and 70◦S. The bottom row shows comparable plots restricted to
the Top Southern Ocean and Bottom Southern Ocean regions. The Top
Southern Ocean region is the region from 40◦S to 55◦S and the Bottom
Southern Ocean is from 55◦S to 70◦S. The variables on each of the axis
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