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Abstract
Several control design strategies for sampled-data systems are based on a discrete-time model. In general, the exact discrete-time
model of a nonlinear system is difficult or impossible to obtain, and hence approximate discrete-time models may be employed.
Most existing results provide conditions under which the stability of the approximate discrete-time model in closed-loop carries
over to the stability of the (unknown) exact discrete-time model but only in a practical sense, meaning that trajectories of the closed-
loop system are ensured to converge to a bounded region whose size can be made as small as desired by limiting the maximum
sampling period. In addition, some sufficient conditions exist that ensure global exponential stability of an exact model based on
an approximate model. However, these conditions may be rather stringent due to the global nature of the result. In this context, our
main contribution consists in providing rather mild conditions to ensure semiglobal exponential input-to-state stability of the exact
model via an approximate model. The enabling condition, which we name the Robust Equilibrium-Preserving Consistency (REPC)
property, is obtained by transforming a previously existing consistency condition into a semiglobal and perturbation-admitting
condition. As a second contribution, we show that every explicit and consistent Runge-Kutta model satisfies the REPC condition
and hence control design based on such a Runge-Kutta model can be used to ensure semiglobal exponential input-to-state stability
of the exact discrete-time model in closed loop.
Keywords: Sampled-data systems, nonlinear systems, non-uniform sampling, input-to-state stability (ISS), discrete-time models.
1. Introduction
Modern digital control applications involve measuring the
available signals of the continuous-time plant via a sampling
mechanism and then applying the computed control action to
the plant’s inputs via zero-order hold (ZOH). One of the exist-
ing approaches for control design, the Discrete-Time Design
method (DTD), consists in designing a discrete-time control
law based on a discrete-time model of the plant. For nonlin-
ear systems the exact discrete-time model, i.e. the model that
matches exactly the state of the continuous-time system at sam-
pling instants, may be difficult (or impossible) to derive due
to the impossibility of solving the equations that describe the
plant dynamics in closed form. Due to this fact, the usual ap-
proach is to design the control law based on a (sufficiently good)
approximate discrete-time model of the plant. In this context,
several results have been derived in order to establish different
kinds of stability properties of the exact discrete-time model
or generate adequate approximate models [1, 2, 3, 4, 5, 6, 7,
8]. These results usually provide conditions that ensure cer-
tain kind of stability property for the approximate discrete-time
closed-loopmodel and then, under the assumption of some con-
sistency property between the exact and approximate models,
they ensure that this stability property or a practical version of
it is also fulfilled by the exact model for sufficiently small sam-
pling periods.
The existing stability properties contemplate a wide range
of situations with respect to the uniformity of the sampling, the
nature of the disturbances and the maximum allowable sam-
pling period. In general, these properties are classified accord-
ing to the following characteristics: they are said to be semi-
global when the maximum allowable sampling period depends
on the maximum magnitude of initial conditions or disturbance
inputs, or global when the sampling time can be fixed indepen-
dently of these quantities. These stability properties are said to
be asymptotic with respect to an equilibrium point or an arbi-
trary compact set when the state converges to the given set or
practical when the convergence is only ensured into a bounded
region containing the set whose size can be reduced by reduc-
ing the maximum sampling period allowed. The stability prop-
erties can be disturbance-admitting when the presence of dis-
turbances is taken into account, usually established by an input-
to-state stability (ISS) property, or disturbance-free otherwise.
In [1] the authors give sufficient conditions to guarantee
the disturbance-free stability of sampled-data control systems
under uniform sampling. They are able to ensure semiglobal
practical stability of the origin. In [2] these results are gener-
alized to contemplate the existence of certain kinds of distur-
bances on the continuous-time plant. Conditions that ensure
semiglobal and practical ISS properties for the exact model are
given. However, state-measurement or actuation-error distur-
bances are not covered. In [7], the authors present the stabil-
ity analysis of nonlinear Networked Control Systems (NCSs)
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with time-varying sampling intervals, time-varying delays and
packet dropouts. They give sufficient conditions for global ex-
ponential stability of the closed-loopNCS. [9] provides a frame-
work for stabilization of arbitrary closed sets for sampled-data
nonlinear differential inclusions via approximate discrete-time
models and present checkable conditions to ensure semiglobal
practical stability or global exponential (asymptotic) stability
of the sampled-data system. These disturbance-free results are
presented for uniform sampling and under the assumption of
perfect feedback. [8] introduces a new consistency condition
to ensure stabilization of the exact sampled-data model of the
nonlinear system for sufficiently small sampling periods. They
use high-order approximate models that include the sampling
zero dynamics but disregard the existence of discrete-time dis-
turbances or non-uniform sampling. Furthermore, sufficient
smoothness of the function defining the continuous-time sys-
tem dynamics is required.
In [10] we provided characterizations of, i.e. necessary
and sufficient conditions for, semiglobal stability properties for
discrete-time models of non-uniformly sampled nonlinear sys-
tems. We derived conditions for two stability properties: se-
miglobal asymptotic stability, robustly with respect to bounded
disturbances, and semiglobal input-to-state stability, where the
(disturbance) input may successfully represent state-measurement
or actuation errors. In [11] we provide sufficient conditions
for semiglobal practical ISS under varying sampling rate. We
have shown that if the error between the approximate and ex-
act closed-loop solutions over a fixed time period is reduced
by making the maximum sampling period smaller in the pres-
ence of discrete-time inputs (MSEC), and if the control law ren-
ders the approximate model semiglobally practically ISS un-
der varying sampling rate (SP-ISS-VSR), then the same con-
troller ensures SP-ISS-VSR of the exact discrete-time closed-
loop model.
In all of the previous results the kinds of stability ensured
for the exact model were either semiglobal and practical or
global and asymptotic. The conditions for ensuring global sta-
bility are stringent. In the current context of approximate discrete-
time design, other results exist that address problems such as
the presence of time delays [12, 13, 14], observer design [15,
16, 17], and control schemes involving dual-rate [18, 19] or
multirate [20, 21] sampling. However, and to the best of the
authors’ knowledge, results ensuring semiglobal and asymp-
totic stability for the exact closed-loop discrete-time model of
sampled-data systems based on conditions that may hence be
much weaker than those required for a global result, have not
been previously derived. The main purpose of this paper is thus
to provide results that ensure semiglobal asymptotic ISS under
non-uniform sampling and in the presence of disturbances that
successfully cover the case of state-measurement or actuation
errors. Specifically, we will give sufficient conditions for se-
miglobal exponential ISS under non-uniform sampling of the
exact closed-loop discrete-time model, based on the use of an
approximate model.
Our main results require the introduction of two novel con-
sistency properties that take disturbances into account. Specifi-
cally, we introduce Robust Equilibrium-PreservingConsistency
(REPC), which is a one-step condition, and Robust Equilibrium-
PreservingMultistep Consistency (REPMC).We prove that REPC
is an equivalence relation and a sufficient condition for REPMC.
As a second contribution, we show that any explicit and consis-
tent Runge-Kutta model is REPC with the exact model under
very mild conditions not requiring high-order differentiability
of the function that defines the continuous-time plant.
The organization of this paper is as follows. In Section II
we present a brief summary of the notation employed through-
out the paper, we state the problem and the required definitions
and properties. Our main results are given in Section III. An
illustrative example is provided in Section IV. Concluding re-
marks are presented in Section V. The Appendix contains the
proofs of some of the presented intermediate technical points
and results.
2. Preliminaries
2.1. Notation
R, R≥0, N and N0 denote the sets of real, nonnegative real,
natural and nonnegative integer numbers, respectively. We write
α ∈ K if α : R≥0 → R≥0 is strictly increasing, continuous and
α(0) = 0. We write α ∈ K∞ if α ∈ K and α is unbounded. We
write β ∈ KL if β : R≥0 × R≥0 → R≥0, β(·, t) ∈ K for all t ≥ 0,
and β(s, ·) is strictly decreasing asymptotically to 0 for every
s. We denote the Euclidean norm of a vector x ∈ Rn by |x|.
We denote an infinite sequence as {Ti} := {Ti}∞i=0. For any se-
quences {Ti} ⊂ R≥0 and {ei} ⊂ Rm, and any γ ∈ K , we take the
following conventions:
∑−1
i=0 Ti = 0 and γ(sup0≤i≤−1 |ei|) = 0.
Given a real number T > 0 we denote by Φ(T ) := {{Ti} :
{Ti} is such that Ti ∈ (0, T ) for all i ∈ N0} the set of all se-
quences of real numbers in the open interval (0, T ). For a given
sequence we denote the norm ‖{xi}‖ := supi≥0 |xi|.
2.2. Discrete-time models
We consider discrete-time models for sampled continuous-
time nonlinear systems of the form
x˙ = f (x, u), x(0) = x0, (1)
under zero-order hold, where x(t) ∈ Rn, u(t) ∈ Rm are the state
and control vectors respectively. We consider that the sam-
pling instants tk, k ∈ N0, satisfy t0 = 0 and tk+1 = tk + Tk,
where {Tk}∞k=0 is the sequence of corresponding sampling pe-
riods. We consider that sampling periods may vary; we refer
to this scheme as Varying Sampling Rate (VSR). We also as-
sume that the next sampling instant tk+1, and hence the current
sampling period Tk, is known at the current sampling instant
tk. This situation is typical of schemes where the controller sets
the next sampling instant according to a specific control strat-
egy as in self-triggered control [22]. Due to zero-order hold, the
continuous-time control signal is piecewise constant such that
u(t) = u(tk) =: uk for all t ∈ [tk, tk+1). The class of discrete-time
systems that arise when modelling (1) under this scheme is thus
of the form
xk+1 = F
♦(xk, uk, Tk), (2)
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meaning that the state at the next sampling instant depends on
the current state and input values, as well as on the current sam-
pling period. We will set ♦ = e to symbolize that the discrete-
time model is exact (i.e. its state coincides with that of the
continuous-time plant state at sampling instants). We will set
♦ = a, b, c, etc., for other in principle arbitrary discrete-time
models, and ♦ = Euler or ♦ = RK for the Euler or a Runge-
Kutta model, respectively. Using our notation and the definition
of the Euler model, then FEuler(x, u, T ) := x + T f (x, u).
Given that the current sampling period Tk is known or de-
termined at the current sampling instant tk, the current control
action uk may depend not only on the current state sample xk
but also on Tk. If state-measurement or actuation errors exist
we will denote them by ek ∈ Rq, where the dimension q de-
pends on the type of error (i.e., q = n for state-measurement
additive error or q = m for actuation additive error). In this case
the true control action applied will also be affected by such er-
rors
uk = U(xk, ek, Tk). (3)
Under (3), the closed-loop model given by the pair (U, F♦) be-
comes
xk+1 = F
♦(xk,U(xk, ek, Tk), Tk) =: F¯♦(xk, ek, Tk) (4)
which is once again of the form (2). For the sake of notation,
we may refer to the discrete-time model (4) simply as F¯♦.
2.3. Definitions and stability properties
We consider that the continuous-timemodel of the plant (1)
and the control law (3) fulfil the following definitions.
Definition 2.1. The function f : Rn × Rm → Rn is said to be
locally Lipschitz in x uniformly in u if for every compact sets
X ⊂ Rn U ⊂ Rm there exists L = L(X,U) > 0 such that for all
x, y ∈ X and u ∈ U,
| f (x, u) − f (y, u)| ≤ L|x − y|. (5)
Definition 2.2. The function f is said to be locally bounded
if for any M,Cu ≥ 0 there exists C f = C f (M,Cu) > 0, with
C f (·, ·) nondecreasing in each variable, such that | f (x, u)| ≤ C f
for every |x| ≤ M and |u| ≤ Cu.
Definition 2.3. The control law U(x, e, T ) is said to be small-
time locally uniformly bounded if for any M, E ≥ 0 there exist
T u = T u(M, E) > 0 and Cu = Cu(M, E) > 0, with T u(·, ·)
nonincreasing in each variable and Cu(·, ·) nondecreasing in
each variable, such that |U(x, e, T )| ≤ Cu for all |x| ≤ M, |e| ≤
E, and T ∈ (0, T u).
The following stability definitions are used throughout the
paper.
Definition 2.4. The system (4) is said to be
i) Semiglobally ISS-VSR (S-ISS-VSR) if there exist β ∈ KL
and γ ∈ K∞ such that for all M, E ≥ 0 there exists T⋆ =
T⋆(M, E) > 0 such that the solutions of (4) satisfy
|xk| ≤ β
|x0|,
k−1∑
i=0
Ti
 + γ
(
sup
0≤i≤k−1
|ei|
)
, (6)
for all k ∈ N0, {Ti} ∈ Φ(T⋆), |x0| ≤ M and ‖{ei}‖ ≤ E.
ii) Semiglobally Exponentially ISS-VSR (SE-ISS-VSR) if it is
S-ISS-VSR and additionally β ∈ KL can be chosen as
β(r, t) := Kr exp(−λt) with K, λ > 0.
Remark 2.5. Setting {ei} ≡ 0 and k = 0 in (6), it follows that
|x0| ≤ β(|x0|, 0) holds for every |x0| ≤ M for all M ≥ 0. Thus,
any function β ∈ KL characterizing S-ISS-VSR fulfils the ad-
ditional property that s ≤ β(s, 0) for all s ≥ 0. In the case of
SE-ISS-VSR this implies that K ≥ 1.
3. Main results
3.1. SE-ISS-VSR via approximate discrete-time models
In this section, we give novel sufficient conditions for SE-
ISS-VSR of the exact discrete-time model based on an approxi-
mate model. For this, we introduce two novel consistency prop-
erties: Robust Equilibrium-PreservingConsistency (REPC), which
is a one-step property, and Robust Equilibrium-PreservingMul-
tistep Consistency (REPMC). Specifically, we will prove that
if the approximate closed-loop model is SE-ISS-VSR and if
the exact and approximate models are REPMC, then the exact
closed-loop model is also SE-ISS-VSR.
Definition 3.1. The discrete-time model F¯a is said to be Ro-
bustly Equilibrium-Preserving Consistent (REPC) with F¯b if
there exists φ ∈ K∞ such that for each M, E ≥ 0 there exist
constants K, T i > 0 and a function ρ ∈ K∞ such that∣∣∣F¯a(xa, e, T ) − F¯b(xb, e, T )∣∣∣
≤ (1 + KT )
∣∣∣xa − xb∣∣∣ + Tρ(T ) (max{|xa|, |xb|} + φ(|e|)) (7)
for all |xa|, |xb| ≤ M, |e| ≤ E and T ∈ (0, T i). The pair (F¯a, F¯b)
is said to be REPC if F¯a is REPC with F¯b.
It is evident that the REPC property is reflexive (F¯a is REPC
with F¯a) and symmetric (if F¯a is REPC with F¯b, then F¯b is
REPC with F¯a). Since the REPC property is also transitive, it
constitutes an equivalence relation.
Proposition 3.2. Suppose that the pairs (F¯a, F¯b) and (F¯b, F¯c)
are REPC. Then (F¯a, F¯c) is REPC.
The proof of Proposition 3.2 is given in Appendix A. We
next introduce the REPMC property, which extends the linear
gain multistep upper consistency property in [9, Definition 5]
by the facts that: (i) it is a perturbation-admitting condition, and
(ii) it is semiglobal on the magnitude of the initial condition and
disturbance input.
Definition 3.3. The discrete-time model F¯a is said to be Ro-
bustly Equilibrium-Preserving Multistep Consistent (REPMC)
with F¯b if there exists φ ∈ K∞ such that for each M, E ≥ 0 and
T , η > 0 there exist a constant T ∗ = T ∗(M, E,T , η) > 0 and a
function α : R≥0×R≥0 → R≥0∪{∞} with α(·, T ) non-decreasing
for all T ∈ [0, T ∗) such that
|xa − xb| ≤ δ⇒ |F¯a(xa, e, T ) − F¯b(xb, e, T )| ≤ α(δ, T ) (8)
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for all |xa|, |xb| ≤ M, |e| ≤ E and T ∈ (0, T ∗), and
∑k−1
i=0 Ti ≤ T
implies
αk(0, {Ti}) :=
k︷    ︸︸    ︷
α(· · ·α(α(0, T0), T1) · · · , Tk−1)
≤ ηM + φ(E). (9)
Our main result is the following.
Theorem 3.4. Consider that
i) F¯a is REPMC with F¯b as per Definition 3.3.
ii) xa
k+1 = F¯
a(xa
k
, ek, Tk) is SE-ISS-VSR.
Then xb
k+1 = F¯
b(xb
k
, ek, Tk) is SE-ISS-VSR.
The proof of Theorem 3.4 is given in Section 3.3. The-
orem 3.4 provides a sufficient condition, namely the REPMC
property, for the SE-ISS-VSR of a (closed-loop) model F¯a to
carry over to another model F¯b. Therefore, to establish SE-
ISS-VSR of the exact model it suffices to ensure that some ap-
proximate model is SE-ISS-VSR on the one hand and REPMC
with the exact model on the other. In the next subsections, we
will give sufficient conditions for an approximate model to be
REPMC with the exact model and show that these conditions
are not restrictive.
Sufficient Lyapunov-type checkable conditions for SE-ISS-
VSR of a discrete-time model are presented in Proposition 3.5.
The proof is obtained by performingminor changes to the proof
of the S-ISS-VSR characterization in [10, Theorem 3.2] and is
given in Appendix B.
Proposition 3.5. Suppose that condition 2. of [10, Theorem 3.2]
holds with the functions α1, α2, α3 ∈ K∞ defined as α1(s) :=
K1s
N , α2(s) := K2sN and α3(s) := K3sN with N > 0 and Ki ≥ 1
for all i ∈ {1, 2, 3}. Then, the system (4) is SE-ISS-VSR.
3.2. Sufficient conditions for REPMC
In Lemma 3.6, we prove that REPC is a sufficient condition
for REPMC. Whether REPC is also necessary for REPMC re-
mains as an open problem. We additionaly show that REPC is
not a restrictive restrictive condition by proving in Theorem 3.7
that any explicit and consistent Runge-Kutta model is REPC
with the exact discrete-time model.
Lemma 3.6. Suppose that the pair (F¯a, F¯b) is REPC, then the
pair is REPMC.
Proof. Let M, E ≥ 0 and T , η > 0 be given. Let |xa|, |xb| ≤ M
be such that |xa − xb| ≤ δ. Let M, E ≥ 0 generate K, T i > 0 and
ρ ∈ K∞ according to Definition 3.1. Define
T ∗ := min
{
T i, ρ−1
(
η
eKTT
)
, ρ−1
(
1
eKTT
)}
(10)
and
α(δ, T ) := (1 + KT )δ + Tρ(T )(M + φ(E)), (11)
then (8) is satisfied. For all k ∈ N such that
∑k−1
i=0 Ti ≤ T with
{Ti} ∈ Φ(T ∗) we have
αk(0, {Ti}) =
=

k−2∑
j=0
T jρ(T j)
k−1∏
i= j+1
(1 + KTi) + Tk−1ρ(Tk−1)
 (M + φ(E))
≤

k−2∑
j=0
T jρ(T j)eK
∑k−1
i= j+1 Ti + Tk−1ρ(Tk−1)
 (M + φ(E))
≤ ρ(T ∗)eKT

k−2∑
j=0
T j + Tk−1
 (M + φ(E))
≤ ρ(T ∗)eKTTM + ρ(T ∗)eKTTφ(E) ≤ ηM + φ(E). (12)
This concludes the proof. 
An s-stage explicit Runge-Kutta model for (1) can be writ-
ten as [23, Sec 3.2]
y1 = x, (13)
yi = x + T
i−1∑
j=1
ai j f (y j, u), i = 2, . . . , s, (14)
FRK(x, u, T ) := x + T
s∑
i=1
bi f (yi, u), (15)
with ai j, bi ∈ R for all required values of i and j. The Runge-
Kutta model is said to be consistent if
∑s
i=1 bi = 1.
Theorem 3.7. Consider that system (1) is fed back, under zero-
order hold and possible nonuniform sampling, with the control
lawU(x, e, T ), yielding the exact discrete-time model F¯e(x, e, T ) =
Fe(x,U(x, e, T ), T ). Suppose that
i) f is locally Lipschitz in x uniformly in u as per Defini-
tion 2.1.
ii) f is bounded as per Definition 2.2.
iii) U(x,e,T) is small-time locally uniformly bounded as per
Definition 2.3.
iv) There exists φ ∈ K∞ such that for every E ≥ 0 there exists
T iv := T iv(E) > 0 such that for all |e| ≤ E and T ∈ (0, T iv)
we have
| f (0,U(0, e, T ))| ≤ φ(|e|). (16)
v) For every M, E ≥ 0 there exists K := K(M, E) > 0 and
T v := T v(M, E) > 0, with K(·, ·) nondecreasing in each
variable and T v(·, ·) nonincreasing in each variable, such
that for all |xa|, |xb| ≤ M, |e| ≤ E and T ∈ (0, T v) we have
| f (xa,U(xa, e, T )) − f (xb,U(xb, e, T ))| ≤ K|xa − xb|. (17)
Let FRK denote any explicit and consistent Runge-Kutta model
for (1) and F¯RK the corresponding closed-loop model involving
U(x, e, T ). Then, (F¯RK, F¯e) is REPC.
The proof of Theorem 3.7 is given in Section 3.4. Theo-
rem 3.7 gives sufficient conditions for REPC (and, via Lemma 3.6,
for REPMC) between any explicit and consistent Runge-Kutta
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model and the exactmodel, based on conditions on the continuous-
time plant and on the control law. Conditions i) to iv) con-
sist in mild boundedness and continuity requirements. Condi-
tion v) is also a type of continuity requirement and allows to
ensure uniqueness of solutions of the closed-loop continuous-
time model.
Remark 3.8. Note that Theorem 3.7 does not explicitly require
differentiability of the function f that defines the continuous-
time plant but only Lipschitz-type conditions. The latter condi-
tions may imply almost-everywhere differentiability but only of
first order. Therefore, the requirements imposed by Theorem 3.7
on f are weaker than the high-order differentiability required to
ensure convergence of a high-order Runge-Kutta model.
Given that REPC is an equivalence relation it is evident that
all explicit and consistent Runge-Kutta models are also REPC
with each other under the assumptions of Theorem 3.7.
3.3. Proof of Theorem 3.4
The next lemma shows that the mismatch over a fixed time
period between the solutions of two REPMC discrete-timemod-
els can be reduced by reducing the maximum sampling period.
Nevertheless, the difference between solutions may grow de-
pending on the magnitude of the error input. The proof of
Lemma 3.9 is given in Appendix C.
Lemma 3.9. Suppose that F¯a is REPMC with F¯b as per Def-
inition 3.3 with function φ ∈ K∞. Let x
a(k, ξ, {ei}, {Ti}) and
xb(k, ξ, {ei}, {Ti}) be the solutions that begin from initial condi-
tion ξ ∈ Rn for the models F¯a and F¯b, respectively. Then for
each Ma, E ≥ 0 andT , η > 0, there exists T L = T L(Ma, E,T , η) >
0 such that, if ξ ∈ Rn satisfies
|xa(k, ξ, {ei}, {Ti})| ≤ Ma (18)
for all {Ti} ∈ Φ(T L), ‖{ei}‖ ≤ E and k ∈ N0 for which
∑k−1
i=0 Ti ∈
[0,T ], then
|xb(k, ξ, {ei}, {Ti}) − xa(k, ξ, {ei}, {Ti})| ≤ η|ξ| + φ
(
sup
0≤i≤k−1
|ei|
)
.
for all {Ti} ∈ Φ(T L), ‖{ei}‖ ≤ E and k ∈ N0 for which
∑k−1
i=0 Ti ∈
[0,T ].
Proof of Theorem 3.4. Let K, λ > 0, γ ∈ K∞ and T⋆(·, ·) char-
acterize the SE-ISS-VSR property of xa
k
= F¯a(xa, ek, Tk). Con-
sider M ≥ 0 and E ≥ 0 given. Consider φ ∈ K∞ from i) and
define γˆ ∈ K∞ via γˆ := γ + φ. Let δ ∈ (0, 1) and η ∈ (0, δ).
Define Ma := KM + 11−δ γˆ(E). Let T :=
1
λ
ln K
δ−η
. Define
T1 := T + 1 and let it generate T L := T L(Ma, E,T1, η) ac-
cording to Lemma 3.9. We have
|xak | ≤ K|ξ| exp
−λ
k−1∑
i=0
Ti
 + γ
(
sup
0≤i≤k−1
|ei|
)
(19)
for all k ∈ N0, |ξ| ≤ Ma, {Ti} ∈ Φ(T⋆(Ma, E)) and ‖{ei}‖ ≤ E.
Define
T¯ < min
{
1, T⋆(Ma, E), T L
}
. (20)
Consider {Ti} ∈ Φ(T¯ ). For every k ∈ N0 and j ∈ N, define
s(k) := sup
r ∈ N0 : r ≥ k + 1,
r−1∑
i=k
Ti ≤ T1
 and (21)
s j(k) :=
j︷   ︸︸   ︷
s(. . . s(s(k))) (22)
Note that s1(k) ≥ k+1 for all k ∈ N0 because T1 > 1 and Ti < 1
for all i ∈ N0. Also,
∑s1(k)−1
i=k
Ti > T1 − T¯ > T1 − 1 = T holds
for all k ∈ N0. For every k, ℓ ∈ N0 with k ≥ ℓ and |ξ| ≤ Ma
define
∆x
ξ
k,ℓ
:= |xb(k − ℓ, ξ, {ei+ℓ}, {Ti+ℓ}) − xa(k − ℓ, ξ, {ei+ℓ}, {Ti+ℓ})|.
Consider that |ξ| ≤ M. Then |xa
k
| ≤ Ma for all k ∈ N0, {Ti} ∈
Φ(T¯ ) and ‖{ei}‖ ≤ E. From i), according to Lemma 3.9, for all
k ∈ N0 for which
∑k−1
i=0 ≤ T1 and {Ti} ∈ Φ(T¯ ) we have
|xb(k, ξ, x{ei}, {Ti})| ≤ |xa(k, ξ, {ei}, {Ti})| +
∣∣∣∣∆xξk,0
∣∣∣∣
≤ K|ξ| exp
−λ
k−1∑
i=0
Ti
 + γ
(
sup
0≤i≤k−1
|ei|
)
+
∣∣∣∣∆xξk,0
∣∣∣∣
≤ K|ξ| exp
−λ
k−1∑
i=0
Ti
 + γ
(
sup
0≤i≤k−1
|ei|
)
+ η|ξ| + φ
(
sup
0≤i≤k−1
|ei|
)
≤ K|ξ|
exp
−λ
k−1∑
i=0
Ti
 + ηK
 + γˆ
(
sup
0≤i≤k−1
|ei|
)
.
For the sake of notation define xb
s j(0)
:= xb(s j(0), ξ, {ei}, {Ti}).
For instant s1(0) we have
|xb
s1(0)| ≤ K|ξ|
exp
−λ
s1(0)−1∑
i=0
Ti
 + ηK
 + γˆ
 sup
0≤i≤s1(0)−1
|ei|

≤ K|ξ|
(
exp (−λT ) +
η
K
)
+ γˆ
 sup
0≤i≤s1(0)−1
|ei|

≤ K|ξ|
(
δ − η
K
+
η
K
)
+ γˆ
 sup
0≤i≤s1(0)−1
|ei|

≤ δ|ξ| + γˆ
 sup
0≤i≤s1(0)−1
|ei|
 (23)
≤ δM + γˆ (E) ≤ Ma
Note that for an initial condition such that |xb
s j(0)
| ≤ Ma for some
j ∈ N0 then, following the same reasoning that leads to (23), we
can bound |xb
s j+1(0)
| as
|xb
s j+1(0)| ≤ δ|x
b
s j(0)| + γˆ (E) . (24)
Thus, we have |xb
s j+1(0)
| ≤ δMa + γˆ(E) = δ(KM + 11−δ γˆ(E)) +
γˆ(E) = δKM + ( δ1−δ + 1)γˆ(E)) = δKM +
1
1−δ γˆ(E) < Ma. Thus∣∣∣∣xbs j(0)
∣∣∣∣ ≤ Ma for all j ∈ N0. Then we can apply (23) iteratively
to obtain
∣∣∣∣xbs j(0)
∣∣∣∣ ≤ δ j|ξ| + γˆ
 sup
0≤i≤s j(0)−1
|ei|

j−1∑
i=0
δi
5
= exp (−λ1 j)|ξ| +
1 − δ j
1 − δ
γˆ
 sup
0≤i≤s j(0)−1
|ei|
 (25)
where λ1 := ln 1δ > 0. Using the definition of s
j(0) we have
− λ1 j = −λ1 j
T1
T1
≤ −λ1
∑s j(0)−1
i=0 Ti
T1
= −λ¯
s j(0)−1∑
i=0
Ti (26)
where λ¯ := λ1/T1. Using (26) on (25) and the fact that for
δ ∈ (0, 1) it holds that 1−δ
j
1−δ ≤
1
1−δ for all j ∈ N0, we have
∣∣∣∣xes j(0)
∣∣∣∣ ≤ exp
−λ¯
s j(0)−1∑
i=0
Ti
|ξ| + 11 − δ γˆ
 sup
0≤i≤s j(0)−1
|ei|
 . (27)
Define xb
k
(ξ) := xb(k, ξ, {ei}, {Ti}). From ii) and Lemma 3.9, for
all k ∈ [s j(0), s j+1(0)], we have that
∣∣∣xbk(ξ)∣∣∣ =
∣∣∣∣xb(k − s j(0), xbs j(0), {ei+s j(0)}, {Ti+s j(0)})
∣∣∣∣
≤
∣∣∣∣xa(k − s j(0), xbs j(0), {ei+s j(0)}, {Ti+s j(0)})
∣∣∣∣
+
∣∣∣xb(k − s j(0), xb
s j(0), {ei+s j(0)}, {Ti+s j(0)})
− xa(k − s j(0), xb
s j(0), {ei+s j(0)}, {Ti+s j(0)})
∣∣∣
≤ K|xb
s j(0)| + γ
 sup
s j(0)≤i≤k−1
|ei|
 + η|xbs j(0)| + φ
 sup
s j(0)≤i≤k−1
|ei|

≤ (K + η)|xb
s j(0)| + γˆ
 sup
s j(0)≤i≤k−1
|ei|
 . (28)
Using (27) and (28), for all k ∈ [s j(0), s j+1(0)], we have
|xbk(ξ)| ≤ (K + η)|x
b
s j(0)| + γˆ
 sup
s j(0)≤i≤k−1
|ei|

≤ (K + η)
exp
−λ¯
s j(0)−1∑
i=0
Ti
|ξ| + 11 − δ γˆ
 sup
0≤i≤s j(0)−1
|ei|


+ γˆ
 sup
s j(0)≤i≤k−1
|ei|

≤ (K + η) exp
−λ¯
s j(0)−1∑
i=0
Ti
|ξ| +
(
(K + η)
1 − δ
+ 1
)
γˆ
 sup
0≤i≤s j(0)−1
|ei|

≤ (K + η) exp
−λ¯

k−1∑
i=0
Ti − T1

|ξ| + γ˜
 sup
0≤i≤s j(0)−1
|ei|

≤ (K + η) exp
(
λ¯T1
)
exp
−λ¯
k−1∑
i=0
Ti
|ξ| + γ˜
 sup
0≤i≤s j(0)−1
|ei|

≤ K2 exp
−λ¯
k−1∑
i=0
Ti
|ξ| + γ˜
 sup
0≤i≤s j(0)−1
|ei|

for all k ∈ N0, |ξ| ≤ M and {Ti} ∈ Φ(T¯ (M, E)), where K2 :=
(K + η) exp
(
λ¯T1
)
and γ˜ ∈ K∞ is defined via γ˜ :=
(
(K+η)
1−δ + 1
)
γˆ.

3.4. Proof of Theorem 3.7
Next, we derive a bound for the mismatch between the exact
discrete-timemodel and the Euler approximatemodel. Lemma 3.10
is used in the proof of Theorem 3.7 and its proof is given in
Appendix D.
Lemma 3.10. Suppose that
i) f is locally Lipschitz in x uniformly in u as per Defini-
tion 2.1.
ii) f is bounded as per Definition 2.2.
Then, for every compact sets X ⊂ Rn and U ⊂ Rm there exist
constants T¯ = T¯ (X,U) > 0 and L¯ = L¯(X,U) > 0 such that∣∣∣Fe(ξ, u, T ) − FEuler(ξ, u, T )∣∣∣ ≤ L¯T 2 | f (ξ, u)| (29)
for all ξ ∈ X, u ∈ U and T ∈ (0, T¯ ).
Proof of Theorem 3.7. Wewill establish that (F¯RK , F¯e) is REPC
by showing that both (F¯Euler , F¯e) and (F¯RK , F¯Euler) are REPC
and using the fact that REPC is an equivalence relation.
Consider M, E ≥ 0 given and let them generate K, T v > 0
from v) and T iv > 0 from iv). Let M, E generate Cu, T u > 0
from iii). Define X := {x ∈ Rn : |x| ≤ M} and U := {u ∈ Rm :
|u| ≤ Cu}.
Claim 1. (F¯Euler , F¯e) is REPC.
Proof of Claim 1: From i) and ii), the assumptions of Lemma 3.10
hold. Therefore, letX andU generate L¯, T¯ > 0 fromLemma 3.10,
so that the open-loop condition (29) holds for all x ∈ X, u ∈
U and T ∈ (0, T¯). Define T o := min{T¯ , T u, T iv, T v}, K¯ :=
max{K, 1} and ρ ∈ K∞ via ρ(s) := K¯L¯s. For all |xe|, |xa| ≤ M,
|e| ≤ E and T ∈ (0, T o) we have
|F¯e(xe, e, T ) − F¯Euler(xa, e, T )|
≤ |Fe(xe,U(xe, e, T ), T ) − FEuler(xe,U(xe, e, T ), T )|
+ |FEuler(xe,U(xe, e, T ), T ) − FEuler(xa,U(xa, e, T ), T )|
≤ |Fe(xe,U(xe, e, T ), T ) − FEuler(xe,U(xe, e, T ), T )|
+ |xe − xa| + T | f (xe,U(xe, e, T )) − f (xa,U(xa, e, T ))| (30)
≤ (1 + KT )|xe − xa| + L¯T 2| f (xe,U(xe, e, T ))| (31)
≤ (1 + KT )|xe − xa|
+ L¯T 2(| f (xe,U(xe, e, T )) − f (0,U(0, e, T ))|+ | f (0,U(0, e, T ))|)
≤ (1 + KT )|xe − xa| + L¯T 2 (K|xe| + φ(|e|)) (32)
≤ (1 + KT )|xe − xa| + K¯L¯T 2 (|xe| + φ(|e|))
= (1 + KT )|xe − xa| + Tρ(T )(|xe| + φ(|e|)). (33)
In (30) we have used the definition of the Euler approximation.
In (31) we have used (17) from v) and (29) from Lemma 3.10.
In (32) we have used (16) from iv) and (17) from v). Note that
φ ∈ K∞ is given by iv) and hence does not depend on M or E.
Thus, (7) holds and (F¯Euler , F¯e) is REPC. ◦
Claim 2. (F¯RK , F¯Euler) is REPC.
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Proof of Claim 2: For the sake of notation, define f¯ (x, e, T ) :=
f (x,U(x, e, T )). Employing the definitions of the Euler and
Runge-Kutta models, we have∣∣∣F¯Euler(x, e, T ) − F¯RK(z, e, T )∣∣∣
=
∣∣∣∣∣∣∣x + T f¯ (x, e, T ) − z − T
s∑
i=1
bi f¯ (yi, e, T )
∣∣∣∣∣∣∣
≤ |x − z| + T
∣∣∣∣∣∣∣ f¯ (x, e, T ) −
s∑
i=1
bi f¯ (yi, e, T )
∣∣∣∣∣∣∣
Adding and subtracting
(∑s
i= j bi
)
f¯ (y j−1, e, T ), for j = 2, . . . , s,
and operating, we reach∣∣∣F¯Euler(x, e, T ) − F¯RK(z, e, T )∣∣∣
≤ |x − z|
+ T
∣∣∣∣∣∣ f¯ (x, e, T ) −

s∑
j=2

s∑
i= j
bi
 [ f¯ (y j, e, T ) − f¯ (y j−1, e, T )

+

s∑
i=1
bi
 f¯ (y1, e, T )]
∣∣∣∣∣∣.
Taking into account that
∑s
i=1 bi = 1 and that y1 = z, then∣∣∣F¯Euler(x, e, T ) − F¯RK(z, e, T )∣∣∣
≤ |x − z| + T
∣∣∣ f¯ (x, e, T ) − f¯ (z, e, T )∣∣∣
+ T
s∑
j=2
∣∣∣∣∣∣∣∣

s∑
i= j
bi
 [ f¯ (y j, e, T ) − f¯ (y j−1, e, T )]
∣∣∣∣∣∣∣∣
≤ |x − z| + T
∣∣∣ f¯ (x, e, T ) − f¯ (z, e, T )∣∣∣
+ TB
s∑
j=2
∣∣∣ f¯ (y j, e, T ) − f¯ (y j−1, e, T )∣∣∣ (34)
with B :=
∑s
i=2 |bi|. Define T
# := min{1, T u, T iv, T v} > 0 and
A := 2maxi=2,...,s, j=1,...,i−1 |ai j|. Consider |x| ≤ M, |e| ≤ E, and
T ∈ (0, T #). From (14) we have
|yi| ≤ |y1| + T
#
i−1∑
j=1
|ai j|
∣∣∣ f¯ (y j, e, T )∣∣∣
≤ |x| + T #A
s−1∑
j=1
∣∣∣ f (y j,U(y j, e, T ))∣∣∣ , for i = 2, . . . , s. (35)
Define M1 := M and recursively for i = 2, . . . , s,
Mi := Mi−1 + (s − 1)T #AC f (Mi−1,Cu(Mi−1, E)) ,
where C f (·, ·) and Cu(·, ·) are given by Definitions 2.2 and 2.3.
With these definitions, it follows that
|yi| ≤ Ms for all 1 ≤ i ≤ s. (36)
Define Ks := max{K(Ms, E), 1} and
T ∗ := min{1, T #, T u(Ms, E), T iv(E), T v(Ms, E)}.
For T ∈ (0, T ∗), it follows that∣∣∣ f¯ (y1, e, T )∣∣∣
≤ | f (y1,U(y1, e, T )) − f (0,U(0, e, T )|+ | f (0,U(0, e, T ))|
≤ Ks|y1| + φ(|e|)
and for i = 2, . . . , s
∣∣∣ f¯ (yi, e, T )∣∣∣
≤ | f (yi,U(yi, e, T )) − f (0,U(0, e, T )|+ | f (0,U(0, e, T ))|
≤ Ks|yi| + φ(|e|) ≤ Ks
∣∣∣∣∣∣∣∣y1 + T
i−1∑
j=1
ai j f¯ (y j, e, T )
∣∣∣∣∣∣∣∣ + φ(|e|)
≤ Ks|y1| + KsT
∣∣∣∣∣∣∣∣
i−1∑
j=1
ai j f¯ (y j, e, T )
∣∣∣∣∣∣∣∣ + φ(|e|)
≤ Ks|y1| + φ(|e|) + KsAT
i−1∑
j=1
∣∣∣ f¯ (y j, e, T )∣∣∣ (37)
Using (37) recursively yields
∣∣∣ f¯ (yi, e, T )∣∣∣ ≤ [Ks|y1| + φ(|e|)]
i−1∑
j=0
(KsAT ) j
≤ C (|y1| + φ(|e|)) , for i = 1, . . . , s, (38)
where we have used the fact that Ks ≥ 1 and defined C :=
Ks
∑s−1
j=0(KsAT
∗) j. From (34) and v), then provided T ∈ (0, T ∗),
we have ∣∣∣F¯Euler(x, e, T ) − F¯RK(z, e, T )∣∣∣
≤ (1 + KT )|x − z| + TBKs
s∑
j=2
∣∣∣y j − y j−1∣∣∣ . (39)
Using (14) and defining ai j := 0 for j ≥ i, we have
|yi − yi+1| =
∣∣∣∣∣∣∣∣T
s∑
j=1
(ai j − a(i+1) j) f¯ (y j, e, T )
∣∣∣∣∣∣∣∣
≤ T
s∑
j=1
|ai j − a(i+1) j|| f¯ (y j, e, T )|
≤ TA
s∑
j=1
| f¯ (y j, e, T )| for i = 1, . . . , s − 1. (40)
Combining (40) and (39), then
|F¯Euler(x, e, T ) − F¯RK(z, e, T )|
≤ (1 + KT )|x − z| + (s − 1)ABKsT 2
s∑
j=1
∣∣∣ f¯ (y j, e, T )∣∣∣ (41)
Using (38) in (41) we obtain, for all |x|, |z| ≤ M, |e| ≤ E and
T ∈ (0, T ∗)
|F¯Euler(x, e, T ) − F¯RK(z, e, T )|
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≤ (1 + KT )|x − z| + (s − 1)ABKsT 2C
s∑
j=1
(|y1| + φ(|e|))
≤ (1 + KT )|x − z| + (s − 1)sABCKsT 2 (|y1| + φ(|e|))
≤ (1 + KT )|x − z| + Tρ(T ) (|z| + φ(|e|))
where ρ ∈ K∞ is defined via ρ(T ) := (s − 1)sABCKsT . Note
that φ ∈ K∞ is given by iv) and hence does not depend on M or
E. Thus, (7) holds and (F¯Euler , F¯RK) is REPC. ◦
According with Claim 1 and Claim 2, by Proposition 3.2
then the pair (F¯RK , F¯e) is REPC. 
4. Example
Consider the Euler discrete-time model of the continuous-
time plant x˙ = f (x, u) = x3 + u of Example A of [11]:
xk+1 = xk + Tk(x3k + uk) =: F
Euler(xk, uk, Tk). (42)
In [10], this model is fed back with control law uk = −xk − 3x3k
considering additive state-measurement errors, which yields uk =
U(xk, ek, Tk) = −(xk + ek) − 3(xk + ek)3. Thus, the closed-loop
Euler model F¯Euler(x, e, T ) := FEuler(x,U(x, e, T ), T ) results
F¯Euler(x, e, T ) = x−T
(
x + 2x3 + 9ex2 + 9e2x + 3e3 + e
)
. (43)
This closed-loop model was proved to be S-ISS-VSR with re-
spect to input e in [10] by means of [10, Theorem 3.2]. We
will prove that (43) is in fact SE-ISS-VSR. From the Example
in [10] we have that the functions α1, α2, α3 ∈ K∞ necessary to
fulfill [10, Theorem 3.2] are defined via α1(s) = α2(s) = s2 and
α3(s) = 3s4 + s2. Define α¯3(s) = s2. Given that
− Tα3(x) ≤ −T α¯3(x) (44)
the conditions of Proposition 3.5 are fulfilled with α1, α2 and
α¯3 and the system (43) is SE-ISS-VSR. Next, we will prove
that (43) is not globally stable. Suppose that there exists T ∗ ∈
(0, 2) such that the system xk+1 = F¯Euler(xk, 0, Tk) is globally
exponentially stable under VSR for all {Ti} ∈ Φ(T ∗). Consider
the constant sequence {Ti} ∈ Φ(T ∗) with Ti = T ∗/2 for all i. For
all |xk | >
√
2
T ∗
we have −T ∗x2
k
< −2 and 1 − T ∗x2
k
+ T ∗/2 <
−1 + T ∗/2 < 0. Therefore,
|xk+1| =
∣∣∣F¯Euler(xk, 0, Tk)∣∣∣
= |xk |
∣∣∣1 − (T ∗/2)(2x2k + 1)∣∣∣ > |xk | |1 + T ∗/2| > |xk |. (45)
This shows that the solution diverges for large values of the state
and the model cannot be globally stable. To establish asymp-
totic stability of the exact discrete-time model we hence cannot
use any of the previously existing results. [9, Theorem 2] can-
not be applied to prove asymptotic stability of the exact closed-
loop model even in the absence of errors due to the fact that the
Euler model (43) is not globally stable, as we showed above.
[11, Theorem 1] can be applied but only to ensure semiglobal
practical (not asymptotic) ISS-VSR.
Next, we will prove that by means of Theorem 3.4 we can
ensure SE-ISS-VSR for F¯e. First, we prove that (F¯Euler , F¯e) is
REPMC via Theorem 3.7. Conditions i), ii) and iii) are easy
to verify for the continuous-time plant x˙ = f (x, u) and control
law U(x, e, T ). Next, we prove that conditions v) and iv) hold.
Consider M, E ≥ 0 given, then
| f (x,U(x, e, T )) − f (y,U(y, e, T ))|
=
[
−2(x2 + xy + y2) − (1 + 9e2 + 9e(x + y))
]
(x − y)
≤
∣∣∣1 + 6M2 + 9E2 + 18ME∣∣∣ |x − y| = K(M, E)|x − y| (46)
for all |x|, |y| ≤ M, |e| ≤ E and T ∈ (0,∞), thus v) holds. Define
φ ∈ K∞ via φ(s) := s + 3s3, then
| f (0,U(0, e, T ))| = | − e − 3e3| ≤ |e| + 3|e|3 = φ(|e|) (47)
for all T ∈ (0,∞), thus iv) holds. By Theorem 3.7 we have
that (F¯Euler , F¯e) is REPC and, by Lemma 3.6, also REPMC. By
Theorem 3.4 the exact discrete-time closed-loop model F¯e is
SE-ISS-VSR. This shows that the model F¯e exhibits a stronger
stability property that than the SP-ISS-VSR property that could
be ensured by the existing results.
5. Conclusions
We have presented novel results that guarantee the semiglo-
bal exponential input-to-state stability (SE-ISS-VSR) for discrete-
time models of nonlinear non-uniformly sampled plants under
state-measurement or actuation-error disturbances based on ap-
proximate discrete-time models.
As a first contribution we have proved that the fulfillment
of a multistep consistency property between two discrete-time
models, which we have named Robust Equilibrium-Preserving
Multistep Consistency (REPMC), ensures that if one of the mod-
els has the SE-ISS-VSR property, then the other model does
so too. This guarantees that the exact discrete-time closed-
loop model becomes SE-ISS-VSR as long as the control law is
designed to make the approximate closed-loop model SE-ISS-
VSR and the exact and approximnate closed-loop models are
REPMC. We additionally proved that a much easier-to-verify
one-step condition, which we have named Robust Equilibrium-
Preserving Consistency (REPC), is an equivalence relation and
that it constitutes a sufficient condition for REPMC.
As a second contribution we have proved that, under mild
boundedness and continuity conditions on the continuous-time
model and the control law, any explicit and consistent Runge-
Kutta (approximate) model is REPC with the exact discrete-
time model. Therefore, such Runge-Kutta models can be used
for control design without requiring knowledge of the explicit
expression of the exact discrete-time model.
We have provided an example of the stabilization of an ex-
act discrete-time closed-loop model based on the stabilization
of an approximate model. In particular, we have shown that
a sampled-data scheme, whose exact discrete-time closed-loop
model had been previously proved to be only SP-ISS-VSR, ac-
tually exhibits the stronger SE-ISS-VSR property, a fact that
cannot be established by means of previously existing results.
We conjecture that not only explicit but also implicit Runge-
Kutta models, and also other types of well-known models, are
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REPC with the exact model. Establishing that other known ap-
proximate models are also REPC is a topic for future work.
Appendix A. Proof of Proposition 3.2
Let the REPC property define φ1 ∈ K∞ and φ2 ∈ K∞ for the
the pairs (F¯a, F¯b) and (F¯b, F¯c), respectively. Suppose M, E ≥ 0
given and let them generateK1, T i,1 > 0, ρ1 ∈ K∞ and K2, T i,2 >
0, ρ2 ∈ K∞ according to Definition 3.1 for the pairs (F¯a, F¯b)
and (F¯b, F¯c), respectively. Consider |xa|, |xc| ≤ M and |e| ≤ E
given. Define K := K1, T i := min{T i,1, T i,2} and ρ, φ ∈ K∞ via
ρ := ρ1 + ρ2 and φ := φ1 + φ2. Thus we have∣∣∣F¯a(xa, e, T ) − F¯c(xc, e, T )∣∣∣
≤
∣∣∣F¯a(xa, e, T ) − F¯b(xc, e, T )∣∣∣ + ∣∣∣F¯b(xc, e, T ) − F¯c(xc, e, T )∣∣∣
≤ (1 + K1T )|xa − xc| + Tρ1(T ) (max{|xa|, |xc|} + φ1(|e|))
+ (1 + K2T )|xc − xc| + Tρ2(T ) (max{|xc|, |xc|} + φ2(|e|))
≤ (1 + KT )|xa − xc | + Tρ1(T ) (max{|xa|, |xc|} + φ(|e|))
+ Tρ2(T ) (max{|xa|, |xc|} + φ(|e|))
≤ (1 + KT )(|xa − xc|) + Tρ(T )(max{|xa|, |xc|} + φ(|e|)). (A.1)
for all |xa|, |xc| ≤ M, |e| ≤ E and T ∈ (0, T i) and the pair (F¯a, F¯c)
is REPC.

Appendix B. Proof of Proposition 3.5
The proof copies the proof of 2. ⇒ 1. of [10, Theorem 3.2]
but keeps track of the changes introduced by the fact that αi(s) =
Kis
N with N > 0 and Ki ≥ 1 for all i ∈ {1, 2, 3}.
Since the assumptions of condition 2. of [10, Theorem 3.2]
are satisfied, then by the latter theorem we know that system
(4) is S-ISS-VSR. The function α ∈ K∞ in [10, eq.(28)] re-
sults α(s) := α3 ◦ α−12 (s) = λ˜s where λ˜ :=
K3
K
1/N
2
. Therefore,
the right-hand side of inequality [10, eq.(32)] is linear in y.
It then follows that the function β1 ∈ KL in [10, eq.(33)] is
given by β1(s, t) = s exp
(
−λ˜t
)
. Then, the function β ∈ KL in
[10, eq.(35)] defined via β(s, t) := α−11 (2β1(α2(s), t)) becomes
β(s, t) = Ks exp (−λt) where K := 2K2
K
1/N
1
and λ := λ˜
N
. Since
this function β characterizes the S-ISS-VSR property, it follows
from Definition 2.4 that system (4) is SE-ISS-VSR. 
Appendix C. Proof of Lemma 3.9
Consider Ma, E ≥ 0 and T , η > 0 given. Since F¯a is
REPMC with F¯e define Me := (1 + η)Ma + φ(E) and generate
T ∗ := T ∗(Me, E,T , η) > 0 and function α : R≥0×R≥0 → R≥0∪
{∞} according to Definition 3.3. Define T L := T ∗ and consider
{Ti} ∈ Φ(T L) and ‖{ei}‖ ≤ E. Define ∆xk := xe(k, ξ, {ei}, {Ti}) −
xa(k, ξ, {ei}, {Ti}). For k = 0 we have
|∆x0| := |ξ − ξ| = 0 ≤ η|ξ| + φ(E). (C.1)
We proceed by induction on k. Let k ∈ N0 be such that
∑k−1
i=0 Ti ∈
[0,T ]. Suppose that |xa( j, ξ, {ei}, {Ti})| ≤ Ma and |∆x j| ≤ η|ξ| +
φ(sup0≤i≤ j−1 |ei|) for all 0 ≤ j ≤ k. Thus |x
e( j, ξ, {ei}, {Ti})| ≤
Ma + η|ξ| + φ(sup0≤i≤ j−1 |ei|) ≤ Me for all 0 ≤ j ≤ k. From
(8) and (9) and noting that by causality ∆xk+1 cannot depend on
future values of ei we have
|∆xk+1| = |F¯
e(xek, ek, Tk) − F¯
a(xak , ek, Tk)|
≤ α(|∆xk |, {Ti}) ≤ αk+1(|∆x0|, {Ti})
= αk+1(0, {Ti}) ≤ η|ξ| + φ
(
sup
0≤i≤k
|ei|
)
. 
Appendix D. Proof of Lemma 3.10
Consider X˜ ⊂ Rn and U ⊂ Rm given and let φu(t, ξ) :=
Fe(ξ, u, t) be the unique solution of (1) that begins from initial
condition ξ ∈ X˜ at t0 = 0 and has a constant input u ∈ U. Then
φu(t, ξ) = ξ +
∫ t
0
f (φu(τ, ξ), u)dτ. (D.1)
Define Cu := maxu∈U{|u|}, R := max{1,maxx∈X˜ |x|} and Xˆ :=
{x ∈ Rn : |x| ≤ 2R} and generate C f = C f (2R,Cu) from Defini-
tion 2.2. Then
|φu(t, ξ)| ≤ |ξ| +
∫ t
0
| f (φu(τ, ξ), u)|dτ ≤ R +C f t.
for all t ∈ (0, T¯ ) with T¯ := R/C f . Define X := {x : |x| ≤
R + C f T¯ } and L˜ := L˜(X,U) from Definition 2.1. The error
between the solutions of the exact model and the Euler approx-
imate model after one step of duration T ∈ (0, T¯) from initial
condition xe0 = x
a
0 = ξ with ξ ∈ X˜ and input u ∈ U results
ϑ(T ) : = Fe(ξ, u, T ) − FEuler(ξ, u, T )
= ξ +
(∫ T
0
f (φu(τ, ξ), uk)dτ
)
− ξ − T f (ξ, u)
=
∫ T
0
f (φu(τ, ξ), u)dτ − T f (ξ, u)
=
∫ T
0
f (φu(τ, ξ), u) − f (ξ, u)dτ. (D.2)
Taking the norm on both sides of (D.2) we have
|ϑ(T )| =
∣∣∣∣∣∣
∫ T
0
f (φu(τ, ξ), u0) − f (ξ, u)dτ
∣∣∣∣∣∣
≤
∫ T
0
| f (φu(τ, ξ), u) − f (ξ, u)| dτ
≤ L˜
∫ T
0
|φu(τ, ξ) − ξ|dτ
= L˜
∫ T
0
∣∣∣Fe(ξ, u, τ) − FEuler(ξ, u, τ) + τ f (ξ, u)∣∣∣ dτ
≤ L˜
∫ T
0
|ϑ(τ)|dτ + L˜
∫ T
0
τ| f (ξ, u)|dτ
≤ L˜
∫ T
0
|ϑ(τ)|dτ + L˜
T 2
2
| f (ξ, u)| (D.3)
9
From (D.3), by Gronwall’s inequality, we can bound the error
as
|ϑ(T )| ≤ L˜
T 2
2
| f (ξ, u)|eL˜T (D.4)
for all T ∈ [0, T¯ ). Defining L¯ := 12 L˜e
L˜T¯ we have that
|Fe(ξ, u, T ) − FEuler(ξ, u, T )| ≤ L¯T 2| f (ξ, u)| (D.5)
for all ξ ∈ X, u ∈ U and T ∈ (0, T¯ ). 
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