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VARIANCE OF LATTICE POINT COUNTING IN
SOME SPECIAL SHELLS IN Rd
TAO JIANG
Abstract. We study the variance of the random variable that
counts the number of lattice points in some shells generated by
a special class of finite type domains in Rd. The proof relies on
estimates of the Fourier transform of indicator functions of convex
domains.
1. Introduction
The classical lattice point problem associated with a compact convex
domain B ⊆ Rd is about counting the number of lattice points Zd in the
enlarged domain rB and the main problem is to study the remainder
RB(r) = #
(
rB ∩ Zd
)
− vol(B)rd
for r ≥ 1. If B is the unit disk centered at the origin, it is the well-known
Gauss circle problem and it is conjectured that RB(r) = Oǫ(r
1/2+ǫ) for
any ǫ > 0. For the Gauss circle problem, Huxley [9] in 2003 proved that
RB(r) = O(r
131/208+ǫ) and Bourgain and Watt [1] obtained RB(r) =
O(r517/824+ǫ) in 2017. Many authors made efforts to study general
domains under different curvature assumptions of the boundary ∂B.
We refer interested readers to Ivic´, Kra¨tzel, Ku¨hleitner and Nowak [10]
and Nowak [15] which gave excellent overview of the development of
this problem.
Assume B ⊆ Rd is a convex domain which contains in its interior
the origin and has smooth boundary with nonzero Gaussian curvature.
Denote by
B(r, t) = (r + t/2)B \ (r − t/2)B
the shell generated by the domain B and
NB(r,t)(u) = #{n ∈ Z
d : n ∈ (B(r, t)− u)}
the random variable that counts the number of lattice points in the
shifted shell B(r, t)−u. Then Colzani, Gariboldi and Gigante [5] proved
that the variance of NB(r,t)(u) is asymptotic to vol(B(r, t)) as r goes to
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infinity. Here 0 < t ≤ r−α for every α > (d − 1)/(d + 1) and u is
uniformly distributed in Td.
In this paper, we study the variance of the random variable
ND(r,t)(u) = #
{
n ∈ Zd : n ∈ (D(r, t)− u)
}
,
where the shell
(1.1) D(r, t) = (r + t/2)D\(r − t/2)D
is generated by convex domain
(1.2) D =
x ∈ Rd :
n−1∑
p=0
 dp+1∑
l=1+dp
xωll
mp+1 ≤ 1
 .
Here n, p, mp+1, dp+1 ∈ N ∪ {0}
∗, 0 = d0 < d1 < · · · < dn−1 <
dn = d, d ≥ 3 and 4 ≤ ωl ∈ 2N. The authors in [5] pointed out
that the curvature assumption is important and gave some examples to
show that if the curvature of some points on ∂B vanishes, the variance
may be much larger than the volume of the shell. Notice that the
examples they gave are some shells generated by polyhedra. We are
interested in the situation between these two cases where the shells are
generated by finite type domains†. Since it is difficult to study the most
general finite type domain, we start with some special cases. Notice
that the following special cases are considered in the classical lattice
point problem. The super spheres
(1.3)
{
x ∈ Rd : |x1|
ω + · · ·+ |xd|
ω ≤ 1
}
were considered in Randol [16] for even ω ≥ 3 and Kra¨tzel [11] for odd
ω ≥ 3. Kra¨tzel [12] and Kra¨tzel and Nowak [13, 14] studied the convex
domain
(1.4)
{
x ∈ R3 : |x1|
mk +
(
|x2|
k + |x3|
k
)m
≤ 1
}
with certain assumptions on the reals k and m. Motivated by these
examples, we consider the shells generated by the domain D defined by
(1.2). The domain D is formally an extension of (1.3) and (1.4) and
the Gaussian curvature of the intersection of ∂D and the coordinate
planes is zero.
In order to state our main theorem, we first define some notations.
For the constants di’s and mj’s appearing in (1.2), given any 1 ≤ l ≤ d,
∗In this paper we use N = {1, 2, . . .}.
†A compact convex domain B is a finite type domain if for any point x ∈ ∂B,
any one dimensional tangent line of ∂B at x makes finite order of contact with ∂B.
See [2, p. 351] for an analytic definition.
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there exists a unique 0 ≤ p(l) ≤ n− 1 such that 1 + dp(l) ≤ l ≤ dp(l)+1.
For 1 ≤ q ≤ d, define
(1.5) mq,l =
{
1 if 1 ≤ l ≤ d and p(l) = p(q),
mp(l)+1 if 1 ≤ l ≤ d and p(l) 6= p(q).
For 1 ≤ q ≤ d and 1 ≤ j ≤ d− 1, let
(1.6)
αq,j = max
S∈Pj{1,2,...,d}
S∋q
d− j −
d∑
l=1,l /∈S
2
mq,lωl
,
d− j −
∑d
l=1,l /∈S 2/(mq,lωl)∑d
l=1,l /∈S 2/(mq,lωl)

and
(1.7) αj = max{α1,j, α2,j, . . . , αd,j}.
Here Pj{1, 2, . . . , d} denotes the collection of all subsets of {1, 2, . . . , d}
having j elements. It seems that αq,j’s are complicated. These con-
stants appear in the proof of Lemma 3.1 below. To help readers un-
derstand them better, Remark 1.2 gives some examples of the domain
D and the corresponding constants mq,l’s and αq,j’s.
It is easy to verify that the expectation of ND(r,t)(u) is the volume
of D(r, t). For the variance we have
Theorem 1.1. For the domain D(r, t) defined by (1.1), if 1 < r < +∞,
0 < t ≤ Cr−α for some constant C > 0 and α > max{α1, α2, . . . , αd−1},
then there is a constant β > 0 such that
(1.8)
∫
Td
∣∣ND(r,t)(u)− vol(D(r, t))∣∣2 du = vol(D(r, t)) (1 +O (tβ)) ,
where the implicit constant is independent of r and t.
Remark 1.2. For the domain D defined by (1.2),
(1) if ω1 = · · · = ωd and m1 = · · · = mn = 1, then
(1.9) D =
{
x ∈ Rd : xω11 + · · ·+ x
ω1
d ≤ 1
}
.
Given any 1 ≤ q, l ≤ d and 1 ≤ j ≤ d− 1, we have mq,l = 1 and
αq,j =
(d− j)(1− 2/ω1)
min{1, 2(d− j)/ω1}
.
(2) if d = 3, n = 2, d1 = 2, ω1 = 4, ω2 = 6, ω3 = 8 and m1 = 5, m2 = 1,
then
D =
{
x ∈ R3 :
(
x41 + x
6
2
)5
+ x83 ≤ 1
}
.
Given any q = 1, 2 and 1 ≤ l ≤ 3, we have mq,l = 1,
m3,l =
{
5 if l = 1, 2,
1 if l = 3,
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α1,1 = 17/7, α1,2 = 3, α2,1 = 5/3, α2,2 = 3, α3,1 = 11 and α3,2 = 14.
Remark 1.3. We can choose t = Cr−(d−1) for some constant C > 0 if
(1.10) max{α1, . . . , αd−1} < d− 1
‡.
Then we have the property that the variance converges to the bounded
nonzero constant vol(D)dC as r goes to infinity. This is consistent
with the result in Cheng, Lebowitz, Major [4] in R2. There they take
t = 2c/r and the variance tends to 4c times the area of the domain.
Remark 1.4. It is necessary to assume a range of α in the theorem. An
example is given in the last part of Appendix to show that if α takes
some value less than max{α1, . . . , αd−1}, the variance is much larger
than the volume of D(r, t) when r is large enough. But the range of α
in Theorem 1.1 may not be sharp.
Remark 1.5. This paper extends the result in [5] from the case of non-
vanishing Gaussian curvature to the case where there are boundary
points with zero Gaussian curvature. The difficulty resolved in this
paper is how to handle these points. Since the problem will be reduced
to estimating a sum involving the Fourier transform of the indicator
function of D(r, t), we shall divide ∂D into different parts according to
the Gaussian curvature. For the part with zero Gaussian curvature,
we apply Theorem 2.2 in [7, p. 74] to sum the series and this requires
more computation.
Notations: For any convex domain B, let n(x) be the unit outer
normal of the point x on ∂B and x(ξ) be the point on ∂B with nonzero
outer normal ξ. Denote by K(x) the Gaussian curvature of x on ∂B.
Let ∇f be the gradient and ∇2f be the Hessian matrix of function f .
AT is the transpose of matrix A. C∞(U) is the space of all smooth
functions on the open set U . For functions f and g, the notation f . g
or f = O(g) means |f | ≤ Cg for some constant C > 0 and f & g equals
g . f . If f and g are non-negative functions, f ≍ g means there are
some positive constants c′ and C ′ such that c′f ≤ g ≤ C ′f . Let Td be
the unit cube {x ∈ Rd : −1/2 ≤ xi < 1/2 for 1 ≤ i ≤ d}.
Throughout this paper the notation D and D(r, t) are the domains
defined by (1.1) and (1.2) and mq,l is the constant defined by (1.5).
Denote by ε0 a small constant such that for any nonzero ξ ∈ R
d, there
is a 1 ≤ q ≤ d satisfying |ξq|/|ξ| ≥ ε0.
‡This is the case for the domain defined by (1.9) with ω1 < 2d.
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2. some estimates
Before we prove Theorem 1.1, we give some results that will be used
later: Lemma 2.1 and 2.2 are some simple results on the Gaussian cur-
vature. The proofs are basic calculations under the local coordinates so
we put them in Appendix. Lemma 2.3–2.5 are some asymptotic expan-
sions and estimates related to the Fourier transform of the indicator
functions of convex domain and D(r, t). Lemma 2.6 is an estimate of
an oscillatory integral. Given any x ∈ Rd, denote by xˆq ∈ R
d−1 the
(d−1)-dimensional vector obtained by deleting the qth component from
x. For example, xˆ1 = (x2, . . . , xd). Then we have
Lemma 2.1. Let B ⊆ Rd (d ≥ 3) be a compact convex domain. As-
sume that given any x ∈ ∂B, x has a small neighborhood on ∂B that can
be given as a graph xq = f(xˆq) with f ∈ C
∞(Rd−1) for some 1 ≤ q ≤ d.
Then we have the following results.
(1) The Gaussian curvature of ∂B at x is
K(x) =
| det (∇2f(xˆq)) |
(1 + |∇f(xˆq)|2)
(d+1)/2
.(2.1)
(2) If K(x) 6= 0, the Gauss map n has a smooth inverse in a small
neighborhood of n(x), namely, given any ξ/|ξ| in this neighbor-
hood, there is a unique point x(ξ) ∈ ∂B such that n(x(ξ)) = ξ/|ξ|.
Moreover,
(2.2)
∂xi(ξ)
∂ξj
= −
Aji
ξq det (∇2f(xˆq))
,
where Aji is the cofactor of ∇
2f(xˆq) of the entry
∂2f(xˆq)
∂xi∂xj
for 1 ≤
i, j ≤ d and i, j 6= q.
(2.3)
∂xi(ξ)
∂ξq
= −
det(Aqi)
ξq det (∇2f(xˆq))
,
where 1 ≤ i 6= q ≤ d and if i < q, Aqi denotes the matrix obtained
by replacing the ith column of ∇2f(xˆq) with (∇f(xˆq))
T ; if i > q,
Aqi denotes the matrix obtained by replacing the (i − 1)
th column
of ∇2f(xˆq) with (∇f(xˆq))
T .
Proof. See Appendix 1. 
If |ξq| ≍ |ξ|, from (2.2) and (2.3) we have
∂xi(ξ)
∂ξj
. |ξ|−1(K(x(ξ)))−1.
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Moreover, let ν = (ν1, . . . , νd) be a multi-index. Then
(2.4)
∂|ν|xi(ξ)
∂ξν
. |ξ|−|ν|(K(x(ξ)))−1−2(|ν|−1),
Combing (2.1) and (2.4) yields
(2.5)
∂|ν|(K(x(ξ)))−γ
∂ξν
. |ξ|−|ν|(K(x(ξ)))−γ−2|ν|
for some γ > 0.
Lemma 2.2. Let 1 ≤ q ≤ d be an integer. For the domain D, given
any nonzero ξ ∈ Rd with |ξq|/|ξ| ≥ ε0, we have
(2.6)
d∏
i=1,i 6=q
(|ξi|/|ξ|)
mq,iωi−2
mq,iωi−1 . K(x(ξ)) .
d∏
i=1,i 6=q
(|ξi|/|ξ|)
ωi−2
ωi−1 ,
where the implicit constants only depend on the domain D and ε0.
Proof. See Appendix 2. 
If there is an integer 1 ≤ i ≤ d such that ξi/|ξ| = 0, from (2.6) we
know K(x(ξ)) = 0. For 1 ≤ j ≤ d, define
(2.7)
Z
d(j) = ∪S∈Pj{1,2,...,d}{n ∈ Z
d : ni 6= 0 if i ∈ S, otherwise ni = 0},
where Pj{1, 2, . . . , d} denotes the collection of all subsets of {1, 2, . . . , d}
having j elements. Given any n ∈ Zd(j), it is easy to verify that
K(x(n)) = 0 if 1 ≤ j ≤ d− 1 and K(x(n)) 6= 0 if j = d.
Lemma 2.3. Assume B ⊆ Rd (d ≥ 3) is a compact convex domain and
its boundary is a smooth hypersurface. Then given any N ∈ N and
nonzero ξ ∈ Rd with K(x(±ξ)) 6= 0, we have
(2.8) χ̂B(ξ) = a(ξ)|ξ|
−(d+1)/2 + E(ξ),
where
a(ξ) = (2πi)−1e−2πix(−ξ)·ξ−πi(d−1)/4(K(x(−ξ)))−1/2
− (2πi)−1e−2πix(ξ)·ξ+πi(d−1)/4(K(x(ξ)))−1/2
and
|E(ξ)|+ |∇E(ξ)| . |ξ|−(d+3)/2δ−(d+5)/2 + |ξ|−N−1δ−4N .(2.9)
Here δ = min {K(x(ξ)), K(x(−ξ))} and the implicit constant only de-
pends on B and N .
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Proof. We only prove the estimate of ∇E(ξ), see Corollary 4.3 in Guo
[8, p. 423] for the first part of this lemma. Combining (2.5), (2.8) and
the fact ∇(x(ξ) · ξ) = x(ξ) (see Corollary 1.7.3 in [17, p. 47]) yields
∇E(ξ) = ∇χ̂B(ξ) + 2
−1(d+ 1)|ξ|−(d+5)/2ξa(ξ)− |ξ|−(d+1)/2∇a(ξ),
= ∇χ̂B(ξ)− |ξ|
−(d+1)/2∇a(ξ) +O
(
|ξ|−(d+3)/2δ−1/2
)
= ∇χ̂B(ξ) + |ξ|
−(d+1)/2e−2πix(−ξ)·ξ−πi(d−1)/4x(−ξ)(K(x(−ξ)))−1/2
− |ξ|−(d+1)/2e−2πix(ξ)·ξ+πi(d−1)/4x(ξ)(K(x(ξ)))−1/2
+O
(
|ξ|−(d+3)/2δ−5/2
)
.
(2.10)
By the divergence theorem we have
∇χ̂B(ξ) = |ξ|
−2
∫
∂B
xe−2πiξ·xξ · n(x) dσ(x)− |ξ|−2ξ
∫
B
e−2πiξ·x dx
= |ξ|−2
∫
∂B
xe−2πiξ·xξ · n(x) dσ(x) +O
(
|ξ|−1|χ̂B(ξ)|
)
= |ξ|−(d+1)/2e−2πix(ξ)·ξ+πi(d−1)/4x(ξ)(K(x(ξ)))−1/2
− |ξ|−(d+1)/2e−2πix(−ξ)·ξ−πi(d−1)/4x(−ξ)(K(x(−ξ)))−1/2
+O
(
|ξ|−(d+3)/2δ−(d+5)/2 + |ξ|−N−1δ−4N
)
,
(2.11)
where dσ is the induced surface measure on the boundary and the
last equality follows from the proof of Theorem 4.2 in [8, p. 422-423].
Combining (2.10) and (2.11) yields the desired bounds of ∇E(ξ). This
finishes the proof. 
Notice that the symmetry ofD implies x(−ξ)= −x(ξ) andK(x(ξ)) =
K(x(−ξ)). Hence if K(x(ξ)) 6= 0, applying Lemma 2.3 yields
χ̂D(ξ) = a(ξ)|ξ|
−(d+1)/2 + E(ξ),
where
(2.12) a(ξ) = π−1(K(x(ξ)))−1/2 sin(2πx(ξ) · ξ − (d− 1)π/4).
Meanwhile, by the result in Svensson [18, p. 19] we have
(2.13) χ̂D(ξ) . |ξ|
−(d+1)/2(K(x(ξ)))−1/2.
Let Tx be the tangent plane of ∂D at x,
B˜(x, λ) = {y ∈ ∂D : dist (y, Tx) < λ}
be a “cap” cut off from ∂D by a plane parallel to Tx at distance λ, and
σ
(
B˜(x, λ)
)
be the surface measure of B˜(x, λ). Then
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Lemma 2.4. Let 1 ≤ q ≤ d be an integer. For the domain D, given
any nonzero ξ ∈ Rd with |ξq|/|ξ| ≥ ε0, we have
σ
(
B˜
(
x(ξ), |ξ|−1
))
.
d∏
i=1,i 6=q
min
|ξ|− 1mq,iωi , |ξ|− 12
(
|ξi|
|ξ|
)− mq,iωi−2
2(mq,iωi−1)
 ,
where the implicit constant only depends on D and ε0.
Proof. See Lemma 2.1 in [7, p. 70]. 
Lemma 2.5. Let 1 ≤ j ≤ d − 1 be an integer. For the shell D(r, t),
given any nonzero n ∈ Zd, we have
χ̂D(r,t)(n).
{
rd−1|n|−1σ
(
B˜ (x(n), (r|n|)−1)
)
min{t|n|, 1} if n∈ Zd(j),
r(d−1)/2|n|−(d+1)/2(K(x(n)))−1/2min{t|n|, 1} if n∈ Zd(d),
(2.14)
where Zd(j) and Zd(d) are defined by (2.7) and the implicit constants
are independent of r, t and n. Furthermore, if n ∈ Zd(d), we have
χ̂D(r,t)(n) = A(r, t, n) +B(r, t, n)
with
A(r, t, n) =2π−1r(d−1)/2|n|−(d+1)/2(K(x(n)))−1/2
cos(2πrx(n) · n− π(d− 1)/4) sin(πtx(n) · n)
(2.15)
and
B(r, t, n) . min
{
r(d−1)/2|n|−(d+1)/2(K(x(n)))−1/2min{t|n|, 1},
rd−1−N˜ t|n|−N˜(K(x(n)))−4N˜
}
.
(2.16)
Here N˜ denotes the integer part of (d + 1)/2 for simplicity and the
implicit constant is independent of r, t and n.
Proof. Since
(2.17) χ̂D(r,t)(n) = (r+t/2)
dχ̂D((r+t/2)n)−(r−t/2)
dχ̂D((r−t/2)n),
combining the divergence theorem, Theorem B in [2, p. 335] and (2.13)
yields
(2.18) χ̂D(r,t)(n) .
{
rd−1|n|−1σ
(
B˜ (x(n), (r|n|)−1)
)
if n ∈ Zd(j),
r(d−1)/2|n|−(d+1)/2(K(x(n)))−1/2 if n ∈ Zd(d),
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where 1 ≤ j ≤ d− 1. On the other hand,
χ̂D(r,t)(n) =
(
(r + t/2)d − rd
)
χ̂D((r + t/2)n) + r
d
(
χ̂D((r + t/2)n)
−χ̂D((r − t/2)n)
)
+
(
rd − (r − t/2)d
)
χ̂D((r − t/2)n).
(2.19)
Note that ∇χ̂D(n) = −2πi
∫
D
xe−2πin·x dx, we can handle this integral
like χ̂D(n) to get
(2.20) ∇χ̂D(n) .
{
|n|−1σ
(
B˜(x(n), |n|−1)
)
if n ∈ Zd(j),
|n|−(d+1)/2(K(x(n)))−1/2 if n ∈ Zd(d).
Combining (2.19) and (2.20) yields
(2.21)
χ̂D(r,t)(n) .
{
rd−1|n|−1σ
(
B˜ (x(n), (r|n|)−1)
)
t|n| if n ∈ Zd(j),
r(d−1)/2|n|−(d+1)/2(K(x(n)))−1/2t|n| if n ∈ Zd(d).
Then (2.18) and (2.21) enable us to get (2.14).
Furthermore, if n ∈ Zd(d), by using (2.8) and (2.17) we rewrite
χ̂D(r,t)(n) = A(r, t, n) +B(r, t, n)
with
A(r, t, n) = r(d−1)/2|n|−(d+1)/2(a((r + t/2)n)− a((r − t/2)n))
and
B(r, t, n) =
(
(r + t/2)(d−1)/2 − r(d−1)/2
)
|n|−(d+1)/2a((r + t/2)n)
+
(
r(d−1)/2 − (r − t/2)(d−1)/2
)
|n|−(d+1)/2a((r − t/2)n)
+
(
(r + t/2)d − (r − t/2)d
)
E((r + t/2)n)
+ (r − t/2)d(E((r + t/2)n)− E((r − t/2)n)).
(2.22)
It follows from (2.12) that
A(r, t, n) =2π−1r(d−1)/2|n|−(d+1)/2(K(x(n)))−1/2
cos(2πrx(n) · n− π(d− 1)/4) sin(πtx(n) · n).
Since x(n) · n ≍ |n|, we have
A(r, t, n) . r(d−1)/2|n|−(d+1)/2(K(x(n)))−1/2min{t|n|, 1}.
Combining this inequality with (2.14) gives the first bound in (2.16).
Let N˜ be the integer part of (d+ 1)/2. Then by (2.9),
(r−t/2)d(E((r+t/2)n)−E((r−t/2)n)) . rd−1−N˜ t|n|−N˜(K(x(n)))−4N˜ .
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Note that the first three terms on the right side of (2.22) are also
bounded by O
(
rd−1−N˜ t|n|−N˜(K(x(n)))−4N˜
)
, so we have the second
bound in (2.16). This finishes the proof. 
Lemma 2.6. Given any ǫ > 0, assume that ψ(ξ) is a smooth function
supported in ∩di=1{ξ ∈ R
d : ǫ ≤ |ξ| ≤ 1/ǫ, |ξi|/|ξ| ≥ ǫ} and satisfies that
for any multi-index ν with |ν| = j, there is a γ(j) ∈ N and a constant
Cj such that ∣∣∣∣∂|ν|ψ(ξ)∂ξν
∣∣∣∣ ≤ Cjǫ−γ(j).
Then for the domain D, given any k ∈ N, ζ ∈ Rd and λ > 0, there is a
γk ∈ N such that∫
Rd
ψ(ξ)e2πiλ(2x(ξ)·ξ−ζ·ξ) dξ
. ǫ−γk min
{
(λ|ζ |)−(d−1)/2, (λ dist{ζ, ∂(2D)})−k
}
,
(2.23)
where the implicit constant is independent of λ and ζ.
Proof. Since
|∇(2x(ξ) · ξ − ζ · ξ)| = |2x(ξ)− ζ | ≥ dist{ζ, 2∂D},
by integration by parts there is an integer γ1(k) > 0 such that
(2.24)
∣∣∣∣∫
Rd
ψ(ξ)e2πiλ(2x(ξ)·ξ−ζ·ξ) dξ
∣∣∣∣ . ǫ−γ1(k)(λ dist{ζ, 2∂D})−k.
On the other hand,∫
Rd
ψ(ξ)e2πiλ(2x(ξ)·ξ−ζ·ξ) dξ=
∫ +∞
0
e4πiλh
∫
x(ξ)·ξ=h
ψ(ξ)e−2πiλζ·ξ
|x(ξ)|
dHd−1(ξ) dh
.
∫ 1/ǫ
ǫ
∣∣∣∣∫
x(ξ)·ξ=h
ψ(ξ)e−2πiλζ·ξ
|x(ξ)|
dHd−1(ξ)
∣∣∣∣ dh,
where Hd−1 is the (d−1)-dimensional Hausdorff measure and Theorem
3.13 in [6, p. 140] gives the first equality above since f(ξ) := x(ξ) · ξ
is Lipschitz continuous and the Jacobian |Df(ξ)| = |x(ξ)| > 0. The
support of ψ implies ǫ . h . 1/ǫ and K(x(ξ)) & ǫd−1 by Lemma 2.2.
Therefore given any multi-index ν with |ν| = j, by Lemma 2.1 there is
an integer γ2(j) > 0 such that
∂|ν| (ψ(ξ)|x(ξ)|−1)
∂ξν
. ǫ−γ2(j).
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Let K˜(ξ) denote the Gaussian curvature of hypersurface x(ξ) · ξ = h
at the point ξ. If K(x(ξ)) 6= 0, we have
K˜(ξ) ≍ h−(d−1)(K(x(ξ)))−1§.
If there is a ξ0 ∈ suppψ ∩ {ξ ∈ R
d \ {~0} : x(ξ) · ξ = h} such that the
outer normal of the hypersurface x(ξ) · ξ = h at ξ0 is parallel to ±ζ ,
then there is an integer γ˜3 > 0 such that∫
x(ξ)·ξ=h
ψ(ξ)e−2πiλζ·ξ
|x(ξ)|
dHd−1(ξ) . ǫ
−γ˜3
(
K˜(ξ0)
)− 1
2
(λ|ζ |)−
d−1
2
. ǫ−γ˜3h(d−1)/2(λ|ζ |)−(d−1)/2,
(2.25)
where the implicit constant is independent of λ and ζ . If there is no
such a point ξ0, applying integration by parts gives that for any k ∈ N,
there is an integer γ4(k) > 0 such that
(2.26)
∫
x(ξ)·ξ=h
ψ(ξ)|x(ξ)|−1e−2πiλζ·ξ dHn−1(ξ) . ǫ
−γ4(k)(λ|ζ |)−k,
where the implicit constant is independent of λ and ζ . Thus (2.23)
follows from (2.24), (2.25) and (2.26). 
3. Proof of theorem 1.1
As we said in the introduction that this paper extends the result in
[5], the structure and many ideas in this part follow that paper.
By Parseval’s identity or Lemma 2.1 in [5] we have∫
Td
∣∣ND(r,t)(u)− vol(D(r, t))∣∣2 du = ∑
n∈Zd\{0}
|χ̂D(r,t)(n)|
2
=
d∑
j=1
∑
n∈Zd(j)
|χ̂D(r,t)(n)|
2,
(3.1)
where Zd(j) is defined by (2.7).
Lemma 3.1. If 1 < r < ∞, 0 < t ≤ Cr−α for some constant C > 0
and α > max1≤i≤d−1{αi} with αi defined by (1.7), then given any 1 ≤
j ≤ d− 1, there is a constant βj > 0 such that
(3.2)
∑
n∈Zd(j)
|χ̂D(r,t)(n)|
2 . rd−1t1+βj ,
where the implicit constant is independent of r and t.
§ We put the calculation of K˜(ξ) in Appendix 3.
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Proof. Given any 1 ≤ j ≤ d− 1, let Cj,1 =
∑d
l=j+1 2/(m1,lωl) and
Sj,1 = {(n1, . . . , nj, 0, . . . , 0) : n1, . . . , nj ∈ N, n1/|n| ≥ ε0}.
Then Sj,1 is a subset of Z
d(j). We only prove (3.2) when the summation
is over all n ∈ Sj,1 as all other cases can be handled similarly. From
(2.14) and Lemma 2.4, we have∑
n∈Sj,1
|χ̂D(r,t)(n)|
2 .
r2d−2−C1,1
+∞∑
n1=1
n
−2−C1,1
1 min{t
2n21, 1} if j = 1,
r2d−1−j−Cj,1
∑
n∈Sj,1
|n|−1−j−Cj,1
j∏
l=2
(
nl
|n|
)−m1,lωl−2
m1,lωl−1 min{t2|n|2, 1} if j ≥ 2.
If j = 1, note that
+∞∑
n1=1
n
−2−C1,1
1 min{t
2n21, 1} .
∫ +∞
1
s−2−C1,1 min{t2s2, 1} ds
.
 t
1+C1,1 if C1,1 < 1,
t2 log (t−1) if C1,1 = 1,
t2 if C1,1 > 1.
(3.3)
Then if α > α1 and t . r
−α, there is a constant β1 > 0 such that∑
n∈S1,1
|χ̂D(r,t)(n)|
2 . rd−1t1+β1.
If 2 ≤ j ≤ d− 1, comparing the summation to integral yields∑
n∈Sj,1
|χ̂D(r,t)(n)|
2 . r2d−1−j−Cj,1
j−1∏
i=0
Ii,
where
I0 =
∫ +∞
1
s−2−Cj,1 min{t2s2, 1} ds
has the similar bounds in (3.3),
I1 =
∫ π/2
0
(sin φ1)
−
∑j
l=2
m1,lωl−2
m1,lωl−1
+j−2
dφ1 . 1(3.4)
and
Ii =
∫ π/2
0
(sinφi)
−
∑j
l=i+1
m1,lωl−2
m1,lωl−1
+j−i−1
(cos φi)
−
m1,iωi−2
m1,iωi−1 dφi . 1(3.5)
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for 2 ≤ i ≤ j − 1. So if α > αj and t . r
−α, we have∑
n∈Sj,1
|χ̂D(r,t)(n)|
2 . rd−1t1+βj
for some constant βj > 0 . This finishes the proof. 
We will use the following Lemma 3.2–3.4 to obtain
(3.6)
∑
n∈Zd(d)
|χ̂D(r,t)(n)|
2 = vol(D)drd−1t+O
(
rd−1t1+β
)
for some constant β > 0. Then Theorem 1.1 follows from (3.1), (3.6)
and Lemma 3.1.
Lemma 3.2. If 1 < r < ∞, 0 < t ≤ Cr−α for some constant C >
0 and α > max1≤i≤d−1{αi} with αi defined by (1.7), then there is a
constant δ1 > 0 such that∑
n∈Zd(d)
|χ̂D(r,t)(n)|
2 = X(r, t) + Y (r, t) + Z(r, t),
where
X(r, t) = 2π−2rd−1
∑
n∈Zd(d)
|n|−d−1(K(x(n)))−1 sin2(πtx(n) · n),(3.7)
Y (r, t) = 2π−2rd−1
∑
n∈Zd(d)
|n|−d−1(K(x(n)))−1 sin2(πtx(n) · n)
cos(4πrx(n) · n− (d− 1)π/2)
(3.8)
and
Z(r, t) . rd−1t
(
r−1t
)δ1
.
Here the implicit constant is independent of r and t.
Proof. By using Lemma 2.5, we have∑
n∈Zd(d)
|χ̂D(r,t)(n)|
2 =
∑
n∈Zd(d)
(
|A(r, t, n)|2 + |B(r, t, n)|2
+ A(r, t, n)B(r, t, n) + A(r, t, n)B(r, t, n)
)
.
Combining (2.15) and the power-reduction formula for the cosine yields∑
n∈Zd(d)
|A(r, t, n)|2 = X(r, t) + Y (r, t).
Then to estimate Z(r, t) it suffices to show that
(3.9)
∑
n∈Zd(d)
(
|B(r, t, n)|2 + |A(r, t, n)B(r, t, n)|
)
. rd−1t
(
r−1t
)δ1 .
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Let
Sd,1 = {(n1, . . . , nd) : n1, . . . , nd ∈ N, n1/|n| ≥ ε0}.
Then Sd,1 is a subset of Z
d(d). We only prove (3.9) when the summation
is over all n ∈ Sd,1 as all other cases can be handled similarly. From
Lemma 2.5, we have ∑
n∈Sd,1
|B(r, t, n)|2 . I + II,(3.10)
where
I = rd−1
∑
n∈Sd,1,K(x(n))<ǫ
|n|−(d+1)(K(x(n)))−1min{t2|n|2, 1},
II = r−N˜+3(d−1)/2
∑
n∈Sd,1,K(x(n))≥ǫ
|n|−N˜−(d+1)/2t(K(x(n)))−4N˜−1/2
min{t|n|, 1}
and ǫ > 0 is determined below. It is easy to get that
II . r−N˜+3(d−1)/2
∫ +∞
1
s−N˜+(d−3)/2tmin{ts, 1} ds
∫
Sd−1
ǫ−4N˜−1/2 dS
. rd−3/2t3/2ǫ−4N˜−1/2,
(3.11)
where dS is the induced measure on the sphere.
For I, by Lemma 2.2 we have
d∏
i=2
(ni/|n|)
m1,iωi−2
m1,iωi−1 . ǫ,
which implies that there exists an integer 2 ≤ i0 ≤ d such that
(3.12) (ni0/|n|)
m1,i0
ωi0
−2
m1,i0
ωi0
−1 . ǫ1/(d−1).
Let
ω = max
1≤q,l≤d
{mq,lωl}
and c′ be a constant satisfying 0 < c′ < 1/(ω − 1). Then
I . rd−1t
∫
Sd−1
|νi0 |
−
m1,i0
ωi0
−2
mi0,l
ωi0
−1
−c′
ǫci0
d−1∏
l=2,l 6=i0
|νl|
−
m1,lωl−2
m1,lωl−1 dS(ν),
where ci0 =
c′(m1,i0ωi0−1)
(d−1)(m1,i0ωi0−2)
. Similar to (3.4) and (3.5), we have
I . rd−1tǫci0 .(3.13)
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Hence if we take ǫ = (r−1t)
1/(2ci0+8N˜+1), combining (3.10), (3.11) and
(3.13) yields ∑
n∈Sd,1
|B(r, t, n)|2 . rd−1t
(
r−1t
)ci0/(2ci0+8N˜+1) ,(3.14)
where the implicit constant is independent of r and t.
On the other hand, we can estimate
∑
n∈Sd,1
|A(r, t, n)B(r, t, n)| in
the same way to get the bound in (3.14). This finishes the proof. 
Lemma 3.3. If 1 < r < ∞, 0 < t ≤ Cr−α for some constant C >
0 and α > max1≤i≤d−1{αi} with αi defined by (1.7), then there is a
constant δ2 > 0 such that
X(r, t) = vol(D)drd−1t +O
(
rd−1t1+c
′
+ rd−1t
(
t log
(
t−1
))δ2) ,
where c′ is a constant satisfying 0 < c′ < 1/(ω − 1) and the implicit
constant is independent of r and t.
Proof. Let T denote the union of coordinate planes. By (3.7)
X(r, t) = I0 − 2π
−2rd−1
4∑
i=1
Ii,(3.15)
where
I0 = 2π
−2rd−1
∫
Rd\T
|ξ|−d−1(K(x(ξ)))−1 sin2(πtx(ξ) · ξ) dξ,
I1 =
d−1∑
j=1
∑
n∈Zd(j)
∫
(Td+n)\T
|ξ|−d−1(K(x(ξ)))−1 sin2(πtx(ξ) · ξ) dξ,
I2 =
∑
n∈Zd(d)
∫
Td
|ξ + n|−d−1
(
(K(x(ξ + n)))−1 − (K(x(n)))−1
)
sin2(πtx(ξ + n) · (ξ + n)) dξ,
I3 =
∑
n∈Zd(d)
(K(x(n)))−1
∫
Td
|ξ + n|−d−1
(
sin2(πtx(ξ + n) · (ξ + n))
− sin2(πtx(n) · n)
)
dξ
and
I4 =
∑
n∈Zd(d)
(K(x(n)))−1 sin2(πtx(n) · n)
∫
Td
|ξ + n|−d−1 − |n|−d−1 dξ.
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Firstly,
I0 = 2π
−1rd−1t
∫ +∞
0
(sin2 s)/s2 ds
∫
Sd−1\T
(K(x(v)))−1x(v) · v dS(v)
= rd−1t
∫
∂D\T
x · n(x) dσ(x)
= vol(D)drd−1t,
(3.16)
where in the last two equalities we use the facts that if K(x(ν)) 6= 0,
there is a small neighborhood of ν such that (K(x(ν)))−1dS(ν) = dσ(x)
and x(v) · v = x · n(x) is the height of the cone with vertex the origin
and base dσ.
We only estimate I1 when the summation is over all n ∈ Sj,1 with
1 ≤ j ≤ d − 1 and other cases can be handled similarly. Given any
n ∈ Sj,1 and ξ ∈ (n + T
d)\T , we have 0 < |ξd| ≤ 1/2 and∑
n∈Sj,1
∫
(Td+n)\T
|ξ|−d−1(K(x(ξ)))−1 sin2(πtx(ξ) · ξ) dξ
.
∫ +∞
1
s−2−c
′
min{t2s2, 1} ds
∫
Sd−1
|νd|
−
m1,dωd−2
m1,dωd−1
−c′
d−1∏
l=2
|νl|
−
m1,lωl−2
m1,lωl−1 dS(ν)
. t1+c
′
.
If ξ ∈ Td and n ∈ Zd(d), then |nl| ≍ |nl + ξl| for 1 ≤ l ≤ d. We
only estimate I2 when the summation is over all n ∈ Sd,1 and other
cases can be handled similarly. Given any n ∈ Sd,1, by Lemma 2.1 and
lemma 2.2 we have∣∣(K(x(n + ξ)))−1− (K(x(n)))−1∣∣ . min{(KL(n))−1, |n|−1(KL(n))−3} ,
where KL(n) =
∏d
l=2(nl/|n|)
m1,lωl−2
m1,lωl−1 and using the subscript “L” is
because that KL(n) is a “lower” bound of K(x(n)) in (2.6) if n ∈ Sd,1.
Hence ∑
n∈Sd,1
∫
Td
|ξ + n|−d−1
(
(K(x(ξ + n)))−1 − (K(x(n)))−1
)
sin2(πtx(ξ + n) · (ξ + n))dξ
.
∑
n∈Sd,1,KL(n)<ǫ
|n|−d−1(KL(n))
−1min{t2|n|2, 1}
+
∑
n∈Sd,1,KL(n)≥ǫ
|n|−d−2(KL(n))
−3min{t2|n|2, 1}.
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Similar to estimating the upper bound of
∑
n∈Sd,1
|B(r, t, n)|2 in Lemma
3.2, there is a 0 < δ′2 < 1 such that the summations above are bounded
by O
(
t(t log(1/t))δ
′
2
)
.
For I3, given any s1, s2 ∈ R and nonzero ξ1, ξ2 ∈ R
d, a simple com-
putation shows that
sin2(s1)− sin
2(s2) = sin(s1 + s2) sin(s1 − s2)
and
|x(ξ1) · ξ1 − x(ξ2) · (ξ2)| . |ξ1 − ξ2|,
where the implicit constant is independent of ξ1 and ξ2. So
I3 .
∑
n∈Zd(d)
|n|−d−1t(K(x(n)))−1min{t|n|, 1} . t2 log(1/t).
It is easy to check that
I4 .
∑
n∈Zd(d)
|n|−d−2(K(x(n)))−1min{t2|n|2, 1} . t2 log(1/t).
Then combining (3.15), (3.16) and all bounds for Ii with 1 ≤ i ≤ 4
gives the desired result. 
In the next part, we use some smooth functions to split Y (r, t) and
estimate each part separately. Let ϕ(s) be a smooth cut-off function
with suppϕ = [−3/4, 3/4] and ϕ(s) = 1 if |s| ≤ 1/4. Then given any
0 < ǫ < 3−1/2, define
φǫ1(x) =
d∏
i=1
(
1− ϕ
(
xi
ǫ|x|
))
and
φǫ2(s) =
{
0 if s ≤ 0,
ϕ(ǫs)− ϕ(s/ǫ) if s > 0.
Then we have
supp φǫ1 ⊆
d⋂
i=1
{
x ∈ Rd\{~0} : |xi|/|x| ≥ ǫ/4
}
,
φǫ1(x) = 1 if x ∈
d⋂
i=1
{
x ∈ Rd\{~0} : |xi|/|x| ≥ 3ǫ/4
}
,
supp φǫ2 = {s ∈ R : ǫ/4 ≤ s ≤ 3/(4ǫ)},
and φǫ2(s) = 1 if 3ǫ/4 ≤ s ≤ 1/(4ǫ).
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Lemma 3.4. If 1 < r < ∞, 0 < t ≤ Cr−α for some constant C > 0
and α > max1≤i≤d−1{αi} with αi defined by (1.7), then there exists a
constant 0 < δ3 < 1 such that
Y (r, t) . rd−1t1+δ3 ,
where the implicit constant is independent of r and t.
Proof. By (3.8) we rewrite Y (r, t) = I + II with
I = 2π−2rd−1
∑
n∈Zd(d)
φǫ1(n)|n|
−d−1(K(x(n)))−1 sin2(πtx(n) · n)
cos (4πrx(n) · n− (d− 1)π/2)
and
II = 2π−2rd−1
∑
n∈Zd(d)
(1− φǫ1(n)) |n|
−d−1(K(x(n)))−1 sin2(πtx(n) · n)
cos (4πrx(n) · n− (d− 1)π/2) ,
where ǫ > 0 is determined below.
If n ∈ Zd(d) ∩ supp (1− φǫ1(n)), we have |nj |/|n| ≤ 3ǫ/4 for some
1 ≤ j ≤ d. Similar to the case of estimating
∑
n∈Sd,1
|B(r, t, n)|2 under
the condition (3.12) in Lemma 3.2, there is a 0 < Λ < 1 such that
(3.17) II . rd−1tǫΛ.
To study I, we rewrite I = 2π−2(I1 + I2) with
I1 = r
d−1
∑
n∈Zd(d)
φǫ2(t|n|)φ
ǫ
1(n)|n|
−d−1(K(x(n)))−1 sin2(πtx(n) · n)
cos (4πrx(n) · n− (d− 1)π/2)
and
I2 = r
d−1
∑
n∈Zd(d)
(1− φǫ2(t|n|))φ
ǫ
1(n)|n|
−d−1(K(x(n)))−1 sin2(πtx(n) · n)
cos (4πrx(n) · n− (d− 1)π/2) .
Then we have
I2 . r
d−1
∑
n∈Zd(d),|n|≤3ǫ/(4t)
|n|−d+1(K(x(n)))−1t2
+ rd−1
∑
n∈Zd(d),|n|≥1/(4ǫt)
|n|−d−1(K(x(n)))−1
. rd−1tǫ.
(3.18)
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By Poisson summation formula
I1 = r
d−1t
∑
n∈Zd
tdφǫ2(t|n|)φ
ǫ
1(tn)(t|n|)
−d−1(K(x(tn)))−1 sin2(πx(tn) · tn)
cos
(
4πrt−1x(tn) · tn− (d− 1)π/2
)
= rd−1t
∑
n∈Zd
fˆ(n/t),
with
f(ξ) =φǫ2(|ξ|)φ
ǫ
1(ξ)|ξ|
−d−1(K(x(ξ)))−1 sin2(πx(ξ) · ξ)
cos
(
4πrt−1x(ξ) · ξ − (d− 1)π/2
)
.
We only need to estimate the summation
∑
n∈Zd fˆ(n/t). Let
φ(ξ) = φǫ2(|ξ|)φ
ǫ
1(ξ)|ξ|
−d−1(K(x(ξ)))−1 sin2(πx(ξ) · ξ).
Then
fˆ(n/t) =2−1e−(d−1)πi/2
∫
Rd
φ(ξ)e2πirt
−1(2x(ξ)·ξ−ξ·n/r) dξ
+ 2−1e(d−1)πi/2
∫
Rd
φ(ξ)e−2πirt
−1(2x(ξ)·ξ+ξ·n/r) dξ.
(3.19)
Given any ξ ∈ supp φ, we have ǫ . |ξ| . 1/ǫ and (K(x(ξ)))−1 . ǫ−(d−1)
by Lemma 2.2. Hence by Lemma 2.1, given any multi-index ν, we have
∂|ν|φ(ξ)
∂ξν
. ǫ−d−1−(2d−1)|ν|.
Applying Lemma 2.6 with λ = rt−1 and ζ = ±r−1n to (3.19) yieids
fˆ(n/t) . ǫ−γ˜k min
{
(|n|t−1)−(d−1)/2, (t−1 dist{n, ∂(2rD)})−k
}
,
where k, γ˜k ∈ N and the implicit constant is independent of r, t and n.
Here we choose k > max
{
d,
(
α− d−1
ω′
)−1
(d− 1)
(
1+α
2
+ 1
ω′
)}
. Given
any 0 ≤ a < b, denote
{a ≤ d(n) < b} = {n ∈ Zd : a ≤ dist{n, ∂(2rD)} < b}
and s = r−(d−1)/ω
′
with ω′ = max1≤q,l≤d{mq,lωl, d+ 1}. Then∑
n∈Zd
fˆ(n/t) .
∑
{0≤d(n)<s}
ǫ−γ˜k
(
|n|t−1
)−(d−1)/2
+
∑
{s≤d(n)<1}
ǫ−γ˜k
(
st−1
)−k
+
+∞∑
l=1
∑
{2l−1≤d(n)<2l}
ǫ−γ˜k
(
2l−1t−1
)−k
.
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Note that Lemma 29 in [3, p. 195] implies that if n ∈ {0 ≤ d(n) < s},
then |n| ≥ r. Hence
∑
n∈Zd
fˆ(n/t) .ǫ−γ˜k(r−1t)(d−1)/2
∑
{0≤d(n)<s}
1 + ǫ−γ˜ks−ktk
∑
{s≤d(n)<1}
1
+ ǫ−γ˜ktk
+∞∑
l=1
2−lk
∑
{2l−1≤d(n)<2l}
1.
(3.20)
By using Theorem 1.1 in [7, p. 67], we have
∑
{0≤d(n)<s}
1 ≤
∣∣∣∣∣∑
n∈Zd
χ2(r+s)D(n)− vol(2(r + s)D)
∣∣∣∣∣+
∣∣∣∣∣ ∑
n∈Zd
χ2(r−s)D(n)
− vol(2(r − s)D)
∣∣∣∣∣+ vol(2(r + s)D)− vol(2(r − s)D)
. r(d−1)(1−1/ω
′) + rd−1s
. r(d−1)(1−1/ω
′).
(3.21)
On the other hand, notice that∑
{0≤d(n)<2l}
1 .
{
rd−12l if 2l < 2r,
2ld if 2l ≥ 2r.
Then
(3.22) ǫ−γ˜ks−ktk
∑
{s≤d(n)<1}
1 . ǫ−γ˜ktkr(d−1)(1+k/ω
′)
with the choice s = r−(d−1)/ω
′
and
(3.23)
+∞∑
l=1
2−lk
∑
{2l−1≤d(n)<2l}
1 =
+∞∑
l=1,2l≤2r
2−lkrd−12l +
+∞∑
l=1,2l≥2r
2−lk2ld . rd−1.
Therefore, combing (3.20)–(3.23) yields∑
n∈Zd
fˆ(n/t) . ǫ−γ˜kt
d−1
2 r(d−1)(
1
2
− 1
ω′ )
(
1 + tk−
d−1
2 r(d−1)(
1
2
+ k+1
ω′ )
)
. ǫ−γ˜kt
d−1
2 r(d−1)(
1
2
− 1
ω′ )
(
1 +r−αk+α
d−1
2
+(d−1)( 12+
1
ω′ )+
d−1
ω′
k
)
. ǫ−γ˜kt
d−1
2 r(d−1)(
1
2
− 1
ω′ ),
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where the second inequality holds because of t . r−α. So we get
(3.24) I1 = r
d−1t
∑
n∈Zd
fˆ(n/t) . rd−1tǫ−γ˜k t
d−1
2 r(d−1)(
1
2
− 1
ω′ ).
Hence if we take
ǫ =
(
t
d−1
2 r(d−1)(
1
2
− 1
ω′ )
)1/(Λ+γ˜k)
,
combining (3.17), (3.18) and (3.24) yields
Y (r, t) . I1 + I2 + II . r
d−1t1+(d−1)(
1
2
− 1
α(
1
2
− 1
ω′ ))Λ/(Λ+γ˜k),
where the implicit constant is independent of r and t. This finishes the
proof. 
4. Appendix
1. Proof of Lemma 2.1.
Given any x′ ∈ ∂B, we may assume x′ has a small neighborhood
denoted by Ux′ on ∂B that can be given as a graph xd = f(x1, . . . , xd−1)
and the dth component of n(x′) is positive, as all other cases can be
proved similarly. Then
(4.1) n(x) =
(−∇f(x1, . . . , xd−1), 1)(
1 + |∇f(x1, . . . , xd−1)|
2)1/2 .
For any x ∈ Ux′, we can parameterize x as
x = x′ +
d∑
j=1
Xj~t
j,
where ~td = n(x′) and
{~t1, . . . ,~td−1} =
{(
t11, . . . , t
1
d
)
, . . . ,
(
td−11 , . . . , t
d−1
d
)}
is an orthonormal basis of the tangent plane of ∂B at x′ such that the
basis {~t1, . . . ,~td} has the same orientation as {e1, . . . , ed}. It is easy
to get that
(4.2) det
(
(tij)
d−1
i,j=1
)
=
(
1 + |∇f(x′1, . . . , x
′
d−1)|
2
)−1/2
.
Let
F (X) = x′d +
d∑
j=1
Xjt
j
d − f
(
x′1 +
d∑
j=1
Xjt
j
1, . . . , x
′
d−1 +
d∑
j=1
Xjt
j
d−1
)
.
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Then for any 1 ≤ i ≤ d,
(4.3) ∂XiF (~0) =
{ (
1 + |∇f(x′1, . . . , x
′
d−1)|
2
)1/2~td ·~ti = 0 if i < d,(
1 + |∇f(x′1, . . . , x
′
d−1)|
2
)1/2
6= 0 if i = d.
Note that xd = f(x1, . . . , xd−1) implies F (X) = 0 and (4.3) ensures
that there is a small neighborhood of ~0 and a function g defined in this
neighborhood such that g(~0) = 0, ∇g(~0) = ~0 and
F (X1, . . . , Xd−1, g(X1, . . . , Xd−1)) = 0.
Combining (4.2) and (4.3) yields
det
(
∇2g(~0)
)
=
(
det
(
(tij)
d−1
i,j=1
))2
det
(
∇2f(x′1, . . . , x
′
d−1)
)
(
1 + |∇f(x′1, . . . , x
′
d−1)|
2
)(d−1)/2
=
det
(
∇2f(x′1, . . . , x
′
d−1)
)(
1 + |∇f(x′1, . . . , x
′
d−1)|
2
)(d+1)/2 .
Hence
K (x′) =
∣∣det (∇2f(x′1, . . . , x′d−1))∣∣(
1 + |∇f(x′1, . . . , x
′
d−1)|
2
)(d+1)/2 .
If K(x′) 6= 0. Let ξ/|ξ| = n(x) and ξ′/|ξ′| = n(x′). Define
G(ξ1, . . . , ξd, x1, . . . , xd−1)
=
(
ξ1 + ξd∂x1f(x1, . . . , xd−1), . . . , ξd−1 + ξd∂xd−1f(x1, . . . , xd−1)
)
.
Then
| det
(
DxG(ξ
′
1, . . . , ξ
′
d, x
′
1, . . . , x
′
d−1)
)
|
= ξ′d−1d | det
(
∇2f(x′1, . . . , x
′
d−1)
)
|
= ξ′d−1d K (x
′)
(
1 + |∇f(x′1, . . . , x
′
d−1)|
2
)(d+1)/2
6= 0.
(4.4)
Note that equation (4.1) implies
G(ξ1, . . . , ξd, x1, . . . , xd−1) = ~0.
The implicit function theorem and (4.4) ensure that there is a small
neighborhood of ξ′/|ξ′| on Sd−1 denoted by Vξ′/|ξ′| and functions h1, . . . , hd−1
defined in Vξ′/|ξ′| such that for any ξ/|ξ| ∈ Vξ′/|ξ′|,
G(ξ1, . . . , ξd, h1(ξ1, . . . , ξd), . . . , hd−1(ξ1, . . . , ξd)) = ~0
and (2.2) and (2.3) can be obtained directly by calculation. This fin-
ishes the proof.
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For the domain D, given any nonzero ξ ∈ Rd, we may assume ξi ≥ 0
for 1 ≤ i ≤ d and ξd/|ξ| ≥ ε0, as all other cases can be proved similarly.
Then there is a small neighbourhood of x(ξ) on ∂D such that for any
point x in this neighborhood, the dth component
xd =

1− n−2∑
p=0
 dp+1∑
l=1+dp
xωll
mp+11/mn − d−1∑
l=1+dn−1
xωll

1/ωd
=: f(x1, x2, · · · , xd−1)
and xd ≍ 1. Since ξ/|ξ| ≍ (−∇f(x1, · · · , xd−1), 1), we obtain
(4.5) ξi/|ξ| ≍
 dp(i)+1∑
l=1+dp(i)
xωll
md,i−1 xωi−1i
for 1 ≤ i ≤ d− 1, which implies
(4.6) (ξi/|ξ|)
1/(ωi−1) . xi . (ξi/|ξ|)
1/(md,iωi−1) ,
where the implicit constants depend on the domain D and ε0.
By a straightforward calculation we have
∣∣det(∇2f)∣∣ ≍ d−1∏
i=1
 dp(i)+1∑
l=1+dp(i)
xωll
md,i−1 xωi−2i ,(4.7)
where the implicit constants depend on the domain D and ε0. Com-
bining (2.1), (4.5)–(4.7) yields
d−1∏
i=1
(ξi/|ξ|)
md,iωi−2
md,iωi−1 ≤ K(x(ξ)) .
d−1∏
i=1
(ξi/|ξ|)
ωi−2
ωi−1 .
This finishes the proof.
3. Gaussian curvature of hypersurface x(ξ) · ξ = h.
Given any ξ ∈ {ξ ∈ Rd \ {~0} : x(ξ) · ξ = h}, we may assume the
dth component xd(ξ) ≥ ε0, as all other cases can be proved similarly.
Let F (ξ) = x(ξ) · ξ − h. Then ∇F (ξ) = x(ξ) implies that there is
a neighborhood of ξ such that x(ξ) · ξ = h can be written as ξd =
g(ξ1, . . . , ξd−1) by the implicit function theorem. Moreover,
∇g(ξ1, . . . , ξd−1) = (−x1(ξ)/xd(ξ), . . . ,−xd−1(ξ)/xd(ξ))
and
det
(
∇2g(ξ1, . . . , ξd−1)
)
= (xd(ξ))
−2(d−1) det
((
−xd(ξ)∂ξjxi(ξ) + xi(ξ)∂ξjxd(ξ)
)d−1
i,j=1
)
.
(4.8)
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Starting from the second row, add the ith row multiplied by −xi−1/xi
to the (i− 1)th row for i = 2, . . . , d− 1. Then
det
(
∇2g(ξ1, . . . , ξd−1)
)
= (xd(ξ))
−(d−1) det
((
−
∂xi(ξ)
∂ξj
+
xi
xi+1
∂xi+1(ξ)
∂ξj
)d−1
i,j=1
)
.
(4.9)
Since xd(ξ) ≥ ε0, the boundary ∂D in a small neighborhood of x(ξ)
can be given as a graph xd = f(x1, . . . , xd−1) and by (4.1)
∂xd
∂ξj
=
d−1∑
l=1
−ξlξ
−1
d
∂xl
∂ξj
for 1 ≤ j ≤ d− 1. Plugging this equality into the (d− 1)th row in (4.9)
and adding the ith row multiplied by{
−
xd−1ξ1
xdξd
if i = 1,
−
∑i−1
l=1
xd−1ξlxl
xdξdxi
− xd−1ξi
xdξd
if 2 ≤ i ≤ d− 2
to the (d − 1)th row yields that the element in (d − 1)th row and jth
column becomes(
−1 −
d−1∑
l=1
ξlxl
xdξd
)
∂xd−1(ξ)
∂ξj
= −
h
xdξd
∂xd−1(ξ)
∂ξj
,
where we use x(ξ) · ξ = h. So the right side of (4.9) can be reduced to
(−1)d−1h
ξdxdd
det
((
∂xi
∂ξj
)d−1
i,j=1
)
=
x−dd h det
(
(Aji)
d−1
i,j=1
)
ξdd (det (∇
2f))d−1
=
x−dd h
ξdd det (∇
2f)
,
where the first equality is because of (2.2) and
det
(
(Aji)
d−1
i,j=1
)
=
(
det
(
∇2f
))d−2
since (Aji)
d−1
i,j=1 is the adjoint matrix of ∇
2f . Then
K˜(ξ) =
(
1 + |∇g|2
)−(d+1)/2
| det(∇2g)|
= |x(ξ)|−(d+1)
xdh
ξddK(x(ξ))(1 + |∇f |
2)(d+1)/2
.
Since xd ≍ 1 and h = x(ξ) · ξ ≍ |ξ| ≍ ξd, we have
K˜(ξ) ≍ (K(x(ξ)))−1h−(d−1).
This finishes the proof.
4. Counterexample.
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In this part, we give an example to show that the assumption of the
range of α in Theorem 1.1 cannot be removed. Let
D = {x ∈ R3 : x61 + x
6
2 + x
10
3 ≤ 1}
and D(r, t) = (r + t/2)D \ (r − t/2)D with r = k ∈ N and t = Cr−2.
In this case α = 2 < max{α1, α2, α3} = 4 and
vol(D(r, t)) = vol(D)
(
3C + 2(t/2)3
)
.
If (0, k, x3), (x1, k, 0) ∈ ∂((k + t/2)D) then
x3 =
((
(k + t/2)6 − k6
)
(k + t/2)4
)1/10
≥
(
k9t
)1/10
and
x1 =
(
(k + t/2)6 − k6
)1/6
≥
(
k5t
)1/6
.
For any u ∈ [−1/2, 1/2)× [−t/2, 0]× [−1/2, 1/2), if k is large enough,
ND(r,t)(u)− vol(D(r, t)) &
(
k9t
)1/10 (
k5t
)1/6
− vol(D(r, t)) & k6/5.
Then ∫
T3
∣∣ND(r,t)(u)− vol(D(r, t))∣∣2 du & k12/5t/2 & k2/5,
which means the variance is much larger than vol(D(r, t)).
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