A structure of doubly stochastic Markov chains  by Frydman, Halina
A Structure of Doubly Stochastic Markov Chains 
Halina Frydman 
Department of Statistics and Operations Research 
New York University 
Washington Squure 
New York, New York 10663 
Submitted by Ingram Olkin 
ABSTRACT 
Kingman and Williams [6] showed that a pattern of positive elements can occur in 
a transition matrix of a finite state, nonhomogeneous Markov chain if and only if it 
may be expressed as a finite product of reflexive and transitive patterns. In this paper 
we solve a similar problem for doubly stochastic chains. We prove that a pattern of 
positive elements can occur in a transition matrix of a doubly stochastic Markov chain 
if and only if it may be expressed as a finite product of reflexive, transitive, and 
symmetric patterns. We provide an algorithm for determining whether a given pattern 
may be expressed as a finite product of reflexive, transitive, and symmetric patterns. 
This result has implications for the embedding problem for doubly stochastic Markov 
chains. We also give the application of the obtained characterization to the chain 
majorization. 
1. INTRODUCTION 
In [6] Kingman and Williams provide a complete solution to the problem 
of characterizing patterns of positive elements which can arise in transition 
matrices of countable state homogeneous and finite state nonhomogeneous 
continuous time Markov chains. The purpose of this paper is to solve the 
corresponding problem for Markov chains with doubly stochastic transition 
function. For this subclass of Markov chains we obtain a much stronger 
characterization of possible patterns of positive elements than one obtained in 
[6] for general Markov chains. 
Before stating our main results and their relationship to the results in [6] 
we introduce necessary definitions: A continuous parameter process {X(t), 
t > 0} with a countable state space Z will be called a doubly stochastic, 
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nonhomogeneous Markov chain if its transition probabilities 
l?,,(s,t)=P[X(t)=jJX(s)=i] 
satisfy for every 0 < s < t < u < cc and i, j E I 
Pij(S>t)ao, 
C P,j("a t>=l, 
jE1 
C P,jCSTtJE1, 
IEZ 
Pij(ttt)=6ij, 
Pij(s,u)= k~IPi*(b,t)Pkj(t>U). 
and 
(1) 
(2) 
(3) 
(4) 
(5) 
pi j( s, t ) is separately continuous in s and in t . (6) 
The process { X( t ), t >, 0) defined above is a doubly stochastic homogeneous 
chain if its transition probabilities pij(s, t ) depend on t - s alone. For our 
purposes we may in this case replace (6) by the weaker property 
Let R(t) be a 
not necessarily 
and let R(s, t) 
pi j ( . ) are Lebesgue measurable. (6’) 
relation defined on 1, a state space of a homogeneous chain, 
satisfying the property (3), by 
R(t)= ((i9 j); Pij(t)'O}a (7) 
be a relation defined on I, a state space of a nonhomogeneous 
chain, not necessarily satisfying the property (3), by 
R(s,t)= {(i, j), Pij(s,t)>o}. (8) 
A relation R on I will be called embeddable in a nonhomogeneous [homoge- 
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neous] Markov chain if there exist nonhomogeneous [homogeneous] chains 
such that R = R(s, t) [R = R(t)]. 
Kingman and Williams [6] give the following characterizations of embed- 
dable relations. A relation R defined on a countable set Z is embeddable in a 
homogeneous chain if and only if R is reflexive and transitive. A relation R 
defined on a finite’ set I is embeddable in a nonhomogeneous chain if and 
only if it can be expressed as a finite product of reflexive and transitive 
relations. 
To investigate the properties of the relations (7) and (8) defined on doubly 
stochastic chains, we combine the methods and some of the results in [6] with 
the assumption of double stochasticity of transition functions. By the result 
from [6] the transition matrices of homogeneous chains have reflexive and 
transitive patterns of positive elements. We show that the patterns of positive 
elements in transition matrices of doubly stochastic chains have an additional 
property, namely, symmetry. The full result is: a relation R defined on a finite 
set I is embeddable in a doubly stochastic homogeneous chain if and only if it 
is reflexive, transitive, and symmetric. As shown in Section 2, this result is not 
true if the set I is infinite. 
By the result from [6], the transition matrices of nonhomogeneous chains, 
in particular of doubly stochastic chains, have patterns of positive elements 
which may be expressed as finite products of reflexive and transitive patterns. 
However, double stochasticity of the transition function does not immediately 
imply that each pattern in this product is also symmetric, because the 
reflexive and transitive factors in the product are not directly related to the 
transition function of the chain. Therefore an essentially new proof is required 
to establish the following characterization: a relation R defined on a finite set 
Z is embeddable in a doubly stochastic nonhomogeneous chain if and only if it 
can be expressed as a finite product of reflexive, transitive, and symmetric 
relations. 
The proof of this result indicates how an algorithm for deciding embed- 
dabilty of a relation in a doubly stochastic chain may be constructed. We also 
show that reflexive, transitive, and symmetric relations in the above char- 
acterization may be taken as certain elementary reflexive, transitive, and 
symmetric relations. 
The problem solved in this paper has implications for the embedding 
problem for Markov chains (see [l], [4], [5], and [8]) and the problem of 
determining when majorization implies chain majorization (see Chapter I5 in 
[7]). If a doubly stochastic matrix has a pattern of positive elements which 
‘The methods developed in [6] to study properties of relations embetltlal~le in nonhon~oge- 
neons chains depend on the finiteness of 1. 
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cannot be expressed as a product of finitely many reflexive, transitive, and 
symmetric patterns, then this matrix cannot be embedded in a doubly 
stochastic chain, i.e., cannot arise as a transition matrix of a doubly stochastic 
chain. The patterns of positive elements that can arise in transition matrices 
of doubly stochastic chains are considerably more restricted than those which 
can arise in transition matrices of singly stochastic chains. We illustrate this in 
Section 4 for chains with three states. The problem of determining when 
majorization implies chain majorization is one of characterizing the class of 
doubly stochastic matrices which can be expressed as products of finitely 
many T-transforms. In the final section of this paper we consider one aspect 
of this problem, namely, we characterize patterns of positive elements that 
can arise in doubly stochastic matrices which can be expressed as products of 
finitely many T-transforms. We show that an algorithm given in this paper to 
determine embeddability of a pattern of positive elements in a doubly 
stochastic chain may be applied to determine which patterns of positive 
elements can arise in products of finitely many T-transforms. 
2. HOMOGENEOUS, DOUBLY STOCHASTIC MARKOV CHAINS 
Consider a homogeneous Markov chain with a finite state space Z and a 
relation R defined on I by 
R= {(‘>j); Pij(t)>O}* (9) 
It was shown in [6] that R is a time independent, reflexive, and transitive 
relation. If we assume that a chain has a doubly stochastic transition function, 
then we can also prove 
THEOREM 1. R is symmetric. 
The following simple property of finite doubly stochastic matrices will be 
used in the proof of Theorem 1 and in the sequel. 
LEMMA 1. Let P = (lp,klll,kEl be a doubly stochastic matrix. Suppose 
that I = W, U W, with W, f~ W, = $, where the sets W,, W, are such that 
p,, = 0 if 1 E W, and k E W,. Then plk = 0 if I E W, and k E W,. 
Proof. Follows immediately by double stochasticity and finiteness of P. 
n 
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Proof of Theorem 1. We will show that if (i, j) 4 R, that is, pij = 0, then 
( j, i) @ R, that is, pji = 0, where to simplify notation we have suppressed the 
dependence of transition probabilities on time as irrelevant to this proof. Fix 
(i, j) e R, and let Ii = {k; pik = 0). Transitivity of R implies that for every 
k E Ii and 1 E Z either p,[ = 0 or p,, = 0. But for every 1 E Z,! we have 
pi! > 0, and hence for every 1 E Z,! and k E Zi we must have p,, = 0. Hence 
by Lemma 1, p,, = 0 for 2 E Ii and k E Z’. But by assumption j E Ii, and 
since R is reflexive, i E ZF. Therefore, pji = 0, as we wanted to show. n 
Theorem 1 is not true when Z is infinite. For example, let Z = {all 
integers} and define infinitesimal generator Q = Ilqijll i, j E I by 
cli,i+i=hP qij=O for j#i,i+l. 
Then transition function P(t) generated by Q is doubly stochastic, but 
R= {<i> j); Pijct> > 0} = {(i, j); j > i) 
is not symmetric. 
Now let R be any reflexive, transitive, and symmetric relation, and define 
an infinitesimal generator Q = Ilqi jll i, j E I as follows: 
4ij ’ O - i+j, (i, j) E R, 
C 4ij = O forevery jEZ. 
i6Z 
In particular we may define Q to be a symmetric matrix. Then a chain 
generated by Q is doubly stochastic and satisfies (9). Combining this arg,u- 
ment with Theorem 1 gives 
THEOREM 2. A relation R is embeddable in a finite state homogeneous 
doubly stochastic Markov chain if and only if it is reflexive, transitive, and 
symmetric. 
We will next characterize reflexive, symmetric, and transitive relations as 
finite products of certain elementary reflexive, symmetric, and transitive 
relations. This characterization will be used in Section 5. 
We first define the product of two reflexive relations R, and R, on I as 
the following reflexive relation on I: 
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Clearly, 
Now let 
R, c R;, R, 5 Rh implies R,R, L R;Rh. 
A= {(i,i); GZ} 
denote the identity relation on I, and for i # j let 
Sij= {(i,j>,(j,i>}uA. 
Sij is a reflexive, symmetric, and transitive relation on I. We will call Sij an 
elementary symmetric relation. 
THEOREM 3. A reflexive, symmetric, transitive relation S on Z may be 
expressed as 
s= ii 'i4,jk 
k=l 
where each Sik, jk is an elementary symmetric relation on I. 
Proof. Suppose S # A, Sij. The relation S, as an equivalence relation, 
partitions set I into disjoint sets W,, W,,. . . , W, with Up,,W, = Z and such 
that if i, j E W,, 1~ 1~ p, then (i, j) E S, and if i E W, and j E W,, k # 1, 
then (i, j) e S. Therefore the relation S may be expressed as 
s=s,us,u ... us,=s,s2-s,, 
where S, = {(i, j); i E W, and j E Wr}u A, 1~ 1~ p, is the relation defined 
on I. But, in turn, each S, # A may be expressed as 
s,= n sij> 
(i, j) ES, 
i#j 
which completes the proof. n 
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3. NONHOMOGENEOUS DOUBLY STOCHASTIC MARKOV CHAINS 
Consider a nonhomogeneous chain with a finite state space Z and a 
relation defined on Z by 
R(s,t)= {(i>j); pij(s>t)>o}. (10) 
We first state some properties of R(s, t) obtained in [6]. 
LEMMA 2. The relation R( s, t ) is reflexive and R( t, t ) = A. Zf s < t < u 
< v then R(t, u) C R(s, v). 
Proof. See [6]. n 
We next define two new relations on 1. For any reflexive relation R on Z 
define 
T(R)= {(i,j);(j,k)ER - (i,k)~R} 
and 
T”(R)= {(i,j);(i,j)~r(R)and(j,i)~r(R)}. 
The relation r(R) was introduced in [6]. The relation rs( R) is needed for our 
development. Clearly, rs( R) c T(R) and rs( R) = T(R) if and only if r(R) is 
symmetric. The relations T(R) and TV have the following properties: 
LEMMA 3. The relation T(R) is reflexive, is transitive, and satisfies 
T(R) c R 
(with equality if and only if R is transitive) and 
R = T( R)R. (11) 
Proof. See [6]. n 
LEMMA 4. The relation rS( R) is reflexive, transitive, and symmetric. 
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Proof. rS(R) is reflexive and symmetric by definition. Now suppose that 
(i, k),(k, j) E rS(R) c r(R). Then by symmetry of TV, we have 
(k, i),(j, k)E T”(R), and therefore, since r(R) is transitive, (i, j),(j, i)~ 
r(R). Hence by the definition of rS(R), we have (i, j),(j, i) E rS(R) also, 
which shows that rs( R) is transitive. n 
We can now prove the main result. Let 0 < a < b < co. 
THEOREM 4. The relation R(a, b)= {(i, j); pij(a, b)> 0) defined on 
the state space I of a doubly stochastic chain may be expressed as a finite 
product 
R(a, b) = S,S, . . . S, (12) 
where each S, is a reflexive, transitive, and symmetric relation. 
Proof. If R(a, b) = A the representation (12) is trivial, since A is sym- 
metric, transitive, and reflexive. Suppose therefore that R = R(a, b) 1 A, and 
define 
x=sup{t; R(t,b)=R@,b)). 03) 
Then by Lemma 2, R(x, b)c R(a, b). Suppose R(x, b)= R(a, b). Then by 
continuity of transition probabilities pij(t, b) in t there exists y > 0 such that 
for x < t < x + y, pij(t, b) > 0 whenever pij(a, b) > 0, contradicting the 
definition of x. Hence 
R(x, b) c R(a, b). (14) 
We will next prove that 
R(a, x) _C 7(R)> (15) 
i.e., that 
pij(~,x)>O implies (pjk(o,b)>O * pi,(a,b)>O}* (16) 
Let ,$ < t < X, where 5 is such that pij(a, t) > 0 whenever Pij(o, x)> 0. Such 
5 exists by continuity of pij(a, s) in s. Now 
P,~(u, b) 2 Pij(a,t)Pjk(tyb) 
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implies (16), because by the definition of X, pjk(t, b) > 0 whenever pjk(a, b) 
> 0, and by the definition of E, pij(a, t) > 0 whenever pij(U, X) > 0. 
Finally, using (15) we will show that also 
R(a, x) c T”(R). (17) 
Suppose (j,i)~R(u,x). Then by (15), (j,f)~r(R). Now if (~J)ET(R) 
also, then, by the definition of rS(R), (j, i) E T’(R). Hence assume that 
(i, j)G T(R). Let Ii = {k; (i, k)e T(R)}. Then transitivity of r(R) implies 
that for every 2 E Z and k E Ii either (i, I) E T(R) or (1, k) 4 T(R). But for 
1 E Z’, (i, 1) E r(R), and hence for 1 E Zc and k E Ii, (1, k) E T(R). Since 
R(u, X) G T(R), we have (I, k) @ R( a,~) for ZEZ,! and kEZi. Then by 
Lemma 1, (1, k) E R(u, x) for Z E Ii and k E ZF. In particular, j E Ii by 
hypothesis, and i E I,!, since r(R) is reflexive. Hence, (j, i) P R(u, x), con- 
tradicting the assumption. Therefore, we must have (i, j) E -r(R) and (j, i) E 
TV, thus showing that (17) holds. Now, by (ll), 
R = R(u, b) = R(u, r)R(x, b)c 7”(R)R(x, b)c 7(R)R(x, b) C 7(R)R = R, 
showing that 
R(u, b)= T”(R(~, W)Rb, b). 
Let S, = ~“(R(u, b)). By Lemma 4, T”(R(u, b)) is reflexive, transitive, and 
symmetric. We can now proceed by induction, applying the argument just 
described to R(x, b)-unless R(r, b) = A, in which cases the process 
terminates. The process has to terminate after a finite number of steps 
because the inclusion (14) is proper. This gives the representation ( 12).2 n 
In [6] an upper bound for n, which applies in our case, is given in terms of 
the number N = ]I 1, namely, 
n<N2-N. 
This upper bound is easily derived from (14) and the induction argument. 
2The details of the induction part of the proof are exactly the same as in the induction part 
of the corresponding proof in [6], and therefore we omit them here. The statements (14) and (15) 
were proved in [6]. We reprove them here in order to keep the presentation self-contained. 
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In Theorem 4 we proved the necessity part of 
THEOREM 5. A relation R is embeddable in a nonhomogeneous doubly 
stochastic finite state space Markov chain if and only if it can be expressed as 
a finite product of reflexive, transitive, and symmetric relations. 
Proof. To prove sufficiency, suppose R = S,S, . . . S, where each S,, 
1 < T < n, is reflexive, transitive, and symmetric. By Theorem 2 each S, is 
embeddable in a homogeneous doubly stochastic chain. Let P(‘)(t), 1~ r < n, 
denote its transition matrix. Next introduce the partition of [a, b] 
a = x0 < x1 < x2 < . . . < x,, = b, 
and define a transition function of a nonhomogeneous chain on the interval 
[a, bl by 
P-1 
P(s, t) = P@)(X,- s) n P(+T, - “V_l)P(P’(t - t& 
y=a+l 
where x a_r<s<x,, xp_,<t<xp. Clearly this chain is doubly stochastic 
and R(a, b) = S,S, . . . S, = R, showing that the relation R is embeddable in 
this chain. 
4. AN ALGORITHM 
We first modify the definitions and results of the corresponding section in 
[6] for our development. 
If R and R, are reflexive relations defined on the finite set I, call R, a 
child of R if 
R,cR, R = T’( R)R,. 
LEMMA 5. A reflexive relation R has at least one child if and only if 
T~(R)# A. 
Proof. The same as the corresponding proof in [6] with r(R) replaced by 
r”(R). n 
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THEOREM 6. A rejlexive relation R is embeddable in a doubly stochastic, 
nonhomogeneous chain with finite state space I if and only if it has a 
transitive, symmetric descendant. 
Proof. The same as the corresponding proof in [6] with r(R) replaced by 
T’(R) and the words “transitive descendant” by “transitive, symmetric 
descendant” and “ nonhomogeneous chain” by “doubly stochastic nonho- 
mogeneous chain.” n 
COROLLARY 1. A relation R with 
RIA, T”(R) = A 08) 
is not embeddable in a doubly stochastic Markov chain. 
Using Theorem 6, one can algorithmically determine whether a given 
relation is embeddable in a doubly stochastic chain. The corollary to this 
theorem characterizes a class of relations which are not embeddable in doubly 
stochastic chains. Doubly stochastic matrices, which induce relations satisfy- 
ing (18), are matrices different from the identity matrix, with pii > 0, 
1~ i < N, and with the property that no two rows have the same pattern of 
positive elements. By the corollary, any such matrix is not embeddable in a 
doubly stochastic chain, i.e., there is no doubly stochastic chain whose 
transition probabilities satisfy 
PijCs> t> = Pij' i, j E I, 
forsomeO<s<t<oo. 
A doubly stochastic matrix in which no two rows have the same pattern of 
positive elements is called relatively extreme from the left in [3]. The result in 
[3] that is relevant to this paper, but obtained by very different methods than 
used here, says that a matrix which is extreme from the left is not infinitely 
factorizable and, therefore, is not embeddable in a doubly stochastic chain 
(see [4]). Here this result follows as a corollary to Theorem 6, which gives a 
complete solution to the problem of determining whether a given pattern of 
positive elements may occur in a transition matrix of a doubly stochastic 
chain. 
Patterns of positive elements that can arise in transition matrices of doubly 
stochastic chains are clearly more restricted than those that can arise in 
transition matrices of stochastic chains. To illustrate this, consider 3 x 3 
stochastic matrices with at least one off-diagonal entry equal to zero. In [2] it 
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is shown that any such matrix P is embeddable in a nonhomogeneous chain if 
and only if 
We note that (19) implies that the following two reflexive patterns are not 
embeddable: 
and that all other reflexive patterns are embeddable in nonhomogeneous 
chains. We could have arrived at the same conclusion using the result from [6] 
stated in the introduction, but we used a stronger result from [2], available for 
3 X 3 matrices, as a shortcut to this conclusion. 
We next consider patterns of positive elements that occur in doubly 
stochastic chains with three states. The corollary to Theorem 6 implies that, 
besides patterns in (20), patterns with exactly two zero elements cannot occur 
in doubly stochastic chains. Thus the pattern 
x 0 x 
[ 1 0 x x, (21) x x x 
as well as all reflexive patterns derived from it by permutation of rows or 
columns, is not embeddable in doubly stochastic chains but is embeddable in 
singly stochastic chains. The reflexive patterns of positive elements which are 
embeddable in 3 ~3 doubly stochastic chains are elementary symmetric 
patterns and all patterns with exactly one zero element. 
For example, consider 
x 0 x 
[ 1 x x x, x x x 
namely, 
R= {(1,3),(3,1),(2,3),(3,2),(2,l)}uA. 
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Then 
R = T”(R)R,, 
where 
7”(R)= {(%3),(3,2)}uA 
and R, is a symmetric, transitive descendant 
R,= {(l>3),(3,l)}uA. 
5. DOUBLY STOCHASTIC MARKOV CHAINS 
AND CHAIN MAJORIZATION 
There are two basic definitions of multivariate majorization (see Chapter 
15 in [8]). Let X and Y be M X N real matrices. 
DEFINITION 1. X is major&d by Y, written X < Y, if X = YP, where P 
is an N x N doubly stochastic matrix. 
The second definition, which is based on the concept of a transfer, uses 
T-transforms. A T-transform is a doubly stochastic matrix with exactly two 
nonzero off-diagonal elements and can be written as 
qj(a) = az + (1- cI)rIij, if j, O<a<l, 
where I is the N X N identity matrix and Hi j is a permutation matrix, called 
the transposition matrix, obtained from Z by interchanging rows i and j. 
DEFINITION 2. X is chain mujorized by Y, written X << Y, if X = YP, 
where P is a product of finitely many N X N T-transforms. 
X ++ Y implies X < Y because a product of T-transforms is doubly 
stochastic. The converse is true when M = 1 (Chapter 2 in [8]), and it is also 
true for N = 2, because all 2 X 2 doubly stochastic matrices are T-transforms. 
For N 2 3 and M > 2, majorization, in general, does not imply chain major- 
ization. This is the consequence of the fact that not every doubly stochastic 
matrix may be expressed as a finite product of T-transforms. 
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Thus in order to determine when majorization implies chain majorization 
one needs a characterization of the class of doubly stochastic matrices which 
may be expressed as finite products of T-transforms. 
In this section we consider one aspect of this problem, namely, we show 
that an algorithm given in Section 4 may be used to determine which patterns 
of positive elements can occur in products of finitely many T-transforms. 
We first note that if in the definition of a T-transform we set (Y = 0, then 
the T-transform is a transposition matrix. But we have 
LEMMA 6. A product of finitely many T-transforms may be expressed as 
a product of finitely many T-transforms different jhn transposition matrices 
and a permutation matrix. 
Proof. Simple computation shows that for any 1 z k and i # j 
nlkTij(a) = Trtp(a)nI,ky (22) 
where 
I 
(i,j) if (Z,k)=(i,j) or Z+i,jandk#i,j, 
(k,j) if Z=i and k+j, 
(n,p)= (k,i) if Z=j and k#i, 
(i, 1) if k=i and l#j, 
(j? I> if k=j and Z#i. 
Since any permutation matrix is a product of transposition matrices, we have, 
using (22), that if II is a permutation matrix and T a T-transform, then there 
exists a T-transform T’ such that 
IIT=T’II. (23) 
Now consider a product of n T-transforms of which k < n are transposition 
matrices. Then by repeated application of (23) we get the statement of the 
lemma, i.e., 
TITz. . . T, = IIT;T;. . . T,,‘_k, 
where T{, T,‘, . . . , T,,_ k are appropriate T-transforms. n 
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Let P be an N X N doubly stochastic matrix, and let R be a relation 
defined on I = {1,2,..., N} by 
R= {(i,j); pij>O}. 
In particular, if P = T j(a) with (Y > 0, then R is an elementary symmetric 
relation, i.e., R = S,,, and if P = Tij(0) = II,,, then we will call R a transposi- 
tion relation and denote it by rij. Similarly, a relation R corresponding to a 
permutation matrix II will be denoted V. Let C be the set of relations which 
are products of finitely many elementary symmetric relations and transposi- 
tion relations, i.e.,, C is a set of patterns of positive elements that arise in 
doubly stochastic matrices which are products of finitely many T-transforms. 
THEOREM 7. A relation R E C if and only if R = TS,S, . . S, for some 
permutation relation rr where each Si is a reflexive, symmetric, and transitive 
relation. 
Proof. Suppose that for some 7~, R = mS,S, . . . S,. A permutation rela- 
tion r may be expressed as a product of transposition relations, and by 
Theorem 3 each Si may be expressed as a product of finitely many elemen- 
tary symmetric relations. Hence R E C. If R E C, then by Lemma 6, R = 
TS,S, . . . S, where each Sj is an elementary symmetric relation. n 
According to Theorem 7, in order to determine whether R E C, one has to 
determine whether any permutation of this pattern, i.e., aR, including the 
identity permutation, may be expressed as a product of finitely many re- 
flexive, transitive, and symmetric patterns. This can be done using the 
algorithm from Section 4. The following corollary characterizes patterns 
which cannot occur in products of finitely many T-transforms. 
COROLLARY 2. If7S(R)=AandR~AthenR@C. 
Proof. If -rS(R) = A, then ~“(rnR) = A for all 7~, and therefore, by 
Corollary 1, R 66 C. W 
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