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ABSTRACT 
 
The nature and extent of explanatory power of accounting numbers to investors in 
capital markets is of fundamental importance to preparers, users and regulators of 
corporate financial reports, and has generated a large body of research literature. In this 
regard, the widespread adoption of International Financial Reporting Standards (IFRSs) 
around the world raises numerous and diverse issues. There is still on-going controversy 
over the impacts of IFRS adoption; some support the superiority of IFRSs compared 
with local GAAPs, but others are sceptical about it. A primary issue of interest is 
whether or not this new accounting regime (i.e. IFRSs) improves the usefulness of 
accounting information in capital market. Therefore, the value relevance tests of 
accounting numbers are meaningful as well as timely to comprehend what the real 
impacts of IFRSs are. 
 
Human resource accounting is also expected to be affected by IFRS adoption. Typically, 
accounting standards treat investment in human capital as expenses.  The capitalisation 
of expenditure related to human resources has been largely prohibited due to its 
uncontrollability and measurement difficulty. Moreover, there has formerly been no 
specific requirement for disclosure of total human capital expenditure (HCE) or the sum 
of its parts in most countries’ GAAPs including US GAAP. As a result, HCE 
information has been subsumed in ‘cost of sales’ or ‘administration expenses’ in most 
cases. This accounting practice has created a serious barrier for human resource 
accounting and intellectual capital studies due to the limited accessibility of HCE 
information at the firm level. With the advent of the knowledge-economy where human 
capital is often deemed as one of the key elements for business success, conventional 
accounting treatments to human capital have become the centre of criticism from 
researchers. The determination of the relevance in equity markets of accounting 
numbers with respect to expenditure on human capital has been problematic.  
 
IFRSs have made a difference to this problem. By imposing a mandatory disclosure 
classification in the income statement based on the ‘nature of expenses’, IFRSs have 
opened a new avenue for researchers to access HCE data (typically termed ‘employee 
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benefits expenses’ in IFRS-based financial statements). Although some researchers 
anticipated the consequences of this change, no study in the post-IFRS era has so far 
documented this change. Hence, this study is the first to investigate the impacts of IFRS 
adoption on the disclosure of HCE. It uses the Australian setting.  
 
In research question 1, this study identifies the specific changes in disclosure practices 
with respect to HCE information driven by IFRS adoption in Australia. Whereas around 
60% of sampled firms continuously disclosed total HCE both before and after IFRS 
adoption in 2005, there were 26% of firms that newly began to provide HCE 
information after the adoption of IFRSs. Research question 2 focuses on the value 
relevance of newly available HCE amount. Overall, disclosure of total HCE is found to 
be value relevant, but the statistical significance in these value relevance tests varies 
between different groups of companies, depending on the extent of their human capital 
intensity (i.e. dependence of the firm on its labour force), and their type of industry (i.e. 
low or high-tech, and manufacturing or services). The third research question suggests 
an application of newly disclosed HCE data to the intellectual capital (IC) research area. 
By employing a productivity concept, this study documents the usefulness of newly 
available HCE information in terms of the IC valuation research. The productivity of 
balance-sheet-reported total assets and tangible assets is found to be insignificantly 
related to share price. In contrast, the three IC components of productivity (namely, 
human capital, structural capital, and intellectual capital productivity) are each found to 
be significantly positively related to share price.  
 
The availability of standardized and audited data on total HCE in the numerous 
countries that have adopted IFRSs, enables this study to be replicated and extended into 
an international study.  This study points to the prospect that evidence from other IFRS-
adopting countries can be gathered and compared in the future. Such evidence of current 
disclosure practices concerning HCE can facilitate the collection of a comprehensive 
database on corporate HCE-related data. This can invigorate or re-invigorate emerging 
research in the fields of human resource accounting and costing, the measurement of 
corporate intellectual capital and the computation of value-added and productivity 
performance measures at the firm level. This study has demonstrated an important 
practical application for human resource accounting and intellectual capital researchers 
and analysts arising from the adoption of IFRSs in different countries.  
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CHAPTER 1. INTRODUCTION 
1.1 Preamble 
A cliché often found in president’s letters or chairman’s statements in annual reports of 
a company is, "our employees are our most important - our most valuable - asset." (Lev 
and Schwartz 1971, p.103). With the advent of the knowledge-based economy, the 
importance of human capital has increased and modern organisations rely heavily on the 
productivity of their employees. There is a general consensus that human capital assets 
are as important as, and usually an integral part of, other intangible assets (Drucker 
1991, Drucker 1999, Drucker 2002, Lev 2001, Ballou et al. 2003, Lajili 2004).  
 
However, research on human capital (HC) and intellectual capital (IC) is not at an 
advanced stage, and the relationship between human capital investment and its financial 
performance is still abstract and conceptually elusive (Ballester et al. 2002, Ballou et al. 
2002 and Lev 2001). From the accounting standard setters’ perspective, one of the 
biggest concerns is whether the value of HC can be reliably measured, which results in 
the non-capitalisation of most of HC investment and leaves the disclosure of human 
capital expenditure (HCE), other than small elements such as directors’ remuneration, as 
non-mandatory. Accordingly, HCE information is largely incorporated into cost of sale 
or administration expenses, and is difficult to track down unless a firm voluntarily 
discloses the amount of total HCE separately somewhere in the financial notes. For 
example, the voluntary disclosure rate of US companies listed on Compustat database 
was known to be less than 10% (Riahi-Belkaoui 1999, Ballester et al. 2002, Lajili and 
Zéghal 2005). Therefore, US market based research, where most of the important 
findings have been documented so far, has been seriously hampered by scattered, 
scarce, inconsistent and sometimes confusing HCE disclosure practices (Lajili 2004, 
p39). Under this situation where the minimum disclosure of HCE has not been 
stipulated, researchers usually have limited accessibility to HC information. Even when 
some US studies find the value relevance of HCE, these findings have the same 
common restrictions since they are based on unstandardized data from a relatively small 
voluntary disclosed sample (e.g. Ballester et al. 2002, Lajili 2004, Lajili and Zéghal 
2005, Lajili and Zéghal 2006).  
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International Financial Reporting Standards (IFRSs) are expected to make a difference 
to this deficiency in publicly available HCE data at the company level. Through the 
combined implementation of International Accounting Standard (IAS) 1 Presentation of 
Financial Statement and IAS 19 Employee Benefits, now every firm in the adopting 
country is required to present categories of expenses in their income statement 
according to both the function of expenses and the nature of expenses. The nature of 
expenses usually separately reports the materials expenses, taxation, depreciation, and 
particularly employee benefits expenses (i.e. HCE) as required under IAS 19. IFRSs 
make it clear that the mandatory disclosure of the nature of expenses would be helpful 
to predict future cashflow. Although, the intention of this change was  not directly aimed 
at the improvement of estimation by investors of HC/IC value, researchers can still take 
advantage of this change. However, there has been no substantial evidence about the 
form and extent of firm-wide disclosure of HCE since the first wave of IFRS adoption 
in 2005 according to Wyatt (2008).  
 
In terms of HCE disclosure, the Australian situation in the pre-IFRS period was similar 
to that of the US. Before the adoption of AIFRS, the two accounting standards related to 
the disclosure of HCE were AASB 1028 (Employee Benefits) and AASB 1018 
(Statement of Financial Performance). In brief, these two standards allowed firms’ 
some discretion in terms of expense classification. So, firms could opt to classify their 
expenses either ‘by function’ approach or ‘by nature’ approach, which ultimately meant 
that the disclosure of HCE was voluntary. But, after the adoption of IFRSs, the 
disclosure of HCE was intended to be mandatory in Australia because IFRSs require the 
disclosure of the nature of expenses.  
 
Therefore, this study will explore whether the intended HCE disclosure changes did 
really happen in Australia. Given that a sufficiently widespread HCE disclosure 
environment arose in Australia after 2005, this study will use this improved availability 
of data to progress HCE research in two related directions. First it will revisit the value 
relevance of HCE, particularly the issue of whether the share market found HCE 
information more relevant in the post-IFRS regime compared to the GAAP regime.  
Second it will use the disclosure of total HCE information that is expected to be more 
consistent and widespread the post-IFRS era, to test models about the productivity of 
HCE within an IC framework. This Australian setting provides an ideal context to 
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investigate the changes in HCE disclosure and to use this data for HCE-related research, 
since more than 6 years have passed since Australia first adopted IFRSs. The 
approaches and findings in this study can be extend to other countries that have already 
adopted IFRSs or plan to adopt it in near future, especially if relevant aspects of IFRSs 
are adopted in the US in future.  
 
Even though there may remain clear accounting rationale (e.g., measurement reliability 
or uncertainty of expected future economic benefits) for the non-capitalisation of HCE, 
the issue of what to disclose is a different matter. As noted in Lev (2001, p.102), 
measurement and valuation difficulties concerning intangibles should not provide an 
excuse for non-disclosure of relevant information. The findings in this study will 
demonstrate some insights with respect to the way data from enhanced disclosure of 
HCE can be modelled and its usefulness in capital market research.  
 
1.2 Motivation and research questions 
Even though the potential arising from the disclosure change driven by IFRSs would 
have been understood by human resource accounting researchers, there has been no 
systematic evidence of firm-wide disclosure of HCE since IFRS adoption. For example, 
Wyatt (2008, p.240) says “Separate reporting of the expenditures paid to employee is 
envisaged under IAS 1 Presentation of Financial Statements (paragraph 86-95). Despite 
this expectation, there is no evidence of widespread reporting of labour expenditures 
under GAAP”. Thus, this study will be the first to explore the effects of IFRS adoption 
on the disclosure of human capital expenditure (HCE). However, as will be explained in 
chapter 2 (background to study), there were substantial differences between the former 
Australian GAAP and IFRSs stipulations in terms of HCE disclosure. Hence, this study 
explores the pattern of changes among Australian firms between pre- and post-IFRS 
adoption periods and its application to value relevance and intellectual capital research. 
For this purpose, this study poses three major research questions.  
 
The first research question is to identify the pattern of change in HCE disclosure 
practices of Australian firms before and after IFRSs. Very few studies have provided 
evidence on the nature and extent of disclosure of firm-wide HCE information in 
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financial statements. Mainly in the US setting, many studies have extracted some firm-
wide HCE information from limited samples of voluntary disclosures in financial 
statements, thus suffer from the availability of data on HCE that is scattered, 
inconsistently defined and measured, and sometimes confusing (e.g. Ballester et al., 
2002; Lajili 2004; Lajili and Zéghal 2005; Lajili and Zéghal 2006). Greater regulation 
through accounting standards on HCE disclosure could expect to lead to better data 
availability for human capital researchers. Thus, research question 1 (RQ1) focuses on 
the effects of IFRS adoption on HCE disclosure practices.  
 
RQ 1. What are the patterns of change in HCE disclosure practices between and within 
the pre and post-IFRS periods? 
 
Further, RQ1 can be evolved into two sub-research questions. Some sampled firms have 
disclosed HCE voluntarily regardless of IFRSs adoption. This study names those firms 
as ‘continuously disclosing firms’. By comparison, other firms began to provide HCE 
information right after IFRSs adoption. These firms are designated as ‘newly disclosing 
firms’ throughout this study. So, the first sub-question compares the patterns of changes 
at the detailed level. 
 
RQ 1.1. What are the patterns of change in HCE disclosure practices between and 
within the pre and post-IFRS periods for continuously disclosing compared to newly 
disclosing firms?  
 
The second sub-research question is about firms’ financial characteristics. Differences in 
the extent to which corporate management would change HCE disclosure practices due 
to IFRS adoption are likely to be related to a firm’s prevailing profile of size of assets, 
rate of return on equity, sales turnover and level of human capital intensity (HCI). Such 
firm characteristics, when computed against additional disclosures about HCE, could 
reveal ‘good’ or ‘bad’ news information about the firm’s labour productivity or change 
in value or effectiveness of human capital (e.g. Hansson, 2004). Management would be 
expected to weigh-up such consequences in deciding the extent of HCE information to 
disclose. The second sub-question, therefore, is to analyse specific company and 
industry characteristics that might explain the extent of diversity in HCE disclosure 
practices between firms over the pre- and post-IFRS periods. An understanding of firm 
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and industry characteristics associated with different HCE disclosure outcomes can 
provide insights for researchers, analysts and regulators interested in improving the 
availability of this important accounting data. Thus, the second sub-question is:  
 
RQ 1.2.What company-specific financial and structural characteristics and industry 
groupings can be attributed to the identified patterns of change in HCE disclosure 
practices? 
 
The second set of major research questions (RQ 2) is an extension of the study in line 
with RQ 1. If the previous section establishes that HCE disclosure became prevalent at 
the firm-wide level, this obviously provides a critical turning point in the related HC 
research area where the limited accessibility to HCE information used to be deemed as 
the biggest hurdle. The value relevance of HCE is one of the topical issues in HC 
studies. Even though prior research has determined that HCE is value relevant, this 
conclusion has been based on poorly disclosed and not sufficiently disaggregated HCE 
data in the US (Ballester et al. 2002, Lajili and Zéghal 2005, and Wyatt 2008). 
Therefore, this value relevance of HCE is clearly worthy of revisiting under an IFRS- 
enhanced firm-wide level disclosure environment in order to generate more general 
implications.  
 
RQ 2. Does the disclosed of HCE under IFRSs have value-relevance in the share 
market? 
 
This study then further extends the issue of value-relevance of disclosed HCE 
information to several different sub-research questions. 
 
First, as explained in the earlier section, there is the issue of the data used in prior 
studies about the effect of human capital information in capital markets. The prior 
literature, as reviewed by Wyatt (2008), provides mostly supporting evidence of the 
significant effect that information about human capital has in capital markets (e.g. Lev 
and Schwartz, 1971; Rosett, 2001; Rosett, 2003; Hansson, 2004; and Lajili and Zéghal, 
2005). These findings, however, are limited by the available data. Notably, the US data 
obtained are based on voluntarily disclosures that represent a fairly sparse and 
inconsistent database. US GAAP, to date, has not mandated the disclosure of total HCE. 
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Naturally, the most recent evidence showing support for the value relevance of HCE by 
Ballester et al. (2002) and Lajili and Zéghal (2005) is also based on limited and possibly 
biased data. Hence, the first sub-question is: 
 
RQ 2.1.  Does a more standardized and complete dataset under a post-IFRS accounting 
regime of mandatory disclosure provide a stronger statistical result for the association 
between total HCE per share and share price than a less complete dataset under a pre-
IFRS accounting regime of voluntary disclosure? 
 
A second motivation for this study relates to criticisms about inferences that are drawn 
from results of conventional value-relevance tests. Wyatt (2008, p.221) points out, when 
reviewing intangibles, that conventional value-relevance tests are “tests of an 
association between information items of interest and a stock price that … rely on stock 
market efficiency.” This would include the assumption that “prices in the pre-disclosure 
economy must be unbiased estimators of the prices that would obtain in the post-
disclosure economy” (Lev and Ohlson, 1982, pp.297-298). Such an assumption would 
be more difficult to sustain for disclosures about intangibles than tangibles according to 
the economist Webster (1999) because “intangibles are contingent by nature and 
intrinsically exposed to economic states” (p.14).  Hence, when loss of confidence in 
analysts’ prediction models and high price volatility affected stock markets during the 
GFC, the assumption of stock market efficiency would be weakened. Moreover, under 
these stock market conditions, the value-relevance of disclosed HCE information is 
likely to be diminished as a proxy for the firm’s intellectual inputs and manual effort in 
its workplace. Barth et al. (1998) argue that the value relevance of unrecognised 
intangibles is expected to decline when firms face a less healthy financial outlook. But 
prior studies have not provided evidence on the way the value-relevance of HCE 
information might change due to a change in the exposure of a firm’s human resources 
and the stock market to a different economic state, namely, the GFC. Thus, the second 
sub-question mainly focuses on the effects of GFC on the value relevance of HCE. 
 
RQ 2.2.  Does the value relevance of total HCE decline during the period of the GFC 
compared to periods of more healthy economic states for companies and the share 
market? 
 
 7
Another limitation is that, in most cases, voluntarily disclosed data are not consistently 
or sufficiently disaggregated, making it difficult to identify which part of total HCE is 
really value relevant – e.g., training costs or incentive-based compensation. In this 
regard, Lev (2001, p75) points out that the study of the value of a company’s human 
resources has been “seriously hampered by the absence of publicly disclosed corporate 
data on human resources”. As a result, accounting standards have long been a centre of 
criticism for not requiring the recording of human assets or mandating of 
comprehensive disclosure of firm-wide expenditure on human resources. Therefore, 
many researchers have advocated the need for consistent and widespread disclosure of 
total HCE in financial statements, not just a few of its components such as employer 
contribution to employee pension funds and the value of share options to executives 
(e.g. Lev and Schwartz, 1971; Riahi-Belkaoui, 1999; Lev, 2001; Lev, 2004; Lajili, 2004; 
Lajili and Zéghal, 2005; Ballester et al., 2002; and Wyatt, 2008). The widespread 
availability of total HCE data from audited financial statements now exists in most 
countries that have adopted IFRSs under the combination of IAS 19 Employee Benefits 
and IAS 1 Presentation of Financial Statements. This provides the opportunity for the 
value-relevance of HCE data to be tested using data that does not suffer from limitations 
of previous studies. In this study, the more complete company data set is available for 
periods of 3 years before and 5 years after IFRS-adoption in Australia. 
 
As an extension of this first issue of the suitability of available data to test the value-
relevance of HCE over a period of accounting regime change, this study also considers 
whether the extent of disclosure of disaggregated information about HCE has value 
relevance. Only the disclosure of total HCE has been mandated in the post-IFRS period, 
so the extent to which items of disaggregated information about HCE are given has 
remained voluntary. Whether this disclosure of disaggregated HCE information will 
have a positive or negative association with share price, or no association, is unclear. A 
positive value relevance of this extra disclosure is expected under agency theory 
arguments in that voluntary disclosure is likely to mitigate adverse selection problems 
and reduce transaction costs for investors (e.g. Botosan, 1997 and Ballester et al., 2002). 
On the other hand, a firm creates potential proprietary costs that can lead to competitive 
disadvantage if it reveals more disaggregated HCE numbers (e.g. Lev 2004).  
 
RQ 2.3. Does the disclosure of more disaggregated HCE information, which has 
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been encouraged but not mandated during both the pre- and post-IFRS periods, 
have any value relevance?  
 
A further issue addressed in this study concerning the value relevance of HCE arises 
from the debate in labour economics as to whether the theory of diminishing marginal 
returns to, or productivity of, labour affects the value of modern-day corporations. In 
traditional manufacturing industries, economists such as Solow (1962) held that the 
return from (or utility of) labour is inversely related to the demand for labour because of 
the diminishing marginal physical productivity of labour relative to machines. This is 
explained because ‘inefficient labour’, the last to be employed in times of peak demand, 
causes marginal cost to rise and labour utility to fall (Miller 2001). In ‘new economy’ 
industries, diminishing marginal returns from labour are explained by labour harvesting 
old ideas and reusing them, rather than generating new ideas and creating innovations 
that sustain the organisation’s competitiveness (Falconer 2011). That is, if labour relies 
on “used knowledge”, the cost of this labour represents “a relatively poor investment 
from an intellectual capital perspective” (Falconer 2011, p. 170). This study will provide 
evidence on the extent to which information for estimating diminishing marginal returns 
from investment in human capital (i.e., HCE) has value-relevance to shareholders. The 
fourth sub-question about the value relevance of HCE to be tested is: 
 
RQ 2.4.  Does information for estimating diminishing marginal returns/product 
from the firm’s investment in human capital (i.e., HCE) have any value-
relevance?  
 
This study further addresses a quite fundamental aspect of value relevance studies that 
has been raised, but not tested, in prior literature – namely, the reliability of particular 
reported accounting numbers. The argument is that investor will typically make 
judgements about not only the extent of relevance of information, but also the reliability 
of that information. Arguments by Barth et al. (2001) and Wyatt (2008) are that the 
extent of value-relevance of information in capital markets is due to its relevance and 
reliability. Wyatt (2008, p.222) explains that “relevance relates to two aspects of the 
underlying economics of the investment … a value construct of some kind (and) the 
process by which the value is expected to be created.” For example, a value construct 
could be expenditure on staff training, while the process of value creation could be the 
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extent to which employees can be retained and make use of their training to enhance the 
firm’s desired capabilities. The value-relevance of information will be decreased to the 
extent that the value creation process is uncertain or ill-defined. In the case of the 
relevant value construct ‘HCE information’, the process of creating outputs of value to 
the firm from the intellectual inputs and manual efforts of compensated employees is 
likely to be more difficult to control and predict compared with the outputs from 
machines. The aspect of reliability, therefore, needs to be benchmarked against the 
uncertainty surrounding the value creation process according to Wyatt (2008). Firms 
with operations based on firms in high-tech industries (greater dependence on human 
intellectual capital), or high service-based industries (greater dependence on human 
performance), would expect to give greater attention to planning and controlling the 
value-creation process arising from HCE. The inference is that uncertainty of their HCE 
value-creation process would be lower and reliability of HCE information would be 
higher. To date, prior studies have not attempted to provide evidence of firm (human 
capital intensity) or industry (high-tech) features that could be deemed benchmarks 
affecting the extent of uncertainty surrounding the value creation process of HCE. To 
address this issue, the fifth sub-question about the value relevance of HCE is:  
 
RQ 2.5.  Does the value-relevance of total HCE differ between firms with 
different levels of human capital intensity or in different industry sectors, as 
inferred by the effects of these firm/industry characteristics on the uncertainty or 
predictability of HCE’s value-creation process, and hence on the reliability by 
which market analysts might capitalize HCE? 
 
The third research question in this study (RQ 3) takes a different view point from the 
above two research questions. While RQ 1 and RQ 2 are interested in the changes in 
HCE disclosure and those applications in terms of value relevance studies, RQ 3 seeks 
to develop a link between human capital and intellectual capital studies. 
 
Barth et al. (2001) note that accounting numbers are value relevant if they have a 
predicted association with equity market value. Given that an important role of 
accountants is to summarize or aggregate information that might be available from other 
sources, accounting number should be value relevant with a predicted association 
toward firm’s value; that is, accounting numbers need to directly contribute to the 
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prediction of market value. Therefore, if the intangible assets in the balance sheet 
sufficiently reflect a firm’s intellectual capital, then intangible assets will be relevant to 
equity market valuation. Current accounting for intangibles has, however, faced 
criticism since it has required harsh criteria for the capitalization of intangible 
investment, resulting in partial capitalization and expensing most of intangible 
investment (Kaplan 1983, Lev and Zarowin 1999, Lev 2001, Lev 2004, Stewart 1997, 
Sveiby 1997 and Edvinsson and Malone 1997).  
 
Therefore, for the third research question, this study adopts a productivity approach in 
order to understand a firm’s intellectual investment and its financial consequence 
(market valuation) based on firm-wide disclosure of HCE. Thus, research question 3 
(RQ 3) can be stated as follows; 
 
RQ 3. Does computed information about intellectual capital (IC) productivity have a 
positive association with firm value? 
 
RQ 3 is separated into two sub- research questions that can be tested in this study. First, 
the value relevance of those intangible assets that are capitalised under the current 
accounting system (e.g., goodwill, patents, or licences) is tested. Various items of 
reported intangible assets on the balance sheet have been tested in prior studies (e.g. 
McCarthy and Schneider, 1995; Godfrey and Koh, 2001; Bugeja and Gallery, 2006; and 
Chalmers et al., 2008). This matter is addressed again in order to draw comparisons 
with results from testing sub-question two below. The first sub-question is: 
 
RQ 3. 1. To what extent is existing accounting for intangible assets value relevant? 
 
The second sub-question is concerned with employing a different approach to testing 
the value relevance of reported financial statement numbers of earnings, book value of 
net assets, intangible assets and HCE. It adopts the approach of computing productivity 
measures. Through such computed productivity measures, the ‘off-balance sheet’ 
intellectual capital of a firm can be proxied. Naturally, this approach assumes that the 
current accounting system does not deliver sufficient information as to a firm’s 
intellectual capability. The second sub-question concerning the value relevance of 
intellectual capital is: 
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RQ 3.2. Does each measurement of IC productivity (human capital productivity, 
structural productivity, and intellectual productivity) have a positive and significant 
relationship with firm value? 
 
1.3 Conceptual framework of the study 
Both the temporal and cross-sectional frameworks and designs for this study are 
presented in this section. First, Figure 1.1 represents a conceptualization of the temporal 
framework for this study. Research question 1 (RQ 1) mainly addresses the issue of 
HCE disclosure among Australian firms with comparison of pre- and post- IFRSs 
adoption. Thus, the main focus of this section will be to explore the changes in 
disclosing practices of HCE driven by IFRSs adoption. 
 
Research question 2 (RQ 2) is shown in Figure 1.1 as an extension of the study in line 
with RQ1. If RQ 1 identifies the strongly improved existence of firm-wide HCE 
disclosure, the findings in prior literature can be re-examine with a more complete data 
set of HCE information. Therefore, the value relevance of HCE is clearly worthy of 
revisiting under a firm-wide level disclosure environment to reinforce (reconfirm) or 
reject the former findings.  
 
Figure 1.1 depicts the fact that research question 3 (RQ 3) extends the HCE-based 
research on the strength of the findings from RQ 1 about post-IFRS HCE data and 
related firm-specific characteristics. RQ 3 is concerned with the application of the 
newly available HCE information to IC research. Although accounting standards have 
allowed the capitalisation of specific intangible investment, the criteria used has been 
harsh to fulfil, which raises a question on whether (transaction-based) traditional 
accounting standards can effectively reflect a firm’s intellectual activity. So, as an 
alternative approach, this study suggests the productivity concept to understand a firm’s 
intellectual investment and its financial consequence (market valuation) based on firm-
wide disclosure of HCE. For the purpose of comparison, the traditional value relevance 
of intangible assets in the balance sheet will be presented together with a productivity 
based valuation model. However, since adoption of IFRSs, the relevant accounting 
standards in Australia require stricter rules apply for capitalisation of intangibles, 
impairment tests, and limited management discretion compared with former AGAAP. 
 12
The testing of RQ 3 will restrict sample data to the post-IFRSs period so as to maintain 
a consistency in the comparison of results. Notably, with respect to firm valuation 
models developed to address both RQ 2 and RQ 3, Figure 1.1 indicates that the effects 
of the Global Financial Crisis (GFC, 2007/08 and 2008/09 financial years) will be 
considered as a macroeconomic shock that can impact on the relationship between 
variables. 
 
 
Pre-IFRS 
(2002/03~2004/05)  
Post-IFRS 
(2005/06~2009/10) 
   GFC   
Continuously 
Disclosing 
 
Continuously 
Disclosing 
  
     
  
Newly 
Disclosing 
  
 
 
 
 
 
 
 
Turning to the cross sectional design for this study, this is depicted in Figure 1.2. 
Throughout this study, some dichotomised classifications are frequently applied. For 
example, in relation to RQ1 and RQ2 where the disclosing practices of HCE are critical, 
the classification between continuously versus newly disclosing firms is vital for the 
analyses. In addition, the classification between high-tech versus low-tech, or between 
manufacturing versus service industry is also conducted to investigate industry effects. 
But for RQ3, the change in disclosing practices is not a centre of interests anymore; 
rather this cross-sectional part of the study’s investigation focuses on company and 
industry group comparisons using data from the post-IFRSs period only. 
Non - 
Disclosure 
RQ3. 
Productivity of IC 
(HC, SC and IC) ? 
RQ2. 
Value  
Relevance 
of HCE ? 
RQ1.  
Changes 
in 
Disclosure? 
Figure 1.1. Temporal framework for the study 
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1.4 Significance of study 
This study contributes to the existing literature in several ways.  First of all, this is the 
first study to explore the changes in disclosure practices driven by IFRS adoption in 
terms of HCE. Although some prior literature anticipates these changes, so far no study 
has provide the empirical evidence.  
 
In addition, this study revisits the issue of value relevance of HCE. Overall, the prior 
literature supports some positive association between share price and HCE. 
Nonetheless, these findings, especially those based on US context, are seriously 
restricted due to the limited availability of disclosed information simply because 
accounting standards do not require the disclosure of HCE. Thanks to IFRS adoption, 
now the disclosure of HCE became more prevalent to firm wide level, allowing the 
more comprehensive empirical test compared with prior literature. Furthermore, this 
study investigates the value relevance of HCE with several new aspects such as GFC, 
diminishing marginal return, and industry effects. Particularly, this study documents that 
the human capital (labour) intensity is a key factor to understand the share price and 
HCE relationship. 
 
The application of productivity model to intellectual capital theory is another 
contribution in this study. Despite a long and elaborate development in IC literature, 
there is no specific method to estimate the financial consequences of IC investment. By 
slightly modifying Riahi-Belkaoui’s (1999) original model, this study provides the 
evidence that the productivity approach can be a good alternative on understanding IC 
investments and theirs financial performance. 
 
 
 N/A 
 High-tech   vs. Low-tech industry 
 Manufacturing vs. Service sector 
 
 
 Continuously vs. Newly disclosing 
 High-tech   vs. Low-tech industry 
 Manufacturing vs. Service sector 
 
RQ 1. & RQ 2. RQ 3. 
Figure 1.2. Cross-sectional framework for the study 
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1.5 Working definitions of IC 
Traditionally, accounting standards impose more rigid and stricter rules for the 
capitalization of a firms’ investment in intellectual capabilities. For example, The 
Australian Accounting Standard Board (AASB), under AASB 138 Intangible Assets, 
defines intangible assets as an identifiable non-monetary asset without physical 
substance. This standard prohibits any capitalization of internally generated intangible 
assets and only allows an acquired goodwill and identifiable intangible asset to be 
capitalized with some exceptions such as development cost.  
 
On the other hand, the term ‘intellectual capital (IC)’ has been widely applied, but has 
not been consistently defined or used. In fact, there is no single agreed definition for 
intellectual capital in research fields, albeit researchers have used several different 
names for the similar concepts. Some definitions related to intellectual capital (IC) is as 
follows; 
 
• Lev (2001, p.5) interchangeably uses ‘intangible assets’, or ‘intellectual capital’ 
as well as ‘intangibles’, all of which actually mean the same thing –a non-
physical claims to future benefits. And he notes that the intangible assets are 
nonphysical sources of value (claims to future benefits) generated by innovation 
(discovery), unique organizational design, or human resource practices (Lev, 
2001, p.7). 
 
• Blair and Wallman (2001, pp.9-10) define ‘intangibles’ as nonphysical factors 
that contribute to, or are used in, the production of goods or the provision of 
services or that are expected to generate future productive benefits to the 
individuals or firms that control their use. 
 
• Roos et al. (2005, p.19) assume that ‘intellectual capital’ is all nonmonetary and 
nonphysical resources that are fully or partly controlled by the organization and 
that contribute to the organization’s value creation. 
 
In addition, in the World Bank report (2006), ‘intangible capital’ includes raw labour, 
human capital, social capital, and other factors such as the quality of institutions.  
 15
When compared to the definition of intangible assets in AASB 138, these definitions 
encompass a much broader boundary - not only intangible assets in the balance sheet, 
but also a firm’s other intellectual capacity that is not recognized in the balance sheet. 
Thus, to avoid the confusion caused by using the same (or similar) terms, this study 
adopts the following working definitions:  
 
• ‘Intangible assets’ refers to intangible items recorded in the balance sheets.  
 
• ‘Intangibles accounting’ refers practices of accounting for intangible assets as 
guided by particular financial accounting standards such as AASB 138(or IAS 
38).  
 
• ‘Intellectual capital (IC)/Intangibles’ means a firm’s whole intangible capability 
(potentiality) that can create future benefits. It includes a firm’s unrevealed 
intangible capital as well as intangible assets in the balance sheet as defined 
above. This is often conceived as an intellectual capital framework. 
 
It should be noted that above working definitions are only for the purpose of this study 
and not a general classification in research fields. 
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1.6 Thesis organisation 
This thesis is comprised of six chapters. The remaining chapter are organized as 
follows; 
 
Chapter 2 briefly explains the background of IFRSs adoption in Australia and its 
subsequent issues such as the changes in intangibles accounting and contradictory 
arguments based on Australian setting among researchers. Then it delineates in detail 
the changes in disclosure practices in relation to HCE with the comparison of Australian 
accounting standards between pre- and post- IFRS adoption periods. Chapter 3 is 
concerned with the literature review and provides focal literature categorised in six 
different streams. The first section describes the value relevance literature focusing on 
financial or sometimes nonfinancial information with the controversy over the 
usefulness of accounting information. The next section discusses the accounting 
treatment for human capital expenditure (HCE). Despite the increasing importance of 
human capital in the knowledge economy, typically accounting standards expense most 
of human capital related expenditure rather than capitalise it. What makes matters 
worse, there used to be no requirement for disclosing HCE such as in US GAAP and 
former Australian local GAAP. However, due to IFRSs adoption, now the disclosure of 
HCE has become mandatory. The following section discusses the impact of macro-
economic shock (i.e. GFC) on the value relevance of HCE. The next two sections, – 
theories of intellectual capital and productivity are related to research question 3.  
 
Chapter 4 explains the main features of the research design and sampling method in this 
study. Chapter 5 provides the descriptive and empirical results corresponding to 
research questions with related hypotheses and models. Lastly, chapter 6 summarises 
the whole thesis and discuss the implications based on major findings. In addition, the 
limitations of this study and the directions for future research are considered. 
 17
CHAPTER 2. BACKGROUND TO RESEARCH 
2.1 Introduction 
This chapter discusses the changes driven by IFRS adoption in terms of accounting 
standards in the Australian context. Since the main findings of this study have been 
driven by IFRSs adoption, to explain the impacts of IFRS implementation and notably, 
the changes in accounting standard with respect to HCE disclosure is a vital part in this 
study. 
 
The first section depicts the general pros and cons regarding IFRSs adoption and the on-
going debates in Australia. And the second section compares the differences in 
disclosure requirements between pre- and post- IFRS accounting standards mainly 
focusing on HCE. Under the IFRS regime, overall HCE is still expensed as incurred, but 
unlike former Australian local GAAP the more extensive disclosure requirements are 
stipulated. Most notably, the nature of expenses must be disclosed somewhere in the 
financial statement even though a firm classifies its expenses according to their 
functions. The main reason for this requirement is that information on ‘nature of 
expenses’ is useful to predict future cash flow. Given the difficulties to access HCE 
information so far, especially in US and former Australian capital markets, these 
changes arising from IFRS adoptions would be a critical turning point in HCE-related 
research areas. However, whereas this change had been expected by financial reporting 
and capital markets researchers, no concrete evidence has been reported to date in 
Australia. 
 
Therefore, to explore the effects of changes in disclosure requirements between pre and 
post IFRS periods is one of the main motivations in this study. 
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2.2 IFRS adoption in Australia 
IFRSs are believed to provide higher quality accounting information than the local 
GAAP. Furthermore this benefit of high quality accounting would be expected to apply 
in every country regardless of geographical origin (Taylor 2009).  
 
It has been contended that, first, uniform accounting standards can create economies of 
scale in corporate accounting systems, and protect the auditors from the management’s 
opinion-shopping incentives. Second, uniform accounting standards make it easy to 
compare financial statements regardless of different backgrounds such as economic and 
political characteristics, and legislative systems. Third, the attributes of IFRS (i.e. 
emphases on fair value accounting and principle base) are expected to provide a more 
firm-specific relevance in financial statements. These advantages are believed to reduce 
the capital cost and improve investors’ welfare (Ball 2006). 
 
Notwithstanding the obvious advantages, the evidence that IFRSs are surely superior to 
former local GAAPs is mixed and unclear so far (e.g. Taylor 2009, Haswell and 
Langfield-Smith 2008). As Ball consistently points out, an accounting standard may not 
be the only factor that affects the quality of financial statements (Ball 2006; Ball et al. 
2003; Ball et al. 2000). Aside from accounting standards, many other factors such as 
different political, social, legislative incentives and business practices can produce 
various gaps in terms of accounting quality among different countries. Thus, without 
considering various factors, the simple belief that a uniform accounting standard will 
provide an identical and high quality solution may be highly questionable. 
 
IFRSs have brought about a substantial change to intangibles accounting in adopting 
countries. Previously, domestic accounting regimes in most countries required 
amortization of intangible assets over a specified number of years. In contrast, IFRSs 
require a firm to report intangible impairment loss, entailing an impairment test, imbued 
by widely adopted fair value accounting concepts (Ball, 2006). In the US, the Statement 
of Financial Accounting Standards (SFAS) No. 142 already required the impairment test 
for goodwill from 2002, replacing a former costing method that required amortization 
for a period not exceeding 40 years. The Financial Accounting Standards Board (FASB) 
asserts that the new reporting requirements (impairment test) will provide better balance 
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sheet valuation and remove the arbitrarily determined straight-line amortization from 
income (Sevin and Schroeder 2005. p.49). Also, current IFRSs are supported because 
fair value approach will improve the access of companies to the international capital 
market by decreasing cost of capital and encouraging communication with investors. 
(Jones and Higgins, 2006; Daske and Gerbgardt, 2006; Barth et al., 2008).  
 
However, critics point out that fair value accounting and principle-based concepts (i.e. 
impairment test) are likely to lead to more opportunistic discretion for management 
(Ball et al., 2003; Daske, 2006; Ball, 2006; Barth et al., 2008; Watts 2003a, 2003b, and 
Massoud and Raiborn 2003). This concern is escalated when the findings of Walter 
(2008), and Haswell and Langfield-Smith (2008) are considered. Walter (2008) 
documents empirically four Asian countries’ compliance level with respect to the 
international standards after their financial crisis in late 1990s. He does comprehensive 
research on a wide range of regulations from corporate governance to accounting 
standards. He argues that developing countries have various ways of resisting 
international compliance and convergence pressures, which he calls ‘mock compliance’ 
(p.3). Furthermore, he adds that implementation is a different concept from compliance; 
just an implementation may not prevent bureaucratic and private sector behaviours that 
are inconsistent with international standards, thus implementation does not mean 
compliance. These arguments support the notions in Ball (2003) and Ball et al. (2000). 
 
Even in Australia, considered as a developed country with a strong private regulatory 
tradition, Haswell and Langfield-Smith (2008) document fifty-seven serious defects in 
Australian IFRSs. They argue that even though there are some improvements made by 
IFRSs, the defects stemming from IFRSs are far beyond those good impacts that can not 
be counterbalanced. These findings suggest that the former superior Australian GAAPs 
may be diluted with the inferior IFRSs. Again, this argument that a certain local GAAPs 
can be better than IFRSs implies that Ball’s (2006) assertion can be valid - the 
competition among the different standards can breed innovation but IFRSs will 
eliminate these opportunities.  
 
This controversy needs empirical evidence as to the value relevance of these alternative 
accounting methods. Since Australia is amongst the first countries to adopt IFRS from 
the beginning of 2005, it offers a research setting to observe the change in value 
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relevance between pre and post IFRS periods. Therefore the comparison between pre 
and post-IFRSs is proposed in this study. 
 
2.3 Changes in disclosing practices of HCE driven by IFRS adoption 
The specific features of the changes in accounting standards in Australia concerning 
HCE provide the conditions that shape the research results in this study. Usually several 
updated versions of relevant standards have been released by AASB before and after 
IFRSs. Typically, the release date is six months in advance of the effective date of a 
standard. So for the comparison purpose, Table 2.1 summarises the major features and 
differences between pre- and post- IFRS periods focusing on HCE disclosures. In the 
pre-IFRS period, AASB 1028 Employee Benefits released in June 2001 was effective on 
or after 1 July 2002. And AASB 1018 Statement of Financial Performance released in 
June 2002 applied to annual reporting periods ending on or after 30 June 2002. 1 
 
AASB 119 Employee Benefits and AASB 101 Presentation of Financial Statements 
were the first versions from AASB that became effective after IFRS adoption in 2005. 
AASB 119 Employee Benefits released in July 2004 to replace former AASB 1028 and 
apply on or after 1 January 2005. Also, AASB 101 Presentation of Financial Statements 
was July 2004 version, and effective on or after 1 January 2005. Although there have 
been revisions to these two standards since 2005, their structures relating to HCE 
disclosure have shown minor changes, and thus they have been essentially consistent. 
 
                                               
1
 All the AASB standards can be obtained from following AASB websites. Pre-2005 AASB 
standards are available at: http://www.aasb.com.au/Archive/pre-2005-AASB-standards.aspx 
(viewed 9 October 2010). And Accounting Standards after IFRS are available at: 
http://www.aasb.com.au/Pronouncements/Browse-for-pronouncements.aspx. (viewed 9 October 
2010). 
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Table 2.1. Comparison of Australian Accounting Standards related to Disclosure of Human capital expenditure (HCE) 
Pre-IFRSs Post-IFRSs 
 
HCE disclosures under AASB 1028 Employee Benefits 
 
 
HCE disclosures under AASB 119 Employee Benefits equivalent to IAS 19. 
 
Classification of employee benefits 
(par. 4.2-4.12): 
 
 - Wages and Salaries 
 - Compensated Absence   
 - Profit sharing and Bonus Plan 
 - Termination Benefits 
 - Post-Employment Benefits 
 
Short-term employee benefits (including wages and salaries) 
- Other accounting standards such as AASB 124 or AASB 101 may require 
disclosure of short-term employee benefits. (par.23) 
 
Post-employment benefits 
- Defined Contribution Plans: disclosure of the amount recognized as an 
expense. And additional disclosure for key management personnel according to 
AASB 124. (par. 46-47) 
 
- Defined Benefits Plans: comprehensive disclosure requirements including total 
expense in Income statement (par. 120-125) 
 
Other Long-term Employee benefits: Other accounting standards such as AASB 
124 or AASB 101 may require disclosure (par. 131) 
 
Termination benefits and following disclosure requirements: 
- Contingent Liability according to AASB 137 
- If material, additional disclosure according to AASB 101 
- Key personnel information by AASB 124 (par. 141-143) 
Disclosure requirements are separately stipulated from 
par. 6.1. - 6.10: 
- Comprehensive disclosure requirements for equity-
based employee compensation and defined benefits 
superannuation plans (par. 6.1 and 6.3-6.10) 
 
- Disclosure requirement for the aggregate liabilities and 
assets arising from employee benefit (par. 6.2)  
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Table 2.1 (continued) 
Pre-IFRSs Post-IFRSs 
Expense Classification under AASB 1018 Statement of 
Financial Performance 
 
Expense Classification under AASB 101 Presentation of Financial Statement 
equivalent to IAS 1. 
All expenses from ordinary activities must be classified 
either:  
(a) all according to their nature; or 
(b) all according to their function (par. 5.2) 
 
“An entity shall present an analysis of expenses using a classification based on 
either the nature of expenses or their function within the entity, whichever 
provides information that is reliable and more relevant.” (par.88) 
 
“Expenses can be classified according to their nature 
such as employee expenses or depreciation. 
Alternatively, expenses can be classified according to 
their function of expenses by function. In the case of a 
manufacturing or retailing entity, the classification of 
expenses by function may involve the disclosure of cost 
of sales, distribution expenses and administration 
expense” (par. 5.2.2.) 
 
 
 “Entities classifying expense by function shall disclose additional information on 
the nature of expense, including depreciation and amortisation expense and 
employee benefits expense.” (par. 93) (given in bold font indicating it must be 
applied). 
 
“Because each method of presentation has merit for different types of entities, 
this Standard requires management to select the most relevant and reliable 
presentation. However, because information on the nature of expense is useful in 
predicting future cash flows, additional disclosure is required when the function 
of expense classification is used. In paragraph 93, ‘employee benefits’ has the 
same meaning as in AASB 119 Employee Benefits.” (par.94) 
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In terms of HCE disclosure, the situation in Australia in the pre-IFRS period was similar 
to that of the US. As highlighted in Table 2.1, before the adoption of AIFRS, two 
accounting standards related to the disclosure of HCE were AASB 1028 Employee 
Benefits and AASB 1018 Statement of Financial Performance. Briefly, the structure of 
AASB 1028 comprised a set of classifications of employee benefits and disclosure 
requirements. Together with AASB 1028’s disclosure requirements, AASB 1018 
required the presentation of expenses from ordinary activities on the basis of either 
function or nature.   
 
If a firm presented its expenses under a by-function approach, then HCE is not disclosed 
separately unless that firm voluntarily provides additional information. HCE 
information would be subsumed largely in cost of goods sold and marketing and 
administrative expenses. Thus, it is virtually impossible to track down the record of 
HCE in the by-function approach unless those firms provide additional disclosure 
regarding HCE structures. Accordingly, the cost aspect of human capital is largely 
dismissed and was previously proxied by alternative parameters that are not directly 
related to cost such as the number of employees in computing the labour productivity 
(e.g. Ballester et al, 2002). If, however, a firm classified its expenses using a by-nature 
approach, then HCE information would need to appear somewhere in the financial 
statements (either on the face of the income statement or the notes). Typical items 
disclosed in the by-nature approach are materials expenses, taxation expenses, 
depreciation and amortization expenses and employee benefits expenses (i.e. HCE)2.  
In summary, the pre-IFRS period in Australia allowed total labour cost information to 
depend on a voluntary disclosure choice since AASB 1018 did not mandate the type of 
expense classification. So whether or not HCE was separately reported, either as a total 
amount alone or as disaggregated amounts, was at the discretion of management based 
on their expense classification choice under AASB 1018. 
 
                                               
2
 While presentation ‘by nature’ means total HCE will be separately disclosed, it should be 
noted that it may not be a complete total because some HCE may be treated as an asset not an 
expense. For example, some parts of labour cost might be included in inventory (e.g. direct 
labour costs attached to production of inventory; employee costs capitalized in plant 
installation). These are a period timing issue since it becomes part of labour expense under the 
‘by nature’ expense classification when inventory is sold or plant is depreciated. Such deferred 
HCE would tend to average out and have minimal effect on the amount of overall labour cost 
reported from year to year. 
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After the adoption of IFRSs in Australia in 2005, fundamental change occurred with the 
mandating of ‘the nature of expenses’ presentation approach. For the post-IFRS period, 
column 2 of Table 2.1 shows AASB 119 Employee Benefits and AASB 101 
Presentation of Financial Statement to be the key standards. Under AASB 119, 
disclosure requirements are detailed at the end of each employee benefit item, which 
makes it distinct from the former standards. AASB 119 also prescribes particular 
disclosure, and adds that some additional disclosures that may be needed if other 
accounting standards such as AASB 101 and AASB 124 Related Party Disclosure 
specify it. For example, for the short-term employee benefit, although AASB 119 does 
not require specific disclosure, AASB 124 stipulates the disclosure of short-term 
employee benefit of key management personnel and AASB 101 requires the disclosure 
of employee benefits expenses (AASB 119 paragraph 23).  
 
The most noticeable change is the disclosure requirement in AASB 101 of expenses by 
nature, including total depreciation/amortization and total employee benefits, as notes 
information when expenses by function are presented on the face of the income 
statement. AASB 101 further clarifies that ‘employee benefits’ in paragraph 93 has the 
same meaning as given in AASB 119 Employee Benefits. Thus, disclosure of total HCE 
became a requirement under the combined Australian-IFRSs of AASB 119 Employee 
Benefits and AASB 101 Presentation of Financial Statements. A firm may still choose 
to present its expenses on the face of the income statement using a by-function 
approach, but it must also disclose additional information on the nature of expenses. 
That is, total HCE must be separately revealed under Australian IFRSs, rather than 
being hidden in cost of sales and selling and administrative expenses as was practiced 
under the by-function presentation approach. In AASB 101 Presentation of Financial 
Statements, paragraph 94 gives a justification for requiring entities to also disclose their 
by-nature classification of expenses, even if they present a by-function classification on 
the face of the income statement. It is that the by-nature classification is deemed to be 
useful information to users in predicting future cash flows. Hence, it is timely to revisit 
the question of the value relevance of HCE disclosures in the post-IFRS accounting 
regime where much more extensive firm-level HCE disclosure is available. In this 
regard, the Australian setting provides an ideal context to test the value relevance of 
HCE data, since more than 6 years have passed since Australia first adopted IFRSs. 
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Another condition that has arisen from a change in financial reporting requirements in 
Australia over the period of study is the extent of disaggregation of HCE information 
provided by companies. Although AASB 101 provides illustrative examples of the 
nature of expense format and the function of expense format, these illustrations are not a 
standard income statement format that must be adopted by all companies (Alfredson et 
al. 2007). Consequently, a diversity of disclosure practices across Australian firms with 
respect to the HCE information and its formatting is allowed in the post-IFRS period. In 
practice, firms can comply with AIFRSs by providing a one-line disclosure of total 
labour costs, or they can choose to provide multiple lines to disaggregate part or all of 
total HCE (e.g. wages and salaries, payroll tax, contributions to defined benefits plans 
and termination payments). 
 
In short, the disclosure of total HCE is now mandatory, but the disclosure of sub-items 
of HCE is still discretionary. This is supported by Kim and Taylor’s (2011) finding of a 
clear pattern of change in HCE disclosure between the pre- and post-IFRSs periods. 
They find that after IFRS-adoption when disclosure of total HCE became mandatory, 
many companies voluntarily offered more disaggregated information such as payroll 
tax, defined benefits pension cost and termination cost. The importance of 
disaggregated HCE information is pointed out in Lev (2001), Lajili and Zéghal (2006) 
and Wyatt (2008). They argue that it is unclear which types of HCE, such as employee 
training costs or performance-based management remuneration costs, contribute more to 
a firm’s value-creation cycle and therefore, could be deemed to have more value 
relevance to capital markets. To address this question empirically, more widely and 
systematically disaggregated HCE information is needed. But Australian-IFRSs do not 
mandate standard content for disaggregation of HCE information. Nevertheless, Kim 
and Taylor (2011) find that many Australian firms changed their HCE disclosure 
practice following the adoption of IFRSs from just one aggregated line to more detailed 
information. Thus, this study can focus on the association between the extent of 
disaggregated HCE information and share price. 
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2.4 Chapter summary 
This chapter provides the background of this study – the changes in disclosure practices 
regarding HCE due to IFRSs adoption.  
 
The main change is that the disclosure of ‘nature of expenditure’ has become mandatory 
after IFRS adoption due to the combined influence of the new AASB 119 Employee 
benefits and AASB 101 Presentation of financial statements. Thus, consequentially it is 
expected that more prevalent HCE disclosure will be made after the accounting regime 
changed. This change is a critical turning point for HC-related studies where researchers 
had previously always suffer from the limited accessibility to HCE information in most 
countries, with some exceptions such as Hansson(2004)’s Swedish study.  
 
So far, many of the empirical results on the disclosed HCE information have proven to 
be value relevant (Wyatt 2008). However, given the extremely lower chances of 
voluntarily disclose of total HCE data to the US share market (less than 10%), the 
validity or generalizability of US based studies is questionable as those implications 
may be biased by voluntarily (or non-voluntary) disclosing companies. As described in 
this chapter, the disclosure requirements of former Australian local GAAPs had features 
in common with the US in that they also did not mandate the disclosure of total HCE. 
 
In essence, the changes in disclosure requirements driven by IFRSs would be expected 
to provide a much broader accessibility to HCE. However, no academic study has 
investigated this trend in Australia.   
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CHAPTER 3.  LITERATURE REVIEW 
3.1  Introduction 
This chapter provides a review of six bodies of focal literature applicable to this study. 
Accordingly, the chapter is structured into six sections.  
 
Section 2 of this chapter explains the definitions of value relevance and related prior 
literature especially focusing on intellectual/intangible investment. With the rise of the 
knowledge-based economy, the value relevance of intangible assets (or intangible/IC) is 
the centre of on-going debate – whether the transactions-based accounting standards 
cause the diminishing usefulness of financial statements (Lev and Zarowin 1999). This 
debate also leads to seeking alternatives using non-financial information (e.g. brand 
name) to supplement the current financial reporting system. The changes in intangibles 
accounting due to IFRS adoption will be discussed in the later part.  
 
Section 3 focuses on human capital and its expenditure from the perspectives of human 
resource accounting (HRA). The later part of this section extends the discussion from 
the previous section and specifically discusses the relationship between accounting 
standards and HC. Notwithstanding the supporting evidence of value relevance of HCE, 
overall conventional accounting standards still expense HCE as incurred. 
 
Section 4 and 5 review literature on the changes in value relevance under conditions of 
macro-economic shock such as Global Financial Crisis (GFC) and the consideration of 
diminishing marginal product of labour respectively. 
 
IC-related and productivity-related theoretical perspectives are presented in the 
following section 6 and 7. This prior literature attempts to associate a firm’s IC-based 
productivity with its market value. 
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3.2 The value relevance of intangible investment 
This study follows Barth et al.’s (2001) definition of value relevance: “an accounting 
amount is defined as value relevant if it has a predicted association with equity market 
values.” (Barth et al., 2001, p.79)  They add that the primary interests of value relevance 
studies are the relevance and reliability of accounting numbers as reflected in equity 
values. Thus, a value relevance study usually investigates the relationship between a 
security price (e.g. share price) as a dependent variable and a set of accounting numbers 
as explanatory variables (Beaver 2002). Taylor (2009) points out that although value 
relevance studies do not articulate the underlying assumption, they usually assume there 
is stock market efficiency - financial information users, especially investors use all 
publicly accessible data when they value a firm.  
 
3.2.1 Controversy over the losing of value relevance  
One of the on-going controversies in value relevance research is whether or not 
accounting numbers are continuously losing their value relevance over time. 
Collins et al. (1997) investigate the association of share price to book value and 
earnings using forty years of US data. They argue that the overall value relevance of US 
firms did not decline but actually increased slightly. Also they find that the incremental 
value relevance of earnings has been replaced by that of book value due to the increase 
of one-time items, negative earnings, average firm size, and lastly the intangible 
intensity of firms which can be especially observed in high-tech firms. Subsequently, an 
international comparison of value relevance among various countries has been 
conducted by King and Langli (1998). They extended Collins et al.’s (1997) work to an 
international comparison among U.K., Norway, and Germany’s capital markets. Even 
though there are positive and significant relations between the share price and book 
value and earnings amount, the incremental change of book value and earnings differs 
across time periods and countries.  
 
Unlike the above studies, Lev and Zarowin (1999) argue that the usefulness of financial 
numbers, as information to the investors, was systematically decreasing over the nearly 
twenty-year period from 1978 to 1996. They rebutted Collins et al.’s (1997) findings by 
examining a different data period, especially focusing on the last portion of Collins et 
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al.’s (1997) data and three additional years of data, resulting in negative coefficients. 
Also they point out that one of these negative associations between market value and 
key financial variables comes from increasing changes in the nature of business (i.e. 
increase of innovation and intangible capital) and inadequate accounting systems to deal 
with this business change. Thus, they propose the extended capitalization of intangible 
investments.  
 
Francis and Schipper (1999) also tackle the issue whether the financial statements have 
lost a significant portion of their relevance over time. They give evidence of the 
declining trends of earning and the increasing trends of book value to explain market 
returns for the sample period. However, they find that these trends are not significantly 
different between the high and low technology firms, thus fail to support the argument 
that the high-tech industry is more likely to experience the loss of value relevance due 
to its intangible intensity. 
 
The growth of the so-called ‘knowledge-based economy’ or ‘new-economy’ is a 
phenomenon that is deemed to cause a widening gap between book value and market 
value of companies. Financial reporting standards have not kept pace with the growth in 
corporate intellectual capital and related intangible assets. As noted in Lev (2001), 
market-to-book value ratio as of 2001 already reached six times while that ratio was just 
over one in the late 1970s, indicating that the discrepancy between market and book 
value has rapidly grown bigger. Similarly, Hall (1999) found a change in Tobin’s Q ratio 
from 0.8 in mid-1970s to almost 1.8 in mid-1990s, meaning there has been a 
considerable decrease in reproduction cost of PPE (Plant, Property and Equipment) 
relative to the market value. Interestingly, both researchers point out that the hidden 
intangible capital (that is not revealed under current accounting systems) is the main 
reason for the growing disparity. Economic studies have paid special attention to non-
physical-non-monetary assets and their economic importance. Service industry in the 
US increased from 22 precents of GDP in 1950 to about 39 percents in 1999 (Blair and 
Wallman, 2001). The World Bank contends that intangible capital is the most important 
future resource of a nation’s wealth (The World Bank, 2006). 
 
In the management research literature, changes in the business environmental are 
described differently in the ‘knowledge-based economy’ era than in the former 
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manufacturing-oriented era (e.g. Drucker 1997, 1999; Lev and Zarowin 1999; Lev 
2001; Sveiby 1997; Pulic 1998; Guthrie 2000). And these business environment 
changes are found to lead to a difference in the value creating cycle in an organization. 
For example, Lev (2001) states that the most characteristic changes of the knowledge 
economy are deverticalization and innovation. Notably, he argues, innovation is mainly 
achieved by investment in IC/intangibles. If this investment in innovation turns out to 
be successful, it can be protected by law (e.g. patents or copyrights), and will be 
transformed into tangible assets. The advent of the knowledge worker raises a 
fundamental question on whether employees should be treated as a cost or assets. They 
are mobile and cannot be owned like tangible assets; however, they have their own 
means of production - knowledge (Drucker 1997). Therefore, a firm’s value chain can 
start with an investment in human capital, thereby making the means of production in a 
business become more intangible than tangible. 
 
Despite dramatic changes in the business environment, the current accounting system 
remains inflexible towards recognizing intangible assets, most of which are treated as 
expenses, not a capital or investment; thus naturally the gap between market value and 
book value steadily increases. The qualitative attributes of IC/intangibles make them 
problematic for conventional accounting approaches. Investment in the generation of 
intangible assets will inherently carry a substantial degree of high risk of success, partial 
excludability, non-controllability, and non-tradability. This makes accounting standards 
for the capitalization and valuation of internally-generated intangible assets problematic. 
In fact, investment in intangibles tends to have a much longer payback period, and this 
feature is more difficult for a transactions-based traditional accounting system to 
accommodate (Lev, 2001).  
 
The transactions-based accounting system all but ignores the implementation stage 
of the value chain (an FDA drug approval, a patent granted, or a successful beta 
test of a software product), although considerable value creation or destruction, as 
well as risk reduction, generally occurs during this stage. (Lev 2001, p.118) 
 
In the current, knowledge-based economy, much of value creation or destruction 
precedes, sometimes by years, the occurrence of transactions. The successful 
development of a drug, for example, creates considerable value, but actual 
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transactions (sales) may take years to materialize. This is, by the way, the major 
reason for the growing disconnect between market value and financial information 
(Lev 2001, p.119) 
 
Wyatt (2008) also points out that the reliability of reported accounting numbers is 
another problem that concerns the capital markets regulators. Even though R&D or 
purchased goodwill may be significantly linked with the value creation process, which 
seems highly plausible in intangible-intensive industry, it is very difficult to trace the 
value relevance of IC/intangibles without any reliable measures. Such reliable measures 
should have the effect of reducing the inherent uncertainty and eventually indicate the 
future benefits expected from initial investments. As a result, conventional financial 
accounting standards stipulate the expensing of most of IC/intangibles investments such 
as human capital, advertisement and R&D related expenditures. 
 
Furthermore, the recent IFRSs adopt a much tighter capitalization rule based on the fair 
value accounting principle in terms of intangible assets. And IFRSs only allow the 
acquired intangible item as an asset, while internally-generated intangibles are totally 
excluded with the exception of development expenditure. Accordingly, even though the 
importance of IC/intangible investment is continuously growing, accounting numbers 
are drifting apart from that reality, hence, resulting in systematic disregard or under-
estimation of a firm’s intangible investment.  
 
What are the economic consequences from this growing discrepancy between book 
value and market value? At the capital market level, there is systematic under-
estimation of IC/intangibles by accounting standards. This, according to Lev (2004), 
causes an under-valuation syndrome, meaning under-funding for the intangible-
intensive industries, and at the same time losing investment opportunity for investors. In 
addition, even inside an organization, the management does not make appropriate 
decisions regarding investment in intangible assets (e.g. R&D expenditure) simply 
because the current accounting system cannot produce sufficient information, which 
may cause the misallocation problem. In some cases, the insider’s information will be 
accentuated for making share trading gains at the expense of outside investors – for 
example, insiders can trade in R&D intensive firms or business combination cases 
where a substantial write-off is reported during the M&A stage. But their inside 
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information about longer-term returns from unreported intangibles will give them 
inflated returns in the future (Lev 2001; Lev 2004). At the nation wide level, inadequate 
policy decisions and taxation problems can arise because of poor measurement of 
intangible assets (Blair and Wallman, 2001). 
 
3.2.2 Value relevance of intangible investments using financial and non-
financial information 
Value relevance of specific types of intangible investments is a widely researched area. 
Whereas some specific types of intangible investments are capitalised as an asset, such 
as goodwill or intellectual property, most of intangible investments are treated as 
expenses as incurred. R&D, advertising expenditure, and HCE are largely expensed 
under accounting standards.  
 
The first stream of research focuses on the value relevance of intangible assets in the 
balance sheet. Notably, the value relevance of goodwill is a representative one. 
McCarthy and Schneider (1995) investigate the practical effects of goodwill on market 
value by adopting a modification of Ohlson model (1995). They argue that the market 
recognizes goodwill as an asset, and measures it just like other assets. The second 
stream of research is related to the disclosed expense amount which is not allowed to be 
capitalised but additionally disclosed. Basically, these studies attempt to supplement the 
shortcomings of conventional accounting standards which stipulate a narrow span of 
capitalisation criteria. Klock and Megna (2000) explore the intangibles in US wireless 
communication industry by assuming the license, advertisement and R&D expenses as 
intangible assets. According to their findings, licensing variables explain 60% of 
variation of Tobin’s Q ratio, and the advertising expenditure is also effective to explain 
the additional variation. In the third stream, non-financial information as well as 
financial information is often employed as a value creation indicator. Barth et al. (1998) 
investigate the relationship between firms’ brand value and market valuation. By 
reasoning that a firm’s brand value represents ‘other information’ in the Ohlson model 
(1995), they demonstrate that the brand value estimates are significantly and positively 
associated with a firm’s share price and returns. Amir and Lev (1996) examine the value 
relevance of financial and non-financial information in the wireless communication 
industry. According to their findings, while financial information (e.g. earnings, book 
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value, and cash flow) is largely irrelevant, the non-financial information (e.g. market 
penetration and firm’s growth indicators) is more value relevant.  
 
Naturally, this kind of discussion can further evolve into the debates on enhanced 
disclosures concerning IC/intangible investments (see Lev and Zarowin 1999, Lev 2001 
and Roos et al., 2005). The latent argument here is that transactions-based accounting 
standards do not capitalize but expense most of the IC/intangibles investments, which 
may be problematic especially for intangible-intensive firms. However, instead it can 
impose much enhanced disclosure requirements to relieve the expected symptoms. As 
demonstrated in Lev (2001) and Lev (2004), the deficiency of disclosure on intangibles 
creates serious information asymmetry between insiders and outsiders. He also argues 
that the main obstacle on human resource is the absence of publicly disclosed human 
capital expenditure data. Riahi-Belkaoui (1999) suggests the changes in accounting 
policy to disclose a firm’s underlying data such as value added amount. Although the 
disclosure of certain data may be not the definitive solution to make up the 
shortcomings of current intangibles accounting, it can be vital information, thus 
providing the starting point to tackle the issues of IC/intangibles investment. (For the 
summary of focal literature, see appendix 2, section 1) 
 
3.2.3 The practical effects of IFRS adoption on intangibles accounting in 
the Australian context 
Australian Accounting Standard Board 138 (AASB 138), equivalent to International 
Accounting Standard (IAS 38) prescribes accounting treatment for intangible assets in 
the balance sheet. When compared with the former Australian local GAAPs, the 
Australian-IFRSs (A-IFRSs) demand much stricter conditions toward the capitalisation 
of intangible investments (Chalmers and Godfrey, 2006). In brief, A-IFRSs prohibit any 
capitalization of internally generated intangibles such as brands mastheads, and 
publishing titles, which used to be allowed under the former local GAAPs. Of course, 
development cost still can be capitalized, but only when it can be identified separately 
from research phases and satisfies various criteria. Purchased goodwill and other 
identifiable assets with indefinite useful life are subject to an impairment test at least 
annually. Moreover, whereas the former Australian local GAAPs somewhat allow 
management discretion with respect to recording intangible assets (Wyatt, 2005), new 
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A-IFRSs limits its discretionary function, thus encouraging Australian firms to expense 
most of their IC/intangibles investments as incurred. This makes it harder to track down 
the causal link between the initial investment and its financial performance.  
 
There are conflicting viewpoints on whether new accounting standards increase the 
value relevance or not. While many researchers have found support for the quality of 
IFRSs (e.g. Barth et al., 2008; Bartov et al., 2005 and Daske and Gerbhardt, 2006), 
others have been sceptical about it - high-quality standards do not necessarily guarantee 
high-quality reporting. Compliance is viewed as a different concept from 
implementation (Ball, 2006; Ball et al., 2003; Ball et al., 2000; and Walter 2008). As, 
Ball (2006, p.22) states, IFRSs have widely employ the fair value accounting concept to 
emphasize ‘relevance’ relative to ‘reliability’ in the conceptual framework. However, 
the prohibition of internally-generated intangible assets and the capitalisation of 
acquired intangible assets in IFRSs create a controversy, since theoretically there is no 
difference between acquired and internally generated intangible assets (Lev, 2001, 
p.115). Thus, this fair value approach may increase the relevance of financial 
statements, but at the same time it may induce more discretion of management.  This 
can deteriorate the reliability of accounting numbers (Ball, 2006; Ball et al. 2003; and 
Massoud and Raiborn 2003). 
 
So far, several empirical studies have been conducted in the pre-IFRS era in the 
Australian setting. Godfrey and Koh (2001), Bugeja and Gallery (2006), and Wyatt 
(2005) are studies based on the pre-IFRS period (former Australian Local GAAP). 
Bugeja and Gallery (2006) investigate the relation between the age of goodwill and 
market valuation in the Australian share market. They find that the market does not 
recognize beyond two years old goodwill. Wyatt (2005) explores the association 
between management choice in recording identifiable intangible assets other than 
goodwill and some technology related factors. She argues that the management choice 
can enhance the quality of financial statement, because it provides management insight 
into a firm’s underlying economy that the outsiders are having some difficulty to access. 
Additionally, Godfrey and Koh (2001) address the comprehensive value relevance of 
intangible assets including goodwill, identifiable intangible assets, and capitalized R&D 
by using Australian firms’ 1999 annual reports. While they find the existence of value 
relevance in terms of total intangible assets, there are some differences in individual 
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items; both the goodwill and identifiable intangible assets are relevant to market value, 
but the capitalized R&D does not seem to convey value relevant information. 
 
After IFRS adoption, the empirical studies conducted in Australia have generated a 
series of mixed results to date. Chalmers and Godfrey (2006) document the diversity of 
intangibles accounting in Australia before the IFRSs. They find that there is a significant 
diversity in reporting practice with respect to intangible assets, particularly in terms of 
accounting policy and amortization period, and they predict that the new accounting 
standard (IFRS) would bring a substantial change to Australian firms’ financial 
statements. Chalmers et al. (2008) investigate the incremental value relevance of each 
recognized intangible and goodwill after IFRS adoption. They identify an increase in 
the value relevance of goodwill, but a decline in other identifiable intangible assets, 
implying that the introduction of IFRS may influence the value relevance in both good 
and bad directions. In a succeeding work, Chalmers et al. (2011) find a stronger 
association between firm’s goodwill charges against the firm’s income and investment 
opportunities in IFRS regime (impairment test), than in the former Australian GAAP 
regime (amortization system). However, the findings are sometimes contrary to each 
other for the overall effects of IFRS adoptions.  
 
In a different approach, Cheung et al. (2008) estimate the possible changes of Australian 
firms under the new AASB 138 regarding intangible assets, and compare their own 
estimation with the former local GAAPs and Australian IFRSs respectively. They 
postulate that the strict regulation of IFRSs regarding intangible assets, such as 
derecognizing internally generated identifiable intangible asset or imposing of 
impairment test, might cause substantial change (i.e. substantial write-downs of 
intangible asset). They show, however, that the expected phenomena were 
overestimated and did not actually become realized. They attribute the poor results to 
firms’ accounting practice and relatively short sample period. Particularly, the firms’ 
accounting practice did not derecognize the intangible assets by simply revealing initial 
purchasing cost or resorting computer software from PPE (property, plant and 
equipment) to intangible item, causing a scepticism about practical effects of IFRSs. 
This viewpoint appears one more time in Carlin and Finch (2008). They look into the 
Australian firms’ compliance level with respect to goodwill accounting practice under 
IFRSs. They find that among the 200 Australian firms as of December 2006, 33 firms 
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did not report cash generating units. Moreover, 65 firms report less cash generating 
units than business segments, implying the aggregation risk of real impairment loss. 
Also in many firms’ annual reports, the disclosure practice relating to value-in-use 
method (one of the popular parameters to determine the recoverable amount) is simply 
not enough or inconsistence in accordance with IFRS requirements. These findings 
support the concerns in previous literature; lots of factors other than an accounting 
standard can affect the quality of financial reports (e.g. Haswell and Langfield-Smith, 
2008; Ball, 2006; Ball et al., 2003; Ball et al., 2000; Massoud and Raiborn, 2003). (For 
the summary of focal literature, see appendix 2, section 2) 
 
3.3 Value relevance of human capital and accounting standards 
The importance of human capital in financial accounting research has been espoused 
since the early 1960s (Flamholtz 2002). In 1973, American Accounting Association 
(AAA)’s Committee on Human Resource Accounting defined Human Resource 
Accounting (HRA) as “the process of identifying and measuring data about human 
resources and communicating this information to interested parties” (AAA 1973). Since 
these early studies, various approaches have been taken to identify the importance of 
human resource accounting and tackle its barriers. Perhaps one of the best known 
models in early stage is Flamholtz’s (1971) stochastic model for valuing human 
resources. His model is quite distinct in that it postulates an individual value to an 
organization can be assessed by future service that is expected to be rendered to the 
organization. In a different point of view, Lev and Schwartz (1971) suggests an 
approach similar to capital lease accounting; simultaneous recognition of non-current 
asset and liability since this approach can satisfy both the asset and liability aspects of 
labour force. According to Bontis et al. (1999), so far several alternative types of human 
resource measurement models have been proposed, but all of them have limitations in 
their assumptions or problems in their implementation. 
 
In more recent years, the advent of knowledge-economy and IC studies has given a 
fresh impetus to human resource accounting research. Since human capital (e.g. the 
capability of a labour force) is deemed to be a key component of the value creation 
cycle in a knowledge economy, it becomes one of the most influential component in 
intellectual capital studies (Darby et al. 1999; Zucker and Darby 2006; World Bank 
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2006; Rosett 2001, 2003). For example, in the Skandia Navigator model, intellectual 
capital is calculated as the sum of human capital and structural capital, and this 
structural capital mainly comes from past human capital investment (Edvinsson and 
Malone, 1997). Despite some minor differences, other intellectual capital studies also 
try to reflect the concepts of skills and know-how of a labour force (Bontis et al., 1999). 
As stated by Zingales (2000, p.29), the process of “innovation and quality improvement 
can only be generated by talented employees”. Further, Drucker (2002, p.76) contends 
that in a knowledge-based organisation “it is the individual worker’s productivity that 
makes the entire system successful”. However, traditionally accounting standards treat 
tangible and intangible assets separately; intangible assets typically confront harsh asset 
recognition criteria. The valuation of human resources has been dismissed by 
accounting standards setters in that most human resource costs (including wages and 
salaries and other employee benefits that could be deemed investments such as 
employees’ education expenses or recruitment costs) are expensed as incurred. The 
reasons given are non-controllability over employees and unreliability in measuring 
employees’ contribution to the firm’s cycle of value creation (e.g. Drucker, 1999; Bontis 
2001; and Flamholtz et al., 2002).  
 
Apart from the direct measurement of human capital (HC), the association between 
labour force capability and its financial consequences is another interesting research 
topic. Darby et al. (1999) explore the relationship between star (top) scientists and 
market value in high tech companies. They find that a firm’s value will increase by 
7.3%, if it has one article written by a star scientist or a star scientist as a firm employee. 
They continuously trace the movement of star scientists, and report that America has 62 
percent of the world’s top scientists as residents after analysing U.S. and top 25 science 
and technology countries (Zucker and Darby, 2006; Zucker and Darby, 2007). In 
another study of financial influences of human capital, Rosett (2001) investigates the 
labour stock in determining equity investment risk, and documents a significant positive 
relation between these two factors3. His basic reasoning is that the change of labour 
stock causes the change of equity risk in the same direction due to a positive effect of 
labour stock on firm’s leverage. Since the traditional financial reporting system does not 
                                               
3
 Labour stock is defined as the present value of expected costs of compensating 
employees. (Rosett, 2001, p.337) 
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capitalize the labour stock, he adds, it is a kind of off balance sheet risk. Alternatively, 
Hansson (1997) investigates the association between the dependence on human 
resources and abnormal return by constructing three portfolios according to each firm’s 
wage and non-wage cost information. He finds a significant positive association 
between these two factors indicating that investors are not able to distinguish employee 
investment from expenses. According to Ballester at el. (2002), 16% of labour related 
cost (on average) could be transformed into human capital, and a third of it depreciates 
annually. Lajili and Zéghal (2005) also look into the impact of disclosed labour cost on 
a firm’s market value. They test labour cost, labour productivity, and labour efficiency; 
however, they find most of the labour indicators are negatively associated with firm’s 
value except the labour cost. They attribute this negative association to Lev (2004)’s 
‘undervaluation syndrome’ argument that the market consistently undervalues or unduly 
discounts intangibles (intellectual capital) intensive firms. Similarly, Pantzalis and Park 
(2009) explore the association of human capital and stock return. For the analysis, they 
develop their own human capital index – Excessive Value of Human Capital (EVHC), 
which can be acquired by comparing the median ratio of market value to number of 
employees in an industry with that ratio for individual companies. They argue that for 
small firms, the low EVHC firms – a firm uses their employee more efficiently- 
systematically outperforming the high EVHC firms, but for large firms, no significant 
results are found. From a management perspective, HCE information is also considered 
as a representative input factor for productivity analysis (e.g. Taussig and Shaw, 1985; 
Coates, 1980). Kim et al. (1996) use HCE data to calculate a firm’s productivity and 
compare the association between productivity and share returns among three different 
countries.  
 
However, one of the biggest obstacles in HCE research is the availability of labour cost 
information. Despite the growing importance of human capital, accounting standards in 
most countries did not mandate the disclosure of total labour costs. Standards setters 
have been dismissive of even the need for employee expense information, since there 
has been no disclosure requirement, most notably under US GAAP, apart from specific 
items such as pension cost and executives’ share options (e.g. Amir, 1993, Ang et al., 
1999; Ballester et al., 2002; Aboody et al., 2004; Lajili 2004; and Lajili and Zéghal 
2005). For example, Ballester et al. (2002, p.353) explain that US SEC’s business report 
form (also known as 10-K form) demands the disclosure of employee numbers, but not 
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the amount of HCE. They point out that the number of employee is not enough to assess 
HCE due to the wide variation of compensation and training schemes for employees. 
Such lack of firm-wide HCE data creates a barrier to corporate financial modellers and 
researchers on firm-level labour productivity and intellectual capital (Lajili and Zéghal, 
2006). Research into voluntary disclosure of HCE information has invoked firm-
specific characteristics (e.g., firm size, leverage and labour intensity) to explain the 
extent of such disclosure. For example, Abhayawansa and Abeysekera (2008) and 
Samudhram et al. (2010) address firm-specific factors that deter the voluntary disclosure 
of this information. (For the summary of focal literature, see appendix 2, section 3). 
 
3.4 Value relevance of HCE under macro-economic shock 
The recent Global Financial Crisis (GFC) raises another research question on the value 
relevance of HCE. To date several studies document a significant decrease in value 
relevance of accounting numbers during financial distress periods. For example, Barth 
et al. (1998) test the incremental explanatory power of equity book value and net 
income by using 396 bankrupt firm samples. They argue that as financial health 
decreases, the incremental value relevance of equity book value increases, whereas that 
of net income decreases. According to their reasoning, this is because net income does 
not function properly to reflect unrecognized net assets during a financial distress 
period. Barth et al. (1998, p.2) explain the roles of financial statements and financial 
health. They argue that the income statement fulfils its role by providing information 
about rents associated with the firm’s abnormal earnings opportunities - i.e. 
unrecognized net asset. The balance sheet fulfils its role by providing information on 
liquidation values assuming book value approximates liquidation values. Liquidation 
values are the amount of net assets available in the event of default. Thus, liquidation 
values, and by implication balance sheet information, becomes increasingly important 
for equity valuation as risk of default increase (Barth et al. 1998, p. 4) 
 
Inspired by Barth et al.(1998)’s study, many researchers pay attention to value relevance 
of accounting numbers during a macroeconomic shock. Graham et al. (2000), and 
Davis-Friday and Gordon (2005) examine the value relevance of financial statements 
during the Thai and Mexican currency crisis respectively. They find that the valuation 
and explanatory power of earnings and book value decrease significantly in both cases, 
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but the decrease in earning’s explanatory power in the Mexican market is attributed to 
negative earnings rather than currency crisis. Graham and King (2000) investigate six 
Asian countries before the Asian Financial Crisis in the same manner as Collins et al. 
(1998) and King and Langli (1998). Even though, their findings are generally consistent 
with other literature, the Korean market is noteworthy. Initially, they expected that the 
Korean market would show less relevance since its accounting standard is strongly 
influenced by tax law-oriented.  But the empirical research shows that it has relatively 
high explanatory power compared with other three nations – Taiwan, Malaysia, 
Philippines. Similarly, Davis-Friday et al. (2006) look into four Asian countries that 
were affected by the Asian financial crisis. They document that there is no significant 
decrease in either earnings or book value of Korean firms using 1996 and 1997 data, 
unlike other Asian countries that experience significant reduction of value relevance.  
 
From prior literature, the current GFC can cast a similar question on whether the HCE 
amount is less reflective of a firm’s economic fundamentals in financial distress since 
HCE investment can be regarded one of the representative unrecorded intangible asset 
that can generate future benefit. Although prior studies have dealt with this question, 
most of these studies try to investigate the value relevance of book value and earnings 
without concerning about individual accounting item. Furthermore, given Lev’s (2004) 
and Lajili and Zéghal’s (2005) arguments that the market is likely to underestimate the 
intangible investment on financial reports, it may be plausible that the HCE amount is 
likely to be less value relevant, especially in drastic economic downturn. (For the 
summary of focal literature, see appendix 2, section 4). 
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3.5 Diminishing marginal effects of HCE 
The diminishing marginal product of labour (also called diminishing marginal returns) 
refers to the economic property whereby the marginal product of an input declines as 
the quantity of the input increase (Mankiw 2007). This concept has long been tested by 
economics as well as accounting researchers. Fairfield et al. (2003) and Richardson et 
al. (2006) are the representative accounting studies that employ the concept of 
diminishing marginal effects. Both of them posit that there are a negative relationship 
between accounting accruals and firm’s growth (a new investment). In fact, these 
studies are subsequent to the study by Sloan (1996) who asserts that the accrual 
component of current earnings is less persistent compared with the cash flow 
component. While examining the reason for the inferior persistence of the accrual 
component of earning, Fairfield et al. (2003) and Richardson et al. (2006) attribute this 
lower persistence of accruals to accounting based factors (accounting conservatism or 
temporary accounting distortion) and growth based factors such as diminishing marginal 
returns to new investment. That is, an increase in investment, or an increase in a firm’s 
growth opportunities, leads to abnormally low return. This implies a significant negative 
relationship between a firms’ investing activity and its financial performance.  From a 
different perspective, Faff et al. (2013) investigate the relationship between R&D 
investment and growth opportunities and find diminishing marginal effects between the 
two variables.  
 
In the context of the knowledge economy, this concept of diminishing marginal product 
has received special attention since many researchers argue that the knowledge 
economy may not experience this phenomenon (Romer 1986, Ortner 2006, and Fuller 
2005). In other words, in the traditional industrial sector, it is reasonable to expect that 
HCE can experience diminishing marginal effects – the increase in HCE leads to a 
lower share price. In relation to high-tech industry, however, it is unclear whether this 
economic phenomenon still holds. Furthermore, according to Lajili and Zéghal (2006, 
p.173), a significant part of R&D expenditures in most large corporations is in the form 
of salaries, benefits and other employee compensation for its scientists.  Therefore, to 
trace the diminishing marginal effects of HCE will give a more in-depth insight since 
HCE is often deemed as a key intellectual capital factor especially in high-tech industry.  
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3.6 Theories of intellectual capital 
3.6.1 The summary of IC theories 
As mentioned earlier, since there is no single agreed definition, IC/intangibles are often 
understood when considered in the form of an IC framework. Accordingly, it seems 
possible to categorize a variety of research into an IC/intangibles research area (see 
Bontis, 1999 and Bontis 2001). How to effectively supplement the limitations of the 
conventional accounting and reporting system by developing a separate concept and 
measure for IC has been a vibrant topic of research interest.  
 
In management accounting, Kaplan and Norton (1992) put forward the Balanced 
Scorecard (BSC), arguing that the traditional accounting system only aggregates past 
performance. In order to understand the organization’s whole performance, they 
emphasize, non-financial information should be measured and disclosed as well as 
financial information in their invented format, Balanced Scorecard. ‘Skandia Navigator’ 
is another well-known approach to measure and report on the intellectual capital. 
Edvinsson and Malone (1997) develop more than one hundred indices for Swedish 
insurance company, Skandia. According to their arguments, a firm’s market value 
comprises of financial capital and intellectual capital, which is the sum of human capital 
and structural capital. This approach is especially impressive when it comes to 
understanding customer capital (Bontis 2001). Sveiby (1997) proposes an ‘Intangible 
Asset Monitor’ (IAM) arguing intangible assets can be measured practically. He 
postulates a firm’s hidden value of intangible assets is the residual of market value less 
the book value. He asserts that this residual capital can split into three parts; external 
structure, internal structure, and individual competence. Again, he points out that the 
traditional accounting framework should be changed to report the hidden value of 
knowledge perspective.  
 
Some researchers suggest Economic Value Added™ (EVA™) as a supplementary 
measurement for IC/ intangibles (i.e. Mouritsen 1989; Bontis et al., 1999; Bontis, 2001, 
Huang 2008). Originally proposed by Stern Stewart and Co., EVA™ is believed to be a 
more sophisticated and practical methodology for measuring a firm’s performance than 
the traditional Residual Income (RI) approach. Although EVA™ does not explicitly 
relate to the management of intangible resources, the argument here is the effective 
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management of IC/intangibles will eventually increase a firm’s EVA; thus, EVA™ can 
play a role as a management method for a firm’s IC/intangibles (Bontis et al. 1999). 
Because of different justifications that can be provided for each approach, it is 
problematic to conclude that there is a single and definite process to estimate a firm’s 
intellectual capital (Bontis et al. 1999). Bontis (2001) summarize well the weak points 
of each approach, for example; 
 
• Balanced Scorecard: while it is consistent in logic and sets a clear correlation 
between indicators and financial performance, it is very rigid and puts less 
emphasis on human activity. Furthermore, it does not allow external 
comparison.  
 
• Skandia Navigator: it assigns no dollar value to intellectual capital directly and 
needs to possess a unique understanding for each underlying assumption. In 
addition, it lacks the consideration of dynamics, and assumes illogically the 
relation between structural capital and human capital.  
 
• Intangible Asset Monitor: it premises that the amount of intangible assets is 
just the gap between market value and book value, which is too simple in that 
the value of intangibles will fluctuate according to market value. Also, the 
decomposition of the residual value into three sub-sets is likely to induce 
personal judgment, which might cause a controversy over objectivity.  
 
• Economic Value Added ™: The complexity of calculation is a weakness. 
Furthermore, if EVA provides some useful information, it is just estimation of 
aggregated intangibles, not a specific intangible item, which makes it hard to 
understand a firm’s effort to improve individual intangible items. 
 
In short, there is not a single and definitive tool for the measurement of intellectual 
capital so far. Perhaps the the measure presented in the next section, referred to as 
VAIC™, is the most recently suggested approach with respect to IC research. 
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3.6.2 Value added intellectual coefficient (VAIC™) 
Ante Pulic’s (1998) Value Added Intellectual Coefficient ™ (VAIC™) is designed to 
analyse the efficiency of IC by taking advantage of the established accounting number, 
Value Added (VA). It is the underlying perspectives that make the VAIC™ methodology 
distinctive. A firm needs three major resource components, hence, in order to 
understand the efficient usage of these components, he suggests efficiency measurement 
tools; Human Capital Efficiency (HCE), Structural Capital Efficiency (SCE), and 
Capital Employed Efficiency (CEE). The aggregation of HCE and the SCE comprises 
the Intellectual Capital Efficiency (ICE) measure, which is similar to the Skandia 
Navigator scheme. VAIC ™ enables stakeholders (investors, managers, employees, etc.) 
to monitor and evaluate the efficiency of VA by a firm’s total resources as well as each 
major resource component.  A higher VAIC ™ coefficient represents better efficiency of 
VA. A brief calculation metric for VAIC is as follow (Ho and Williams 2003, pp. 476-
477); 
 
• VAICi = CEEi + HCEi+ SCEi  
where VAIC=value added intellectual coefficient for firm i, CEE = capital 
employed efficiency coefficient for firm i, HCE = human capital efficiency 
coefficient for firm i, SCE = structural capital efficiency coefficient for firm i.  
 
• HCEi = VAi/HCi;  
where HCE = human capital efficiency coefficient for firm i, VAi=Value Added 
for firm i, and HCi = total salary and wage for firm i. 
 
Then, structural capital (SC) can be computed by subtracting HC from VA. 
 
• SCi = VAi – HCi 
where SCi= structural capital for firm i, VAi=Value Added for firm i, and HCi = 
total salary and wage for firm i. 
 
• SCEi = SCi/VAi;  
where SCEi= structural capital efficiency coefficient for firm i, SCi = structural 
capital for firm i, VAi=Value Added for firm i 
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• CEEi = VAi/CEi 
where CEE = capital employed efficiency coefficient for firm i, VAi=Value 
Added for firm i, and CEi = book value of net asset for firm i. 
 
Mavridis (2004) investigates the association of VA to the VAIC components in the 
Japanese banking industry. He provides evidence that the best performing VAIC banks 
have a very good usage of intellectual capital and less usage of physical capital. 
However, the VA amount is negatively associated with human resource capital. He 
conjectures that this inverse association between VA and human capital is attributed to 
Japanese unique business practice – financial keiretsu. Firer and Williams (2003) study 
the association between VAIC and financial performance in South Africa. While market 
to book value ratio (M/B ratio) is positively and significantly associated with physical 
resource efficiency, that ratio is negatively associated with human capital efficiency. 
They conclude that the South African market reacts negatively against human 
(intellectual) capital investment. Shiu (2006) and Chan (2009) find similar results using 
Taiwanese technology firms and Hong Kong firms respectively.   
 
Even though those results are mixed as to the VAIC index or individual components, the 
association between the M/B ratio and human capital efficiency is significantly negative 
in both studies. The only exception that reports a positive relationship between M/B 
ratio and human capital efficiency is Chen et al.’s (2005) study. Chen et al. (2005) 
explore the relation between M/B ratio and VAIC components in Taiwan listed firms. 
They find a positive relationship between VAIC and all three components including 
human capital efficiency. Their work gets special attention in that they construct a 
relatively large scale sample – 11 years (1992-2002) and over 4,000 firm-year 
observations. Unlike the above literature, Ho and Williams (2003) try to explain the 
association between board structure and VAIC components in three different countries – 
South Africa, Sweden, and UK. In this case, VAIC is exploited as a corporate 
performance index. But, overall, they fail to show an unconditional link between board 
features and corporate performance (i.e. VAIC) in all three nations. (For the summary of 
focal literature, see appendix 2, section 5). 
46 
 
3.7 Theories of productivity 
3.7.1 The productivity approach in accounting research 
In accounting studies, productivity analysis is not a new research arena (e.g. Kaplan 
1983; Taussig & Shaw, 1985; Bao and Bao 1989; Riahi-Belkaoui 1999). More recently, 
Pantzalis and Park (2009), and Lajili and Zéghal (2005) revive the use of the concept of 
labour productivity to investigate human capital impacts on financial outcomes. When 
Pantzalis and Park (2009) developed their own human capital index called ‘EVHC’ 
(Excessive Value of Human Capital), they operationalized the ratio of market value to 
number of employee. Alternatively, Lajili and Zéghal (2005) set labour productivity, a 
ratio of net sales to number of employees, as an independent variable.  
 
Furthermore, there have been several endeavours to test various combinations of the 
efficiency of intellectual capital with diverse financial variables after Ante Pulic (1998) 
contrived the Value Added Intellectual Coefficient ™ (VAIC ™) (i.e. Pulic 1998; 2000; 
Ho and Williams 2003; Firer and Williams 2003; Chen, Cheng and Hwang 2005). 
Although Ante Pulic (1998) does not explicitly use the word ‘productivity’, the 
commonality of both approaches (productivity analysis and VAIC) is to investigate the 
efficiency of employed (physical or intangible) capital. 
 
Productivity is a popularly used term, but in principle, it is broadly based on the ratio of 
input to output.  As explained by Coates (1980): 
 
 Productivity is a heavily worked – some would say overworked –term, with a host 
of meanings and deviations dependent on the circumstances under analysis and the 
use required of the ultimate information. The concept is broadly based on the ratio 
of input (resources employed in a process) to output, though this ratio obviously 
requires considerable refinement to be of any practical value. (Coates ,1980, p.90) 
 
Similarly, Kaplan (1983, p.693) asserts that a productivity measure is the most obvious 
choice for characterizing efficiency in a manufacturing setting. Labour productivity is a 
typical example. It can just simply be defined as a ratio of value added per labour hour 
or per dollar of labour cost or net sales per employee. An output-to-input ratio is also 
identified for other types of investments including value added per capital employed, 
47 
 
fixed assets or even square-foot floor can be employed as the input component in the 
measurement of productivity. (Coates, 1980, Taussig and Shaw 1985, Lajili and Zéghal, 
2005, Pulic 1998) 
  
Although there is no single measurement, the valued added concept (hereafter, VA) is 
popularly used as an output measurement based on accounting numbers in efficiency or 
productivity studies (Turner 1996). VA is the difference between sales revenue and 
bought-in materials and services (net output), representing the newly created wealth of a 
period (Pulic 1998). In an equivalent way, it can be computed by the summation of 
depreciation/amortization, wages, interest, dividend, and tax. This concept of VA has 
been popular as an output of productivity since it has the following advantages:   
 
While conventional corporate earning represents the rewards attributed primarily to 
shareholders, VA represents the rewards to a wider group of corporate stakeholders, 
including suppliers of credit, employees, and the government (Kim et al. 1996).  
 
VA is deemed to give a longer-term signal of value than earnings. Given the 
investment in intangibles and its payback pattern (time), this characteristic is 
especially impressive. Conventional accounting largely ignores the investment in 
IC/intangibles that is undertaken at the early stage of a value-creation chain in a 
knowledge-based economy. Thus, to measure the productivity of intangibles, VA 
may be superior to traditional accounting earnings. (Darcy 2006; Taussig and Shaw 
1985) 
 
VA is likely to be less influenced by bought-in material and service. Thus, to 
measure a firm’s independent productivity, VA is more suitable than sales which can 
be affected by the price of raw material or bought-in services from outside the entity 
(Riahi-Belkaoui 1999) 
 
For the computation of VA, most required numbers are obtainable and auditable from 
financial reports. So, the basic notion of the difference between sales and bought-in 
materials and services gives much flexibility for analyses (Ho and Williams 2003). Due 
to the above attributes, VA can be operationalized in a variety of ways. For example, 
Riahi-Belkaoui’s (2003) trial is noteworthy in that it links a firms’ intellectual capital to 
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its performance by adopting the productivity concept. He posits that the number of 
applications to protect trademarks can be a proxy for a firm’s intellectual capital. 
Further,  the ratio of net value added (NVA) to total assets, a productivity measure, can 
represent a firms’ performance. Using these measures, he finds a strongly significant 
association between intellectual capital and a firm’s performance, asserting that this 
result supports both the resource-based view and stakeholder view. 
 
There is another major advantage of the productivity concept, namely, flexibility for 
international comparison. Productivity can be operationalized in different ways. It 
mainly focuses on a firms’ efficiency- how effectively a firm can maximize its 
performance with given resources. In more practical ways, the return on investment 
(ROI), the sales to the number of employee, the revenue to total asset, net value added 
to total asset, and many other proxies can be a productivity measurement (e. g. Coates, 
1980, Taussig and Shaw, 1985; Bao and Bao, 1989; Kim et al., 1996; Riahi-Belkaoui, 
2003). This concept of productivity does not necessarily need to consider accounting 
standards or other factors that can influence the quality of accounting numbers. This 
would avoid many concerns arising from Ball et al.(2000), Ball et al. (2003), and Ball 
(2006). Thus, this productivity analysis makes it easy to compare different industries 
and even different countries (e.g. Kim et al. 1996). 
 
3.7.2 Productivity and firm value 
The efforts to explain a firm’s financial performance through the analysis of 
productivity has become a vibrant research area. Bao and Bao (1989) investigate the 
association between firm value and productivity (i.e., the ratio of VA to number of 
employee, and the incremental added value per employee) in US petrol and apparel 
industries during 1979 to 1985. By replacing earnings with productivity in Litzenberger 
and Rao’s (1971) valuation model, they find that the association between firm value and 
productivity is higher than the association between firm value and earnings.   
 
Kim et al. (1996) compute productivity data by dividing VA by the sum of labour cost, 
pension costs, and fringe benefits. They compare the associations between stock return 
and both unexpected earnings and the changes of productivity among three different 
countries; US, Japan, and Korea. Although the results for the US and Japan are mixed 
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and partly contrary to each other, the stock return in Korea shows a strongly positive 
association with changes in productivity as well as in unexpected earning, suggesting 
that productivity has incremental information content. Darcy (2006) also investigates 
the relationship between accounting income and stock return, and between VA and stock 
return. He reasons that income is a shareholder-oriented performance index, but VA is a 
stakeholder-oriented index. He categorizes four countries into two groups. In the first 
group, the US and UK are shareholder-oriented countries, hence income is expected be 
more significant than VA to explain stock return. In the second group, Japan and 
Germany are stakeholder-oriented countries, hence the explanatory power of VA is 
expected to be superior to income. However, he fails to find any significant evidence 
that VA is more value relevant than the income number in Japan and German. 
 
Riahi-Belkaoui (1999) gives special attention to the usage of productivity as a 
predictive index for future profitability and firm value. He sifts through US companies 
in Compustat database during 1973 to 1990, and acquires a productivity level from a 
ratio of net value added (NVA) to total assets. With a slight modification of Ohlson’s 
(1995) valuation model, he tries to demonstrate that a firm’s productivity influences 
future profitability, then eventually firm value. According to his findings, while there is 
not a significant relationship between productivity and profitability, the association 
between productivity and firm value is significant and shows incremental value 
relevance to market value. This study is innovative because it seeks to directly relate 
productivity to firm value. 
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3.7.3 Productivity of IC 
As explained above, most productivity measures had been already suggested a long time 
ago (e.g. Coate, 1980). However, when it comes to IC/intangibles, this productivity 
concept can shed a new light on related IC research. The following two arguments by 
Drucker (2002) delineate the importance of productivity information in terms of the 
knowledge-based economy and how it incorporates human resource accounting (HRA) 
perspectives. 
 
In a traditional workforce, the worker serves the system; in a knowledge 
workforce, the system must serve the worker....The critical feature of a 
knowledge workforce is that its workers are not labor, they are capital. And 
what is decisive in the performance of capital is not what capital costs....What's 
critical is the productivity of capital. (Drucker 2002, p.76) 
 
Capital cannot be substituted for labour. Nor will new technology by itself 
generate higher productivity. In making and moving things, capital and 
technology are factors of production, to use the economist's term. In knowledge 
and service work, they are tool of production. The difference is that a factor 
can replace labor, while a tool may or may not. (Drucker 1991, p.71) 
 
Similarly, Lev (2004) argues that the productivity of IC/intangibles is vital information 
for addressing intangible investment issues. To alleviate the undervaluation syndrome 
toward intellectual capital, he suggests that two vital streams of information are 
indispensable; the productivity of intellectual capital and the asset value of intellectual 
capital. The second factor cannot be obtained unless radical changes to asset recognition 
criteria are made to accounting standards (e.g. allowing the capitalization of R&D 
expenditures). However, the first factor – to understand the productivity of intellectual 
capital – is mainly related to assessing intellectual capitals’ performance against its 
initial investment. In practice, the VA per employee ratio can be a more meaningful 
productivity measure than VA per fixed assets or square-foot floor area ratio in relation 
to companies in the biotechnology or IT industry. This is because employees represent a 
higher contributing resource input than floor area when considering firms in the labour 
intensive business sector. 
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Nevertheless, since it is difficult to determine cause and effect relationships pertaining 
to IC, the estimation of the productivity of IC may be even harder. The estimation of the 
productivity of human capital is a good example. Determination of the return on 
investment in HC is a key to understanding the properties of HC in the value creation 
cycle. But this is far from an easy task (Lev 2004). This study takes a way forward by 
applying Riahi-Belkaoui’s (1999) firm valuation model to identifying causation 
relationships between investment in HC and financial performance. Unless a reasonable 
and acceptable measure for IC/intangibles is developed, the capitalization of 
IC/intangible investment is still controversial among standards setters and researchers. 
However, if financial statements can provide relevant information for computing a 
proxy of the productivity of IC, then this measure should be able to improve the value 
relevance of financial statements.  
 
In essence, the concept of productivity has proven in prior studies to be effective in 
explaining firm value. By using this proxy measure of IC productivity, the relationship 
between a firm’s investment in IC and that firm’s value could be tested. (For the 
summary of focal literature, see appendix 2, section 6). 
 
3.8 Chapter summary 
This chapter provides the focal literature with respect to the value relevance of 
information about IC/intangible investments. Value relevance research mainly focuses 
on the association between equity market value (e.g. share price) and accounting 
numbers. One of the latent assumptions is that the disclosure of accounting information 
can contribute to the prediction of a firm’s equity market valuation. However, many 
researchers document the growing gaps between market value and book value of a firm 
as the knowledge-based economy emerges. They point out that the transactions- based 
accounting system consistently ignores most of the firm’s investment in intangibles 
(Sveiby 1997, Stewart 1997, Edvinsson and Malone 1997, Hall 1999, Lev 2001, Blair 
and Wallman 2001). The advent of the knowledge economy and IT revolution has 
brought about fundamental changes to the economic and competitive situation faced by 
businesses (e.g. Drucker, 1997; Lev and Zarowin, 1999; Lev, 2001; Lev 2004). If this is 
the case, without adequately reflecting a firm’s intellectual capability, the loss in the 
value relevance of financial reports seems inevitable. Therefore, how to improve the 
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relevance of financial reports is closely tied with how to provide the information related 
to intellectual capital in an effective way. Even though IFRSs brought about significant 
changes in accounting for intangible assets in the balance sheet, the fundamental 
question remains unanswered – can accounting for intangibles sufficiently reflect a 
firm’s intellectual capability? 
 
To date, researchers have used not only financial information but also non-financial 
information to investigate the relationship between a firm’s intellectual capability and 
its market valuation. However, despite the growing importance of IC/HC, accounting 
standards expenses the most of IC/HC related investment as incurred with a few 
exceptions, and do not capitalise it in most cases. What makes worse is that most 
accounting standards do not mandate the disclosure of IC/HC related data, which used 
to let the researchers rely on scant, inconsistent and voluntary disclosed HCE 
information especially under former Australian GAAP and US GAAP. The adoption of 
IFRSs make a fundamental difference to this trend, and now the disclosure of HCE 
became mandatory as IFRSs require disclosing the nature of expenses. Thus, this 
change creates lots of new research opportunities to not only for human capital but also 
for intellectual capital related study. 
 
In terms of IC perspectives, newly available HCE information can be applied in many 
different ways. This study suggests the applications of productivity concept to 
established IC literature. By linking productivity measures with IC theory, this study 
attempts to explain the relationship between intangible investments and those financial 
performances, equity market value. If this turn out  to be successful, this will evidence 
the usefulness of firm-wide level disclosure of HCE and supplement the widening gap 
between market value and book value of a firm. The results are further discussed in 
chapter 5. 
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CHAPTER 4. RESEARCH METHODS 
4.1 Introduction 
This chapter sets out the main features of the research philosophical stance, followed by 
the detail research methods adopted in this study. Section 2 briefly reviews the research 
paradigm and methodological issues. The next section 3 explains the sampling 
procedures and data collection methods. All sampled firms are Australian Securities 
Exchange (ASX) listed with reporting year ending in June. Not only pre- and post- 
IFRSs periods, but also the GFC period is considered as a critical event during the 
sample period. 
 
In section 4, this study suggests the concept of human capital intensity (HCI), one of the 
vital elements to consider in modelling the effects of HCE on equity market valuations. 
Then this study explains the industry classification method in section 5. It is delineated 
in a way that determines another important factor in this study, namely, the distinction 
between high-tech versus low-tech or manufacturing versus service industry 
classifications. Finally, the advantages of panel data and firm-fixed effects are discussed 
in section 6. 
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4.2 Research paradigm and methodological issues 
The term paradigm refers to the progress of scientific practice based on people’s 
philosophies and assumptions about the world and the nature of knowledge; in this 
context, about how research should be conducted (Collis and Hussey, 2003, p.46). The 
two main research paradigms in social science are positivist and phenomenological. 
These terms are also interchangeable with several alternative terms; quantitative and 
qualitative; objectivist and subjectivist; scientific and humanistic; and experimentalist 
and interpretive. In ontological aspects, the positivist paradigm assume that the reality is 
objectives and apart from researcher, on the other hand, phenomenological paradigm 
assume that the reality is subjective and multiple as seen by participants in a study. 
 
Therefore, in a positivistic paradigm, research usually starts with literature review and 
then establishes appropriate theory followed by the construction of hypotheses. 
Eventually, these research hypotheses are tested by statistical inference. This process 
also can be described as a hypo-theoretic-deductive process (Saunders, Lewis & 
Thornhill 2003). By contrast, there may be no relevant existing theory or research may 
not wish to be restricted by existing theory in a phenomenological approach (Collis and 
Hussey, 2003, p.56). 
 
In summary, this study falls within the hypo-theoretic-deductive approach from the 
positivist paradigm. Hence, it implicitly assumes that reality can be examined 
objectively and the construction of hypotheses, sample selection and statistical 
interpretation are crucial parts throughout the whole research structure. The next 
sections explain the sample selection criteria, key indexes for hypotheses development 
and statistical analysis techniques. 
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4.3 Sample selection and data collection  
To address the research questions, this study selects a sample of firms from Osiris 
database, which is also used to collect basic financial data. Sampled firms are chosen 
from Osiris database based on the following selection criteria: 
 
• ASX-listed Australian firms with reporting year ending in June during 
2002/03~2009/10 (total of 8 years);  
• Exclusion of two sectors (10-Energy, 40-Finance) and two industry groups 
(151040 Metals & Minings, 302020 Food Products) according to GICS (Global 
Industry Classification Standard)® code4 
• Exclusion of firms that have experienced ‘capital impairments’ or shown negative 
earnings for three or more years; these firms are assumed to not have operated 
under ordinary business activities during the sampling periods. 
 
This selection process generated a total of 160 sample firms. Regarding these 160 firms, 
each annual report was obtained from Connect 4 (Annual Reports Collection) and 
Datanalysis database. HCE information was extracted from each annual report’s 
financial statements (face and notes) in a hand-collection manner. Some specific data 
had to be excluded from one or more firm-years because it was prior to an IPO date or 
in a year that reported negative earnings.  
 
In the next step, each firm is identified and categorized according to its disclosing 
practices. In relation to determining how to categorize the extracted data, a pragmatic 
approach was taken due to changes in disclosure practices over the sampled years.  
 
First, there is a batch of firms that disclosed total HCE information before and after 
IFRSs. Thus, regardless of IFRS adoption, these firms have continuously provided firm-
wide HCE information. Hence, if a firm had classified its expense structure by nature 
over the years before IFRS adoption, then the amount of HCE would appear either in 
                                               
4
 GICS® code is a kind of industry classification code comprise of 8-digit code with text 
descriptions, and developed by Standard & Poors and MSCI/Barra in 1999. The disaggregated 
explanations are available at: http://www.standardandpoors.com/indices/gics/en/us (viewed 23 
September 2010). 
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the income statement or financial notes. These firms are categorised as ‘continuously 
disclosing firm’.  
 
Second, with the enforcement of IFRSs, a substantial number of firms not giving HCE 
information in the AGAAP years began to do so in the AIFRS years. Typically, these 
firms present ‘by function’ expenses on the face of their income statement in the 
AGAAP years, and additional ‘by nature’ expense on HCE in the notes, to be compliant 
with paragraph 93 of AASB 101 in the AIFRS years. These firms are classified as 
‘newly disclosing firms’.  
 
Third, even if there is HCE disclosure, some cases are just incomplete or ambiguous on 
whether or not this number does encompass the overall labour-related cost. Cases are 
found of companies in manufacturing industry, for example, where it is not clear 
whether part of the number given for HCE is allocated to either cost of sales or general 
administration expense. If a missing element of total HCE is suspected, then the 
extracted amount of total HCE is compared with peers in the same industry. The sub-
industry code of GICS® is used to identify peer companies.  
 
To compare the amount of HCE level with peers, this study introduces the concept of 
‘human capital intensity (HCI)’, a ratio of the reported HCE to total operating 
expenditure.  This human capital intensity ratio represents how much a firm would rely 
on its HC (labour force) to conduct ordinary business activities. Basically, this concept 
assumes that the peer companies in the same industry would have a similar level of 
HCI. In the following section, this HCI will be discussed in detail. If the amount of 
HCE is still unclear or too deviant compared with peers, then this case is classified in 
the ‘ambiguous’ group.  
 
Finally, there are still firms not disclosing total labour costs, even after IFRS adoption. 
Firms belonging to this non-disclosure group may provide certain elements of labour 
cost information such as the expense of company contributions to a defined benefits 
plan. These firms are acting against the intention of paragraphs 93 and 94 of AASB 101 
that expects minimal disclosures under the nature of expense classification. Thus, in this 
research, ‘non-disclosure’ actually means no information about the total HCE. Even 
though AASB 101 allows various types of presentation as long as such information is 
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relevant, both ‘ambiguous’ and ‘non-disclosure’ groups do not comply with the 
intention of IFRSs. In the end, a total of 1,121 firm-year observations are identified and 
categorised (160 Australian listed firms for 8 years). 
 
However, with respect to research question 3 (IC productivity), this study employs only 
the post-IFRSs data, from the first year of adoption of IFRSs to the most currently 
available year of data, which is a total of five fiscal years (2005/2006 to 2009/2010). 
Since the RQ 3 is about demonstrating the usefulness of proposed IC productivity 
metrics in this study, the accessibility to HCE information is critical to the empirical 
results. Furthermore, A-IFRSs require stricter rules for capitalisation of intangible, 
impairment test, and limit management discretion compared with former AGAAP. Thus 
this section restricts sample data only after the IFRS adoption period to maintain a 
consistency in comparison of results. Therefore, the post-IFRS time frame (when every 
firm has to provide the HCE information) is able to avoid the imbalance between 
disclosed firms (continuously disclosing firms) and non-disclosed firms (non-disclosing 
firms) in terms of HCE data availability before the IFRS adoption period. As a 
consequence, this study constructs a post-IFRS data set of 160 firms over five years, a 
total of 675 firm-year observations.  
 
With respect to the GFC period, this study employs the descriptions from the US 
National Bureau of Economic Research (NBER). According to US NBER, the GFC 
started from December 2007 and lasted until June 2009 (NBER, 2011)5. Given sampled 
Australian firms’ reporting year ends in June, this study posits that sampled firms were 
under the influence of GFC from 2007/08 to 2008/09 (2 years).  
 
4.4 Human capital intensity (HCI) 
It is possibly to assume that the nature of human capital is heterogeneous according to a 
firm’s dependence on human capital or industry characteristics (e.g. high tech vs. low 
tech industry). Since the financial performance of 1 dollar of investment on human 
capital (e.g. HCE) may vary across different types of industries, it seems inevitable to 
                                               
5 Strictly speaking, it is 18 months from the peak to trough of GFC cycle according to NBER. 
Details are available from NBER (http://www.nber.org/cycles.html, viewed 17 March 2012) 
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consider human capital intensity (HCI) in analysing the value relevance of HCE. 
 
One of the frequently employed metrics in prior literature is to use the number of 
employees. For example, Ballester et al. (2002) introduce the labour intensity concept, a 
ratio of revenue to total employees. And Hand (2001) measured the quantity of human 
capital by the number of employees and the quality of human capital by a ratio of 
selling, general and administrative expenses to the number of employees. However, the 
use of the number of employees to measure the HCI is often regarded as an indirect 
method because this metric treats every employee as equal. Thus, ideally the direct 
measure of HCI should be a ratio of human to non-human capital which indicates the 
degree of labour (human capital) intensiveness (Lev and Schwartz 1971). Presumably, 
the sparsely disclosed HCE data makes it difficult to develop a direct measure of HCI 
especially for US based studies. In fact, by using Stockholm Stock Exchange data, 
Hansson (1997) develops a ‘dependence on human resource’ index, a ratio of average 
wages times the proportion of wages against non-wages cost, to form three different 
portfolios. Whereas a higher ratio means that the firm is personnel (labour) intensive, a 
lower ratio indicates capital intensiveness. 
 
Fortunately, IFRSs which mandates the disclosure of nature of expenses make it 
possible to develop a HCI ratio based on a direct measure (i.e. monetary terms) rather 
than an indirect measure such as the number of employees. Therefore, this study 
employs a ratio of HCE to total operating expenditure as a proxy of the HCI level. 
Again the operating expenditure information can be acquired from Osiris database. In 
essence, this ratio represents how much a firm would rely on its human capital to 
conduct ordinary operating activities. Like Hansson’s (1997) study, a higher (lower) 
HCI indicates labour (capital) intensive firms – the higher ratio of HCI, the more likely 
a firm will rely on its HC rather than other capital. Throughout this study, this concept 
of HCI is frequently quoted to explain a firm’s disclosing practices and industry 
characteristics (see appendix 1, section 4).  
 
4.5 Industry classification 
Industry attributes are considered important factors following prior literature. The 
problem is a consensus on the industry classification method is lacking among 
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researchers. For example Francis and Schipper (1999) and Barth et al. (1998) employ 
the US standard industry classification code (SIC code, see appendix 1, section 1). More 
recently, Sonnier (2008) uses the North America industry classification system (NAICS 
code) and Oliveira et al. (2006) apply the United Nation’s classification system known 
as ‘Nace Rev. 1’.  
 
This study employs Standard & Poor’s GlCS code®. One of the benefits of GICS 
code® is its text descriptions in the lowest level (8-digit code) which is useful to 
identify the industry characteristics. Based on these descriptions, this study groups 
companies in the full sample into high and low technology industries. Three sub-
industry categories are excluded as they are unclear on whether they are High-tech or 
Low-tech industry - 20201050 Environmental & Facilities Services, 25302010 
Education Services, and 45203030 Technology Distributor. In addition, McLachlan et 
al.’s (2002) scheme is employed for the categorisation of companies into manufacturing 
and service industries in Australian (see appendix 1, section 2 & 3). Again, two sub-
industries are excluded from all samples because they are unclear on whether they 
belong to manufacturing or service sector - 20105010 Industry Conglomerates and 
20201060 Office Services and Supplies. 
 
It should be noted that these two industry dichotomisations will not be highly 
correlated. For example, ‘Food Retail’ (GICS code: 30101030) and ‘Research 
Consulting Service’ (GICS code: 20202020) are identified as service sector rather than 
manufacturing sector. However, the differences in their HCI levels are quite remarkable 
(0.122 for Food Retail and 0.546 for Research Consulting Service). Furthermore, 
whereas ‘Food Retail’ is classified as low-tech industry, ‘Research Consulting Service’ 
is categorised as high-tech industry in this study (see appendix 1, section 4). Thus, 
according to this classification approach, a firm can be classified as service 
(manufacturing) sector and at the same time, high (low) tech industry. 
 
4.6 Firm Fixed effects model (panel data analysis) 
This study constructs a panel data set and includes a firm fixed-effects (hereafter FE) 
model following Banker et al. (2002), Kallapur and Kwan (2004), Pantzalis and Park 
(2009) and Greenhalgh and Rogers (2006). By constructing a panel data set, one can 
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achieve a firm fixed estimator in several different approaches. One of the well known 
approaches is to include an intercept dummy variable for each individual firm (Banker 
et al. 2002 and Kallapur and Kwan 2004). This firm-fixed model assumes that firm-
specific factors (unobserved heterogeneity) do not vary through time (e.g. management 
ability or legal system) and each dummy variable will control these firm-specific 
factors. As a result, all individual differences are captured by differences in the 
individual intercept parameters (Hill, Griffiths & Lim, 2007). By allowing heterogeneity 
among the sampled firms, this FE model is known as effective in mitigating an omitted 
variable problem, one of the typical problems in accounting research (Kallapur and 
Kwan 2004; De Jager, 2008). Dummy variables are inserted in the following manner: 
 
itititNNit XXFIRMFIRMFIRMY εββαααα +++++++= 221133220 .....  
where FIRMi is 1 for observations pertaining to ith firm (i = 2,3,…..N); 0 for otherwise. 
 
The joint significance of fixed effect estimates can be tested by using a redundant fixed 
effects test (Baltagi, 2008) for the choice between the pooled-OLS and FE models. If 
this redundant fixed effects test rejects the null hypothesis, which indicates the existence 
of firm specific heterogeneity among the sample, then it can be inferred that FE results 
will more accurately explain the causal relationship between variables by controlling 
firm fixed-effects. In all regression models in this study, the redundant fixed effects test 
rejects the null hypothesis, thus support the use of FE models. Period fixed effects can 
be considered together with firm fixed effect (also known as two-way fixed effects) 
such as Kallapur and Kwan (2004). However, redundant fixed effects tests indicate that 
the period effects are not significant in some cases, and most importantly, given the 
influence of IFRSs and the GFC and the sample period (combined 4 years out of total 8 
years), this study includes only firm-fixed (cross-sectional fixed) effects. Instead it 
inserts IFRS and GFC control variables to separately identify the specific economic 
impacts of these events. In addition, a panel data set allows two different techniques – 
fixed effect (FE) model and random effect (RE) model which assumes that individual 
firms in the sample are randomly selected. The Hausman test is conducted for the 
choice between a FE or RE model, and supports the FE model in all cases of this study.  
 
In essence, this study tabulates and presents the results of firm-fixed effects (FE) 
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models, based on results of the redundant fixed effects test and Hausman test.  
 
4.7 Chapter summary 
This chapter discusses the sample selection method, the development of human capital 
intensity (HCI) index, the industry classification method, and firm-fixed effects. 
 
With some exceptions, all sampled firms are ASX listed with reporting year ending in 
June from 2002/03 to 2009/10, a total of 8 years of sampled data. These sampled firms 
are then categorised according to their disclosing practices – continuously disclosing, 
newly disclosing, ambiguous disclosing and non-disclosure groups. For data selection 
and industry classifications, this study employs GICS code. And this chapter suggests 
human capital intensity (HCI), a ratio of HCE to operating expenditure, indicating the 
dependence on HC to manage ordinary business activities. Together with GICS 
classifications, this HCI level is presented in the appendix.  
 
In addition, the major economic events, IFRS adoption and GFC are considered. Lastly, 
this study describes the advantages of the firm-fixed effects method, which allows the 
firm specific heterogeneity by adding dummy variables for each company. This 
approach is well known for especially mitigating the omitted variable problem, one of 
the typical problems of analysis in accounting research. 
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CHAPTER 5. RESULTS AND DISCUSSION 
5.1 Introduction 
This chapter presents the research hypotheses, regression models and their empirical 
results pertaining to each research questions. Therefore, sections 2, 3 and 4 correspond 
with research questions 1, 2 and 3 respectively. 
 
Section 2 mainly addresses the changes in disclosure practices on HCE data driven by 
IFRS adoption. Before IFRS adoption, the disclosure of HCE was on a voluntary basis 
under former Australian GAAP. After the adoption of IFRSs, however, this section will 
explain that significant changes have occurred, and many Australian firms began to 
disclose HCE information. Whether to disaggregate HCE is another interest in this 
section. The differences in financial characteristics among sampled firms according to 
different disclosure practices are provided with statistic test results. 
 
Section 3 documents the value relevance of HCE under a firm-wide disclosure 
environment. Although most of the prior literature supports the value relevance of HCE, 
the implications in these studies are limited by sparsely and voluntarily disclosed HCE 
data (Ballester et al. 2002, Lajili 2004, Lajili and Zéghal 2005, , Lajili and Zéghal 2006, 
Wyatt 2008). Thus, the findings in previous research need to be revisited with the 
greater accessibility to HCE after the IFRSs implementation in Australia. This section 
presents the value relevance of HCE according to firms’ disclosure practices, the 
disaggregation of HCE items, and industry classifications and test of diminishing 
marginal product of labour.  
 
Research question 3 is addressed in section 4. In fact, research question 3 requires a test 
of the effectiveness of current intangibles accounting and suggests a new metric for IC 
as an alternative by adopting the concept of productivity. The newly available on HCE 
plays a key role in developing the suggested metric in this study. Thus, this section is an 
extension of previous sections and the main purpose is to suggest an application of firm-
wide disclosure of HCE to the study of IC. 
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5.2 Changes in disclosing practices on HCE  
5.2.1 Changes in disclosing practices in Australian firms in pre- and post – 
IFRS periods. 
Table 5.1 depicts the extent of change in HCE disclosure driven by an accounting 
regime change. Due to the different sample of years (3 and 5 years in pre- and post-
IFRS periods respectively), the percentages in the brackets are more comparable than 
the differences in number of observations.   
 
Table 5.1. Pre- and post-IFRS disclosure practices for HCE 
   
Pre-IFRSs 
(2002/03~2004/05) 
 
 
Post-IFRSs 
(2005/06~2009/10) 
Continuously disclosing   N (%) 254 (57%)  393 (58%) 
Newly disclosing  N (%) n.a.   177 (26%) 
Ambiguous  N (%) 23 (5%)  44 (6%) 
Non-disclosing  N (%) 165 (37%)  66 (10%) 
Total  N (%) 442 (100%)  680 (100%) 
 
As revealed in Table 5.1, the continuously disclosing and ambiguous disclosure groups 
do not show any distinct differences in percentage change between pre- and post-IFRS 
periods. After IFRS adoption, however, 26% of sampled firms began disclosing total 
HCE information (newly disclosing group), while the non-disclosure group (i.e., non-
complying in the post-IFRS period) declined from 37% to 10%. 
 
Before further analysis, it is noted that the voluntary disclosure rate of Australian firms 
in the pre-IFRS period (57%) is found in this study to be much higher than that of US 
studies where voluntary disclosure of HCE has been reported at less than 10% (e.g. 
Riahi-Belkaoui 1999; Ballester et al. 2002; and Lajili and Zéghal  2005). This large 
difference in extent of voluntary disclosure of HCE between the two countries may be 
attributed to several factors. 
 
First, most US studies rely on Compustat database, thus the availability of HCE 
information is likely to be restricted by the data collection approach of this database 
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(e.g. Ballester et al., 2002; Lajili and Zéghal, 2005)
6
. By comparison, this current 
Australian study exhaustively traces HCE in each annual report directly by hand. 
Second, even before IFRSs, a high proportion of Australian firms chose to classify their 
expense ‘by nature’ (see panel A of Table 5.2). Nearly 50% of Australian firms adopted 
the nature of expense method in the pre-IFRS period, thereby automatically disclosing 
HCE under the AGAAP regime. Third, before IFRS adoption, AGAAPs relating to 
aspects of employee benefits or entitlements were issued on accounting for employee 
benefits expenses items such as ‘long service leave’ and ‘annual leave’ that were 
different from many other countries (Deegan 2003; Deegan 2007). Although these 
specific labour entitlement items did not explicitly require disclosure, those standards 
implied that Australian accounting practices gave more weight to disclosing material 
HCE items than other countries. Such practice appears to have encouraged Australian 
firms to voluntary disclosure total HCE before IFRS adoption. Fourth, US GAAP is 
likely to be considered as rule based accounting standard whereas IFRS (e.g. Australian 
GAAP) is principle based. Thus, it can be safely assumed that US firms are unlikely to 
provide the additional disclosure simply because the accounting standards do not 
stipulate it. But, the principle based accounting standards such as AASB after IFRS 
adoption, are more likely to encourage additional disclosures that would be helpful for 
financial statement users since it provide a conceptual basis but not the detailed list of 
rule that the company must comply with. Finally, unlike US studies, this research 
excludes some industries according to selection criteria explained in the sample 
selection section. 
 
5.2.2 Cross-tabulation between expense classification forms and company 
disclosing types 
Table 5.2 arranges each sub-group according to its form of expense classification. 
Neither AASB 1018 during the pre-IFRS period, nor AASB 101 during the post-IFRS 
period, prescribed a standardized or specifically detailed financial statement format that 
firms had to adopt. As a result, variations in expense classifications can be found across 
                                               
6
 For example, Ballester et al. (2002, p.353) say that they use data line number 42 (Labour and 
related expense) on the Compustat Annual Industrial and Research Files. And they add this 
number includes wages and salaries, incentive compensation, pension costs and other benefit 
plans, payroll taxes, and profit sharing.  
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Australian firms. One exception is that if firm classify its expenses according to their 
function, ‘cost of sale’ should be separately disclosed at a minimum. Thus, the expense 
by function approach is also referred to as ‘cost of sale method’ (AASB 101 paragraph 
92). Thus, the existence of ‘cost of sale’ in the income statement is indicative of this ‘by 
function’ classification form.  
 
However, there are some firms which present both characteristics of the nature of 
expense (e.g. employee benefit expenses and/or depreciation) and the function of 
expense (e.g. cost of sale and/or distribution expense) at the same time. These firms are 
categorised as ‘Both’ format group, and most of these firms belong to distributor, 
retailer, or service providers. Thus, the ‘cost of sale’ in the income statements of these 
firms mainly comes from purchasing cost, not production cost. 
  
When the expense classification format chosen by a firm is cross-tabulated with its 
pattern of disclosure of total HCE in the pre- and post-IFRS periods, the association is 
found to be highly significant. All six cross-tabulation panels in Table 5.2 show a highly 
significant association between disclosing types and expense classifications as revealed 
by the Chi-squared probability test of p< 0.000 at the foot of each panel.   
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Table 5.2. Cross-tabulation analysis between disclosing types and expense classifications. 
 Pre-IFRS (2002/03-2004/05)  Post-IFRS (2005/06-2009/’10) 
 Nature Function Both2 Total  Nature Function Both2 Total 
 Panel A – Full sample          
Continuously disclosing 213 (48%) 8 (2%) 33(8%) 254 (58%)  318 (47%) 21 (3%) 54 (8%) 393 (58%) 
Newly disclosing - - - -  12 (2%) 156 (23%) 9 (1%) 177 (26%) 
Ambiguous disclosure 12 (3%) 11 (3%) - 23 (5%)  24 (4%) 20 (3%) - 44 (6%) 
Non-disclosure - 163 (37%) - 163 (37%)  - 66 (10%) - 66 (10%) 
 Total 225 (51%) 182 (41%) 33(8%) 440 (100%)  354 (52%) 263 (39%) 63 (9%) 680 (100%) 
 Pearson χ 2: 386.100  (p-value <0.000)  Pearson χ 2: 478.554 (p-value < 0.000) 
   
Panel B – Manufacturing   
Continuously disclosing 53 (45%) - - 53 (45%)  68 (38%) 10 (6%) - 78 (44%) 
Newly disclosing - - - -  6 (3%) 72 (40%) - 78 (44%) 
Ambiguous disclosure 3 (3%) 5 (4%) - 8 (7%)  4 (2%) 5 (3%) - 9 (5%) 
Non-disclosure - 56 (48%) - 56 (48%)  - 13 (7%) - 13 (7%) 
Total 56 (48%) 61 (52%) - 117 (100%)  78 (44%) 100 (56%) - 178 (100%) 
 Pearson χ 2 :109.486 (p-value<0.000)  Pearson χ 2 : 111.063 (p-value<0.000) 
   
Panel C – Service   
Continuously disclosing 160 (50%) 8 (3%) 33 (10%) 201 (63%)  250 (51%) 11 (2%) 54 (11%) 315 (64%) 
Newly disclosing - - - -  6 (1%) 78 (16%) 9 (2%) 93 (19%) 
Ambiguous disclosure  9 (3%) 6 (2%) - 15 (5%)  20 (4%) 15 (3%) - 35 (7%) 
Non-disclosure - 101 (32%) - 101 (32%)  - 52 (11%) - 52 (11%) 
Total 169 (53%) 115 (36%) 33 (10%) 317 (100%)  276 (56%) 156 (32%) 63 (13%) 495 (100%) 
 Pearson χ 2 : 269.976 (p-value<0.000)  Pearson χ 2 : 355.816 (p-value<0.000) 
Note: 1. Two sub-industries are excluded from all samples because they are unclear on whether they belong to manufacturing or service sector; GICS code 20105010 
(Industry Conglomerates) and 20201060 (Office Services and Supplies). 2. Firms that classify their expense both by nature and by function. 
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As shown in panel A of Table 5.2, it is noticeable that even before IFRSs, a majority of 
Australian firms presented their expense structure by nature approach. Excluding the 
ambiguous group, 48% of the total sample (n=213) adopted the nature of expense 
format, thereby enabling a higher (voluntary) disclosure rate of HCE. The 37% (n=163) 
of ‘non-disclosure’ firms in the pre-IFRS reflects their ‘by function’ expense 
classification choice.  
 
After IFRS adoption, 26% of the total sample started to provide HCE information for 
the first time (i.e., ‘newly disclosing’ group in panel A). Further, the extent of the ‘non-
disclosure’ group declines from 37% (n=163) to 10% (n=66) due to adoption of IFRSs. 
Interestingly, amongst the newly disclosing group, the number of observations in ‘by 
function’ approach is 156 (88% = 156/177). This means that most of the newly 
disclosing firms classified their expenses by function on the face of income statement, 
and at the same time provided the nature of expenses including HCE numbers in the 
financial notes, which is fully compliant with paragraph 93 of new AASB 101. 
Meanwhile, there is no conspicuous change in composition ratio within continuously 
disclosing and ambiguous disclosure groups due to IFRS adoption.  
 
Panels B and C of Table 5.2 present a split of data according to two broad industry 
types: manufacturing and service. While IFRS does not mention the association between 
expense classification format and industry type, the former AASB 1018 says “an entity 
engaged in providing services is more likely to classify its expense by nature than by 
function” (paragraph 5.2.4). Of course, the opposite inference is reasonable: 
manufacturers would be more likely to find the function of expense a natural choice. To 
categorise firms into two different industry types, the GICS® code and McLachlan et al. 
(2002) are used. The GICS ® code provides text descriptions in sub-industry levels, and 
McLachlan et al. (2002) also suggest a guideline regarding industry classification in 
Australia. Some support for this inference is seen in panel B of Table 5.2. Australian 
manufacturers slightly prefer the function of expense approach (52% in the pre-IFRS 
period and 56% in the post-IFRS period). More importantly, the disclosure of total HCE 
by manufacturing increased greatly due to IFRSs. Before IFRSs, 45% of manufacturing 
disclosed human capital related cost, but after IFRS this rose to 88% due to the strong 
take up by newly disclosing manufacturing firms. Again, most of the newly disclosing 
manufacturers present their expense by function and use notes to accounts to provide 
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the nature of expense including HCE (72 out of 78 firms). 
 
In terms of firms in service industries, panel C reveals they have preferred the nature of 
expense approach during both pre- and post-IFRS periods (53% and 56%). The newly 
disclosing service industry firms, however, have mostly chosen the function of expense 
approach (78 out of 93 firms).  Service industry firms make up most of the group that 
discloses ‘both’ formats of expense classifications. Hence, when counting the group that 
provides ‘both’ formats, the proportion of firms disclosing HCE was higher for service 
industry firms than for manufacturing industry firms in pre-IFRSs (63% vs. 45%). 
However, this comparison becomes slightly reversed in the post-IFRS period, where the 
total HCE disclosure rate for manufacturing is 88% and for service industries is 83%. 
This industry trend change is the result of a greater movement from non-disclosure to 
newly disclosing firms in manufacturing than in service industries.  
 
In summary, in the pre-IFRS period, the disclosing rate of HCE was higher in service 
industries mainly since ‘by nature’ and ‘both’ formats were dominant during that period. 
But the rate of disclosure of HCE became similar in both manufacturing and service 
industries in the post-IFRS period when most newly disclosing manufacturing firms 
responded to the new requirements of AASB101 by providing supplementary nature of 
expense information. 
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5.2.3 Firms’ financial characteristics compared between different 
disclosure groups 
To provide further insights into the characteristics of firms that have chosen to disclose 
HCE data compared to those that have not, Table 5.3 presents a comparisons of means 
and median of total assets, sales and return on equity (ROE) between the disclosing and 
non-disclosure groups of firms. Following the propositions in Ballester et al. (2002), 
this study posits that both the size (proxied by assets and sales) and the profitability 
(proxied by ROE) of a firm are main factors that motivate the disclosure of HCE.  The 
results in Table 5.3 reveal no significant differences between the two groups in terms of 
means and medians of firm size, sales, and ROE in the pre-IFRS period. This finding is 
different from Ballester et al. (2002) who report that firms with larger assets and higher 
ROE are more likely to voluntarily offer HCE information. But given that Australian 
firms of all sizes were subjected to a more specific accounting standard on components 
of HCE (AASB1028 Employee Benefits, albeit without mandated disclosure on HCE) 
than other countries before IFRSs, no significant difference between the two groups is 
understandable. 
 
Table 5.3. Firms’ financial characteristics compared for disclosing vs. non-
disclosure firms 
   Pre-IFRS (2002/03-2004/05)  Post-IFRS (2005/06-2009/10) 
N Mean Median 
t-test 
 p-value 
(Wilcoxon) 
 
 N Mean Median 
t-test 
 p-value 
(Wilcoxon) 
Total Asset           
Disclosing  254 1,018,148 85,686 0.532 
(0.188) 
 570 1,465,331  165,692 0.780 
(0.764) Non- 
disclosure  163 1,250,260 117,564  66 1,308,897  192,560 
SALE           
Disclosing  254 838,889 125,224 0.201 
(0.142) 
 570 1,477,013  228,444 0.000** 
(0.013*) Non- disclosure  163 1,312,392 166,818  66 466,294  162,673 
ROE2           
Disclosing  254 0.224 0.166 0.954 
(0.815) 
 570 0.232 0.165 0.099 
(0.016*) Non- disclosure 
 163 0.223 0.177  66 0.345 0.236 
Note 1. * significant at 5%, ** p-value: significant at 1% level. 2. ROE = Net income for year (t) divided 
by book value of common equity at the end of year (t-1). 
 
In the post-IFRS period, no significant difference is found between disclosing and non-
disclosure firms on the basis of their total assets or ROE levels. However, Table 5.3 
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indicates that non-disclosure firms have a significantly lower mean of sales than 
disclosing firms (t-test p-value < 0.000). The inference is that firms reporting a 
relatively low operating revenue (sales) level are more reluctant to reveal HCE 
information because it may reflect poorly on the firm’s human capital productivity.  
 
Turning to comparisons of financial characteristics of continuously disclosing firms 
versus newly disclosing firms during the post-IFRS period, Table 5.4 reveals some 
significant results. Since there is an asymmetry in the data set (3 years for pre-IFRS and 
5 years for post-IFRS), only post-IFRS data are tested for the more accurate 
comparison. In Table 5.4, firms are compared by level of HCE and HCI, as well as their 
total assets, sales and ROE.  The result is there are no significant differences between 
the total assets, sales or HCE of firms that continuously disclosed total HCE before and 
after IFRSs and those that newly disclosed it after IFRSs. However, significant 
differences are found in relation to the HCI level. Whereas continuously disclosing 
firms have 38.2% of average HCI, newly disclosing firms have only 27.2% of average 
HCI level, indicating a significantly lower HCI level in newly disclosing group. The 
differences in medians of two groups also confirm this point (32% and 24% 
respectively). Intuitively, this difference in HCI is likely to be an underlying explanation 
for any differences in HCE disclosing practices of continuously and newly disclosing 
firms. 
 
Table 5.4. Firm’s financial characteristics compared for continuously vs. newly 
disclosing firms after IFRS 
 Post-IFRS (2005/06-2009/10) 
 N Mean Median 
t-test 
p-value 
Wilcoxon 
p-value 
Total  Asset      
Continuously disclosing 393 1,467,601 158,638 0.986 0.879 
Newly disclosing 177 1,460,289 267,902   
SALE      
Continuously disclosing 393 1,245,313 216,875 0.165 0.383 
Newly disclosing 177 1,991,466 255,679   
ROE2      
Continuously disclosing 393 0.224 0.154   
Newly disclosing 177 0.252 0.202 0.289 0.000*** 
HCE      
Continuously disclosing 393 337,101 60,063   
Newly disclosing 177 304,094 59,930 0.632 0.764 
HCI      
Continuously disclosing 393 38.2% 32.0%   
Newly disclosing 177 27.2% 23.8% 0.000*** 0.000*** 
Note: 1. * significant at 5%, ** significant at 1%, *** significant at 0.1%. ROE = Net income for year (t) 
divided by book value of common equity at the end of year (t-1). 
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In fact, in a US study, Ballester et al.(2002) document that labour intensity proxied by 
revenue per employee is a strong motivating factor for voluntary disclosure of labour 
cost – the higher labour intensity, the more likely a firm would disclose its HCE 
voluntarily.  
 
If this holds for the Australian setting, HCI level can be one of the key factors that 
encourages Australian firms to disclose HCE even before the IFRS adoption as 
continuously disclosing firms have maintained a relatively higher HCI and disclosed 
HCE information long before the IFRS implementations. However, to measure human 
capital intensity using the number of employees may be not adequate because it treats 
every employee as equal. Thus, Lev and Schwartz (1971) argue that a direct measure (a 
ratio of human to non-human indicator) would be necessary in order to investigate the 
financial consequences of human capital investment. Since this study takes a similar 
approach to develop HCI – a ratio of HCE to operating expenditures, now it is possible 
to reconfirm the findings in Ballester et al. (2002) using  direct HCE information. In 
other word, while US studies used to employ ‘revenue per employee’ as a proxy for 
‘labour intensity’, this study can take advantage of the availability of widespread HCE 
data after IFRS adoption in Australia in 2005. To address this issue, a logistic regression 
on post-IFRS data is conducted following Ballester et al. (2002) and Lajili (2004). Table 
5.5 shows the results of the logistic regression model based on post IFRSs data. Log of 
sales (proxy for firm size) and ROE (proxy for profitability) are also added as control 
variables as in prior studies7. 
 
ititititit ROESalesHCIHCEPSCon εγγγγγ +++++= 53210 )log(                                          
 
where ‘Con’ is the dependant variable, scored as 1 if firm i belong to the continuously 
disclosing group, 0 if in the newly disclosing group; log(Sales) is the natural log of sales 
amount; ROE is return on equity, computed as income before extraordinary item for 
year (t) divided by book value of common equity at the end of year (t-1). The minimum 
                                               
7 Since regulatory bodies usually ask more information about a firm’s cost structure including 
HCE in US, another critical factor is ‘regulation’ in US context (e.g. Ballester et al 2002 and 
Lajili 2004). However, this study does not include this regulation factor because of two reasons. 
The first one is the differences in government and regulatory bodies between US and Australia. 
And the second one is that the most regulated industries in US context are utilities and financial 
institutions which are already excluded by sample selection criteria in this study 
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value of ROE is restrained to the 1 per cent percentile value; the maximum value is 
restrained to the 99 per cent percentile value. 
 
The result in Table 5.5 confirms that the higher (lower) a firm’s HCI, the more likely it 
belongs to continuously (newly) disclosing group after IFRSs. This finding supports at 
least two points. The first point is that HCI is a major motivating factor for HCE 
disclosure under voluntary disclosure bases such as US or pre-IFRS period in Australia. 
The second point is that after the adoption of IFRS, a HCE disclosure became more 
prevalent at the firm-wide level regardless of a firm’s HCI level. 
 
Table 5.5. Logistic regression results of continuously disclosing firms. 
 Intercept HCEPS HCI LOG(SALES) ROE 
Coefficient 0.387 0.134 3.146 -0.058 -0.186 
Std. Error 0.825 0.079 0.650 0.063 0.281 
z-Statistic 0.469 1.691 4.841*** -0.919 -0.663 
Note: Dependent variable is Con; 1 if firm i belong to continuously disclosing group, 0 newly 
disclosing group. LR statistics= 45.092 (p<0.000), total N = 566, N(Con=1)=389, N(Con=0)=177 * 
significant at 5%, ** significant at 1%, *** significant at 0.1% 
 
 
5.2.4 Aggregated versus disaggregated disclosing firms 
As a proxy for the quality of disclosure about HCE, firms are divided into sub-groups 
according to lines given in their financial statements related to accounting items on 
HCE. Three sub-groups are identified: ‘aggregated disclosing’ (firms that provide one 
single line of HCE alone), ‘disaggregated disclosing’ (firms that provide total HCE and 
other items such as wages and salaries, contributions to employees’ defined benefits 
plans and share-based compensation), and ‘aggregated to disaggregated disclosing’ 
(firms that provided HCE alone in the pre-IFRS period then changed to add 
disaggregated information in the post-IFRS period). Table 5.6 reclassifies the disclosing 
groups of Table 5.2 by their number of lines of HCE-related accounting items, 
excluding non-disclosure and ambiguous groups.  
 
The highlight of Table 5.6 in the pre-IFRS period is that most firms did not provide a 
break down structure of HCE (aggregated disclosing firms are 94% and disaggregated 
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are 6%). With the adoption of IFRSs, however, two major changes happened. First, 
around 26% (n=102) of continuously disclosing firms changed their disclosure practices 
from ‘aggregated’ to ‘disaggregated’ disclosure (average lines was 1.1 before IFRS, but 
became 5.3 after IFRS). Although these firms continuously (and voluntarily) provided 
HCE information regardless of IFRS adoption, this change in disclosure practices is 
quite noticeable. Thus, these firms are separately categorised as the ‘aggregated to 
disaggregated disclosing’ group. Second, as mentioned above, almost 26% of total 
sampled firms started to provide HCE information after IFRS adoption, but the majority 
of these firms (i.e., 72%) allocated three or more lines to specific HCE items. 
Interestingly, the adoption brought about a high proportion of disaggregated HCE 
disclosure amongst newly disclosing firms rather than continuously disclosing firms. 
 
Table 5.6.  Aggregated versus disaggregated disclosure for HCE 
  
Pre-IFRS 
(‘02/’03-‘04/’05) 
 
 
Post-IFRS 
(‘05/’06-‘08/’09) 
Continuously Disclosing        
Aggregated   N 
 
238 (94%)2 
 
266 (68%) 
Lines1 
 
1.1  
 
1.2  
Aggregated  to 
Disaggregated3  
N 
 
-  
 
102 (26%) 
Lines 
 
  
 
5.3  
Disaggregated   N 
 
16 (6%) 
 
25 (6%) 
Lines 
 
3.7  
 
4.2  
Sub-total N 
 
254 (100%) 
 
393 (100%) 
Newly Disclosing  
 
  
 
  
Aggregated N  -   49 (28%) 
Lines 
 
  
 
1.1  
Disaggregated N 
 
-  
 
128 (72%) 
Lines 
 
  
 
5.5  
Sub-total N 
 
-  
 
177 (100%) 
Note: 1. The average number of lines that are allocated to explain HCE in financial statements 2. 
Ratios are calculated based on each periods and disclosing type; 3. Aggregated disclosing before IFRS, 
but change to Disaggregated disclosing after IFRS. 
 
To seek a further understanding of differences in characteristics between firms in the 
pre-IFRS period that give disaggregated (n=16) versus aggregated (n=238) disclosure, a 
comparison of means becomes problematic due to the large difference in the size of the 
two groups. Therefore, a within-industries-matching approach was undertaken for the 
pre-IFRS period.  Firms were selected from the large aggregated disclosure group as an 
industry match, as far as possible, to the 16 firms from the disaggregated disclosure 
group. When the financial characteristics of these two groups are compared, the results 
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are that the disaggregated disclosure group, on average, has higher total assets, higher 
sales, higher ROE, higher HCE and higher labour intensity ratio. These results are 
somewhat consistent with findings in Ballester et al. (2002). They explain that big firms 
are more likely to voluntarily disclose more about HCE since they may experience 
economies of scale in terms of preparation costs and they also may want to alleviate 
higher political costs. In the Australian context, big firms would have similar incentives 
to provide greater details of their HCE structure.  
 
After IFRS adoption, the two disclosure groups begin to provide more detailed 
information regarding HCE. Apart from original disaggregated sub-group, 26% of 
continuously disclosing firms switched from aggregated to disaggregated sub-group 
after IFRSs, and 72% of newly disclosing firms provided disaggregated information 
with adoption of IFRSs as noted from Table 5.6. These two disaggregated sub-groups 
are especially noteworthy because they have sent more information to the market from 
the start of IFRS adoption. Table 5.7 compares the financial characteristics of these sub-
groups against their aggregated sub-groups after the IFRS period.  
 
The results indicate that for both groups, disaggregated disclosing firms have smaller 
total assets, revenues (sales), and HCE compared to aggregated disclosing firms. These 
differences are all significant except for one case, whereas there are no differences in 
ROE and HCI level.  Although the median differences are not that noteworthy as much 
as in mean differences, t-test and Wilcoxon test results support this point in general. The 
question raised by these findings in Table 5.7 is why do smaller firms (in terms of total 
assets, sales and total HCE) tend to voluntarily disclose more details about HCE, 
especially within the newly disclosing group? This result is intuitively unexpected. 
First, the expectation is that larger firms would give more detailed disclosure, based on 
arguments of their greater economies of scale or higher political costs.  Second, smaller 
firms are more likely to be concerned about protecting the competitive advantage of 
their labour force against larger competitors. This would encourage smaller firms to 
provide less detailed HCE disclosures because of the perceived proprietary costs 
involved (Samudhram et al., 2010). What, therefore, is a plausible explanation for the 
finding that smaller firms disclose more HCE details than larger firms? It is contended 
that the macro-economic situation in the Australian labour market during the post-IFRS 
period (after 2005) may be the contributing factor.  
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Table 5.7. Aggregated versus disaggregated disclosing firms after IFRS adoption 
 
 Post-IFRS (2005/06-2009/10) 
 
 Within Continuously disclosing  Within Newly Disclosing 
 
 
N Mean Median 
t-test 
p-value 
(Wilcoxon) 
 
N Mean Median 
t-test 
p-value 
(Wilcoxon) 
Total Asset           
Aggregated  266 1,203,736 152,903 0.000*** 
(0.114) 
 49 2,775,203 401,348 0.011* 
(0.010*) Disaggregated2  102 441,210 142,633  128 956,924 160,862 
SALE           
Aggregated  266 1,102,930 239,671 0.005** 
(0.019*) 
 49 4,688,989 421,166 0.037* 
(0.027*) Disaggregated2  102 558,113 142,608  128 958,820 194,416 
ROE           
Aggregated  266 0.226 0.158 0.225 
(0.701) 
 49 0.251 0.184 0.988 
(0.687) Disaggregated2  102 0.188 0.150  128 0.252 0.208 
HCE           
Aggregated  266 338,672 64,278 0.011* 
(0.007**) 
 49 621,491 94,170 0.036* 
(0.021*) Disaggregated2  102 184,359 38,973  128 182,590 42,088 
HCI           
Aggregated  266 39.6% 33.2% 0.340 
(0.493) 
 49 26.3% 24.6% 0.573 
(0.880) Disaggregated2  102 37.1% 31.7%  128 27.5% 23.6% 
Note: 1. * significant at 5%, ** significant at 1%, *** significant at 0.1%. 2. Within the continuously 
disclosing group, ‘disaggregated’ means ‘aggregated (before IFRS) to disaggregated (after IFRS) ’ 
 
 As Hansson (2004, p.353) mentioned, “labour markets are primarily local markets and 
there are even reasons to believe that labour markets are segmented within each local 
market”. After the first adoption year, the unemployment rates of Australia were steadily 
diminishing from 5.0% in 2005 to 4.2% in 2008 (OECD, 2010a). Even with the impact 
of GFC, the Australian job market is still strong. According to the OECD (2010b), as of 
2009, Australia has escaped from the influence of the global financial crisis (GFC), and 
its economy is expected be stronger in 2010 and 20118. Although the unemployment 
rate in 2009 rose to 5.5% due to GFC, unemployment is projected to fall again to 5.2% 
in 2010, the lowest level among OECD member countries. Specifically, the OECD 
(2010c, p2) explains the decrease of worked hours in Australia during 2008-2009 was 
                                               
8
 OECD (2010b), “Australia - Economic Outlook 88 Country summary”, available at: 
http://www.oecd.org/document/15/0,3343,en_2649_34573_45268687_1_1_1_1,00.html 
(viewed 12 February 2011). GDP growth rates of Australia were 5.0% (’07), 2.1% (’08), and 
dropped to 1.2% (’09). However, it is projected to bounce back to 3.3% in 2010 and 3.6% in 
2011 respectively. In response to GDP trends, the unemployment level were 4.4% (’07), 4.2% 
(’08), but rose up to 5.6% in 2009. But, it is also expected to fall again 5.2% in 2010 and 4.9% 
in 2011 
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attributed to declining working hours rather than a reduction of employment. It adds 
that the main reason is because “wide spread skills shortages in the years prior to 2007 
have encouraged firms to retain their staff in the expectation of a short-lived downturn 
and high costs of recruitment during the ensuring recovery”9. In this regard, it seems 
plausible that there has been a consistent demand for skilled workers even during the 
GFC. Since larger firms tend to pay higher wages, known as the ‘big-firm premium’ 
(e.g. Gibson and Stillman 2009), then a smaller firm may be in a relatively unfavourable 
position compared to its larger competitors to secure an adequate labour force. As a 
result, smaller firms in Australia are more likely to suffer from skilled labour shortage. 
Given that the disaggregated items of HCE are mainly related to various remuneration 
benefits to the labour force, the tendency of smaller firms to give disaggregated 
disclosure appears to be a signalling strategy to current and prospective employees 
about the firm’s competitiveness in the labour market.  Equally it may be a strategy to 
ease shareholders’ concerns about the firm’s ability to retain and attract a skilled work 
force. 
                                               
9
 OECD (2010c), “Country notes/what’s new in your country this year-Australia: Employment 
Outlook 2010-How does AUSTRALIA compare?”, available at: 
http://www.oecd.org/document/46/0,3343,en_2649_34747_40401454_1_1_1_1,00.html, 
(viewed 12 February 2011). It says, “The latest OECD Employment Outlook shows that more 
than 90% of the reduction in total hour worked in Australia in the two years to the end of 2009 
was due to declining working hours rather than reduction in employment, compared with just 
over half on average in previous downturns” (p.2). 
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5.2.5 Financial characteristics according to different industry 
classifications  
 
The full sample of 8 years data is classified in terms of firms’ industry types according 
to two different dichotomisations. The first classification is whether it is a high-tech or 
low-tech firm. And the second one is whether it is a manufacturing or service firm. For 
example, ‘Health care equipment’ (GICS code 35101010) is categorised as high-tech by 
first dichotomisation and then it is identified as manufacturing by second classification.  
 
Table 5.8. Financial characteristics according to different industry classifications 
  Full sample (2002/03~2009/10) 
 
 N Mean Median 
t-test 
 p-value 
Wilcoxon 
 p-value 
Panel A – High-tech vs. Low-tech       
Total Asset       
High-tech  203 2,033,368 107,179 0.086 0.012* 
Low-tech  599 1,133,207 159,161   
SALE       
High-tech  203 1,329,928 113,371 0.941 0.000*** 
Low-tech  599 1,304,535 235,604   
ROE       
High-tech  203 0.231 0.188 0.922 0.009** 
Low-tech  599 0.229 0.161   
HCE       
High-tech  203 310,567 32,812 0.713 0.144 
Low-tech  599 289,386 53,480   
HCI       
High-tech  203 48.4% 46.5% 0.000*** 0.000*** 
Low-tech  599 31.3% 27.3%   
       
Panel B – Manufacturing vs. Service       
Total Asset       
Manufacturing  209 813,370 145,561 0.004** 0.177 
Service  609 1,516,623 149,960   
SALE       
Manufacturing  209 721,752 134,449 0.001** 0.005** 
Service  609 1,484,118 216,875   
ROE       
Manufacturing  209 0.201 0.152 0.045* 0.035* 
Service  609 0.240 0.172   
HCE       
Manufacturing  209 130,187 30,103 0.000*** 0.000*** 
Service  609 345,889 61,016   
HCI       
Manufacturing  209 25.7% 24.8% 0.000*** 0.000*** 
Service  609 39.2% 33.0%   
Note. * significant at 5%, ** significant at 1%,  *** significant at 0.1% 
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Concerning the first classification approach, Panel A of Table 5.8 shows the outstanding 
difference in HCI level between two industries. Whereas high-tech industry has 48.4% 
of HCI level, low-tech industry has 31.3%. Even the differences in medians are greater 
than this – High-tech 46.5% but Low-tech 27.3% respectively. Accordingly, the statistic 
results are highly significant in both the t-test and Wilcoxon test.  
 
In the panel B of Table 5.8, a significant difference in HCI between two industries is 
also found – the mean and median of manufacturing are 25.7% and 24.8% respectively, 
whereas service group has a mean of 39.2% and a median of 33%. In addition to this, 
firm size, ROE, and HCE are much greater in the services industry rather than in 
manufacturing. The bigger sample size of service firms may account for the higher 
mean for these firms on absolute numbers in Table 5.8. 
 
In essence, there are highly significant differences in terms of HCI level according to 
two classification approaches. That is high-tech and service industries are more likely to 
rely on human capital rather than non-human capital to conduct daily operations in an 
organisation. The inference is that coefficients in the value relevance model for human 
capital investment may be higher due to a firm having greater human capital intensity.  
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5.2.6 Summary and discussion 
This section investigates the effects of the adoption of IFRSs in Australia on disclosure 
practices concerning company-wide HCE information. Identifying the incidence and 
pattern of changes in HCE disclosure practices by companies is a significant concern to 
corporate analysts and accounting researchers. To date, analysts and researchers have 
faced a barrier in measuring companies’ intellectual capital and productivity due to the 
poor availability of firm-wide HCE data. IFRS adoption offered the prospective of 
bringing about changes in company disclosure practices that might break down this 
barrier in data availability. The new drivers of HCE disclosures were AASB 119 
Employee Benefits and AASB 101 Presentation of Financial Statements, introduced in 
Australia at the time of IFRS adoption in 2005. Most importantly, AASB 101 mandated 
the nature of expense classification (entailing disclosure of at least the single item ‘total 
HCE’ somewhere in the financial statements). 
 
Results show that in the pre-IFRS period, approximately 60% of Australian firms 
voluntarily disclosed HCE (continuously disclosing firms) mostly because they chose to 
present their expense structure on a ‘by nature’ basis. After the adoption of IFRSs, a 
further 26% of sampled firms start to disclose HCE (newly disclosing firms). 
Interestingly, most of these newly disclosing firms stick to the ‘by function’ form of 
classification in their income statement, and additionally provide a note on expenses 
classified ‘by nature’ including HCE. These newly disclosing firms were found to have 
significantly lower human capital intensity (HCI) than continuously disclosing firms.  
 
In relation to the extent to which disclosed information about HCE is disaggregated, it is 
found that very few companies (6%) voluntarily provided disaggregated HCE 
information in the pre-IFRS period. After IFRS adoption, 26% of continuously 
disclosing firms that provided aggregated HCE in the pre-IFRS period, switched to 
disaggregated disclosure (aggregated to disaggregated sub-group within continuously 
disclosing group). By comparison, 72% of newly disclosing firms after adoption of 
IFRSs provided disaggregated HCE information (disaggregated sub-group within newly 
disclosing group). These two sub-groups are characterised by their changes in HCE 
disclosure in terms of disclosing lines at the time of adoption of IFRSs. Interestingly, 
these firms are found to be smaller (in terms of total assets, sales and HCE), suggesting 
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that different economic motives have driven their choice of providing disaggregated 
information about HCE. It is argued that a tight market for skilled labour during the 
post-IFRS period in Australia has encouraged management of smaller firms to signal 
more details about employee benefit expenses (i.e. HCE) as a strategy to retain their 
labour force and ease shareholders’ concerns about prospective labour shortage. 
 
Finally, this section points out that there are significant differences in term of human 
capital intensity, a ratio of HCE to operating expenditure. That is, high-tech and service 
industry are more likely to depend on human capital (e.g. labour force) to conduct their 
ordinary business activity compared with their counterparts, low-tech and 
manufacturing industry. Naturally, this finding implies that the causation relation 
between HC investment and its financial consequence may vary across different 
industry types. In the following section, this study tests the value relevance of HCE in 
various approaches. It appears that a different level in HCI may results in different 
financial performance in many cases. 
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5.3  Value relevance of HCE 
5.3.1 Descriptive statistics of the value relevance of HCE 
This section mainly relates to research question 2, the value relevance tests of HCE. In 
Table 5.9, descriptive statistics are provided on the parameters of the main variables 
(Panel A) and the correlations of the main variables (Panel B). All variables are deflated 
by the number of outstanding ordinary shares to control for heteroscedasticity. Figure 
5.1 is added to highlight the patterns of change in the main variables during the sample 
period. In relation to the main variables, Panel A shows a higher mean HCEPS and 
lower mean BVPS for the continuously disclosing group compared to the newly 
disclosing group, implying that continuously disclosing firms (who disclosed HCE 
throughout both voluntarily and mandatory accounting regimes) experience higher 
dependence on human capital than newly disclosing firms (who only disclosed HCE 
when it became mandatory). Turning to Panel B, this result indicates that both BVPS 
and HCEPS are highly positively correlated to P, suggesting that the share market is 
affected by these key accounting numbers. 
 
Table 5.9. Descriptive statistics for main variables in value relevance of HCE 
Panel  A- Parameters of main variables 
  
Full Sample  Continuously Disclosing  Newly Disclosing 
  
Mean 
   ($) 
Std. 
Dev. N  
Mean 
   ($) 
Std. 
Dev. N  
Mean 
($) 
Std. 
Dev. N 
P  4.277 6.908 1,093  3.449 4.676 636  7.721 12.678 173 
BVPS  1.599 1.642 1,092  1.536 1.621 634  1.946 1.814 177 
HCEPS  1.240 1.792 809  1.299 1.932 632  1.030 1.140 177 
 
        
Panel B – Pearson’s correlation coefficients (p-value) for main variables. 
 Full Sample  Continuously Disclosing  Newly Disclosing 
 P BVPS HCEPS  P BVPS HCEPS  P BVPS HCEPS 
P 1.000    1.000    1.000   
 (-----)    (-----)    (-----)   
BVPS 0.648 1.000   0.674 1.000   0.704 1.000  
 (0.000) (-----)   (0.000) (-----)   (0.000) (-----)  
HCEPS 0.409 0.511  1.000  0.547 0.531 1.000  0.565 0.559 1.000 
 (0.000) (0.000) (-----)  (0.000) (0.000) (-----)  (0.000) (0.000) (-----) 
Note:  P is the share price of firm i three months later after the end of financial year t; BVPS is book 
value per share of firm i at the end of financial year t; HCEPS is  human capital expenditure per share of 
firm i at the end of financial year t; N is the number of observations. 
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Figure 5.1. Movements of test variables (the means of P, BVPS and HCEPS) 
during the sample period 
 
 
Figure 5.1 depicts the movements of the test variables (the means of P, BVPS and 
HCEPS) during the sample period. The share price had a major downturn in 2007/08 
and 2008/09. This is consistent with the official period of the GFC defined by US 
NBER. As shown in Figure 5.1, the share price rose consistently before GFC, but 
dropped sharply in 2007/08, and recover slightly in 2008/09. Given that all listed 
companies in the sample for this study had financial years ending June 30, this defined 
period is considered to be appropriate. Thus, this study assumes that these two financial 
years (2007/08 and 2008/09) are under the influence of the GFC. 
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5.3.2 Value relevance of HCE 
The basic valuation model is employed from Lajili and Zéghal (2005). This basic model 
assumes a market value to accounting identity where the market value of equity is a 
function of the market value of assets less liabilities. Then, the information disclosed on 
the amount of HCE is introduced to test the additional explanatory power. Lajili and 
Zéghal’s (2005) basic model is: 
 
it210 εααα +++= ititit HCBVEMVE  
  
where MVE is the market value of equity per share, BVE the book value of equity per 
share, and HC is the human capital proxy variable and ε is an error term. 
 
The basic model is then converted into multiple models to test the value-relevance of 
total HCE under different conditions. Following Ahmed and Falk (2006) who posit that 
Australian companies usually report their financial statement about three months after 
the end of financial year, this study sets the share price at three months after the end of 
financial year as the dependant variable. The newly disclosing group that started to 
disclose after IFRS adoption is identified by the dummy variable ‘New’. 
 
Along with the effect of IFRSs on the value relevance of total HCE, the context of this 
study can be conducive to investigating the change in economic conditions that could 
affect the value relevance of HCE. Major turbulence in capital markets, including those 
in Australia, affected listed companies’ financial health during the GFC. Prior evidence 
from both the Asian economic crisis and Mexican currency crisis revealed reduced 
value relevance of reported earnings relative to book value (Graham and King, 2000; 
Graham et al., 2000; Davis-Friday and Gordon, 2005; and Davis-Friday et al., 2006). 
However, prior value relevance studies have not considered the effects of unrecognised 
intangibles in an economic downturn. Since HCE is deemed to be a major part of both 
reported earnings and unrecognised net assets (Flamholtz et al., 2002), it may also have 
an association with share price during a downturn of the magnitude of the GFC. Given a 
firm’s disclosure of the amount of HCE, analysts would have data of use in identifying 
the extent to which a decline in this amount during an economic downturn has depleted 
the firm’s unrecognised net assets. Alternatively, analysts would have data to identify 
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the extent to which a decline (or lack of decline) in the amount of HCE has improved 
(or weakened) reported earnings during an economic downturn. Either way, knowledge 
of the amount of HCE could have value-relevance in terms of a significant impact of 
share price of firms whose financial outlook is deteriorating. 
 
To investigate the impacts of IFRSs and GFC, two additional dummies are created. 
First, the time period from 2005/06 and 2006/07 (2 years) represents the post-IFRS 
adoption period (dummy ‘IFRS’). Second, the period from 2007/08 to 2008/09 (2 years) 
is identified as the dummy ‘GFC’. All variables are deflated by the number of 
outstanding ordinary shares to control the heteroscedasticity problem. 
 
Therefore, the hypotheses and test models are suggested as follow: 
 
H 1. Human capital expenditure (HCE) is significantly associated with the market value 
of shares. 
H 2. HCE in newly disclosing firms is significantly associated with the market value of 
shares. 
H 3. The impacts of IFRS on the value relevance of HCE are significantly associated 
with the market value of shares. 
H 4. The impacts of GFC on the value relevance of HCE are significantly and 
negatively associated with the market value of shares. 
 
 it210 εααα +++= ititit HCEPSBVPSP     … (1)      
 it543210 ** εαααααα ++++++= ititititit HCEPSNewHCEPSBVPSNewBVPSNewP …(2) 
it543210 ** εαααααα ++++++= ititititit HCEPSIFRSHCEPSBVPSIFRSBVPSIFRSP …(3) 
it543210 ** εαααααα ++++++= HCEPSGFCHCEPSBVPSGFCBVPSGFCP itititit … (4) 
 
where P is the share price of firm i three months later after (September) the end of 
financial year t; BVPS is the book value per share of firm i at the end of financial year t; 
HCEPS is human capital expenditure (HCE) per share of firm i at the end of financial 
year t; New is 1 if a firm belongs to newly disclosing group, 0 otherwise; IFRS is 1 if 
test year falls between 2005/06 and 2006/07 (2years), 0 otherwise; GFC is 1 if test year 
falls between 2007/08 and 2008/09(2 years), 0 otherwise; and ε is an error term 
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5.3.2.1 Full sample  
As shown in Panel A of Table 5.10, the regression coefficients of HCEPS are positive 
and significant in the full sample. When a ‘New’ dummy variable is added, the 
coefficient for New*HCEPS is still positive but insignificant.  Of particular research 
interest is the result that the effects of IFRSs are positively associated with HCEPS, 
indicating that the value relevance of HCE increased after IFRS adoption (see 
IFRS*HCEPS in Panel A model 3). It is evident that the new IFRS requirement (e.g. 
disclosure of the nature of expenses) increases the usefulness of HCE information.10  
 
In contrast, the effects of GFC are significantly inversely related to HCEPS (see 
GFC*HCEPS in Panel A model 4), indicating the value relevance of HCEPS switches 
from a positive to a negative force on the value of a firm when financial conditions take 
a major downturn. The additional Chow tests support the statistical differences between 
the coefficients except dummy ‘New’ at 5 % significance level (the last row in the 
table). But this one is also significant at 10% significance level. 
 
However, these results in Panel A of Table 5.10 may be biased since there is an 
asymmetry among the sampled firms – the full sample includes a mix of continuously 
disclosing firms (8 years of data) and newly disclosing firms (5 years of data). The data 
for continuously disclosing firms comprises 254 observations in the pre-IFRS 
(voluntary disclosure) period. In order to provide test results based on a sample in which 
all data are under the identical accounting regime, Panel B of Table 5.10 presents the 
regression results excluding the pre-IFRS data and without model 3 that concerns the 
effects of IFRS. Unexpectedly, the results fail to find a significant relationship between 
share price and HCEPS in model 1 and 2. Nevertheless, when the impact of the GFC 
years is controlled in model 4, the HCEPS becomes significantly positive.  
 
                                               
10 Throughout the test results, R2 values are quite high ranging from 80% to over 90% since 
dummy variables for each firm (cross-sectional unis) absorb the most of variations. In fact, the 
R2values in OLS method varies from 40%~80%. Wooldridge (2006, p.490) note "The R-squared 
from the dummy variable regression is usually rather high. This occurs because we are 
including a dummy variable for each cross-sectional unit, which explains much of the variation 
in the data....We should not get too excited about this large R-squared". And he adds the 
estimator on the (each) dummy variable is more important than R2. Naturally, this study focuses 
on explaining the significance of coefficients rather than the goodness of fit (R2 values) 
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Table 5.10. Regression results of full-sample and full-sample after IFRS adoption 
Dependent 
variable is P  
Panel A: Full-sample  Panel B: Full-sample after 
IFRS 
Model  [1] [2] [3] [4]  [1] [2] [4] 
intercept  1.458
***
 
(5.971) 
1.172*** 
(4.244) 
1.130*** 
(4.662)  
0.992*** 
(3.827)   
2.988*** 
(7.577) 
2.737*** 
(6.448) 
2.339*** 
(5.550) 
New  --- n.a. --- ---  --- n.a. --- 
IFRS  --- --- -0.163 (-0.681) ---  n.a. n.a. n.a. 
GFC  --- --- --- -0.293 (-1.204)  --- --- 
-0.191 
(-0.709) 
BVPS  1.122
***
 
(6.468) 
0.998*** 
(5.029) 
1.241*** 
(7.424)  
1.195*** 
(6.486)   
0.988*** 
(4.116) 
0.373 
(1.160) 
1.102*** 
(4.358) 
New*BVPS  --- 0.070 (0.152) --- ---  --- 
0.695 
(1.331) --- 
IFRS*BVPS  --- --- 0.269
*
 
(2.258)  ---  n.a. n.a. n.a. 
GFC*BVPS  --- --- --- -0.065 (-0.559)  --- --- 
-0.148 
(-1.198) 
HCEPS  0.880
***
 
(6.275) 
0.896*** 
(6.189) 
0.793*** 
(5.866)  
1.388*** 
(7.737)   
0.186 
(0.831) 
0.254 
(1.092) 
0.787** 
(2.778) 
New*HCEPS  --- 1.977 (1.817) --- ---  --- 
2.620* 
(2.400) --- 
IFRS*HCEPS  --- --- 0.486
***
 
(4.284)  ---  n.a. n.a. n.a. 
GFC*HCEPS  --- --- --- -0.377
***
 
(-3.368)   --- --- 
-0.273 
(-2.245)* 
A-R2  0.913 0.913 0.921 0.917  0.934 0.936 0.937 
F-statistics 
(p-value)  
61.739 
(0.000) 
61.251 
(0.000) 
66.911 
(0.000) 
64.138 
(0.000)  
58.095 
(0.000) 
59.335 
(0.000) 
60.452 
(0.000) 
N  802 802 802 802  560 560 560 
Chow test  
F –statistics 
 (p-value) 
 --- 
2.919 
 (0.055) 
22.934 
(0.000) 
13.523 
(0.000)  
 
  
8.181 
(0.000) 
9.376 
(0.000) 
Note: ‘New’ is a dummy variable, 1 if firm belongs to newly disclosing firms, 0 otherwise; ‘IFRS’ is a 
dummy variable, 1 if test year falls between 2005/06 and 2006/07 (2years), 0 otherwise; ‘GFC’ is a 
dummy variable, 1 if test year falls between 2007/08 and 2008/09 (2 years), 0 otherwise. Other 
variables are as previously defined. Results show coefficient, (t-statistic) and * significant at 5%, ** 
significant at 1%, *** significant at 0.1%.  
 
 
One of the plausible explanations is that a relatively lower HCI level in newly 
disclosing firms can undermine the explanatory power of HCEPS when pooled with 
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continuously disclosing firms that have a relatively higher HCI (see Table 5.4). And 
together with this, the value relevance of HCE may react differently against the impacts 
of GFC according to their HCI. The higher HCI (i.e. continuously disclosing firm in this 
case) may cause the more responsive reaction to the GFC effects.  
 
Overall, hypothesis 1, 3, and 4 are supported by the results in Table 5.10, but hypothesis 
2 is rejected. Thus, the results support the expectation that HCE is value relevant 
information. However, the events of IFRS adoption and the GFC are found to impact on 
the value relevance of HCE in positive and negative directions respectively. Results in 
Table 5.10 fail to find the value relevance of HCE data in newly disclosing group. Thus, 
in the next step, this study splits the total sample into continuously and newly disclosing 
firms so as to provide a more precise analysis of value relevance of these two groups. 
 
5.3.2.2  Continuously disclosing vs. newly disclosing firms 
Panel A in Table 5.11 presents the results for continuously disclosing firms for the full 8 
years of data. Overall, HCEPS is highly positively related to share price as expected. It 
is also quite distinct that IFRS and GFC have contrary effects on the value relevance 
model. Regarding the effects of IFRS, positive associations are found both in book 
value and HCEPS (model 3 in Panel A), meaning that the value relevance of HCE 
increased after the newly implemented IFRS. Although these continuously disclosing 
firms have disclosed HCE information regardless of IFRS adoption, it appears that 
changes driven by IFRS adoption (e.g. more detailed and consistent disclosure) have 
brought some positive effects on the value relevance of HCE (see Kim and Taylor, 
2011). 
  
Contrary to this positive effect of IFRS adoption, the GFC caused HCEPS to be 
significantly negatively related to share price (model 4 in Panel A). Drawing from Barth 
et al. (1998), Davis-Friday et al. (2006) hypothesized that the value relevance of net 
income decreases as financial health deteriorates. Their argument is that net income 
partially reflects unrecognised net assets, resulting in a decrease in the value relevance 
of net income and an increase in the value relevance of book value under financial 
distress. The reason is that liquidation value reflected by book value becomes more 
important than unrecognized net assets in net income. Furthermore, given that 
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accounting standards traditionally treat HCE as an expense not an asset item, and there 
are some arguments of consistent underestimation of the value of human resource 
investment (e.g. Lev 2004 and Hansson 1997), this negative effect on share price of the 
interaction of GFC and HCE is understandable. In summary, HCE of the continuously 
disclosing group (that has higher HCI) is significantly and positively related to share 
price. When the effect of IFRS-adoption on HCE disclosure is considered, HCEPS is 
found to continue to have value relevance in a positive direction. By comparison, when 
the effect of GFC on HCE is considered, HCEPS is found to be value relevant in a 
negative direction.  
 
Panel B of Table 5.11 shows the HCEPS in newly disclosing firms is positively and 
significantly related to share price. But, the moderating effect of GFC (i.e. 
GFC*HCEPS) is insignificant, albeit its negative sign. It appears that a lower HCI in 
newly disclosing firms makes their amount of HCE less susceptible to market re-
evaluations due to the impact of the GFC.  
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Table 5.11. Regression results of continuously and newly disclosing firms 
 Dependent 
variable is P  
Panel A- 
 Continuously disclosing firms  
Panel B- 
 Newly disclosing firms` 
Model  [1] [3] [4]  [1] [4] 
intercept  0.751
**
 
(3.055) 
0.594* 
(2.501) 
0.233 
(0.893)  
2.701* 
(2.617) 
2.267* 
(2.124) 
IFRS  --- -0.177 (-0.709) ---  n.a.  n.a.  
GFC  --- --- -0.281 (-1.080)  --- 
-0.379 
(-0.594) 
BVPS  0.998
***
 
(5.295) 
0.988*** 
(5.444) 
1.106*** 
(5.539)  
1.068 
(2.159)* 
1.047* 
(2.005) 
IFRS*BVPS  --- 0.307
*
 
(2.398) ---  n.a.  n.a.  
GFC*BVPS  --- --- -0.122 (-0.923)  --- 
0.011 
(0.041) 
HCEPS  0.896
***
 
(6.518) 
0.840*** 
(6.395) 
1.374*** 
(7.753)  
2.873* 
(2.239) 
3.696** 
(2.778) 
IFRS*HCEPS  --- 0.488
***
 
(4.435) ---  n.a.  n.a.  
GFC*HCEPS  --- --- -0.341
**
 
(-2.996)  --- 
-0.453 
(-1.092) 
A-R2  0.805 0.828 0.817  0.958 0.959 
F-statistics 
(p-value)  
28.897 
(0.000) 
32.547 
(0.000) 
30.250 
(0.000)  
86.402 
(0.000) 
82.771 
(0.000) 
N  629 629 629  173 173 
Chow test 
F –statistics 
 (p-value) 
 
 
  
25.022 
(0.000) 
12.819 
(0.000)  
 
  
1.801 
(-0.150) 
Note: All variables are the same as previously defined. Results show coefficient, (t-statistic) and * 
significant at 5%, ** significant at 1%, *** significant at 0.1%. 
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5.3.3 Value relevance of HCE according to disaggregated disclosure 
Another issue in this section is whether or not the disaggregation of information about 
HCE increases its value relevance. To test this hypothesis, each firm is classified into 
‘disaggregated firm’ and ‘aggregated firms’. Few human capital studies have attempted 
to analyse individual sub-item amounts of total HCE (presumably because of scant 
financial information regarding sub-items). By comparison, quite a number of 
intellectual capital (IC) studies have investigated textual information on a range of 
categories of IC disclosures (e.g. Guthrie and Petty, 2000; Guthrie et al., 2006; and Li et 
al., 2008). This study employs a dummy variable ‘Dis’ to test the value relevance of 
disaggregated HCE disclosures using model 5.  
 
H 5. The disaggregated HCE is significantly associated with the market value of shares 
 
ititititit HCEPS DisβHCEPSBVPSP εβββ ++++= *  3210  … (5) 
 
where Dis is 1 if the firm disaggregates HCE into several sub-items; 0 otherwise. Other 
variables are the same as previously defined. 
 
Table 5.12 below shows the regression results for continuously disclosing and newly 
disclosing firms that have offered disaggregated information on HCE. The coefficients 
on ‘Dis*HCEPS’ are not significantly associated with share price indicating that, 
contrary to expectation, more disaggregated information does not affect the value 
relevance of HCE.  Since IFRSs do not mandate any standardized format, companies 
have disclosed the sub-items of HCE in an inconsistent and incomplete way in the 
financial reports. Nevertheless total HCE is a mandated item of disclosed and is 
consistently presented as a single line of disclosure. But due to inconsistencies in 
multiple-item disclosures, the value relevance of specific sub-items of HCE is not 
testable in this study. Thus, this study focuses only on whether total HCE has been 
disaggregated or not as indicated by the dichotomous ‘Dis’ measure in Table 5.12. As 
shown in the table, the disaggregated numbers do not improve any value relevance and 
hypothesis 5 is rejected.  
 
Based on disaggregated samples, wages and salaries account for approximately 80-90% 
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of the total amount of HCE. In this regard, investors are likely to perceive that 
disaggregated disclosures do not convey any more value relevance compared to the 
aggregate number in terms of HCE. As a result, managements’ discretionary decision to 
be more open about the composition of HCE does not appear to increase the value 
relevance of HCE. 
 
Table 5.12. Regression results for disaggregated (multiple line) HCE disclosure 
Dependent 
variable is P  
Panel A-Continuously disclosing  Panel B-Newly disclosing 
Model  [5 ]  [5 ] 
Intercept  0.734(2.947)**  
 
2.717(2.632)** 
BVPS  1.004(5.307)***  
 
0.936(1.828) 
HCEPS  0.870(5.745) ***  
 
1.649(0.928) 
Dis*HCEPS  0.110(0.410)  
 
2.152(0.996) 
A-R2  0.805  0.958 
F-statistics 
(p-value)  28.547(0.000) 
 
 
84.580(0.000) 
N  629  173 
Note: ‘Dis’ is a dummy variable, 1 if firm discloses disaggregated HCE information; 0 otherwise. Other 
variables are as previously defined. Results show coefficient, (t-statistic) and * significant at 5%, ** 
significant at 1%, *** significant at 0.1%. 
 
However, other studies have found support for the value relevance of specific HCE 
items – for example, Amir (1993) finds that the post-retirement benefit other than 
pension (PRB) obligations estimated by a present-value method is value-relevant in the 
US context. Further, Ang et al. (1999) document evidence that the disclosed 
superannuation information is value relevant in the industrial sector based on Australian 
firm data. Therefore, the results in this study do not suggest any definitive conclusions 
about the value relevance of specific HCE items that may be critical in the firm’s value-
creation process for example, training cost, performance-based bonuses, salary and 
wages for scientists. As a consequence, more standardised and consistent HCE 
information is needed in order to conduct a more precise study, which is not mandated 
under even the IFRS regime. 
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5.3.4 Diminishing marginal product of labour 
Drawing from economic theory, the law of diminishing marginal product of labour is 
the main interest in this section. This economic theory suggests that the increase in 
value of the last employee will diminish as the number of employees increases (Mankiw 
2007). Specifically, as confirmed in Tables 5.4 and 5.8, there are significant differences 
in terms of the HCI level among the different company and industry groups. The 
continuously disclosing group, high-tech industry, and service industry show a relatively 
higher HCI level than their counterparts (newly disclosing, low-tech, and 
manufacturing). These differences are all highly significant. Thus, this study posits that 
the industry with higher HCI level is more likely to experience diminishing marginal 
effects.  
 
To test this proposition, the full sample is decomposed into sub-groups according to two 
dichotomisation approaches – high-tech versus low-tech and manufacturing versus 
service industry. Then, a quadratic term applied to HCEPS is inserted into the basic 
model as shown in model 6. This generates a non-linear relationship between share 
price (P) and HCE as a basis for a significance test of the assumption of diminishing 
marginal product of labour. If the law of diminishing marginal product holds, then γ2 on 
HCEPS will be a positive sign (+), but γ3 on HCEPS2 will be a negative sign (-); these 
combined coefficients reflect diminishing marginal effects. 
 
H 6a. Continuously disclosing firms are more likely to experience the diminishing 
marginal product of labour than newly disclosing firms. 
H 6b. High-tech firms are more likely to experience the diminishing marginal product of 
labour than low-tech firms. 
H 6c. Service firms are more likely to experience the diminishing marginal product of 
labour than manufacturing firms. 
 
it
2
3210 εγγγγ ++++= HCEPSHCEPSBVPSP ititit  … (6) 
 
where HCEPS2 is the quadric term of HCEPS; other variables are the same as 
previously defined. 
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Table 5.13. Regression results of test model 6 with the assumption of diminishing 
marginal product of labour 
Dependent 
variable is 
P 
 
 
Panel A: Full-sample  Panel B:  Continuously vs. Newly 
  Full-sample Full-sample after IFRS  
Continuously 
disclosing firms 
Newly  
disclosing firms 
Model  [6] [6]  [6] [6] 
intercept  0.769(2.398)* 1.837(3.317)**  0.068(0.210) 3.507(2.614)* 
BVPS  0.971(5.448)*** 0.775(3.079)**  0.854(4.444)*** 1.053(2.127)* 
HCEPS  1.896(5.587)*** 1.684(2.767)**  1.859(5.601)*** 1.263(0.590) 
HCEPS2  -0.069(-3.282)** -0.086(-2.644)**  -0.065(-3.183)** 0.371(0.941) 
A-R2  0.914 0.935  0.808 0.958 
F-statistics 
(p-value)  62.276(0.000) 58.548(0.000)  29.185(0.000) 84.506(0.000) 
N  802 560  629 173 
          
  Panel C: Hi-tech vs. Low-tech  Panel D:  Manufacturing vs. Service 
Dependent 
variable is 
P 
 
 
Hi-tech Low-tech  Manufacturing Service 
Model  [6] [6]  [6] [6] 
intercept  3.026(5.054)*** -0.273(-0.651)  -0.820(-0.652) 0.716(2.086)* 
BVPS  1.048(3.260)** 0.942(4.147)***  1.141(2.496)* 0.897(4.559)*** 
HCEPS  1.478(1.541) 2.313(5.892)***  4.259(1.873) 1.703(4.775)*** 
HCEPS2  -0.056(-0.686) -0.091(-3.913)***  -0.025(-0.070) -0.057(-2.593)** 
A-R2  0.959 0.839  0.963 0.861 
F-statistics 
(p-value)  134.814(0.000) 30.291(0.000)  135.469(0.000) 37.895(0.000) 
N  202 581  205 592 
Note: HCEPS2: quadratic term of human capital expenditure per share of firm i at the end of financial 
year t, having a non-linear curve expected to be diminishing. Other variables are the same as previously 
defined. Results show coefficient, (t-statistic) and * significant at 5%, ** significant at 1%, *** 
significant at 0.1%. 
 
Table 5.13 presents the results for various sample groupings – based on whether firms 
have continuous or new HCE disclosure histories, or are in industry groupings of high 
versus low-tech or manufacturing versus services. Panel A in Table 5.13 indicates that 
the phenomenon of diminishing marginal product has an effect on the value relevance of 
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HCE over the whole sample and the post-IFRS sample (i.e. the coefficient for HCEPS2 
is significantly negative). It is interesting to recall that HCEPS in the post-IFRS sample 
was non-significant in the results for the basic value-relevance model shown in Table 
5.10 Panel B models 1 and 2. However, both HCEPS and HCEPS2 become significant 
after adding HCEPS2 to model 6 in Table 5.13 panel A. This is evidence that the value 
relevance of HCE is better explained when the diminishing marginal product factor is 
included in the model. 
 
In the next results in Table 5.13, the newly-disclosing group and the manufacturing 
industry group each show a non-significant relationship between HCEPS2 and share 
price (panel B and D). The inference is that the share market views the economic 
phenomenon of a diminishing increase in the value of the last employee as the number 
of employees increases, as immaterial for newly disclosing or manufacturing firms. It 
appears that lower HCI levels in these two groups make them less responsive (sensitive) 
to incremental amounts of HCE (see Table 5.8).  
 
Interestingly, however, the market also views HCEPS2 as not having value relevance for 
high-tech firms despite its higher HCI level. By contrast, the low-tech industry 
significantly indicates the diminishing marginal product albeit at its relatively lower 
HCI level (48.4% and 31.3% respectively). Romer (1986) demonstrates from analytic 
research that the marginal productivity of knowledge does not diminish over time, but 
rather increases. Since then, the notion that a knowledge economy may not be 
experiencing diminishing marginal product (returns) on its investments in knowledge 
creation has spread, especially as applied to high-tech industries (e.g. Ortner, 2006; 
Fuller, 2005). Even after IFRS and GFC are considered as control variables, the main 
results do not change in Table 5.14. 
 
The above results shed a new light on US studies such as Lajili (2004). He employs the 
concept of value marginal product of labour (VMPL, the marginal product of labour 
times the price of output). He finds that VMPL is consistently higher in non-disclosing 
firm (equivalent to newly disclosing group in Australian setting) than disclosing firms 
(equivalent to continuously disclosing group in Australian setting). He notes that this 
result might suggest that employees in the non-disclosing group are more productive.  
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Table 5.14 Regression results of test model 6 with IFRS and GFC dummy variables 
Dependent 
variable is P 
 
 
Panel A: Full-sample  Panel B:  Continuously vs. Newly 
  Full-sample Full-sample after IFRS  
Continuously 
disclosing firms 
Newly  
disclosing firms 
Model  [6] [6]  [6] [6] 
intercept  0.410(1.284) -0.017(-0.025)  -0.242(-0.757) 3.166(2.360)* 
IFRS 
 
0.541(2.821)** 1.038(3.380)*** 
 
0.625(3.161)** n.a. 
GFC 
 
-0.676(-3.335)*** -0.203(-0.703) 
 
-0.726(-3.386)*** -0.792(-1.843) 
BVPS  1.076(6.154)*** 1.033(4.087)***  0.937(4.991)*** 1.031(2.103)* 
HCEPS  2.122(6.225)*** 2.646(4.327)***  2.047(6.160)*** 2.199(1.009) 
HCEPS2  -0.080(-3.831)*** -0.132(-4.057)***  -0.073(-3.598)*** 0.276(0.699) 
A-R2  0.918 0.939  0.820 0.959 
F-statistics 
(p-value)  64.777(0.000) 62.286(0.000)  30.767(0.000) 84.403(0.000) 
N  802 560  629 173 
          
  Panel C: Hi-tech vs. Low-tech  Panel D:  Manufacturing vs. Service 
Dependent 
variable is P 
 
 
Hi-tech Low-tech  Manufacturing Service 
Model  [6] [6]  [6] [6] 
intercept  2.648(4.337)*** -0.652(-1.571)  -1.898(-1.516) 0.363(1.060) 
IFRS 
 
0.429(0.991) 0.576(2.627)** 
 
0.464(1.287) 0.645(2.873)** 
GFC 
 
-0.706(-1.564) -0.689(-2.942)** 
 
-0.890(-2.411)* -0.608(-2.521)* 
BVPS  1.094(3.389)*** 1.060(4.770)***  1.239(2.804)** 0.988(5.128)*** 
HCEPS  2.029(1.966) 2.497(6.402)***  5.778(2.583)* 1.891(5.216)*** 
HCEPS2  -0.096(-1.117) -0.099(-4.337)***  -0.228(-0.642) -0.066(-2.993)** 
A-R2  0.959 0.847  0.966 0.867 
F-statistics 
(p-value)  131.160(0.000) 31.695(0.000)  138.823(0.000) 39.282(0.000) 
N  202 581  205 592 
Note: HCEPS2: quadratic term of human capital expenditure per share of firm i at the end of financial 
year t, having a non-linear curve expected to be diminishing. Other variables are the same as previously 
defined. Results show coefficient, (t-statistic) and * significant at 5%, ** significant at 1%, *** 
significant at 0.1%. 
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However, when the diminishing marginal effects and HCI level are considered together, 
this lower level of VMPL in disclosing firms (continuously disclosing firms in 
Australian setting) can be interpreted in this way; firms with higher HCI level are more 
likely to experience diminishing marginal product of labour, thus they have a smaller 
marginal product of labour and eventually smaller VMPL. Inversely, this HCI produces 
a greater VMPL level in the non-disclosing group in the US setting. The above 
argument suggests that the diminishing marginal effects and HCI are important factors 
when considering HC and IC related research. Furthermore, as discussed in the next 
part, industry characteristics (e.g. high-tech versus low-tech or manufacturing versus 
service) can make a difference in HC and IC studies.  
 
In summary, hypotheses 6a and 6c are supported. But hypothesis 6b is rejected. 
Therefore, the diminishing marginal product of labour can impact on the value 
relevance of HCE. However, high-tech industry does not obey this economic 
phenomenon despite its higher HCI level. 
 
5.3.5 Reliability of HCE information as inferred by its value relevance 
according to industry characteristics 
A further area of prior research that ties HCE to the off-balance sheet growth of 
intellectual capital over the past few decades is value-relevance research. Collins et al. 
(1997) argue that while the incremental value relevance of earnings has declined, that of 
book value has increased in the US share market. They point out that an increasing 
intangible intensity is one of the reasons for this value relevance shift from earnings to 
book value. Since then, several studies have paid attention to the effects of firm or 
industry characteristics (i.e. high-tech vs. low-tech) on the value relevance of 
accounting numbers (e.g. Barth et al., 1998a; Francis and Schipper, 1999; Lev and 
Zarowin, 1999; Greenhalgh and Rogers, 2006). Even though human capital is deemed a 
key element of intellectual (intangible) capital, the high-tech industry seems to have a 
substantial portion of unrecorded (uncapitalised) human capital, since human capital 
investment is largely expensed as incurred. Assessing the extent of unrecognised 
intangibles depends on the perceived uncertainty of the value-creation process generated 
from HCE. This reliability aspect of value-relevance can be benchmarked against the 
inherent uncertainty of the value-creation process for companies in different industries. 
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In the same context, the service industry is another issue of interest. To test these 
hypotheses, test model 7 is applied to each sub-partitioned group. 
 
H 7a. HCE is less significantly associated with the market value of shares in high-tech 
industry than in low-tech industry. 
H 7b. HCE is less significantly associated with the market value of shares in 
manufacturing industry than in service industry. 
 
it210 εδδδ +++= ititit HCEPSBVPSP … (7) 
 
where P is share price of firm i three months later after (September) the end of financial 
year t; BVPS is book value per share of firm i at the end of financial year t; HCEPS is 
human capital expenditure (HCE) per share of firm i at the end of financial year t; ε is 
an error term. 
 
Table 5.15 presents regression results according to different industry sectors and reveals 
that HCEPS has value relevance in all industry sectors. Thus, hypothesis 7 is rejected. 
However, in Panel A, HCEPS has less value relevance for firms in the ‘high-tech’ 
industry sector (significant at 5% level) compared to firms in the ‘low-tech’ industry 
sector (significance at 0.1% level). This relatively weaker value relevance for high-tech 
firms could be due to certain characteristics of this industry sector. These characteristics 
include a dependence on “intellectual capital that emphasizes the important role played 
in value creation and value exaction by human resources, especially those who have 
high-tech knowledge and creative ability” (Zhu, 2009, p.349) and an environment of 
“competition and volatile conditions in high-tech markets resulting in shortening 
product life cycles with non-cyclic demand patterns” (Aytac and Wu, 2011, p.425). 
Typically, therefore, high-tech firms face higher uncertainty about when or whether 
current expenditure on human resources will generate future returns. The inference is 
that the share market, when assessing the value of high-tech firms, would treat the 
disclosure of HCE information as having high relevance, but low reliability. As 
previously mentioned, Barth et al. (2001) contends that value relevance of information 
about an investment is a joint determination of its relevance and reliability. And Wyatt 
(2008) points out that the value relevance of an investment is basis of not only a value 
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construct but also the process by which the value is expected to be created. The value-
relevance of information will be decreased to the extent that the value creation process 
is uncertain or ill-defined, making the information less reliable. This argument is 
invoked to interpret the result in Table 5.15 Panel A that HCEPS is less significantly 
related to share price in the ‘high-tech’ industry sector than other industry sectors. From 
this result it is contended that the market’s evaluation of the value relevance of HCE is 
affected by the perceived reliability of attempts to quantifying the value creation process 
arising from HCE. 
  
Table 5.15  Regression results of test model 7 according to different industry types 
Dependent 
variable is 
P 
 Panel A: High tech vs. Low-tech  Panel B: Manufacturing vs. Service 
High-tech Low-tech  Manufacturing Service 
Model  [7] [7]  [7] [7] 
intercept  3.322(8.005)*** 0.813(2.542) *  -0.757(-0.872) 1.343(5.471)*** 
BVPS  1.140(3.907)*** 1.129(5.006)***  1.153(2.740)** 1.026(5.365)*** 
HCEPS  0.862(2.538) * 0.904(5.687)***  4.111(4.811)*** 0.858(5.883)*** 
A-R2  0.959 0.834  0.964 0.859 
F-statistics 
(p-value)  139.206(0.000) 29.552(0.000)  139.785(0.000) 37.775(0.000) 
N  202 581  205 592 
Note: The high (low) tech industry means firms in the industry are likely (not likely) to have significant 
unrecorded intangible asset. Other variables are the same as previously defined. Results show 
coefficient, (t-statistic) and * significant at 5%, ** significant at 1%, *** significant at 0.1%. 
 
5.3.6 Robustness test based on the original Ohlson model (1995) 
To limit the potential omitted variable problems and to ensure the robustness of results, 
this study performs additional robust test based on the original Ohlson model (1995) 
which includes the earnings variable from model 1 to 4 and model 6. Therefore, the 
initial models in the previous sections are rewritten by including EPS variable as follow; 
 
it3210 εαααα ++++= itititit HCEPSEPSBVPSP     … (1')  
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it
2
6543210 εγγγγγγγ +++++++= ititititit HCEPSHCEPSEPSBVPSGFCIFRSP  … (6") 
 
Where EPSit is annual earnings per share before extraordinary items for firm i at the end 
of financial year t. Other variables are the same as previously defined. 
 
Test results are presented at table 5.16 to 5.19. Throughout the whole robust tests, the 
coefficients of EPS are all positively significant implying EPS effectively alleviates the 
omitted variable problems.  
 
In Panel A of Table 5.16 confirms the positive association between HCE and share price 
even after controlling earnings factor. In addition, the contradictory effects of IFRS and 
GFC can be confirmed - whereas the effects of IFRS adoptions are positively 
significant, those of GFC affect negatively on the value relevance of HCE. Panel B of 
Table 5.16, however, does not support these arguments. This may be because the higher 
HCI level in continuously disclosing group and the lower HCI level in newly disclosing 
group have been mixed up in the same sample, making it harder to identify the effects 
of HCE on share price. Again, the whole sample is split into continuously and newly 
disclosing firms in Table 5.17 as in a same manner in the Table 5.11 except the EPS 
variable.  
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Table 5.16 Regression results of full-sample and full-sample after IFRS adoption 
including EPS 
Dependent 
variable is P  Panel A: Full-sample  Panel B: Full-sample after IFRS 
Model  [1'] [2'] [3'] [4']  [1'] [2'] [4'] 
intercept  1.356
***
 
(6.112) 
1.466*** 
(5.630) 
0.701** 
(3.297) 
0.993*** 
(4.304)  
2.956*** 
(8.039) 
3.133*** 
(7.582) 
2.401*** 
(6.325) 
New  --- n.a. --- ---  --- n.a. --- 
IFRS  --- --- -0.268 (-1.294) ---  n.a. n.a. n.a. 
GFC  --- --- --- -0.300 (-1.389)  --- --- 
-0.181 
(-0.749) 
BVPS  0.423
*
 
(2.513) 
0.627*** 
(3.425) 
0.850*** 
(5.392) 
0.255 
(1.412)  
0.288 
(1.199) 
0.299 
(0.997) 
0.048 
(0.192) 
New*BVPS  --- -1.944
***
 
(-3.563) --- ---  --- 
-1.615** 
(-2.680) --- 
IFRS*BVP
S  --- --- 
-0.577*** 
(-3.959) ---  n.a. n.a. n.a. 
GFC*BVPS  --- --- --- 0.382
**
 
(2.840)  --- --- 
0.414** 
(2.807) 
EPS  6.426
***
 
(11.898) 
6.158*** 
(10.162) 
6.131*** 
(12.554) 
8.492*** 
(12.773)  
5.259*** 
(8.004) 
3.702*** 
(4.772) 
8.075*** 
(9.903) 
New*EPS  --- 4.409
**
 
(2.645) --- ---  --- 
6.865*** 
(3.899) --- 
IFRS*EPS  --- --- 6.817
***
 
(8.317) ---  n.a. n.a. n.a. 
GFC*EPS  --- --- --- -3.371
***
 
(-5.290)  --- --- 
-3.886*** 
(-5.564) 
HCEPS  0.554
***
 
(4.249) 
0.491*** 
(3.591) 
0.385** 
(3.228) 
0.860*** 
(5.216)  
-0.001 
(-0.003) 
0.025 
(0.112) 
0.375 
(1.450) 
New*HCEP
S  --- 
0.673 
(0.663) --- ---  --- 
1.140 
(1.087) --- 
IFRS*HCE
PS  --- --- 
0.248* 
(2.475) ---  n.a. n.a. n.a. 
GFC*HCEP
S  --- --- --- 
-0.205* 
(-2.018)  --- --- 
-0.141 
(-1.265) 
A-R2  0.928 0.929 0.941 0.934  0.942 0.945 0.949 
F-statistics 
(p-value)  
75.309 
(0.000) 
74.923 
(0.000) 
90.901 
(0.000) 
81.138 
(0.000)  
66.779 
(0.000) 
68.116 
(0.000) 
74.209 
(0.000) 
N  802 802 802 802  560 560 560 
Note: ‘New’ is a dummy variable, 1 if firm belongs to newly disclosing firms, 0 otherwise; ‘IFRS’ is a 
dummy variable, 1 if test year falls between 2005/06 and 2006/07 (2years), 0 otherwise; ‘GFC’ is a 
dummy variable, 1 if test year falls between 2007/08 and 2008/09 (2 years), 0 otherwise. Other 
variables are as previously defined. Results show coefficient, (t-statistic) and * significant at 5%, ** 
significant at 1%, *** significant at 0.1%.  
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Table 5.17 Regression results of continuously disclosing firms and newly disclosing 
firms including EPS 
 Dependent 
variable is P  
Panel A- 
 Continuously disclosing firms  
Panel B- 
 Newly disclosing firms` 
Model  [1'] [3'] [4']  [1'] [4'] 
intercept  0.505
*
 
(2.248) 
0.268 
(1.293) 
-0.014 
(-0.062)  
4.959*** 
(4.964) 
4.802*** 
(4.659) 
IFRS  --- -0.259 (-1.192) ---  n.a. n.a. 
GFC  --- --- -0.283 (-1.231)  --- 
-0.434 
(-0.750) 
BVPS  0.627
***
 
(3.587) 
0.814*** 
(5.015) 
0.486** 
(2.653)  
-1.317* 
(-2.184) 
-1.706** 
(-2.657) 
IFRS*BVPS  --- -0.539
***
 
(-3.458) ---  n.a. n.a. 
GFC*BVPS  --- --- 0.363
*
 
(2.563)  --- 
0.801* 
(2.210) 
EPS  6.158
***
 
(10.641) 
5.319*** 
(10.136) 
9.644*** 
(12.146)  
10.567*** 
(5.801) 
12.181*** 
(6.149) 
IFRS* EPS  --- 7.567
***
 
(7.251) ---  n.a. n.a. 
GFC* EPS  --- --- -5.047
***
 
(-6.127)  --- 
-4.014* 
(-2.565) 
HCEPS  0.491
***
 
(3.761) 
0.419*** 
(3.510) 
0.692*** 
(4.213)  
1.165 
(0.986) 
1.600 
(1.310) 
IFRS*HCEPS  --- 0.200
*
 
(1.970) ---  n.a. n.a. 
GFC*HCEPS  --- --- -0.092 (-0.883)  --- 
0.053 
(0.127) 
A-R2  0.839 0.870 0.859  0.967 0.968 
F-statistics 
(p-value)  
35.792 
(0.000) 
44.046 
(0.000) 
40.313 
(0.000)  
107.190 
(0.000) 
103.437 
(0.000) 
N  629 629 629  173 173 
Note: All variables are as previously defined. Results show coefficient, (t-statistic) and * significant at 
5%, ** significant at 1%, *** significant at 0.1%. 
 
 
It is confirmed that the share price in the continuously disclosing groups are much likely 
to be sensitive against the changes in HCE presumably because of their high 
dependence on human capital in the Panel A of Table 5.17. On the other hand, newly 
disclosing group does not indicate any significant association between HCE and share 
price in the Panel B. Compared with Table 5.11, test fail to find out the positive value 
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relevance of HCE in newly disclosing firms. Given the lower HCI level in newly 
disclosing group, however, these findings are somewhat consistent with previous 
findings – i.e. the lower (higher) HCI level in newly (continuously) disclosing group 
makes share price less (much) sensitive against the changes in HCE. 
 
Table 5.18 is showing the test results under the assumption of diminishing marginal 
return with EPS variable. Although some positive coefficients of HCEPS are found both 
in Panel A and B, overall the results in Table 5.18 does not find out any significant 
patterns with respect to HCEPS and HCEPS2 variables. This may be attributed to the 
effects of IFRS adoption and GFC that are so overwhelming among the sampled data.  
 
Therefore, the next table, Table 5.19 controls these effects by adding two dummy 
variables – IFRS and GFC. In the panel A of Table 5.19, whereas the full sample does 
not indicate, the post IFRS sample surely represents the existence of diminishing 
marginal effects. There are no conspicuous trends in Panel B (continuously vs. newly) 
and Panel D (manufacturing vs. service) comparison. The most remarkable contrast is 
exhibited in Panel C (Hi-tech vs. Low-tech) comparison. Again, it supports the 
argument that the high-tech industry does not follow the law of diminishing marginal 
product of labour despite its higher dependence on labour force (higher HCI level). 
Notwithstanding the lower HCI level, the Low-tech industry is clearly showing the 
diminishing marginal effects of labour. Whereas the coefficient of HCEPS is1.291, 
positively significant at 0.1%, that of HCEPS2 is – 0.045, negatively significant at 5% 
level.  
 
Overall, even after controlling the earnings effects, the robust tests demonstrate that the 
main findings are similar – the higher HCI, the more likely HCE is to be associated with 
share price. And the industry characteristics and HCI levels play a pivotal role in 
analysing a firm’s human capital.  
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Table 5.18 Regression results of test model 6 with the assumption of diminishing 
marginal product of labour including EPS 
Dependent 
variable is P 
 
 
Panel A: Full-sample  Panel B:  Continuously vs. Newly 
  Full-sample Full-sample after IFRS  
Continuously 
disclosing firms 
Newly  
disclosing firms 
Model  [6] [6]  [6] [6] 
intercept  1.200
***
 
(4.054) 
2.661*** 
(4.742)  
0.352 
(1.176) 
5.014*** 
(4.080) 
BVPS  0.400
*
 
(2.340) 
0.250 
(1.014)  
0.601*** 
(3.375) 
-1.312* 
(-2.159) 
EPS  6.321
***
 
(11.370) 
5.132*** 
(7.521)  
6.039*** 
(10.085) 
10.542*** 
(5.681) 
HCEPS  0.793
*
 
(2.437) 
0.390 
(0.653)  
0.722* 
(2.224) 
1.048 
(0.548) 
HCEPS2  -0.016 (-0.802) 
-0222 
(-0.698)  
-0.015 
(-0.776) 
0.028 
(0.078) 
A-R2  0.928 0.942  0.839 0.966 
F-statistics 
(p-value)  
74.736 
(0.000) 
66.224 
(0.000)  
35.395 
(0.000) 
104.122 
(0.000) 
N  802 560  629 173 
          
  Panel C: Hi-tech vs. Low-tech  Panel D:  Manufacturing vs. Service 
Dependent 
variable is P 
 
 
Hi-tech Low-tech  Manufacturing Service 
Model  [6] [6]  [6] [6] 
intercept  3.346
***
 
(6.467) 
0.089 
(0.227)  
0.966 
(0.817) 
1.034** 
(3.240) 
BVPS  -0.550 (-1.588) 
0.672** 
(3.162)  
-0.364 
(-0.747) 
0.448* 
(2.380) 
EPS  10.058
***
 
(7.671) 
5.674*** 
(9.017)  
9.060*** 
(5.943) 
5.891*** 
(9.241) 
HCEPS  0.593 (0.712) 
1.095** 
(2.825)  
3.483 
(1.681) 
0.783* 
(2.274) 
HCEPS2  -0.008 (-0.125) 
-0.036 
(-1.597)  
-0.527 
(-1.550) 
-0.015 
(-0.712) 
A-R2  0.969 0.862  0.970 0.881 
F-statistics 
(p-value)  
178.379 
(0.000) 
35.831 
(0.000)  
160.679 
(0.000) 
44.806 
(0.000) 
N  202 581  205 592 
Note: HCEPS2: quadratic term of human capital expenditure per share of firm i at the end of financial 
year t, having a non-linear curve expected to be diminishing. Other variables are as previously defined. 
Results show coefficient, (t-statistic) and * significant at 5%, ** significant at 1%, *** significant at 
0.1%. 
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Table 5.19 Regression results of model 6 with IFRS and GFC dummy variables 
including EPS 
Dependent 
variable is P 
 
 
Panel A: Full-sample  Panel B:  Continuously vs. Newly 
  Full-sample Full-sample after IFRS  
Continuously 
disclosing firms 
Newly  
disclosing firms 
Model  [6] [6]  [6] [6] 
intercept  0.844
**
 
(2.867) 
0.993 
(1.457)  
0.045 
(0.155) 
4.318** 
(2.713) 
IFRS  0.580
**
 
(3.313) 
0.894** 
(3.073)  
0.593** 
(3.286) 
0.323 
(0.473) 
GFC  -0.568
**
 
(-3.060) 
-0.196 
(-0.721)  
-0.725*** 
(-3.701) 
0.217 
(-0.373) 
BVPS  0.507
**
 
(3.032) 
0.511* 
(2.047)  
0.686*** 
(3.961) 
-1.134 
(-1.730) 
EPS  6.222
***
 
(11.481) 
4.759*** 
(7.152)  
5.981*** 
(10.345) 
9.964*** 
(5.111) 
HCEPS  0.994
**
 
(3.042) 
1.330* 
(2.193)  
0.923** 
(2.864) 
1.634 
(0.823) 
HCEPS2  -0.026 (-1.303) 
-0.067* 
(-2.086)  
-0.023 
(-1.228) 
0.003 
(0.008) 
A-R2  0.932 0.946  0.850 0.966 
F-statistics 
(p-value)  
77.996 
(0.000) 
69.628 
(0.000)  
37.620 
(0.000) 
99.456 
(0.000) 
N  802 560  629 173 
          
  Panel C: Hi-tech vs. Low-tech  Panel D:  Manufacturing vs. Service 
Dependent 
variable is P 
 
 
Hi-tech Low-tech  Manufacturing Service 
Model  [6] [6]  [6] [6] 
intercept  3.005
***
 
(5.693) 
-0.281 
(-0.730)  
0.005 
(0.004) 
0.679* 
(2.147) 
IFRS  0.632 (1.690) 
0.550** 
(2.718)  
0.383 
(1.146) 
0.673** 
(3.264) 
GFC  -0.321 (-0.819) 
-0.674** 
(-3.117)  
-0.583 
(-1.681) 
-0.570* 
(-2.570) 
BVPS  -0.456 (-1.325) 
0.790*** 
(3.811)  
-0.141 
(-0.290) 
0.539** 
(2.941) 
EPS  9.948
***
 
(7.624) 
5.600*** 
(9.175)  
8.131*** 
(5.293) 
5.885*** 
(9.504) 
HCEPS  0.802 (0.888) 
1.291*** 
(3.371)  
4.610* 
(2.213) 
0.955** 
(2.747) 
HCEPS2  -0.024 (-0.320) 
-0.045* 
(-2.031)  
-0.614 
(-1.824) 
-0.023 
(-1.102) 
A-R2  0.970 0.870  0.970 0.887 
F-statistics 
(p-value)  
173.727 
(0.000) 
37.688 
(0.000)  
158.859 
(0.000) 
46.873 
(0.000) 
N  202 581  205 592 
Note: HCEPS2: quadratic term of human capital expenditure per share of firm i at the end of financial 
year t, having a non-linear curve expected to be diminishing. Other variables are as previously defined. 
Results show coefficient, (t-statistic) and * significant at 5%, ** significant at 1%, *** significant at 
0.1%. 
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5.3.7 Summary and Discussions 
This section documents the value relevance of HCE amount under firm-wide level 
disclosure environments due to IFRSs adoption in Australia. The findings provide 
insights concerning the use of human resource-based accounting information in the 
valuation of companies with more complete and consistent set of HCE data that has not 
been available in prior studies.  
 
Test results reveal, firstly, that disclosure of total HCE is value relevant in both the 
voluntary and mandatory accounting disclosure regimes. This result on the value-
relevance of total HCE adds support to prior evidence by Ballester et al. (2002) and 
Lajili and Zéghal (2005, 2006) from the voluntary reporting regime in the US. It also 
adds new evidence from the mandatory reporting regime of IFRSs adopted in Australia.  
 
Second, this study reveals that consistency in the value relevance of total HCE does not 
hold for the GFC years where it is found that HCE is value-relevant in a negative 
direction. This finding provides evidence in support of Barth et al.’s (1998) argument 
that the value-relevance of unrecognised net assets (e.g. intangibles) is expected to 
decline when firms face a less healthy financial outlook.  
 
Third, this study finds that voluntary disclosure of disaggregated HCE information does 
not improve value-relevance. Given the relatively high proportion of wages and salary 
within the total amount of HCE (approximated as ranging from 70-90%), and the high 
diversity in items of human resource-related expenditure voluntarily disclosed, it is not 
surprising to find a lack of value relevance for the extent of items of disaggregated HCE 
information disclosed. However, it should be noted that other studies have found 
specific HCE items to be value relevant such as post-retirement benefit in US (Amir, 
1993) or superannuation in Australia (Ang et al., 1999). This suggests more complete 
and consistent disaggregated HCE information would be needed by the share market.  
 
Fourth, this study provides new evidence that when a measure of diminishing marginal 
return from HCE is added to the value-relevance model it provides a significant result. 
Using the whole sample for the post-IFRS period, HCEPS is found to be non-significant 
in the basic value-relevance model, but when HCEPS2 is added to the model it causes 
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both HCEPS and HCEPS2 to become significant. This implies that the value relevance 
of HCE can be increased when the diminishing marginal product factor is considered in 
the model. However, this factor does not have value-relevance in some industries, 
notably, the high-tech industry group. It is found that the market views HCEPS2 as not 
having value relevance for high-tech firms, giving support to Romer’s (1986) claim that 
the marginal productivity of knowledge does not diminish over time.  
 
Finally, this study addresses Wyatt’s (2008) argument that value relevance tests (for 
intangibles) should be a joint test of the relevance of the selected value construct and the 
reliability of the process by which the value is expected to be created. As evidence of 
Wyatt’s ‘joint test’ of value-relevance, this study groups the sample into industries that 
differ according to the inherent uncertainty of the value creation process from 
investment in human capital. It finds lower significance of HCE for industries with 
higher inherent uncertainty in the value-creation process of its human resources, 
inferring that the securities market jointly evaluates HCE data on its relevance and 
reliability. 
 
In essence, this section empirically documents one of the possible research works using 
newly accessible HCE data. The findings in this section confirm the usefulness of this 
information and its extendibility in future research in line with value relevance studies. 
In the following section, this study tries to adopt a different perspective, namely 
productivity, and demonstrates another application of firm-wide HCE information to the 
study of intellectual capital. 
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5.4 IC productivity and Firm value 
In the previous sections, this study explained the changes in HCE disclosing practices 
driven by IFRS adoptions and their application to the modelling of value relevance. In 
this section, this study tries to suggest another application of HCE information, namely 
intellectual capital (IC) productivity. It first tests for the value relevance of recognised 
intangible assets as reported in the balance sheet of the sampled companies. Then 
models of the value relevance of intellectual capital as estimated through a productivity 
ratio are developed. This intellectual capital productivity measure is computed using the 
concept of value-added as a ratio of human capital and structural capital respectively.  
 
5.4.1 The value relevance of intangible assets in the balance sheet 
The central interest in this section is to compare the typical value relevance approach to 
the proposed productivity approach as an alternative. The first approach tackles the 
issue of whether the intangible assets in balance sheet provide relevant information to 
the market as reflected in a firm’s share value. The second approach demonstrates the 
usefulness of the productivity concept for linking IC/intangible investments to firm 
value. Thus, this study employs two different valuation models, one for each approach.  
 
The first one is the typical model to test the value relevance of intangible assets in the 
balance sheet as inspired by McCarthy and Schneider (1995) and Godfrey and Koh 
(2001). And the dummy ‘GFC’ is added as a control variable for the GFC period. 
 
H 8a. Intangible assets in the balance sheet are positively associated with the market 
value of shares. 
H 8b. The impacts of GFC are negatively associated with the market value of shares. 
 
itititititit NCLIABINTANP εβββββ +++++= 43210 …(8a) 
itititititit GFCNCLIABINTANP εββββββ ++++++= 543210  … (8b) 
 
where  P is the price of ordinary shares of Australian firm i three months after the end of 
fiscal year t; TAN is tangible asset (total asset less intangible asset) per share of firm i at 
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the end of fiscal year t; IN is  Intangible asset per share of firm i at the end of fiscal year 
t; LIAB is Liabilities per share of firm i at the end of fiscal year t; NC is Net income per 
share of firm i at the end of fiscal year t; GFC is 1 if test year falls between 2007/08 and 
2008/09 (2 years), 0 otherwise; ε is an error term. 
 
Again, the industry differences may play a crucial role in value relevance results, 
particularly with respective to high-tech and service industries (e.g. Collins et al., 1997; 
Lev and Zarowin, 1999; and Francis and Shipper, 1999). Since high-tech and service 
firms tend to rely more on intangible assets, one of the main interests here is whether 
the intangible assets in high-tech and service firms are more value relevant than those in 
low-tech and manufacturing firms. To test the effects of high-tech and service firms, two 
dummy variables, ‘Hi’ and ‘Se’ are added as an interaction term applied to intangible 
assets – i.e.,  Hi*IN and Se*IN. Thus, the hypotheses and test models with industry 
effects are as follow;  
 
H 8c. Intangible assets in the balance sheet are more significantly associated with the 
market value of shares in high-tech industry than in low-tech industry 
H 8d. Intangible assets in the balance sheet are more significantly associated with the 
market value of shares in service industry than in manufacturing industry. 
 
ititititititit INHiGFCNCLIABINTANP εβββββββ +++++++= *6543210 …(8c) 
ititititititit INSeGFCNCLIABINTANP εβββββββ +++++++= *6543210 …(8d) 
 
where Hi is 1 if firm i belongs to high-tech industry; otherwise 0. Se is 1 if firm i belong 
to service industry. Other variables are the same as previously defined. 
 
5.4.1.1 Descriptive statistics for the value relevance of intangible assets 
Table 5.20 presents the descriptive statistics of major variables in this study. All 
variables in regression models are winsorized at 1st and 99th percentiles of their 
distributions to control the effects of outliers (e.g. Choi et al., 2011). As explained in 
chapter 4, this section focuses only on the post-IFRS period (2005/2006 to 2009/2010) 
for more accurate comparisons. Thus, the total number of firm-year observations is 675 
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for 160 Australian firms for 5 financial years. 
 
Panel A of table 5.20 presents the descriptive statistics of accounting numbers from 
financial statements for the first valuation model, the typical approach of value 
relevance of intangible assets. The share price three months after the fiscal year-end has 
the mean of $ 4.6 with median of $2.43. By contrast, the means of tangible assets per 
share and intangible assets per share are $ 2.94 and $ 0.89 respectively, which indicates 
that the recognized tangible assets are approximately three times bigger than the 
intangible assets in the balance sheet. Again the mean of liability is $2.08, which is 
approximately two times larger than intangible assets in the balance sheet. 
 
Table 5.20. Descriptive statistics for the value relevance of intangible assets 
Panel A –Parameters of major variables 
 P TAN IN LIAB NC 
Mean 4.5917 2.9440 0.8880 2.0805 0.2924 
Median 2.4300 1.6114 0.2653 0.9885 0.1627 
Maximum 33.6445 14.1179 7.1602 12.3572 1.8282 
Minimum 0.0915 0.0615 0.0000 0.0198 0.0022 
Std. Dev. 6.3311 3.2009 1.4848 2.5716 0.3592 
N 672 675 675 675 675 
  
Panel B – Pearson correlation coefficients of major variables 
 P TAN IN LIAB NC 
P  1.0000 (-----)     
TAN  0.6297 (0.0000) 
1.0000 
(-----)    
IN  0.4308 (0.0000) 
0.3868 
(0.0000) 
1.0000 
(-----)   
LIAB 0.5866 (0.0000) 
0.9005 
(0.0000) 
0.6314 
(0.0000) 
1.0000 
(-----)  
NC 0.8596 (0.0000) 
0.6738 
(0.0000) 
0.4104 
(0.0000) 
0.5929 
(0.0000) 
1.0000 
(-----) 
Note  P is the price of ordinary share of Australian firms i at three months later after the end of fiscal 
year t; TAN is tangible asset (total asset less intangible asset) per share of firm i at the end of fiscal year 
t; IN is Intangible asset per share of firm i at the end of fiscal year t; LIAB is Liabilities per share of 
firm i at the end of fiscal year t; NC is Net income per share of firm i at the end of fiscal year t. 
 
In Panel B, it is markedly notable that the tangible assets per share is highly correlated 
with liabilities per share (correlation coefficient is over 0.9). This may cause an 
110 
 
undesirable multicollinearity problem in the regression analysis. In order to avoid this 
problem, this study can use alternatives (net) book value instead of tangible assets and 
liabilities. However, this study applies model 8 without any modification, since the 
centre of interest is the coefficient of intangible assets in the balance sheet. In addition, 
firm fixed-effects (FE model) designed to effectively alleviate this multicollinearity 
problem. The VIF statics are less than 5 in all regressions according to FE model. 
 
5.4.1.2 Test results 
Table 5.21 presents the results of four fixed-effects regressions of models 8a to 8d, the 
typical value relevance approach based on the balance sheet and income statement. 
First, the coefficients on TAN are highly positively significant in models 8a and 8b. 
Second and most importantly, the intangible assets (IN) are not significantly associated 
with share price among the sampled Australian firms in all regression models except for 
8d. This non-significant result means hypothesis 8a is rejected; this study fails to find 
the value relevance of intangible assets recorded in the balance sheet. 
 
With respect to pre-IFRS data in Australia, Godfrey and Koh (2001) find a positive and 
significant value relevance of intangible assets in total as well as separate items – 
goodwill and identifiable intangible assets except for capitalized R&D. Also Bugeja and 
Gallery (2006) find a significant association between total intangible assets and market 
value. However, they also find some mixed results in sub-partitioned groups –
significant for goodwill but insignificance for identifiable intangible asset. Even after 
IFRS adoption, Chalmers et al. (2008) documents contradictory findings – while the 
value relevance of goodwill increased under A-IFRS, that of identifiable intangibles 
became insignificant after IFRS adoption. They reason that this is because the effect of 
IFRSs, which limits management discretions, is positively related to the value relevance 
of goodwill, but negatively related to identifiable intangible assets at the same time. 
Given that the data set in this study began at the first adoption year of IFRS (2005/06), 
the association between intangible assets (IN) and share price(P) may be affected by 
both positive and negative effects caused by IFRS implement in Australia, thus 
becoming insignificant over a period of post-IFRS years.  
 
Third, throughout all regression models, net income (NC) is highly and positively 
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associated with share value (significant at less than 1%) as expected. Fourth, GFC is 
expected to surely negatively affect share prices. However, the effects of high-tech 
characteristics on IN are not significantly value relevant. In model 8d, whereas the 
coefficient of Se*IN is positive, the coefficient on IN is negative and significant, which 
is a far from clear conclusion about service industry effects. Thus, the results support 
hypothesis 8b, but reject hypothesis 8a, 8c and 8d.  
 
In summary, overall the intangible asset numbers in the balance sheet do not convey 
relevant information to share markets according to FE model. This may be because 
IFRS, which limits management discretion and introduces impairment testing, can affect 
the value relevance of intangible assets both in a positive and negative way at the same 
time. 
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Table 5.21. Regression results of intangible assets in balance sheet 
Dependent 
Variable is P         
Model  [8a]  [8b]  [8c]  [8d] 
Intercept  
 
1.769*** 
(6.724) 
 
 
1.830*** 
(7.162) 
 
 
2.899*** 
(8.528) 
 
 
3.278*** 
(9.052) 
TAN  
 
0.580*** 
(4.047) 
 
 
0.600*** 
(4.318) 
 
 
0.261 
(1.225) 
 
 
0.308 
(1.454) 
IN  
 
0.010 
(0.048) 
 
 
0.068 
(0.320) 
 
 
-0.462 
(-1.769) 
 
 
-2.822** 
(-3.020) 
LIAB  
 
-0.022 
(-0.117) 
 
 
0.036 
(0.200) 
 
 
0.244 
(1.061) 
 
 
0.204 
(0.903) 
NC  
 
3.936*** 
(8.407) 
 
 
3.992*** 
(8.784) 
 
 
4.651*** 
(8.790) 
 
 
4.558*** 
(8.692) 
GFC  -  
 
-0.754*** 
(-5.682) 
 
 
-0.587*** 
(-4.167) 
 
 
-0.583*** 
(-4.204) 
Hi*IN  -  -  
 
-0.380 
(-0.984) 
 
 
- 
Se*IN  -  -  -  2.327
*
 
(2.502) 
A-R2  0.931  0.935  0.944  0.944 
F-stat. 
(p-value) 
 
 
56.192 
(0.000) 
 
 
59.506 
(0.000) 
 
 
68.041 
(0.000) 
 
 
69.058 
(0.000) 
N  669  669  558  565 
Note  P is the price of ordinary share of Australian firms i for three months after the end of fiscal year 
t; TAN is tangible asset (total asset less intangible asset) per share of firm i at the end of fiscal year t; 
IN is Intangible asset per share of firm i at the end of fiscal year t; LIAB is Liabilities per share of firm 
i at the end of fiscal year t; NC is Net income per share of firm i at the end of fiscal year t. Results 
show coefficient, (t-statistics) and * significant at 5%, ** significant at 1%, *** significant at 0.1%. 
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5.4.2 Productivity of Intellectual Capital and Firm Value 
In order to investigate the association between IC productivity and firm value, this study 
adopts the suggested model in Riahi-Belkaoui (1999). The main feature of this model is 
that it explains the direct link between a firm’s market value and its productivity 
variable, net value added to total assets ratio. Actually, he documents the effectiveness 
of this approach by using US data over the period 1973-1990. Riahi-Belkaoui’s (1999) 
model is shown as follows: 
 
ititititoit BVPSTA
NVAROEMV εγγγγ ++++= })({ 321  
were MV is the market value of common equity of firm i per share at the end of fiscal 
year t; ROE is Net Income of firm i for fiscal year t divided by book value of common 
equity at the end of previous fiscal year (t-1); NVA /TA= Net Value Added/Total Assets 
of firm i during fiscal year t; BVPS = Book value per share of firm i at the end of fiscal 
year t; ε is an error term. 
 
As shown above, a ratio of net value added (NVA) to total assets indicates a firm’s 
productivity – the amount of NVA generated from the amount invested in total assets, 
representing output to units of input. In fact, this kind approach is frequently employed 
in terms of productivity measurement by a number of the prior studies (e.g. Coate, 
1980; Tausig and Shaw, 1988; Kim et al., 1996; Horngren, 2009; and Lanen et al., 
2011).  
 
But the real challenge is that the cause-effect relation pertaining to IC is not easy to 
establish. Creating a set of generic and uniform metrics for IC seems elusive. Thus, 
special caution is needed when a single measurement or a simple combination of 
measures is applied (Grasenick and Low 2004). Among the more popular classifications 
of IC are the following;  
 
• Human Capital and Structural Capital (Edvisson and Malone 1997),  
• Employee competence, Internal structure and External structure (Sveiby 1997) 
• Human Capital, Structural Capital and Customer Capital (Stewart 1997) 
• Relational Capital, Organizational Capital and Human Capital (Roos et al. 
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2005).  
Among several classification approaches, this study employs the suggested framework 
and definitions in Edvinsson and Malone (1997). They define each IC components as 
follows (Edvisson and Malone, 1997, p.11);  
 
• Human capital (HC) is ‘the combined knowledge, skill, innovativeness, and 
ability to the company’s individual employee to meet the task at hand’;  
• Structural capital (SC) means ‘hardware, software, databases, organizational 
structure, patents, trademarks, and everything else of organizational capability 
that supports those employee’s productivity – in a word, everything left at the 
office when the employees go home’  
 
According to these definitions, SC incorporates customer relation and organizational 
capabilities, and even some parts of SC can be recorded as intangible assets in the 
balance sheet such as intellectual property rights. The combination of these two 
components (HC and SC) will be a firm’s intellectual capital (IC). In essence, if IC (HC 
and SC) investment can be measured in terms of a productivity approach, this will 
explain the direct relation to firm value by applying Riahi-Belkaoui’s (1999) model. 
 
Importantly, among the various sources of intellectual capital, HC is regarded as a crux 
of the value creation cycle in a knowledge-based economy (e.g. Edvinsson and Malone, 
1997; Sveiby, 1997; and Roos et al, 2005). Pulic (1998, p.3) argues that the employee’s 
ability to create value is one of the key requirements in IC measuring system. The 
annual HCE amount can be an appropriate proxy for investment in human (Flamholtz et 
al. 2002 and Flamholtz 2004).  
 
Coates (1980) asserts that productivity analysis must be founded in the cost structure, 
criticizing the use of man-hours as an inappropriate productivity measure (e.g. VA to 
man-hour ratio). Furthermore, given Drucker’s (2002) argument about the increasing 
tendency towards temporary workers, this cost approach can be more adequate than 
other suggested productivity measures such as revenue per employee in Lajili and 
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Zéghal (2005)11. In addition, this cost approach is not only consistent with another 
previous productivity study (e.g. Kim et al.1996), but also has some commonality with 
the VAIC approach (e.g. Pulic, 2004), in that both are based on the output to input ratio 
approach. As a result, this study uses human capital expenditure (HCE) information as 
HC proxy. 
 
Unlike the availability of HC data, to estimate SC is a more difficult task. But, 
Edvinsson and Malone (1997) make it clear that SC becomes materialized when HC 
starts to accumulate, since the main source of SC comes from the investments in HC. 
They depict the relationship between HC and SC as follows (Edvinsson and Malone, 
1997, p.46); 
 
Human capital was the heartwood of the wood, the source of its life. But 
every year, an organization adds something beyond the staff that, like the 
rings of a tree, add more strength and durability. These rings are living, vital 
material too, so just as the tree grows upward and outward, so, too, the role 
of leadership is the transformation of human capital into structural capital to 
add to the organization’s strength’  
 
Given that capital investment gains value when it contributes to the future value 
creation process, it is a plausible proposition that current SC is the result of HC activity 
that has created benefits up to the present. As HC-related activity progresses, while 
some part of SC can transform into intangible assets in the balance sheet such as 
intellectual property, the other substantial part SC can not be capitalized by the 
accounting system, and eventually is expensed as incurred.  
 
Innovations are created primarily by investment in intangibles. When such 
                                               
11
 Drucker (2002) notes, ‘Two extraordinary changes have crept up on the business world 
without most of us paying much attention to them. First, a staggering number of people who 
works for organizations are no longer traditional employees of those organizations. And second, 
a growing number of businesses have outsourced employee relations. ’ (p.70) and he adds, ‘the 
reason usually offered for the popularity of temporary workers is that they give employee 
flexibility...A more plausible explanation for the popularity of these trends is that both types of 
organization legally make "nonemployees" out of people who work for a business’ (p.72) Thus, 
according to his argument, the number of employee just includes a firm’s legal employees, 
missing the increasing number of temporary workers. 
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investments are commercially successful, and are protected by patents or 
first-mover advantages, they are transformed into tangible assets creating 
corporate value and growth (Lev 2001, p.16). 
 
Thus, in this study, the argument is made that a proxy of SC is the sum of intangible 
assets in the balance sheet that can be seen in financial statements and a certain fraction 
of HC investments that can not be seen in financial statements. According to Ballester et 
al. (2002), 16% of employees’ costs, on average, can be capitalized since it provides 
benefits to the firm beyond the current year of the cost. And the estimated depreciation 
rate for this capital is approximately one third annually, meaning that HCE will give 
benefit for about three years12. Therefore, this study assumes that every 16% p.a. of 
HCE will transform into SC, and this capital will be amortized by one third of its value 
in each year. Additionally, this study considers the discount rate for present value 
conversion inspired by Ballester et al. (2002). Thus, SC can be estimated as follows. 
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where IN is the intangible assets in the balance sheet per share of firm i at the end of 
fiscal year t; HC is human capital expenditure per share of firm i at the end of fiscal year 
t; ‘r’ is a 3-year Australian government bond rate to convert into present value.13 
 
Figure 5.2 delineates the underlying relationships among the individual IC components. 
In brief, IC is the combination of HC and SC. In turn, the investment in HC is divided 
into two parts; one part is pure investment of HC for the year (84%), but the other part 
(16%) is for the new investment in SC for the year which is transformed from HC 
investment. This SC part is added together with intangible assets in balance sheet to 
comprise whole amount of SC. As noted in Figure 5.2,  the intangible assets in balance 
sheet are now incorporated in total SC. 
 
                                               
12
 In fact, 34%. Ballester et al. (2002) explain that this high depreciation rate is mainly attributed 
to turnover of employee and advancing technologies.  
13
 Reserve Bank of Australia (http://www.rba.gov.au/statistics/tables/index.html#interest_rates), 
viewed 18 February 2010.  
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Turning to the concept of value added (VA), this output measure can be defined as the 
difference between ‘sales revenue’ and ‘brought in material and service’.  
 
Value-Added (VA) = Sales revenue – Brought in material and service 
                               = Dividend + Retained Earning + Depreciation + Interest + Wages 
 
Thus, this study calculates VA in the following manner as inspired by Kim et al. (1996) 
and Ho et al. (2003): 
 
Value-Added (VA) = Earnings after tax (before dividend) + Income taxes 
                                 + Depreciation/Amortization 
                                 + Net financial expenses (Financial expanses-Financial Revenue)   
                                 + Human Capital Expenditure (HCE) 
 
In order to first compare the productivity of IC with that of total assets and tangible 
 
 
 
 
• Pure investment in HC 
  - Human Capital Expenditure x (100%-16%) 
• Transforming into SC 
- Human Capital Expenditure (HCE) x 16% 
• Transformed part from HC investments 
- Uncapitalized SC (Cumulative HCE x 16%) 
  - Depreciated annually by one-third 
• Intangible Assets in Balance Sheet 
- Capitalized SC 
- 
Figure 5.2. IC components and proposed metrics in this study 
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assets respectively, two ratios are tested – a ratio of value-added to total assets (VA/TA) 
and a ratio of value-added to tangible assets (VA/TAN). To be consistent with other 
productivity studies, the NVA metric in Riahi-Belkaoui (1999) is replaced in the above 
to ratios with gross value added (VA) 14 . Results from these comparisons between 
VA/TA and VA/TAN can provide more insightful implications. Hence, hypothesis 9 and 
10 are related to total asset and tangible asset productivity. 
 
H 9a. Total asset productivity is positively associated with the market value of shares. 
H 9b. The impacts of GFC are negatively associated with the market value of shares 
H 9c. Total asset productivity is more positively associated with the market value of 
shares in high-tech industry rather than in low-tech industry. 
H 9d. Total asset productivity is more positively associated with the market value of 
shares in service industry rather than manufacturing industry. 
      
H 10a. Tangible asset productivity is positively associated with the market value of 
shares. 
H 10b. The impacts of GFC are negatively associated with the market value of shares. 
H 10c. Tangible asset productivity is more positively associated with the market value 
of shares in high-tech industry rather than in low-tech industry. 
H 10d. Tangible asset productivity is more positively associated with the market value 
of shares in service industry rather than manufacturing industry. 
 
For presentation purpose, this study unbrackets the original formula in Riahi-Belkaoui 
(1999) and modifies it with the consideration of GFC and industry effects (high-tech 
versus low-tech firms and service versus manufacturing firms). 
 
itititititit BVPSTA
VABVPSROEBVPSP εγγγγ ++++= *)(* 3210   … (9a) 
itititititit GFCBVPSTA
VABVPSROEBVPSP εγγγγγ +++++= 43210 *)(*   … (9b) 
itititititititit BVPSTA
VAHiGFCBVPS
TA
VABVPSROEBVPSP εγγγγγγ ++++++= *)(**)(* 543210  … (9c) 
                                               
14
 Although Riahi-Belkaoui (1999) uses Net Value Added (NVA) rather than Value Added (VA), 
he notes that empirical analyses of both approaches do not differ. So, this study uses Value 
Added in line with other prior literature. 
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itititititititit BVPSTA
VASeGFCBVPS
TA
VABVPSROEBVPSP εγγγγγγ ++++++= *)(**)(* 543210 … (9d) 
 
itititititit BVPSTAN
VABVPSROEBVPSP εγγγγ ++++= *)(* 3210  … (10a) 
itititititit GFCBVPSTAN
VABVPSROEBVPSP εγγγγγ +++++= 43210 *)(*   … (10b) 
itititititititit BVPSTAN
VAHiGFCBVPS
TAN
VABVPSROEBVPSP εγγγγγγ ++++++= *)(**)(* 543210  … (10c) 
 itititititititit BVPSTAN
VASeGFCBVPS
TAN
VABVPSROEBVPSP εγγγγγγ ++++++= *)(**)(* 543210   … (10d) 
 
where P is the share price of firm i three months after the end of fiscal year t; BVPS is 
book value per share of firm i at the end of fiscal year t; ROE is Net Income of firm i for 
year t divided by book value of common equity at the end of previous year (t-1); VA is 
Value Added per share of firm i at the end of fiscal year t; TA is Total Assets per share of 
firm i at the end of fiscal year t; TAN is Tangible Assets per share of firm i at the end of 
fiscal year t; ε is an error term. Other variables are the same as previously defined 
                                                
This study next develops a set of hypotheses and models for IC productivity and its sub-
components – HC productivity and SC productivity. Hypotheses 11 to 13 pertain to 
human capital productivity (VA/HC), structural capital productivity (VA/SC), and 
intellectual capital productivity (VA/IC). Again, GFC is added to control for the GFC. 
 
H 11a. HC productivity is positively associated with the market value of shares. 
H 11b. The impacts of GFC are negatively associated with the market value of shares. 
H 11c. HC productivity is more positively associated with the market value of shares in 
high-tech industry rather than in low-tech industry. 
H 11d. HC productivity is more positively associated with the market value of shares in 
service industry rather than manufacturing industry. 
 
H 12a. SC productivity is positively associated with the market value of shares. 
H 12b. The impacts of GFC are negatively associated with the market value of shares. 
H 12c. SC productivity is more positively associated with the market value of shares in 
high-tech industry than in low-tech industry. 
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H 12d. SC productivity is more positively associated with the market value of shares in 
service industry than manufacturing industry. 
 
H 13a. IC productivity is positively associated with the market value of shares. 
H 13b. The impacts of GFC are negatively associated with the market value of shares. 
H 13c. IC productivity is more positively associated with the market value of shares in 
high-tech industry than in low-tech industry. 
H 13d. IC productivity is more positively associated with the market value of shares in 
service industry than manufacturing industry. 
 
Hence, these hypotheses are tested by the following models; 
 
ititititititoit BVPSHC
VABVPSROEBVPSP εγγγγ ++++= *)(* 321  … (11a) 
ititititititoit GFCBVPSHC
VABVPSROEBVPSP εγγγγγ +++++= 4321 *)(*  … (11b) 
itititititititoit HC
VAHiGFCBVPS
HC
VABVPSROEBVPSP εγγγγγγ ++++++= )(**)(* 54321  … (11c) 
itititititititoit HC
VASeGFCBVPS
HC
VABVPSROEBVPSP εγγγγγγ ++++++= )(**)(* 54321  … (11d) 
 
 
ititititititoit BVPSSC
VABVPSROEBVPSP εγγγγ ++++= *)(* 321 … (12a) 
ititititititoit GFCBVPSSC
VABVPSROEBVPSP εγγγγγ +++++= 4321 *)(*  … (12b) 
itititititititoit SC
VAHiGFCBVPS
SC
VABVPSROEBVPSP εγγγγγγ ++++++= )(**)(* 54321  …(12c) 
itititititititoit SC
VASeGFCBVPS
SC
VABVPSROEBVPSP εγγγγγγ ++++++= )(**)(* 54321 … 
(12d) 
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ititititititoit BVPSIC
VABVPSROEBVPSP εγγγγ ++++= *)(* 321  … (13a) 
ititititititoit GFCBVPSIC
VABVPSROEBVPSP εγγγγγ +++++= 4321 *)(*  … (13b) 
itititititititoit IC
VAHiGFCBVPS
IC
VABVPSROEBVPSP εγγγγγγ ++++++= )(**)(* 54321 … (13c)  
itititititititoit IC
VASeGFCBVPS
IC
VABVPSROEBVPSP εγγγγγγ ++++++= )(**)(* 54321 … 
(13d) 
                    
where HC is human capital (proxied by human capital expenditure) per share of firm i at 
the end of fiscal year t; SC is structural capital per share of firm i at the end of fiscal 
year t, IC is intellectual capital per share of firm i at the end of fiscal year t; other 
variables are the same as previously defined. 
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5.4.2.1 Descriptive statistics for productivity and firm value 
Table 5.22 shows the descriptive statistics for the second approach – firm valuation 
based on productivity. Like in previous test models, all variables are winsorized at 1st 
and 99th percentile value of their distributions and sample data are based on only post-
IFRS period (5 financial years, 2005/2006 to 2009/2010).  
 
Notably, the fourth and fifth columns in panel A provide the productivity of total assets 
(VA/TA) and tangible assets (VA/TAN) respectively. That is, these ratios can be 
calculated directly from the balance sheet, representing the productivity of assets that 
are allowed to be capitalised under the current accounting system. The mean of total 
asset productivity (VA/TA) is 0.53, and that of tangible asset productivity (VA/TAN) is 
0.79 respectively. On the other hand, the other three columns in panel A represent the 
productivity level of each IC components computed by suggested metrics in this study 
(VA/HC, VA/SC, and VA/IC). While the means of HC productivity (VA/HC) and SC 
productivity (VA/SC) are over 2, IC productivity has a mean of slightly over 1, because 
the IC amount is the sum of HC and SC. 
 
Share price in panel B of Table 5.22 is positively correlated with book value and ROE. 
But, most of the productivity measures are not significantly correlated with share price. 
Nevertheless, some productivity measures are significantly positively (or negatively) 
correlated among each other. For example, the correlation coefficient between the total 
asset productivity (VA/TA) and the tangible asset productivity (VA/TAN) is over 0.909 
and this probability is highly significant (less than 0.1%). But, multicollinearity is not 
an issue here since these productivity variables are not tested together in the same 
regression model. Only one productivity measure will be tested in each regression 
model. 
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Table 5.22. Descriptive statistics for productivity and firm value 
Panel A – Parameters for major variables 
 P BVPS ROE VA/TA VA/TAN VA/HC VA/SC VA/IC 
Mean 4.5917 1.7463 0.2272 0.5346 0.7869 2.1385 2.6351 1.0135 
Median 2.4300 1.0929 0.1710 0.3990 0.5403 1.8222 1.9077 0.9170 
Maximum 33.6445 7.8225 1.1972 3.6057 5.2086 6.8734 15.8263 4.3218 
Minimum 0.0915 0.0378 0.0110 0.0505 0.0505 1.2360 0.1889 0.1757 
Std. Dev. 6.3311 1.7456 0.2012 0.4966 0.8420 0.9601 2.3872 0.6144 
N 672 675 680 680 680 570 530 530 
         
Panel B – Pearson correlation coefficients for major variables 
 
P BVPS ROE VA/TA VA/TAN VA/HC VA/SC VA/IC 
P 
1.0000               
(-----)               
BVPS 
0.7015 1.0000             
(0.0000) (-----)             
ROE 
0.2089 -0.1302 1.0000           
(0.0000) (0.0029) (-----)           
VA/TA 
-0.0293 -0.1761 0.1448 1.0000         
(0.5049) (0.0001) (0.0009) (-----)         
VA/TAN 
-0.0491 -0.1314 0.0571 0.9091 1.0000       
(0.2636) (0.0027) (0.1934) (0.0000) (-----)       
VA/HC 
0.0331 -0.0428 0.2290 -0.3304 -0.3193 1.0000     
(0.4510) (0.3296) (0.0000) (0.0000) (0.0000) (-----)     
VA/SC 
0.0073 -0.0298 0.1096 -0.0155 -0.1786 0.4556 1.0000   
(0.8682) (0.4980) (0.0124) (0.7245) (0.0000) (0.0000) (-----)   
VA/IC 
0.0116 -0.0639 0.1794 -0.0725 -0.2277 0.6497 0.9375 1.0000 
(0.7924) (0.1459) (0.0000) (0.0988) (0.0000) (0.0000) (0.0000) (-----) 
Note  P is the price of ordinary share of Australian firms i for three months after the end of fiscal year t; 
BVPS is Book value per share of firm i at the end of year t; ROE is Net Income of firm i for year t 
divided by book value of common equity at the end of previous year (t-1); VA is value added; TA is total 
assets; TAN is tangible assets; HC is human capital; SC is structural capital; IC is Intellectual Capital . 
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5.4.2.2 Test Results 
The next two tables show the test results of relationships between each productivity 
measurement and share price.  
 
First, panel A of Table 5.23 shows test results of total asset productivity (VA/TA). The 
test model is based on the original model in Riahi-Belkaoui (1999) except that this 
study employs the gross value added (VA) rather than net value added (NVA). Overall, 
the coefficients on BVPS and ROE*BVPS are positively significant. However, total 
asset productivity (VA/TA) proves to have no value relevance in the share market, 
indicating that any increase (or decrease) in total asset productivity is not associated 
with share price movement. As expected, the effects of the GFC are significantly 
negative in all sub-models. For industry characteristics, the coefficients on 
Hi*(VA/TA)*BVPS and Se*(VA/TA)*BVPS are insignificantly associated with share 
price. Therefore, hypothesis 9a, 9c, and 9d are not supported, but hypothesis 9b 
concerning GFC effects is accepted. 
 
The results in Panel B of Table 5.23 are concerned with the tangible asset productivity 
(VA/TAN) and show a significant negative sign on the coefficient of (VA/TAN)*BVPS, 
implying that the increase in tangible asset productivity may lead to a decline in share 
price (model 10a). Moreover, this relationship does not change after controlling for the 
GFC effects (model 10b). Thus, hypothesis 10a is not supported by test results. 
 
It is quite noteworthy that although the absolute amount of tangible asset is positively 
associated with share price in Table 5.21, the productivity measurement of tangible 
assets does not support any positive value relevance to the market. Lastly, the industry 
effects do not impact on the relationship between share price and tangible asset 
productivity, which leads to the rejection of hypothesis 10c and 10d. 
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Table 5.23. Regression results of total asset productivity and tangible asset productivity 
Dependent 
Variable is P  Panel A – Total Asset productivity  Panel B – Tangible Asset productivity 
 Model  [9a] [9b] [9c] [9d]  [10a] [10b] [10c] [10d] 
Intercept  2.424
***
 
(9.575) 
2.508*** 
(10.076) 
3.047*** 
(10.175) 
3.047*** 
(10.576)  
2.528*** 
(10.350) 
2.624*** 
(10.887) 
3.029*** 
(10.254) 
3.078*** 
(10.529) 
BVPS   1.052
***
 
(6.396) 
1.105*** 
(6.832) 
0.201 
(-0.778) 
0.247 
(0.986)  
1.234*** 
(7.547) 
1.288*** 
(7.990) 
0.680** 
(2.941) 
0.750** 
(3.217) 
ROE*BVPS  1.217
***
 
(5.393) 
1.109*** 
(4.985) 
2.445*** 
(6.535) 
2.456*** 
(6.625) 
  
  
1.258*** 
(6.102) 
1.190*** 
(5.858) 
2.652*** 
(7.265) 
2.663 
(7.323) *** 
(VA/TA)*BVPS  -0.138 (-0.467) 
0.020 
(-0.068) 
0.811 
(2.044)* 
-0.008 
(-0.011) 
  
  
n.a. n.a. n.a. n.a. 
(VA/TAN)*BVPS  n.a. n.a. n.a. n.a.  -0.453
**
 
(-2.978) 
-0.385* 
(-2.561) 
-0.121 
(-0.639) 
-0.847 
(-1.497) 
GFC  - -0.638
***
 
(-4.600) 
-0.638*** 
(-4.371) 
-0.646*** 
(-4.490) 
  
  
- 
-0.600*** 
(-4.363) 
-0.621*** 
(-4.232) 
-0.623*** 
(-4.304) 
Hi*(VA/TA)*BVPS  
 
- - 
0.124 
(-0.217) - 
  
  
  
n.a. n.a. n.a. n.a. 
Se*(VA/TA)*BVPS  - - - 0.930 (1.357)  n.a. n.a. n.a. n.a. 
Hi*(VA/TAN)*BVPS  n.a. n.a. n.a. n.a.  - - -0.050 (-0.159)  - 
Se*(VA/TA)*BVPS  n.a. n.a. n.a. n.a.  - - - 0.716 (1.316) 
A-R2  0.925 0.928 0.939    0.926 0.929 0.938 0.934 
F –stat. 
(p-value) 
 
 
52.220 
(0.000) 
54.098 
(0.000) 
62.457 
(0.000)  
  
  
53.166 
(0.000) 
54.840 
(0.000) 
61.834 
(0.000) 
62.524 
(0.000) 
N  669 669 558    669 669 558 565 
Note  P is the price of ordinary share of Australian firms i for three months after the end of fiscal year t; BVPS is Book value per share of firm i at the end of year t; 
ROE is Net Income of firm i for year t divided by book value of common equity at the end of previous year (t-1); VA is Value Added; TA is Total Assets; TAN is  
tangible assets (total assets less intangible assets) per share of firm i at the end of fiscal year t; GFC is 1 if time t is 2007/2008 or 2008/2009 financial year; 0 otherwise; 
Hi is 1 if firm i belongs to high-tech industry; 0 otherwise; Se is 1 if firm i belong to service industry, 0 otherwise; Results show coefficient, (t-statistics) and * 
significant at 5%, ** significant at 1%, *** significant at 0.1%.  
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Turning to the results in Table 5.24, these concern the productivity of each IC 
component. Panel A shows the relationship between HC productivity and share price. 
First, with respect to BVPS, the coefficients are not significant in all regression models. 
This may be because firm-fixed effects may absorb most of the variations in BVPS as 
explained in Kallapur and Kwan (2004). By contrast, the coefficients of ROE*BVPS are 
all significant in Panel A.  
 
Interestingly, the coefficient of (VA/HC)*BVPS, one of the central interests in this study 
indicates a positive and highly significant relationship with share price (P), in the first 
three models (model 11a to 11c, significant at 1%). Unlike the former two productivity 
measurements – total assets and tangible asset productivity (VA/TA and VA/TAN), test 
results indicate that the HC productivity measure can provide relevant information in 
share markets. As expected, GFC is negatively and significantly associated with share 
value. But again, the industry characteristics do not affect the association between HC 
productivity and share price (models 11c and 11d).  
 
In panels B and C of Table 5.24, the regression results of the other two IC measures – 
SC productivity (VA/SC) and IC productivity (VA/IC)- are presented. Overall the results 
are similar to HC productivity analysis. In brief, while the coefficient on BVPS is 
insignificant, the coefficient on ROE*BVPS is consistently significant across all 
regression models. The items of central interests, SC productivity (VA/SC) and IC 
productivity (VA/IC) prove to be relevant to share price in all test models (significant at 
0.1%).  
 
It is quite distinct that all three IC productivity components (VA/HC, VA/SC, and 
VA/IC) indicate consistently different results to the former two accounting-data derived 
productivity measures –total asset (VA/TA) and tangible assets productivity (VA/TAN) 
that produce insignificant results. This implies the metrics to compute SC and IC in this 
study will convey relevant information to the share value. In contrast, total assets and 
tangible assets are not effective elements in explaining the association between their 
productivity and share price. 
 
Consequently, this study has demonstrated that the productivity approach can be 
effectively applied to IC components of analysis, thereby, producing measures found to 
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be highly relevant in the share market. Findings of such value relevance for IC 
productivity indicators, therefore, give support to Lev’s (2004) argument that 
productivity information is vital to identifying the value of investment in intellectual 
capital.  
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Table 5.24. Regression results of human capital, structural capital, and intellectual capital productivity 
Dependent variable is 
P  Panel A – Human capital productivity  Panel B – Structural Capital  productivity  Panel C – Intellectual Capital  productivity 
Model  [11a] [11b] [11c] [11d]  [12a] [12b] [12c] [12d]  [13a] [13b] [13c] [13d] 
Intercept  3.059
***
 
(10.366) 
3.073*** 
(10.592) 
3.058*** 
(9.724) 
3.216*** 
(10.701) 
 
 
3.392*** 
(11.329) 
3.472*** 
(11.920) 
3.641*** 
(11.736) 
3.443*** 
(11.760)  
3.518*** 
(11.856) 
3.599*** 
(12.445) 
3.566*** 
(11.408) 
3.488*** 
(11.784) 
BVPS  -0.359 (-1.193) 
-0.122 
(-0.403) 
-0.099 
(-0.323) 
-0.116 
(-0.379) 
 
 
-0.207 
(-1.077) 
-0.067 
(-0.353) 
-0.144 
(-0.723) 
-0.061 
(-0.309)  
-0.361 
(-1.642) 
-0.190 
(-0.878) 
-0.136 
(-0.603) 
-0.160 
(-0.717) 
ROE*BVPS  
 
1.819*** 
(4.397) 
1.912*** 
(4.692) 
1.956*** 
(4.727) 
1.918*** 
(4.694) 
 
 
1.577*** 
(4.377) 
1.614*** 
(4.612) 
1.623*** 
(4.563) 
1.630*** 
(4.610)  
1.435*** 
(3.754) 
1.510*** 
(4.057) 
1.551*** 
(4.103) 
1.539*** 
(4.112) 
(VA/HC) *BVPS  
 
0.430*** 
(3.431) 
0.371** 
(2.985) 
0.392** 
(2.908) 
0.191 
(1.106) 
 
 
n.a. n.a. n.a. n.a  n.a. n.a. n.a. n.a. 
(VA/SC) *BVPS  n.a. n.a. n.a. n.a.  0.223
***
 
(4.249) 
0.212*** 
(4.154) 
0.195*** 
(3.697) 
0.272*** 
(3.624)  n.a. n.a. n.a. n.a. 
(VA/IC) *BVPS  n.a. n.a. n.a. n.a.  n.a. n.a. n.a. n.a  0.697
***
 
(3.655) 
0.625*** 
(3.361) 
0.671*** 
(3.419) 
1.010*** 
(3.502)  
GFC  - -0.571
***
 
(-3.950) 
-0.585*** 
(-3.956) 
-0.587*** 
(-4.026)  - 
-0.648*** 
(-4.892) 
-0.650*** 
(-4.806) 
-0.644*** 
(-4.823)  - 
-0.636*** 
(-4.756) 
-0.655*** 
(-4.785) 
-0.633*** 
(-4.702) 
Hi*(VA/HC)*BVPS  - - -0.070 (-0.591) -  n.a. n.a. n.a. n.a.  n.a. n.a. n.a. n.a. 
Se*(VA/HC)*BVPS  - - - 0.224 (1.515)  n.a. n.a. n.a. n.a.  n.a. n.a. n.a. n.a. 
Hi* (VA/SC)*BVPS  n.a. n.a. n.a. n.a.  - - 0.155 (-1.325) -  n.a. n.a. n.a. n.a. 
Se* (VA/SC)*BVPS  n.a. n.a. n.a. n.a.  - - - -0.082 (-0.866)  n.a. n.a. n.a. n.a. 
Hi* (VA/IC)*BVPS  n.a. n.a. n.a. n.a.  n.a. n.a. n.a. n.a.  - - -0.260 (-0.936) - 
Se* (VA/IC)*BVPS  n.a. n.a. n.a. n.a.  n.a. n.a. n.a. n.a.  - - - -0.530 (-1.777) 
A-R2  0.938 0.940 0.940 0.940  0.949 0.952 0.952 0.952  0.948 0.951 0.951 0.951 
F-stat. 
(p-value) 
 
 
61.806 
(0.000) 
63.610 
(0.000) 
62.881 
(0.000) 
63.841 
(0.000)  
70.898 
(0.000) 
74.798 
(0.000) 
74.168 
(0.000) 
74.324 
(0.000)  
70.031 
(0.000) 
73.635 
(0.000) 
72.824 
(0.000) 
73.545 
(0.000) 
N  560 560 547 555  520 520 507 516  520 520 507 516 
Note HC is Human Capital proxied by Human Capital Expenditure per share of firm i at the end of fiscal year t; SC is Structural Capital per share of firm i at the end of fiscal year t; IC is 
Intellectual Capital per share of firm i at the end of fiscal year t. Other variables are the same as previously defined. Results show coefficient, (t-statistics) and * significant at 5%, ** 
significant at 1%, *** significant at 0.1%. 
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5.5 Summary and Discussion  
This section adds further discussion on the relationship between IC productivity and 
firm value. As argued by Lev, (2004), to credible calculate the productivity of 
IC/intangibles investment is one of the most sought after pieces of information in order 
to understand a firm’s intellectual activity and how this affects the firm’s financial 
performance in terms of its equity market value. Although the current accounting 
standards recognise intangible assets in the balance sheet, this information is not 
sufficient to deliver relevant information to the users of financial statements.  The lack 
of relevance of balance sheet numbers on intangible assets is attributed to the definition 
and accounting boundary placed on intangible assets. The balance sheet intangibles 
represent only some fraction of IC investment as a whole (e.g. Lev, 2001; Edvisson and 
Malone, 1997; Sveiby, 1997; and Public, 2004). So far, many methodologies have been 
suggested to measure a firm’s IC to complement the shortfall of the conventional 
accounting system, but most suggested approaches have not been widely adopted by 
researchers and practitioners due to their limitations in the assumptions or 
implementation stages (Bontis, 1999 and Roos et al., 2005).  
 
Thus, this study attempts to apply a productivity approach to understanding a firm’s IC 
activity and its consequence in terms of market valuation. Productivity,  represented in 
simple terms by a ratio of output to units of input, is not a totally new approach in the 
accounting field. Many prior studies have attempted to apply this concept in the 
structure of accounting (e.g. Coates, 1980; Taussig and Shaw, 1985; Bao and Bao, 1989; 
Kim et al., 1996; and Lanen et al., 2011). In particular, Riahi-Belkaoui (1999) suggests a 
valuation model based on a firm’s productivity and documents the usefulness of the 
productivity approach based on a US data set. By reconciling the valuation model in 
Riahi-Belkaoui (1999) with IC theories, this study has demonstrated the usefulness of a 
productivity approach in explaining return on investment of a firm’s intellectual 
investment based on Australian data. For comparison purposes, this study also presents 
the typical value relevance approach based on intangible assets in the balance sheet 
under the current accounting system.  
 
Interestingly, the intangible assets in the balance sheet are not significantly associated 
with share value among the sampled firms according to test results, casting doubt over 
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the effectiveness of the current IFRS-based accounting system in reflecting a firm’s 
intangible (intellectual) capabilities. Furthermore, the associations between total asset 
productivity, tangible asset productivity and share price are non-significant. In contrast, 
all three productivity measurements of IC components (VA/HC, VA/SC, and VA/IC) are 
positively and significantly associated with share price, implying that the productivity 
measures computed by suggested metrics in this study can effectively produce relevant 
information to share markets. Overall the control variable, GFC, has a negative impact 
on the relationship between productivity measures and market value as expected. 
However, the industry characteristics do not have any special impact on this association.  
 
In essence, both total asset and tangible asset productivity do not have share market 
relevance. All three IC components measured by suggested metrics in this study show a 
positive association with market value. 
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CHAPTER 6. CONCLUSIONS, LIMITATIONS AND 
FUTURE RESEARCH 
6.1 Conclusions 
This study investigates the changes in disclosure practices of HCE driven by IFRS 
adoptions and applies these newly available HCE data to the modelling of value 
relevance and intellectual capital productivity. Since the combined effects of AASB 119 
Employee Benefits and AASB 101 Presentation of Financial Statements make it 
mandatory to disclose the nature of expenses, now HCE information must be revealed 
either on the face of the income statement or in the financial notes. Despite this 
mandating by IFRSs of the disclosure of HCE, to date there is no evidence regarding the 
extent of change in reporting practices or the impacts of such change in share markets 
(Wyatt 2008; Kim and Taylor 2011). 
 
Thus, the first research question (RQ1) is to address the changes with respect to HCE 
disclosure between pre- and post-IFRS periods. A total of 160 ASX-listed Australian 
firms comprise the sample data for the period of 8 years from 2002/03 to 2009/10. The 
main findings in relation to RQ1 are as follow; 
 
- First, while before the adoption of IFRS, around 60% of sampled firms had 
provided HCE information voluntarily (continuously disclosing firms), 26% of 
sample firms first started to provide HCE information in the post-IFRS period 
(newly disclosing firms). Most of these newly disclosing firms present their 
expenses on the basis of a ‘by function’ approach on the face of the income 
statement, and at the same time provide cost structure information on a ‘by nature’ 
approach in the financial notes, which is exactly compliant with AASB 119 and 
101.  
 
- Second, regarding whether to voluntarily disaggregate HCE, this study also finds 
that after the IFRS adoption many more Australian companies started to provide 
disaggregated information rather than just a single line of total HCE. About a 
quarter of continuously disclosing firms and over 70% of newly disclosing firms 
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belong to this category, and they are typically characterised with smaller than their 
counterparts who just disclose one single line of total HCE in terms of total assets, 
sales amount and HCE amount. It appears that the fierce competition in the job 
market in Australia, notably the consistent demand for skilled workers, has been 
an incentive to  smaller sized firms to disclose more HCE information. Such HCE 
disclosure, including sub-items of HCE related to employees’ welfare and post-
employment benefits, could be of interest to prospective employees. So this 
disclosure could assist in recruiting or retaining skilled employees.  
 
 
- However, IFRSs do not mandate any standard formats for financial statements. In 
short, the disclosure of HCE became mandatory, but whether to disaggregate HCE 
still depends on management’s discretion even under the influence of IFRS. As a 
result, the separate disclosure between wages for scientists and administrative 
staff, or between training cost and post-employment benefit is still far from 
sufficient for use as research data (Lev 2001, Lajili 2004, Lajili and Zéghal 2005, 
Lajili and Zéghal 2006, and Wyatt 2008). 
 
 
- Third, this study demonstrates that there are distinct differences in HCI levels 
among different industry groups (high-tech vs. low-tech and manufacturing vs. 
service). This implies that the causal relationships between human capital 
investments and those financial consequences (equity market valuation) may be 
affected by different industry characteristics and HCI levels. 
 
 
In considering the drivers of the results relating to RQ1, it is likely that management 
will tend to choose its firm’s HCE disclosure practices after consideration of resource 
dependency characteristics (i.e. labour intensity) and stakeholders in the capital and 
labour markets. The dependence on human capital as measured by HCI varies across 
different industries and is found to impact on firms’ disclosure practices of 
disaggregating HCE disclosures. The issue of management giving consideration to the 
effects of disclosure in capital markets gives rise to research question 2 (RQ2) – the 
value relevance of HCE. 
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The main interest in RQ2 is the value relevance to equity markets of HCE information. 
Given that most prior literature, especially US studies, have investigated value 
relevance only by use of sparsely disclosed voluntary data, the changes in the Australian 
setting create a new research opportunity with widespread firm-level disclosure of HCE. 
So, evidence from the Australian setting regarding RQ2 can be based on superior 
sampling and can provide more generalizable findings when revisiting the issue of value 
relevance on human capital investments. Based on the traditional value relevance 
modelling approach, this study finds; 
 
- First, HCE is positively related to share price in both voluntary and mandatory 
accounting disclosure regimes. As well, both continuously and newly disclosing 
groups reveal a positive relationship between HCE and share price. However, this 
positive relationship does not hold for the GFC period, supporting Barth el al.’s 
(1998) argument that the value-relevance of unrecognised intangibles (i.e. HCE) is 
expected to decline in financial distress situations.  
 
- Second, the disaggregated HCE information does not improve value-relevance. 
Given that IFRSs do not impose any standard format for financial statements and 
the proportion of wages and salary is relatively high within the total amount of 
HCE, this result is somewhat understandable. But, this result is far from definitive 
as it only tests whether or not to disaggregate HCE. For the more general results 
of each specific item (e.g. the value relevance of training cost), more standardised 
and consistent disclosure of sub-items of HCE would be needed.  
 
 
- Third, it appears that the value relevance of a firm’s diminishing marginal return 
from labour is affected mainly by that firm’s dependence on human capital as 
measured by HCI. Whereas the high HCI groups (continuously disclosing firms 
and service industry group) show a significant relationship between diminishing 
marginal effects and share price, the low HCI counterparts (newly disclosing firms 
and manufacturing group) do not. One exception is the high-tech industry. The 
value relevance of the diminishing marginal product of labour does not hold for 
the high-tech industry despite its relatively higher HCI level rather than low-tech 
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industry. Researchers often claim that a knowledge-based economy may not obey 
the law of diminishing marginal product (Romer 1986; Ortner 2006; and Fuller 
2005). In this regard, the above result provides supporting evidence. At the same 
time, this implies that HCI and industry characteristics must be considered 
concurrently in analysing human capital investments.  
 
 
- Fourth, from the notion of Barth et al. (2001) and Wyatt (2008) that the value 
relevance test is a joint test of ‘relevance’ and ‘reliability’, this study demonstrates 
the relationship between HCE and share price is significant, but less significant in 
the high-tech industry compared to other industry groups. This infers that inherent 
uncertainty in the high-tech industry makes its operating circumstances less 
reliable for measuring the future returns from the current investments on human 
capital. 
 
 
While RQ1 and RQ2 focused on the changes in disclosure practices of HCE driven by 
IFRS adoption, the third research question 3 (RQ3) extends the previous discussion and 
suggests another application of the newly available HCE information – the adoption of a 
productivity perspective to IC value-relevance research. Both HC research and IC 
research have long suffered from a lack of accessible information. The voluntary 
disclosure based HCE information (prior to IFRSs), has caused data problems for IC 
studies, since the human capital is normally deemed as a key element within IC 
concepts and measures. As previously discussed, widespread accessibility to HCE can 
invigorate not only human capital research but also related research area of IC. One of 
the on-going debates in IC studies is whether the conventional accounting standards can 
sufficiently deliver the information on a firm’s intangible investments, which would 
subsequently be reflected in equity market value.  
 
This section concerning RQ3, therefore, first investigates the value relevance of 
intangible assets in the balance sheet by applying a basic valuation model used by 
McCarthy and Schneider (1995) and Godfrey and Koh (2001). Second, this study 
develops its own metrics to measure IC components and test their association with share 
value by employing Riahi-Belkaoui’s (1999) productivity and market valuation model. 
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Third, to generate more general implications, total asset productivity and tangible asset 
productivity are also modelled and tested, and compared with IC components of 
productivity. For the purpose of comparison, this section uses only post-IFRS data (5 
financial years). Test results reveal; 
 
- First, the intangible assets reported in the balance sheet are not significantly 
associated with share price among sampled Australian firms. Moreover, neither 
total asset productivity nor tangible asset productivity explain the variation in share 
price. In each case, no value-relevance is found. 
 
- Second, all three of the IC productivity measures (HC, SC and IC productivity) are 
significantly related to share price and these significances do not change after the 
control variable, GFC, is added. 
 
 
- Third, industry characteristics (high-tech or service industry effects) do not impact 
on the association between productivity measures and share price. The value-
relevance of HC, SC, and IC productivity measures do not vary across different 
industries.  
 
 
6.2 Implications 
The results of this study provide insights in relation to uses of human resource 
accounting information in the post-IFRS regime, and contribute to the understanding of 
a firm’s intellectual capital value. 
 
In relation to human resource accounting (HRA), the annual HCE numbers has now 
become available in IFRS-adopting countries. Given that one of the greatest barriers to 
HC research has been the incomplete and inconsistent data due to voluntary disclosure 
practices, this change can be regarded as a critical turning point for HC and IC research 
(Riahi-Belkaoui 1999; Lev 2001; Ballester et al. 2002; Lajili 2004; Lajili and Zéghal 
2005; Lajili and Zéghal 2006; and Wyatt 2008). The value relevance studies as well as 
other HC research such as Rosett’s (2001) labour stock study can benefit from this 
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change. Furthermore, the results in this study confirm that HCI and industry 
characteristics must be controlled for analysing HC and related phenomena, which has 
been rarely tested presumably due to limited accessibility to HCE information. Also as 
argued in Lev (2001), measurement difficulties regarding firms’ intangible/intellectual 
investments should be overcome and should not provide an excuse for nondisclosure of 
relevant information. Even though this study puts forward the concept of productivity 
for the assessment of IC, researchers can attempt other approaches to IC research with 
the help of newly available HCE information. 
 
The pros and cons of IFRS adoption are still an ongoing debate. From investors’ 
perspectives, newly implemented AASB 101 Presentation of financial statement 
(equivalent to IAS 1) provides additional information, the nature of expenses. The 
findings relating to RQ1 in this study provide empirical evidence that the intended 
changes really have happened in the Australian setting, thus supporting the adoption of 
IFRS in terms of the magnitude of information that investors can use.  
 
From the perspectives of standard setters, the original intention of mandating disclosure 
of the nature of expenses, as stated in AASB 101 is that this would be useful to predict 
future cash flows. But, in fact this has not been tested. Given that the initial purpose of 
standard setters was not to improve the disclosure practices related to IC or HC, the 
extended disclosure of HCE can be regarded as a by-product of AASB 109 and 101. 
Thus, standard setters may need to address two different issues.  
 
The first issue is whether the nature of expenses is really helpful to predict future cash 
flows. This appears to be difficult to test. One plausible way is to develop and model 
algorithms that use data valuable on disclosures of the nature of expenses and 
macroeconomic (or any other relevant) data. For example, it may be possible to match 
up the HCE with the changes in consumer price index (CPI) because wage level tends to 
be connected to CPI. If firm-level information proves to be consistent with 
macroeconomic level statistics, then the original intention can be achieved and to 
predict future cashflow will be much easier for financial statement users such as 
investors, analysts, and government. 
 
The second issue is about the enhanced disclosure of IC or HC. Although the standard 
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setters’ intention is nothing to do with this purpose, the disclosure of the nature of 
expenses can contribute to HC/IC research as demonstrated in this study. In the same 
context, standard setters can reflect on the enhanced disclosure of indications about 
HC/IC investment, which has long been sought by HC/IC researchers. As noted in Lev 
(2001, p.115), some information is better than none, for both managers and investors. 
As IFRSs want to emphasise ‘relevance’ relative to ‘reliability’ (Ball 2006), the 
enhanced disclosure regarding HC/IC needs to be scrutinised in terms of benefits and 
costs of information. There is an increasing body of evidence that a lack of IC 
information deteriorates the usefulness of financial statements resulting in the widening 
gap between book value and market value. 
 
6.3 Limitations of study 
6.3.1 Assumption of the efficient market hypothesis (EMH) 
Taylor (2009, p 46) notes, “value relevance studies are normally silent on the issue of 
market efficiency and typically assume that the market is efficient”. Thus, the efficient 
markets hypothesis (EMH) is one of the essential assumptions for most of value 
relevance research. Perhaps, the most frequently quoted definition of market efficiency 
is Fama’s (1970) semi-strong form: an efficient market is one in which prices fully 
reflect all publicly available information (Easton and Kerin 2010). However, there is an 
increasing number of studies indicating market “anomalies”, evidence of market 
inefficiency (Lee 2001 and Kothari 2001). Moreover, as shown during the GFC, it 
appears that the market can be inefficient at least at the micro level – i.e. privately held 
information is not reflected in market price instantly (Beaver 2002; Easton and Kerin 
2010; and Ball 2009). So, it is difficult to infer whether investors really use all available 
(publicly disclosed) information when valuing a firm (Wyatt 2008). This argument can 
arise in any value relevance studies such as the value relevance of R&D expenditure or 
advertising expenditure.  
 
At the same time, however, it cannot be denied that employees are surely working for 
their company, meaning employees are actively involved in the value creation cycle in 
any shape or form – e.g., direct labour in a manufacturing process or research activity in 
a biotechnological industry. As a consequence, this study accepts the EMH as one of the 
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underlying assumption – i.e. once publicly disclosed, HCE data will be used for 
valuation purposes by financial statement users. Thus, the findings in this study can be 
limited by the extent that the assumption of EMH is unrealistic. 
 
6.3.2 Limitations in implications of value relevance studies 
In general, value relevance study focuses on assessing how well accounting information 
reflect a firm’s value by testing the association between accounting numbers and share 
price (or return). Nonetheless, Holthausen and Watts (2001) point out that value 
relevance literature has limited implications and inferences for standard setting. First, 
there are various types of financial information users other than shareholders such as 
lenders, management, employees, and government. But, the main perspective in value 
relevance literature usually reflects equity investors’ views. Second, accounting 
conservatism has not been sufficiently addressed in value relevance studies. 
Conservatism is expected to protect lender’s right and allow the management to avoid 
litigation issues. Finally, the unrealistic assumptions in valuation models such as 
costless information, no information asymmetry, no growth options and no economic 
rent, all cast doubts on possible omitted variable problems. 
 
By rebutting Holthausen and Watts’s (2001) arguments, Barth, Beaver and Landsman 
(2001) assert that value relevance research provides insights into questions of interest to 
accounting standards setters and financial information users. They argue that the firm’s 
valuation is still the centre of interest among investors and, thus, standards setters. Also 
they maintain that value relevance studies can accommodate the conservatism 
perspective and try to overcome the models’ shortcomings by adopting well-established 
econometric techniques.  
 
6.3.3 Limitations in regression modelling 
There are also statistical issues in relation to value relevance studies. As explained in 
Shevlin (1996), Lev and Zarowin (1999), and Wyatt (2008), there are two typical types 
of valuation models; the share price level regression model and the share returns 
regression model. When measuring the share returns (with the changes in explanatory 
variables), the measurement error problem usually arises and thus, R2 is relatively low. 
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By contrast, when employing share price level regression such as in this study, the 
omitted variable problem and heteroscedasticity problem are common problems. Lastly, 
value relevance literature typically provides evidence of the statistical association 
between accounting numbers of interest and (common) equity valuation. But this 
statistical association alone does not necessarily explain that the information of interest 
actually causes the changes in market value (Wyatt 2008). 
 
This study deflates all variables by the number of ordinary shares to control for 
heteroscedasticity following Lajili and Zéghal (2005). And the firm-fixed effect model 
is employed to alleviate the omitted variable problem which may lead to inconsistent 
estimates of parameters (De Jager 2008). After all, however, this study cannot be 
completely free from the above mentioned statistical issues. 
 
6.3.4 Lack of more consistent and standardised HCE information 
Basically, a value relevance study is a joint test of relevance and reliability (Barth et al. 
2001, p. 81). Notably, regarding HC and IC, the reliability issue is far from an ease task 
to be sorted out, which may be the main reason for non-capitalisation of most of HC and 
IC investment by standards setters. How the value of human capital can be reliably 
measured and reported in the balance sheet is a tricky question. Despite the obvious 
association between HC (e.g. labour force) and its contribution to firm value indicating 
a value relevance of HC, reliability issues make the accounting for HC very 
conservative, resulting in comprehensive expensing. 
 
To overcome this barrier, researchers need to conduct broad empirical studies based on 
more systematic disclosure of HCE information. For example, Lajili and Zéghal (2006) 
and Wyatt (2008) argue that the separation between scientist-related compensation (that 
may be recognised as R&D expenses) and marketing staff-related compensation (that 
can be regarded as general sales and administration expenses) would be helpful. This 
information could yield more insightful results, especially for the knowledge-based 
industries. Or in other example, a financial statement reader can compare the value 
relevance of training costs versus post-retirement benefits (Lev 2001). However, since 
IFRSs give HCE disclosure guidance for financial statements without any standard 
formats, the value relevance tests focusing on specific items of HCE is still difficult to 
 140
investigate except for some cases such as defined contribution plan where the related 
expense are required to be disclosed. This study does not provide the evidence on value 
relevance of specific HCE items. But, it can be an appropriate starting point to discuss 
the more consistent and standardised disclosure of HCE sub-items.  
 
6.3.5 Measuring intellectual capital  
This study develops and suggests its own metric for IC components, especially for the 
structural capital (SC). However, it can be argued that much important information is 
still missing. For example, the cost information of advertisement may be vital to assess 
a firm’s SC. Moreover, R&D expenditure can be another critical factor especially with 
respect to high-tech industry such as biotechnology or IT companies. Whereas the 
disclosure of HC expenditure became prevalent after IFRS adoption among Australian 
firms, most of the SC related expenditures are likely to be incorporated into 
administration expenses unless the accounting standards stipulate that those items must 
be disclosed separately. For example, Chen et al. (2005) additionally tested R&D and 
advertising costs to supplement the SC measure in terms of a VAIC™ approach. They 
found a positive relation between R&D and market-to-book value ratio. Therefore, more 
accurate metrics for SC and IC can be developed when more accounting disclosures 
become available. 
 
6.4 Directions for the future research 
For future research, three directions can be suggested. The first direction is related to 
‘reliability’ issues – how can HC or IC be measured in a reliable manner. Although this 
is problematic, it is vital to develop the link between relevance and reliability of HC/IC 
investment. But a special attention will be needed to the firm size effect. As this study 
documents, it is possibly assumed that the value relevance of HC may be heterogeneous 
according to firm or industry characteristics. Firm size is one of those influential factors 
that can impact on the value relevance of HC. A big-firm premium is a well known 
phenomenon and also the coefficients of explanatory variables (typically accounting 
numbers) are likely to be affected by firm size (Gibson and Stillman, 2009; Wyatt 2008) 
 
The second direction is the opportunity for an international comparative study. In order 
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to generate more insightful implications, more data needs to be tested in not only one 
single country but also internationally. The research approaches in this study can be 
applied to other countries that have adopted (or plan to adopt) IFRSs in the future such 
as the United States where the disclosure of HCE is still on a voluntary basis. As 
Bushman and Smith (2001) noted, there are considerable and quantifiable cross-country 
differences in financial accounting regimes, in economic efficiency, and institutional 
settings (e.g. legal protection of investors’ right). For example, King and Langli (1998) 
test the changes in value relevance of balance sheet and income statement numbers for 
three nations (UK, Norway, and German) by employing Collins et al.’s (1997) approach.  
 
In terms of an international comparative setting, not only the value relevance of HCE 
but also the productivity of HCE would be testable. One of the virtues in using 
productivity (output to units of input metric) is that the numbers in the computation 
process are relatively free from accounting regime changes (e.g. value added as the 
output measure). Thus, if crucial information such as HCE, advertisement and/or R&D 
cost can be obtained at a detailed level in the future, the comparison of productivity at 
the international level can generate more insightful implications. 
 
Lastly, the conceptual and empirical links between HC and IC is a fruitful area for 
future research. Flamholtz (2004) points out that although most IC researchers are 
convinced there are clear connections between HC and IC, the theoretical links between 
them remains under-explored. As Edvisson and Malone (1997) suggest, the initial 
investment in HC can eventually transform into SC. For example, to develop a new 
drug, biotechnology firms account for expenditure on their scientists in the form of 
employee benefit expenses (according to its nature classifications) or R&D expenditures 
(according to its function). If these HC investments are successful, firms will gain 
definite IC (e.g. patent). This transformation, however has different degrees of 
uncertainty in different industries and is difficult to generalise. Just attending the 
workplace and recording work hours is not normally a measure of probability that the 
IC transformation will occur (Bontis, 2001). Therefore, the link between work effort or 
investment in HC and the generation of SC is a centre of research interest.  To develop a 
strong theoretical link, and test it empirically, is one of the major challenges that future 
research in IC and accounting is facing. 
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Appendix 1. Industry Classifications 
1. Francis and Schipper(1999)’s High vs. Low-tech classification.  (p.343) 
 
High-Technology Industries 
283 Drugs 
357 Computer and Office Equipment 
360 Electrical Machinery and Equipment, Excluding Computers 
361 Electrical Transmissions and Distribution Equipment 
362 Electrical Industrial Apparatus 
363 Household Appliances 
364 Electrical Lighting arid Wiring Equipment 
365 Household Audio, Video Equipment, Audio Receiving 
366 Communication Equipment 
367 Electronic Components, Semiconductors 
368 Computer Hardware (Including Mini, Micro, Mainframes, Terminals, Discs, Tape 
Drives, Scanners, Graphics Systems, Peripherals, and Equipment) 
481 Telephone Communications 
737 Computer Programming, Software, Data Processing 
873 Research, Development, Testing Services 
  
Low-Technology Industries 
020 Agricultural Products—Livestock 
160 Heavy Construction, Excluding Building 
170 Construction—Special Trade 
202 Dairy Products 
220 Textile Mill Products 
240 Lumber and Wood Products, Excluding Furniture 
245 Wood Buildings, Mobile Homes 
260 Paper and Allied Products 
300 Rubber and Miscellaneous Plastics Products 
307 Miscellaneous Plastics Products 
324 Cement Hydraulic 
331 Blast Furnaces and Steel Works 
356 General Industrial Machinery and Equipment 
371 Motor Vehicles and Motor Vehicle Equipment 
399 Miscellaneous Manufacturing Industries 
401 Railroads 
421 Trucking, Courier Services, Excluding Air 
440 Water Transportation 
451 Scheduled Air Transportation, Air Courier 
541 Grocery Stores 
* Three-digit US Standard Industry Classification (SIC) codes 
Source: Francis, J. & Schipper, K. 1999, ‘Have financial statements lost their 
relevance?’, Journal of Accounting Research, vol. 37, no. 2, p.343. 
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2. McLachlan et al. (2002)’s service industry– industry based classifications (p. 10) 
Electricity, Gas 
& Water 
Electricity and gas supply. Water supply, sewerage and drainage services. 
Construction Building and non-building construction. Also construction trade services — 
site preparation, building structure, installation, building completion and 
other construction services. 
Wholesale 
Trade 
Basic material wholesaling, machinery and motor vehicle wholesaling, 
personal and household good wholesaling. 
Retail Trade Food retailing, personal and household good retailing, motor vehicle 
retailing and services. 
Accommodatio
n, Cafes & 
Restaurants 
Hospitality services including accommodation, pubs, taverns, bars, 
cafes, restaurants and clubs. 
Transport & 
Storage  
Road, rail, water, air, space and other transport. Services to transport and 
storage. 
Communicatio
ns Services 
Postal, courier and telecommunication services. 
Finance & 
Insurance 
Finance, insurance and services to finance and insurance. 
Property & 
Business 
Services 
Property operators and developers, real estate agents, non-financial asset 
investors, machinery and equipment hiring and equipment. Scientific 
research, technical research, computer services, legal and accounting 
services, marketing and business management services, and other business 
services. 
Government, 
Administration 
& Defence 
Central, state and local government administration, judicial authorities and 
commissions, representations of overseas governments, the Army, Navy and 
Air Defence forces and civilian units engaged in defence administration. 
Education Preschool, primary and secondary education; post-school education and 
other education. 
Health & 
Community 
Services 
Hospitals, nursing homes, medical and dental services, other health services, 
veterinary services, childcare services and community care services. 
Cultural & 
Recreational 
Services 
Motion pictures, radio and television services, libraries, museums and the 
arts, sport, recreation and gambling services. 
Personal & 
Other Services 
Personal and household goods hiring, other personal services, religious 
organisations, interest groups, public order and safety services, and private 
households employing staff. 
Source: ABS (Australian Bureau of Statistics) 1993, Australian and New Zealand 
Standard Industrial Classification, 1993 Edition, Cat. No. 1290.0 
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3. McLachlan et al. (2002)’s service industry– market based classifications (p. 12) 
Sub-sectors  Browning and Singelmann’s sub-groups   Elfring’s sub-groups 
     
Producer 
services 
 •  Banking, credit and other financial 
services 
•  Insurance 
• Real estate 
•  Engineering and architectural services 
•  Accounting and bookkeeping 
• Miscellaneous business services 
•  Legal services 
 •  Business and 
professional services 
•  Financial services 
•  Insurance services 
• Real estate services 
     
Distributive 
services 
 •  Transportation and storage 
• Communication 
• Wholesale trade 
• Retail trade (except eating and 
drinking places) 
 • Retail trade 
• Wholesale trade 
•  Transport services 
• Communications 
     
Personal 
services 
 • Domestic services 
• Hotels and lodging places 
•  Eating and drinking places 
• Repair services 
•  Laundry and dry cleaning 
•  Barber and beauty shops 
•  Entertainment and recreational 
services 
• Miscellaneous personal services 
 • Hotels, bars and 
restaurants 
• Recreation, amusements 
and cultural services 
• Domestic services 
• Other personal services 
     
Social 
services 
  • Medical and health services 
• Hospitals 
•  Education 
• Welfare and religious services 
• Non-profit organisations 
•  Postal services 
• Government 
• Miscellaneous professional and 
social services 
 • Government proper (civil 
or military) 
• Health services 
•  Education services 
• Miscellaneous social 
services 
Source: Browning, H.L and Singelmann, J. 1978, ‘The transformation of the US labour 
force: The interaction of industry and occupation’, Politics and Society, vol 8; and 
Elfring, T. 1988, Service Sector Employment in Advanced Economies. A Comparative 
Analysis of its Implications for Economic Growth, Gower Publishing Company Limited, 
Adlershot, UK. 
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4. Standard & Poor’s Global industry classification standard (GICS) code and 
industry classifications and HCI level of firms in this study 
 
Sub-industry H/L M/S HCI 
15101050 Specialty 
Chemicals 
Companies that primarily produce high 
value-added chemicals used in the 
manufacture of a wide variety of products, 
including but not limited to fine chemicals, 
additives, advanced polymers, adhesives, 
sealants and specialty paints, pigments and 
coatings. 
H M 0.132 
15102010 Construction 
Materials 
Manufacturers of construction materials 
including sand, clay, gypsum, lime, 
aggregates, cement, concrete and bricks. 
Other finished or semi-finished building 
materials are classified  in the Building 
Products Sub-Industry. 
L M 0.231 
15103010 Metal & 
Glass 
Containers 
Manufacturers of metal, glass or plastic 
containers. Includes corks and caps. 
L M 0.282 
15103020 Paper 
Packaging 
Manufacturers of paper and cardboard 
containers and packaging. 
L M 0.197 
15105010 Forest 
Products 
Manufacturers of timber and related wood 
products. Includes lumber for the building 
industry. 
L M 0.231 
15105020 Paper 
Products 
Manufacturers of all grades of paper. 
Excludes companies specializing in paper 
packaging classified in the Paper Packaging 
Sub-Industry. 
L M 0.191 
      
20102010 Building 
Products 
Manufacturers of building components and 
home improvement products and equipment. 
Excludes lumber and plywood classified 
under Forest Products and cement and other 
materials classified in the Construction 
Materials Sub-Industry. 
L M 0.215 
20103010 Construction 
& 
Engineering 
Companies engaged in primarily non-
residential construction. Includes civil 
engineering companies and large-scale 
contractors. Excludes companies classified in 
the Homebuilding Sub-Industry. 
L S 0.331 
20105010 Industrial 
Conglomerat
es 
Diversified industrial companies with 
business activities in three or more sectors, 
none of which contributes a majority of 
revenues. Stakes held are predominantly of a 
controlling nature and stake holders maintain 
an operational interest in the running of the 
subsidiaries. 
L N/A 0.156 
20106010 Construction 
& Farm 
Machinery & 
Heavy 
Trucks 
Manufacturers of heavy duty trucks, rolling 
machinery, earth-moving and construction 
equipment, heavy farm machinery and 
manufacturers of related parts. Includes non-
military shipbuilding. 
L M 0.370  
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Sub-industry H/L M/S HCI 
20106020 Industrial 
Machinery 
Manufacturers of industrial machinery and 
industrial components. Includes companies 
that manufacture presses, machine tools, 
compressors, pollution control equipment, 
elevators, escalators, insulators, pumps, roller 
bearings and other metal fabrications. 
L M 0.235 
20107010 Trading 
Companies 
& 
Distributors 
Trading companies and other distributors of 
industrial equipment and products. 
L S 0.265 
      
20201010 Commercial 
Printing 
Companies providing commercial printing 
services. Includes printers primarily serving 
the media industry. 
L S 0.279 
20201050 Environment
al & 
Facilities 
Services 
Companies providing environmental and 
facilities maintenance services. Includes 
waste management, facilities management 
and pollution control services.  Excludes 
large-scale water treatment systems classified 
in the Water Utilities Sub-Industry. 
N/A S 0.523 
20201060 Office 
Services & 
Supplies 
Providers of office services and 
manufacturers of office supplies and 
equipment not classified elsewhere. 
L N/A 0.306 
20201070 Diversified 
Support 
Services 
Companies primarily providing labor 
oriented support services to businesses and 
governments.  Includes commercial cleaning 
services, dining & catering services, 
equipment repair services, industrial 
maintenance services, industrial auctioneers, 
storage & warehousing, transaction services, 
uniform rental services, and other business 
support services. 
L S 0.400 
20202010 Human 
Resource & 
Employment 
Services 
Companies providing business support 
services relating to human capital 
management. Includes employment agencies, 
employee training, payroll & benefit support 
services, retirement support services and 
temporary agencies. 
L S 0.839 
20202020 Research & 
Consulting 
Services 
Companies primarily providing research and 
consulting services to businesses and 
governments not classified elsewhere.  
Includes companies involved in management 
consulting services, architectural design, 
business information or scientific research, 
marketing, and testing & certification 
services. Excludes companies providing 
information technology consulting services 
classified in the IT Consulting & Other 
Services Sub-Industry. 
H S 0.546 
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Sub-industry H/L M/S HCI 
20301010 Air Freight & 
Logistics 
Companies providing air freight 
transportation, courier and logistics services, 
including package and mail delivery and 
customs agents. Excludes those companies 
classified in the Airlines, Marine or 
Trucking Sub-Industries. 
L S 0.316 
20302010 Airlines Companies providing primarily passenger 
air transportation. 
L S 0.265 
20303010 Marine Companies providing goods or passenger 
maritime transportation. Excludes cruise-
ships classified in the Hotels, Resorts & 
Cruise Lines Sub-Industry. 
L S 0.588 
      
20304010 Railroads Companies providing primarily goods and 
passenger rail transportation. 
L S 0.295 
20304020 Trucking Companies providing primarily goods and 
passenger land transportation. Includes 
vehicle rental and taxi companies. 
L S 0.262 
      
25101010 Auto Parts & 
Equipment 
Manufacturers of parts and accessories for 
automobiles and motorcycles. Excludes 
companies classified in the Tires & Rubber 
Sub-Industry. 
L M 0.327 
25102010 Automobile 
Manufacturers 
Companies that produce mainly passenger 
automobiles and light trucks. Excludes 
companies producing mainly motorcycles 
and three-wheelers classified in the 
Motorcycle Manufacturers Sub-Industry and 
heavy duty trucks classified in the 
Construction & Farm Machinery & Heavy 
Trucks Sub-Industry. 
L M 0.226 
      
25201020 Home 
Furnishings 
Manufacturers of soft home furnishings or 
furniture, including upholstery, carpets and 
wall-coverings. 
L M 0.261 
25201050 Housewares & 
Specialties 
Manufacturers of durable household 
products, including cutlery, cookware, 
glassware, crystal, silverware, utensils, 
kitchenware and consumer specialties not 
classified elsewhere. 
L M 0.24 
25202010 Leisure 
Products 
Manufacturers of leisure products and 
equipment including sports equipment, 
bicycles and toys. 
L M 0.174 
25203010 Apparel, 
Accessories & 
Luxury Goods 
Manufacturers of apparel, accessories & 
luxury goods. Includes companies primarily 
producing designer handbags, wallets, 
luggage, jewelry and watches. Excludes 
shoes classified in the Footwear Sub-
Industry. 
L M 0.166 
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Sub-industry H/L M/S HCI 
25301010 Casinos & 
Gaming 
Owners and operators of casinos and 
gaming facilities. Includes companies 
providing lottery and betting services. 
L S 0.211 
25301020 Hotels, 
Resorts & 
Cruise Lines 
Owners and operators of hotels, resorts 
and cruise-ships. Includes travel agencies, 
tour operators and related services not 
classified elsewhere. Excludes casino-
hotels classified in the Casinos & Gaming 
Sub-Industry. 
L S 0.31 
25302010 Education 
Services 
Companies providing educational 
services, either on-line or through 
conventional teaching methods. Includes, 
private universities, correspondence 
teaching, providers of educational 
seminars, educational materials and 
technical education. Excludes companies 
providing employee education programs 
classified in the Human Resources & 
Employment Services Sub-Industry 
N/A S 0.376 
      
25401010 Advertising Companies providing advertising, 
marketing or public relations services. 
L S 0.31 
25401020 Broadcasting Owners and operators of television or 
radio broadcasting systems, including 
programming. Includes, radio and 
television broadcasting, radio networks, 
and radio stations. 
L S 0.313 
25401030 Movies & 
Entertainment 
Companies that engage in producing and 
selling entertainment products and 
services, including companies engaged in 
the production, distribution and screening 
of movies and television shows, producers 
and distributors of music, entertainment 
167heatres and sports teams. 
L S 0.201 
25401040 Publishing Publishers of newspapers, magazines and 
books, and providers of information in 
print or electronic formats. 
L S 0.433 
      
      
25501010 Distributors Distributors and wholesalers of general 
merchandise not classified elsewhere. 
Includes vehicle distributors. 
L S 0.117 
25502010 Catalog Retail Mail order and TV home shopping 
retailers. Includes companies that provide 
door-to-door retail. 
L S 0.104 
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Sub-industry H/L M/S HCI 
25503020 General 
Merchandise 
Stores 
Owners and operators of stores offering 
diversified general merchandise. Excludes 
hypermarkets and large-scale super centers 
classified in the Hypermarkets & Super 
Centers Sub-Industry. 
L S 0.150  
25504010 Apparel Retail Retailers specialized mainly in apparel and 
accessories. 
L S 0.238 
25504020 Computer & 
Electronics 
Retail 
Owners and operators of consumer 
electronics, computers, video and related 
products retail stores. 
L S 0.223 
25504030 Home 
Improvement 
Retail 
Owners and operators of home and garden 
improvement retail stores. Includes stores 
offering building materials and supplies. 
L S 0.142 
25504040 Specialty 
Stores 
Owners and operators of specialty retail 
stores not classified elsewhere. Includes 
jewelry stores, toy stores, office supply 
stores, health & vision care stores, and book 
& entertainment stores. 
L S 0.276 
25504050 Automotive 
Retail 
Owners and operators of stores specializing 
in automotive retail.  Includes auto dealers, 
gas stations, and retailers of auto 
accessories, motorcycles & parts, 
automotive glass, and automotive 
equipment & parts. 
L S 0.147 
25504060 Home 
furnishing 
Retail 
Owners and operators of furniture and home 
furnishings retail stores.  Includes 
residential furniture, home furnishings, 
house wares, and interior design.  Excludes 
home and garden improvement stores, 
classified in the Home Improvement Retail 
Sub-Industry. 
L S 0.212 
      
30101030 Food Retail Owners and operators of primarily food 
retail stores. 
L S 0.122 
      
30201010 Brewers Producers of beer and malt liquors. Includes 
breweries not classified in the Restaurants 
Sub-Industry. 
L M 0.169 
      
35101010 Health Care 
Equipment 
Manufacturers of health care equipment and 
devices. Includes medical instruments, drug 
delivery systems, cardiovascular & 
orthopaedic devices, and diagnostic 
equipment. 
H M 0.325 
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35101020 Health Care 
Supplies 
Manufacturers of health care supplies and 
medical products not classified elsewhere. 
Includes eye care products, hospital 
supplies, and safety needle & syringe 
devices. 
H M 0.267 
35102015 Health Care  
Services 
Providers of patient health care services 
not classified elsewhere. Includes dialysis 
centers, lab testing services, and pharmacy 
management services. Also includes 
companies providing business support 
services to health care providers, such as 
clerical support services, collection 
agency services, staffing services and 
outsourced sales & marketing services 
H S 0.509 
35102020 Health Care 
Facilities 
Owners and operators of health care 
facilities, including hospitals, nursing 
homes, rehabilitation centers and animal 
hospitals. 
H S 0.559 
35103010 Health Care 
Technology 
Companies providing information 
technology services primarily to health 
care providers.  Includes companies 
providing application, systems and/or data 
processing software, internet-based tools, 
and IT consulting services to doctors, 
hospitals or businesses operating primarily 
in the Health Care Sector 
H S 0.502 
      
35201010 Biotechnology Companies primarily engaged in the 
research, development, manufacturing 
and/or marketing of products based on 
genetic analysis and genetic engineering.  
Includes companies specializing in 
protein-based therapeutics to treat human 
diseases 
H S 0.299 
35202010 Pharmaceuticals Companies engaged in the research, 
development or production of 
pharmaceuticals. Includes veterinary 
drugs. 
H M 0.524 
      
45102010 IT Consulting & 
Other Services 
Providers of information technology and 
systems integration services not classified 
in the Data Processing & Outsourced 
Services or Internet Software & Services 
Sub-Industries.  Includes information 
technology consulting and information 
management services. 
H S 0.793 
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Sub-industry H/L M/S HCI 
45103010 Application 
Software 
Companies engaged in developing and 
producing software designed for 
specialized applications for the business 
or consumer market. Includes enterprise 
and technical software. Excludes 
companies classified in the Home 
Entertainment Software Sub-Industry. 
Also excludes companies producing 
systems or database management software 
classified in the Systems Software Sub-
Industry. 
H S 0.603 
45103020 Systems 
Software 
Companies engaged in developing and 
producing systems and database 
management software. 
H S 0.623 
      
45201020 Communications 
Equipment 
Manufacturers of communication 
equipment and products, including LANs, 
WANs, routers, telephones, switchboards 
and exchanges. 
H M 0.201 
45203010 Electronic 
Equipment & 
Instruments 
Manufacturers of electronic equipment 
and instruments including analytical, 
electronic test and measurement 
instruments, scanner/barcode products, 
lasers, display screens, point-of-sales 
machines, and security system equipment. 
H M 0.276 
45203030 Technology 
Distributors 
Distributors of technology hardware and 
equipment. Includes distributors of 
communications equipment, computers & 
peripherals, semiconductors, and 
electronic equipment and components. 
N/A S 0.162 
      
50101010 Alternative 
Carriers 
Providers of communications and high-
density data transmission services 
primarily through a high bandwidth/fiber-
optic cable network. 
H S 0.361 
50101020 Integrated 
Telecommunicati
on Services 
Operators of primarily fixed-line 
telecommunications networks and 
companies providing both wireless and 
fixed-line telecommunications services 
not classified elsewhere. 
H S 0.213 
Source: : http://www.standardandpoors.com/indices/gics/en/us 
 
Note: 1. Excludes 2 sectors (10-Energy, 40-Finance) and 2 industry groups (151040 Metals & 
Minings, 302020 Food Product) according to GICS (Global Industry Classification 
Standard)®.  
2. H/L means High-tech or Low-tech classifications; H (L) indicates high-tech (low-tech) 
industry. Three sub-industry categories are excluded as they are unclear on whether they are 
High-tech or Low-tech industry - 20201050 Environmental & Facilities Services, 25302010 
Education Services, and 45203030 Technology Distributor.  
3. M/S means Manufacturing or Service industry classifications; M (S) indicates 
manufacturing (service) industry. Two sub-industries are excluded from all samples because 
they are unclear on whether they belong to manufacturing or service sector - 20105010 
Industry Conglomerates and 20201060 Office Services and Supplies. 
 4. HCI is human capital intensity 
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Appendix 2. Summary of focal literature 
 
1. Value relevance of intangible investment 
 
Title Author Year Journal Data Variables Method Main Findings 
Changes in the 
value-
relevance of 
earnings  
and book value 
over the past 
forty years 
Collins, D.,  
Maydew, E. 
and Weiss, 
I. 
1997 Journal of 
Accounting  
and 
Economics 
 
 
a. dataset: 
1953~1993, 
(total 40 years) 
 
b. Compustat-annual 
earnings, book 
value, share 
information 
c. CRSP Monthly 
Returns-security 
price and share 
splits, dividends  
a. the 1st test 
Independent variables:  
○1  Book value,  
○2  Earning 
Dependent variable: 
○1  the price of a share of 
three month after fiscal year-
end 
 
b. the 2nd test 
Independent variables: 
○1  Time  
Dependent variable: 
○1  R2 total, 
○2  R2 incremental earnings,  
○3  R2 incremental book 
value 
 
 
a. Modification of Ohlson 
(1995) 
 
b. decompose R2 
(explanatory power) into 3 
part 
 
○1  incremental 
explanatory power of book 
value 
○2  incremental 
explanatory power of 
earnings 
○3  the explanatory power 
common to book value 
and earnings 
a. the combined value-
relevance of earnings and 
book value has not declined 
but, in fact, appear to have 
increased slightly. 
 
b. while the incremental value-
relevance of 'bottom line' 
earnings has declined, it has 
been replaced by increasing 
value-relevance of book value 
 
c. much of the shift in value-
relevance from earnings to 
book value can be explained 
by the increasing frequency 
and magnitude of one-time 
item, the increasing frequency 
of negative earnings, and 
changes in average firms size 
and intangible intensity across 
time 
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Title Author Year Journal Data Variables Method Main Findings 
Accounting 
Diversity and 
Firm Valuation 
King, R. 
and Langli, 
J. 
1998 The 
Internation
al Journal 
of 
Accounting 
a. dataset: 
1982~1996 
 
b. DB-Worldscope 
Global Researcher 
& Institute of 
Business 
Economics at the 
Norwegian School 
of Management 
 
c. UK, Norway, & 
German 
a. the 1st  test 
Independent variables: 
○1 book value, 
○2  abnormal earning 
Dependent variable: 
○1  the price of a share of three 
month after fiscal year-end 
 
b. the 2nd test 
Independent variables: 
○1  Time 
Dependent variable: 
○1  R2 total, 
○2  R2 incremental of abnormal 
earnings, 
○3  R2 incremental book value 
a. similar to Collins et 
al.(1997) 
 
b. test same regressions 
for 3 different countries 
(UK, Norway, & German) 
a. accounting book value and 
earnings are positively and 
significantly related to current 
stock prices across all three 
countries. 
b. the incremental and relative 
explanatory power of book 
value and earnings differs 
across time and across the 
three countries. 
c. income realizations for 
future years have little relation 
to current stock prices, that is, 
they explain little about 
market prices not already 
explained by current book 
value and current earnings 
Have Financial 
Statements 
Lost Their 
Relevance? 
Francis, J. 
and 
Schipper, 
K. 
1999 Journal of 
Accounting 
Research 
a. dataset: 
1952~1994 
 
b. DB- 
○1  CRSP  
○2  Compustat 
a. construct portfolio 
○1  Earnings(t),  
○2  Earnings(t-1),  
○3  Cash(t),  
○4  other information. 
 
b. Regression test 
Independent variables: 
○1  Earnings  
○2  book value 
Dependent variable: 
○1  Market value of equity 
a. General decline over 
time 
○1  portfolio method (15-
month market-adjusted 
returns) 
○2  Compare the 
Explanatory power of R2, 
book value and earnings 
respectively. 
 
b. compare high-tech vs. 
low-tech industries 
a. Declining trend in the 
relevance of earnings to total 
return 
b. However increasing trend in 
both asset and liabilities, and 
earnings and book value, to 
explain market equity value. 
c. No difference between high-
and low-technology firms 
d. This tests do not speak to 
the question of a current and 
future threat of loss of 
relevance 
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Title Author Year Journal Data Variables Method Main Findings 
Measuring and 
valuing 
intangible 
capital in the 
wireless 
communicatio
ns industry 
Klock, M. 
and Megna, 
P. 
2000 The Quarterly 
Review of 
Economics 
and Finance 
a. dataset: 
1981~1995 
b. DB-Compustat, 
(for market value of 
debt) Moody's 
Industrial Manual, 
Moody's OTC 
manual, and annual 
reports of the 
individual firm 
Independent variables: 
○1 Tangible assets(PPE),  
○2  Intangible assets 
(spectrum license, 
advertisement, R&D 
expenses) 
 
Dependent variable: 
Tobin's Q 
Tobin's Q: Chung & Pruitt  
(Financial Management, 
1994) 
a. Licensing variables 
explain 60% of variation of 
Tobin’s Q ratio 
  
b. The advertising 
expenditure is also effective 
to explain the additional 
variation 
Market 
Perception of 
Goodwill: 
Some 
Empirical 
Evidence 
McCarthy, 
M. and 
Schneider, 
D. 
1995 Accounting 
and Business 
Research 
a. dataset: 
1988~1992 
 
b. DB-Compustat 
Independent variables: 
○1  Asset less goodwill 
○2  Goodwill 
○3  Book value of liabilities 
○4  Flow concept/Income 
variable 
 
Dependent variable: 
Market value of stock 
holder's Equity 
a. Modification of Ohlson 
model (1995) 
 
b. test1- is goodwill 
perceived as an asset? 
 
c. test2- is goodwill 
perceived as an asset in the 
same way as other assets? 
a. Market tends to view 
goodwill as an asset when 
valuing a company 
 
b. Goodwill is valued by the 
market at least as much as(or 
greater) other asset 
Is older 
goodwill value 
relevant? 
Bugeja, M. 
and 
Gallery, N. 
2006 Accounting 
and Finance, 
46, 519-535 
a. dataset: 
1995~1999, 4years 
with firm's goodwill 
increase 
 
b. Australian Stock 
Exchange FinData 
Independent variables: 
○1  book value, 
○2  net income,  
○3  book value= intangible 
+goodwill,  
○4  goodwill=current(t)+(t-
1)year+(t-2)year 
 
Dependent variable: 
share price 
a. Modification of Ohlson 
model (1995) 
b. Partition 
○1  BE= book value + total  
intangible 
○2  Total 
intangible=Goodwill + 
Intangible 
○3  Goodwill= 
goodwill(t) )+(t-1)year+(t-
2)year 
The market does not 
recognize beyond two years 
old goodwill 
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Title Author Year Journal Data Variables Method Main Findings 
The 
Boundaries of 
Financial 
Reporting and 
How to Extend 
Them 
Lev, B. and 
Zarowin, P. 
1999 Journal of 
Accounting 
Research 
a. dataset: 
1978~1996 
 
b. DB-Compustat 
and CRSP database 
a. Decreasing Usefulness of 
Financial Information 
 
Independent variables: 
○1  Earnings + Incremental 
of Earnings  
○2  Cash flow + Incremental 
of Cash flow + Accruals + 
Incremental of Accruals 
○3  Earnings + Book value 
Dependent variable: 
○1 + ○2  Stock's return,  
○3  Stock price 
 
b.  Business Change and the 
Deterioration of Financial 
Statement Usefulness 
 
Independent variables: 
○1  Business Change Index 
(Mean Absolute Change 
Rate, MARC), 
○2  R&D Intensity 
Dependent variable: 
Stock Return 
a. Decreasing Usefulness 
of Financial Information- 
with ERC test, Cash flow 
test, & Ohlson (1995) 
Model 
 
b. Business Change and 
the Deterioration of 
Financial Statement 
Usefulness 
○1  Measure Business 
Change  
○2  R2 & ERC test 
according to Business 
Changes Index  
○3  R2& ERC test with 
reported loss case  
○4  R2 & ERC test 
according to R&D 
intensity 
a. the usefulness of financial 
information to investors shows 
systematic decline over the 20 
years(1978-1996) - in 
association between MV and 
key financial variables-
earnings, cashflows, and BV. 
the main reasons are business 
change(intangible intensity, 
innovation etc) and inadequate 
accounting treatment 
 
 
b. ○1  the rate of change 
experienced by U.S. business 
enterprises has increased over 
the past 20 years 
○2  the increasing rate of 
business change is associated 
with a decline in the 
informativeness of earnings 
○3  an increase in R&D 
intensity is associated with a 
decline in earnings 
informativeness 
○4  an increase in the rate of 
business change is associated 
with an increase in R&D 
intensity 
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Title Author Year Journal Data Variables Method Main Findings 
Accounting 
Recognition of 
Intangible 
Assets: Theory 
and Evidence 
on Economics 
Determinants 
Anne Wyatt 2005 The 
Accounting 
Review 
a. Australian Setting 
 
b. 1993-1997 Listed 
A-firms 
* Internally 
generated 
identifiable 
intangible assets 
(except internal 
goodwill) were 
unregulated 
 
c. hand-collect 
manner 
 
d. Connect 4 
Independent variables: 
○1  Strength of technology 
affecting the firms operation 
(positive prediction) 
○2  the length of the 
technology cycle time 
(negative prediction) 
○3  property-rights-related 
factors that affect the firm's 
ability to appropriate the 
investment benefits (positive 
prediction) 
 
Dependent variable: 
Management choice to 
record intangible assets. 
a. Strength of Technology: 
Number of Patent * 
Current Impact Index (e.g. 
citation index) 
 
b. technology cycle time: 
median age in years of 
prior related patents cited 
on the front page of 
current patents. 
 
c. science linkage: the 
number of scientific 
papers referenced on the 
front page of the patents in 
a technology area 
“Recorded intangible assets 
are associated with the 
strength, and cycle time 
attribute and the property-
right-related factors” (p. 999) 
 
“Limiting management's 
choice to record intangible 
assets would tend to reduce, 
rather than improve, the 
quality of the balance sheet 
and investor's information set” 
(p.1000) 
The value of 
innovation: 
The interaction 
of competition, 
R&D and IP 
Greenhalgh, 
C., & 
Rogers, M. 
2006 Research 
Policy 
a. Panel Data set 
 
b. U.K., 1989-2002 
 
c. R&D, Intellectual 
Property 
Independent variables: 
○1 Size(log of Assets), 
○2  R&D ○3  UK patents 
○4  EU patent ,  
○5  Trademark/A 
 
* control variables 
○1  Growth,  
○2  Debt/shareholders, 
○3  Intangible/Total 
 
Dependent variable: 
Log of firm’s market value 
a. Extend Pavitt's industry 
classification to 
6 industries –  
○1 Supplier dominated 
manufacturing,  
○2  Production intensive, 
scale intensive  
○3  Production intensive, 
specialised suppliers  
○4  Science based  
○5  Information intensive  
○6  Software-related firms 
a. The highest of R&D 
coefficient are sector 2 & 5 
(supplier dominated) 
 
b. The lowest are Science 
based and S/W firms 
 
c. UK. Patenting appear to 
command no market value 
premium  
 
d. EU patent associated with 
higher market value 
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Title Author Year Journal Data Variables Method Main Findings 
The Relevance 
of Firm 
Valuation of 
Capitalising 
Intangible 
Assets in Total 
and By 
Category 
Godfrey, J. 
& Koh, P. 
2011 Australian 
Accounting 
Review 
a. 1999 annual 
Report - Connect 4 
DB 
b. 172 firms with 
reported intangible 
assets 
Independent variables: 
a. the 1st test 
○1  Total Tangible Assets 
○2   Total Liabilities     
○3  Total Intangible Assets 
 
b. the 2nd test (2- separate 
items)  
○1  Total Tangible Assets 
○2  Total Liabilities 
○3  Goodwill 
○4  Capitalised R&D 
○5  Identifiable Intangible 
Assets 
 
Dependent variable: 
Market value of equity 
a. typical valuation model: 
MVE = BV items 
 
b. Incremental explanatory 
power (by R2 increment) 
a. Total intangible Assets are 
value relevant 
 
b. Goodwill (GW) and 
Identifiable Intangible 
Assets(IIA) are also value 
relevant 
 
c. Capitalised R&D is not 
value relevant  
*  This is contrary to 
Abrahams and Sidhu (1998) 
which report positive value 
relevant of capitalised R&D 
* this may be due to relatively 
larger size of sample firms in 
this study. 
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2. The practical effects of IFRS adoption on intangibles accounting 
Title Author Year Journal Data Variables Method Main Findings 
Intangible 
Assets: 
Diversity of 
Practices and 
Potential 
Impacts from 
AIFRS 
Adoption 
Chalmers, K. 
and Godfrey, J. 
2006 Australian 
Accounting 
Review 
a. dataset-2002 
financial 
reports of 476 
listed firms in 
ASX  
n.a.  
* Descriptive 
analyses 
a. Summary of accounting 
regulations for intangible assets 
before and after IFRS 
b. Total intangible assets recognized 
on the balance sheet 
○1  carrying amount of intangible 
asset and percentage to total assets 
○2  distribution ratio of intangible 
assets to total assets 
c. Goodwill recognized on the 
balance sheet 
○3  carrying amount of goodwill 
○4  distribution ratio of goodwill to 
total assets 
d. Identifiable Intangible assets 
recognised on the balance sheet 
○1  carrying amount of identifiable 
intangible asset 
○2  ratio of identifiable intangible 
assets to total assets 
○3  distribution the ratio of 
identifiable intangible assets to total 
assets 
e. Measurement and amortization 
policies for identifiable intangible 
assets 
○1  Measurement subsequent to 
initial recognition: Historical cost 
vs. Fair value 
○2  Amortization policy: 0~more 
than 20 years 
a. 319 firms out of 476 had recognised 
intangible asset, with the mean(median) 
ratio of intangible asset to total assets 
being 19%(12%). 
 
b. For 169 of these firms, the ratio of 
intangible assets to total assets 
exceeded 10%. 
 
c. Significant diversity in reporting 
practices relating to both goodwill and 
identifiable intangible assets. 
○1 Accounting policy: historic cost, 
deemed cost, directors' fair value, 
independent fair value, cost with fair 
disclosed, recoverable amount and 
some indeterminate policies. 
○2  Amortization periods: from no 
amortization to periods exceeding 20 
years 
 
d. Research investigating the effects of 
AIFRS adoption should consider not 
only the changes in the year of AIFRS 
adoption, but also those changes that 
occur over the years leading up to 
AIFRS adoption since firms may have 
been writing off intangible assets in 
preparation for the new standard. 
178 
Title Author Year Journal Data Variables Method Main Findings 
Cost-benefits 
of adoption of 
IFRSs in 
countries with 
different 
harmonization 
histories 
Taylor, D. 2009 Asian 
Review of 
Accounting 
a. Countries-U.K., 
Hong Kong, & 
Singapore 
 
b. Accounting 
reconciliations on 
first time adoption 
of IFRS at 2005: 
disclosure the 
reconciliations 
(difference 
between GAAP 
and IFRS) 
 
c. sample - total 
150 firms, 
randomly select 
50 from top 200 
firms in each 
U.K., Hong Kong 
& Singapore 
 
d. Through 
Internet - Annual 
Financial reports, 
share price & etc. 
* Observe the Difference 
between GAAP and IFRS 
 
a. the 1st test 
Basic model - ERC  
Independent variables: 
Accounting Earnings 
Dependent variable: 
Share price (or return) 
 
 
b. the 2nd test 
(Expanded model) 
 
Independent variables: 
○1 Earnings 
○2  Book value 
○3  EDIFF= (Earnings under 
GAAP)-(Earnings under 
IFRS) 
○4  BVDIFF = (BV of equity 
under GAAP) - (BV of 
equity under IFRS) 
=> both comes from 
Accounting reconciliation of 
2005 first adoption F/S  
Dependent variable: 
Share price (or return) 
 
a. Divide three counties 
according to historical 
background before the adoption 
of IFRS because; 
○1  Singapore was highly aligned 
to IAS from 2004 (high 
harmonization before IFRS). 
○2  Hong Kong was closely 
aligned to IASB by the time of 
adoption in 2005 (medium 
harmonization) 
○3  U.K. was meaningfully 
aligned to IFRS only at the 
adoption in 2005(low 
harmonization) 
 
b. Hypotheses 
○1  Incremental value relevance 
under IFRS is greater in low 
harmonization country before 
IFRS (U.K.) 
○2  Transaction cost is higher in 
low harmonization country 
before IFRS (U.K.) 
 
c. ○1  for H1, observe the 
incremental value relevance 
○2  for H2, count the number of 
reconciled items in F/S 
a. There are no significant 
incremental value 
relevance in 3 countries; 
Despite IFRS adoption, the 
F/S did not generate 
significant incremental 
value relevance  
 
b. U.K. reports biggest 
reconciled items(1,316), 
HK(934), and 
Singapore(558), which 
support H2 
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Title Author Year Journal Data Variables Method Main Findings 
Adoption of 
International 
Financial 
Reporting 
Standards: 
Impact on the 
Value 
Relevance of 
Intangible 
Assets 
Chalmers, K., 
Clinch, G. & 
and Godfrey, J. 
2008 Australian 
Accounting 
Review 
a. Difference 
reported between 
AGAAP - AIFRS 
    
 
b. data set- 599 
listed Australian 
firms in 2006 ASX 
(either reports 
identifiable 
intangibles or 
goodwill), 
 
* 489 firms which 
report only 
goodwill. 
Independent variables: 
ADJBVEagaap = 
BVEaggp - 
INTANGIBLESagaap-
Gwagaap (under 
AGAAP) 
 
INTANGagaap = 
Identifiable intangibles 
asset (under AGAAP) 
 
GWagaap = Goodwill 
(under AGAAP) 
 
NIagaap = Net Income 
(under AGAAP) 
 
* repeat for 
ADJBVEaifrs, 
INTANGaifrs, GWaifrs, 
NIaifrs (under AIFRS) 
 
Dependent variable: 
MVE, market value of 
equity measured at the 
end of the month in 
which the firm's annual 
report is released 
* Test the 
incremental value 
relevance of each 
items (identifiable 
intangible & 
goodwill) under 
different Regime. 
* Same firm, same 
period but different 
numbers under 
different accounting 
regime. 
 
a. AGAAP 
measurement = 
(Closing balance of 
31/Dec/2004) or 
(Closing of non-
Dec/2005) 
                                         
which is equivalent 
to  
b. AIFRS 
measurement = 
(Opening of 
31/Dec/2005) or 
(Opening of non-
Dec/2006) 
a. The Value relevance of Goodwill 
increase under AIFRS, but that of 
identifiable shows insignificant 
increase. Actually, the identifiable 
intangible under AGAAP shows 
significant relation with share price. 
 
b. Maybe IFRS encourage management 
lose some information content of 
management discretion, which cause 
the lack of signal leading to negative 
effects on the association between share 
price and F/S like identifiable 
intangibles. On the other hand, the 
impairment test that IFRS imposes 
removes the management discretion, 
which is positive to stock market like 
goodwill case. 
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Title Author Year Journal Data Variables Method Main Findings 
The adoption 
of IFRS in 
Australia: The 
case of AASB 
138 (IAS 38) 
Intangible 
Assets 
Cheung, E., 
Evans, E. & 
Wright, S. 
2008 Australian 
Accounting 
Review 
a. 23 entities that 
report at 
30/Jun/2005 and 
30/Jun/2006 
respectively; 
○1   30/Jun/2005 - 
report under 
AGAAP, 
○2  30/Jun/2006 -
report under 
AIFRS and 
equivalent of 
AGAAP 
○3  derecognize the 
internally 
generated 
intangible asset 
 
b. dataset-Aspect 
Huntely's Annual 
Reports Online 
a. 
○1  IA/TA = 
(Intangible 
asset/Total asset),  
○2  IA/TR=(Intangible 
asset/Total revenue) 
=> % of Intangible 
amount 
 
b. ROE, ROA => 
Performance 
 
c. DER (debt to 
equity ratio) => Debt 
covenant 
* Authors' estimation of 
AASB 138(Intangible) 
based on disclosure in 
2004/05 annual report 
(closing at 30/Jun/2005) 
=> disclose the effect of 
transition in the notes to 
the financial statement 
prior to AIFRS(AASB 
138-Intangible) 
 
a. Compare. AGAAP vs. 
Authors' estimation at 
30/Jun/2005(Closing 
balance) 
 
b. Compare AIFRS at 
1/Jul/2005 (Opening 
balance) vs. Authors' 
estimation at 
30/Jun/2005 
 
c. Compare AIFRS vs. 
AGAAP(equivalent) at 
1/Jul/2005(Opening 
balance) 
a. GAAP vs. projected AIFRS(Author's 
estimation) - significant different in 
IA/TA, IA/TR and DER => analysts and 
investors would have anticipated a 
significant impact for those entities with 
internally generated intangible assets 
 
b. Actual AIFRS vs. projected AIFRS 
 - significance in both Intangible asset 
amount, but not significant for 3 
financial ratio => projected effects of the 
impact of AIFRS on reported intangible 
assets were overstated 
 
c. Actual AIFRS vs. AGAAP 
- no significant => much of projected 
impact of AASB 138 was not realised 
 
“We speculate 2 reasons of poor quality 
first, half of entities did not derecognize 
intangible-reveal intangible had been 
purchased at cost/ Also offset by 
resorting computer s/w from 
PPE(property, plant and equipment) to 
Intangible asset. 
second, the impact of AASB 138 is not 
immediately apparent in the 2005/2006 
annual reports” (p. 254) 
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Title Author Year Journal Main Findings/Arguments 
Fifty-Seven 
Serious 
Defects in 
'Australian' 
IFRS 
Haswell, 
S. & 
Langfield-
Smith, I. 
2008 Australian 
Accounting 
Review 
 
 
a. AASB 127 Consolidated and Separate Financial Reports and AASB 3 Business Combination 
“There are many potential explanations for the acquisition of a subsidiary at a price above its apparent fair value 
of net assets. These explanations-for example, acquisition of customer value, expectation of synergistic effects, 
need to obtain control of a competitor, or simply that the investor made a bad deal-do not necessarily justify the 
recognition of a goodwill asset. AASB 3(Business Combination) contain little or no discussion of any of these. 
There is no requirement to initially analyse or test an acquisition overpayment at all. All overpayments are 
recorded as 'consolidation goodwill' initially and later impairment testing may deal with any 'future economic 
benefits' that are found not to exist in the recorded amount...The impairment testing is done by apportioning the 
goodwill to the acquirer's cash generating units (CGUs), an imprecise concept that seems to invite management 
discretion in the allocation process” (p.56) 
 
b. Impairment of Assets 
“When the revaluation model is adopted, the fair value less cost to sell (net fair value) must be less than fair 
value; but there is a problem when the value in use is between fair value and fair value less cost to sel, since the 
carrying amount will be neither fair value nor net fair value. While the use of net fair value is consistent with 
adopting a revaluation model, the use of value in use is not....It is problemic how the users of financial 
statements are to interpret the resulting amounts, some measured by cost, some by fair value less cost to sell and 
others by present value of future cashflows. The use of multiple measures is not mitigated by the extensive 
disclosures required by AASB 136. (p.58) 
 
c. “When the FRC (Financial Reporting Council) decided in July 2002 to adopt IFRS for Australia, one of its key 
pieces of reasoning was that good Australian standard would be 'diluted' with inferior IFRS. According to 
Warren McGregor, an Australian member of the IASB, this fear of dilution was already in 2002 'largely 
alleviated' by our harmonization program (Charter 2002, p.38) and would presumably be further alleviated by 
the continued development of IFRS. The results of this paper do not support such a view.” (p.60) 
 
d. “To be sure, IFRS may still provide better-quality disclosures, especially to investors, than those previously 
used in some other countries, for example in Germany or China. For Australia (and other countries with highly 
developed standard-making) this is hardly the point.” (p.61) 
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Title Author Year Journal Data Variables Method Main Findings 
Incentives 
versus 
standards: 
properties of 
accounting 
income in four 
East Asian 
countries 
Ball, R., 
Robin, 
A. & 
Wu. J. S. 
2003 Journal of 
Accountin
g and 
Economic
s 
a. 4 Asian 
Countries - 
Hong Kong, 
Malaysia, 
Singapore, & 
Thailand 
 
b. 1984-1996, 
13years 
annual data - 
total 2,726 
firm-year 
observations 
 
c. DB-Global 
Vantage 
Industrial/Co
mmercial file 
& Vantage 
issue file 
a. Cross-section test 
- Contemporaneous association between 
earnings and returns according to each 
firm and countries 
Independent variables: 
○1 R: stock return, ○2  RD: dummy if 
return <0 then 1, otherwise 0. 
Dependent variable: 
NI = X/(N*P), X=Net Income before 
extra-ordinary items (accounting gain & 
loss), N=# of shares, P= share price 
- Comparative asymmetry in the 
contemporaneous returns-earnings 
relation: pooled regression with country 
category effects 
Independent variables: 
○1 R (stock return), ○2  RD (dummy) 
○3   CD,(country identifier)  
Dependent variable: 
Net Income as previously defined 
 
b. time-series test 
Independent variables: 
○1  NID: dummy if incremental NI of 
previous year(t-1) <0 then 1, otherwise 
0, ○2  Incremental NI of previous year(t-
1), ○3  NID*Incremental NI 
Dependent variable: 
Incremental Net income 
a. Cross-sectional 
test for measuring 
Timeliness 
(particularly, the 
recognition of 
economic loss to 
accounting loss) 
- Stock return: 
Proxy for 
economic gain & 
loss 
- According to 
each countries, 
then compare 
Code-law and 
Common law 
countries. 
 
 
b. Time-series test 
for additional 
analysis of 
substituting stock 
return: Persistence 
in earnings 
changes according 
to time flow 
a. “One implication of our results is that 
it is incomplete and misleading to 
classify countries in terms of their formal 
accounting standards, or even their 
standard-setting institutions, without 
giving substantial weight to the 
institutional influences on preparer's 
actual financial reporting incentives.” 
(p.259) 
b. “to achieve higher financial reporting 
quality, changing manager and auditor 
incentives is more important than 
mandating foreign accounting 
standards.” (p.259) 
c. “The result that high-quality standards 
do not guarantee high-quality financial 
reporting has implications for the 
acceptance of the IAS "brand name" in 
the US, and in other economies with 
generally high financial reporting 
quality… One conjecture then is that 
low-cost adoption of IAS by low-quality 
countries will erode its brand name and 
cause high-quality countries to not fully 
accept the IAS label…The international 
capital market therefore might find it 
difficult to discriminate between the 
high- and low-quality individual-firm 
adopters of IAS or US GAAP, just as 
they might find it difficult to distinguish 
at the country level. (pp.260-261) 
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The effect of 
international 
institutional 
factors on 
properties of 
accounting 
earnings 
Ball, 
R., 
Kothari
, S.P. & 
Robin, 
A. 
2000 Journal 
of 
Account
ing and 
Econom
ics 
a. 7countries data; 
Common-law 
countries 
(Australia, 
Canada, U.K. & 
U.S.); Code-law 
(France, Germany 
& Japan) 
 
b. 1985-95, more 
than 40,000 firm-
year observations. 
 
c. DB-Global 
Vantage 
Industrial/Comme
rcial files etc. 
a. Contemporaneous 
association between 
accounting earnings and 
stock returns 
Independent variables: 
○1  R: stock return, ○2  RD: 
dummy if return <0 then 1, 
otherwise 0. 
Dependent variable: 
NI = Net Income before 
extra-ordinary items 
(accounting gain & loss) 
b. Comparative asymmetry 
Independent variables: 
○1  R: same as above,  
○2    same as above, 
○3  CD, country identifier  
Dependent variable. 
Net income 
a. Compare Common-law 
countries vs. Code-law 
 
b. Timeliness => test 
contemporaneous association 
between Accounting income 
and economic income(by 
proxy of stock return) 
 
c. Conservatism => test 
comparative asymmetric 
between good news association 
and bad new association 
according to common-law or 
code-law 
a. Common-law show more significant 
contemporaneous association between 
earnings and returns. 
 
b. “We show that common-law 
accounting income does indeed exhibit 
significantly greater timeliness than 
code-law accounting income, but that 
this is due entirely to greater sensitivity 
to economic losses(income 
conservatism)”( p.47) 
 
c. “Accounting income in all sample 
code-law countries(France, Germany 
and Japan) exhibits significantly less 
incremental sensitivity to negative 
economic income than under U.S. 
standards”( p.25) 
Goodwill 
impairment 
testing under 
IFRS - A false 
impossible 
shore? 
Carlin, 
T. & 
Finch, 
N. 
2008 SSRN, 
working 
paper 
a. 200 Australian 
listed firms at 
Dec. 2006 
 
b. DB - All 
Ordinaries Index 
a. # of CGU(Cash 
Generating Unit) vs. # of 
Segment 
 
b. within Value-in-use 
firms, type and # of 
disclosure of ○1 discount 
rate, ○2  disclosure, growth 
rate, ○3  forecast period 
*Descriptive analyses – 
Compliance Level of 
Australian firms to AIFRS 
(Impairment test for Goodwill) 
a. # of CGU allocation 
Disclosure & compare # of 
CGU vs. # of Segment 
b.  # of method of determines 
Recoverable Amount (Fair 
Value Accounting) i.e. Fair 
value, or Value-in-use 
c. categorize disclosure within 
Value-in-use method. 
a. 33 of 200 firms did not report CGU 
allocation  
b. ○1   # of CGU < # of Segment => 65 
firms within 200 => CGU aggregation 
risk (less write-down of Goodwill)  
○2  # of Value-in-Use method firms => 
157 within 200 - Discount rate 
disclosure - Multiple(21), Range(11), 
Single(107) - Growth rate - No 
effective disclosure(111) - Forecast 
period - Multiple(12), Single(127), No 
effective(25)  
=> Not comply to AASB 136 article 
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3. Value relevance of human capital and accounting standard 
 
Title Author Year Journal Data Variables Method Main Findings 
Equity 
market 
valuation of 
human 
capital and 
stock returns 
Pantzali
s, C. & 
Park, J. 
2009 Journal of 
Banking 
& Finance 
 a. NYSE, AMEX 
and Nasdaq stock 
return data 
(CRSP, Center for 
Research in 
Securities) 
b. The number of 
employee and 
financial data 
(Compustat) 
c. 5,653 firms & 
44,191 firm-year 
observation over 
the period, 1978-
2002 
Independent variables: 
EVHC(Excessive Value of Human Capital) 
○1  compute industry-median value for the 
ratio of market value of common equity to 
total number of employee in that industry 
(EV).  
○2  Multiply the industry median EV by the 
firm's number of employee to obtain an 
imputed market value of human capital. 
* EVHC = Ln[(V/EMP)i,t / (V/EMP)m,t)] 
or Ln[Vi,t/Imputed(Vi,t)]; V= a firm's value, 
EMP = # of employee in that firm 
 
Dependent variable:  
Average monthly return  
a. Develop 
Human 
Capital 
Index 
 
b. 
Regression 
by panel 
data 
analysis 
a. For small firms, low EVHC firms 
systematically outperform portfolios of 
high EVHC firms by an average 1.34% 
per month. 
 
b. For large firms, the excessive returns 
of the arbitrage portfolio that is long on 
the low EVHC stocks and short on the 
high EVHC stocks is zero. 
Labor cost 
voluntary 
disclosure 
and firm 
equity 
values: Is 
human 
capital 
information 
value-
relevant? 
Lajili, 
K. & 
Zeghal, 
D. 
2005 Journal of 
Internatio
nal 
Accountin
g, 
Auditing 
and 
Taxation 
a. Compustat DB, 
1995~1999, (5 
years) 
b. 685 firms for 
Regression 
analysis. * 
consider the same 
fiscal year end as 
of December 31 
Independent variables: 
○1  Labor Cost (XLR) - the level of Human 
capital 
○2  Labor productivity(SALEMP) = net 
sale/# of Employee 
○3  Value of marginal product of 
labor(VMPL) - regression using Cobb-
Douglas production function, and estimate it 
○4  Labor Efficiency Indicator(LEI) = VMPL 
- average Labor Cost(XLR/# of Employee) 
○5  BV of Equity 
Dependent variable: 
Market value of Equity 
a. Develop 
Human 
Capital 
Index 
(VMPL 
and LEI) 
 
b. 
Regression 
a. Disclosed labor cost (XLR) impacts 
positively on firm value 
b. Labor productivity(sales/# of Empl.), 
VMPL, & LEI shows negative, mostly 
significant impacts on firms value 
possibly due to; ○1  human capital signals 
are not considered highly relevant for 
market valuation purpose due to the 
controversies in measuring and assessing 
the value creation potential of human 
capital assets, and/or ○2  the disclosure 
(especially labor costs) are not sufficient 
(in U.S. accounting environment) 
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Title Author Year Journal Data Variables Method Main Findings 
Personnel 
Investments 
and 
Abnormal 
Return: 
Knowledge-
based Firms 
and Human 
Resource 
Accounting 
Hansson, 
B. 
1997 Journal of 
Human 
Resource 
Costing 
and 
Accountin
g 
a. Stockholm 
Stock Exchange 
 
b. 15 firms x 3 
portfolio x 
3year(1993~1995) 
x daily 
observation 
a. regressed return for 3 
portfolios - using CAPM 
 
b. Difference of abnormal 
returns between portfolio 1 
and portfolio3 
a. Construct 3 portfolios 
with respect to 
dependence on human 
resources.Selection 
Ratio = A * (W/N)A: 
average wage for firm i; 
W: proportion of wage 
costs at firm i; N: 
proportion of non-wage 
costs at firm i. 
 
b. abnormal return = 
actual return - regressed 
return 
a. “Both Figures 1 and 2 indicate a strong 
association between abnormal return and 
dependence on human resources.” (p.24) 
 
b. “the empirical findings indicate that 
knowledge-based firms experience 
significantly higher return in excess of the 
market risk. The results show that an 
increasing dependence on human resources 
is associated with increased abnormal return. 
The results suggest that the second 
hypothesis, which focuses on the ability of 
investors to distinguish personnel 
investments from expenses, can not be 
rejected based on the present data.” (p.25) 
Human 
Capital and 
Stock 
Returns: Is 
the Value 
Premium an 
Approximati
on for Return 
on Human 
Capital? 
Hansson, 
B. 
2004 Journal of 
Business 
Finance & 
Accountin
g 
a. Findata 
Accounting Files. 
(Swedish firms) 
b. # of obs. 
=3,015…95% 
disclose 
information on 
wages and number 
of employees 
c. After 
eliminating 
suspect data…total 
2,607 obs. Over 28 
years(1970-1997) 
a. market (stock) return = 
(MV(t+1) + 
Dividend(t+1))/MV(t-
1)=> High (upper 1/3) less 
Low(lower  1/3) 
 
b. return on human capital 
○1 changes in average 
wage = (average wage 
(t+1) - average wage 
(t))/average wage(t) 
○2  return on human capital 
= ( total wage (t) * 
changes in average wage 
(t+1)) / total wage (t) 
a. Portfolio following 
Fama and French (1998) 
 
b. the difference in the 
return on human capital 
in High and Low book-
to-market portfolio 
(HML) is then matched 
each year with the stock 
returns for the same 
portfolios 
a. “the dispersion in wage growth in value 
and growth stocks explains a large portion of 
the differences in stock returns. It appears 
that the poor economic performance of value 
stocks restricts (restrains) the labor force in 
its wage bargaining in these firms and, 
consequently, value firms are less exposed to 
large increase (shocks) in rents to human 
capital.” (p.352) 
 
b. “During the relatively short period studies 
here (1970-1997), the evidence suggests that 
growth firms employ more skilled labor 
(human capital intensive) and that value 
firms employ more labor but with lower 
skills (labor intensity)” (p.354) 
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Title Author Year Journal Data Variables Method Main Findings 
Firm Value 
and 
Employee 
Attitudes on 
Workplace 
Quality 
Ballou, 
B., 
Godwin, 
N., & 
Shortridg
e, R. 
2003 Accounting 
Horizons 
a. Fortune's annual 
list of "The 100 Best 
Companies to Work 
for in America" 
b. Fortune listed 
firms - 88 firms with 
192 firm-year obs. 
C. Matching 
Fortune firms with 
Non-fortune firms 
Independent 
variables: 
○1 List (1 for Fortune 
firm, 0 for non-
Fortune(matched 
firm) 
○2  control variables – 
Book value of equity, 
earnings, R&D 
 
Dependent variable: 
Market value of 
Equity 
a. Compare Fortune 
Firm to non-Fortune 
Firm (Matched Firm)-
higher workplace 
attitude have higher 
market values 
 
b. Selection bias test - 
Modified Rank test  
 
c. Causality test - 3&4 
year prior to listing of 
Fortune  
a. “firms with higher workplace attitudes achieve 
significantly higher market values than firms with 
lower workplace attitudes.” (p.340) 
Managerial 
Efficiency 
and Human 
Capital 
Information: 
Linkages 
with the 
Voluntary 
Disclosure 
of Labour 
Costs 
Lajili, K. 2004 Journal of 
Human 
Resource 
Costing 
and 
Accounting 
a. Compustat DB, 
1995~1999, 5years 
Independent 
variables:  
○1 Size effect (log-
sale), ○2  Proprietary 
cost (concentrate), ○3   
Productivity;  sales 
per employee +  
VMPL 
 
Dependent variable: 
Disclosure(Cumulati
ve logistic 
probability, binary) 
Logistic model like 
Ballester, 2002 
“Only the productivity signals have the opposite 
sign in the estimated disclosure model, meaning 
that as increase in productivity would likely 
decrease the odds of disclosing labour costs by 
this sample firm, which provides primary benefits 
in the labour cost voluntary disclosure decision.” 
(p.52) 
 
“Furthermore, given the important weight of the 
proprietary information proxy in the regression 
results, it seems that management perceives 
labour-related information as proprietary. As a 
results, its indirect disclosure costs might out 
weight the potential benefits of signaling superior 
performance in terms of labour productivity to the 
capital market and investors in particular” (p. 54) 
 
 
187 
Title Author Year Journal Data Variables Method Main Findings 
SFAS 
No.123 
Stock-Based 
Compensatio
n Expense 
and Equity 
Market 
Values 
Aboody, 
D. 
Barth, 
M & 
Kasznik
, R. 
2004 The 
Accounti
ng 
Review 
a. S&P 500 
index, 
b. Compustat 
DB 
Independent variables:  
○1  Book Value, Net Income, 
analyst earnings growth 
forecast, IND industry           
○2  COMPX - is fitted value 
from a regression of 
unrecognized stock-based 
compensation expense 
 
Dependent variable:  
Share price 
2 stage least square model 
adopting Instrumental variables  
“our findings indicate that investors view 
stock-based compensation as an expense 
of the firm, and that SFAS No.123 
expense measures this cost sufficiently 
reliably to be reflected in their valuation 
assessments.” (p.274) 
Market 
performance 
impacts of 
human 
capital 
disclosure 
Lajili, 
K. & 
Zeghal, 
D. 
2006 Journal 
of 
Accounti
ng and 
Public 
Policy 
a. Compustat 
DB 
b. 1995 ~ 
1999 
* Returns  
○1  Jensen's measure 
(portfolio alpha) 
a(p) = r(p) - r(f) + (E(Rm)-
r(f))*beta(p) 
 
○2  Treynor's measure 
 t(p)= (r(p)-r(f))/beta(p) 
 
** risk free asset = annual 
treasury bill rate (T-bill) 
* Form random sub-portfolios 
every year following three 
selection criteria 
 
a. disclosing vs. non-disclosing 
b. Firm Size - Upper, Middle, 
and Lower third sample 
c. Human Capital Indicator - 
labor costs, sales per employee, 
VMPL, LEI - the upper and 
lower levels for each human 
capital measure following Fama 
and French, 1995 
a. Disclosing firms appear to enjoy higher 
abnormal returns compared to their non-
disclosing counterparts. 
* however, this difference will disappear 
largely=> in short-term imperfectly 
competitive market, but this abnormal 
return will disappear in the long-term 
(p.187) 
 
b. Higher performer: disclosing medium 
and large-size firms  
- Lower performer: non-disclosing small 
size firms 
- Non-disclosing firms with high VMPL 
outperform disclosing firms with lower 
VMPL (p.188) 
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4. Value relevance of earnings and book value under the macro-economic shock 
Title Author Year Journal Data Variables Method Main Findings 
Relative 
valuation roles 
of equity book 
value and net 
income as a 
function of 
financial health 
Barth, M. 
Beaver, 
W. & 
Landsman
, W. 
1998 Journal of 
Accounting 
and 
Economics 
a. dataset-
Bankrupted firms 
including delisted 
firms during 
1974~1993, can be 
recognized in 1994 
 
b. DB-Compustat 
database 
Independent variables:  
○1 BVE- book value of 
equity, ○2  Net income before 
extraordinary items 
 
Dependent variable:  
○1  Market Value of Equity 
Observe the trends of 
value relevance of 
Book Value and Net 
Income of five years 
preceding 
bankruptcy(delisting) 
a. In five years preceding bankruptcy, 
the coefficient on and incremental 
explanatory power of equity book 
value increase; and the coefficient on 
and incremental explanatory power of 
net income decrease 
 
b. the coefficient on and incremental  
explanatory power of equity book 
value(net income) are higher(lower) 
for firms classified as being less 
financially healthy than other firms 
The effects of 
the Asian crisis, 
corporate 
governance and 
accounting 
system on the 
valuation of 
book value and 
earnings 
Davis-
Friday, P., 
Eng, L. 
and Liu, 
C. 
2006 The 
International 
Journal of 
Accounting 
a. dataset-
1996~1997, 
Indonesia(#=158), 
Korea(#=217), 
Malaysia(#=271), 
Thailand(#=389) 
 
b. DataStream 
International 
Independent variables:   
○1 BVS-book value per share 
of company i at Dec. 31 in 
year t, 
○2  EPS-earnings per share of 
company i over the period 
ending on Dec. 31 in year t. 
○3  CG- empirical 
measurement of corporate 
governance 
○4  AC-Indicator variable(1 if 
IAS standard, 0 if tax-code 
standard) 
 
Dependent variable: 
○1 MVS-Market value of 
equity per share 
a. Modified Barth et al 
(1998) 
 
b. tests the changes in 
the value relevance of 
earnings and book 
value 
 
c. Measure Corporate 
Governance Index 
score 
 
d. Classify the IAS 
countries and Tax-
code standard 
country(Korea) 
a. Most of Asian countries that 
experience significant reduction of 
value relevance  
 
b. however, there is no significant 
decrease in either earnings or book 
value of Korean firms 
 
  
189 
Title Author Year Journal Data Variables Method Main Findings 
Relative Valuation 
Roles of Equity 
Book Value, Net 
Income, and Cash 
Flows during a 
Macroeconomics 
Shock: The Case of 
Mexico and the 
1994 Currency 
Crisis 
Davis-
Friday, P. 
and 
Gordon, 
E. 
2005 Journal of 
Internatio
nal 
Accountin
g 
Research 
a. dataset-
1992~1997, 
Mexican Stock 
Exchange 
Independent variables:   
○1 BV-book value, 
○2  X- earning,  
○3  CFO-cash flows 
from operations, 
○4  ACCR-accruals,  
○5  Neg-indicator 
variable taking the 
value of 1 if the firm 
reports negative 
earnings, and 0 
otherwise. 
 
Dependent variable: 
MV-the year end 
market value per share 
of company i at time t 
a. test R2 change like Collins 
et al.(1997) and Francis and 
Schipper (1999) 
 
b. test the magnitude of 
valuation coefficients on book 
values, earnings, and cash 
flows during currency crisis 
such as in Barth et al.(1998) 
a. the valuation coefficient on book 
value does not significantly change 
during the crisis, while its incremental 
explanatory power increases. 
 
b. valuation coefficient on and 
incremental explanatory power of 
earnings decline during the crisis. 
However, this decline is attributable to 
the presence of negative earnings. 
 
c. Authors conclude that this 
contradicts comes from Mexico's use 
of current cost and general price level 
adjusted (GPLA) accounting system 
The Value 
Relevance of 
Accounting 
Information during 
a Financial Crisis: 
Thailand and the 
1997 Decline in the 
Value of the Baht 
Graham, 
R. , King, 
R. and 
Bailes, J. 
2000 Journal of 
Internatio
nal 
Financial 
Managem
ent and 
Accountin
g 
a. dataset-
1992~1998 
including 
1997(currency 
shock).  
*Total 25 
Quarterly data. 
 
b. DB-
Integrated-SET 
Information 
Management 
System (I-
SIMS) CD-
ROMs. 
Independent variables:   
○1 book value per share 
○2  EPS-quarterly 
earnings per share 
 
Dependent variable: 
MVPS-price per 
a. test R2 change like King and 
Langli (1998) and Collins et 
al.(1997) 
b. test the magnitude of 
valuation coefficients on book 
values, earnings, and cash 
flows before and after Thai 
currency crisis(1997) 
c. following Chow(1960), test 
for differences in the 
explanatory power of the 
pooled and before and after 
regressions: After the 
devaluation of Baht, 
percentage of firms reporting 
losses approximately doubled 
a. The value relevance of accounting 
information appears positive and 
significant prior to the devaluation of 
baht 
 
b. However, the results show 
significant decline in the value 
relevance of book value and earnings 
after the devaluation of the baht  
  
190 
Title Author Yea
r 
Journal Data Variables Method Main Findings 
Accounting 
Practices and the 
Market Value of 
Accounting 
Numbers: Evidence 
from Indonesia, 
Korea, Malaysia, 
the Philippines, 
Taiwan and 
Thailand 
Graham, 
R. and 
King, R. 
2000 The 
International 
Journal of 
Accounting 
a. dataset-
1987~1996, stock 
price and 
accounting data for 
6 
countries(Indonesi
a, Korea, 
Malaysia, the 
Philippines, 
Taiwan, and 
Thailand) 
 
b. DB-Worldscope 
Global Researcher 
Independent variables:   
○1 BVPS-book value of 
shareholder's equity of 
firm i at the end of year t, 
○2  REPS-the residual 
earnings per share, which 
is equal to EPS - 
r*(BVPSt-1)(proxy for 
expected REPS in period 
t+1), 'r' is the country's 
average commercial 
lending rate in year t 
taken from the 
International Financial 
Statistics Yearbook. 
 
Dependent variable: 
Price-Stock price per 
share of firm i at the end 
of year t 
a. test R2 such as in 
Collins et al.(1998) 
and King and 
Langli(1998) 
a. Explanatory power for Taiwan and 
Malaysia is relatively low while that 
for Korea and the Philippines is 
relatively high. The differences are 
generally consistent with differences 
in accounting practice; however, 
since Korean accounting practice is 
strongly influenced by tax law, high 
association for Korea was not 
expected. 
 
b. With respect to the incremental 
and relative explanatory power of 
BVPS and REPS, we find BVPS to 
have high explanatory power in the 
Philippines and Korea but little in 
Taiwan. In all six countries REPS has 
less explanatory power than BVPS in 
most years 
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5. Value Added Intellectual Coefficient (VAIC) 
Title Author Year Journal Data Variables Method Main Findings 
International 
comparative 
analysis of the 
association 
between 
board 
structure and 
the efficiency 
of value 
added by a 
firm from its 
physical 
capital and 
intellectual 
capital 
resources 
Ho, C. 
& 
Willia
ms, M. 
2003 The 
International 
Journal of 
Accounting 
a. Annual Reports 
from- - South 
Africa(84 firms), 
Sweden (94 firms), 
UK(108 firms) year of 
1998 
Independent variables: 
○1 % of outside director, 
○2 % of shares owned by 
inside director, 
○3  duality,○4   Size of 
Board 
 
Dependent variable: 
○1
VAIC=CEE+HCE+SCE 
○2  CEE=VA/CE, 
○3  HCE=VA/HC, 
○4  SCE=SC/VA(where, 
SC=VA-CA) 
 
 
a. Cross-country 
comparison 
   - South Africa(84 firms), 
Sweden (94 firms), UK(108 
firms) 
 
 
b. Investigate the 
association between Firms' 
Performance(VAIC) and 
Corporate Governance 
a. VAIC ○1  support negative 
association between VAIC and 
duality. ○2  reject positive 
association between VAIC and 
board size 
 
b. CEE ○1  rejects positive 
association between CEE and % of 
shares owned by inside directors. 
   ○2  also reject negative association 
between CEE and duality 
 
c. HCE: rejects positive association 
between HCE and board size 
The 
intellectual 
capital 
performance 
of the 
Japanese 
banking 
sector 
Mavrid
is, D. 
2004 Journal of 
Intellectual 
Capital 
a. 141 banks' Financial 
statements for the 
fiscal period 
1/Apr/2000~31/Mar/20
01- city bank(9), 
regional bank(64), 
Members of the second 
association of regional 
banks(57), trust 
banks(8), long-term 
banks(3) 
 
b. Japanese Bankers’ 
Association  
Independent variables: 
○1
VACA=VA/CA(Physical 
capital efficiency) 
○2  VAHC = 
VA/HC(Human capital 
efficiency) 
 
Dependent variable: 
VAIC = VACA+VAHC 
 
 
a. For each categorized 
banks (5), regress VA on 
VACA, VAHC; 
    
 
b. compare VACA, VAHC, 
VA & (VA/equity) 
   => explain the efficiency 
a. the Best VAIC banks have very 
good result in VAHC and less in 
VACA 
 
b. From Model 2 regression;  
VACA are positively associated 
with VAIC, but VAHC negatively 
with VAIC => probably indicate 
that unused or misused human 
potential caused by Bushido. 
  
192 
Title Author Year Journal Data Variables Method Main Findings 
Intellectual 
capital 
performance of 
commercial 
banks in 
Malaysia 
Goh, P. 2005 Journal of 
Intellectual 
Capital 
a. 3 years 
annual reports 
(2001~2003) 
  - 10 domestic, 
6 foreign firms 
 
b. all reports 
come obtained 
from Internet 
website. 
* VAIC, CEE, HCE, SCE * Compare the 
level of VAIC, 
CEE, HCE, SCE 
a. May bank ranks the 1st in terms of VA 
amount total, but the 2nd place in terms of 
VAIC index. On the other hand, Hong Leong 
ranks the 5th in terms of VA amount, but the 
1st in terms of VAIC 
 
b. Only 4 banks show a improvement after 
2001's consolidation exercise, which aim to 
improve bank's effectiveness and efficiency 
Impact of 
intellectual 
capital on 
organizational 
performance: An 
empirical study 
of companies in 
the Hang Seng 
Index (part I & 
II) 
Chan, K. 2009 The 
Learning 
Organization 
a. firms consist 
of Hang Seng 
Indexb. 33 
firms for 5 
years(2001 to 
2005)  
 
b. excluding 
nine firm-year 
observations=> 
156 firm-year 
observation 
Independent variables: 
○1 VAIC, ○2  HCE, ○3  SCE, 
○4  CEE 
 
 
Dependent variable: 
○1  MB = Market valuation       
○2  ROA= (Operating 
Income/total Asset)= 
Profitability         
○3    ATO=(Revenue/total 
Asset) = Productivity        
○4  ROE= Return on equity 
 
* Regression 4 
financial 
performance 
measurements on 
the VAIC 
components 
a. The result revealed no conclusive evidence 
to support a definite association between IC 
and Financial performance measurement 
 
b. VAIC - positive for ROA & ROE, but 
insignificant for MB & ATO 
 
c. HCE - negatively associated with 
MB(strong) and ATO(less  
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Title Author Year Journal Data Variables Method Main Findings 
The 
Application of 
the Value 
Added 
Intellectual 
Coefficient to 
Measure 
Corporate 
Performance: 
Evidence from 
Technological 
Firms 
Shiu, H. 2006 Internatio
nal 
Journal of 
Managem
ent 
a. 80 Taiwan 
listed 
Technologies 
firms in 2003 
 
b. DB-Taiwan 
Economic 
Journal 
Database 
Independent variables: 
○1 VAIC, ○2  HCE,○3  SCE, ○4   
CEE 
 
Dependent variable: 
○1  ROA = (net income/book 
value of total assets) 
○2  ATO = (total revenue/book 
value of assets) 
○3  MB = (total market 
capitalization, market 
value/book value of net 
assets) 
* Regression 3 
performance 
measurements on each 
component and VAIC 
a. For each components - Mixed results 
○1  ROA: CEE positively associated (<1%) 
○2  ATO: HCE negatively (<10%), other 
components are insignificant 
○3  MB: CEE positively (<1%), but HCE 
negatively (<5%) 
 
b. For VAIC 
○1 ROA: positively associated (<1%) 
○2 ATO: negatively but insignificant 
○3   MB: positively associated (<1%) 
An empirical 
investigation of 
the relationship 
between 
intellectual 
capital and 
firm's market 
value and 
financial 
performance 
Chen, 
M., 
Cheng, 
S. & 
Hwang, 
Y. 
2005 Journal of 
Intellectua
l Capital 
a. All listed 
firms on 
Taiwan Stock 
Exchange 
(TSE) 
 
b. During 
1992-2002 
(11years)=> 
total 4,254 
firm-year 
observation 
Independent variables: 
○1  VAIC     ○2  VACA, ○3  
VAHU○4  STVA (each 
components of VAIC) 
 
Dependent variable: 
○1 MB: Market-to-book value 
ratio of equity  
○2  ROE: Return on Equity,  
○3  ROA: Return on total 
assets, 
 ○4  GR: Growth in revenues, 
○5  EP: Employee productivity 
 
a. Regression test: 
(Market value)-
(VAIC) and (Financial 
Performance)-(VAIC) 
b. Additional 
Regression: Add 
(R&D) and 
(Advertising Cost) to 
complement STVA 
c. Additional 
Analysis(1): By 
industry,  
d. Additional 
Analysis(2): Lagged 
Independent variables  
a. For MB (Market-to-book ratio) - VAIC: 
significant (5%), R2 =0.1077- VACA, VAHU, 
STVA: all three are significant (5%), 
R2=0.2525 
○1  RD/BV: significant (5%).  
○2  AD/BV not significant. .  
b. By Industry: Of 20 Industries - (MB & 
VAIC) significant in 14 industries- (MB & 
VACA, VAHU, STVA) significant 17 
industries- (MB & ....+ R&D+ Advertising 
Cost) significant 19 industries.c.  
c. Lagged Independent Variables.- VAIC and 
VACA are positively associated with 4 
financial variables- VACA is the most 
significant variable related to firms' financial 
performance- R&D is positively associated 
with 3 financial variables in all three lagged 
period 
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Title Author Year Journal Data Variables Method Main Findings 
Intellectual 
capital and 
traditional 
measures of 
corporate 
performance 
Firer, 
S. & 
Willia
ms, M. 
2003 Journal of 
Intellectu
al Capital 
a. 75 listed 
firms on 
Johannesburg 
Stock 
Exchange 
(JSE).b. 2001 
fiscal year 
annual report 
Independent variables: 
○1   VAIC, ○2  CEE, HCE, 
SCE 
* control variables. ○1 firm 
size, ○2  leverage, ○3  ROE, ○4   
Industry type (Bank, 
Electronic, IT and Service) 
 
Dependent variable: 
○1  ROA = (net income/book 
value of total assets) ○2   ATO 
= (total revenue/book value of 
assets) ○3  MB = (total market 
capitalization, market 
value/book value of net 
assets) 
* Regression test: 3 
Dependent variables 
on VAIC & each 
components(CEE, 
HCE, SCE) 
a. For ROA (Profitability) - moderate positive 
association with SCE(10%) 
 
b. For ATO(Productivity) - negatively 
associated with HCE (5%) => firms of SA 
increase productivity through the employment 
of tangible assets and put less effort on human 
resource 
 
c. For MB (Market value) - ○1 CEE positively 
associated (1%) => firms in SA places a 
significant emphasis on returns from physical 
resource assets.  
○2  HCE negatively associated (1%) =>  market 
may react negatively if a firm concentrates on 
human resource at the expense of its physical 
resource 
○3  SCE no significant relation found  
○4  4 control variables contribute very little to 
explanatory power 
○5  Overall, SA places greater emphasis on 
physical capital asset than intellectual 
asset(HCE+SCE) 
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6. Theories of productivity 
 
Title Author Year Journal Data Variables Method Main Findings 
The 
Information 
Content of 
Productivity 
Measures: an 
International 
Comparison 
Kim, J., 
Joo, I. & 
Choi, F. 
1996 Journal of 
Internatio
nal 
Financial 
Managem
ent and 
Accountin
g 
a. 
1981~1986(for 
Market model) 
 
b. 1983-
1987(for 
Portfolio) 
 
c. comparative 
international 
studies – USA, 
Japan and 
Korea 
a. Event study (Observe CAR ) 
○1  Productivity(PR)=Value 
Added (VA) /(labor expense + 
pension cost + fringe benefits) 
○2   Changes in productivity 
(CPR) = (PRt - PR(t-1))/(PR(t-1), 
○3  UR=Unexpected Earning, 
○4  AR=1/N*(sum of UR), 
○5  CAR=sum(AR) 
b. two stage regressions 
Independent variables: 
UE(1st) and CPR(2nd) 
Dependent variable: 
CAR (1st) and residual (e) 
* Set productivity 
(using VA) as firm’s 
performance factor = 
Observe the 
incremental 
explanatory power of 
productivity 
 
a. Event Study to 
Observe CPR 
portfolio strategy 
 
b. Regression for 
Incremental 
Information Content 
a. Three countries reveal a high positive 
correlation between unexpected earnings and 
changes in productivity. 
b. For US, a weak but positive association 
between stock return and both changes in 
productivity and unexpected earnings 
c. For Japan, weak and negative association 
d. For Korea, Both changes in productivity 
as well as unexpected earnings show a strong 
positive association with abnormal return 
data. Moreover, during the post-earning 
announcement period, productivity measures 
outperformed earnings in predicting future 
price change, suggesting that productivity is 
decision-relevant. 
Intellectual 
capital and 
firm 
performance 
of US 
multinational 
firms 
Riahi-
Belkaoui
, A. 
2003 Journal of 
Intellectua
l Capital 
a. Forbes's 
most 
international 
100 firms 
(1987~1996) 
 
b. Compustat  
 
c. # of 
application to 
protect Trade 
mark from 
Lexis-Nexis.. 
 
d. 81 firms  
Independent variables: 
Intellectual capital=S(sample 
firm's # of applications for 
trademark protection for 10 
years) - Median (applications of 
total sample firms for 10 years) 
* control variables. ○1   RVATA 
(1987-91)= Relative prior years' 
performance, ○2    Total 
size=total asset, ○3    
Multinationality = 1991 foreign 
sales/total sales 
Dependent variable: 
VA/TA = (Net value added/total 
asset), RVATA (1992-96) 
 
Regression model 
for testing 
multinationality 
“When the independent variable of 
intellectual capital is added…the result of 
Model 2 show an increase of adjusted R2… 
Intellectual capital and multinationality are 
significant at respectively… The overall 
regression is significant”  (p.224) 
 
“The results of this study strongly support 
both the resource-based view and 
stakeholder view...The result call also for 
more voluntary specific disclosures that 
would allow the measurement of both 
intellectual capital and value added.” (p.224) 
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Title Author Year Journal Data Variables Method Main Findings 
Productivity, 
Profitability, 
and 
Firm Value 
Riahi-
Belkaoui
, A. 
1999 Journal of 
International 
Financial 
Management 
and 
Accounting 
a. all the 
NYSE and 
AMEX firms 
data: 
1973~1990 in 
Compustat  
 
b. 3,998 firm 
year 
observations. 
a. Productivity and Profitability 
○1  Base Model: 
(In.) ROE(t), (Dep.) ROE(t+1), 
○2  Test Model:  
(In.) ROE(t) & (NVA/TA), 
(Dep.) ROE(t+1), 
 
 
b. Productivity and Market 
Value- 
○1  Base Model  
(In.) BV, (Dep.) MV,  
○2   the 1st Test Model  
(In.) ROE & BV (Dep.) MV, 
○3  the 2nd Test Model  
(In.) ROE, BV, & NVA/TA, 
(Dep.) MV, 
a. Develop two Test models 
○1  Productivity and Profitability 
○2  Productivity and Market Value 
 
b. Compare the empirical results 
a. Productivity and 
Profitability model does not 
produce the significant 
results. 
 
b. Productivity and Market 
Value model show a 
significant result supporting 
the positive relationship 
between firm value and 
firm’s productivity.  
The Value 
Relevance Of 
Value-Added 
And 
Stakeholder 
Composition 
Across 
Business 
Cultures 
Darcy, J. 2006 International 
Businesses & 
Economics 
Research 
Journal 
a. 1992-1998 
 
b. 4 Countries: 
Japan, U.K., & 
German 
(Global 
Access), US 
(Compustat 
PC plus) 
Independent variables: 
○1  Net Income,  
○2  VA, Wage, Interest, BV 
 
Dependent variable: 
Annual return on equity 
a. Categorize 2 countries type –  
○1   Shareholder-oriented: U.K. & 
U.S. - stress the maximization of 
earnings, ○2  Stakeholder-oriented: 
Japan & German - stress the 
maximization of VA 
 
b. evaluate the relative value 
relevance of VA and income by 
using Biddle, Seow, and 
Siegle(1995) model and R2 
statistics 
a. The VA of Japanese and 
Germany companies is not 
shown to be more value 
relevant than either income 
or value added of U.S. or 
U.K. companies.  
 
b. On the contrary, value 
added of U.S. and U.K. 
firms tends to show more 
value relevance than the 
value added of Japanese or 
German Companies 
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Title Author Year Journal Data Variables Method Main Findings 
An Empirical 
Investigation of the 
Association between 
Productivity and 
Firm value 
Bao, B. 
and Bao, 
D. 
1989 Journal of 
Business 
Finance & 
Accounting 
a. 1979-1985 
 
b. U.S. firm from 
Compustat (21 for 
petroleum, 28 for 
apparel industry) 
Independent variables: 
○1  EE(firm's expected 
earnings), SE(standard 
deviation of earnings), 
GE(growth of earnings) 
○2  EP(firm's expected 
productivity), SP (…of 
productivity), GP( …of 
productivity) 
* Productivity index = VA / 
number of employee 
 
Dependent variable: 
Firm value 
Replace (accounting) 
earnings with 
productivity - in 
Litzenberger & Rao 
(1971)'s Valuation 
model 
 
The association between 
firm value (security 
price) and productivity 
(added value) is higher 
than the association 
between firm value and 
earnings measures in the 
US oil refining and 
apparel industries. 
 
 
 
 
 
 
