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This dissertation uses computational methods to study individuals’ attention on-
line with the explicit goal of enabling information systems to support better use of
people’s attention. As consumption of information shifts to digital means, systems
are playing a increasing role in shaping both the information we pay attention
to and the practices for paying attention. Computer scientists are uniquely posi-
tioned to explore this unprecedented opportunity to design systems that impact
millions of people, and support more efficient and effective use of human atten-
tion. However, incomplete measures of online attention and little research on the
determinants of attention in online settings hamper the ability to design better
information systems. To this end, this dissertation develops measures and meth-
ods to investigate individuals’ attention online as it manifest in two of the most
important domains of online activity: online news and social media. We devise new
Web scale measures for capturing individuals’ attention using non-invasive digital
traces of online activity. In addition, we design novel computational methodology
for studying the social, cognitive, and technological factors that affect attention
online. Overall, this dissertation lays the foundation for assessing the impact infor-
mation systems have on human attention, and provides guidelines for the design
of better information systems in the future.
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INTRODUCTION
The widespread adoption of platforms for consuming and sharing information
offers a unique opportunity to broaden our understanding of individuals’ attention
and to design better systems for processing information. With more and more of
human activity mediated by computers, and with finer measures of user interaction,
we can begin to draw inferences about individual’s attention in real-world settings,
identify factors that affect allocation of attention and its sustainment, and devise
guidelines for designing systems that enable more effective use of people’s attention.
Our working definition for attention is based on the one given by Davenport and
Beck, which captures the common elements of most functional models of attention:
“Attention is focused mental engagement on a particular item of information. Items
come into our awareness, we attend to a particular item, and then we decide
whether to act” [65]. Therefore, attention involves the selection to further process
some information but not other, and the decision of individuals to direct this
selection process over time. The definition enables us to focus on two fundamental
aspects of attention that exist in all user-facing information systems, allocation
and sustainment of attention, while abstracting the targets of attention that may
change from one domain to another.
It is instrumental to return to the famous words of Nobel Prize laureate, Her-
bert Simon, in order to fully understand the importance of studying attention in
the realm of online information systems: “a wealth of information creates a poverty
of attention and a need to allocate that attention efficiently” [202]. We will return
to Simon’s first assertion about the poverty of attention later, but let us first un-
pack his second argument about the need to allocate attention more efficiently.
What is an efficient allocation of attention? Efficiency requires a target, an ob-
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jective or a goal. By carefully studying how individuals pay attention online we
can learn about their objectives and goals, and design better systems that adapt
to people’s dynamic needs. In a constantly changing world, the effectiveness of
online information systems hinges on the ability of these systems to sense changes
in people’s attention and respond accordingly.
No other medium provides a greater “wealth of information” and a potential
to improve the experience to so many people as our digital information systems
currently do. With close to 50 percent of the world’s population connected to
the Internet1, search engines offering instantaneous access to exceeding amounts
of information, and computers mediating much of human communications – the
role of technology in shaping the human experience cannot be underestimated. In
2015 alone the average adult in the US spent close to five and half hours each day
consuming digital media, about a third of people’s awake time during the day and
more than an additional hour spent on any other form of media2. Last July Pew
research estimated that 38% of Americans often get their news online, which is
almost double the amount of people who read it in print [162]. If current trends
persist, people are likely to spend more time consuming media in the future, shifting
from traditional mediums like television and print to digital platforms. Therefore,
improvements in the efficiency of information systems can greatly affect the lives
of millions of people in the near future and many more people in the long haul.
Information systems, through people’s attention, have far reaching implications
both for the individuals paying attention and for society as whole. At the individ-
ual level, attention to online information affects people’s perceptions and actions.
Exposure to online information (like other forms of information) was shown to
1http://www.internetworldstats.com/stats.htm
2https://goo.gl/GSqgJ7
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contribute to people’s mental representation of the world, anywhere from affect-
ing people’s emotions, opinions, and attitudes to impacting the perception of self
and others [11,37,62,97,109,179]. Information from weak ties is considered one of
major ways through which social media provides new opportunities to individuals
and boosts social capital [77,98,143]. Once information is processed it can change
the course of action: guiding subsequent behavior and affecting interactions with
others [5, 78, 167, 215]. At the societal level, there is growing awareness (and con-
cern) about the aggregate effect that information systems have on society-level
outcomes such as political polarization and civic engagement [9, 25]. Just recently
Facebook was the subject of public scrutiny over claims that the company’s feed
ranking algorithm contributed to the spread of fake news during the US presiden-
tial campaign, which tipped the election results in favor of elected president Donald
Trump3. Without people’s attention none of the aforementioned outcomes could
have materialized. Thus, as computer scientists who design information systems we
have the moral and social obligation to study the implications of these systems on
people’s attention, which will ultimately lead to improvements in existing systems
and future ones.
A lack of gold-standard measures and methodologies for studying online atten-
tion prevents a more rigorous examination of the relationship between information
systems and attention at Web scale. As we describe next, better measures and more
robust methodologies can enable better assessment of bias in existing information
systems that will facilitate curbing inefficiencies in future systems.
Systems that use incomplete measures of attention create a biased market for
ideas. If indeed we live in the era of the Attention Economy [65], information is
competing for the scarce commodity of human attention. However, if information
3http://fortune.com/2016/11/10/facebook-blame-trump/
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systems consistently underestimates (or overestimates) the value of certain types
of content they introduce a bias into the market. Crude measures of attention
online do exactly that, equate content that received substantial allocation of at-
tention with those that only got a quick glimpse. For example, consider the case
of Clickbaits – stories with sensationalist headlines that are not informative of the
actual story content [75]. Clickbaits lure individuals to visit the story page more
often than other stories, produce higher click-through rates, and lead recommen-
dation systems to further increase exposure of Clickbaits to other individuals. The
absence of more substantive measures of attention in systems that optimize for
higher click-through rate gives unfair advantage to clickbaits over content that
merits deeper forms of engagement. Similar argument can be made for ranking
based on other incomplete measures such as likes, comments, shares, and the com-
bination of such measures. The more substantive measure of time spent on a page,
known as dwell time, was found to be effective against clickbaits and helpful for
recommendations [75, 229]. However, a measure of time spent on a page does not
take into account the characteristics of the content, the individual paying attention,
how attention is distributed on the page, or the context of individuals’ actions. The
development of more complete measures for online attention is crucial for evaluat-
ing bias in existing systems and paving the way for correcting these biases in the
future.
Moreover, lack of methodologies for robustly identifying the factors affecting at-
tention online impedes systems’ ability to adapt to the changing needs and desires
of people. Knowledge about the determinants of attention was established so far
mostly through careful lab studies, which serves as the basis of our investigation.
However, this foundation of knowledge does not immediately translate or gener-
alize to online attention that takes place in more diverse, varying, and complex
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sociocultural environment. For example, lab studies showed that cognitive load
plays a role in low-level attention processes [138], but theoretical constructs such
as cognitive load are not readily available to system designers outside lab settings.
Even if such constructs were easy to quantify, controlling for the large exogenous
variation present in natural online settings requires careful methodology. Due to
these methodological challenges, the factors affecting attention in even the most
basic online tasks performed by millions of people every day, such as reading news
articles or communicating with friends, are not yet specified or well understood.
Without the ability to capture the precursors of attention change, information sys-
tems miss an opportunity to direct people’s attention more efficiently and design
for the dynamic nature of human attention.
Several aspects of attention make it an extremely difficult research subject.
First and foremost, measuring individuals’ attention is a difficult task even in well-
controlled lab environments. Attention is a complex latent cognitive process that
is not directly observable and is intertwined with many other cognitive processes:
from motor control and language processing to perception and memory [54,139,181,
199]. As a result, one can only study attention through the traces of attention being
paid such as eye movements, activity in certain brain regions or people’s ability to
retrieve infromation from memory. Different individuals differ significantly in their
ability to use attention effectively, which also depend greatly on task difficulty
and cognitive load at the time of tackling the task [48,138,207,214]. As previously
mention, attention is a highly dynamic process, which makes capturing it over time
difficult since attention can shift quickly [80,168].
Measuring attention through people’s use of online systems introduces addi-
tional challenges. Recorded online activity is often ambiguous with respect to the
5
underlying user intent and several steps removed from the psychological process
behind it [102, 184]. A like on a news article shared on Facebook may express an
agreement with the author, support of the subject of the article or simply an ac-
knowledgment of noticing the post. A long amount of time spent on a page with no
interactions could represent careful reading of the content or attending to another
stimuli or a distraction. It is not exactly clear what signals like Facebook likes, time
spent on page, and other online measures carry for attention, especially compared
to more direct measurement of attention in lab settings. Further complicating the
matter is the fact that online services are subject to rapid change both in their
functionality and user base. The quick pace of development of new features and
their differential adoption by people makes it hard to assume that the demand or
supply for attention are static over time. Even if system affordances and popu-
lation remain the same, the ways people utilize existing capabilities change over
time [133]. Therefore, measuring attention through people’s use of online systems
requires careful consideration of the context of users’ actions, the changing affor-
dances of online platforms, the people who actively use these platforms and their
objectives.
In addition to the challenges in measuring online attention directly, there are
methodological issues in studying the determinants of attention online. Many of
the factors identified as affecting attention in lab studies are equally difficult to
measure online as attention itself. For example, quantifying the cognitive load
associated with online actions by different people at different times is as complex
as measuring individuals’ attention. Small-scale experiments of online attention
suffer from the same limitations as other lab studies: limited ability to generalize
beyond the particular setup, inherently small study population, and questionable
ability to capture the true relation between different factors and attention as it
6
manifests in natural settings. Large-scale online experiments are costly and face
growing public scrutiny over ethical concerns [103, 130, 208]. It is also difficult
to argue that informed consent and participation in online experiments do not
affect individuals’ attention in any way. Moreover, randomized experiments are
not suitable for all type of research questions, in particular those that involve
counterfactual conditions [119]. For instance, an experiment cannot answer how
attention would have changed if an individual had not taken certain actions (e.g.
posting a message to friends). Methods for causal inference using observational data
are making strides in addressing counterfactuals and recovering causal relations [6,
182]. However, causal inference on large datasets of observed behavior is still very
much an open computational problem, let alone inference of causality on a latent
processes such as attention that are not directly observable.
Furthermore, the large scale of information systems we wish to impact by this
dissertation work requires us to constrain the computation of the measures and
methods we propose. Information systems such as the Facebook News Feed tackle
an incredibly difficult computational problem – deliver personalized ranking to
many millions of people every day, and do so in a split of a second [8]. Further
complicating the problem is the fact that most content is new4and unlabeled. The
sheer size of new content being generated on social or news media platforms re-
quires models to be updated frequently in order to capture emerging “trends”
as they happen and produce up-to-date and relevant information. Thus, machine
learning models that support systems at this large scale need to be strictly linear
in the size of input, and highly efficient in both the model training and genera-
tion of predictions. Generalized Linear Models (GLM) such as linear or logistic
4On Facebook alone there was an average of 4.75 billion new posts every day in May 2013,
an increase of 93% from August 2012 https://goo.gl/vx5CMV.
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regression are among the most widely used models for large datasets since they
are well understood and interpretable, they perform comparably to other more
complex models, and have scalable inference algorithms with good convergence
properties [26, 84, 88]. Therefore, we focus in this dissertation on measures that
can be computed in real time or near real time, and use GLM over more complex
models in order to make our findings easily portable to a wide range of existing
systems.
Before describing our contributions in the study of online attention, it is imper-
ative to describe prior work and identify areas where the literature is still lacking.
There are four lines of related work, with the first two focused on the key issue
of measurement – how can the attention of individuals be quantified. First, we
describe the “gold standard” methodologies used in psychology to measure in-
dividuals’ attention and then describe their extension into the measurement of
attention through people’s use of digital media. A third line of work covers the
literature on using implicit signals of attention to improve information retrieval,
personalization, and recommendation systems. Last, we describe research on diffu-
sion processes that both motivated our investigation and can benefit from a more
complete description of individuals’ attention.
The first and most comprehensive description of individuals’ attention can be
found in the psychology literature, which provides the foundation of knowledge
about human attention. Psychologists established the measures for quantifying
attention in lab settings and mapped out various factors that affect attention.
Over the years, the methodologies for measuring attention increased in their level
of sophistication. Early studies used comprehension of information as a measure of
attention. For example, participants were asked to direct their attention to only one
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of two audio messages played to them, and were then tested on their ability to recall
the messages [28,29,50]. Recent studies in psychology use more advanced measuring
techniques such as eye-tracking or functional magnetic resonance imaging (fMRI)
to identify determinants of attention processes [81,124,157,177,224]. For example,
arousal and emotional valence are among the factors linked to increased focus in
visual attention [148, 185]. Despite the fact that this large body of research does
not directly translate to or fully describe online attetion, it did inspire some of
the hypotheses we test in Chapter 3 and the methodologies we use for measuring
attention in Chapter 2.
A second line of work, which extends the first in psychology, is focused on
the measurement of attention through individuals’ use of online systems. Several
studies developed explicit measures and computational models in order to quantify
people’s attention. For example, studies examined how people divide their attention
across different page elements on the web. Buscher et al. conducted eye-tracking
experiments in order to infer salient regions of web pages [42]. Other works set
to infer attention using mouse cursor activity, first by linear models relating eye-
mouse positions [110], then through non-linear transformations [171], and more
recently using more complex mixture-models [131]. Studies that sought to connect
user interactions to high-level cognitive tasks such as reading or skimming of web
pages relied on modified text layout, expensive eye-tracking, and manual labeling
by experts [21, 44, 173]. Chapter 2 in particular takes somewhat similar approach,
and proposes a computational model that could joint learn from small-scale labelled
data and much larger unlabeled data observed outside lab settings.
Other research used implicit signals of attention to improve the performance
of information retrieval, personalization and recommendation systems. One of the
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most common measures of implicit attention is a click on a page hyperlink. Clicks
were shown to be highly effective in improving the performance of search en-
gines [115], and recommendation systems using Collaborative Filtering [146]. How-
ever, as mentioned before, clicks are also very crude proxy for attention, which give
rise to undesired phenomena such as Clickbaits. A growing body of work investi-
gates the potential of post-click measures of attention. Dwell time, the amount of
time a user spends on a page, has been shown to correlate with the explicit ratings
people give to content items and as a good indicator for satisfaction with a given
search result [56, 125, 145]. Guo and Agichtein showed that speed of scrolling can
improve estimates of document relevance in information retrieval tasks and Yi et
al. demonstrated that dwell time can further improve click-optimized recommenda-
tion systems [102, 229]. This line of work demonstrates that better understanding
of online attention has practical implications for recommendation systems, per-
sonalization and search. This dissertation will introduce measures and methods
that could contribute to this line of work and similarly improve a wide range of
information systems.
Finally, models of diffusion processes and collective attention can both inform
and benefit from better models of individuals’ attention online. Numerous works
modeled the spread of information in networks (see [172] for a comprehensive
overview). Several studies focused on examining the factors that affect the diffu-
sion of content in social networks [69, 95, 111]. For example, Sharad et al. found
that the propagation of viral content depends on the type of content (e.g. peti-
tion versus news) and the content’s medium (e.g. image versus text). Other works
examined the properties of collective attention to items. For example, Wu and
Huberman showed that the attention a story on the site digg.com receives (mea-
sured in total number of “diggs”) can be described by a single novelty factor [225].
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The same factors affecting diffusion and popularity of content may also affect in-
dividuals’ attention since sharing a story requires at least a minimal amount of
attention. However, sharing and paying attention do not necessarily coincide –
widely shared articles are not always backed by significant amount of attention at
the individual level and vice versa. Clickbaits are a prime example of content that
spreads widely but does not warrant substantial amount of attention. Other types
of content such as long-form articles may require significant amount attention to
fully comprehend but result in little circulation. Therefore, closer investigation of
individuals’ attention can both benefit from existing literature about diffusion pro-
cesses and collective attention, and contribute to this body of work through more
precise description of processes at the individual level.
This dissertation aims to fill the gap in prior literature with respect to measure-
ment of individuals’ attention online, and identification of the key factors affecting
it. Addressing these issues enables information systems to learn more accurate
representations of people’s interests and adapt more quickly to changes over time,
which brings us back to the definition of attention by Davenport and Beck. As
described earlier, attention involves the selection of further processing some infor-
mation over other information, and the direction of this cognitive process over time.
Accordingly, the studies at the core of this dissertation provide a new persepctive
on the allocation and sustainment of attention by examining people’s interactions
with online systems. While attention is an important component for any system
that delivers information to people, the two parts of this dissertation focus on two
prominent domains of information online, news and social media, that can benefit
the most from careful modeling of individuals’ attention. By studying these do-
mains we examine factors that affect how people get to information in current day
and age, and the extent to which they consume that information, as we describe
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next.
The first part of this dissertation focuses on attention to online news media.
As mentioned earlier, a large percentage of the US population gets their news
online, a shift that disrupted the traditional model of journalism in many ways.
One of the most common claims about the digitiazation of news consumption is
that technology hampers people’s ability to sustain attention. This concern was
eloquently articulated in an essay by playwright Richard Foreman5 and described
at length in Nicholas Carr’s book “The Shallows” [46]. The central idea is captured
by Foreman’s critical comparison of modern-age information consumers to “pan-
cake people”: spread out in their coverage of information but shallow in depth.
Herbert Simon’s “poverty of attention” can be viewed as pointing to the same
effect – abundance of information leads to poor quality of attention, which di-
rectly ties to people’s ability to sustain attention in reading. Anecdotal evidence
that supports these ideas is the decline in book sales6 and reports showing that
the attention span of people is shortening [61]. It is important to note that the
alleged diminishing ability to maintain attention is not a force of nature: it is the
result of man-made systems and human culture that developed around informa-
tion consumption. While a tremendous amount of work on recommendation and
personalization systems for news focused on getting the right article to the right
person, relatively little computational work examined what is actually read and
what are the ingredients that affect reading after clicking on an article. The first
two studies in this dissertation aim to establish the foundation of understanding
needed to build better measures of online reading and better systems that foster
good habits for consuming online news.
5https://www.edge.org/3rd_culture/foreman05/foreman05_index.html
6http://newsroom.publishers.org/publisher-book-sales-were-537-billion-in-
the-first-half-of-2016/
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In addition, online news is a good point in case for studying how people main-
tain attention in reading online. Reading is one of the most fundamental cognitive
tasks that people do online, and reading of news offers a good balance of different
tradeoffs in studying it. First, reading news is a common task that involves dif-
ferent levels of focused attention (e.g. skimming, reading in-depth) that may help
understand the consumption of other forms of textual content (e.g. books, manu-
als, instructions, e-mail) and perhaps even other forms of consumption online (e.g.
watching videos, audiobooks, e-learning). Reading news online requires people to
sustain attention, since processing a news article cannot be done in a glimpse, but
usually does not span more than a single reading session. Focusing on just a sin-
gle session simplifies the research subject, makes it much more self-contained, and
eliminates many of the externalities that may occur in between sessions (though,
acknowledgedly, not all externalities). News articles also vary in content consider-
ably and are often read by multiple people, which enables us to study jointly how
different people sustain attention to different types of content. The two studies in
this part investigate the key factors associated with sustained attention to online
news and develop new means for measuring different modes of attention in reading.
The first study about attention in online news introduces a simple new measure
for quantifying attention to news articles, demonstrates how this quantity varies
across people and articles, and assesses the ability of this new measure to be used in
practice. The work complements existing and widely used measures of implicit at-
tention to content online such as clicks, likes, and dwell time [102,125,145,146,229].
The study focuses on an often overlooked aspect of user engagement with a news
article: the user’s scrolling within an article. We use the scroll depth in a subset of
interactions with a news article7 as a proxy for the amount of attention sustained in
7A subset of interactions that are more likely to reflect reading of the article content.
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an article. We examine the relation of our measure to existing measures and show
how scrolling depth depends on different factors such as the reader’s past behavior,
the article topic, and more. We find that our new measure captures important vari-
ations in attention that are not captured by existing measures. Last, we evaluate
the predictability of scroll depth on held-out articles and out-of-sample individu-
als, prior to publication time and shortly afterwards in order to demonstrate the
potential of this new measure for recommendation systems.
The second study about online news extends the first one by taking a closer look
at detection of reading from user interactions with online news article pages, and
propses a principled computational model to distinguish different reading modes
outside lab settings. The study contributes to previous work on explicit measures
of attention [21, 42, 44, 110, 131, 171, 173] by developing a new explicit measure for
individuals’ attention to textual news content. The work also extends our first
study and other implicit post-click measures [102, 125, 132, 145, 229] by taking a
more direct look at reading as a process, thus modeling individuals’ attention in
reading with fewer assumptions about the way individuals spend their time on the
page. Our goal is to develop a new measure for detecting reading modes of textual
news content that has tighter guarantees for its validity outside lab settings. To
that end, we devise a semi-supervised model that discerns in-depth reading of
paragraphs from skimming and other forms of interaction online. The model draws
on patterns of engagement with news articles outside lab settings (unlabeled) as
well as paragraph-level labels obtained in lab settings. The goal of this model is to
become the gold-standard for estimating the extent to which people pay attention
to the content of news articles online.
The second part of this dissertation investigates attention in online social set-
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tings. We focus on attention to social media and on social media because of two
main reasons: the major role social media platforms have in the dissemination of
information, and the increasing amounts of content calling for people’s attention
on these platforms. Just last November, Pew research reported that 79% of online
Americans are Facebook users, a 7-percentage-point increase from the previous
year [100]. As Facebook and other social media platforms continue to grow, more
content is being generated on these platforms8. Whether the rapid growth in the
production of social content is due to increase in reach, density, or prominence
of social networks as a medium for information diffusion, it is evident that major
social network sites are turning to algorithmic ranking as a way to help people
direct their attention more efficiently9,10. From the perspective of individuals who
post content on social media, the abundance of information on social media poses
a challenge to their the ability to be heard by the people they care about. The
two studies in this part investigate the factors that affect the allocation of atten-
tion in social network sites as well as the expectations for attention from others.
Addressing these questions will contribute to the understanding of the changing
goals, needs, and preferences of people in online social setting. In addition, more
accurate knowledge about the allocation of attention paves the way for the devel-
opment of more adaptive ranking algorithms that incorporate this knowledge in
system design. Both outcomes will help fulfill the need, identified by Herbert Si-
mon, for information systems to direct attention more efficiently in an environment
that is increasingly flooded with information.
8For example, Twitter in 2013 had to redesign their systems in order to support a record
high of 143,199 new tweets per second and more than 500 million tweets per day https://blog.
twitter.com/2013/new-tweets-per-second-record-and-how.
9http://newsroom.fb.com/news/2016/06/building-a-better-news-feed-for-you/
10https://blog.twitter.com/2016/never-miss-important-tweets-from-people-you-
follow
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The first study about attention in online social settings examines how the distri-
bution of attention changes in different circumstances. We examine the allocation
of attention to Facebook and on Facebook from the same individual at two dif-
ferent times – one when she composed an original post and the other when she
liked, commented or shared someone else’s content. We devise a quasi-experimental
methodology to robustly study the changes in the distribution of attention from
large-scale observational data. By drawing this comparison we show that the al-
location of attention varies considerably based on the context of users’ actions,
suggesting that an underlying social and cognitive state is different. Moreover, we
show that the allocated attention of others is valued and appreciated at large scale.
The study provides a new perspective for understanding individuals’ attention in
context, and complement previous research that relied on self-reported measures
(e.g. [43, 109, 154]). The study also highlights how the understanding of attention
allocation can potentially better system design. In particular, our findings can be
used to design nudges for contribution, introduce new measures in recommendation
of social content, and differentially value feedback from contributors.
Changes in the allocation of attention on social media affect not only the in-
dividual who pays attention but also the people receiving that attention. The last
study in this dissertation focuses on the expectations people have for getting atten-
tion from their online social ties. Prior research mostly approached the abundance
of information in social media as a challenge for ranking algorithms, much like a
query to a search engine [4, 20]. Only few works studied people’s own preferences
when sharing content in online social settings and people’s ability to accurately tar-
get their friends interests [18,198]. This work examines the often overlooked end of
the attention “transaction”: the content producer’s expectation to be heard. This
study offers both a conceptual framework for thinking about attention expecta-
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tions and a computational model that can be used in practice. Our conceptual
framework describes the factors affecting expectations for getting attention from
others and the implications for the individual of fulfilling those expectations. By
combining surveys and observational data analysis we provide evidence for the
relation between observed behaviors and expectations. We also show that the ful-
fillment of expectations contributes to people’s sense of connectedness to their
friends, an important outcome for individuals’ well being [41,128]. In addition, our
simple and easily portable predictive models demonstrate how the expectations of
content producers can be incorporated in recommendation systems in practice, a
necessary step towards building less ego-centric recommendation systems for the
consumption of social content.
In summary, this dissertation offers a computational perspective to the study
of individuals’ attention online with the explicit goal of improving the design of
information systems. The abundance of information and wide adoption of informa-
tion technologies create an unprecedented opportunity for systems to support more
efficient and effective allocation of people’s attention. As computer scientists who
design information systems we have the opportunity, and moral and social obliga-
tion to study the relationship between human attention and information systems,
which have consequential outcomes for individuals, communities, and society as a
whole. Several aspects of the problem space make this into an extremely difficult
research area: from the inherently dynamic nature of human attention, through
methodological issues in measurement and inference of latent cognitive processes,
to scalability issues of computation in systems that support millions of people at
the same time. Our work builds on the foundation of knowledge about attention in
psychology, the literature on explicit and implicit measures of attention online, and
more broadly on works about diffusion process and collective attention. Equipped
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with this knowledge, we examine the allocation and sustainment of attention of in-
dividuals in prominent domains of online activity: online news and social networks.
The studies in this dissertation advance prior work by devising new measures to
quantify attention, and develop novel computational methods to robustly study
the factors that affect attention in online settings. Our findings highlight practical
ways for information systems to better assess individuals’ attention and effectively
contribute to the emergence of more attention-friendly information systems in the
future.
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Part I:
ATTENTION TO ONLINE NEWS
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The two chapters to follow revolve around individuals’ attention to online news.
Reading, as a form of sustained attention, is an important skill that impacts peo-
ple’s knowledge, world view, and ultimately their ability to learn. Reading of news
is particularly important for an informed civic society and a healthy democracy.
As information systems take a bigger role in affecting what people read and how
they read it, it is critical to develop measures and methods to assess reading as
it happens in this new medium. The studies in this part focus on reading of on-
line news as a point in case for starting to unpack the complex relation between
technology and people’s ability to sustain attention online.
The first chapter in this part examines a simple, yet often overlooked, measure
of scroll depth as a proxy for reading in online news and the factors that affect
it. The second chapter eliminates some of the assumptions of the first chapter
about when people read, and directly models reading using non-invasive traces of
user interaction with online news articles. The part as whole offers methodology
for modeling reading of online news and highlights how information systems can
utilize our findings to better support reading and readers.
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CHAPTER 1
THE INGREDIENTS OF LONGER READS
1.1 Introduction
Our reading habits have turned from physical media (books, magazines and news-
papers) to their digital counterparts (e-readers, websites, and apps). As a result,
there is increasing opportunity to understand and model reading behavior as it
occurs outside lab settings. Where previously publishers had to rely on gross mea-
sures of success such as book sales and page views, we now have finer and finer
measures of individual readers’ engagement with the content itself. For example,
e-readers can tell us the exact pages that people read, and which parts of the text
they highlighted. In our case, online news sites can track how much of an arti-
cle’s content was visible to the reader, and how deep the reader had gone into the
article page. While these metrics are increasingly available, they are not yet well
understood.
The Web, of course, has a long history of tracking user behavior on Web pages
for purposes of improving usability of services or ranking of content (e.g., [102,125]).
Eye tracking studies such as [47, 178] provided the foundation for understanding
how users allocate their attention to Web pages. Other lab experiments instru-
mented browser behavior [219] in order to study user engagement with pages and
search results. Using such instrumentation, Nielsen [173] found that people only
read 28% of the content of an average Web page. Large-scale studies of online user
engagement often apply machine learning and data-mining techniques on server
logs (e.g. [3]) or client-side plugin logs (e.g. [57]). Server logs ignore the subtlety
and richness of client-side interactions with a page such as scrolling or highlighting.
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Client-side plugins often have limited user base, which may yield a biased estimates
of user behavior. Previous approaches looked at user interactions with web pages
in general (not just news media), and focused mostly on tracking visits and clicks,
not reading depth of content.
The opportunity to understand reading depth can help writers, publishers
and system designers (e.g. of search engines and recommendation systems) un-
derstand the factors that impact engagement with content. For example, using
dwell time, the time users spend on a page, was shown to improve personaliza-
tion [229] and help estimating user satisfaction from search results and improve
relevance [102, 125]. Content recommendation systems, such as Facebook’s news-
feed, are using dwell time to reduce the salience of Clickbaits [75]. Better modeling
of reading behaviors can provide another dimension for models of virality and con-
tent propagation in a network [15,104,149,204]. For publishers and writers, better
understanding of user engagement can inform editorial decisions and help writing
content that is better received. More broadly, finer measures of interactions can
shed light on sustained attention in reading an article, guide efforts to increase
reader satisfaction, and perhaps contribute to long-term success of media services.
In this chapter we present the first examination of a large-scale dataset of indi-
viduals’ scrolling depth within news articles. We use a select set of 2.3 million user
interactions with online news articles from eight different popular news publishers.
We provide a first look into reading depth distributions and investigate how read-
ing depth is affected by the article length, the device used, and how the reader got
to that page (e.g. via search or social).
Moreover, we formulate a prediction problem for reading depth of an article,
and investigate the features and models that help prediction. Our features include,
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in addition to article length, article metadata such as the site it was published
on and author history; content features such as topic, readability measures, and
sentiment; and features of readers such as device used and referral information. In
particular, we are interested in predicting reading depth based on data available
before and shortly after the article was published. We study the factors associated
with both the article averaged reading depth and the reading depth for individual
reads (i.e. predicting how deep a specific person will read a specific article). We
compare the predictions of a standard Linear Model and Beta-Regression model,
and highlight the factors that consistently and significantly affect reading depth.
Our contributions are therefore:
• A first large-scale examination of the factors associated longer reads.
• A model to predict average article reading depth.
• A model to predict reading depth for individual reading event.
We begin by surveying the relevant work, both oﬄine and online, about reading
of news.
1.2 Related Work
Naturally, the interest in how people read and respond to individual pieces of con-
tent has a long history, in both oﬄine and online settings. Recently, we have seen
renewed focus on reading and engagement measures, partially due to availability
of data, e.g. from e-Readers [86]. At the same time, new Web and mobile technolo-
gies exposed some of shortcomings of simple measures like clicks and page views,
and brought renewed interest in understanding reading behavior as a proxy for
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attention (and thus, importance and relevance).
The study of how well readers receive content dates back to the birth of mass
printing [2, 55], when reading became the commonwealth of the ordinary people
and with it, the study of reading practices. Most research on reading focused on
improving processes of acquiring reading skills, assessing reading “level” and com-
prehension [59,60,140]. Reading decisions, such as when to stop reading, received
relatively little attention, mostly in studies comparing reading on paper versus
screen [175].
The development of eye-tracking devices brought a new level of rigor into the
study of attention and reading practices, first examining reading in traditional print
media and later in digital media. Even before digital media, eye tracking emerged
as a powerful tool for studying visual attention [227]. When the digital platforms
became more prevalent, eye tracking studies began to address attention on those
platforms as well, initially focusing on studies geared to “optimize” outcomes such
as users paying attention to the right information on the page [178]. Other small-
scale studies focused on reading entry points, reading paths [107], and reading
behaviors including reading in-depth and scanning [106]. In addition to eye tracking
studies, other qualitative studies compared reading practices online and oﬄine
[140,153]. Only a few studies examined text-reading practices online at Web scale.
The study described in this chapter takes a first look, at scale, into the consumption
of written media in “natural” settings.
In digital media, page views and clicks have been the dominating metrics used
to quantify engagement with articles, but those incomplete measures fail to capture
subtlety of the attention paid to content once clicked. Page views have been used
for anything from studying the distributions of user activities on the Web [96]
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to recommendation of content (e.g. [64]) to ranking (e.g. [116]). Yet page views
or clicks being the sole metric leaves out post-click behaviors therefore does not
capture user engagement fully. For example, emphasis on clicks had led to the rise
of Clickbaits as mentioned before. In news media, journalists have began to use web
analytics to adjust their writing and experiment with headlines [197, 205]. Clicks
as the only metric has the danger of resulting in more sensational and forward-
referring headlines (and perhaps text) that offer inferior user experience [23, 164].
Clearly, the media is ready to explore more meaningful measures of engagement
and attention, and here we explore one such measure.
Recently, several studies have focused on more advanced measures such as
dwell time and cursor movements, and their usefulness was shown in a number
of contexts. Longer dwell time has been used as an indicator for search satisfaction
to improve search quality [125,145]. A study of cursor movements of 30 participants
further showed speed of scrolling can distinguish reading and scanning behavior
and predict document relevance [102]. Several studies that tracked user behavior
over time on the Web [53, 57, 219], but used small samples of users and did not
focus on news media. Based on the data from [219], Nielsen [173] estimated that
people read 20-28% of the content on average web page (again not media) but
the analysis was limited to pages between 30 and 1,250 words – different use case
than media, where people often intend to read an article when they land on the
page. Our work extends previous work by studying depth as a post-click behavior
measure that compliments and refines dwell time. To the best of our knowledge,
this is the first large-scale study to examine the depth variable with real world
behavior data.
Richer page metrics are not just useful for assessing relevance but could also
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significantly improve the quality of search and recommendation systems through
collaborative filtering. Collaborative filtering uses implicit behavior data of sim-
ilar users and clicks proved to be highly efficient [146]. For example, according
to [229], incorporating dwell time as a proxy for user satisfaction into Yahoo’s
recommendation system yielded better performance than click-optimized system.
Another relevant line of work studied properties of content that affect people’s
response to it, for example by sending a link to their friends. Diakopoulos and
Zubiaga showed that socially deviant content is more likely to be shared by gate-
keepers on Twitter [67]. Another work showed language features that are more
likely to result in a Twitter retweet [204]. Emotional (both positive and negative),
and physiological arousal was shown to increase sharing of New York Times arti-
cles [15,16]. While sharing provides good signal for studying network propagation
of content, it does not necessarily provide accurate picture of users’ engagement
with the content itself. In other words, sharing data is valuable but cannot help
assess the attention or quality of an article in a way that reading depth perhaps
can.
1.3 Dataset
Our dataset consists of more than 2.3 million likely page-read events (or read events
for short) for articles published on eight popular online news sites, collected by
Chartbeat1. The sites cover a wide range of topics (daily news, finance, sports,
technology and science); target audience (women2, local or subscribers only), and
form (short and long form). A likely page-read event e(r, p) occurs when a reader r
1http://www.chartbeat.com
2as defined in the publication’s tagline
26
loads a publisher article page p and has some minimal amount of interaction with
the page as we define in the next section. For each read event, we have information
about the page (URL, contents, metadata such as author and published time,
etc), and the user (a user ID that uniquely identifies a user within site). Most
importantly, we have a proxy for the user’s sustained attention on the article page,
the reading depth, which we define next.
1.3.1 Measuring Reading Depth
The key measure we focus on in this work is the reading depth: how far a user
scrolled down the visited article page. Since scrolling through a page does not
guarantee reading we only work with a subset of page interactions that we call
read events, and that are more likely to reflect actual reads. In order for a user
interaction to be considered a read event it has to fulfill certain criteria, described
in detail below. Notice that even in well-controlled eye-tracking experiments, de-
termining what an individual actually read it an extremely difficult task (as we
investigate more closely in the next chapter). While we cannot verify that our
likely read events represent reading in every single case, we believe that the selec-
tion criteria makes it likely that, on average, deeper reads involve more sustained
attention.
We obtain the reading depth by taking the maximal pixel position a user
reached on the page as measured by Chartbeat’s client-side logging system3, and
converting it into relative portion of the article’s content. The pixel depth at any
point is the top pixel position within the page that is visible on the user’s screen.
3The data thus excludes certain browsers, and users that are not allowing javascript code to
run.
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For example, a user looking at a page that is 1600 pixels long would start at pixel
depth 0. As they scroll down, the pixel depth will increase, potentially up to 1600.
We developed a custom CSS selector, unique to each site, to identify the page
content and compute the length of content. For each of the articles in the dataset,
we visually rendered the page using the PhantomJS javascript library, extracted
the text and the top pixel position of the last text paragraph l(p) (of article p).
The pixel depth of reading event e(r, p) was turned into relative measure of read-
ing depth by taking the maximal pixel depth of e(r, p) and dividing it by l(p).
We manually verified that the article length l(p) is accurately retrieved for several
articles from each site in our data.
In order to focus on reading events and provide a valid comparison of reading
across devices and platforms, we follow a four-part process that we describe next.
The first filtering step of the raw interaction data from Chartbeat was to require
that the article page was visible on the user’s screen for at least six seconds. At an
average rate of reading of 250 words per minute a person reads about 25 words of
the article, which is less than five percent that articles in our dataset.
Second, we only include page views where there was at least one user interaction
with the page. In other words, our dataset of reading events consists of page visits
where the user interacted with the page at least once via a mouse click, key-stroke
or any other form of input. This condition eliminates cases where the user left the
page open for more than six seconds, but did not engage with the content – an
action that involves some page interaction [47,173].
Third, we exclude likely reads where the user scrolled below the article content
(i.e., explored page elements beneath the end of the text like ads, recommenda-
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tions, comments or other page elements). We exclude these interactions because we
believe that a considerable number of people read some portion of the text before
skipping to the comments, recommendations, or other useful page elements that
appear after the content. Since we only have the maximal pixel depth of people
who view pages we cannot prove or disprove this claim, and thus choose to exclude
scrolls that went beyond the content. While this decision may eliminate some le-
gitimate reads of the content, we are more certain that the interactions included
are likely to reflect reads. Therefore, our definition of reading events consists of
cases where users reached a point before the end of the article’s content or right
at its end.
Lastly, we only include article pages with a known and fixed page layout that
has no advertisement in between paragraphs. We wrote a custom set of rules for
each site for extracting the content of articles from their HTML structure. Using
these rules, we eliminated non-article page visits (e.g visits to the Sports section)
and non-textual articles (e.g. video or image only). In addition, all sites in our
dataset were “non-responsive”, meaning that the pixel depth remains constant
across devices, screen resolutions and window sizes. Non-responsive pages do not
scale content or re-flow text based on the user’s screen resolution or browser window
size. Last, we also exclude sites that have inline ads breaking up the content as
these are likely to disrupt the flow of reading.
Overall, our measure provides an upper limit for the proportion of content
read. In order to increase the likelihood of studying actual reads, we focus on a
subset of pages and page views that passed our four-step filtering process, which
we call reading events. Our dataset consists of user interactions with articles pages
from eight major news publishers, where the article was visible for at least six
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seconds, had at least one user interaction with it, and had not been scrolled past the
content. Pages in our dataset render consistently across devices, screen resolutions
and window sizes.
1.3.2 Page and User Metadata
In addition to reading depth, for each page in our dataset we collected and com-
puted various features. The features came either from Chartbeat directly or from
analyzing the article text as downloaded from the Web. For example, for each read
event we have a unique (per-site) user identifier from Chartbeat; other information
about the user-agent such as browser and device type; and referral information on
where the reader came from to the article. We also downloaded and analyzed the
article text for each article in our dataset and provide more details on these features
in Section 1.5.
1.3.3 Data Summary
Our data was collected over the last two weeks of October 2014 from eight popular
news sites. Four of the sites cover national and world news on a daily basis and the
rest focus on a single topic or audience. The four news sites differ slightly on their
emphasis: financial news, local news, long “magazine” form news. Hereafter, we
refer to news sites by the characteristics that differentiates them from one another.
Table 1.1 summarizes key statistics of the different sites.
We filtered out read events where the user did not meet a minimal amount of
interaction with a page or went on to explore other page elements. After filtering,
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Site #
Read Events
#
Articles
#
Readers
Avg. Length
(words)
Financial 226,588 5,820 123,571 623
Science 436,190 8,137 287,330 732
Sports 295,223 5,664 240,400 501
Local 20,470 3,103 13,463 610
Tech 1 200,389 6,725 193,935 539
Tech 2 166,450 8,919 163,972 587
Women 396,293 6,855 239,710 650
Magazine 298,867 3,402 279,168 1,111
Table 1.1: Summary statistics of reading events analyzed in this work from eight
popular news sites.
our dataset consists of 2.3 million reading events e(r, p), where users spent at least
six seconds on a news article page, interacted with the page at least once and did
not go beyond the content. Again, these conditions do not “guarantee” reading,
but increase the likelihood of reading taking place.
1.4 Patterns of Reading Depth
Over all our data, article pages are 66% read (or, to be more careful, potentially
viewed), with a median page read event clocking at 71% of the page. These figures
remain relatively robust across sites, with the lowest site having the average page
63% read (Financial news) and the highest being 69% (Sports). Of course, these
sites have different article length distribution, visual layout, audiences and serve
different user needs. In this section we examine the relation between reading depth
article length, where the reader came from, and the reading device they used.
First, though, we examine the relation of reading depth with dwell time. We
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find that dwell time only has a weak linear relationship with reading depth. The
Pearson correlation between article averaged reading depth and dwell time is 0.37,
and the correlation for an individual read is as low as 0.11. In other words, there
is reasonable (but far from perfect) correlation between the average amount of
time spent on a page and the reading depth. The low correlation on individual
reads relative to article averages suggests important individual differences in page
interactions across readers, which we investigate more fully in the next chapter.
We leave it for future work to further investigate the cases where dwell time and
reading depth align well, and where differences are found. Overall, we conclude
that our measure of reading depth provides information that is not captured by
dwell time, which varies considerably from one individual to another.
1.4.1 Article length
The next analysis looks at the reading depth as a function of both article length
and the site featuring the content. For this analysis we use a sample of read events,
one for each article, in order to give different articles (e.g. popular and less popular)
the same weight. In other words, for each article p we choose at random one read
event e(r, p) and use the reading depth for that event4.
Figure 1.1 shows the distribution of reading depths for different article lengths
and sites. Each curve is a probability density function for a particular set of pages,
summing up to 1. The X-axis is the portion of a page that was read, and the Y-axis
represents the density of read events in the sample that reached that point. For
example, the red curve on the top row shows that the short pages on the Financial
4Averaging across reads and reweighing would have “smoothed” popular articles more than
less popular ones, which would have biased our results.
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Figure 1.1: Distribution of read proportion for short (red), medium (green) and
long (blue) articles on three exemplary sites of Financial, Sports and Magazine
News.
site are often read to the end (read events concentrate on the right side towards
the 100% mark), based on N = 3181 pages p and the same number of reading
events e(r, p) for these pages. Two-sample Kolmogorov-Smirnov tests found all
three distributions in each site significantly differ from each other (p < 0.01).
Figure 1.1 demonstrates that not all sites and content are attended to equally.
The Financial site demonstrates the general pattern that appeared in all sites in our
dataset: short articles are read more to completion than medium or long articles.
Long articles require more effort and time on the reader’s part and therefore more
likely to be abandoned. An interesting exception to the above rule can be seen
in the long and medium densities of the Magazine site. Long form articles are
not only more common in the Magazine site, there are more likely to be read to
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completion with a mode at around 90%. We believe that these findings highlight an
important point about readers and expectations – long form content can succeed
if paired with the right audience and meeting their expectations. While we do
not have information about people’s expectations going into articles, Chapter 4 of
this dissertation investigates the aspect of attention expectations in online social
settings.
1.4.2 Device differences
Figure 1.2 explores the effect of different device types on reading events in our
dataset. In this case, we include for each page p in our dataset exactly three
read events e(r, p), one event (chosen at random) for each device type. Similar to
the analysis of reading depth for articles of different length, the sampling of three
reading events per article gives equal weight to reads on different devices. The figure
shows the distribution of reading depths for three different sites (different panel
rows) as observed on different device types (designated by curves with different
line types and fill color). For example, the curves on the Magazine row show the
probability of reaching X percent of the article on mobile (red), tablet (green) or
desktop (blue), for the same set of articles. As before, the X-axis is the portion of
page p that was read by reader r, and the Y-axis represents the density of people
that read to that point. Two-sample Kolmogorov-Smirnov tests found all three
distributions in each site significantly different from each other (p < 0.001), except
for the Tablet and Desktop distributions in the Financial site, that show similar
trends but at a significance level that is only slightly above 0.05.
The pattern emerging from examining reading depth reached on different de-
vices is that mobile users (red) drop earlier and in almost-uniform manner com-
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Figure 1.2: Distribution of read proportion for the same articles on mobile (red),
tablet (green) and desktop (blue) devices for 3 exemplary sites.
pared to tablet and desktop readers for the same articles. For the larger-form
devices, tablet and desktop, the reading depths track very similarly, with higher
likelihood of reading to completion than in mobile devices. This pattern is evident
in Figure 1.2 and was also present for the five sites not shown in the figure. There
are several potential driving forces behind this finding of reading less on mobile on
different sites, as we discuss later in this chapter.
1.4.3 Referrer differences
Does reading depth change depending on where the readers come from? Figure 1.3
provides some insight into reading depth based on the user’s source of referral to
the article page. Similar to previous analyses, for each page p in our dataset we
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include exactly four read events e(r, p), one event (chosen at random) for each
referral type. The four different referral source types we consider are search, social,
news, or internal. These sources capture whether the reader came to the article
page p from a search engine (e.g., Google), from a social media site (e.g. clicking
on a link on Twitter or Facebook), or from other news site (e.g. BBC) or news
aggregation (e.g. Google News). The internal category is for read events when
the reader navigated to the page from another page on the same site. Note that,
technically, we identify internal referrals as read events with no referral data, which
in most cases indicates intra-site traffic.
Figure 1.3 shows that only the Social referral source significantly differ from
the rest of sources, and only in the 25%-50% region (p < 0.05 according to two-
sample Kolmogorov-Smirnov test). For example, magazine readers that come from
Social sources (dashed green line) are more likely to drop earlier than readers from
other sources. The pattern of early drop off for readers from Social appeared in
for most sites we examined (including those not in the figure). This finding is
consistent with findings by Pew Research, showing that people who arrive at news
from Facebook spend considerable less time on articles than those who get to the
article directly [163]. However, our findings also show that once a user spent a
minimal amount of time and interacted with the article, the referring source does
not matter much anymore.
In this section we showed the impact of several key factors on reading depth:
site differences, article length, user device and referring source. The next section
investigates the ability of aforementioned factors and additional features to predict
reading depth.
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Figure 1.3: Distribution of read proportion for the same articles of readers coming
from News (red), search (green), social (tile) and no referrer (purple) sources.
1.5 Predicting Reading Depth
In this section we formulate two prediction tasks, develop models and features,
and evaluate the accuracy of our models. In the first task, we predict the average
reading depth for article p. The average is computed over all read events e(r, p) for
that page, and the features we use for the prediction include the article metadata
and text, as well as aggregate properties of readers. The second, arguably harder
prediction task is for the depth of an individual read event e(r, p) by individual
reader r of article p. Here, we can also use information about the individual reader
and reading event, such as the exact time when it took place.
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1.5.1 Predicting Article Average Reading Depth
We begin by approaching the simpler prediction problem of article average reading
depth. Our dependent variable in this task is, for each article p, the average of
reading depths over all reading events e of the article. In order to learn more robust
associations between features and average reading depth, we use articles that had
sufficient traffic to them and remove outliers. We set 30 reads as our threshold
for articles with “sufficient traffic” and use the more robust 95% trimmed mean5
instead of a regular average that is more susceptible to outliers.
Models and Features
We test a number of prediction models with different feature sets that represent the
information available about the article p at different points of the article’s life-cycle.
We create models that use features available before the publication (Pre-publication
model), shortly after publication (Post-publication model) or, perhaps only theo-
retically interesting, after all the data was collected (Final model). Our Baseline
model is using a single, but key feature: the length of an article. Following the
natural progression of time, the feature sets are nested: we start with the simplest
model (our Baseline), add Pre-publication features, then Post-publication features,
and finally the Final model features, which was evaluated with all available fea-
tures. Table 1.2 lists the features added by each model. We refrained from including
interaction features in order to keep the dimensionality of the features space small
relative to the number of data points (number of articles in this prediction task).
The features we include in each model can be grouped into four families of
5Excluding 2.5% of the lowest and highest reading depths.
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Pre-publication Model
Length (baseline): pixel depth of the last paragraph on the page. Log-transformed in prediction models.
Site: indicator variable for 1 out of 8 sites in our dataset.
Author: average author reading depth on other articles. The maximum value in case of multiple authors.
Topic: most prominent topic for each article from a 50-topics latent-dirichlet allocation (LDA).
Readability: Flesch-Kincaid grade level score; mean and std of sentence lengths.
Quotations: num. of quotations (log-transformed); num. quotations over num. sentences; num. of words inside
quotations (log-transformed); num. of words in quotations over num. words in the full text.
Sentiment: mean and std of the cumulative sum of individual sentences’ sentiment.
Lede: Sentence length and Sentiment features computed on the article head (first 3 sentences).
Post-publication Model (first hour)
# Readers: num. reading events in the first hour (log-transformed).
Avg. Depth: average reading depth of reading event in the first hour.
Final Model
Device: proportion of readers using mobile, tablet or desktop devices.
Referrer: proportion of readers coming from search, social, other news source, etc.
Local Time: proportion of reads taking place in user local time at night (midnight-6am), morning (6am-noon),
afternoon (noon-6pm) or evening (6pm-midnight).
Buzz: proportion of reads in the first hour.
Overall Buzz: average time since the first article reading event.
Table 1.2: Features used in predicting reading depth by each model. Notice that
models are additive, including all features listed above them.
features as we describe next: article metadata, content features, audience features
and article-audience features.
Article metadata features consist of site and author information. We use
an indicator variable per site, designating the publisher of the article. For authors
we use the average reading depth on their articles, excluding the current one. In
case of multiple authors we take the author with highest average reading depth.
Content features were developed in inspiration of journalism practices of
engaging readers [193], and are listed next; they include the article topic, ease of
reading, quotations, sentiment and lede (first few sentences).
Topic. Different topics convey different types of information, using different
writing styles and are targeted at different populations. Therefore, we expect topics
to effect reading depth. We use Online LDA [105] run on the entire dataset of
articles to extract the most prominent topic for each article in a 50-topic model.
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We use a relatively small number of topics in order to keep the topics fairly general
and interpretable. We manually label each of the 50 topics for ease of reference.
Readability. One can imagine that the readability of the text will have an im-
pact on how deep people read into an article. To measure text readability, we use
the Flesch-Kincaid (F-K) Grade Level measure [126] for each article p. The F-K
is a measure for readability presented as U.S. grade level, based on the following
formula: 0.39( |w(p)||s(p)| + 11.8(
|syl(p)|
|w(p)| − 15.9 where w(p), s(p) and syl(p) are, respec-
tively, the number of words, sentences and syllables in the article. Other features
that capture readability include average sentence length (and standard deviation),
expecting that shorter sentences would be easier to read.
Quotations. Quotations are widely used in news reporting to give authenticity
and flavor to the story by humanizing the reporting. Research has shown that
quotation is a powerful persuasion tool [93] and individuals tend to pay more
attention and to vivid examples [230].In our case, if the text between two quotation
marks contains six words or more, we consider it a quote. We then compute the
features listed under “quotations” in Table 1.2.
Sentiment. Reading has an emotional aspect to it - highly emotional piece
may influence the reader and even regular content may evoke certain feelings.
In our work we used an empirically validated rule-based sentiment analysis tool
VADER [114] to compute the sentiment scores of for each sentence in the article.
Then we calculated the mean and standard deviation of the cumulative sum of
sentences’ sentiment.
Lede. The last content feature is trying to capture text structure. “Don’t bury
the lede”, is perhaps the most well known “rule” for journalistic writing [193].
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Ledes are usually the first few sentences of an article. We compute the sentence
length and our sentiment features on the text first three sentences.
Audience features consist of information about the size of the audience,
where people are coming from, how are they reading the content and when. Audi-
ence features are not available pre-publication and thus excluded from that model.
We compute the proportion of users coming from different sources of referral (such
as search, social, other news source, etc.) and devices being used (mobile, tablet
or desktop). To capture the temporal aspect of when reading is taking place we
compute the percentage of reads in users’ local time, binned into four equal parts
of the day. In other words, the percentage of reads taking place between midnight
to 6am, 6am to noon, noon to 6pm, and 6pm to midnight according to the reader’s
time zone.
Article-audience features are aggregate features of article performance, or
reception, by its audience. We include the average reading depth of readers in the
first hour in our Post-publication model. An hour is a small percentage of the
24-hour cycle of news and thus allow us to peek into the early adoption of an
article [201]. In addition, we try to capture article temporal popularity or buzz by
calculating the proportion of reads in the first hour and the average reading time
relative to the first read.
Prediction Models
Our focus on understanding reading behaviors aligns well with using interpretable
prediction models. The benefit of fitting interpretable models is that in addition to
the model predictive power we can assess the significance of features and examine
the contribution of single factors. We evaluate two regression models in this work:
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Linear Regression and Beta-Regression. Both models were fitted to data in R using
standard and betareg [63] software packages.
Our dependent variable in this section, the article averaged reading depth, is
bounded in the [0, 1] range. However, the linear model is not bounded to the unit
range and may predict values outside [0, 1]. To amend this, we simply truncate the
predictions of the linear model to 1 if above one and 0 if below zero.
Beta-regression is a form of Generalized Linear Model that support dependent
variables in the range (0, 1) and assumes that observation are drawn from a beta
distribution parametrized by mean (µ) and precision (φ) parameters:
f(y;µ, φ) = Γ(φ)Γ(µφ)Γ((1− µ)φ)y
µφ−1(1− y)(1−µ)φ−1 (1.1)
Where y is the response variable (reading depth in our case) and Γ is the gamma
function. In regression setting, µ and φ are linear functions of the covariates xi
where i is the i-th data point. We follow the practice of using the logit function
for µ and log function for φ as it was found to improve convergence of the learning
algorithm. Compared to the linear model, beta-regression offers the ability to model
non-symmetric distributions and fit a wide range of distribution “shapes”.
We first experimented with including per site fixed effect versus running our
prediction models separately for each site. A fixed effect per site is a single site
feature that offsets the prediction for each site separately. In contrast, running
separate predictions per site optimizes all model parameters per site. We did not
find any improvement in prediction accuracy of the per site prediction over the
fixed effect model, therefore resort to using only the simpler fixed effect model.
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Results
Figure 1.4 summarizes the performance of the different models. We report the re-
sults in term of prediction error : the error in predicting article average reading
depth. On the Y-axis is the prediction error RMSE obtained using 5-fold cross-
validation with standard errors. The X-axis details the different feature sets in-
cluded in each prediction, with shape and color of points designate the prediction
model (green triangles for linear model and blue squares for beta-regression). The
figure shows that the baseline prediction for both the linear and beta-regression is
close to 0.1, which is 10% away from the observed article average. As we include
more and more features the linear model does not consistently reduce the predic-
tion error while the beta-regression model reduces the error to 0.082, or 20% error
reduction.
About half of the error reduction is obtained by using pre-publication features
by the beta-regression model. In other words, using article metadata and content
information, we were able to reduce prediction error by 10%, before any reader has
seen the actual page. While site differences play a major role, both author and the
properties of the text contribute to the prediction accuracy (a closer analysis of
individual features is below). A second improvement in accuracy is attained using
the average reading depth in the first hour, which lowers the RMSE by another
8%. The difference between the baseline RMSE and our most accurate model is not
large in absolute terms (about 0.02 error reduction). For prediction purposes and
for estimating whether the article received more or less attention than expected,
using just the article length may be sufficiently accurate. However, in order to
better understand the factors behind article averaged reading depth our models do
provide a more nuanced view, as we describe next.
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Figure 1.4: Prediction Error for article average reading depth. Relative error re-
duction of 20% is half due to pre-publication features and the rest due to first hour
features.
Significant Features: the linear and beta-regression models identified roughly
the same set of features as significant. For brevity, we only report significance
based on the beta-regression model, which predicted the results more accurately.
In addition, we only report on features significance in the most complete Final
model (includes all features) since “earlier” models contained only a subset of
features.
The coefficients of the logit-transformed beta-regression are in the space of log-
odds, which complicates reading their magnitude. Therefore, Table 1.3 only show
to the sign of the effect (positive or negative) of individual factors that were found
significant with p < 0.05.
The same features that improved prediction accuracy were found to be
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Pre-publication Model
↓length** ↑author avg.**
topics: ↑fashion** ↑food** ↑url parts** ↑work-related** ↑foreign languages** ↑gaming** ↑cameras* ↑film*
↑michael brown* ↑history ↑home improvement ↓hong kong*
↑num. quote words** ↑% quotes**, ↓num. quotes** ↑avg. sentiment ↓sentiment std.** ↓sentence len.** ↓head
sentence len.**
Post-publication Model (first hour)
↑num. readers first hour ↑first hour reading depth**
Final Model
↑% desktop readers** ↓% mobile readers** (relative to tablet)
↑% search readers** ↑% social readers** ↑% news readers** (relative to no referral)
↑num. readers** ↑buzz* ↓overall buzz
Table 1.3: Significant features found in predicting article average depth. Positive
or negative association with reading depth marked by (↑, blue) and (↓, red). All
features are significant with p < 0.05. ’*’ designate p < 0.01 and ’**’ p < 0.001
highly statistically significant. These features include site, author and the “auto-
regressive” reading depth in the first hour. Among the content features, we found
small but interesting effects. Certain LDA topics were associated with reading more
than average, for example, topics that we labeled as “fashion”, “film” or “food”
were read more. Longers quotes and positive sentiment contributed to reading
depth, while sentence-by-sentence variance in sentiment reduced it.
In the Post-publication model, the dominant feature was the one based on early
reads of the article in the first hour after publication. The average article had 8%
of its reads taking place in the first hour. Thus, a small fraction of the early reads
carry significant predictive power for of the majority of reads that follow.
The final model adds additional information about readers interaction with
content. In line with the descriptive results presented in Section 1.4, reading devices
add significant information, with readers on desktop and tablet devices read more
than on mobile. In contrast to the descriptive results per read (in Section 1.4), in
our model, a greater proportion of readers from search, social or news source are
associated with increased reading depth relative to no referral (internal) traffic. The
discrepancy of the social referral results merits further investigation but may be due
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to the fact that the social referral distribution is bi-modal, or due to significant
differences between sites. The article popularity, in number of readers and buzz
contributed positively and significantly to reading depth. Local time proportions
(at which times of day the article was read) were not found to have a significant
effect.
1.5.2 Predicting Individual Reading Depth
We now turn to our second prediction task: predicting reading depth of an indi-
vidual reader and article in one reading event e. Our dependent variable in this
case is simply the reading depth in a single reading event e of a specific article by
a single user. We expect more variability in our dependent variable, making this
prediction task harder. For this part of the analysis, because of the large number
of events, we sample 100,000 reading events per site.
Features
We use the same sets of features as described in Section 1.5.1 and detailed in
Table 1.2, with few distinctions as below. All “audience” features collapse into
reader features, namely, categorical variables about the reader device, referrer and
local time. In addition, we include infomration about the reader, including their
average reading depth in past reading events. All other features were identical to
those in the average reading depth models.
As before, we start with a baseline of the single article length feature and
gradually add features to our prediction models following the article life-cycle.
Since the focus in this prediction task is an individual, we add reader average
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reading depth before introducing the Post-publication features.
Similarly to Section 1.5.1 we use linear and beta-regression models to predict
reading depth, this time where the dependent variable is reading depth of an
individual reading event.
Results
The prediction errors for individual read event depth are shown in Figure 1.5. On
the Y-axis is the prediction error RMSE obtain using 5-fold cross-validation with
surrounding standard errors. The X-axis details the different feature sets included
in each prediction, with shape and color of points designate the prediction model
(green triangles for linear model and blue squares for beta-regression). The baseline
prediction errors for both the linear and beta-regression are close to 0.29, which
is 29% away from the observed reading depth. Except for the final prediction,
the beta-regression outperforms the linear prediction model. As we include more
and more features the beta-regression reduces the error to 0.239 – a 15% error
reduction.
Note that in the prediction of individual reads the Pre-publication model ob-
tains most of the error reduction, with site fixed-effects and textual features signif-
icantly improving prediction accuracy. Then, reader information, post-publication
and final features further improve prediction accuracy.
Significant Features: similarly to the previous section Table 1.4 summarizes
the significant features that contributed to the mean part of the beta-regression
model.
Among the content features, most of the earlier findings reappear from the
47
−15%
pre−publication
0.23
0.25
0.27
0.29
baseline +site
FE
+author
avg.
+text
content
+reader +1st
hour
final
Model
CV
 Pr
ed
icti
on
 RM
SE
Regression Model beta linear
Figure 1.5: Prediction Error for individual reads. Relative error reduction of 15%
over the baseline was obtained mostly by incorporating site, textual and after
publication features.
Pre-publication Model
↓length** ↑author avg.**
topics: ↑sports ↓tech** ↓nightlife ↓film** ↓science** ↓past-related** ↓people-verbs
↓flesch-grade* ↑num. quote words ↑% quotes**, ↓head sentiment** ↑head sentiment std.* ↑head sentence len.*
↓sentiment std.**
Post-publication Model
↓reader avg. ↓hours since first read** ↓num. readers first hour** ↑first hour reading depth**
Final Model
↑desktop reader** ↓mobile reader** (relative to tablet)
↑search reader** ↑social reader** ↑news reader** (relative to no referral)
↑num. readers** ↑avg. reading depth** ↓buzz**
Table 1.4: Significant features found in predicting individual reading event depth.
Positive or negative association with reading depth marked by (↑, blue) and (↓,
red). All features are significant with p < 0.05. ’*’ designate p < 0.01 and ’**’
p < 0.001
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article average prediction task, but with larger predictive power in the individual
prediction task. As before, consistent sentiment and long quotes are associated
with deeper reads. However, this time higher Flesch-Kincaid grade level was found
to be negatively associated with reading depth (p < 0.01). On the other hand,
longer head sentences contribute to reading depth. The larger predictive power of
textual features in the prediction of individual reads suggests interesting variation
across readers that is diminished when averaging across read events.
The reader average, as well as features from the Post-publication and the Final
models were found significant (p < 0.05), though their magnitude was small. As
before, reading on desktop devices is associated with higher percentages of reading
relative to mobile and tablet. Readers coming from search and social read more
than internal readers, in line with the findings of the article-level prediction. Local
time was again not found to be predictive. As for the time of reading, the more
time passed between the article being published and the read event, reading de-
creases. Lastly, the article average reading depth both in the first hour and overall
(excluding the current read) were found highly significant for predicting individual
reading depth.
1.5.3 Discussion and Conclusions
In this chapter we used the simple measure scrolling depth in a large dataset of
likely reads on news articles. Both descriptive analysis and predictive modeling
show that the length of articles is a strong and significant predictor of reading
depth, but other factors also affect the reading depth. In particular, content fea-
tures remain significant for reading depth, even after including information about
site, author’s past readership and article’s audience composition. The content fea-
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tures that were significant in several of our models include shorter sentences, pos-
itive (and consistent) sentiment, and longer quotes.
In our models, reading on larger screens such as desktop or tablet is positively
associated with reading depth. It is important to note that our analysis focused
on reading of content in “non responsive” layouts, which may be harder to read
on a mobile device than pages that re-flow text. Without a more precise model
of reading at the level of paragraphs or other sub-document elements, we cannot
further investigate the reasons behind shorter reads on mobile (more on this in
Chapter 2).
Our findings highlight a complex relationship between the referral source and
reading depth. The predictive models indicate that for users coming from external
sources, including social, has a positive average effect on reading depth, which is
consistent across all nested models in both prediction tasks. On the other hand,
the descriptive results show that in certain cases readers are more likely to drop,
e.g. after 25-50% of the article when coming from social. The ultimate test for the
effect of referrers on reading depth should be evaluated in an experiment or causal
analysis.
Finally, we note that the number of reads per article contributes to explaining
average and individual reading depths. This finding is encouraging – as it may
suggest a link between popularity of content and level of engagement with it.
For publishers, our measure of reading depth can provide additional informa-
tion about readers’ engagement with their content and potentially inform editorial
decisions. Publishers could use reading depth as additional metric for evaluating
the success of a story, and decide to promote it to their homepage, for example.
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Our predictive models can a help guide editors about an article reception even
before it is publish and shortly afterwards.
As a data-driven study, our study has several limitations. As we point out above,
we call our dependent variable “reading depth” and focus on a subset of page views
that are more likely to reflect reading activity, but we only know that the users
had scrolled down the page. A better understanding of the reader’s activity on the
page, a task we take on more fully in the next chapter, will enable a much more
precise analysis of the factors affecting sustained attention in reading. Moreover,
while our dataset consists of a diverse set of sites and probably more heterogeneous
population than any small-scale lab study, our results may still be biased due to
the unrepresentative nature of readers and content on these sites/ For example,
the fact that fashion articles tend to be read in more depth may just mean that
fashion has a different set of readers than sports, with different interests, and not
that fashion itself is inherently more interesting than sports.
Future work could address some of these limitations and expand to other forms
of content. First, it would very useful for publishers and system designer to know
whether the trend we found in this work (e.g. shorter reads on mobile devices) are
due to technological factors (e.g. screen resolution) or human factors. For example,
publishers and recommendation systems should probably take different action if
shorter reads on mobile devices are due to additional effort involved in scrolling
through a small screen versus different time constraints of people reading on mobile.
Second, many news articles online use multimedia (e.g. images, videos or ads)
that may have an effect on reading depth, in different contexts and for different
audiences. Last, a longer snapshot of people’s reading habits over time could help
researchers study trends in people’s ability to sustain attention in reading and
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understand the role of systems in effecting reading.
As mentioned above, the next chapter in this dissertation extends the work
presented thus far by tackling the core issue of measurement of reading using
noisy page interaction data, and by proposing a computational model for learning
about reading jointly from lab and large-scale observational data.
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CHAPTER 2
MODELING READING AND SKIMMING
The previous chapter focused on scrolling depth in a subset of interactions
with news article pages as a proxy for reading, but without any guarantees that
reading actually took place. In this chapter we take a close and more direct look
at measuring reading in online news from signals of user interaction with article
pages. Similar to other works that draw inferences about people’s attention from
online interactions [21, 42, 44, 110, 131, 171, 173], we develop a new measure for
sensing reading of individuals at the level of paragraphs. By tackling the core
issue of measurement, this chapter complements the previous chapter as well as
other research on implicit post-click measures [102,125,132,145,229] by modeling
individuals’ attention in reading with fewer assumptions.
2.1 Introduction
Reading is perhaps the most fundamental way to engage with news articles and yet
existing online measures provide little information about what is being read and
to what extent. A model for quantifying reading online can improve recommenda-
tion and personalization systems and potentially alleviate deficiencies in existing
systems. For example, a granular view of the attention spent within an article can
provide a more accurate description of a person’s interests and help recommend
relevant content to them, similar to improvements gained by using other post-click
measures in recommendation systems [102, 125]. A richer description of what is
actually read, and not just shared or clicked, can help social systems combat the
spread of low quality content like Clickbaits [75]. In addition, tying online user
interactions to interpretable constructs of reading can help journalists write more
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compelling stories and advance a scientific discussion about people’s ability to sus-
tain attention in the digital age. However, without knowing the target of people’s
attention on screen (if at all) and over time it is extremely difficult to make accurate
inferences about individuals’ reading of online content.
In this work, we take the first step towards building a semi-supervised model
that estimates the extent of reading by an individual at the level of paragraphs.
The model draws inferences about reading from a sequence of user interactions
with a page (e.g. in scrolling, moving the mouse, etc.), which can be easily col-
lected online. Based on these signals alone and without more intrusive measures
such as eye-tracking as done in other works [21], the model classifies individual’s
reading of paragraphs as in-depth reading, skimming, or no reading at all. We con-
duct a lab experiment to obtain the ground-truth labels for reading of individual
paragraphs and evaluate the predictive accuracy of different features set in a su-
pervised manner. We conclude by describing a semi-supervised model that could
potentially integrate the labels obtained in our experiment with the patterns of
user interaction observed in natural online settings.
Our contributions are therefore:
• A novel semi-supervised model for inferring reading modes from mostly unla-
beled user interaction logs.
• Robust evaluation of the ability of existing models to identify reading and
reading modes at the level of paragraphs.
• Identification of the important features associated with different reading modes
of paragraphs.
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2.2 Related Work
Researchers have long been interested in strategies that people apply in order to
deal with the abundance of information available to them, in particular, in reading
for comprehension. Three of the most prominent reading strategies described in
the literature are skimming, scanning, and reading in-depth. According to Grellet,
both reading and skimming are necessary techniques for efficient reading [101]. The
definition given by Grellet, which we use in this chapter, describes skimming as
processing text quickly in order to get the gist of it, to understand its organization,
or to get an idea of the tone or intention of the writer. Scan reading is a strategy
that focuses more on finding specific details as defined by Nuttall: “glancing rapidly
through a text either to search for a specific piece of information (e.g. a name or
date) or to get an initial impression of whether a text is suitable for a specific
purpose [...]” [176]. In contrast to skimming or scanning, the goal of reading in-
depth is to extract the maximum amount of information possible from the passage
and integrate it with prior knowledge [70]. While the ability to identify scanning of
news articles is a worthy research topic, our focus in current work is on skimming
and reading in-depth, which involve more extensive interaction with the article
content.
Evaluating what people read and how they read it is a difficult task. In fact,
people only master the metacognitive skill of assessing their own reading when
reaching an intermediate level of reading [90]. Prior research utilized mostly three
approaches to study reading processes, sometimes in conjunction with each other:
eye-tracking [72,190,191], brain-imaging (e.g. PET, fMRI, MEG) [58,89,188], and
comprehension tests [117, 121, 123]. Accurate eye-tracking recordings usually re-
55
quire fixed viewing angle and distance, headset mounted devices, or modified text
interface showing limited number of words at a time in large fonts. Brain-imaging
techniques such as fMRI are even more restrictive, requiring the participants to
be placed inside a magnetic chamber that is expensive to acquire and operate.
Fundamentally, eye-tracking and brain-imaging techniques trade off the ability to
capture reading as it is in natural settings for accuracy and precision. Comprehen-
sion tests offer an alternative that is less intrusive since people are only presented
with a series of questions about the text they read. However, the accuracy of
comprehension tests depends on a variety of factors including the cognitive load,
proficiency of working memory, fatigue, prior knowledge about the reading subject,
and level of detail required by test questions [117]. The lab experiment described
in this chapter attempts to capture reading as naturally as possible and thus uses
comprehension questions to assess reading and log data to trace it.
Numerous studies have shown that comprehension varies when reading on
screen and on paper. In one of the early studies about reading behaviors in the
digital environment [147], Ziming notes “screen-based reading behavior is charac-
terized by more time spent on browsing and scanning, keyword spotting, one-time
reading, non-linear reading, and reading more selectively, while less time is spent on
in-depth reading, and concentrated reading”. Birkerts further states that younger
generations who are mostly exposed to content in digital form lack the ability to
read content in depth and sustain reading for long periods of time [22]. Ackerman
and Lauterman conclude that self-regulatory factors, much more than technology-
related factors of the medium, lead to inferior comprehension on screen [1]. There-
fore, a measure that accurately captures attention to news outside lab settings
could facilitate further investigation into the affect of technology on reading.
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Prior research also examined how users divide their attention among page el-
ements and in reading online content, but mostly in lab settings and for fixed
layouts. For example, Buscher et al. conducted eye-tracking experiments in order
to infer salient regions of web pages [42]. Other works set to infer attention using
mouse cursor activity, first by linear models relating eye-mouse positions [110],
then through non-linear transformations [171], and more recently using more com-
plex mixture-models [131, 132]. Nielsen estimated that people read 20-28% of the
content on average web page [173], but the analysis was limited to pages between
30 and 1,250 words – different use case than news media, where people often have
stronger intent to actually read the article they click on. Closest in nature to the
current study is the work of Biedert et al. who built a classifier for detecting in-
depth and skim reading using expert-generated labels for sequences of gaze move-
ments [21]. The current work focuses on estimating people’s attention in reading
organic content (i.e. unmodified, mostly textual news content) using digital traces
that are readily available outside lab settings.
Another line of work investigated the potential of post-click measures, similar
to the one developed in this chapter, to improve information systems. Post-click
measures were shown to be beneficial for information retrieval, personalization and
recommendation systems. Previous work found that scrolling and the amount of
time a user spends on a page are associated with subjective assessment of page
relevance and interest by the user [56, 102]. Other works showed that dwell time
is a good indicator for user satisfaction with search results, which can improve
ranking in a search engines [125,145]. Similarly, post-click measures of engagement
were used to improve the quality of personalization and recommendation systems
through collaborative filtering. For example, according to Yi et al., incorporating
dwell time as a proxy for user satisfaction into Yahoo’s recommendation system
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provided better performance than already click-optimized system [229]. This work
focuses on developing more accurate post-click measure for reading and leaves the
assessment of likely improvements in information systems to future work.
Next, we describe our methodology for obtaining labels for reading and the
models used to learn from these labels.
2.3 Methods
In this section we describe our two-step methodology for learning the patterns of
user interaction that represent the different reading modes at the level of para-
graphs. The first step consists of a lab experiment that focused on getting labels
about reading at a paragraph level. The second step uses the data from the exper-
iment to learn classifiers that can distinguishes in-depth reading from skimming
and other non-reading activities. We begin with a description of the experiment.
2.3.1 Experimental procedure
We devised an experimental procedure1 that asks study participants to read in-
depth or skim a pre-selected set of news articles, and answer a set of compre-
hension questions about specific paragraphs in the article they just read. Similar
to other experiments on skimming [71, 156], we elicit different reading modes by
instructing participants to read in-depth or skim articles and vary the time al-
located for reading based on the individual’s reading speed, the length of the
article, and the reading condition (skimming or in-depth) as calibrated in a pilot
1Approved by Cornell IRB protocol number 1603006226.
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Figure 2.1: The experimental procedure devised and carried out in this study. Two
pre-test trials measured participants’ reading speed and familiarized people with
the experimental flow, followed by six test trials. Each trial consists of one article,
preceded by instructions and followed by comprehension questions. Participants
interactions with the article page were recorded and as they were instructed to
read articles in-depth or skim. Informed consent as well as basic demographic
questions appeared at the onset of the experiment (not shown in the figure)
study. The comprehension questions allow us to verify whether participants read
in-depth, skimmed, or did not read at all specific paragraphs. All articles came
from Vice.com, a popular US-based news site that features both long and short
articles. We used a single site in order to minimize the effect of adjustment to new
layouts. The articles we pick spanned a range of topics that required little or no
prior domain knowledge.
The experiment procedure is described in Figure 2.1. The experiment started
with standard inform consent form and basic demographic questions (e.g. age, gen-
der), and was followed by two pre-test trials and six test trials. Each trial consisted
of reading one article, preceded by instructions and followed by six comprehension
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questions. The first pre-test trial asked participants to read the article in-depth,
avoid rereading sentences, memorize details, pacing oneself or clicking links, and
indicate when completed reading. Based on the duration of this trial we estimated
the participant’s reading speed in words per minute that was used for allocating
time for all other trials. The second pre-test trial asked participants to skim the
next article, included a definition of skimming2, and indicated the amount of time
allocated for reading. A small overlay (shown to the right of articles in Figure 2.1)
gave participants information about the amount of time left for reading and allowed
them to proceed with the experiment if they finished reading earlier. This second
pre-test trial allowed participant to practice skimming and familiarize themselves
with the operation of the experiment.
Six test trials commenced after the first two pre-test trials. Test trials included
articles that ranged in length from short (~600 words) to medium (~900 words)
or long (~1400 words). Participants were asked to read those article in one of two
conditions: in-depth or skimming. Instructions for reading in-depth were identical
to the ones given for skimming, except that there was no definition of in-depth
reading. Participants were asked to read in-depth and were allocated sufficient
time to do so. Skimming instructions were identical to the ones given in the second
pre-test trial and described previously. Reading conditions were counter-balanced
across the different length categories such that each participant read in-depth and
skimmed exactly one article in each length category. The order of articles was
randomized in order to allow controlling for fatigue during the experiment.
Following each article, participants answered six multi-choice questions about
the passage they just read. Questions immediately followed the article in order
2“Skimming is a quick form of reading targeted at getting the gist of the text, learn how the
text is organized, or understand the intention of the writer” [101].
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to minimize the effect of diminishing ability to recall information over time. The
questions focused on three paragraphs of the article that were long enough (more
than a couple of sentences) and contained simple but memorable details. We as-
sessed the memorability of questions’ details using a pilot study described next.
Each paragraph had exactly two questions associated with it: one covering infor-
mation mentioned in the opening sentence of the paragraph and another question
regarding information mentioned in the body of the paragraph. When participants
answered correctly the question about the body of the paragraph we considered
the paragraph as read in-depth (regardless of the correctness of the skim ques-
tion), and when only the skim question was answered correctly we considered the
paragraph skimmed. Otherwise, the paragraph was labeled as not read. Our label-
ing is based on findings by Duggan and Payne, which showed that when people
skim they spend more time on the beginning of paragraphs than the second half
of paragraphs [72]. While certain reading strategies (e.g. scanning for numbers)
could clearly glean details from text without reading the text in-depth, the pilot
study, described next, confirmed that the labels correspond closely to way people
described what was read and the extent to which they were reading it.
Before launching the experiment protocol, we conducted a pilot study in two
phases to identify problematic questions and instructions, test the memorability
of details in our questions, and adjust variables in the experiment. We recruited
volunteers from the Cornell Tech campus to participate in the pilot without any
compensation. After reading an article and before being presented with compre-
hension questions participants were asked to describe memorable details from the
article. This first phase of the pilot helped us identify questions and instructions
that were not clear enough, and memorable details of articles. In the second phase
of the pilot we corrected these issues and composed additional questions that cov-
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ered details mentioned by multiple participants in the first phase. We also intro-
duced an “I do not know” answer option and added instructions to avoid guessing
since participants reported that they guessed answers when they were not sure of
the correct answer. Based on participants’ assessments of time pressure we set the
skimming rate to be 2.5 faster than reading in-depth and increased by 10% the
time allocation for two articles that participants found slightly more difficult than
others. At the end of the pilot, the experimenter asked participants to describe
their reading of the specific paragraphs and reviewed their labels. The vast ma-
jority of descriptions of paragraphs reviewed corresponded to the labels obtained
from participants’ answers.
We recruited participants for the main experiment on Cornell Tech’s campus
through flyers and email announcements. Participants came to lab with their per-
sonal computers and were compensated $10 for their participation. The study
protocol was carried through a Google Chrome browser extension that we devel-
oped and participants installed on their personal computers. The extension guided
participants through the entire flow of the experiment, and rendered articles in the
user’s browser exactly as they would have rendered had the participant navigated
to the article page directly3. While participants read articles in their browser, the
extension recorded their interactions with the page every 100 milliseconds, without
straining the browser resources too heavily. This sampling rate is higher than the
average eye-fixation duration of 200-300 milliseconds, which is necessary for visual
processing of text [121]. Interactions were collected client-side using javascript and
buffered before periodically sending back to our servers. Every tracking sample
included the participant’s viewpoint position on the page, cursor position, and any
mouse of key strokes that occurred since the last sample. Participants’ answers
3With the only caveat of a small hovering toolbar was present to keep track of time.
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Number of participants 30
Gender 18 Females, 12 Males.
Age Averaged 29.2 (min: 21, max: 56)
Highest level of education completed 11 college, 19 masters.
Measured reading speed (words per minute) Averaged 252.5 (min: 165, max: 375)
Table 2.1: Demographics and reading statistics of study participants.
and page interaction data were stored anonymously on our servers with no iden-
tifiable information. Upon completion of the study protocol, participants followed
instructions to remove the extension from their browsers.
Table 2.1 provides summary statistics about participants in the experiment.
After excluding one participant who did not have recorded page interactions, we
had 30 participants with valid recordings, who took between 23 to 45 minutes to
complete the experiment. None of the participants reported visual impairments
(beyond short sightedness) or dyslexia. The sample had more females than males
(18 vs. 12) and included people mostly in the 20’s and 30’s. The average participant
was 29.2 years old. All the people in the study held at least a college degree, with
19 of them completed higher education program at the level of a masters program.
Based on the assessment of reading speed in the experiment, we found that the
average participant read at a rate of 252.5 words per minute. Most people in the
study read at a rate of 200-300 words per minute with only a few exceptions below
and above this range. This reading speed is very much in line with the average
rate of approximately 250 words per minute for average readers described in the
literature [123,156]. Overall, we conclude that people in the study are slightly more
likely to be female than male, about 20-30 years old, college educated, and reading
at a normal rate for their level of education. Yet, there are large differences in
reading speed between individuals where some people read a at rate that is 2.5
times faster than others.
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Exp. condition
Reading Label In-depth Skim Other Total
In-depth 162 50 58 270
Skim 68 57 145 270
Table 2.2: The effectiveness of the experimental manipulation shown as number
of labels obtained from comprehension questions (columns) in each experimental
condition (rows).
Table 2.2 demonstrates that the experimental manipulation was effective in
changing participant’s ability to answer questions about the text, presumably due
to different reading strategy being employed. Recall that we assigned “in-depth”
labels if and only if participants correctly answered the question about the body
of paragraphs, otherwise assigned “skim” if they correctly answered the question
about the head sentence or “other” for all other cases. The table shows that when
participants were asked to read articles in-depth (first row) most of the resulting
labels are “in-depth” (162), which corresponds to participants being able to an-
swer correctly questions about the body of paragraphs. In the skimming condition
(second row), participants attained considerably less “in-depth” labels (68), much
more “other” labels (145), and slight more skimming labels (57). On the face of it,
it may seem like the skimming condition most converted in-depth labels to non-
reads without a significant effect on skimming. However, a closer examination of
the individual answers revealed that participants in the skimming condition were
correct fewer times, more uncertain (choosing the “I do not know” option more
frequently), and wrong about the same number of times. This indicates a shift in
comprehension that is in line with previous research, which found that compre-
hension generally deteriorates as reading speed increases [120, 122]. Despite the
lower comprehension in the skimming condition the number of skim labels actu-
ally slightly increased (from 50 to 57), suggesting that participants did indeed shift
their attention to the beginning of paragraphs in the skimming condition.
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(a) Skimming (b) Reading in-depth
Figure 2.2: Page content along with page interactions of three individuals skimming
the same article (a) or reading in-depth (b). Magenta rectangles represent textual
paragraphs, green rectangles represent images, and gray areas represent other page
elements (e.g. ads, recommendations, headers). Overlaid on top of the content is
the user interaction, scaled horizontally by time (legend appears on top as black
bar equal to 60 seconds). The black line crossing the content represents the top of
the user’s screen over time and orange line represents the mouse position. Purple
rectangles represent times when the user was not scrolling for at least a second,
height shows viewport height and width shows duration (scaled). Semi-transparent
purple trapezoids, overlaid over the purple rectangles, represent an attempt to flex
the definition of static viewport view to a dynamic counterpart that is anchored
by the content of the page.
Figure 2.2 shows how three different individuals interacted with two articles
in (a) the skimming condition, and (b) in-depth reading condition. The differ-
ence between in-depth and skim reading is evident in the figure as the speed that
users moved through the content is clearly different between skimming (2.2a) and
in-depth reading (2.2b). In addition, there are noticeable differences in the inter-
action patterns of different individuals with the same article in the same reading
condition. In the skimming condition (2.2a), the first participant on the left seems
to have spent only a few seconds on the first paragraph and read in-depth the
second one. The middle participant in (2.2a) seems to have completely skipped
the first two paragraphs and move in short strokes through later paragraphs. The
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third participant (right of 2.2a), spent more time on the first two paragraphs and
moved in longer strokes. Initially we expected skimming to occur in short bursts
of movement. However, the general pattern that appeared is more similar to the
middle and right participants in 2.2a. People were skimming while moving through
the page and rarely stopping for more than a second. In terms of reading in-depth
(2.2b) we also observe large differences across people. Some appear to read the
content in the middle of their screen while being static while others appear to read
at the top of the screen, moving line by line. Some move their mouse over the
text while others mostly scroll with it. The central question we address in the next
section is whether a classifier can correctly identify the reading mode at the level
of a single paragraph for participants in the experiment.
2.3.2 Reading modes classification
Based on the data obtained in the experiment, we evaluated using 5-fold cross-
validation the ability of different feature sets and four different classifiers to pre-
dict reading modes. Class labels can take one of three labels that are in-depth
reading, skimming or non-reading (other). We test the following predictive models
as implemented in R: Ordinal Regression (from MASS package [210]), Regularized
Ordinal Regression (from glmnetcr package [7]), Support Vector Machine (from
e1071 package [161]), and Random Forest (from randomForest package [142]). Re-
gression model have better numerical stability when variables are standardized so
we center and scale by two standard deviations4 all continuous variables. For Reg-
ularized Ordinal Regression we use l1 regularization to encourage sparsity and we
4Scaling by two standard deviation puts continuous variable on roughly the same scale as
binary variables [91].
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tune the parameters of SVM prior to prediction. We train Random Forest with
1,000 decision trees. Before we describe the different feature sets we experimented
with a note about overfitting is in order.
The relatively small scale of the dataset (30 participants × 18 paragraphs per
participant = 540 data points) requires greater care with respect to features used
for classification. Even with regularization on the number of features used and
cross-validation, certain features may lead to overfitting. For example, a classifier
may pick up that a paragraph of a particular length (e.g. 68 words) is more likely
to be read in-depth than similar length paragraphs. Cross-validation may not be
able to correct such bias because the skew may be spread across different strata of
the data. Our approach to minimizing overfitting is to limit the number of features
used and categorize variables of high cardinality. We also limit the minimum size
of leaves in our Random Forest model to five such that no label assigned by the
model is based on less than five examples.
We experimented with the following feature sets:
Article properties: sustaining attention in reading is a challenging cognitive
task and therefore we must take into account both order at which articles appeared
in the experiment and their length. Therefore, we include information about the
article ordinal position in the experiment (ranging from 0 to 5) and length catego-
rized into short (~600 words), medium (~900 words), or long (~1400 words).
Paragraph properties: the characteristics of paragraphs we consider include
ordinal position (measured in screens5 to avoid overfitting), word length quantile
5The article was divided into equal size screens based on the average participant window
height and each paragraph was associated with a screen based on the top pixel.
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(short (48-62 words), medium (63-91) words, or long (92-127 words)), visual height6
quantile (short (100-150 pixels), medium (151-186) pixels, or long (187-321 pixels)).
Other visual aspects of paragraphs such as width or left position did not have
sufficient variability in our data in order to be included. Because we thought people
might have a preference to read the last paragraph as the article summary we
included a binary variable indicating whether a paragraph is the last one in the
article.
Page interaction: a paragraph that appears on the user’s screen can appear
in full or be only partially visible. Therefore, we compute the same set of user
interaction features (below) separately on the time series resulting from the para-
graph being partially visible and fully visible. Based on a close examination of the
interaction patterns that emerged in the experiment (see Figure 2.2), we hypoth-
esize that sometimes when paragraphs are read in-depth or skimmed they are the
first ones to appear in full on the user’s screen. Therefore, we include a third set
of interaction features based on the time series of the paragraph appearing first on
the user’s screen.
The page interaction features computed for all three time series (full view,
partial view, or first on screen) include the amount of time visible (also known as
dwell time), time the cursor was inside the paragraph’s bounding box, time the
cursor was vertically within the paragraph’s bounds, number of seconds when the
mouse was moving, and number of mouse or other keys pressed. We also compute
the paragraph’s inverse “reading” speed (as dwell time divided by number of words)
and the ratio of dwell time to expected dwell time based on the participant’s
6Our site of choice was non-responsive, therefore content did not rescale or reflow based on
screen resolutions. However, people with lower screen resolutions would require more scrolling to
cover the same total amount of pixels/content.
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reading speed and paragraph length.
We note that all of the above features are easily accessible outside lab settings
with the only exception of the dwell time ratio, which requires some estimate of
the user’s reading speed. A user’s reading speed can potentially be estimated her
previous interaction with articles, if such visits exist.
In order to evaluate the contribution of different features to the overall pre-
dictive task we use a measure of feature importance. Strobl et al. showed that
the standard measure of importance in Random Forest, based on decrease in node
impurities averaged over all trees, is biased when variables are correlated [203]. In
our case most page interaction variables are correlated because user activity tends
to cluster over time. For example, a user highlighting a line of text would result an
increase in mouse clicks and mouse movement in addition to the added dwell time
on the paragraph. We use the conditional importance introduced by Strobl et al.
in the R package party to address this issue. We assess the variable importance for
each class label separately and for the different feature set. In order to obtain the
best performing model we retain only features whose average importance across
the three class labels is positive.
2.4 Results
Based on the features described in the previous section we trained four different
classifiers: Ordinal Regression, Regularized Ordinal Regression, SVM, and Random
Forests as implemented in R. Despite the counter-balancing of reading conditions in
the experimental design, the way people actually read specific paragraphs naturally
deviated from these instructions. In other words, our dataset consists of some class
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imbalance where more paragraphs were read in-depth (230 instances) or not read
at all (203 instances) than skimmed (107 instances). One way to address this
imbalance in class labels is to introduce class weights into the classification model
such that errors on the skimming label, for example, are more costly than errors on
the in-depth instances. However, different classifiers handle weights differently and
therefore we chose to balance our dataset instead. Hence, our dataset consisted
of 321 instances altogether, exactly 107 instances of each class label, which were
stratified during the 5-fold cross-validation.
Table 2.3 summarizes the predictive results of three different classifiers on dif-
ferent feature sets. We found the results of the Regularized Ordinal Regression
very similar to the ones obtained for Ordinal Regression and therefore exclude the
regularized version for brevity. Each cell in the table represents the Area Under the
Curve (AUC) in a three classes ROC plot characterizing the precision and recall
of a classifier. Notice that for three class labels AUC is no longer bounded by 1/2
from below as in the case for binary classification, but rather bounded by 1/3 from
below. For example, a random forest classifier trained on random labels (the first
row of Table 2.3) obtained an average AUC of 42.71, which is based on the AUC
of the three individual class labels (38.21, 37.67, and 52.26).
We can make several observations from Table 2.3. First, we see that the dif-
ferent classifiers performed comparably to each other, with SVM and Random
Forest usually outperforming Ordinal Regression. The AUC for identifying other
interactions is mostly higher than reading in-depth or skimming, but generally im-
provements in the average AUC achieve improvements in the identification of all
reading modes. All feature sets shown in different rows yield significant improve-
ments over the random baseline of 42.71 AUC. The Best feature set, consists of a
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Reg SVM Random Forest
Reading mode AUC(%) Avg. Avg. Avg. In-depth Skim Other
Random
45.54
46.31
47.08
46.26
46.97
47.69
40.98
42.71
44.45
34.55
38.21
41.88
33.75
37.67
41.60
51.06
52.26
53.45
Article
49.64
50.33
51.01
49.30
50.00
50.71
48.87
49.67
50.47
48.26
49.37
50.48
49.92
50.91
51.90
47.53
48.73
49.92
Paragraph
55.11
55.95
56.80
54.77
55.53
56.30
56.89
57.78
58.68
53.54
54.89
56.23
48.90
50.22
51.54
67.17
68.25
69.32
Interaction partial view
56.71
57.47
58.23
57.25
58.01
58.77
53.87
54.68
55.49
52.67
53.67
54.67
48.20
49.17
50.14
59.98
61.20
62.42
Interaction full view
52.31
53.15
53.99
52.33
53.14
53.96
53.98
54.90
55.81
52.99
54.12
55.25
50.27
51.45
52.63
57.90
59.11
60.33
Interaction 1st in view
54.84
55.70
56.55
55.25
56.01
56.77
54.38
55.26
56.14
53.96
55.34
56.71
53.84
55.08
56.33
54.33
55.35
56.38
Best
57.00
57.81
58.63
56.79
57.70
58.61
62.08
62.91
63.75
59.47
60.53
61.58
56.85
57.99
59.13
69.17
70.23
71.28
Table 2.3: The predictive power of different features sets and different classifiers in
predicting reading mode. Classifiers include Ordinal Regression (Reg), SVM, and
Random Forest. The best performing model for each feature set, averaged over the
three class labels, appears in bold. For Random Forest, we also show the AUC for
individual class labels in order to demonstrate that the accuracy is not dominated
by a single class label. Numbers above/below in each cell represent 95% confidence
intervals.
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Figure 2.3: Variables’ importance (based on average decrease in impurity in the
forest) in the prediction of reading mode using Random Forest.
subset of features described next, achieved the highest performance overall using
Random Forest with 62.91 AUC (+42% improvement over the random baseline).
Figure 2.3 shows the conditional importance (X-axis) of different variables (Y-
axis) in our Best performing model using Random Forest. The features included in
this model consist of only the features that contributed to the predictive accuracy
in other feature sets (e.g. article or paragraph features) as analyzed through con-
ditional importance. As mentioned before, we used conditional importance due to
the correlated nature of variables in our dataset. The conditional importance scale
still measures mean decrease in accuracy for individual features (in more stable and
less biased than the unconditional measure), but the scale is more interpretable in
terms of relative importance of features as we discuss next.
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Based on Figure 2.3 we can interpret the important features for classifying
each reading mode. Starting with the non-reading label (other) shown as blue
bars, we see that the most important features are the position of the paragraph
on the screen, the dwell time in partial view, and the ratio of time in partial
view relative to fully reading it by the participant. Further examination revealed
that later paragraphs are less likely to be read in-depth or skimmed, as well as
paragraphs that had little time on the screen, even in partial view. In other words,
when a paragraph is not read people usually spend less time viewing it and it
tends to be positioned later in the article. It is plausible that greater time pressure
and/or fatigue contributed to less reading of later paragraphs, but our data does
not provide direct ways to measure such factors.
For paragraphs that were skimmed (green bars) we see that the article length
is the most predictive feature, followed by dwell time variables and their ratio
to expected reading time. We find that when people skimmed, all dwell time re-
lated measures were 20%-37% higher on average than the same measures when
not reading and 11%-16% lower than reading in-depth. This places skimming close
to in-depth reading and further away from non-reading interactions. We also note
that paragraph dwell time while it is the first fully visible on screen is more impor-
tant for skimming than other modes of reading, suggesting that skimming is more
strongly associated with scrolling. The article lengths that were associated with
more skimming than other labels are long articles, and surprisingly short ones.
While more skimming in long articles is reasonable as a strategy to cover more of
the text, its prominence in short articles (but not medium ones) is surprising. It is
possible that the time allotment in the experiment was effectively shorter for short
articles (in relative terms) and thus people had to skim more, which is something
we can potentially corroborate in the future with observational data.
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In-depth reading designated by red bars in 2.3 is associated with mouse move-
ment while the paragraph is in full view, and dwell time in partial view. As before,
average dwell time measures in all forms (partial view or not) are significantly
higher than when skimming or not reading at all. More significantly, we find that
mouse movements while the paragraph is in full view correlate more strongly with
reading in-depth than other reading modes, indicating that people are not only
viewing the paragraph longer, but are also more active (i.e. moving the mouse)
when doing so. This aligns with prior work that found a strong correlation be-
tween eye and mouse position, suggesting that people as indeed reading [47].
Overall, we found that content properties and user interaction jointly contribute
to the ability to distinguish different reading modes. We developed features that
significantly improved the accuracy of our predictions and identified the features
associated with different reading modes. Next, we highlight avenues for further
improving our results and detail a model that will combine labels obtained in lab
settings with observational data available at a much larger scale.
2.5 Future Work
The work presented in this chapter laid the foundation for modeling the different
reading modes of individuals from their interactions with news article pages. In
this section we outline the ways for future work to extend these models to include
“organic” users interactions with news articles as they occur in natural settings,
at a much larger scale, and with only a small set of labeled examples.
The approach presented in this chapter thus far has several noticeable short-
comings. First, an experiment is limited in its ability to simulate interruptions in
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reading. Of course, we could have designed interruptions in the experimental proce-
dure, but these would not necessarily be representative of the type of interruptions
people experience online. In addition, while our models used individuals’ reading
speed, they were not fully personal. In other words, our models did not fully cap-
ture the “style” of interaction a person is utilizing as demonstrated in Figure 2.2.
We obtained significant improvements in the predictive accuracy of reading mode,
but at about 63% AUC our results are still far from perfect.
In order to address these issues we propose a semi-supervised probabilistic
Bayesian model to identify the different reading modes. The key idea in using
semi-supervised learning is to learn patterns of user interaction that have strong
support in large scale observational data (i.e. without intervention) that can better
separate and identify reading modes. A Bayesian model would not only provide
predictions, but also provide a way to express the model confidence in those predic-
tions. Ideally, the model will provide good fit for the data and a useful abstraction
of user interactions it that is interpretable and meaningful with respect to the
attention paid to content.
We call our proposed model pBAR-HMM – a personalized, Bayesian, Autore-
gressive Hidden Markov Model that will jointly infer reading modes using labeled
and unlabeled data. The goal of pBAR-HMM, just like other predictive models
used in this chapter, is to determine for every paragraph p of a news article d
the probability that individual u has been reading it in-depth, skimming, or not
reading at all, given the engagement time-series xd,u and the rendered page layout
Ld,u.
We base pBAR-HMM on Switching Autoregressive HMM (SAR-HMM), intro-
duced by Ephraim and Roberts [79], which is a variant of Autoregressive HMM
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(a) SAR-HMM (b) pBAR-HMM
Figure 2.4: Plate diagrams for SAR-HMM (a), and pBAR-HMM (b). Empty circles
designate latent variables, shaded circles designate observed variables, and full
square points represent hyperparameters. Rectangular plates indicate repetition
per document D, paragraph P , state K or user U .
(AR-HMM) by Poritz [186]. SAR-HMM is shown in Figure 2.4(a). The SAR-HMM
model is similar to standard HMM in having K latent states that generate obser-
vations and a transition matrix Πk,k between states. However, SAR-HMM goes
beyond standard HMM in describing the dependency between consecutive obser-
vations using a linear autoregressive function of order R:
xt =
R∑
r=1
ar(zt)xt−r + et with et ∼ N(0, σ2) (2.1)
Where ar(zt) is the rth autoregressor when in state zt ∈ {1 . . . K} at time t. The
SAR-HMM switches between K hidden states that parameterize the dependency
between observation at time t and r previous observations. Mesot and Barber
introduced a Bayesian extension of the SAR-HMM [160] by putting a prior on the
autoregressive parameters of each state k:
~ak|ν ∼ N(~µk, ν−1Σk) and ν|k ∼ γ(αk, βk)
~pik ∼ Dir(~ξs)
(2.2)
Where N is the multivariate normal, γ is the gamma distribution, and Dir is
the Dirichlet distribution for the transition probability from state k. The hyper-
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parameters
{
~µk,Σk, αk, βk, ~ξk
}
are for each hidden state s.
pBAR-HMM, shown in Figure 2.4(b), extends the Bayesian SAR-HMM in two
fundamental ways: it is hierarchical (and thus allowing dependency across different
time-series) and introduces supervision at the time-series level. First, since reading
varies considerably between people (see Figure 2.2 for example), we would like
pBAR-HMM to be able to “adapt” to the different reading style of individuals.
Therefore, instead of the global ~ak and ~pik we now have personalized variants of
these parameters sampled per person u: ~a(u)k and ~pi
(u)
k . As a Bayesian model the
inferred parameters per person could deviate more from the prior when additional
evidence supports it and the model will become more confident in those parameters.
In addition to personalization, pBAR-HMM aims to infer latent states of
reading in the same manner defined in the lab experiment. Supervision in stan-
dard HMM, however, is given in the form of a known state sequence over time
(zt in our notation). However, in our case we do not have time stamped la-
bels for whether a person was reading in-depth, skimming, or not reading at
all7. Therefore, pBAR-HMM must utilize the label associated with the entire
time series of the paragraph. A paragraph p viewed by individual u can get one
out of three labels yp,u = l ∈ {not read, skimmed, read in-depth}. We can fur-
ther assume an order among the label categories (similar to the Ordinal Regres-
sion used in the Results Section), such that skimming is greater comprehension
level than not reading at all, and that in-depth reading is greater than skim-
ming. Then, supervision can be introduced through the latent state sequence
zvis(p, u) = {zt|p visible at time t by person u} and the rendered page layout Ld,u
7Even expensive fMRI studies only provide approximate estimates for whether a person is
reading.
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in an ordinal regression:
P (yp,u = l|zvis, Ld,u) =Φ(θl − w · f(zvis, Ld,u))
−Φ(θl−1 − w · f(zvis, rpld,u))
(2.3)
Where Φ is the cumulative distribution function of the standard normal distribu-
tion, w is the regression coefficients, f is the feature extraction function based on
user interaction and page layout and θl are thresholds between class labels. We
emphasize that during inference one should jointly infer the regression parameters
along with the emission and transition probabilities of pBAR-HMM, such that
the labels “percolate” to influence the choice of clusters and transitions between
states. The benefit of such joint inference is that the learned hidden states can
better separate the reading labels, ideally, without hurting the goodness of fit for
the unsupervised user interaction data.
Initial experimentations with fitting a Bayesian SAR-HMM model to user inter-
action data revealed that there are only two dominant elements in the Autoregres-
sive model: the last data point and its empirical derivative from the previous one.
In other words, the best predictors for a user interaction at time t (position, mouse
movement, mouse click, etc.) are the user’s interaction at time t − 1 and how it
changed from interaction at time t−2. The SAR-HMM is picking a very short time
scale for the model, which of course is reasonable because it is not geared towards
reading of paragraphs in any way. However, when further developing pBAR-HMM
one must be aware of this tendency of Autoregressive models and should make
attempt to address it. One possibility for addressing the time scale issue is to ex-
periment with Hidden Semi-Markov Models (HSMM’s) that model the duration
of staying in a state using a probability distribution (e.g. Poisson) [169]. Another
more extreme alternative is to use standard HMM instead of the Autoregressive
one and do a Line Search over all reasonable time scale to test the right scale for
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capturing the different reading labels.
2.6 Discussion and Conclusion
In this chapter, we described a first step towards building a semi-supervised mea-
sure of reading of news articles at a paragraph level using non-intrusive means (i.e.
user interactions with the article page). We developed experimental methodology
to manipulate the “depth” at which people read and used the traces of user interac-
tion with news article pages to train classifiers for detecting reading at a paragraph
level. We developed a set of visualizations to examine the user interactions data
and found distinct “styles” of reading when reading in-depth and when skimming
that varied from one person to another. Based on these findings we devised a set
of features for classifying reading of paragraphs as reading in-depth, skimming, or
non-reading. We evaluated the ability of Ordinal Regression, Regularized Ordinal
Regression, SVM, and Random Forest models to predict reading of paragraphs.
The classifiers performed comparably in most cases, with Random Forest slightly
outperforming other models with the highest AUC of 62.91% (+42% improvement
over the random baseline). Investigating the important features in the prediction
task revealed that later paragraphs and paragraphs that were briefly visible are less
likely to be read. We found that the time spent on paragraphs while skimming was
longer than non-reads but shorter than in-depth reading, and that skimming was
more tightly coupled with scrolling. Reading in-depth, in addition to require more
time and attention, was associated with more mouse movements while the para-
graph is in full view. Finally, we outlined pBAR-HMM, a personalized Bayesian
Autoregressive Hidden Markov Model, that aims to learn the patterns of user
interaction that corresponding to different reading modes from both lab and ob-
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servational data.
The experimental procedure devised in this chapter reflects an attempt to cap-
ture reading as naturally as possible, but has some clear limitations that future
work could try to tackle. First of all, reading in lab settings, under time pressure,
and for monetary compensation may affect people’s reading practices. In addi-
tion, the website and articles we used may not accurately represent reading more
broadly. Different layouts and text introduce different demands of human atten-
tion, and we cannot argue that the ones included in the experiment represent news
articles at large. The unit of analysis, reading at the level of a paragraph, may
not generalize to particularly long or short paragraphs, other genres of text than
news (e.g. prose), or texts of different level of difficulty (e.g. scientific articles). The
study population, drawn from Cornell Tech’s campus, is perhaps representative of
a college-educated sector of the population, but not likely to be representative
of the wider population of internet readers. The experimental manipulation was
geared towards eliciting reading in-depth and skimming, but is not complete with
respect to the other types of non-reading interactions. For example, distractions
and long interruptions that require people to shift their attention from the text for
long periods of time (e.g. receiving a phone call) are underrepresented in the exper-
iment. An evaluation of pBAR-HMM using both lab and observational data could
address some of these issues. Another noteworthy extension of this work could ex-
plore interruptions more directly by experimenting with frequency, duration, and
saliency of interruptions that mimic real-world distractions.
In terms of prediction, the different predictive models provided significant im-
provements over random baseline, but still leave large room for improvements.
Most, if not all, of our features summarize the entire time series of interaction with
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a paragraph, whether it is partially or fully visible, or the first in view. Future
work could investigate the classification errors more closely and derive features
that better separate the different classes. The different reading “styles” evident in
Figure 2.2 lead us to believe that better quantification of interaction motifs could
also improve predictive accuracy. Moreover, additional heuristics like the “first
fully visible paragraph” could be useful for prediction. Knowing which paragraph
is attended to inside the viewport view could help quantify the attention paid in
reading and avoid conflating it with attention to neighboring paragraphs.
There are several important directions for future work to further investigate.
First, as more internet traffic is taking place on mobile devices it is important
to develop measures that quantify reading on these devices. The approach we
took for estimating reading, using comprehension questions and non-invasive page
interactions, was partially chosen with mobile devices in mind. Since mobile screens
take smaller portion of the visual field they pose a greater challenge for accurate
eye-tracking measurement, which is further exacerbated by the wider range of
possible viewing angles and distances on mobile. Carefully designed comprehension
tests offer a good alternative to eye-tracking on mobile devices. Another important
direction for future work to pursue is modeling the prior knowledge of people when
reading. Many news stories follow a stream of developments of a certain topic (e.g.
Brexit), which is likely to affect how people read about new developments. For
recommendation systems a more granular sensing of sub-document reading can
help better assess the value of a story for an individual. Last, there is merit in
exploring designs and interventions that assist people to achieve their goals in
reading more effectively. Such interventions could potentially reverse some of the
negative impacts of information systems, such as shortening attention span and
greater susceptibility to distractions.
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Part II:
ATTENTION IN SOCIAL SET-
TINGS
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In this part we move on to consider attention in online social settings. We focus
on the domain of social media because more and more people turn to social media
for information these days and because exceeding amounts of information is call-
ing for people’s attention on these platforms. Moreover, the demands for attention
are likely to increase in the future as social networks continue to reach new mar-
kets, connect more people than ever before, and rise in prominence as the leading
channel for information dissemination. The two chapters in this part investigate
complimentary aspects of attention in online social settings: how people’s attention
changes in different circumstances, and the expectations people have for getting
attention from their friends. Both chapters provide evidence for the dynamic na-
ture of attention and offer concrete ways for social systems to help people direct
their attention more efficiently.
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CHAPTER 3
THE DYNAMICS OF PAYING ATTENTION
In this chapter we devise a quasi-experimental methodology to study how the
attention changes at different times. We use this methodology to examine how the
attention of millions of individuals on social media shifts as a result of people’s own
actions, without any intervention. In particular, we anchor our analysis around the
action of posting to Facebook, an action that many millions of people take every
day, and investigate the changes before and after posting in individuals’ engage-
ment with Facebook as a whole and with content on it. The chapter demonstrates
how careful quantitative methodology for analyzing large-scale observational data
can provide new perspective on people’s goals, values, and desires online, which
were mostly studied through qualitative methods. The chapter also describes how
systems can utilize the changing pattern of attention and behavior around post-
ing to account more for the context of people’s actions and dynamically adapt to
people’s needs.
3.1 Introduction
The affordances of information sharing on Social Network Sites (SNS) [27] deter-
mine the experience for contributors, their community and the dynamics of the
network as a whole. As a result, much research has focused on people’s motiva-
tions to post on social media [66, 118, 170, 174, 180, 189]. However, to date, little
research has examined posters’ behavior and attention directly after (or before) the
act of posting.
We draw on existing theories from communication and social psychology to
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formulate hypotheses about contributors’ behavior on SNS. We address three dif-
ferent questions in this work. First, we test whether contributors (those who post
their own content at a given point in time) are intrinsically feedback-seeking and
visit the site more often after contribution even when no knowledge of feedback
exists. Second, we examine whether contributors allocation of attention to content
change both in quantity and selectivity. Lastly, we investigate changes in interac-
tion rates with others’ content, and quantify the effect of reciprocity in interactions
with friends.
Better understanding of the mechanisms behind contribution is important for
both theoretical and practical reasons. The underlying processes that accompany
contribution to SNS are not yet well understood [40, 49, 136]. Studying the rela-
tion between contribution and user attention in large-scale observational datasets
can provide a new perspective for understanding individuals’ behavior in con-
text, and complement previous research that relied on self-reported measures
(e.g. [43,109,154]). Examining user engagement around posting can identify chang-
ing needs and preferences of contributors, as well as indicate expectations for atten-
tion from others. Practically, better understanding of contributors’ behavior can
help encourage posting, better support users at times of contribution, and may
even be used to improve personalized recommendations.
We devise a within-subject, observational data analysis of de-identified log data
of Facebook activity from a sample of 2.4 million people over a period of nine
days. In our design, we observe individuals’ actions on Facebook around times of
contribution (without any intervention) and another comparable activity, like liking
or commenting on another’s post. Specifically, we consider when an individual posts
a piece of content, e.g. writes a post or posts a photo, and compare her activity
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around that time to a different time when she gives feedback on someone else’s
content. We use measures of activity such as site visits, number of stories read
and number of stories interacted with in the 48 hours surrounding contribution, in
order to learn about the relation between posting and contributors’ behavior.
Our contributions are therefore:
• First large-scale evidence for within-subject differences in engagement around
times of contribution, e.g. when posting content to Facebook rather than com-
menting on others’ posts.
• Empirical evidence for an increase in site visits, reading more stories from
friends and interacting more with friends in the 24 hours after posting.
• Potential design implications for better supporting contributors on social net-
work sites.
To further motivate this study, we describe the theoretical framework used to draw
hypotheses about changes in contributors’ behavior.
3.2 Background
We build on theories from various fields to examine behavioral changes of contribu-
tors in SNS. These theories help us reason about the ways in which posting content
can affect how individuals use Facebook, consume content, and interact with oth-
ers on it. But first, we need to describe the motivating factors for contribution on
SNS.
Previous research identified key motivating factors for participation in online
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communities, and gratifications contributors draw from it. For example, Dholakia
et al. [66] identified five motivating factors for contribution online: purposive value
(exchange of information), self-discovery (acquiring knowledge), entertainment, en-
hancing social status and maintaining relationships. Other studies [174,189] exam-
ined the motivations for active participation on Wikipedia, finding similar mo-
tivations and gratifications. Preece and Shneiderman [187] describe contributors’
recognition and ability to build reputation as a major motivating factor for social
contribution. Several studies examined contribution to SNS, and Facebook in par-
ticular. Both Joinson et al. [118], and Papacharissi and Mendelson [180] provided
evidence that Facebook contribution helps support expressive information sharing
and maintaining relationships.
While previous research mostly relied on self-reported measures for studying
why people contribute online, we focus in this work on the ways in which con-
tribution may affect user behavior and attention, using a large-scale dataset of
contributors’ actions that are free of any intervention.
3.2.1 Feedback Expectations and Site Activity
Feedback is a key component of any social exchange: it is important both for
motivating contributions in the first place [40, 51, 135] and for evaluating social
relationships over time [98,143,206]. Most, if not all, of the motivating factors for
contribution identified by Dholakia et al. [66] depend on feedback from the online
community, which suggests that contributors will expect some feedback. For ex-
ample, purposive value is the value people derive from achieving a pre-determined
purpose with the help of the community such as planning a trip or selling items.
Similarly, if people post on Facebook to maintain relationships as suggested by pre-
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vious research [118, 180] then it is reasonable that contributors expect responses.
We investigate contributors’ expectations more fully in Chapter 4. Here, our hy-
pothesis is that in anticipation of new interactions, contributors will visit Facebook
more frequently after posting. We refer to site visits that are not initiated by a no-
tification (e.g. email sent by Facebook) as self-motivated site visits and hypothesize
that:
H1 Following a post, self-motivated site visits will increase.
3.2.2 Shifts in Content Consumption Patterns
Contrasting theoretical explanations can be argued for changes in consumption of
content from others after posting. On the one hand, contributors already spent
time crafting their message, which may directly compete with the limited amount
of time or attention they have to spend online after posting. On the other hand,
contribution may take place at times when people are more free in the first place,
and posting may be associated with a further increase in their consumption of
content. The later argument is consistent with an account of participation taking
place in a more active state [187] or aroused state in psychological terms, which
was shown to be associated with increased levels of activity [83,137,199,228].
At the same time, alertness or arousal may also mean more selective distribution
of attention. Easterbrook hypothesized, based on studies of cue utilization, that
arousal would lead to narrowing of attention [73], a finding that was later verified in
an eye movement experiment [148]. If the act of posting makes one more selective,
it is feasible that contributors would focus more on content from friends, as opposed
to pages or other broadcast sources that are less specific to them.
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The fact that habitual time-passing behavior is a major motivation for social
media use (see [118, 180] for more details) leads us to believe that contribution
would not come at the expense of content consumption, but rather enhance and
make it more selective. Therefore, our hypotheses for content consumption are:
H2.a Following a post, contributors will consume more content.
H2.b Following a post, contributors will consume more content from friends.
3.2.3 Interaction Rates and Reciprocity
Contributing content is likely to have an effect on subsequent interactions with
others, but different factors may positively or negatively affect the overall rate of
interactions over time. On the one hand, higher interaction rates after posting may
occur due to greater time availability, more active state or reciprocity. On the other
hand, fatigue or a fixed-quota for interactions may result in a lower interaction rate
after posting. We describe each of these arguments next and consider how these
factors may affect interaction rates jointly.
Two of the arguments presented before, regarding contribution happening at
more flexible times and more active state, can also explain an increase in the rate
of interactions. For example, if people post when they have more free time then
they may continue to interact more with content after posting. If contributors are
more active and selective, as suggested before, they may choose to interact more
in general, and with friends in particular.
In addition, reciprocity as the social norm of returning a favor, can also lead
to higher interaction rate with friends after posting. In the realm of computer-
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mediated communication, even simple one-way communications such as a like or
short “composed communication” (as defined by Burke et al. [38]) bare value.
Therefore, receiving feedback from friends on a post, perhaps similarly to receiv-
ing a gift, creates indebtedness and calls for reciprocation. Reciprocity in social
exchanges can take one of two forms: direct or indirect (also known as generalized
reciprocity) [141, 195]. Direct reciprocity in our settings implies that contributors
would interact more with the friends who responded to their post, while indirect
reciprocity suggests more interactions with friends in general. In both cases, reci-
procity results in more interactions with friends after posting.
In contrast to the above theories, fatigue or a fixed-quota policy may explain
a decrease in interaction rates after contribution. If contributors consume more
content, as postulated in the previous section, they may experience fatigue over
time and engage in fewer interactions. Similarly, if people have a fixed amount of
interaction they can engage in, and more content is consumed, the rate of interac-
tion would decrease. We believe that the additional amount of content consumed
would be relatively small and thus neither fatigue nor interaction limits would be
dominant in our case. Therefore, our hypotheses are:
H3.a Following a post, contributors are more likely to give feedback to friends.
H3.b Contributors are more likely to give feedback to those who responded to their
content than to other friends.
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3.3 Methods
To test the hypotheses listed above, we devised a quantitative, within-subject,
observational data analysis of Facebook activity logs. We wanted to isolate the
effect of contribution as much as possible while controlling for other variables. To
that end, we devised a comparative analysis of activity before and after posting
on Facebook with a baseline of activity from the same individual at another time.
We used feedback actions such as liking or commenting on someone else’s content
as our baseline because those are similar times where people are on Facebook and
actively engage with others. As we will show in the results section, there are no
material differences in the context in which feedback and contribution actions take
place. But first, we describe the dataset and the measures used in our analysis.
3.3.1 Dataset
Our dataset consists of the activity a sample of Facebook users engaged in, without
any intervention, around two types of actions: contributing content (C), and pro-
viding feedback to others (F ). The data were de-identified and content of posts was
not analyzed. Contribution is defined as the act of posting content to Facebook,
for example, an individual posting a status update, sharing of a link or uploading
a photo. Feedback is defined as reacting to someone else’s content on Facebook:
a like, a comment or re-share of others’ content. Identifying such pairs of actions
from the same individual allows us to compare behavior around contribution with
a baseline of activity around feedback.
Figure 3.1 illustrates the setup of our dataset. Each individual had one contri-
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Alice
Bob
∆?
∆?
Figure 3.1: Research design: observational analysis comparing individuals’ activity
in the 48 hours centered around either a contribution action C (e.g. posting a
status update) or feedback action F (e.g. a like or a comment). We chose pairs
of anchoring actions C and F that took place a week apart, with equal number
of pairs having contribution followed by a feedback action (as in Alice’s case) and
vice versa (as in Bob’s case).
bution action C and one feedback action F that happened on the same day-of-week,
one week apart from each other, in any order, using Facebook’s web interface on a
desktop device. In Figure 3.1, Alice posted a status update first and liked a friend’s
photo a week later, while Bob commented on a friend’s post first and posted his
own photo a week later. Both such sequences were included in this study.
We wanted to control, as much as possible, for external factors driving changes
in individuals’ engagement other than contribution. In cases where individuals
had multiple pairs of actions we randomly selected one pair in order to equally
represent people in our dataset. We further balanced the dataset such that there is
an equal number of pairs with contribution happening first (like Alice) and feedback
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first (like Bob). We required both actions to have been performed on a mid-week
workday (some time during the 24 hour span of Wednesday Pacific Standard time)
to reduce bias from day-to-day variation. Our comparison of activity around actions
included Facebook use through any device (mobile or not), but we required posting
and feedback actions to have happened on Facebook’s web interface using a desktop
device. We focused on contributions happening on the web interface in order to
reduce bias stemming from differences in device capabilities, screen resolutions,
and versioning, all of which vary more on mobile.
Given the selected actions C and F for each individual, we compared their
behavior 24 hours before and after each action. We chose a window of 48 hours
around actions in order to respect the natural and regular periodicity of human
behavior. The matching of actions did not exclude the other type of action from
occurring around that same time. For example, it is possible that a given individual
posted content some time before or after the feedback action F selected for the
analysis, and vice versa. Stricter filtering, requiring no contribution by the user
around the time of the F action selected for analysis, would have resulted in a
much smaller dataset, which would have been less representative of the general
population of contributors. Our non-strict selection criteria are noisier, but provide
a less biased lower bound on the actual effect size of contribution versus feedback.
Our selection criteria of two actions per contributor yield a sample of individuals
who are slightly more active than a reference population (RP) who used Facebook’s
web interface to post that week. The median person in our dataset is 37 years old
(RP median=35), has 400 friends (RP median=344), has been using Facebook for
4.2 years (RP median=4.0), and has logged into Facebook 26.8 days out of the last
28 (RP mean = 24.3). Our sample is 55.7% female (RP: 51.9%).
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In summary, our dataset includes C and F actions for 2.4 million individuals
who posted content to Facebook or gave feedback to others using the web interface
on two specific dates, February 11th and February 18th of 2015. The dataset is
balanced in terms of the order in which contribution and feedback actions appear in
it. Each individual included in the analysis has exactly one contribution action and
one feedback action, where actions took place on the same day-of-week, interface
and device. This set of individuals and actions is a sample of all users with actions
that aligned with the selection criteria for those dates. Except for the analysis of
self-motivated site visits that uses a subset of contributors, the rest of analysis uses
the complete dataset.
3.3.2 Measures
We now turn to define the key measures used in our analysis.
Self-Motivated Site Visits
The measure of self-motivated site visits refers to the number of site visits that
are not initiated by a notification, before any knowledge of feedback is available
to contributors. We count site visits in terms of sessions, where each session is
a sequence of actions of a logged-in user where actions are less than 30 minutes
apart; if the individual was not active for 30 minutes, we count a subsequent action
as a new session and a “site visit” 1.
When measuring site visits and sessions we want to ignore those visits that are
1We chose relatively long (30 minutes) sessions in order to enhance resilience for short-term
attention shifts. We experimented with shorter spans and found similar results.
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due to oﬄine notifications – users getting e-mail, SMS or mobile push notifications
about Facebook activity that invites them to come back to the site. Therefore, we
examined a subset of contributors for whom Facebook did not generate any oﬄine
notifications in the two days preceding an action and the day following it. This
subset of contributors did not receive notifications because they disabled oﬄine
notifications explicitly in their profile preferences or there was no activity that led
to a notification being generated for them. While this sub-population many not
represent the entire population of people who post on Facebook, it allows us to
focus on a large sample of more than 150,000 people and rule out notifications as
the factor affecting behavior.
Stories Read
We measure content consumption by examining the number of News Feed stories
read by contributors in the 24 hours preceding or following an action. Facebook’s
News Feed is the landing page for people browsing to facebook.com or opening the
mobile app, where content from friends and followed accounts is algorithmically
ranked. A story is considered read if it was visible in the central portion of the
user’s screen for a least two seconds. Note that we explicitly exclude stories that
originated from the contributor herself as this may appear in her News Feed. In
addition, our measure of stories read is not directly impacted by notifications
because stories read as a result of clicking on a notification (on any platform) are
logged separately and thus not counted towards our measure of stories read2.
2Notifications may affect the number of stories read indirectly by encouraging people to visit
their Facebook profile more often even if they do not directly follow the link on the notification.
However, these changes in engagement are moderated by the individual and therefore an integral
part of the behaviors we wish to study.
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Interaction Rate
We define interaction rate as the proportion of likes or comments given per News
Feed story read by the contributor in 24 hours before or after activity. Interaction
rate is the portion of stories read from others (as defined above) that contributors
liked or commented on directly from the News Feed. In other words, our measure of
interaction rate excludes likes and comments that occur in other parts of Facebook
such as Timeline or groups. Here again, any interactions with the contributor’s own
content (reads, likes, comments) were excluded.
3.3.3 Statistical Analysis
For most of the analyses described below, we use Difference in Differences (DID)
analysis in order to estimate the effect size of contribution while accounting for
exogenous variation external to contribution. DID is a common statistical analysis
technique used in observational data analysis to mimic a random assignment ex-
perimental design. DID estimates the effect of “receiving treatment” (in our case
choosing to post) by controlling for a trend evident in the control group (feedback
action in our case). In particular, DID analysis for our measure of stories read
would be calculated as follows:
DIDreads =
(
RafterC −RbeforeC
)
−
(
RafterF −RbeforeF
)
(3.1)
Where R is our measure of stories read in this case, and indices of after/before
designate period relative to contribution C and feedback F actions for which the
measure was computed. The underlying assumption in DID is that the treatment
and control groups are comparable in every respect other than the assignment to
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treatment or control. Recall that we compare activities from the same individuals,
day-of-week, interface, device, and comparable context as we will show in the next
section. Therefore, we believe DID approach is particularly adequate for our set-
tings since it highlights differences in engagement after contribution and contrasts
them with the trend in engagement around comparable feedback action from the
same person.
Two elements in the way we apply the DID help reduce selection bias and bias
due to ordering effects. First, DID is often suspected for a selection bias in the
assignment of individuals into treatment and control groups. In our analysis, how-
ever, both control and treatment groups include the same people, which eliminates
individual differences between groups by design. Second, we reduce bias due to or-
dering effects by choosing a long gap in between the actions we examine (C and
F ) and balance the occurrence of actions in any particular order (contribution or
feedback first). While we cannot rule out that one action may effect another action
over a long period of time, our preliminary analysis suggest a diminishing differ-
ence in activity after 24 hours from posting or giving feedback. We use a much
longer gap, of one week in between actions C and F , to further eliminate such
interactions. In addition, the balanced order at which contribution and feedback
actions appear in our dataset reduces the bias that observed effects are due to a
one-time external event that affects only one of the conditions, or other time-based
trends like increase in use over time.
All of our statistical tests were done using the standard technique of boot-
strapping, with 10,000 replicas. We estimated means and 95% confidence inter-
vals around them using the bootstrapped samples. Bootstrapping is more stable,
asymptotically more accurate than estimates of confidence intervals based on a
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single empirical sample, and do not require normality assumptions [68]. We also
favor bootstrapping over traditional paired t-tests since the latter tends to yield
highly-significant p-values in all cases due to the sheer size of the sample (hundreds
of thousands people in our smallest sample).
3.4 Results
In this section we present the results of our comparative analysis of individuals’ be-
havior around contribution and feedback actions. Before we address the hypotheses
described in the Background section, we first establish the validity of comparing
activity around feedback and posting actions to each other.
3.4.1 Preliminary Analysis
We performed a series of descriptive and comparative analyses to better understand
the data, and verify that there are no material differences between the contexts in
which people performed the different actions (contribution and feedback).
A central question to our analysis is how active people on Facebook are before
and after different actions. Figure 3.2 addresses exactly this question by presenting
on its top panel the percentage of people in our sample who were active on Facebook
as a function of time, for 24 hours before and after each of the two actions that
they took. The figure shows activity around contribution action (solid red line) and
feedback action (dashed black line). Data points in the figure correspond to the
percentage of the 2.4M people in our dataset that had used Facebook during each
20 minute time bin on the x-axis. For example, at the exact time of an action (time
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Figure 3.2: Percent of active users (top panel) in the 48 hours around contribution
and feedback actions, with the differences (AC −AF ) visible on the bottom panel.
The 95% confidence intervals were too small to be visible.
0) all of the individuals in our dataset were active on Facebook since they either
posted content or gave feedback. As a result, the plot spikes for both conditions
at exactly 100%. The bottom panel shows the differences between the percent of
active sessions around contribution and feedback (in other words, the difference
between the solid red and dashed black lines on top). Figure 3.2 clearly shows that
except for the 20 minutes immediately following an action, contributors are more
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active for several hours both before and after posting content compared to their
activity around feedback at the same time frame. The only exception is the 20
minutes shortly after feedback where people are more likely to continue to engage
with News Feed content rather than leave Facebook, as 7% of contributors do
immediately after posting content.
The discontinuity observed at around zero in Figure 3.2 informed our decision
to exclude the hour immediately following or preceding an action from our analysis.
The fluctuation visible in the differences panel about an hour before the action and
about an hour afterwards indicate short-term differences, probably stemming from
the different sequence of user interactions at which feedback and contribution occur
in. Therefore, for the rest of our analysis we use a window of 48 hours around an
action, but exclude the 2 hours centered around an action.
Three interesting findings emerge from Figure 3.2 regarding the higher activ-
ity levels around contribution, and its return to baseline levels at the ±24 hour
period. First, we see that higher activity levels start as early as six hours before
contribution and last more than 12 hours afterwards. The fact that contributors
are more active even six hours before contribution is interesting and cannot be sim-
ply explained by the additional time necessary to conceive and articulate a post.
The higher levels of activity after contribution are likely to be driven, at least in
part, by notifications that contributors get due to feedback on their content. Be-
low, when we address hypothesis H1, we show that notifications are not the only
factor that explains higher level of user engagement after contribution. Second,
Figure 3.2 shows uptick in activity in the 24 mark before and after each action.
The increased activity indicates regular patterns in user activity and justifies the
choice of 24 hours for analysis. Lastly, the diminishing differences at the ±24 hours
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Figure 3.3: Average duration of sessions around feedback/contribution actions, with
the percent of time spent before the action.
relative to actions demonstrate that the effect is largely dissolved in a day.
We further examined the data to make sure posting sessions are not fundamen-
tally different than feedback sessions. We looked at the length of sessions and the
position within a session where actions were recorded. As before, our definition for
a session is a sequence of actions that are less than 30 minutes apart from each
other. Figure 3.3 shows the average duration of contribution and feedback sessions.
While a contribution session lasts more than 80 minutes on average, feedback ses-
sions are significantly shorter, lasting only close to 68 minutes (95% confidence
intervals were 20 seconds long, too short to be visible on the relevant scale). The
long duration of sessions is likely to be a result of the long sessionization window
used, but the relative position of actions within sessions are more robust. The fig-
ure shows that contributions are positioned similarly within a session, with 43.8%
of the session time passing by before feedback occurs and 44.7% for contribution. A
one percent increase in the relative position of contribution within session is equiv-
alent to ∼ 50 seconds, which is relatively small and could potentially be explained
by the extra time required to compose a post.
We also verified that contribution and feedback actions occur at comparable
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time of day. For example, we wanted to make sure our dataset is not biased such
that contribution takes place in the morning and feedback at night. By computing
the difference in time of day for each pair of user actions, we find no statistically
significant difference. The average difference in time of day is bound by a 95%
confidence interval of (−3.2, 3.0) minutes. No difference (difference of zero) is well
within the 95% confidence interval. Therefore, we conclude that contribution and
feedback actions occur at roughly the same time of day.
In summary, the preliminary analysis provided evidence for the adequacy of
our comparative analysis of individuals’ engagement in the 24 hours before and
after contribution and feedback actions. This initial analysis informed our decision
to exclude the hour right before and after an action for the rest of the analysis
and established that contribution and feedback actions are positioned comparably
within sessions and within the day.
3.4.2 Site Visits
We test hypothesis H1 about an increase in self-motivated site visits by conducting
DID analysis on our measure of site visits. Recall that for this analysis, we wish
to neutralize the effect of notification. To this end, we focus on a sub-sample of
150,000 people for whom Facebook did not send any oﬄine notifications in the 48
hours preceding an action and 24 hours after. These people either chose not to
receive oﬄine notifications or there was no activity that led Facebook to generate
a notification for them.
Figure 3.4 shows the average number of site visits for the same set of people
before and after contribution and feedback actions. For instance, we see that in
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Figure 3.4: Difference in Differences analysis shows a significant increase in self-
motivated site visits in 24 hours before/after activity (95% CIs). The dashed line
designates the DID prediction for levels after contribution based on the trend
evident in the Feedback condition. Square brackets highlight the significant increase
in site visits of +0.11 on average.
the 24 hours before feedback individuals had an average of 3.9 self-motivated site
visits, while closer to 4 site visits after taking a feedback action (excluding the
feedback/posting session itself). The dashed line designates the projected number
of site visits, if the general trend apparent in the feedback condition occurred at
times of contribution.
The evidence from Figure 3.4 is that the number of self-motivated site visits af-
ter contribution exceeds the projection by 0.11 site visits on average, the difference
is statistically significant, and is in line with hypothesis H1. The figure shows that
in the 24 hours after both feedback and contribution actions, people are visiting
Facebook more often even without getting any oﬄine notifications. On top of the
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projected increase in site visits from giving feedback, individuals visit Facebook
0.11 (+2.6%) more often on average when posting. These findings show that there
is a small increase in site visits not stemming from notifications or from merely
taking an action on the site. We further discuss the implications of this increase
for system design in the discussion section.
3.4.3 Content Consumption
We now examine how contribution affects an individual’s attention to content.
Hypotheses H2.a and H2.b postulate that contributors will consume more content
overall and particularly more content from friends, respectively. We test these
hypotheses using a DID analysis on the measure of stories read, counting stories
viewed for at least two seconds in the central portion of the user screen3. The
measure of stories read will increase if people reading more pieces of content or
decrease if they are skipping content.
Figure 3.5 presents the DID analysis of, separately, stories read from friends
and stories read from other sources like Facebook Pages. While fewer stories are
read on average after giving feedback (evident in the decreasing trend in black),
the trend for contribution is positive for content from friends and neutral for pages.
Similar patterns emerge when we do not distinguish between friend and page con-
tent – people read (on average) slightly fewer stories after engaging in feedback
actions and about three more stories (+2.1%) after contribution. The number of
stories read from pages also increases on average by 1.2 (+1.8%) compared to the
DID projection, and are statistically significant as explained above. These find-
3We note that there is potential for more neunced measure of reading of stories presented in
social feeds, much like the work presented in Chapter 2.
104
●●
+3.0
● ●
+1.2
Friends Pages
132.5
135.0
137.5
140.0
61
62
63
64
65
Before After Before After
st
or
ie
s 
re
ad
 (a
vg
.)
● Contribution Feedback
Figure 3.5: Difference in Differences in number of Newsfeed stories read in 24
hours before/after activity (95% CIs). Dashed lines designate the DID prediction
for levels after contribution based on the trend evident in the Feedback condition.
Square brackets highlight the significant increase in the number of stories read.
ings support an increase in overall content consumption and consumption of friend
content.
Interestingly, only the number of stories read from friends increases compared
to pre-contribution levels, suggesting a shift in attention towards friends but not
others. These results are consistent with the previous observation that contributors
remain active for longer periods of time after contribution, but also indicate that
the additional time is spent more selectively on friends’ content.
We performed further analysis to verify that the above changes in individual
consumption habits do not simply stem from differences in the content available
to people in the News Feed around feedback actions and contribution actions. As
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a crude measure of content availability, we test whether the distribution of content
available from weak and strong ties changes before and after the C and F actions in
our dataset. We use a measure of tie strength that is based on the frequency of past
communication between two individuals and we simply associate the tie strength
of the friend authoring the post with the content viewed by the contributor. We
conducted DID analysis on the tie strength associated with content and found
no significant difference. Therefore, we conclude that the content available for
consumption around contribution is not significantly different than the content
around feedback actions.
In conclusion, we find that contributors consume more content before posting,
but increase consumption even further after posting, particularly of friends’ con-
tent. We rule out an explanation that those changes in consumption habits simply
arise from News Feed ranking or other differences in the availability of content at
different times.
3.4.4 Interaction Rates and Reciprocity
Previous sections established that contributors are more engaged around contribu-
tion and consume more content, even though the content itself remains the same.
We now examine whether posting content affects individuals’ decisions to interact
with others as postulated by hypotheses H3.a and H3.b.
Figure 3.6 shows our DID analysis of interaction rates with content from friends
and pages. The bottom left panel, for example, shows that before posting, users
comment on 0.74% of the stories they read from friends and that this rate signifi-
cantly increases to 0.77% after posting. DID that were statistically significantly are
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Figure 3.6: Difference in Differences in Liking and Commenting rates with
friend/page content in 24 hours before/after activity (95% CIs). Dashed lines des-
ignate the DID prediction for levels after contribution based on the trend evident in
the Feedback condition. Square brackets highlight the effect size when significant.
highlighted in the figure by square brackets as can be seen in the left two panels.
Several interesting findings should be noted about Figure 3.6. Across the board,
the interaction rate before and after posting is significantly higher than the rate
when simply giving feedback to others. After giving feedback, there is no significant
change in the interaction rate or even a slight decrease compared to pre-feedback
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levels. In contrast, the interaction rate with friends after posting increases signif-
icantly for both likes (an absolute gain of +0.11%, which is a 1% gain relative
to the “before” level) and comments (+0.03%, 4% gain). The changes in interac-
tion rates are statistically significant, substantial, and even more interesting given
that there are no significant changes in interaction rate for pages (right side of
Figure 3.6). These findings provide supporting evidence for hypothesis H3.a about
increase in interaction rate with friends, and provide counter evidence to the idea
of a “fixed-quota” or decision fatigue over time.
Next, we provide a deeper examination of the interaction rate with friends to
understand the role of reciprocity in these interactions. For example, consider an
individual, Anna, who posted a status update on Facebook and later saw stories
from two of her friends, Brian and Colin. Hypothesis H3.b suggests that if Colin
gave feedback to Anna’s original post, she would be now more likely to comment
on Colin’s post than on Brian’s. Of course, it is possible that Anna and Colin are
simply more likely to interact with each other in general, for example, because they
are closer friends. To control for this difference in relationship, we use Propensity
Score Matching (PSM) with a score based on tie strength (as described in the
previous section). For every person posting and friend who commented/liked their
post (designated as indebted), we match an equally close friend who did not com-
ment/like the person’s post (control). We verified that the average tie strength in
the indebted and control groups is not significantly different. We can then com-
pare the interaction rates of contributors with content viewed from the two groups,
where the only difference between group is whether the friend previously responded
to the contributor’s post or not.
Figure 3.7 shows liking and commenting rates for indebted and control groups
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Figure 3.7: Commenting and Liking rates (95% CIs) on friends’ content who re-
sponded to the contributor’s post (indebted) or not (control), controlling for tie-
strength.
of friends. On the left part of the figure, we see the rate in which contributors
commented on content they saw, split to friends who responded to the contribu-
tor’s post (indebted condition) and equally close friends who did not respond to
contribution (control group). As the figure shows, commenting on content from
friends who responded to contribution (indebted condition) occurs at an average
rate of 1.71 comments per 100 stories read (1.71%, solid green bar, second from
the left in Figure 3.7). In contrast, contributors only commented on content from
friends who did not respond to their contribution (control condition) at a rate of
1.22 comments per 100 stories read (1.22%, first bar from the left).
The relative change in commenting rate in the indebted condition is a large
39.5% increase over the control group and a more modest 4.8% increase for likes.
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These findings are highly significant, align well with the theory regarding direct
reciprocity, and supportive of hypothesis H3.b. As a side note, notice that rates
of interaction in Figure 3.7 are much higher than on the left side of Figure 3.6.
This observation is reasonable since the interactions in Figure 3.7 are with friends
who responded to contribution, which are more likely to be friends one frequently
interacts with, and thus results in higher rates.
We note that the interaction rates increase also for friends who did not respond
to contribution, but at smaller rates than those in Figure 3.6. This result is con-
sistent with indirect (generalized) reciprocity as we described in the background
section. However, more complex analysis is needed to substantiate indirect reci-
procity in this case because it requires careful control for the activity of others in
addition to the actions taken by the contributor herself.
In summary, we see an overall higher interaction rate around times of contri-
bution, with further increase after posting, especially for friends and not others.
We find that whether equally close friends respond to contribution or not affects
the likelihood of future interactions with their content, resulting in substantially
more likes and comments for friends who responded to contribution.
3.5 Discussion
In this study we examined individuals’ behavior when posting to Facebook and
found significant changes in engagement both before and after contribution. We
discuss here why we think these shifts in individuals’ engagement occur and what
SNS can do to better support contributors.
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3.5.1 Contribution and Changes in Engagement
Higher Engagement Before Posting
A salient theme across all of our findings is that contribution is associated with
more active engagement even before contribution takes place. These findings can
be explained by external factors that influence both posting and engagement, or
by higher engagement leading to contribution. External factors may include contri-
bution taking place when people have more free time to spend on Facebook, being
in a more active and alert state, or simply when people attend an event together
with their friends. All of the above can increase engagement and be associated with
posting. Alternatively, higher engagement can also lead, through various means,
to contribution. For example, being exposed to interesting content from others can
inspire or simply remind people to post.
The fact that posting is positioned similarly within session to feedback actions
suggests that people often spend considerable amount of time on others’ content
before posting their own content. These findings are consistent with the notion
of influence from Social Learning Theory [10], which posits that people learn by
observing others and gradually behave more similarly to them, even without any
external incentives. Whether increased engagement leads to posting remains an
open question, with implications for newcomers [40] as well as contributors in
general.
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Higher Engagement After Posting
Our findings show that contributors are not only more engaged before posting,
they also increase their engagement after posting at a higher rate than they do
after feedback activities.
The result showing an increase in site visits after posting (without notifications)
supports the idea of self-motivated changes in individuals’ engagement. We believe
that some of the additional site visits are motivated by anticipation of feedback and
that similar changes occur for people who do get notifications. On platforms at the
scale of Facebook, an effect of 2.6% increase in site visits translates into hundreds
of thousands of additional site visits each day that are presumably motivated by
anticipation of feedback.
Most consistent with all of our findings, both before and after contribution, is
that posting is associated with a more active and alert state. These results interact
with ideas from attention theories looking at how we allocate attention [73]. Key
recent theories of attention deal with selection processes (what do people pay
attention to) and vigilance (how do we sustain attention over time) [54].
Other alternative explanations for the increased engagement after posting are
consistent with some of our findings, but not all of them. Some of this higher
level of activity can simply be tied to contributors interacting with the responses
on their post. However, it was not established until now that other activities on
Facebook, unrelated to contribution, also rise. In addition, if people post when
they have more time to spend on Facebook it is feasible that they will continue to
engage even after posting. However, looser time constraints around contribution do
not immediately explain the changes in selectivity of consumption and interactions
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with content. Similarly, attending an event with friends and posting about it on
Facebook could explain some of the increases in interaction rates with friends, but
not the persistently high levels of engagement with non-friend content. Reciprocity,
as we will discuss in greater detail next, does not explain the high engagement levels
before posting or with page content afterwards.
Contribution and Reciprocity
Once contribution is made and responses come in, it is reasonable that contribu-
tors will reciprocate, but the magnitude and speed at which it occurs is somewhat
surprising. In the 24 hours after contribution, commenting rate on content from
friends who responded to contribution increased close to 40% more than the con-
trol, compared to a more modest (but still substantial) 4.8% increase for likes over
the control. While reciprocity is a well-documented and replicated phenomenon,
this is the first time the immediacy of the effect is shown in social media settings
and at large scale.
An important question is whether the reciprocity effect is deliberate. In other
words, do contributors seek out opportunities to comment or like the content from
those who gave feedback on their content? Or are they implicitly and unconsciously
inclined to reciprocate because they have positive feelings towards those who gave
them feedback? In oﬄine settings, a well-established result shows that we are more
likely to like people who evaluate us positively [14,200], or in other words, “we like
those who like us.” [87]4. These previous findings may suggest that individuals
develop more positive feelings towards those who give them positive feedback,
and as a result may be more inclined to like or comment on their content. A
4As [87] shows, we even like those who positively evaluate others – “everybody likes a liker”.
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dual processing mechanism can perhaps support both a deliberate and conscious
reciprocating behavior as well as a more implicit and unconscious response [82].
Our working assumption is that both deliberate and more implicit mechanisms are
in effect here, and we leave it for future work to distinguish between these two
potentially competing mechanisms.
Under the assumption that at least some of the feedback is due to a deliberate
attempt at reciprocity, these findings are in line with the claims of the hyper-
personal model in Social Information Processing [215]. In particular, the model
captures how interactions in CMC get amplified over face-to-face communication,
which can then turn into greater indebtedness and reciprocity. This theory aligns
well with asymmetric increase in comments versus likes; the different time invest-
ment and meaning for comments over likes has been well documented, and the fact
that contributors choose to comment more than like content may indicate a greater
sense of indebtedness on their part. These findings are in line with the changes in
tie strength highlighted in [38] and the preference for “composed communications”.
3.5.2 Limitations
While we attempted to carefully design our analysis and control for key factors,
the study still has several limitations.
First, as a purely observational study our findings are only suggestive of the
causal relations between posting and user engagement. We believe that posting
does lead to an increase in overall activity and changes the composition of actions
contributors take on the site. Similarly, we think that seeing more engaging con-
tent can encourage, inspire, or simply remind people to post their own content.
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Nevertheless, by merely observing the actions people take on Facebook we cannot
definitely discern these causal explanations from other alternative explanations
that were mentioned before.
Second, by focusing on aggregate measures of activity over a period of 24 hours
we average out some of the behaviors that only occur at shorter time spans and
lose the ordinal aspect of activity. For example, our measures are likely to smooth
effects that happen on the next session immediately following a post, especially
since we are excluding the one hour before and after posting.
Lastly, including in our analysis contributors who were active on Facebook at
two different times a week apart introduces some selection bias. While we did work
with a sample of millions of people, our methodology is not suitable for drawing
inferences about less active contributors. In addition, the dynamic changes we
observed on Facebook may not generalize to contributions on other SNS. There is
certainly room for arguing that different forces will prevail in other social networks
and we look forward to see future work using the methodology of this chapter to
investigate these effects in other social media platforms.
3.5.3 Future Work
Future studies could examine the role of feedback in modulating contributors’ be-
havior and the time-range for these effects. While most feedback received on SNS is
positive, even in sites with a weaker sense of identity and friendship than Facebook
(see Cheng et al. [49] for details), the question remains as to how feedback affects
behavior. A closer investigation can examine the temporal aspect of the behav-
ioral changes we identified and try to link the short-term changes in engagement
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with long-term effects on relationships. Even more challenging is the fact that the
effect of feedback is likely to depend heavily on contributors’ expectations, which
are subjective and not directly observable. Chapter 4 pursues this direction to an
extent; it uses a mixed-methods approach to examine subjective expectations of
contributors, identifies factors affecting those expectations, and evaluates how well
can expectations be predicted in order for systems to utilize them in practice.
Other extensions of this work can investigate how engagement changes as a
result of individual differences as well as differences in form and substance of the
posted content. Different populations (e.g. women and men, young and old) engage
differently with SNS [113,127] and analyzing the effect for different sub-populations
can reveal additional differences. Posted content may very well differ in form, style,
content, effort and intent embedded in it, which all call for further exploration of
their effect on contributors’ behavior.
3.5.4 Design Implications
Our findings suggest a potential for designing adaptive systems that encourage
social participation, help contributors focus on the content that is important to
them, and recommend content based on the context of actions. First, the obser-
vation that contributors are more active six hours before posting opens possibili-
ties for researchers to design nudges for contribution at times of high engagement
and evaluate whether these are perceived as beneficial. Second, the importance of
feedback from friends may call for refinement of user experiences around feedback
interactions and rethinking how to surface these to contributors. Lastly, we demon-
strated that individuals’ engagement with content depends on the context in which
it occurs (e.g. posting on Facebook), a finding that recommendation systems can
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use to differentially value explicit feedback from people. Further research is needed
to better serve the naturally-changing needs, expectations and preferences of con-
tributors.
3.5.5 Conclusions
In this chapter, we examined the short-term engagement of individuals when post-
ing to Facebook and contrast it with their activity at another time when they
give feedback to others. Our within-subject comparative analysis resulted in two
major findings. First, we found the people are more active around posting actions
than feedback actions for about six hours before posting and more than 12 hours
afterwards. The deeper engagement happens both before and after the time of
posting and across all the measures we examined: self-motivated site visits, stories
read and interaction rates with content. Second, contributors not only start more
engaged, but also further increase their engagement after posting at a higher rate
than any other feedback action. Self-motivated site visits increase after posting as
well as the consumption and interaction with friends’ content, but not others.
We highlighted a few areas in which interface design can better support con-
tributors, encourage social participation and possibly improve content ranking in
recommendation systems. Taken together, the findings in this chapter identify an
important pattern of engagement that is consistent with key behavioral and social
theories. It is possible that underlying all of these is a distinct cognitive state that
is associated with contribution, greater desire for social connection and more will-
ingness to engage with friends. However, we believe that additional evidence needs
to accumulate before a more holistic theory could emerge, explaining individuals’
attention in the complex social context in which it is embedded.
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The next chapter in dissertation continues this line of work on attention in social
setting, and was very much inspired by the findings in this chapter. The increase
found in self-motivated site visits after posting helped us make two important ob-
servations: (1) the literature is missing an account of people’s expectations when
communicating on social media, and (2) information about contributors’ expecta-
tions for attention are not available for recommendation systems of social content.
The next chapter addresses both of these aspects by taking a mixed-methods ap-
proach to study expectations of attention from others on social media, and by
providing accurate predictive models for incorporating expectations in social sys-
tems.
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CHAPTER 4
EXPECTATIONS FROM THE EGO NETWORK
The previous chapter as well as other previous research examined the atten-
tion people pay to social media as a whole and to content items on social media
more specifically [4,20]. This chapter investigates a complimentary aspect of atten-
tion allocation that is unique to social interactions: the expectations people have
for getting attention from their communication partners. We conduct two large-
scale surveys that cover different aspects of people’s expectations for feedback on
Facebook both at the level of a single post and from specific people in the ego’s
social network. We combine survey responses with log data of people’s activity on
Facebook to study the factors associated with feedback expectations. We demon-
strate the potential for improving individuals’ well being by fulfilling feedback
expectations, and describe accurate predictive models that social networks could
potentailly use to improve recommendations of social content.
4.1 Introduction
Posting and receiving feedback shapes the experience of people on social me-
dia. Feedback, whether it is expressed via lightweight one-click communication
or more, carries social value that motivates people to post, provides social
and emotional support, and shapes relationships over time [37, 38, 77]. While a
considerable body of work has studied the role of feedback in social network
sites [37,41,77,99,165,211], little research examined the expectations for feedback
people have when sharing content to their social network. In this paper we focus
on the feedback expectations associated with posting content on Facebook, and
the way that expectations vary from one person to another, are dependent on the
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properties of the post, and are impacted by the relationship to other individuals.
Expectations are an important measure that guides social behavior and atti-
tude, which can inform the design of social network sites. Expectations motivate
us to take action and help us choose among alternatives. For example, expectation
of feedback is a key motivating factor for participation in online forums, contribu-
tion to Wikipedia, and posting on social media [66,118,136,174,189]. The previous
chapter in this dissertation showed that people visit Facebook more often after
posting a status update, potentially in expectation of feedback, even when there
was no evidence of actual feedback received.
Despite the importance of feedback expectations, little is known about people’s
expectations for feedback from their online social networks. Existing theories of in-
terpersonal communication such as Expectancy Violation Theory [30, 33] do not
immediately translate to expectations from online social networks, where feedback
is often aggregated and knowledge of viewership is lacking or incomplete. Previous
studies on social media touched on several aspects related to expectations such
as the “imagined audience”, perceived audience size, feedback preferences, norms
evolution and violation [17, 38,144,155,159,196], but did not directly model feed-
back expectations. Since little is known about people’s feedback expectations, it is
unclear how actual feedback is perceived and how exactly feedback affects people’s
experience on social media.
This work examines people’s expectations for receiving Likes and Comments on
Facebook, and the relation between fulfillment of expectations to feeling connected
to one’s Facebook friends. We build on Expectancy Violation Theory (EVT) [30,33]
as inspiration for the conceptual framework used in this work. We conduct a com-
prehensive, in-context examination of the factors associated with feedback expec-
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tations immediately after posting on social media. Our investigation borrows from
EVT the key elements of the model that contribute to expectation: the communi-
cated content properties, the characteristics of the individual who posted it, and
the individual’s relationships to others on the platform. Not only do we look at
factors that contribute to expectations, we also study the fulfillment of feedback
expectations and its relation to feeling of connectedness to one’s Facebook friends,
an important outcome for individual well being [41,128].
To this end, we use two large-scale surveys to ask people about feedback expec-
tations, fulfillment of expectations, and connectedness to friends. First, we surveyed
people immediately after posting on Facebook and asked them about their feed-
back expectations on that particular post, both in terms of total feedback and from
specific Facebook friends. We complemented survey responses with de-identified,
aggregated log data to understand how the characteristics of the individuals, posts,
and interpersonal relationships are associated with feedback expectations. Using
this dataset, we built predictive models of feedback expectations. In addition, we
conducted a separate survey, asking participants about an earlier post they made,
and how the amount of feedback received compared to their expectations. We also
asked participants in this lagged survey how connected they feel to their Face-
book friends in order to establish a link between fulfillment of expectations to
connectedness.
The chapter offers a general framework for thinking about feedback, behavior
and attitude on social media in the context of expectations. We identify the sig-
nificant factors associated with higher than usual feedback expectations on a post
and the important properties of relationships linked with expectations from specific
friends. In addition, we show an association between the congruency of feedback
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and expectations on a post to an important outcome – individuals’ connectedness
to their friends. Last, our predictive models can be used in practice to evaluate how
well people’s expectations are met, and to explore ways of potentially improving
the experience of people when posting on social media platforms.
4.2 Related Work
Previous work identified several benefits of posting on social media, among them
are self-expression, relational development, social validation, and approval [12].
Social media use had been shown to impact both social capital and well being [39,
41,52,77,78,134]. Many of the benefits of social media use come through feedback
mechanisms such as Likes and Comments on Facebook. Support and help via
feedback are important for alleviating loneliness [41,128], getting emotional support
after losing a job or when sharing emotional content [36,37], enabling information
seeking [99,165], maintaining relationships [77,211,212], and more. While feedback
is a necessary component for all of these benefits, as Bazarova et al. pointed out,
it is one’s subjective satisfaction from the feedback received that determines its
value for the communicating individual [13].
Other work studied people’s perceptions around audience and feedback in
computer-mediated communications. People have an imagined audience in mind
when posting to friends on social media [144,155], but as Bernstein et al. showed,
people’s mental model of audience underestimates the number of people who actu-
ally see their posts and overestimate the rate at which friends give Likes and Com-
ments [17]. Wang et al. found that posters and outsiders evaluate Facebook updates
differently, particularly around topics of self-presentation and relationships [218].
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Perceptions about feedback are also highly subjective – different people may have
different interpretations of social interactions online. A recent study by Scissors
et al. examined the perceptions around lightweight communications on Facebook
and found that most people do not consider receiving “enough” likes as important
and assigning importance to getting enough likes is positively correlated with high
levels of self-monitoring and negatively correlated with self-esteem [196]. Previous
work did not directly tie the diverse perspectives people have about activities on
social media to expectations, which offer a more general view of social behavior as
we describe next.
The notion of expectations is central to many theories about human behavior
as it proposes a general framework for understanding behavior and attitude. The
conceptual framework used in the current work was inspired by Expectancy Vi-
olation Theory (EVT) in communication [30, 33]. EVT was originally developed
based on studies of proxemic behavior in face-to-face communication and was later
extended to a variety of behaviors [30,32,34,35,216]. Burgoon defines expectancies
as “enduring pattern of anticipated behavior”, which derive from three classes of
factors: communicator (e.g. demographics, personality, appearance), relationship
(e.g. familiarity, similarity, status difference), and context (e.g. private/public envi-
ronment, the message communicated) [31]. According to EVT, expectancies “serve
as framing devices that define and shape interpersonal interactions . . . [and] sig-
nificantly influence how social information is processed”. The congruency between
enacted behavior and expectations determines how behavior is perceived, the im-
pression people have of each other, and the outcomes of the interaction. Previous
work applied EVT to study norm evolution and violation on Facebook [19,85,159],
but focused more on incidents of norm violations by individual friends, well-aligned
with the original theory. However, as EVT focuses on single individuals’ behav-
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Figure 4.1: The conceptual framework used in this work, inspired by Expectancy
Violation Theory by Burgoon [31].
ior, it does not directly apply to studying aggregate expectations as we do here.
Instead, we use the overall framework of EVT as inspiration for our research model.
Figure 4.1 shows the conceptual framework used in this work, which is in-
spired by the EVT framework. At the top are three categories of factors that
mirror the original EVT model [31], which we also expect to affect expectations
of feedback: individual, relationship, and context properties. The characteristics of
the individual can include demographics, personality traits, and more. Relation-
ship properties may consist of tie strength between two individuals, differences in
status, shared interests and other factors that affect interactions between people.
Context includes the additional factors needed to describe a particular situation.
In the current study, context primarily consists of properties of the posted content
and past interactions on previous posts. The three categories of factors at the top
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of the figure jointly contribute to people’s expectations, which are then compared
against the actual feedback received. If, for example, the amount of feedback an
individual received from friends exceeded their expectations, they may be more
inclined to post in the future, and may feel more connected to their friends. In
contrast, unsatisfying feedback experiences may be one of the mechanisms behind
departure from online social platforms [226]. As proposed by EVT, and suggested
here, the congruency between the observed feedback and expectations determines
people’s attitude and subsequent behavior.
Much like the early studies of proxemic behavior in face-to-face communica-
tion [30,34], we seek to understand the important factors behind feedback expecta-
tions on social network sites (top of Figure 4.1). Our first two research questions in
this chapter focus on characteristics of the individual (left) and the posted status
update, i.e. the context (right). It is important to distinguish expectations across
people because individuals experience social media very differently: seeing different
sets of stories and a variety of interactions with them (see [221] for an example).
Similarly, distinguishing between expectations for different posts is important be-
cause not all posts are created equal and individuals are likely to care about them
to various degrees [170,217]. Therefore, our first two research questions are:
RQ1: What are the characteristics of individuals (e.g. age, gender, etc.) that
affect feedback expectations?
RQ2: What are the properties of posts (e.g. length, topic, etc.) that indicate
feedback expectations?
Next, we study the third category of factors in Figure 4.1 that affects feedback
expectations – relationship properties. Previous studies showed that people have
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different preferences for feedback from strong and weak ties on Facebook [38,159]
and from different social groups (e.g. close friends, family, co-workers, etc.) [196].
However, prior work did not directly examine expectations from specific friends
(rather than abstract social groups), on a specific post, for different forms of feed-
back (e.g Likes and Comments), and at the time of posting (rather than retroac-
tively). The complexity of social relations calls for a joint examination of all the
above aspects of relationships in order to gain a more comprehensive understanding
of relationship expectations. Therefore, our third research question is:
RQ3: What are the relationship properties (e.g. based on relationship type, tie
strength, age difference, etc.) that affect feedback expectations?
Finally, motivated by work on social capital and well being [39,41,52,76–78,134],
we investigate one potential outcome of fulfilling feedback expectations. Self-
Determination Theory describes a basic human need for relatedness – to belong and
feel connected to the people, group or culture sharing the individual’s goals [194].
In oﬄine settings, greater relatedness was shown to contribute to daily well be-
ing [192]. Since getting feedback is one of the key motivating factors for participa-
tion online [66,118,136,174,189] it is likely that the actual feedback received would
affect people’s satisfaction with their relationships. In fact, two recent studies point
in that direction, showing that when people share emotional content on Facebook,
friends respond with more emotional and supportive comments, which is associ-
ated with greater satisfaction with communication goals [13,36]. Previous findings,
however, did not extend beyond emotional content and did not directly tie received
feedback to relationship satisfaction. The conceptual framework in Figure 4.1 bor-
rows from EVT to suggest that both expectations and observed behavior (whether
they are met) will affect outcomes. Specifically, our question is:
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RQ4: How does the fulfillment of feedback expectations relate to feeling con-
nected to one’s Facebook friends?
With these questions in mind, we performed a quantitative mixed-methods
study of individuals’ feedback expectations on Facebook, as we describe next.
4.3 Methods
In order to address our research questions about feedback expectations we use a
mixed-methods approach based on survey and observational data analysis. Follow-
ing previous work, we use survey mechanisms to ask people in our study about
their subjective perceptions of social media activities [17, 196]. We then comple-
ment the survey responses with observational log data to gain better understanding
of the contextual factors that explain expectations. Next, we describe our survey
methodology in greater detail.
4.3.1 Surveys
We conducted two online surveys by recruiting participants on Facebook’s web in-
terface (Facebook.com)1. The first survey asked participants about their expecta-
tions for feedback for a specific post. The survey was offered to people immediately
after they posted a status update, as a pop-up dialog. We refer to it here as the
Immediate survey. The second survey was offered to people 23-27 hours after they
posted a status update, as a banner on their Facebook page. This Lagged survey
1Due to the length and complexity of surveys we left the development of mobile versions to
future work.
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asked participants about fulfillment of expectations for that day-old post. The sur-
veys were limited to English speakers in the U.S. with 20 friends or more that did
not participate in any survey conducted by Facebook in the six months prior to
ours. Participation in both surveys was voluntary and did not involve compensa-
tion in any form. The surveys ran for 20 days, between July 27, 2015 to August
16, 2015. The samples for both surveys were drawn from the same sampling frame,
but were non-overlapping (people were invited to participate in either one of the
surveys, but not both2). The response rate varied between the two surveys, with
a lower response rate of 33% for the Immediate survey versus 78% for the Lagged
survey. The difference was probably due to the Immediate survey’s disruptive na-
ture as a pop-up immediately after posting compared to the more organic banner
of the lagged survey3. In total, 2788 people completed the immediate survey and
4032 completed the lagged survey.
Table 4.1 summarizes key demographic and usage characteristics of survey par-
ticipants and examines how the survey population differs from other people on
Facebook. We compare the participants in the surveys to a random sample of US,
English speaking individuals who accessed Facebook’s web interface at least once
in the month prior to our surveys. As highlighted in Table 4.1, survey partici-
pants are more active Facebook users compared to the random sample, logging-in
to Facebook about 4 additional days over the course of 28 days. Participants in
2we choose this design over repeated surveys of the same people for two reasons: 1) to elimi-
nate the potential bias that answering questions in the Immediate survey influences answers to
the Lagged survey, and 2) lower the burden on people of answering repeated surveys day after
day.
3A pop-up was necessary in the Immediate survey to capture responses before any other
action is taken on the site. We opted for a banner in the second survey because a pop-up in this
case would have been out-of-context and hence much more disruptive to the user experience.
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Measure (mean) Immediate Lagged Random
survey survey sample
# Log in days out of 28 25.3∗ 26.3∗ 21.9
# Log in days out of 7 6.5∗ 6.7∗ 5.5
Friend count 512∗ 367 361
Gender (% Female) 57% 62%∗ 57%
Age 40.4 43.0∗ 41.1
N 2788 4032 4000
Response rate 33% 78% -
∗p<0.001 using 2-sample t-test comparing each survey separately to the
random sample.
Table 4.1: Usage and demographic statistics of survey participants and a random
sample of English speaking, US-based individual who logged-in to Facebook on the
web at least once in the month prior to surveys.
the immediate survey have more friends on average, while more females and older
individuals participated in the the lagged survey. Overall, we conclude that the
participants in the surveys are slightly more active on Facebook than a random
sample, but no other major differences are evident.
Measures
We now turn to describe the measures included in our surveys about feedback
expectations and their fulfillment. Certain common elements are likely to affect
both the expectations on a particular post, measured in the Immediate survey, and
fulfillment of expectations, measured in the Lagged survey. Therefore, we include
in both surveys the following 5-point Likert scale questions:
• Connectedness: how connected do you feel to your Facebook friends? (1=very
disconnected, 5=very connected).
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• Importance: how important is this post to you compared to your average
post? (1=much less than usual, 5=much more than usual).
• Personal: how personal is this post? (1=not at all, 5=very personal).
Connectedness was used in order to address RQ4 about fulfillment of expecta-
tion, and was also used in the Immediate survey as a property of the individual
who posted the content. The Importance and Personal questions were included in
order to operationalize how different people care about different posts as found in
prior work [12,13,196].
In addition, the Immediate survey asked participants about feedback expecta-
tions for the post:
• Post-level expectations: how many likes and comments do you expect to get
on your latest post? (1=far fewer than usual, 5=far more than usual).
• Friend-level expectations: we presented a personalized Friends Grid, a
two column grid populated with a sample of up to 22 of the participant’s
friends (described below), asking participants to indicate whether they expect
a Like and/or a Comment from each individual friend.
The Lagged survey, on the other hand, first referred participants to their post
along with its feedback (as it appears in News Feed). Then, it asked participants
about:
• Fulfillment of feedback expectations: how did the likes and comments
received so far match your expectations? (1=far fewer than expected, 5=far
more than expected).
Figure 4.2 shows the layout of the Friends Grid used in the Immediate survey.
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Figure 4.2: The Friends Grid question that was populated with a stratified sample
of the participant’s friends (in random order). For each friend, participants were
asked to specify whether they expect a Like and/or a Comment on their latest post,
shortly after posting it. Profile pictures and names are blurred in this figure, drawn
for demonstration from the first author’s account, in order to preserve individuals’
privacy.
In order to get a more balanced sample of friends with and without feedback ex-
pectations we included in the Friends Grid a stratified sample of the participant’s
friends. We chose a stratified sample of friends over a random sample because a
random sample is mostly dominated by weak ties with no feedback expectations.
Our stratification randomly picked friends of the participant from Facebook lists
the person may maintain (close friends, acquaintances), friends with overlapping
profile information (same workplace, college, high-school, home town or current
city), self-reported family ties (parent, child, sibling, spouse), and most recent in-
teractions (last Like or Comment, given or received). In addition to sampling a
random friend from each of these groups we included the friend from each group
that the person communicated with most frequently (without introducing dupli-
cation).
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Checkboxes in the Friends Grid may remain unchecked because the participant
had no feedback expectations from that friend or because it is the default option.
To address this bias, we use an assumption that people scan items visually from
top to bottom, and from left to right4. This linear scanning assumption has been
studied extensively in the analysis of search results and was shown to improve
results relevance [209]. In our case, a friend is associated with “no expectation”
only if the participant made a selection in a lower position in the grid or to the
right. After processing the raw responses, our dataset consisted of 568 participants
who labeled 5,256 of their friends with expectations for only a like (30.1%), only
a comment (3.8%), like and a comment (11.4%), or no feedback (54.7%).
4.3.2 Log data
We complemented the survey responses with Facebook’s server logs in the 12 weeks
prior to the survey in order to better understand the context of reported expec-
tations. All log data were observational – no experiment was performed and no
individual’s experience on the site was altered. The log data includes the posts
that participants were asked about, profile information such as education or work
history, and friendship information. We took significant steps to ensure people’s
privacy: all data were de-identified and analyzed in aggregate such that no indi-
vidual’s text could be viewed by researchers.
4The left to right assumption is reasonable since all of our participants are English speakers
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4.4 Post-level Expectations
This section addresses our first two research questions about feedback expectations
of different people (RQ1) on different posts (RQ2), and then focuses on estimating
how accurately these expectations can be predicted in practice.
We address our first two research questions by fitting a logistic regression to the
reported expectations on a post (from the Immediate survey) with covariates that
describe the individual, her past feedback, and the posted content. We include both
individual and post-level covariates in the regression model in order to understand
how each group of factors varies while the others are held constant. For example, in
addressing RQ1 we examine the characteristics of individuals that associate with
higher than usual expectations while holding the properties of the post constant
at their mean value. Our dependent variable in the regression is positive whenever
a person reported expecting more than usual feedback on her post (4 or 5 on
the Likert scale, where 3 was labeled “about the same as usual”) and negative
otherwise. We focus in particular on cases with higher than usual expectations
since these are most likely to result in an unsatisfying experience when unmet.
Individual differences: Different people are likely to have different expecta-
tions. Facebook usage varies by age and gender, and thus may be associated with
different feedback expectations [100]. In addition, the experience people have on
Facebook is likely to affect their expectations. Previous work showed that peo-
ple with different network sizes have different perceptions about their audience
when posting and that perceptions vary by platform use [155, 196]. Therefore, we
include in the regression information about age, gender, friend count, tenure on
Facebook (years since creating the Facebook account), and the number of days in
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the past week that the participant logged in to Facebook (L7). Age, tenure and
L7 were centered; friend count was log-transformed (base 2) to account for skew
prior to standardization and the rest were centered and scaled using two standard
deviations5.
Past feedback: Past feedback on previous posts is also likely to affect ex-
pectations. Therefore, we compute the median and interquartile range (IQR)6 for
the following measures of feedback based on the individual’s posts in the prior
12 weeks: number of likes per post, comments per post, likes per view, and com-
ments per view. We also include the number of likes and comments on the most
recent post of the individual since these might have greater impact on expecta-
tions. All variables were standardized as described earlier, except for the number
of Likes/Comments per view which were log-transformed prior to standardization.
Content properties: Posts interest people to various degrees and therefore
result in different expectations. Our dataset contained only few posts with photos
and therefore we excluded those and focused only on textual posts. Our content
properties include a variety of features: basic (word count, does the post contain
a URL?), subjective assessments (how personal/important is this post?), topics,
and emotional dimensions. The text was preprocessed and converted to lowercase,
tokenized, and punctuation, stopwords and terms appearing in less than 5 posts
were removed. All of the textual features were extracted using standard scripts
over de-identified content such that no member of the research group examined
5Unless specified otherwise, all continuous covariates were centered and scaled by two stan-
dard deviation in order to put them on roughly the same scale as untransformed binary vari-
ables [91].
6a robust measure of dispersion, defined as the difference between the upper and lower quar-
tiles.
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any individual post.
We used Supervised Latent Dirichlet Allocation (sLDA) to model the topics
that appear in posts [158]. The benefit of sLDA over “standard” unsupervised
LDA is that topics are fit to better separate class labels. In our case, we used
higher than usual feedback expectations as binary class labels. We experimented
with different numbers of topics ranging from 10 to 60 (in increments of 10) and
found no significant improvement in log-likelihood beyond using 20 topics. Using
the trained sLDA model (using 10-fold cross validation) we get a single probability
that represents the likelihood that a post is associated with higher than usual
feedback expectations. We include the sLDA prediction in our final model.
Emotional dimensions were extracted using the 2007 version of Linguistic In-
quiry and Word Count (LIWC) [183]. Most fine-grain LIWC categories (e.g. filler
words) had no or very little support in our dataset and therefore we only included
high-level categories such as function words, positive and negative emotions, social
terms, achievement terms, and time orientation information (references to past,
present or future). All of the LIWC features were included in the form of propor-
tion of the total number of words in the post.
Without limiting the number of content properties in our regression, we run
the risk of overfitting the data and finding spurious correlations as statistically sig-
nificant. We address this concern in two different ways. First, we keep the number
of covariates small relative to the number of survey responses (2,788) by limit-
ing the number of topics and emotional dimensions we include. Second, we use
Bayesian logistic regression with a non-informative Cauchy prior (0 median and
2.5 scale) to pull regression coefficients slightly towards zero apriori, but allow for
large coefficients when the data does support it [92].
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Higher than usual feedback exp. ∼ Coef. SE
Intercept −1.56∗∗∗ .15
Individual differences
Age (years) 0.0098∗∗ .0037
Is male 0.13 .13
Tenure (years) −0.14∗∗∗ .03
Log2(Friend count) 0.93∗∗∗ .14
Connectedness 0.58∗∗∗ .13
L7 −0.041 .055
Posts per day −0.002 .024
Past feedback:
Likes(last post) −0.26 .20
Comments(last post) 0.02 .16
IQR(Likes per post) 0.01 .21
Median(Likes per post) 0.19 .22
IQR(Comments per post) 0.48∗ .19
Median(Comments per post) −0.38 .21
IQR(Likes per view) 0.00 .19
Log2(Median(Likes per view)) 0.09 .15
IQR(Comments per view) −0.19 .22
Log2(Median(Comments per view)) 0.33∗ .16
Post:
Importance 1.22∗∗∗ .15
Personal 0.36∗ .14
Has link −0.22 .20
Log2(Word count) −0.08 .17
sLDA prediction 0.26∗ .13
LIWC:
funct 0.18 .16
posemo −0.27 .16
negemo 0.19 .12
social 0.04 .14
percept 0.22 .12
bio −0.17 .13
achieve 0.32∗∗ .12
past −0.19 .15
present −0.14 .15
future −0.10 .15
P (Y |X) 20.47%
Log Likelihood -813.4
Akaike Inf. Crit. 1886.8
N = 2, 788; ∗p<0.5; ∗∗p<0.01; ∗∗∗p<0.001
Table 4.2: Coefficients of Bayesian logistic regression for having higher than usual
feedback expectations on a post.
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4.4.1 Findings
Table 4.2 shows the resulting coefficients of the Bayesian logistic regression with
the binary dependent variable of having higher than usual feedback expectations
on a post. All variance inflation factors (VIF) were less than two, indicating that
multicollinearity is not an issue in our independent variables. The logistic regression
assigns a probability of 20.47% for having high expectations to the average person
(designed by P (Y |X) in the table), closely matching the empirical proportion in
the dataset with less than 0.01% in difference. Significant coefficients appear in all
three categories of features, as we describe next.
In terms of individual differences (RQ1), four properties of the person post-
ing the content are statistically significant: age, tenure on Facebook, number
of friends and Connectedness. Each additional year of age is associated with a
exp(0.0098) = 1.009 = +0.9% increase in the odds of having higher than usual
expectations. More significantly, doubling the number of friends on Facebook and
feeling more connected to friends increases the odds by 38.6% and 29.6%, respec-
tively. In contrast, each additional year of having a Facebook profile is associated
with a -13.3% decrease in the odds of having higher than usual expectations.
Past feedback also contributes to higher feedback expectations, but only
through Comments. There is an increase of 11.4% in the odds of high expectations
for every additional comment in the individual’s interquartile range, and 23.9%
increase in odds when doubling the median rate of comments per view. None of
the measures based on past Likes or feedback on the last post were significant.
These findings suggest that greater variability in past comments (but not Likes)
contributes to higher feedback expectations, and that people learn over time the
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rate at which their friends comment on their posts even without explicit knowledge
about views.
Several aspects of the post’s content affect feedback expectations (RQ2). First,
increases in Importance and Personal scale translate into higher expectations (78%
and 16% increase in odds, respectively)7. The large impact of Importance and
Personal on expectations highlights the importance to better understand these
subjective assessments, which is beyond the scope of the current work. Second,
sLDA predictions based on broad topics found in the post increase the odds ratio
modestly (+5.5%). The only emotional aspect that is significant is the occurrence
of achievement terms. None of the other LIWC dimensions such as positive or
negative emotions significantly affect expectations.
In summary, our findings show that individual differences, past feedback and
posts’ content are linked to higher than usual feedback expectations on a post.
Age, number of friends and Connectedness are positively associated high expec-
tations, while tenure on Facebook is negatively associated. Past Comments (and
not Likes) affect expectations, and posts that are important, personal, and refer to
achievements have higher expectations. Overall, we see that different people have
different expectations for different posts, and that past behavior of friends (most
in commenting) affects future expectations.
In order to utilize feedback expectations in practice systems need to accurately
identify the expectations associated with new posts. Next, we evaluate how well
feedback expectations for a post can be predicted.
7recall that all of surveyed content had the same privacy settings of sharing with all Facebook
friends
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Higher than usual exp. ∼ AUC P@R5 P@R50 P@R95
baseline:
last post percentile
49.0
53.0
57.0
22.6
29.5
36.5
19.6
21.3
22.9
19.3
20.6
22.0
individual differences
Age + Gender +
# Friends
60.2
62.6
65.0
33.8
55.9
78.0
25.0
29.5
34.0
18.8
21.4
24.0
+ past feedback
61.0
63.4
65.7
39.4
51.6
63.8
26.5
30.2
33.8
21.0
22.5
24.0
+ content:
67.4
70.7
73.9
57.9
69.6
81.3
38.7
43.9
49.1
21.9
23.3
24.7
+ self-reports:
Connectedness +
Post importance + Personal
75.4
77.7
80.0
68.6
81.7
94.7
46.6
50.4
54.2
23.0
25.1
27.2
Table 4.3: The predictive power of different feature sets obtained using either
glmnet or gbm. P@R stands for precision at different recall levels of 5, 50 or 95
percent. Numbers above/below in each cell represent 95% confidence intervals.
4.4.2 Predicting post-level expectations
In this part we examine how well different subsets of the features from Table 4.2 pre-
dict the feedback expectations for a post by its author. We test the following three
predictive models as implemented in R: Elastic-Net Regularized Generalized Lin-
ear Models (glmnet [88]), Generalized Boosted Regression Modeling (gbm [223]),
and Support Vector Machine (SVM from e1071 package [161]). Regularization and
boosting are common techniques to reduce overfitting, and SVM is able to cap-
ture non-linear relations between the features and the dependent variables. All
three models have general and efficient learners that can easily scale to massive
prediction problems.
Table 4.3 summarizes the results of 10-fold cross-validation of the best-
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performing model for each feature-set. Our baseline, which uses a personalized
percentile of feedback received on the last post relative to the individual’s posts
in the prior 12 weeks, only performs marginally better than random. The pre-
dictive performance improves significantly over the baseline when including user
information (62.6% AUC), adding past feedback (63.4% AUC) and finally content
features, reaching 70% AUC. Using log data alone, the model identifies posts with
higher than usual feedback expectations with a precision of about 70% when re-
trieving only 5% of posts with high expectations. In other words, at the level of
5% recall, the model will return one out of 20 posts with high expectations and
would correctly identify the expectations for seven out of every 10 posts returned.
Precision naturally deteriorates when increasing the recall to 50% or 95%. Last,
including participants’ answers to survey questions improves performance even
further, showing that subjective information is important and not fully captured
by other variables. In particular, feeling connected to friends, knowing the post’s
importance and how personal it is, are all important predictors of high feedback
expectations.
Next, we address our third research question about the characteristics of rela-
tionships that affect expectations for feedback from one friend and not another.
4.5 Friend-level Expectations
In this section we use the responses from the Friends Grid in the Immediate survey
to address RQ3: which properties of relationships affect expectations for feedback
from different social ties? We examine how similarities and differences between
two people as well as long-term and short-term communication patterns relate to
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expectations of feedback from that person. We fit two separate logistic regression
models, one for Like expectations, the other for Comment expectations, on the
same set of responses and relationship features.
Before we describe in greater detail the relationship properties used for ad-
dressing RQ3 we first specify the controls included in our models. We control for
the order in which friends appeared in the Friends Grid, the characteristics of par-
ticipants and the properties of posts. Despite the random order of friends in the
Friends Grid, certain positions in the grid may receive more attention. Therefore,
we include the position information in our model relative to the top (1-top to
11-bottom) and relative to the left (0-left, 1-right). In addition, as we saw in the
previous section, individuals have different expectations for different posts. Since
our focus here is on dyadic properties that affect expectations from a specific friend
we control for non-dyadic features that were identified as significant in addressing
RQ1 and RQ2. The complete list of control variables can be found in Table 4.4.
We describe below the three families of features we considered in our model
for friend-level expectations: dyadic differences, topical similarity, and relationship
properties.
Dyadic differences: the relative differences between participants and their
friends may affect expectations. We include in our model demographic and activity
information about the participant’s friends in relative form, e.g. the difference
between the friend’s age and the participant’s age. We also considered interactions
between covariates, since different sub-populations may have different expectations.
For example, age difference may be linked to higher expectations in general, but
the gap can matter differently for younger and older adults.
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Dyadic topics similarity: the perceived interest of a friend in a topic is likely
to affect expectations for a response when the topic is discussed. Here, we develop
a set of features aimed at capturing the overlap in topical interests of participants
and their friends, and quantifying how a particular post fits into this overlap. For
every individual, we aggregated the topics of all posts that they interacted with
into a vector of high-level topical interests. Then, we computed interests similarity
using cosine similarity between the participant (denoted as u) and their friend
(denoted as f), and between the post (denoted as p) and the friend’s interests.
Due to the large amount of posts involved, we used a TagSpace model to extract
the proportions of topics in posts [220], and reduced the topic space to 20 high-level
most frequent topics (e.g. music, entertainment, education).
We also compute friend specificity to a topic in two different ways. First, we
calculated the percent of the participant’s friends that are highly interested in each
of the post’s topics8 (denoted as AUD(topic)). As a second measure of specificity,
we compute weighted friend share (WFS(topic)), based on the relative frequency
the friend of interacts with a topic. We use tie strength (described below) as weights
in WFS in order to give strong ties greater influence on the final measure of
specificity than weaker ties. For both measures of topical specificity we took the
maximal specificity score among the post’s topics.
Dyadic relationship properties: this set of features focuses on social struc-
ture and communications between the participant and their friends. To represent
social structure we create a set of indicator variables that designate whether the
friend is a close family member (parent, child, sibling, spouse), member of a Face-
8We define “high interest” as exceeding a topic-specific threshold that is set to the upper
quartile in the population. For example, a person who interacts with more than 8% of political
posts would be considered as having high interest in politics.
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book list that the participant maintains (close friends, acquaintances), or has over-
lapping profile information (same workplace, college, high-school, home town, or
current city). In order to understand how expectations deviate for members of
the same social structure, we also include a binary variable (designated by best) to
indicate the strongest tie in that social circle.
Communication between people provides an additional dimension to social
structure. We calculate a rough approximation of the tie strength between two
people using the long-term frequency at which they communicate in any form
(e.g. Liking, commenting, tagging, direct messages) as recorded in our logs over
12 weeks. Gilbert and Karahalios showed that frequency of communication is one
of strongest predictors of tie strength [94]. In order to evaluate the effect of recent
communications, we include indicator variables for the most recent friend who gave
a Like or a Comment to the participant or received one from her.
4.5.1 Findings
Table 4.4 and Figure 4.3 describe the separate logistic regression models we fit-
ted (on the same feature set) to Like and Comment expectations from individual
friends. Both models converged and produced comparable estimates (P (Y |X)) to
the empirical percentages of expectations reported in the survey (41.68% for Likes,
15.2% for Comments). Significant coefficients appear in every category of features
as we discuss next.
Many of the findings for post-level expectations also hold for expectations from
specific friends, but a more nuanced picture emerges. For example, participants
with relatively fewer friends (in the lower quartile Qfrnds1 with 20−146 friends) are
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Likes Comments
Friend expectation ∼ Coef. SE Coef. SE
Controls:
Intercept −0.82∗∗∗ .22 −2.95∗∗∗ .27
Position top −0.02 .03 0.081∗ .036
Position right 0.130 .078 0.125 .099
Age 0.0071∗∗ .0024 0.0072∗ .0030
Is male 0.27∗∗ .10 0.48∗∗∗ .13
Qfrnds1 −0.18 .11 0.40∗∗ .13
Qfrnds3 0.039 .093 0.03 .12
Qfrnds4 0.23∗ .10 0.06 .13
Tenure −0.099∗∗∗ .020 −0.141∗∗∗ .025
L7 −0.137∗∗ .044 −0.009 .061
Connectedness −0.070 .066 −0.291∗∗∗ .080
Importance 0.293∗∗∗ .073 0.43∗∗∗ .10
Personal 0.222∗∗ .073 0.22∗ .10
Individual diff.:
∆Age 0.0041 .0044 0.0048 .0057
Age× (∆Age) 0.07 .15 0.17 .21
Is diff gender 0.146 .086 0.01 .11
Is male-female rel. −0.28∗ .14 −0.32 .18
∆ Friends −0.18 .22 −0.25 .30
Qfrnds1 × (∆ Friends) 0.13 .30 −0.44 .40
Qfrnds3 × (∆ Friends) 0.24 .26 0.05 .36
Qfrnds4 × (∆ Friends) 0.22 .24 0.46 .32
∆Tenure −0.023 .033 −0.133∗∗ .041
Tenure ×(∆Tenure) −0.07 .14 0.33 .18
∆ L7 0.032 .067 0.114 .091
L7 × (∆L7) 0.63∗ .28 −0.19 .37
Topical interests:
cos(u, f) 0.228∗∗∗ .068 0.25∗ .10
cos(p, f) −0.073 .069 0.08 .13
maxtopicAUD(topic) −0.071 .068 0.108 .079
maxtopicWFS(topic) 0.152∗ .078 0.198∗∗ .071
Relationship:
Relationship type (See Figure 4.3)
Tie strength (TS) 2.91∗∗∗ .19 1.79∗∗∗ .24
TS × Importance −0.65∗ .30 −0.35 .40
TS × Personal 0.12 .30 −0.19 .39
P (Y |X) 41.27% 13.3%
Log Likelihood -2840.2 -1910.5
Akaike Inf. Crit. 5796.3 3937.1
N = 5, 256; ∗p<0.5; ∗∗p<0.01; ∗∗∗p<0.001
Table 4.4: Coefficients of Bayesian logistic regressions for expecting a Like and a
Comment on a post from a particular friend.
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more likely to expect a Comment from a friend while those with more friends (in
the upper quartile Qfrnds4 with 632−5000 friends) are more likely to expect a Like.
This shift in expectations is in line with previous findings showing a preference for
composed communications from strong ties and lightweight communications from
weak ties [38]. In addition, we see that male participants expect more feedback
than females, but as we will see next this effect is mitigated by the friend’s gender.
Only some dyadic differences are significant. The difference in activity levels
between the listed friend and the participant (∆L7) is not significant on its own
unless the participant herself is more active than average. Gender differences in
general do not show a significant effect, but the interaction term (“Is male-female
rel.”) shows that males have lower expectations for Likes from their female friends.
Gaps in the number of friends and age between participants and their friends are
not significant.
Shared topical interests and specificity of close ties are associated with higher
feedback expectations. The fact that our weighted measure (WFS) is statistically
significant while the non-weighted measure (AUD(topic)) is not suggests that top-
ical specificity matters more for close ties than weaker ties. These elevated levels
of expectations can be explained by similarity/homophily to close ties or by the
fact that one is more likely to know the topical interests of her close ties.
Other relationship properties are strongly correlated with feedback expecta-
tions. Doubling the frequency of communication with a friend increases the odds
of a Like or a Comment expectation tremendously – by 5-17 times. The only ex-
ception to this general trend is for Likes on important posts, which can be seen in
the negative coefficient of the interaction term of tie strength and the post’s im-
portance in the Likes model (TS × Importance). An important post is associated
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Highschool
College
Acquaintances
Acquaintancesbest
Current city
Spouse
Hometown
Work
Child
Sibling
Collegebest
Close friends
Highschoolbest
Workbest
Close friendsbest
Last given Like
Parent
Hometownbest
Current citybest
Last received Like
Last given Comment
Last received Comment
0% 20% 40% 60% 80%
Expectation Comment Like
P(exp. | rel. type, ..., controls)
Figure 4.3: Probability of expecting a Like or a Comment from different social ties
(95% CIs). Xbest indicates the friend in social circle X that the participant most
frequently communicates with.
with slightly lower expectations from close ties, which shows that content mod-
erates expectation differently for Likes and Comments, and from different social
ties.
Figure 4.3 shows the impact of social structure on feedback expectations. The
figure shows how the probability of expectations (x-axis) changes for different types
of relationships (y-axis), when all other variables from Table 4.4 are held constant
at their mean value. Comment expectations are presented with green points and
Like expectations with blue triangles. For example, participants are about 80%
likely to expect a Like from the last person whom they gave a Comment to.
The results in Figure 4.3 highlight four important aspects of social structures:
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recency, geographical proximity, family ties, and close friendships. The appearance
of recently communicated friends at the top of the figure highlights the strong
association between recency and feedback expectations, even after controlling for
longer-term tie strength and a variety of other measures. In fact, the level of ex-
pectations for recently communicated friends is above and beyond close-family ties
and most frequently communicated friends in every other social circle. We then
see that the best friends from the current location (city or hometown) are asso-
ciated with higher expectations than many other social ties. Parents and siblings
are expected to Comment more than friends with similar Likes expectations, while
spouses are expected to Like more than friends with similar Comments expecta-
tions9. It is possible that lower expectations for Comments from spouses reveal a
preferences for face-to-face feedback over online communications in this case. Last,
we note that the best friend indicator variables were found significant in every
social group except Acquaintances, for whom people have lower expectations in
general. The significance of best friend variables demonstrates that the closest-ties
in most social circles have much higher feedback expectations, beyond what is ex-
pected based on the frequency of communication with them or any other factor
in our models. Therefore, we conclude that recent communication, geographical
proximity, family ties, and close friendships increase feedback expectations consid-
erably, even after controlling for individual differences, posted content, and other
relationship properties.
9The small number of spouses in our sample, 26, increases its confidence interval, but the
gap between Likes and Comments’ expectations is statistically significant with p < 0.001.
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4.5.2 Predicting friend-level expectations
Models that identify friend-level feedback expectations can help social network
sites evaluate how often people’s expectations from their friends are met, iden-
tify possible reasons for unmet expectations, and ultimately guide the design of
platforms to do better targeting and deliver more satisfying experiences to people.
Therefore, our goal in this section is to assess how well a predictive model can
identify friend-level expectations in practice.
We test different subsets of features from Table 4.4 in predicting the feedback
expectations from a particular friend, without distinguishing between Likes and
Comments for simplicity. Again, we use three different machine learning models
for predicting expectations (glmnet, gbm and SVM), this time for feedback from
a friend (Like or Comment) as reported in the Friends Grid.
Table 4.5 summarizes the results of 10-fold cross-validation of the best-
performing model for each feature-set. The baseline model obtains 60% AUC,
but simple demographic and activity information about people’s Facebook activ-
ity surpasses the baseline with 64% AUC. Then, including tie strength improves
the predictive ability considerably, from 64% to 75.8% AUC. The topical features
alone achieve 66% AUC (not in the table), but when added to the rest of the
features improve the predictive accuracy only marginally. A second considerable
increase in performance is obtained using information about the relationship type –
the AUC increases from 76% to closer to 81%, demonstrating that social structure
carries valuable information about expectations that is not captured by other vari-
ables. Last, subjective information about a person’s Connectedness and post-level
importance and intimacy only add little to the predictive ability of the model. It
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Friend exp. ∼ AUC P@R5 P@R50 P@R95
Baseline:
grid position
59.4
60.9
62.4
62.3
70.9
79.5
50.7
53.5
56.2
44.9
47.1
49.3
Demographics &
activity info.:
62.9
64.0
65.0
59.6
66.2
72.8
55.1
57.1
59.1
47.5
49.0
50.6
+ Tie strength
74.0
75.8
77.6
88.4
92.3
96.3
71.4
73.7
76.0
49.6
51.3
53.1
+ Topical similarity
and specificity
74.4
76.2
78.0
85.3
89.7
94.1
70.6
73.7
76.8
50.2
52.2
54.1
+ Social structure
79.7
80.7
81.8
92.3
95.8
99.4
77.7
80.1
82.5
51.3
53.6
56.0
+ self-reports:
Connectedness +
Post importance + Personal
79.8
81.3
82.7
91.4
96.3
100.0
78.0
81.1
84.2
51.9
54.8
57.7
Table 4.5: Predicting friend-level expectations for a Like of Comment using differ-
ent feature sets obtained using gbm. P@R stands for precision at different recall
levels of 5, 50 or 95 percent. Numbers above/below in each cell represent 95% CIs.
is possible that these self-reported variables encode little additional information
about friend-level expectations that is not captured by other variables.
Our predictive model outperforms the baseline and identifies friend-level expec-
tations with good accuracy (80%) using log data alone (no self-reported measures).
When the model is set to retrieve only half of the cases with expectations (recall
of 50%) it will correctly identify feedback expectations of held out individuals for
four out of five of their friends (80%). At this level of performance, social media
platforms can begin to estimate how well people’s expectations are met and explore
designs that improve people’s satisfaction from their online interactions.
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4.6 Fulfillment of Expectations & Connectedness
Finally, we analyze participants’ responses from the lagged survey to understand
the relationship between fulfillment of expectations and Connectedness (RQ4).
First, we examine the relation between two of the measures from the lagged survey:
Fulfillment of feedback expectation and Connectedness. Then, we establish that
feedback expectations carry valuable information about connectedness that is not
captured by the raw amount of feedback received or other measures.
Figure 4.4 shows a positive correlation between Connectedness and fulfillment
of expectations, as reported in the lagged survey. The measure of Connectedness
(y-axis) is presented using numerical values (1=very disconnected, 3=neither con-
nected nor disconnected, and 5=very connected) and the measure of Fulfillment of
expectations is presented on the x-axis. For example, people who reported receiv-
ing about the same amount of feedback as they expected averaged 3.86 on the 1-5
Connectedness scale.
The results in Figure 4.4 highlight an important relation between fulfillment
of feedback expectations and connectedness. The more feedback received relative
to expectations the more connected people feel to their Facebook friends: each
unit increase on the fulfillment of feedback expectations scale translates into an
addition 0.26 of connectedness. Overall, people move from 3-’neither connected
nor disconnected’ when their expectations are far from being met closer to 5-’very
connected’ when their expectations are exceeded considerably.
We ran an additional control survey to rule out the possibility that the response
on the Connectedness question, which appeared first, may affected the response on
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3.5
4.0
4.5
1-Far fewer 
than expected
3-About what
I expected
5-Far more
than expected
How did the feedback received so far match your expectations?
How connected do you feel to your Facebook friends?
   Conn ~  Estimate Std. err
   Intercept  3.86*** 0.06
   Exp. match 0.26*** 0.01
   *** p < 2e-16, R^2 = 0.05
Figure 4.4: Responses from 24h lagged survey about fulfillment of expectations
(x-axis) and feeling connected to Facebook friends (y-axis) with 95% CIs.
fulfillment of expectations question. In the control survey we omitted the Connect-
edness question, and found no significant difference in the distribution of responses
to the fulfillment of expectations question (χ2 = 5.56, df = 4, p-value = 0.23).
Therefore, we conclude that there is no evidence of a priming effect between the
two measures.
Next, we establish that knowledge of feedback expectations provides valuable
information that is not captured otherwise. In particular, we show that neither
the feedback on the particular post nor the feedback on previous posts can better
explain connectedness than knowledge about people’s expectations. We do so by
using both linear and non-linear regression models to predict the Connectedness
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people reported in the lagged survey. Our goal is not to perfectly explain Con-
nectedness, which is a complex social and psychological construct, but rather show
that expectations carry important additional information that is not captured by
past (or present) feedback.
We calculate three different measures of feedback and compare them to the
single measure of Fulfillment of expectations from the lagged survey. First, for
simplicity, we combine the Likes and Comments into a single measure of Weighted
Feedback: WF = Likes + 5 × Comments that gives more weight to comments
since they are more rare10. WF is based on the Likes and Comments received on
a single post in the 24 hours after posting, similar to timing of our lagged survey.
We then compute the percentile of WF relative to the distribution of all posts in
our log data (denoted as WF glbl) or the individual’s previous posts (denoted as
WF indv). Since our measure of fulfillment of expectations implicitly incorporates
knowledge of the friends network, we include the friend count of the individual
both as a separate predictor and as an interaction term with the WF measures.
Table 4.6 shows separately the predictive power of received feedback, fulfillment
of expectations, and the combination of actual feedback and expectations. For ex-
ample, the model that uses received WF on the post and friend count to predict
Connectedness achieves 55% area under the curve (AUC) using linear regression
and 55.5% using SVM. The measure of fulfillment of feedback expectations is the
single strongest predictor for Connectedness (with 58.8% AUC), outperforming
models using the actual feedback (WF ), feedback relative to the global distri-
bution (WF glbl), and a personalized measure of feedback (WF indv). These results
demonstrate that knowledge about expectations is valuable for important concepts
like Connectedness, and cannot be simply substituted by feedback information.
10other weighting of comments did not change the results significantly
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AUC
Connectedness ∼ Linear Regression SVM
Random answer 50.0% 50.0%
log(1 + WF )× log(#Friends) 55.0% 55.5%
WF glbl × log(#Friends) 55.0% 55.8%
WF invd × log(#Friends) 54.4% 55.3%
Fulfillment of expectations 58.8% 58.8%
All of the above 61.0% 62.7%
Table 4.6: The predictive power of feedback and expectation using linear regres-
sion and SVM. Fulfillment of expectations is the single strongest predictor for
Connectedness with 58.8% AUC, only second to the model that uses feedback and
expectations jointly.
4.7 Discussion
In this chapter, we complemented survey responses with log data to better un-
derstand people’s expectations for feedback. We have shown that having one’s
feedback expectations met is important to feeling connected to one’s friends on
Facebook. We also presented a nuanced view of how those expectations are shaped.
We showed that whether a participant expected a post to receive more feedback
than usual depends on the importance, intimacy, and the content of the post. This
expectation also depended on the characteristics of the individuals themselves:
their age and gender, as well as how long they had been active on Facebook. Fur-
thermore, we demonstrated how the expectation for feedback from a particular
friend varies depending on tie strength, recency of communication, geographical
proximity, relationship type, and the relative strength of relationship within the
social group it is embedded in.
In addressing our first two research questions we found supporting evidence that
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links some characteristics of individuals and posts to higher than usual feedback ex-
pectations. The subjective importance and intimacy of posts were the two strongest
content properties associated with higher than usual feedback expectations. The
result about intimacy of content is in line with self-disclosure literature [12, 213],
which showed that people seek more social validation when broadcasting to many
friends. Greater desire for social validation could also lead to increased feedback
expectations. The fact that both the importance and intimacy were significant for
post-level expectations highlights the need to better understand these important
concepts. Future work could investigate what properties of the content (e.g. lan-
guage, topics, etc.) makes a post subjectively more important. Similarly, future
research can investigate the mechanisms behind some of the individual differences
we found in feedback expectations on a post. For example, higher feedback expec-
tations of older adults can be due to building stronger ties over time or because
expectations are less calibrated.
As for expectations from specific friends (RQ3), we provided a nuanced view
that integrates tie strength and social structure. Recent communicators are asso-
ciated with the highest feedback expectations. Gilbert and Karahalios showed the
importance of recent communications in the prediction of tie strength [94], but
the considerable effect of recent communications on feedback expectation was not
shown before. We also found a more nuanced preference for Comments over Likes
that depends not only on tie strength but also on social structure. For example,
spouses and best workplace friends have relatively low commenting expectations
despite being strong ties, which perhaps reveals an expectation of face-to-face
communications from these friends. These results add to the findings of Burke and
Kraut about different communication preferences for strong and weak ties [38].
Finally, the best friends in each social group have higher expectations associated
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with them, even after controlling for their tie strength, social structure, and all
other properties included in our models. Taken together, these results provide a
glimpse into the complex and inter-connected nature of expectations from different
social ties.
We also found that the fulfillment of expectations on a single post has a sizable
effect on how connected people feel to their friends (RQ4), and that this effect is
not fully captured by information about feedback alone. This finding confirms that
for one important outcome, people’s sense of connected to their friends, the gen-
eral framework of expectations does indeed help in understanding people’s attitude
better than any other measure in our models. Moreover, this result highlights one
potential mechanism, fulfillment of expectations, through which social media use
contributes to one’s subjective well being (as found in other studies [41, 77]). We
emphasize, however, that the correlation we found between fulfillment of expecta-
tion and Connectedness does not warrant a causal relation (despite our additional
control survey). The experimental evidence in the literature (e.g. [192]) leads us
to believe that fulfillment of expectations does indeed affect Connectedness, but
further work is needed to establish a causal link.
Feedback expectations are not only important, but also predictable, which paves
the way for studying how expectations can be incorporated in social systems. Our
models identified feedback expectations for posts with good accuracy. The predic-
tion of expectations for a representative sample of friends (rather than the stratified
sample used in our study) is likely to attain even higher accuracy due to the higher
proportion of weak ties that are likely to have no feedback expectations associated
with them. However, it remains an open question whether systems should adapt
to posters’ expectations, and if so, to what extent. How can the prediction of
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feedback expectations be used to improve the experience for both the person cre-
ating the content and their friends? Is content associated with higher-than-usual
feedback expectations more likely to be interesting to a wider range of a person’s
friends? How does the fulfillment of expectations on one post affect expectations
on subsequent posts? And if having one’s feedback expectations met correlates
with a greater feeling of connectedness, would understanding one’s audience [17]
be helpful? We leave these and other questions for future work.
4.7.1 Limitations and future work
Despite our attempts to capture feedback expectations as accurately as possible,
our study design has several limitations. People may have different interpretations
for expectations, which may vary from the bare minimum of feedback that would be
“enough” to desires and hopes. Moreover, directly asking people about expectations
may elicit expectations that did not exist before taking the survey and may not
always be well-calibrated. In addition, the length and complexity of surveys led us
to rely on single-item measures, which are generally less reliable than multiple-item
measures. As noted earlier, our findings are based on observational analysis, which
cannot infer causality.
There are several remaining gaps that would be fruitful avenues for future re-
search. First, our work identified many important factors for feedback expectations
that are worthy of further investigation. For example, how does age contribute
to feedback expectations? why do males have higher expectations from specific
friends? does the impact of recent communications on expectations stem from
memory mechanisms or reciprocity? Second, our surveys focused on a single post
at a certain point in time. Therefore, it is not yet clear how expectations evolve
156
over time, and whether people’s expectations and feedback received on prior posts
influence expectations on any subsequent post. In addition, our surveys merely
asked people about the existence of Like and Comment expectations, which do
not capture the full range of possible responses11. For example, people may expect
supportive comments from some friends, sarcastic replies from others, and more in-
formative responses from acquaintances. Our work also identified potential value in
developing language models that would better capture the subjective importance
and intimacy of posts.
Our results may not accurately represent expectations in other populations,
forms of media, and platforms. While the general framework of expectations was
shown to be relatively universal [31], the concrete expectations people have may
be specific to a certain culture, language, or community. Even within the popu-
lation of people on Facebook, the stratified sample of friends we used may not
accurately represent the entire friends network, especially in cases where people’s
profile information is incomplete. In addition, sharing other forms of media, such as
photos, videos or mixed-media content, may be associated with other factors that
affect expectations. Finally, different social networks bring about different social
dynamics and with it varied feedback expectations. For example, if people share
more public content on Twitter then expectations for may perhaps shift towards
Retweets rather than Likes. While some variables in our models are Facebook-
specific, we believe that categories we developed in this work and their relation
to feedback expectations will generalize to other social network sites. That being
said, the current work only looked at one social media site, at one point in time,
and surveyed a tiny fraction of the people on Facebook. We look forward to other
11Our study was conducted before the introduction of Facebook Reactions, which are an
extension of Likes.
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works that would utilize our survey design and conceptual framework to contrast
our findings with those from other social media platforms.
4.7.2 Conclusion
This chapter demonstrated that feedback expectations vary considerably across
people, posts, and interpersonal relationships. Higher than usual feedback expec-
tations on a post are linked to the characteristics of the post (importance, intimacy,
and content), individual (age, gender, activity on Facebook), and past Comments.
Neither the length of posts nor the sentiment of posts were found significantly cor-
related with feedback expectations. People have higher expectations from closer
ties in general, but these are moderated by recency of interactions, geographical
proximity, relationship type, and close friendships. Moreover, we found that the
fulfillment of expectations is associated with feeling more strongly connected to
friends, thus potentially contributing to individuals’ well being. Last, our predic-
tive models can estimate people’s expectations with good accuracy, which paves the
way for future research into the benefits and limitations of integrating expectations
in social systems.
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DISCUSSION AND CONCLUSION
This dissertation used a computational approach to study the attention people
pay to online systems. We described the wealth of online information individuals
are facing today and the importance for information systems to facilitate more effi-
cient use of attention in the future. We studied people’s attention to online systems
both in lab and in real world settings, and using a variety of research methods.
We outlined ways to measure attention of individuals online and investigated the
factors that affect it in two key domains for online activity: news and social me-
dia. Both domains offer an abundance of information at the present time that is
likely to increase in the future as more people get online and the world becomes
more densely connected. Our measures and methods were designed to deal with
the large heterogeneous population of Internet users, and provide concrete ways for
information systems to better support the attention millions of people pay online
every day.
We discuss next the key findings of each part of this dissertation, how sys-
tems can utilize these findings, and the important directions for future research to
expand our work.
4.7.3 Attention in Online News
The first part of this dissertation focused on attention in reading online news
articles. Chapter 1 investigated a simple, yet often overlooked, measure of scroll
depth as a proxy for reading of news, and examined the factors that affect it. We
found that articles’ reading depth is predictable with good accuracy even before
publication, and that the length of articles is the single strongest predictor of
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reading depth. Shorter sentences, positive and consistent sentiment, and longer
quotes are associated with longer reading depths as well as authors’ past success in
engaging readers and deeper reading shortly after publication. The second chapter
extended Chapter 1 by eliminating some of the assumptions about when people
read. The chapter developed a measure for sensing whether a person is reading
in-depth, skimming, or not reading a paragraph and outline a model for learning
from non-invasive traces of user interaction with news articles online together with
a smaller set of labeled examples. Our findings in Chapter 2 show that there is
a natural order in the amount of time spent on paragraph where not reading
requires little or no time, skimming require more time, but less than reading in-
depth. Skimming is more strongly associated with scrolling and reading in-depth
with more mouse movements while a paragraph is in full view.
Our work on online attention to news has implications for the design of sys-
tems for news, and potential for improving journalism online. The simple measure
of reading depth described in Chapter 1 and the more granular measure developed
in Chapter 2 can both be easily integrated into recommendation systems for news.
The additional information about reading gleaned from user interactions can lead
to improvements in the accuracy of recommendations, similar to other post-click
measures [56, 102, 125, 145, 229]. In addition, accurately predicting how far people
will scroll in news articles can be useful for dynamic loading of content and adver-
tisement, reducing load times of articles, improving resource allocation, and giving
more accurate accounting of exposure to ads. For journalists, the measures we de-
veloped can provide a better view into the ways readers interact with their content.
Accurate predictions about reading at the sub-document level enables research on
the language properties, at the level of paragraphs, that impact individuals’ de-
cisions to continue reading or leave the page. At a deeper level, this line of work
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could eventually transform some of the basic assumptions of journalists about how,
where and why readers read different types of articles and writing styles. Of course,
more granular information about reading could be abused to increase time spent
on articles, but we hope that such tools would bring enough value to publishers
that they would be used for good. We discuss this concern more fully below when
considering the role of academic research in studying online attention more broadly.
Another promising direction for future work to investigate is the development
of more intelligent and adaptive systems for online news. Accurate models for
estimating when people read and whether they will continue reading paves the way
for more dynamic interfaces and interventions that better support readers’ goals.
For example, dimming non-essential page elements while a person is deeply engaged
in reading could be beneficial for readers in very much the same way that deferring
notifications was found useful against interruptions [108]. Another approach could
focus on skim reading, which is more common in digital settings [147], and design
tools for more efficient skimming of content. For example, an enhanced progress
bar that presents key inflection points in an article can enable readers to quickly
navigate between sections when they lose interest in a section, but still get the gist
of the article.
4.7.4 Attention in Online Social Settings
The second part of the dissertation examined two complimentary aspects of atten-
tion in online social settings. Chapter 3 developed within-subject methodology for
studying how individuals’ attention and behavior changes when posting on social
media. We found a distinct patten of attention change that starts as early as six
hours before posting and lasts from more than 12 hours. People start more active
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even before posting on Facebook, but further expand the number of times they
visit Facebook, read more stories on it, and interact with friends after posting.
Chapter 4 examined the expectations of people who post on social media to get
the attention of their friends. Using two large online surveys together with log data
analysis, we found that having feedback expectations met is important for feeling
connected to friends. We presented a nuanced view of how expectations depend
on the importance, intimacy, and other properties of posted content as well as
the characteristics of individuals and their relationships to friends. Chapter 4 also
demonstrated that people’s expectations for specific posts and specific people are
predictable with good accuracy. Taken together, the findings in both parts offer
implications for the design of information systems as we describe next.
The findings in Chapters 3 and 4 about changes in attention in different social
circumstances could be used to better adapt recommendation of social content
depending on the context of user actions, the characteristics of individuals, their
friends network, and the communicated content. In particular, our work on at-
tention expectations in Chapter 4 provides accurate models for identifying posts
and specific friends of the ego that are associated with higher than usual feedback
expectations. This information about expectations of people sharing content on so-
cial media can readily integrated into social recommendations. Together with the
findings about reciprocity in the exchange of feedback, recommendation systems
can differently value feedback from specific friends of the ego and compare to the
ego’s expectations. Aside from recommendations, we found large-scale evidence
that people attend more to Facebook and to content on it even before posting,
which opens the possibility to design nudges for contribution and better adapt to
interface for people’s needs.
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Our work on attention in social settings can be extended in several ways. Pre-
vious research as well as this dissertation work showed that individual differences,
and differences in content and context affect how people pay attention [1,48,138].
Future work could expand this line of work by studying additional populations,
broader range of online content and media types, and consider other platforms. An-
other avenue of research could investigate how attention modulates behavior. For
example, experimental evidence showed that additional feedback on social media
post leads to giving more feedback to others and continued posting [74]. How-
ever, the mechanisms through which attention govern these behavior changes are
not yet well understood. Furthermore, it is import to carefully study the down-
stream impact of recommendations in social settings for all relevant parties. Our
work in Chapter 4 on feedback expectations of people posting on Facebook pro-
vides one pragmatic approach to incorporating expectations in recommendations,
but the balancing between producers and consumers, and the long-term impact of
fulfilling people’s expectations must be studied as well. Finally, there is a lot of
potential for research on identifying cases where more social attention is not neces-
sarily good and mitigate the negative consequences. For example, if systems could
identify harmful content such as bullying or hate speech (automatically or not),
the attention paid by affected parties could guide interventions that go beyond the
mere removal of content after the effect. Future research could explore effective
ways to reduce the harm for those exposed to the harmful or offensive content.
Another important avenue of future research that emerges from both parts of
this dissertation is the need to connect online attention research with work on inter-
ruptions. In essence, interruptions are the stimuli that fragments people’s attention
to a main task [24]. Similar to prior work on attention, studies on interruptions in
computer-mediated environments are mostly based on self-reported measure, and
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small-scale experimental or in situ studies [150–152,222]. Studying interruptions in
organic settings and at large scale can advance both the research on interruptions
and on attention online. The challenges, of course, of studying interruptions in
the “field” are many: interruptions many come in a variety of oﬄine and online
channels, they are task-specific, subjective, and sometimes are actually beneficial
for individuals [112]. Nevertheless, we believe that future work could help systems
become more aware of times where interruptions are more welcome, and respect
times where focused attention is needed.
General Guidelines and Considerations
This dissertation opened by emphasizing the importance of attention research in
an era of information overload, and continued to describe studies in particular
domains that we deemed as most impactful. Here, we expand the discussion to
consider research on online attention more broadly. We underline that more work
is needed to expand the development of generalizable constructs for individuals’ at-
tention online, and argue for the use of mixed methods in semi-supervised learning
models. We make the case for using computational methods to study the impact
systems have on human attention and vice versa, and emphasize the role of aca-
demic research in putting users’ needs first.
The lens of attention enabled us to examine the interactions of individuals
with online systems in two very different domains. By abstracting the targets of
attention and the mechanisms for attending to them we were able to find inter-
esting patterns in attention paid online. The context of the domain in each study
together with a detailed description of variables being measured allowed us to
convey the meaning of the particular aspect of attention being investigated. This
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approach aligns closely with the approach championed by cognitive psychologist
Harold Pashler, who famously said “No one knows what attention is” and there-
fore each study needs to define it precisely12 [181]. Nonetheless, a lack of more
general definitions for attention online does not imply that such definitions should
not exist. Developing user-centered, generalizable constructs for thinking about
attention online can provide a framework that applies to a wide range of systems.
The measures and methods developed in this dissertation can contribute to the
emergence of more general constructs for discussing attention in online settings.
In terms of methodology, we would like to see more research using mixed meth-
ods, particularly in semi-supervised learning setting, in the study of online atten-
tion. The use of surveys and experiments together with observational data analy-
sis can capitalize on the strengths of these methods while compensating for their
weaknesses in studying individuals’ attention online. Lab studies and surveys are
relatively limited in their ability to reach large and diverse populations, but can
provide in-depth view of the studied phenomena and more interpretable results.
Large scale experiments are possible online, but as previously mentioned in the
introduction, have high costs and are facing growing public scrutiny over ethical
concerns of informed consent [103,130,208]. Quantitative methods using large scale
observational data can capture more of variety of real world online actions, but
provide relatively little interpretability with respect to the measures used and the
causes behind them. Chapters 1 and 3 pushed the boundary in terms of using
quantitative methods for learning about attention from large scale observational
datasets alone, but clearly provide less interpretable results compared to Chap-
12The other extreme is represented by the reductionism of William James’s “Everyone knows
what attention is”, which requires little definition and plays down the complexity of attention as
a perceptual phenomena.
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ters 2 and 4, which coupled observational data with survey and experimental data.
Because attention is complex and not directly observable cognitive process it is
important to ground the findings based on well understood measures. The semi-
supervised approach laid out in Chapter 2 is particularly apt for using a small
amount of supervision to learn potentially more representative patterns of atten-
tion to content in the “wild”. For these reasons we believe that semi-supervised
approaches based on data obtained through multiple research methods represent
the best of both worlds and should be more common in the study of online atten-
tion.
This dissertation took an impartial view with respect to the direction in which
people’s attention should change. In other words, the work took place without a
predisposition of whether people should pay more or less attention in each partic-
ular context. For example, our work on reading in online did not hold the position
that people should read more or less of news articles, and instead focused on issues
of measurement and identification of the factors affecting attention. We believe
that this stance is reasonable in a relatively new research domain, where there
are many confounding factors to consider. However, this approach does not nul-
lify, and in fact supports, a more critical view of the interdependency between
online systems and human attention. For example, a longitudinal study could use
our measure of reading depth from Chapter 1 to find trends in people’s reading
over time and investigate the technological factors behind these trends. Similarly,
it remains an open question how online systems should account for individuals’
attention. Herding effects similar to the one described by Muchnik et al. could
lead recommendation systems to unevenly increase exposure to content items of
similar quality [167]. Therefore, there is room for future work to investigate the
systems-induced impacts on people’s attention and the effect human attention has
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on systems.
More work on attention and dissemination of information (news content in par-
ticular), is needed now more than ever before. The digital revolution and the rise of
social media platforms have disrupted the business model of journalism, weakened
the institutions providing news coverage, and led to a proliferation of unreliable
sources. These conditions provide fertile ground for the spread of misinformation
and disinformation13, which undermine one of the foundations of open and demo-
cratic society. While the extent to which platforms should combat misinformation
is being debated, it is clear that information systems should not give an advantage
to false and dubious news content [129, 166]. Since the spread of misinformation
requires individuals’ attention in somewhat similar ways to Clickbaits, it is possible
that better attention measures could help detect some forms of misinformation and
allow systems to slow down its spread by devaluing it in recommendations. In ad-
dition, better measures of attention could strengthen news organizations and help
them identify more avid readers and learn more accurate descriptions of readers’
interests. More broadly, individual-level data about exposure to content on and off
social media could prompt a comprehensive analysis of the relationship between
online attention and dissemination of information.
Going forward, more academic research on attention online is needed in a field
that is dominated by companies, which own most exposure data and have strong
business incentives to attract attention to their platforms. Private and public In-
ternet companies now hold the vast majority of data about individuals’ exposure
to information. Internet services often provide valuable services to users at no cost,
with the service being ad-supported. The reliance on advertisement creates a strong
financial incentive for platforms to keep their users engaged for longer periods of
13https://www.cjr.org/analysis/breitbart-media-trump-harvard-study.php
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time and display more ads, which does not necessarily align with users’ interests.
Limiting the amount of interruptions (e.g. through notifications) can enhance indi-
viduals’ task-completion [150], but directly compete with companies’ objectives to
sell more ads. More implicitly, if recommendations systems are optimized for time
spent, certain types of content will prevail, as argued earlier in this dissertation.
For example, a story told as a series of cliffhangers may keep people engaged for
longer periods of time, but takes away some of the agency of individuals to choose
early and informatively what content to consume. Tristan Harris, the founder of
Time Well Spent14 and previously Design Ethicist at Google, wrote in an essay last
May “The ultimate freedom is a free mind, and we need technology to be on our
team to help us live, feel, think and act freely”15. The public has little visibility
into the aggregate effect of systems on our attention, but researchers and com-
puter scientists in particular are well equipped to study this intricate relationship.
Therefore, we believe that one of the most important roles for academic research
on online attention going forward is to enable platforms to consider short- and
long-term needs of users more fully.
Conclusion
In summary, this dissertation used a computational perspective to the study of
individuals’ attention online. We focused on two domains where the abundance of
information is particularly acute, and where systems can have a large impact in
improving the use of attention for millions of people. We developed new measures
for quantifying attention and new methodology to determine the factors affecting
14http://www.timewellspent.io
15https://goo.gl/AU1QAF
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attention online. We provided concrete ways for information systems to consider-
ing human attention more fully and take into account more properties of content
and context of individuals actions. In an interview with Nicholas Carr, the devel-
opmental psychologist Maryanne Wolf said about reading: “We are not only what
we read, we are how we read” [45]. The same applies to attention more broadly
– we are what we pay attention to, and how we pay attention. In that sense, this
dissertation advanced the ability of information systems to enable us to be our
better selves.
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