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Abstract
This paper proposes a new nonlinear vector autoregressive (VAR) model referred
to as the Gaussian mixture vector autoregressive (GMVAR) model. The GMVAR
model belongs to the family of mixture vector autoregressive models and is de-
signed for analyzing time series that exhibit regime-switching behavior. The main
di¤erence between the GMVAR model and previous mixture VAR models lies in
the denition of the mixing weights that govern the regime probabilities. In the
GMVAR model the mixing weights depend on past values of the series in a spe-
cic way that has very advantageous properties from both theoretical and practical
point of view. A practical advantage is that there is a wide diversity of ways in
which a researcher can associate di¤erent regimes with specic economically mean-
ingful characteristics of the phenomenon modeled. A theoretical advantage is that
stationarity and ergodicity of the underlying stochastic process are straightforward
to establish and, contrary to most other nonlinear autoregressive models, explicit
expressions of low order stationary marginal distributions are known. These theo-
retical properties are used to develop an asymptotic theory of maximum likelihood
estimation for the GMVAR model whose practical usefulness is illustrated in a bi-
variate setting by examining the relationship between the EURUSD exchange rate
and a related interest rate data.
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1 Introduction
The vector autoregressive (VAR) model is one of the main tools used to analyze economic
time series. Quite often, the VAR model is assumed linear, although both economic
theory and previous empirical evidence may suggest that a nonlinear VAR model could
be more appropriate (for a comprehensive treatment of linear VAR models, see Lütkepohl
(2005)). So far, the majority of previous studies on nonlinear VARmodels have considered
stationary (or stable) time series which will also be the focus of this paper.
Various threshold and smooth transition VAR models have been among the most pop-
ular nonlinear VAR models (see, e.g., Tsay (1998) and Hubrich and Teräsvirta (2013)).
From a statistical perspective, threshold and smooth transition VAR models are distinc-
tively models for the conditional expectation of a time series given its past history, with
the conditional expectation being specied as a convex combination of conditional ex-
pectations of two or more linear VAR models (sometimes also the conditional covariance
matrix has been time varying). The weights of these convex combinations (typically)
depend on past values of the time series and di¤erent models (threshold, logistic smooth
transition, etc.) are obtained by di¤erent specications of the weights.
Another popular nonlinear VAR model is the Markov switching VAR (MS-VAR)
model. This model is designed to describe time series that switch between two or more
regimes with each regime having the dynamics of a linear VAR model. In most appli-
cations, the regime switches are determined by a latent indicator variable that follows a
time-homogeneous Markov chain with the transition probabilities depending on the most
recent regime but not on past observations (see, e.g., Krolzig (1997) and Sims, Waggoner,
and Zha (2008)). More general time-inhomogeneous MS-VAR models, where the transi-
tion probabilities depend both on the most recent regime and on past observations, have
also been considered (see, e.g., Ang and Bekaert (2002)). These more general alterna-
tives have received less attention, however, presumably due to their rather demanding
estimation.
In this paper, we are interested in so-called mixture VAR (MVAR) models. These
models can be viewed as special cases of general time-inhomogeneous MS-VAR models
from which they are obtained with suitable parameter restrictions. They di¤er from the
commonly used time-homogeneous MS-VAR models in that the transition probabilities
do not depend on the most recent regime, but instead on past observations. An equivalent
formulation of MVAR models (explaining the nomenclature mixture) is to specify the
conditional distribution of the process as a mixture of (typically) Gaussian conditional
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distributions of linear VAR models. Thus, the conditional distribution is a convex combi-
nation of Gaussian distributions and, similarly to threshold and smooth transition VAR
models, di¤erent models are obtained by di¤erent specications of the mixing weights
(often assumed to be functions of past observations). Various mixture type time series
models have received considerable attention in the statistics and engineering literature
where they have been found exible tools in describing time varying dynamics and, com-
pared to general (time-inhomogeneous) Markov switching models, they are relatively easy
to estimate. Univariate mixture autoregressive models were introduced by Le, Martin,
and Raftery (1996) and further developed by Wong and Li (2000, 2001a,b) (for further
references, see Kalliovirta, Meitz, and Saikkonen (2013)). Various extensions to the vec-
tor case with economic applications involving ination, interest rates, stock prices, and
exchange rates have been presented by Lanne (2006), Fong, Li, Yau, and Wong (2007),
Bec, Rahbek, and Shephard (2008), and Dueker, Psaradakis, Sola, and Spagnolo (2011).
In this paper, we consider a new mixture VAR model referred to as the Gaussian
mixture vector autoregressive (GMVAR) model. This model is a multivariate generaliza-
tion of a similar univariate model introduced in Kalliovirta et al. (2013). The specic
formulation of the GMVAR model turns out to have very convenient theoretical implica-
tions (the following introductory discussion will be made more precise in the subsequent
sections). To highlight this point, rst recall a property that makes the stationary linear
Gaussian VAR model di¤erent from most, if not nearly all, of its nonlinear alternatives,
namely that the probability structure of the underlying stochastic process is fully known
and can be described by Gaussian densities. In nonlinear VAR (and also nonlinear AR)
models the situation is typically very di¤erent: the conditional distribution is known by
construction but what is usually known beyond that is only the existence of a stationary
distribution and niteness of some of its moments. In the GMVAR model, stationarity of
the underlying stochastic process is a simple consequence of the denition of the model.
Moreover, letting p denote the autoregressive order of the model (see Section 2), the sta-
tionary distribution of p + 1 consecutive (vector valued) observations is known to be a
mixture of multivariate Gaussian distributions with constant mixing weights and known
structure for the mean and covariance matrix of the component distributions, whereas
the conditional distribution is a multivariate Gaussian mixture with time varying mixing
weights. Thus, similarly to the linear Gaussian VAR model, and contrary to (at least
most) other nonlinear VAR models, the structure of stationary marginal distributions
consisting of p+ 1 observations or less is fully known in the GMVAR model.
A major aim of any multivariate regime-switching model is to characterize the (poten-
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tially) state-dependent dependence structure of the data generation process and the inter-
relationships between the variables modeled. Di¤erent economically meaningful regimes
can often be associated with di¤erent states of economic variables, such as high or low
level of ination, interest rate, or asset return. An appealing feature of the GMVARmodel
is that the mixing weights depend on past values of the series in a way which enables the
researcher to associate di¤erent regimes with specic characteristics of the phenomenon
modeled. Moreover, the specic form of the mixing weights in the GMVAR model allows
switches between regimes to depend not only on, say, the level of past observations, but
on their entire distribution. Thus, in addition to regime switches taking place in periods
of high/low levels of the considered series, the GMVAR model can also allow for regime
switches taking place in periods of high/low variability, or high/low temporal dependence,
and combinations of all these. These convenient features are illustrated in our empirical
example, which also demonstrates promising forecasting power of the GMVAR model.
The plan of the paper is as follows. Section 2 discusses general mixture VAR models.
Section 3 introduces the new GMVAR model, discusses its theoretical properties, and
develops an asymptotic estimation theory, establishing the consistency and asymptotic
normality of the maximum likelihood estimator. Section 4 presents an empirical example
with exchange rate and interest rate data, discusses issues of model building, and compares
the forecasting performance of the GMVAR model to other linear and nonlinear VAR
models. Section 5 concludes, and an Appendix contains some technical derivations. A
Supplementary Appendixcontains additional material omitted from the paper.
Finally, a word on notation. We use vec (A) to denote a column vector obtained by
stacking the columns of the matrix A one below another. If A is a square matrix then
vech (A) is a column vector obtained by stacking the columns of A from the principal
diagonal downwards (including elements on the diagonal). The usual notation A 
 B is
used for the Kronecker product of the matrices A and B. To simplify notation, we shall
write z = (z1; : : : ; zm) for the (column) vector z where the components zi may be either
scalars or vectors (or both). For any scalar, vector, or matrix x, the Euclidean norm is
denoted by jxj.
2 Multivariate mixture autoregressive models
Let yt (t = 1; 2; : : :) be the ddimensional time series of interest, and let Ft 1 denote the
algebra generated by past yts. In a general multivariate mixture autoregressive model
the conditional density function of yt given its past, f( j Ft 1), is specied as a mixture
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of multivariate normal densities1 or, specically,
f(yt j Ft 1) =
MX
m=1
m;t (2)
 d=2 det (
m)
 1=2 exp
n
 1
2
 
yt   m;t
0

 1m
 
yt   m;t
o
; (1)
where the mixing weights m;t are Ft 1measurable and satisfy
PM
m=1 m;t = 1 (for all t).
Furthermore, the covariance matrices 
m are assumed positive denite and the conditional
means m;t are dened by
m;t = m;0 +
pX
i=1
Am;iyt i; m = 1; : : : ;M; (2)
where the parameters m;0 and Am;i are of dimensions d  1 and d  d, respectively.
The unknown parameters introduced in these equations are collected in the vectors
#m = (m;0;m; m) with m = (vec(Am;1); : : : ; vec(Am;p)) and m = vech (
m) (m =
1; : : : ;M). (By replacing p in (2) with pm, di¤erent autoregressive orders in the compo-
nent models can be allowed for.) Once the mixing weights m;t are specied, equations
(1) and (2) dene a mixture of vector autoregressions. Of the specic previous proposals,
Fong et al. (2007) consider constant mixing weights, that is, m;t = m, whereas Bec et al.
(2008) study a two component model (M = 2) with time-varying mixing weights specied
via a logistic function (cf. the univariate model of Wong and Li (2001b)). Time-varying
mixing weights have also been proposed by Dueker et al. (2011), whose proposal will be
discussed in more detail in the next section where we introduce our choice for the mixing
weights.
The model (1)(2) can also be expressed in a di¤erent format. Let Pt 1 () signify the
conditional probability of the indicated event given Ft 1, and let "t (d 1) be a sequence
of independent standard multivariate normal random vectors ("t  NID (0; Id)) such
that "t is independent of fys; s < tg. Furthermore, let st (t = 1; 2; : : :) be a sequence of
(unobserved) random vectors with dimension M and components st;1; : : : ; st;M such that
for each t, exactly one of the components st;1; : : : ; st;M takes the value one and others
equal zero, with conditional probabilities Pt 1 (st;m = 1) = m;t, m = 1; : : : ;M , and such
that, conditionally on Ft 1, st and "t are independent. Now yt can be expressed as
yt =
MX
m=1
st;m(m;t + 

1=2
m "t) =
MX
m=1
st;m
 
m;0 +
pX
i=1
Am;iyt i + 
1=2m "t
!
: (3)
1As the model we propose in Section 3 assumes that the conditional distributions of the mixture are
Gaussian, we consider this case also here, although other distributional assumptions could be entertained.
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This formulation suggests that the mixing weights m;t can be thought of as probabilities
that determine which one of the M VAR components of the mixture generates the next
observation.
To gain further insight into multivariate mixture autoregressive models, note that the
conditional mean and covariance matrix of yt given Ft 1 can be expressed as
E[yt j Ft 1] =
MX
m=1
m;tm;t =
MX
m=1
m;t

m;0 +
pX
i=1
Am;iyt i

(4)
and
Cov[yt j Ft 1] =
MX
m=1
m;t
m +
MX
m=1
m;t

m;t  
MX
n=1
n;tn;t

m;t  
MX
n=1
n;tn;t
0
: (5)
These expressions are straightforward consequences of (1)(2) or (3) and apply to any
specication of the mixing weights m;t. Note that the latter component in the conditional
covariance matrix implies that yt exhibits conditional heteroskedasticity even when the
covariance matrices 
m, m = 1; : : : ;M , are identical.
3 GaussianMixture Vector Autoregressive (GMVAR)
model
3.1 Denition
The GMVAR model is based on a particular choice of the mixing weights m;t in (1). This
choice is similar to that used by Glasbey (2001) and Kalliovirta et al. (2013) in a univariate
setting. In order to dene these mixing weights we rst use the parameters m;0, Am;i,
and 
m (see (1) or (3)) to dene the M auxiliary linear Gaussian VAR processes
m;t = m;0 +
pX
i=1
Am;im;t i + 
1=2m "t; m = 1; : : : ;M;
where the coe¢ cient matrices Am;i are assumed to satisfy
detAm (z) = det

Id  
pX
i=1
Am;iz
i

6= 0 for jzj  1, m = 1; : : : ;M: (6)
This condition implies that the processes m;t (d 1) are stationary and that each com-
ponent model in (3) satises the usual stationarity condition of a linear VAR model.
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Properties of these auxiliary Gaussian VAR processes m;t are well known. To summa-
rize these, form the vector m;t = (m;t; : : : ; m;t p+1) (dp 1) and denote 1p = (1; : : : ; 1)
(p1). The mean vector of m;t (m = 1; : : : ;M) equals 1p
m where m = A 1m (1)m;0.
For each m = 1; : : : ;M , the covariance matrix of m;t, denoted by m;p, has the familiar
form of being a dpdp symmetric block Toeplitz matrix with  m;0 = Cov[m;t; m;t] along
the main diagonal,  m;i = Cov[m;t; m;t i], i = 1; : : : ; p   1, on the diagonals above the
main diagonal, and  m; i =  0m;i, i = 1; : : : ; p  1, on the diagonals below the main diago-
nal. As is well known (see, e.g., Lütkepohl (2005, eqn. (2.1.39))), the matrix m;p can be
expressed as a function of Am;i, i = 1; : : : ; p, and 
m, and hence of the parameters m and
m. With this notation, the density function of the random vector m;t (m = 1; : : : ;M)
can be written as
ndp (m;t;#m) = (2)
 dp=2 det(m;p)
 1=2 exp

 1
2
(m;t   1p 
 m)0 1m;p (m;t   1p 
 m)

;
(7)
that is, the density function of the dpdimensional multivariate normal distribution with
mean 1p 
 m and covariance matrix m;p.
Now we can specify our choice for the mixing weights m;t. Using the vector yt 1 =
(yt 1; : : : ; yt p) (dp 1) and the multivariate Gaussian densities in (7), we set
m;t =
mndp(yt 1;#m)PM
n=1 nndp(yt 1;#n)
; (8)
where the m 2 (0; 1), m = 1; : : : ;M , are unknown parameters satisfying
PM
m=1 m = 1.
(Clearly, the coe¢ cients m;t are measurable functions of yt 1 = (yt 1; : : : ; yt p) and
satisfy
PM
m=1 m;t = 1 for all t.) Equations (1), (2), and (8) (or (3) and (8)) dene
the Gaussian Mixture Vector Autoregressive model or the GMVAR model. We use the
abbreviation GMVAR(p;M) when the autoregressive order and number of component
models need to be emphasized. The unknown parameters to be estimated are collected
in the vector  = (#1; : : : ;#M ; 1; : : : ; M 1) ((M(d2p + d + d (d+ 1) =2 + 1)   1)  1);
the coe¢ cient M is not included due to the restriction
PM
m=1 m = 1.
As already mentioned, the specication of the mixing weights in (8) is analogous to
that used by Glasbey (2001) and Kalliovirta et al. (2013) in a univariate setting. Of
previous multivariate mixture autoregressive models, the mixing weights used by Dueker
et al. (2011) in their C-MSTAR model are based on a formula that is formally similar to
(8) except that instead of density functions these authors employ cumulative distribution
functions of the multinormal distribution.2 A particular feature of their model is that the
2According to the authors their model belongs to the family of multivariate STAR models and this
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number of regimes, M , is always determined by the dimension of the model, d, so that
M = d2. Even when the dimension d is fairly small, say three or four, this makes the
number of regimes, and hence the number of parameters to be estimated quite large, and
special measures may be called for to facilitate estimation in practice (see Dueker et al.
(2011, Footnote 5)). In our GMVAR model the number of regimes is not related to the
dimension of the model and the mixing mechanism is modeled in a parsimonious fashion
in that only the parameters 1; : : : ; M 1 are involved. Of course, when the dimension of
the model increases the number of parameters increases quickly in our model, too. This,
however, is a common problem with regime switching models, especially in the vector
case. As discussed by Dueker et al. (2011, Footnote 5) it may therefore be reasonable
to consider restricted versions of the model and allow only some of the parameters to be
regime dependent. For instance, in some applications it may be adequate to allow only for
level shifts and conditional heteroskedasticity and restrict the autoregressive parameters
Am;1; : : : ; Am;p equal in all regimes.
Even though parsimony in terms of the number of parameters is an important feature
of our mixing weights, its major advantage is theoretical attractiveness, as discussed in
the next subsection.
3.2 Theoretical properties
The theoretical properties of the GMVAR model are entirely similar to its univariate
counterpart discussed by Kalliovirta et al. (2013). Given the specication of the mixing
weights m;t in (8), the conditional distribution of yt given Ft 1 only depends on yt 1,
implying that yt is Markovian. This fact is formally stated in the following theorem which
shows that there exists a choice of initial values y0 such that yt is a stationary and ergodic
Markov chain. An explicit expression for the stationary distribution is also provided. The
following theorem is proved in the Appendix.3
interpretation is indeed consistent with the initial denition of the model (see equations (3) and (4) in
Dueker et al. (2011)). However, we treat the model as a mixture model because the likelihood function
used to t the model to data is determined by (not necessarily Gaussian) conditional density functions
that are of the mixture form (1) (see Section 4.1 in Dueker et al. (2011)).
3As an inspection of the proof reveals, the conclusions of this theorem also hold for a
slightly more general model where, instead of (8), the mixing weights are dened as m;t =
mndq(~yt 1;#m)=
PM
n=1 nndq(~yt 1;#n), where ~yt 1 = (yt 1; : : : ; yt q) (dq  1) with q  p, and
ndq(~m;t;#m) is the density function of the random vector ~m;t = (m;t; : : : ; m;t q+1) (dq  1). Such
an extension allows the mixing weights to depend on a longer history of past observations than the
autoregressive order p.
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Theorem 1. Consider the GMVAR process yt generated by (1), (2), and (8) (or, equiv-
alently, (3) and (8)) with condition (6) satised. Then yt = (yt; : : : ; yt p+1) is a Markov
chain on Rdp with a stationary distribution characterized by the density
f(y;) =
MX
m=1
mndp (y;#m) : (9)
Moreover, yt is ergodic.
Theorem 1 is an analog of the corresponding result obtained by Kalliovirta et al.
(2013) in the univariate case d = 1. It shows that the stationary distribution of yt is a
mixture of M multinormal distributions with constant mixing weights m that appear
in the time varying mixing weights m;t dened in (8). Consequently, all moments of
the stationary distribution exist and are nite. In fact, as can be seen from the proof
of Theorem 1, the stationary distribution of the d (p+ 1)dimensional random vector
(yt;yt 1) is also a Gaussian mixture with density of the same form as in (9) or, specically,PM
m=1 mnd(p+1) ((y;y);#m). This implies that the marginal distributions of this Gaussian
mixture belong to the same family (note, however, that this does not hold in higher
dimensions so that the stationary distribution of (yt+1; yt;yt 1), for example, is not a
Gaussian mixture).
As discussed by Kalliovirta et al. (2013), it is quite exceptional that complete knowl-
edge of the stationary distribution of a nonlinear autoregressive model is available (see
also the discussion in Tong (2011, Section 4.2) where some simple univariate examples
are provided). It is also worth noting that in order to prove Theorem 1 we are not forced
to restrict the parameter space over what is used to dene the model and the parameter
space is dened by familiar conditions that can readily be checked. This is in contrast
with similar previous results. For instance, Dueker et al. (2011) establish stationarity
and (Q-geometric) ergodicity of their mixture VAR model by requiring that the so-called
joint spectral radius of the companion matrices of the component VAR models is smaller
than one. This requirement is (strictly) more stringent than condition (6) and checking
it in practice is cumbersome (see, for instance, Liebscher (2005)). Theorem 1 can also be
proved in a much more straightforward manner than most of its previous counterparts,
including those in Saikkonen (2007) and Dueker et al. (2011). On the other hand, us-
ing the aforementioned more stringent assumption on the VAR parameters Dueker et al.
(2011) are able to obtain a stronger ergodicity result than the one in Theorem 1. Another
point worth noting is that we need the assumption that the components of the mixture
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satisfy the usual stationarity condition of a linear VAR(p) model which is not required in
all previous nonlinear VAR models (see, e.g., Bec et al. (2008)).
Theorem 1 and the denition of the model suggest that the GMVAR model is capable
of allowing for various departures from Gaussianity and linearity often needed in modeling
time series data. These include bimodality or multimodality, skewness and excess kurtosis
in both conditional and marginal distributions, as well as shifts in mean and variance. On
the other hand, compared to time inhomogeneous MS-VAR models the GMVAR model
(as well as other similar mixture models) involves the restriction that the mixing weights
(or the transition probabilities) are not allowed to depend on past regimes (this means
that the rows of the time dependent transition probability matrix of an MS-VAR model
are restricted identical). However, due to this restriction the stationarity and ergodicity
results obtained for the GMVAR model in Theorem 1 become readily available whereas
for (time inhomogeneous) MS-VAR models equally explicit results appear di¢ cult to
obtain. Moreover, even the time series properties of the GMVAR model are quite exible.
For instance, a GMVAR model can describe time series that evolve for relatively long
periods in the same regime and exhibit clear signs of conditional heteroskedasticity (for
illustrations in the univariate case, see Kalliovirta et al. (2013, 2014)).
3.3 Interpretation of the mixing weights m and m;t
Unless otherwise stated, we assume the stationary version of the GMVAR process in this
and the next two subsections. According to Theorem 1, the parameter m (m = 1; : : : ;M)
has an immediate interpretation as the unconditional probability of the random vector
yt = (yt; : : : ; yt p+1) being generated from a distribution with density ndp (y;#m), that
is, from the mth component of the Gaussian mixture characterized in (9). Consequently,
m (m = 1; : : : ;M) also represents the unconditional probability of the component yt
being generated from a distribution with density nd (y;#m) which is the mth component
of the (ddimensional) Gaussian mixture density
PM
m=1 mnd (y;#m) where nd (y;#m) is
the density function of a Gaussian random vector with mean 1p 
 m and covariance
matrix  m;0.
It can also be shown that m represents the unconditional probability of (the d
dimensional) yt being generated from the mth VAR component in (3) whereas m;t rep-
resents the corresponding conditional probability Pt 1 (st;m = 1) = m;t. This conditional
probability depends on the (relative) size of the product mndp(yt 1;#m), the numerator
of the expression dening m;t (see (8)). The latter factor of this product, ndp(yt 1;#m),
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can be interpreted as the likelihood of the mth autoregressive component in (3) based
on the observation yt 1. Thus, the larger this likelihood is the more likely it is to ob-
serve yt from the mth autoregressive component. However, the product mndp(yt 1;#m)
is also a¤ected by the former factor m or the weight of ndp(yt 1;#m) in the stationary
mixture distribution of yt 1 (evaluated at yt 1; see (9)). Specically, even though the
likelihood of the mth autoregressive component in (3) is, for example, large, a small value
of m attenuates its e¤ect so that the likelihood of observing yt from the mth autore-
gressive component can be small. This seems intuitively natural because, for example, a
small weight of ndp(yt 1;#m) in the stationary mixture distribution of yt 1 means that
observations cannot be generated by the mth autoregressive component too frequently.
The preceding discussion highlights the fact that the GMVAR model associates the
mixing weights or the regime probabilities Pt 1 (st;m = 1) = m;t with observable economic
characteristics through the density functions ndp(yt 1;#m). In particular, and in contrast
to existing mixture VAR models, the specic form of the mixing weights in the GMVAR
model therefore allows the regime probabilities m;t to depend on the entire distribution
of p past observations and not only on some specic features of past observations such as
their levels.
3.4 Covariance structure
Using the facts that the density of (yt;yt 1) is
PM
m=1 mnd(p+1)
 
(yt;yt 1);#m

and that
of yt is
PM
m=1 mnd (yt;#m) one can obtain explicit expressions for the mean, covariance
matrix, and rst p autocovariances of the process yt as (see the notation introduced before
(7))

def
= E [yt] =
MX
m=1
mm
and
 j
def
= Cov [yt; yt j] =
MX
m=1
m m;j +
MX
m=1
m (m   ) (m   )0 ; j = 0; : : : ; p:
Using these autocovariances and Yule-Walker equations one can derive the parameters of
the linear VAR(p) process that best approximates a GMVAR(p;M) process. As higher
dimensional stationary distributions are not Gaussian mixtures and appear di¢ cult to
handle no simple expressions are available for autocovariances at lags larger than p.
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3.5 Parameter estimation
The parameters of the GMVAR model can be estimated by the method of maximum
likelihood (ML). As the stationary distribution of the GMVAR process is known it is
even possible to make use of initial values and construct the exact likelihood function
and obtain exact ML estimates. Assuming the observed data y p+1; : : : ; y0; y1; : : : ; yT and
stationary initial values the log-likelihood function takes the form
LT () = log
 MX
m=1
mndp (y0;#m)

+
TX
t=1
lt () ; (10)
where
lt () = log
 MX
m=1
m;t() (2)
 d=2 det (
m)
 1=2
 exp
n
 1
2
 
yt   m;t(#m)
0

 1m
 
yt   m;t(#m)
o
: (11)
Here dependence of the mixing weights m;t and the conditional expectations m;t of the
component models on the parameters is made explicit (see (8) and (2)). In the expression
(10) it has been assumed that the initial values in the vector y0 are generated by the
stationary distribution. If this assumption seems inappropriate one can condition on
initial values and drop the rst term on the right hand side of (10). In what follows we
assume estimation is performed based on this conditional likelihood, namely
LT () = T
 1
TX
t=1
lt () ;
which we, for convenience, have also scaled with the sample size. Maximizing the con-
ditional log-likelihood function LT () with respect to the parameter vector  yields the
ML estimate denoted by ^T (a similar notation is used for components of ^T ).
Investigation of the asymptotic properties of the ML estimator ^ requires further
assumptions. The unknown model parameters are collected in the vector  = (#;)
taking values in the parameter space . (Recall that # = (#1; : : : ;#M) where each of
the M vector autoregressive components are described by the parameter vector #m =
(m;0;m; m) of dimension d + pd
2 + d(d + 1)=2, whereas  = (1; : : : ; M 1) with
the (scalar) parameters 1; : : : ; M satisfying M = 1  
PM 1
m=1 m are used to dene
the mixing weights.) The parameter space  needs to be constrained in various ways.
Earlier we already mentioned the stationarity conditions (6) and the positive deniteness
of the covariance matrices 
m (m = 1; : : : ;M) that are assumed to hold. Throughout
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we assume that the number of mixture components is known, and this also entails the
requirement that the coe¢ cients m, m = 1; : : : ;M , used to dene the mixture weights
are all strictly positive (and strictly less than unity). Further restrictions are required to
ensure identication, that is, the existence of a unique representation in terms of model
parameters of any one member of the GMVAR models being considered. Formally, a
condition ensuring lt () = lt (0) a.s. only if  = 0 is desired. In the proof of Theorem 2
below, the identication of GMVAR models is established by using the results of Yakowitz
and Spragins (1968) on the identication of nite mixtures of (in our case) multivariate
Gaussian distributions. Essentially, what is required is that the M component models
cannot be relabeled and the same GMVAR model obtained. A su¢ cient condition
ensuring this is
1 >    > M > 0 and #i = #j only if 1  i = j M: (12)
We summarize the restrictions imposed on the parameter space as follows.
Assumption 1. The true parameter value 0 is an interior point of , where  is
a compact subset of f 2 RM(d+pd2+d(d+1)=2)  (0; 1)M 1 : (6) and (12) hold, and 
m
(m = 1; : : : ;M) are positive deniteg.
The following theorem establishes the strong consistency of the maximum likelihood
estimator.
Theorem 2. Suppose yt are generated by the stationary and ergodic GMVAR process of
Theorem 1 and that Assumption 1 holds. Then the maximum likelihood estimator ^T is
strongly consistent, that is, ^T ! 0 a.s.
To simplify the proof Theorem 2 assumes stationary initial values (relaxing this as-
sumption is possible at the cost of a longer and more complicated proof). A similar
remark applies to our next theorem below where we show that the ML estimator ^T is
asymptotically normally distributed. To this end, Lemmas 13 in the Appendix establish
some of the major ingredients required for proving this result, namely (i) that the score
vector (evaluated at the true parameter value) is a (square integrable) martingale di¤er-
ence sequence and thus obeys a central limit theorem, (ii) that the Hessian matrix of the
log-likelihood function converges uniformly in some neighborhood of the true parameter
value, and (iii) that, when evaluated at the true parameter value, the limiting covariance
matrix of the score vector equals the negative of the expected Hessian. The last main
ingredient required, positive deniteness of the information matrix, is contained in the
following assumption.
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Assumption 2. The matrix I (0) = E
h
@lt(0)
@
@lt(0)
@0
i
is positive denite.
Verication of Assumption 2 in the GMVAR model considered is challenging, one
reason for this being the rather complex expressions the partial derivatives of the mixing
weights m;t have. A similar assumption is made by Dueker et al. (2011, condition C.9
on p. 324), who show that, under appropriate high levelregularity conditions, the usual
results of consistency and asymptotic normality of the ML estimator hold in their mixture
model. The following theorem establishes asymptotic normality of the ML estimator in
our GMVAR model.
Theorem 3. Suppose yt are generated by the stationary and ergodic GMVAR process of
Theorem 1 and that Assumptions 1 and 2 hold. Then
T 1=2(^T   0) d! N
 
0; J (0) 1

;
where J (0) = E[@2lt(0)=@@0] =  I (0) is nite.
It is worth noting that the preceding results require a correct specication of the
number of autoregressive components M . In particular, standard likelihood-based tests
are not applicable if the number of component models is chosen too large because then
some parameters of the model are not identied. This particularly happens when one
tests for the number of component models. For further discussion, see Dueker, Sola, and
Spagnolo (2007), Dueker et al. (2011), and the references therein (we shall return to this
issue in Section 4.3 below).
4 Empirical example
4.1 Data and preliminary analysis
We use interest rate and exchange rate data to illustrate how the GMVAR model can
describe typical features of nancial data and how it improves the in-sample and out-of-
sample t compared to a linear VAR model and competing regime switching nonlinear
VARmodels. Our data, retrieved from OECD Statistics, consists of the di¤erence between
the monthly Euro area and U.S. long-term government bond yields (referred to as the
interest rate di¤erential), zt;1, and the monthly average Euro-U.S. dollar exchange rate,
zt;2, from January 1989 to December 2013.4 We split the data into an estimation period
4The di¤erence between yields of government bonds with 10 years maturity, zt;1 = it;EU   it;US , is
calculated by the ECB and the Federal Reserve Board; prior to 2001, the Euro area data refer to the
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Figure 1: Left: The Euro and U.S. dollar exchange rate series scaled by 100 (upper solid line),
the interest rate di¤erential between the Euro area and U.S. scaled by 10 (lower solid line), and
scaled mixing weights based on the estimates of the GMVAR model in (13) (dashed line; the
scaling is such that ^1;t equals the maximum (minimum) of the observations when ^1;t = 1
(= 0)). Middle: A kernel density estimate of the observations (solid line) and mixture density
implied by the same GMVAR model as in the left panel for the interest rate di¤erential series
(dashed line). Right: A kernel density estimate of the observations (solid line) and mixture
density implied by the same GMVAR model as in the left panel for the exchange rate series
(dashed line).
of 21 years and a forecasting period of 4 years, and analyze slightly transformed data,
yt = (10zt;1; 100zt;2), to ease the numerical maximization of the likelihood function. Time
series plots of the transformed data are shown in Figure 1 for the estimation period that
ends on December 2009 (left panel, the solid lines).
Visual inspection of the time series plots of the series (Figure 1, solid lines in the left
panel) suggests that the two series exhibit changes at least in levels and potentially also
in variability. Kernel estimates of the density functions of the component series (Figure 1,
solid lines in the middle and right panels) also suggest the potential presence of multiple
regimes and multimodality. These observations are in line with the univariate analyses of
the component series in Kalliovirta et al. (2013, 2014). Although the time periods used in
these papers di¤er somewhat from that used here, the obtained results nevertheless lend
support to the fact that the component series exhibit regime switching dynamics that
could adequately be described by univariate versions of the GMVAR model.
For a multivariate analysis, a natural rst step is to check how well conventional linear
Gaussian VAR models t the data. For brevity, we do not present the results of the linear
EU11countries, and afterwards with changing composition eventually to the EU17by the end of the
data period. The latter series, zt;2, is based on the ECUUSD exchange rate prior to 1999.
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VAR analysis performed (the results are available in the Supplementary Appendix). In
summary, BIC suggested a VAR(2) model which, however, was clearly rejected in that
the residuals were found conditionally heteroskedastic, autocorrelated, and non-Gaussian
(a similar result was obtained when a VAR(4), suggested by AIC, was tried).
4.2 The estimated GMVAR model
When specifying a GMVAR(p;M) model, it is advisable to begin with low-order models.
One reason for this is that if the number of component models M is chosen too large,
then some parameters of the model are not identied (cf. Dueker et al. (2007, 2011) and
Kalliovirta et al. (2013)). For the autoregressive order p, the order chosen for the linear
VAR model appears a natural initial choice. As Kalliovirta et al. (2013, 2014) found
that the component series could adequately be described by univariate versions of the
GMVAR model with the autoregressive coe¢ cients restricted the same in each regime, we
started our multivariate analysis with a similarly restricted GMVAR(2,2) model. Thus,
we rst tried a simple 2-regime GMVAR model with autoregressive order 2 and regime-
wise intercept terms and error covariance matrices. Estimation based on the conditional
likelihood gave the following results:
"
yt;1
yt;2
#
=
2641:25(0:07) 0:04(0:04)
0:06
(0:10)
1:34
(0:06)
375"yt 1;1
yt 1;2
#
+
264 0:29(0:06)  0:05(0:04) 0:08
(0:10)
 0:36
(0:06)
375"yt 2;1
yt 2;2
#
+st;1
0BB@
2641:03(0:51)
2:36
(1:34)
375+
264 0:93(0:15)  0:15(0:27) 0:15
(0:27)
5:20
(0:76)
375
1=2
"^t
1CCA+ st;2
0BB@
2641:79(0:69)
3:00
(1:48)
375+
2645:88(0:73) 3:56(0:72)
3:56
(0:72)
9:80
(1:18)
375
1=2
"^t
1CCA (13)
with the estimate of the mixing weight 1 = P (st;1 = 1) being ^1 = 0:37 (0:18) and the
estimated correlation of the error terms being  0:07 (0:12) in regime 1 and 0:47 (0:07)
in regime 2 (standard errors computed using the Hessian of the log-likelihood function
are given in parentheses). Based on the maximized values of the likelihood functions and
information criteria, this model is clearly preferable to the linear VAR(2) model.5
The time series plot of the estimated time-varying mixing weights ^1;t is depicted
in Figure 1 (dashed line in the left panel). From 1989 until the beginning of 1996, the
second regime is clearly dominating. Between 1996 and 2008 the series mostly evolve in
5The maximized value of the log-likelihood function is  1083, and the AIC and BIC values are 2205
and 2272. The corresponding gures for the linear VAR(2) model are  1116, 2258, and 2304.
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the rst regime, although there are a few occasions where the probability of the second
regime is quite high. After 2008, the series switch back to the second regime. Based on
the time series plots of the estimated conditional means and conditional variances of the
component series (see Figure A.8 in the Supplementary Appendix; computed according
to (4) and (5)), the rst regime corresponds to a low mean, low variance regime, whereas
the second regime corresponds to a high mean, high variance regime. This is consistent
with the time series plots of the series (Figure 1, solid lines in the left panel) as well
as with the estimates of the means and variances of the stationary distribution implied
by the estimated model (13) (not shown) in that in the rst regime these estimates
are small compared to their counterparts in the second regime. The time series plot
of the estimated conditional correlation between the two series (see Figure A.8 in the
Supplementary Appendix; computed according to (5)) has a shape similar to that of an
overturned version of the estimated mixing weights ^1;t (depicted in Figure 1). In the
rst regime the series evolve rather uncorrelated of each other (the estimated conditional
correlation during the years 19962008 is most of the time between 0 and 0.25), whereas in
the second regime they are correlated (the estimated conditional correlation before 1996
and after 2008 is near-constant at 0.47).
The estimates of the o¤-diagonal elements of the autoregressive matrices in (13) are
rather small, and for completeness, we also estimated a model in which these elements
were restricted to zero. The likelihood ratio test for this restriction had a p-value of
0:12, but as the (quantile) residuals of the restricted model were autocorrelated and the
restricted model produced forecasts inferior to those of the unrestricted model, we prefer
the unrestricted model. It may be worth noting that even if the o¤-diagonal elements
of the autoregressive matrices were zero the conditional distribution of yt;1, for example,
given the past of the two series is not independent of past values of yt;2 (a similar conclusion
holds for yt;2). The reason for this is that the mixing weight 1;t depends on (yt 1;2; yt 2;2).
In particular, as the intercept terms and variances in the two regimes di¤er the conditional
expectation E[yt;1 j Ft 1] and the conditional variance V ar[yt;1 j Ft 1] are functions of
1;t, and hence functions of (yt 1;2; yt 2;2) (see equations (4) and (5)).
To better understand how the regime switches can occur in the GMVAR model (13),
we examine the estimated mixing weights ^1;t = Pt 1 (st;m = 1) graphically. As ^1;t is a
function of the four-dimensional vector yt 1 = (yt 1; yt 2), we consider two-dimensional
projections as a function of yt 1 with the arguments chosen to correspond to observed
values of the two series during ve successive months. Thus, the three gures in the upper
panel and lower panel of Figure 2 are related to observed values of the interest rate dif-
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Figure 2: Contour plots of the mixing weights ^1;t as a function of yt 1 = (yt 1;1; yt 1;2) with
yt 2 = (yt 2;1; yt 2;2) xed and with yt 1 and yt 2 chosen to match with selected values of the
interest rate di¤erential (yt;1) and the exchange rate (yt;2) series. The arrows point from yt 2
to yt 1 with these two points chosen as follows. Upper panel: yt 2 and yt 1 correspond to
April 2000 and May 2000 (left), May 2000 and June 2000 (middle), and June 2000 and July 2000
(right). Lower panel: yt 2 and yt 1 correspond to October 2007 and November 2007 (left),
November 2007 and December 2007 (middle), and December 2007 and January 2008 (right).
ferential and the exchange rate series during the periods from April 2000 to August 2000,
and from October 2007 to February 2008, respectively. The former of these periods con-
tains the big drop in the estimated mixing weights that lasts only a couple of months (see
Figure 1, left panel), whereas the latter illustrates a more gradual shift in the estimated
mixing weights.
The gure on the left in the upper panel of Figure 2 depicts contour plots of the
mixing weight ^1;t as a function of yt 1 = (yt 1;1; yt 1;2) with the dot in the center of the
contours being yt 2 = (yt 2;1; yt 2;2) chosen to match with the observed values of the two
series on April 2000. The arrow from this dot towards left points to yt 1, the values of the
two series on the next month, May 2000. Thus, the two dots give the four components
of yt 1 that determine the value of the estimated mixing weight ^1;t for June 2000, and,
as can be seen from the gure, this value is below 0.1, with the precise value being only
0.02. This is a large drop compared to the values of ^1;t on April 2000 and May 2000
which are 0.91 and 0.82, respectively. The contour plot in the middle of the upper panel
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shows the situation one month later. Thus, the dot in the center of this contour plot
shows the components of yt 2 on May 2000, with the arrow pointing to the dot showing
the components of yt 1 on June 2000. Together these two dots give the four components
of yt 1 that determine the value of ^1;t for July 2000, which is 0.49. Similarly, the two
dots on the right of the upper panel show the components of yt 1 that determine the
value of ^1;t for August 2000, which is 0.86. Thus, the series has most likely visited the
second regime (high mean, high variance regime) for only a month or two after May 2000
and then returned back to the rst regime (low mean, low variance regime). What is
interesting here is that the levels of both series have all the time been low, even below
the estimated means of their stationary distributions which are 4.41 and 116.88 for the
interest rate di¤erential (yt;1) and the exchange rate (yt;2), respectively. This illustrates
the fact mentioned in the introduction that the GMVAR model can allow for regime
switches taking place in various combinations of high/low levels and high/low variability
of the considered series.
Now consider the period from October 2007 to February 2008 depicted in the lower
panel of Figure 2. Prior to this period, the estimated mixing weight ^1;t takes values
0.73 and 0.80 in August and September of 2007. The two dots on the left of the lower
panel of Figure 2 show the observations for October 2007 and November 2007 (the tip
of the arrow being outside the largest contour) when the estimated mixing weights ^1;t
are 0.44 and 0.38, respectively, indicating a gradual decrease from the values in August
and September. These two dots determine the value of ^1;t on December 2007 which is
0.01. During the following two months the estimated mixing weights remain below 0.01.
These are depicted for December 2007 (the lower panel, left), January 2008 (the lower
panel, middle), and February 2008 (the lower panel, right), respectively. As can be seen
from Figure 1 (left panel) the estimated mixing weights remain very low till the end of
the estimation period December 2009.
4.3 Model evaluation
We next check the adequacy of the estimated GMVAR model. First, however, two issues
are worth discussing. As mentioned in Section 3.5, standard likelihood-based tests cannot
be used to formally test the null hypothesis of a linear VAR model (a model where
the number of component models M equals 1) against a nonlinear GMVAR model (with
M  2) nor, more generally, to select the number of component modelsM . In such testing
problems, di¢ culties arise due to the lack of identication under the null hypothesis.
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Specically, in a GMVAR(p;M) model the parameters 1; : : : ; M 1 are not identied if
the model reduces to a linear VAR(p) model.
General likelihood-based tests for nonstandard testing problems such as those de-
scribed above have been developed by Hansen (1992) and Andrews and Ploberger (1994).
Building on Hansens (1992) work, Dueker et al. (2007) develop a likelihood ratio test for
testing the number of mixture components in their univariate C-STAR model. Dueker et
al. (2011) note that this approach could, in principle, be used in their corresponding mul-
tivariate model, but they do not pursue this matter because the computational demands
required would be rather prohibitive. Instead of the likelihood ratio test one could also
consider tests based on the Wald or Lagrange multiplier principle put forth by Andrews
and Ploberger (1994). Although it might be possible to apply these general approaches
and obtain a test for the number of component models in the GMVAR model, working
out all the details appears a major project and is, therefore, left for future research.
Instead of formal tests, we use residual-based diagnostics and information criteria
(AIC and BIC) to infer which model ts the data best. Similar approaches have also been
used by Fong et al. (2007) and Dueker et al. (2011) in their mixture VAR models. Note,
however, that once the number of regimes M in the GMVAR model is (correctly) cho-
sen, standard likelihood-based inference can be used to choose regime-wise autoregressive
orders and to test other hypotheses of interest.
Another point to note is that in mixture models, care is needed when residual-based
diagnostics are used to evaluate tted models, because empirical counterparts of the error
terms "t cannot be straightforwardly computed and, therefore, conventional residuals are
not readily available. The reason for this is that the presence of the unobserved variables
st;m cannot be separated from the e¤ect of "t (see (3)). As in the univariate case in
Kalliovirta et al. (2013), we use (multivariate) quantile residuals instead of conventional
residuals in computing residual-based diagnostic tests. Tests for serial correlation, condi-
tional heteroskedasticity, and non-normality in quantile residuals in multivariate models
are developed by Kalliovirta and Saikkonen (2010) (see also Kalliovirta (2012) for similar
tests in a univariate setting).6 Given the asymptotic results presented in Section 3.5,
one can show that, under correct specication, the obtained pvalues of these tests are
asymptotically valid.
The results of the diagnostic tests based on multivariate quantile residuals are as fol-
lows. The test for normality has a pvalue of 0:98 (this test is based on moments of
6When the null hypothesis is a linear VAR(p) model our test for conditional heteroskedasticity appears
very similar to the general portmanteau-type test Dueker et al. (2011) use to test for nonlinearity.
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multivariate quantile residuals, and under correct specication it is approximately 24
distributed). The test statistics for autocorrelation and conditional heteroskedasticity
have pvalues 0:12 and 0:46, respectively (these tests are based on the rst six serial
covariances of the quantile residuals and on the rst six serial covariances of squared
quantile residuals, respectively, and under correct specication both of them are approxi-
mately 224distributed). These diagnostic tests show no indication of misspecication in
the estimated GMVAR(2,2) model (13). Graphical analyses related to these tests (includ-
ing time series plots, auto and cross correlation functions, Q-Q plots, and kernel densities
of the residuals; not reported here but available in the Supplementary Appendix) further
support the adequacy the estimated GMVAR model.
4.4 Forecasting comparisons
We next compare the performance of the linear VAR model and the nonlinear GMVAR
model in a forecasting exercise in which we also include several other models, although
these models do not pass the residual-based diagnostics and some of them are found in-
ferior to the GMVAR model by information criteria. Quite often exchange rate series are
modelled after taking di¤erences of the series (see, e.g., Rossi (2013)). So, we also esti-
mate VAR(2)di¤ and GMVAR(2,2)di¤ models that are specied as the VAR and GMVAR
models in the previous subsections, but with the parameters being estimated using data
where the exchange rate series is di¤erenced. To include competing nonlinear multivari-
ate models, we also estimate the MVAR model of Fong et al. (2007) and the CMSTAR
model of Dueker et al. (2011). Furthermore, we also consider a restricted version of the
GMVAR(2,2) model, GMVARr, in which the o¤-diagonal elements of the autoregressive
parameters are restricted to zero, and all other parameters are estimated freely (see (13)
and the discussion in Section 4.2). Finally, as a common criterion for judging models
of exchange rates has been whether they beat the (univariate) random walk model in
forecasting exchange rates (see, e.g., Rossi (2013)), we also checked whether forecasts of
exchange rates delivered by the bivariate GMVAR model outperform those obtained by
simple random walk models without drift (RW) and with drift (RWdrift).
Assuming correct specication, optimal one-step-ahead forecasts (in mean squared
sense and ignoring estimation errors) are straightforward to compute with each model
because explicit formulas are available for the conditional expectation (see (4)). However,
computing multi-step forecasts is more complicated for mixture models because explicit
formulas are very di¢ cult to obtain. Therefore, we use the common practice and resort to
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Figure 3: Relative forecast accuracies in the interest rate series (left) and the exchange rate series
(middle) using mean squared prediction error (MSPE), and the determinant of the covariance
matrix of forecast error vectors (right).
simulation-based methods (see, e.g., Dueker et al. (2007, Sec. 4.2), Teräsvirta, Tjøstheim,
and Granger (2010, Ch. 14), and the references therein).
The parameters of all the models considered are estimated using maximum likelihood
and observations from January 1989 to December 2009 (the parameter estimates, values
of information criteria, and results of appropriate diagnostic tests are available in the
Supplementary Appendix). We use a xed forecasting scheme so that all the forecasts are
based on these parameter estimates. The date of forecasting ranges from December 2009
till November 2013, and for each date of forecasting, forecasts are computed for all the
subsequent periods up until December 2013. For mixture models multi-step forecasts are
computed as follows. Using initial values known at the date of forecasting, we simulate
500,000 realizations and treat the mean of these realizations as a point forecast. We
repeat this for all forecast horizons up until December 2013. This results in a total of 48
one-step forecasts, 47 two-step forecasts, . . . , 39 ten-step forecasts (as well as forecasts
for longer horizons which we discard).
We examine forecast accuracy for the two (univariate) component series separately as
well as for the bivariate system as a whole. Forecast accuracy is measured using mean
squared prediction error (MSPE) for the forecasts of the component series, and using the
determinant of the covariance matrix of the forecast error vectors in the multivariate case.
The results are presented in Figure 3: The left panel presents MSPEs when forecasting
interest rates, middle panel the MSPEs for the exchange rate series, and the right panel
the determinant of the covariance matrix of the forecast error vectors for the bivariate
system. For clarity of exposition, these gures only include the results for the GMVAR,
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GMVARr, MVAR, VAR, CMSTAR, and RW models (for the other models, the results
are available in Figure A.6 of the Supplementary Appendix), and the forecast accuracy
of the models is presented relative to the GMVAR model. In other words, the straight
line (at 100) represents the GMVAR model, whereas the other lines represent the size of
the forecast error made relative to the GMVAR model; for instance, a value of 109 in the
gure is to be interpreted as an MSPE (or a determinant of the covariance matrix of the
forecast error vector) 9% larger than for the GMVAR model.
As far as forecasting the interest rate series is concerned, the relative merits of the
competing models are clear: The most accurate forecasts are produced by the GMVAR
model, followed by the restricted GMVAR model, the MVAR model, the VAR model, and
nally the CMSTAR model. This ranking remains the same across all the considered
forecast horizons (1-step, . . . , 10-step). Forecasts produced by the VARdi¤ and GMVARdi¤
models are inferior to those produced by the VAR and GMVAR models, respectively, and
are not shown in the gure. The results are less clear when forecasts of the exchange rate
series are compared. The GMVAR, GMVARr, MVAR, VAR, and CMSTAR models are
all more or less equally good in 1-step and 2-step ahead forecasting (the best 1-step ahead
forecasts are produced by the CMSTARmodel and the best 2-step ahead forecasts by the
GMVARr model, but overall the di¤erences are small). For longer forecast horizons the
GMVAR model again outperforms its competitors. The VARdi¤ and GMVARdi¤ models
produce forecasts worse than the VAR and GMVAR models (detailed results not shown).
As already mentioned, we also checked how forecasts of the exchange rate based on the
GMVAR model (and other multivariate models considered) compare with those based on
simple (univariate) random walk models without drift (RW) and with drift (RWdrift). The
MSPEs of the 1-step and 2-step ahead forecasts of the random walk models are over 5%
larger than for the GMVAR model, and for longer forecast horizons, the forecast accuracy
of the GMVAR model relative to the random walk models is even better than this (see
Figure 3 and Figure A.6 in the Supplementary Appendix). Also the MVAR and VAR
models, and for short forecast horizons also the CMSTAR model, produce forecasts more
accurate than the random walk models.
The rightmost panel of Figure 3 summarizes the forecast accuracy of the models using
the determinant of the covariance matrix of the forecast error vectors. The CMSTAR
model narrowly outperforms the other models in 1-step ahead forecasting, but performs
less well at longer forecast horizons. Overall, it is seen that the GMVAR and GMVARr
models produce the most accurate forecasts with GMVAR being the best at all forecast
horizons larger than 1. The MVAR model of Fong et al. (2007) narrowly outperforms the
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linear VAR model for short (one or two step ahead) forecast horizons, but is less accurate
for long (larger than 5) forecast horizons. Overall, it can be concluded that the GMVAR
model performs quite well in comparison with its competitors.
For completeness, Figure A.7 in the Supplementary Appendix compares the observed
interest rate and exchange rate series to the corresponding 1-step, 2-step, and 4-step
forecasts from the GMVAR model over the 48 months forecast period. As expected,
forecast accuracy was best in one-step-ahead prediction and steadily deteriorated with
the forecast horizon, with the root MSPEs for 1-step, 2-step, and 4-step forecasts being
2:30, 3:62, and 5:27 for the interest rate series and 3:09, 4:82, and 6:57 for the exchange
rate series (the standard deviations of the interest rate series and exchange rate series are
12:53 and 15:56, respectively).
5 Conclusion
This paper introduces a new mixture VAR model referred to as the Gaussian mixture
vector autoregressive (GMVAR) model. Due to the particular specication of the mix-
ing weights the GMVAR model has a clear probability structure with simple conditions
ensuring stationarity and ergodicity. Building on these properties of the GMVAR model,
the paper develops an asymptotic theory of maximum likelihood estimation establishing
the consistency and asymptotic normality of the ML estimator.
In addition to theoretical attractiveness, an appealing feature of the mixing weights
employed in the GMVAR model is that they depend on past values of the series in a way
which enables the researcher to associate di¤erent regimes of the model to di¤erent states
of economy. In this respect the GMVAR model is very exible being capable of allowing
for regime switches that take place, for instance, in periods of high/low levels of the
considered series, or in periods of high/low variability, or high/low temporal dependence,
or combinations of all of these.
The practical use of the new model is illustrated by a bivariate example on exchange
rate and interest rate data. A GMVAR model with two economically meaningful regimes
is found to provide a good in-sample t and good forecasting power in comparison to
considered alternatives.
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Technical Appendix
Proof of Theorem 1. We rst note some properties of the stationary auxiliary vector
autoregressions m;t. Denoting +m;t = (m;t;m;t 1) and 1p+1 = (1; : : : ; 1) ((p+ 1) 1), it
is seen that +m;t follows the d(p + 1)dimensional multivariate normal distribution with
density
nd(p+1)
 
+m;t;#m

= (2) d(p+1)=2 det(m;p+1)
 1=2
 exp

 1
2
 
+m;t   1p+1 
 m
0
 1m;p+1
 
+m;t   1p+1 
 m

;
where the matrices m;p+1, m = 1; : : : ;M , have the usual symmetric block Toeplitz form.
This joint density can be decomposed as
nd(p+1)
 
+m;t;#m

= nd (m;t j m;t 1;#m) ndp (m;t 1;#m) ; (14)
where the normality of the two densities on the right-hand side follows from properties of
the multivariate normal distribution (see, e.g., Anderson (2003, Thms 2.4.3 and 2.5.1)).
Moreover, ndp (;#m) clearly has the form given in (7), and making use of the Yule-
Walker equations for VAR processes (in particular the relations 
m =  m;0   [ m;1 :    :
 m;p]
 1
m;p[ m;1 :    :  m;p]0 and [Am;1 :    : Am;p] = [ m;1 :    :  m;p] 1m;p; see, e.g.,
Reinsel (1997, Sec. 2.2.2)) together with the identity m = A
 1
m (1)m;0, it can be seen
that
nd (m;t j m;t 1;#m) = (2) d=2 det (
m) 1=2 exp
n
 1
2
 
m;t   m;t
0

 1m
 
m;t   m;t
o
; (15)
where m;t is dened in equation (2).
The rest of the proof makes use of the theory of Markov chains (for the employed
concepts, see Meyn and Tweedie (2009)). As was noted in the discussion preceding the
theorem, yt is a Markov chain on Rdp. Now let y0 = (y0; : : : ; y p+1) be a random vector
whose distribution has the density f(y0;) =
PM
m=1 mndp (y0;#m). According to (1),
(8), (14), and (15), the conditional density of y1 given y0 is
f(y1 j y0;) =
MX
m=1
mPM
n=1 nndp (y0;#n)
ndp (y0;#m) nd (y1 j y0;#m)
=
MX
m=1
mPM
n=1 nndp (y0;#n)
nd(p+1) ((y1;y0);#m) :
It thus follows that the density of (y1;y0) = (y1; y0; : : : ; y p+1) is
f((y1;y0);) =
MX
m=1
mnd(p+1) ((y1;y0);#m) :
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Integrating y p+1 away it follows that the density of y1 is f(y1;) =
PM
m=1 mndp (y1;#m).
Therefore, y0 and y1 are identically distributed. As already noted, fytg1t=1 is a (time ho-
mogeneous) Markov chain, and hence we can conclude that fytg1t=1 has a stationary dis-
tribution y (), say, characterized by the density f(;) =
PM
m=1 mndp (;#m) (cf. Meyn
and Tweedie (2009, pp. 230231)). As a mixture of multivariate normal distributions, all
moments of yt are nite.
It remains to establish ergodicity. To this end, let P py(y; ) = Pr(yp j y0 = y) signify
the p-step transition probability measure of yt. It is straightforward to check that P
p
y(y; )
has a density given by
f(yp j y0;) =
pY
t=1
f(yt j yt 1;) =
pY
t=1
MX
m=1
m;tnd
 
yt j yt 1;#m

:
The last expression makes clear that f(yp j y0;) > 0 for all yp 2 Rdp and all y0 2 Rdp
so that, from every initial state y0 = y (2 Rdp), the chain yt can in p steps reach
any set of the state space Rdp with positive Lebesgue measure. Using the denitions of
irreducibility and aperiodicity we can therefore conclude that the chain yt is irreducible
and aperiodic (see Meyn and Tweedie (2009, Chapters 4.3 and 5.4)). Moreover, also the
p-step transition probability measure P py(y; ) is irreducible, aperiodic, and has y as its
stationary distribution (see Meyn and Tweedie, 2009, Theorem 10.4.5).
A further consequence of the preceding discussion is that the p-step transition prob-
ability measure P py(y; ) is equivalent to the Lebesgue measure on Rdp for all y 2 Rdp.
As the stationary probability measure y() also has a (Lebesgue) density positive every-
where in Rdp it is likewise equivalent to the Lebesgue measure on Rdp. Consequently, the
p-step transition probability measure P py(y; ) is absolutely continuous with respect to the
stationary probability measure y() for all y 2 Rdp.
To complete the proof, we now use the preceding facts and conclude from Theorem 1
and Corollary 1 of Tierney (1994) that
P pny (y; )  y()! 0 as n!1 for all y 2 Rdp,
where kk signies the total variation norm of probability measures. Now, by Proposition
13.3.2 of Meyn and Tweedie (2009), also
P ny (y; )  y()! 0 as n!1 for all y 2 Rdp
(as the total variation norm is non-increasing in n). Hence, yt is ergodic in the sense of
Meyn and Tweedie (2009, Ch. 13).
Proof of Theorem 2. We consider the conditional ML estimator obtained by maxi-
mizing LT () = T 1
PT
t=1 lt () (it is easy to verify that the conditional and exact ML
estimators are asymptotically equivalent), and assume stationary initial values (the same
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result can be obtained without assuming this). Assumption 1 together with the continu-
ity of the log-likelihood function LT () implies the existence of a measurable maximizer
^T of LT () (see, e.g., Pötscher and Prucha, 1991, Lemma 3.4). For the strong con-
sistency it su¢ ces to show that the (conditional) log-likelihood obeys a uniform strong
law of large numbers, that is, sup2
LT ()   E[LT ()] ! 0 a.s. as T ! 1, and that
an identication condition (to be specied below) holds. For the former, as the initial
values are drawn from the stationary distribution, the process is stationary and ergodic
and E[LT ()] = E [lt()], and it thus su¢ ces to show that E [sup2 jlt()j] < 1 (see,
e.g., Ranga Rao (1962)). To this end, Assumption 1 implies that   det (
m)  
and   m  1    for some 0 <  < 1 and  < 1, m = 1; : : : ;M . Now, because
0  m;t  1 and det (
m)   for all m = 1; : : : ;M , and because the exponential func-
tion is bounded from above by unity on the non-positive real axis (and 
m is positive
denite), we can nd a C <1 such that
lt () = log
 
MX
m=1
m;t (2)
 d=2 det (
m)
 1=2 exp
n
 1
2
 
yt   m;t
0

 1m
 
yt   m;t
o!  C
for all  2 . On the other hand, making use of properties of the trace operator and the
fact that  is compact it can be seen that 
yt   m;t
0

 1m
 
yt   m;t
  c1  1 + y0tyt + y0t 1yt 1 ; m = 1; : : : ;M;
for all  2  with some nite c1. As det (
m)   for all m = 1; : : : ;M , we thus get
nd
 
yt j yt 1;#m
  (2) d=2  1=2 exp 1
2
c1
 
1 + y0tyt + y
0
t 1yt 1
	
for all  2  and all m = 1; : : : ;M . Therefore, as PMm=1 m;t = 1,
lt () = log
 
MX
m=1
m;tnd
 
yt j yt 1;#m
!
  d
2
log (2)  1
2
log ()  1
2
c1
 
1 + y0tyt + y
0
t 1yt 1

for all  2 . Dening C < 1 suitably and combining with the result obtained above,
 C  1 + y0tyt + y0t 1yt 1  lt ()  C, from which E [sup2 jlt()j] <1 follows because
E

y0tyt + y
0
t 1yt 1

<1.
Concerning the identication condition, we next establish that E [lt ()]  E [lt (0)],
and E [lt ()] = E [lt (0)] implies #m = #(m);0 and m = (m);0 (m = 1; : : : ;M) for some
permutation f(1); : : : ; (M)g of f1; : : : ;Mg. In light of (12), this implies that  = 0.
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Choose an arbitrary  and consider the di¤erence E [lt ()]   E [lt (0)]. First note
that the density of (yt;yt 1) can be written as
MX
m=1
m;0nd(p+1)
 
(yt;yt 1);#m;0

=
MX
n=1
n;0ndp
 
yt 1;#n;0
 MX
m=1
m;0;tnd
 
yt j yt 1;#m;0

;
so that E [lt ()]  E [lt (0)] can be written as
E [lt ()]  E [lt (0)]
=
Z Z MX
m=1
m;0nd(p+1) ((y;y);#m;0) log
 PM
m=1 m;tnd (y j y;#m)PM
m=1 m;0;tnd (y j y;#m;0)
!
dydy
=
Z MX
n=1
n;0ndp (y;#n;0)
"Z MX
m=1
m;0;tnd (y j y;#m;0) log
 PM
m=1 m;tnd (y j y;#m)PM
m=1 m;0;tnd (y j y;#m;0)
!
dy
#
dy:
(Here and in what follows, for conciseness we continue using the notation m;t although
now yt 1 in (8) is replaced by y.) The inner integral is, for every xed y, the (negative) of
the Kullback-Leibler divergence between the two mixture densities
PM
m=1 m;tnd (y j y;#m)
and
PM
m=1 m;0;tnd (y j y;#m;0). Therefore, E [lt ()] E [lt (0)]  0, with equality if and
only if for almost all (y;y),
MX
m=1
m;tnd (y j y;#m) =
MX
m=1
m;0;tnd (y j y;#m;0) .
For each xed y at a time, the mixing weights are constants, and we may apply the results
on identication of nite mixtures of Gaussian distributions in Yakowitz and Spragins
(1968, Proposition 2) (see also (12)). Consequently, for each xed y at a time, there exists
a permutation f(1); : : : ; (M)g of f1; : : : ;Mg (where this permutation may depend on
y) such that
m;t = (m);0;t and nd(y j y;#m) = nd(y j y;#(m);0) for almost all y (m = 1; : : : ;M). (16)
The number of possible permutations being nite (M !), this induces a nite partition
of Rdp where the elements y of each partition correspond to the same permutation. At
least one of these partitions, say A  Rdp, must have positive Lebesque measure. Thus,
we may conclude that (16) holds for all xed y 2 A with some specic permutation
f(1); : : : ; (M)g of f1; : : : ;Mg.
The latter condition in (16) means that (denoting Am = [Am;1 :    : Am;p] (d  dp)
and Am;0 similarly using the true parameter values)
det (
m)
 1=2 exp
n
 1
2
 
y   m;0   Amy
0

 1m
 
y   m;0   Amy
o
= det
 

(m);0
 1=2
exp
n
 1
2
 
y   (m);0;0   A(m);0y
0

 1(m);0
 
y   (m);0;0   A(m);0y
o
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for m = 1; : : : ;M , almost all y 2 Rd, and all y 2 A. This implies that 
m = 
(m);0
and m;0   (m);0;0 + (Am   A(m);0)y = 0, m = 1; : : : ;M , for all y 2 A. The latter
equalities imply either that
 
m;0;m

= ((m);0;0;(m);0), or that y takes values only
on a d(p   1)dimensional hyperplane. As A has positive Lebesgue measure, the latter
is not possible. Therefore #m = (m;0;m; m) = ((m);0;0;(m);0; (m);0) = #(m);0
(m = 1; : : : ;M).
Now, the former condition in (16) means that
mndp (y;#m)PM
n=1 nndp (y;#n)
=
(m);0ndp
 
y;#(m);0
PM
n=1 (n);0ndp
 
y;#(n);0
 ; m = 1; : : : ;M;
for all y 2 A. Cancelling ndp (y;#m) = ndp
 
y;#(m);0

and rearranging,
m
(m);0
=
PM
n=1 nndp (y;#n)PM
n=1 (n);0ndp
 
y;#(n);0
 ; m = 1; : : : ;M;
for all y 2 A. As the right hand side does not depend on m, we obtain 1=(1);0 =    =
M=(M);0, which implies m = (m);0 (m = 1; : : : ;M). This completes the proof.
Proof of Theorem 3. Let 0 be a compact convex set contained in the interior of 
that has 0 as an interior point, and introduce the notation l;t() = @lt()=@, l;t() =
@2lt()=@@
0, L;T () = @LT ()=@, and L;T () = @2LT ()=@@
0. Expressions of
l;t() and l;t() in Lemmas 1 and 2 below make clear that lt() is twice continuously
di¤erentiable on 0. A standard mean value expansion of the score vector L;T () yields
T 1=2L;T (^T ) = T
1=2L;T (0) + _L;TT
1=2(^T   0) a.s., (17)
where _L;T signies the matrix L;T () with each row evaluated at an intermediate point
_i;T (i = 1; : : : ; dim) lying between ^T and 0. By Theorem 2, ^T ! 0 a.s., so that
_i;T ! 0 a.s. as T !1 (i = 1; : : : ; dim) which, together with the uniform convergence
result for L;T () in Lemma 3 below, yields _L;T ! J (0) a.s. as T ! 1. This and
the invertibility of J (0) obtained from Assumption 2 and the result J (0) =  I (0)
established below in Lemma 2 implies that, for all T su¢ ciently large, _L;T is also
invertible (a.s.) and _L 1;T ! J (0) 1 a.s. as T ! 1. Multiplying the mean value
expansion (17) with the Moore-Penrose inverse _L+;T of _L;T (this inverse exists for all
T ) and rearranging we obtain
T 1=2(^T   0) = (Idim   _L+;T _L;T )T 1=2(^T   0) + _L+;TT 1=2L;T (^T )
  _L+;TT 1=2L;T (0): (18)
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The rst two terms on the right hand side of (18) converge to zero a.s. (for the rst
term, this follows from the fact that for all T su¢ ciently large _L;T is invertible; for the
second one, this holds because ^T being a maximizer of LT () and 0 being an interior
point of 0 yield L;T (^T ) = 0 for all T su¢ ciently large). Furthermore, the eventual
a.s. invertibility of _L;T also means that _L+;T  J (0) 1 ! 0 a.s. Hence, (18) becomes
T 1=2(^T   0) = o1(1)  (J (0) 1 + o2(1))T 1=2L;T (0);
where o1(1) and o2(1) (a vector- and a matrix-valued process, respectively) converge to
zero a.s. Combining this with the result of Lemma 1 below and the property J (0) =
 I (0) (see Lemma 2 below) completes the proof.
Lemma 1. Under the assumptions of Theorem 3, T 1=2 @
@
LT (0)
d! N (0; I (0)), where
I (0) = E
@lt(0)
@
@lt(0)
@0

is nite.
Proof. We begin by deriving the score vectors (of a single observation) with respect to
parameters # and . To this end, rst note that lt () can be expressed as
lt () = log
 
MX
m=1
mnd(p+1)
 
(yt;yt 1);#m
!  log MX
m=1
mndp
 
yt 1;#m
!
: (19)
Next, introduce the notation
l
(1)
m;t(yt;yt 1) =
nd(p+1)
 
(yt;yt 1);#m
  nd(p+1)  (yt;yt 1);#MPM
n=1 nnd(p+1)
 
(yt;yt 1);#n

l
(2)
m;t(yt 1) =
ndp
 
yt 1;#m
  ndp  yt 1;#MPM
n=1 nndp
 
yt 1;#n

l
(1)
#m;t
(yt;yt 1) =
mPM
n=1 nnd(p+1)
 
(yt;yt 1);#n
 @
@#m
nd(p+1)
 
(yt;yt 1);#m

=
mnd(p+1)
 
(yt;yt 1);#m
PM
n=1 nnd(p+1)
 
(yt;yt 1);#n
 @
@#m
log nd(p+1)
 
(yt;yt 1);#m

l
(2)
#m;t
(yt 1) =
mPM
n=1 nndp
 
yt 1;#n
 @
@#m
ndp
 
yt 1;#m

=
mndp
 
yt 1;#m
PM
n=1 nndp
 
yt 1;#n
 @
@#m
log ndp
 
yt 1;#m

where m = 1; : : : ;M   1 in the rst two quantities dened, and m = 1; : : : ;M in the
last two. These quantities also depend on , but for brevity we have suppressed this
dependence. For the corresponding quantities evaluated at  = 0, we use the notation
30
l
(1)
m;t;0(yt;yt 1), l
(2)
m;t;0(yt 1), l
(1)
#m;t;0
(yt;yt 1), and l
(2)
#m;t;0
(yt 1). Now, with straightforward
di¤erentiation of (19) we obtain the partial derivative with respect to m as
@
@m
lt () = l
(1)
m;t(yt;yt 1)  l(2)m;t(yt 1); m = 1; : : : ;M   1; (20)
and with respect to #m as
@
@#m
lt () = l
(1)
#m;t
(yt;yt 1)  l(2)#m;t(yt 1); m = 1; : : : ;M: (21)
Making use of the identities
MX
m=1
mnd(p+1)
 
(yt;yt 1);#m

=
MX
m=1
m;tnd
 
yt j yt 1;#m
 MX
m=1
mndp
 
yt 1;#m

(22)
and
nd(p+1)
 
(yt;yt 1);#m

= nd
 
yt j yt 1;#m

ndp
 
yt 1;#m

(23)
together with the denition of m;t these can alternatively be written as
@
@m
lt () =
1PM
n=1 n;tnd
 
yt j yt 1;#n
 m;t
m
nd
 
yt j yt 1;#m
  M;t
M
nd
 
yt j yt 1;#M

  m;t
m
+
M;t
M
; m = 1; : : : ;M   1; (24)
and
@
@#m
lt () =
m;tnd
 
yt j yt 1;#m
PM
n=1 n;tnd
 
yt j yt 1;#n
 @
@#m
log nd(p+1)
 
(yt;yt 1);#m

  m;t @
@#m
log ndp
 
yt 1;#m

; m = 1; :::;M: (25)
As the process yt is assumed to be stationary and ergodic, so is also the score vector.
We next establish that @lt (0) =@ is square integrable. To this end, conclude from (20)
that j@lt (0) =@mj  c <1, so that it su¢ ces to consider @lt (0) =@#. Thus, the desired
result is obtained by showing that l(1)#m;t;0(yt;yt 1) and l
(2)
#m;t;0
(yt 1) are square integrable.
To establish this, note that
jl(1)#m;t;0(yt;yt 1)j2 
m;0nd(p+1)
 
(yt;yt 1);#m;0
PM
n=1 n;0nd(p+1)
 
(yt;yt 1);#n;0
  @@#m log nd(p+1)  (yt;yt 1);#m;0
2 ;
jl(2)#m;t;0(yt 1)j2 
m;0ndp
 
yt 1;#m;0
PM
n=1 n;0ndp
 
yt 1;#n;0
  @@#m log ndp  yt 1;#m;0
2 :
Hence,
E
h
jl(1)#m;t;0(yt;yt 1)j2
i
 m;0
Z  @@#m log nd(p+1) ((y;y);#m;0)
2 nd(p+1) ((y;y);#m;0) dydy;
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which is nite because the integral is the expectation of the squared norm of the score of
#m corresponding to the density nd(p+1) ((y;y);#m;0). In a similar manner it is seen that
E[jl(2)#m;t;0(yt 1)j2] <1. Thus, we have shown that that @lt (0) =@ is square integrable.
For the martingale di¤erence property, let n;t;0 signify n;t evaluated at  = 0,
and notice that E[ j Ft 1] =
R PMn=1 n;t;0nd (y j y;#n;0) dy. Concerning the score
with respect to , taking conditional expectations it is immediately seen from (20) that
E[@lt (0) =@m j Ft 1] = 0 holds. As for the score with respect to #m, use (25) and the
fact log nd(p+1)
 
(yt;yt 1);#m

= log nd
 
yt j yt 1;#m

+ log ndp
 
yt 1;#m

to obtain
@
@#m
lt ()
MX
n=1
n;t;0nd
 
yt j yt 1;#n;0

= m;t;0nd
 
yt j yt 1;#m;0
 @
@#m
log nd
 
yt j yt 1;#m;0

+m;t;0
@
@#m
log ndp
 
yt 1);#m;0
 "
nd
 
yt j yt 1;#m;0
  MX
n=1
n;t;0nd
 
yt j yt 1;#n;0
#
:
Integrating over yt results in a zero vector because @@#m log nd
 
yt j yt 1;#m;0

is the score
vector corresponding to the density nd
 
yt j yt 1;#m;0

, so that also E[@lt (0) =@#m j
Ft 1] = 0 holds.
The stated asymptotic normality now follows from the central limit theorem for sta-
tionary and ergodic martingale di¤erences (see Billingsley (1961)).
Lemma 2. Under the assumptions of Theorem 3, J (0) =  I (0).
Proof. With straightforward di¤erentiation, the required second partial derivatives can
be expressed as
@2
@m@n
lt () =  l(1)m;t(yt;yt 1)l(1)n;t(yt;yt 1) + l(2)m;t(yt 1)l(2)n;t(yt 1);
@2
@#m@#
0
n
lt () =  l(1)#m;t(yt;yt 1)l
(1)
#n;t
(yt;yt 1)
0 + l(2)#m;t(yt 1)l
(2)
#n;t
(yt 1)
0;
+
mPM
k=1 knd(p+1)
 
(yt;yt 1);#k
 @2
@#m@#
0
n
nd(p+1)
 
(yt;yt 1);#m

  mPM
k=1 kndp
 
yt 1;#k
 @2
@#m@#
0
n
ndp
 
yt 1;#m

;
@2
@#m@n
lt () =  l(1)n;t(yt;yt 1)l(1)#m;t(yt;yt 1) + l
(2)
n;t(yt 1)l
(2)
#m;t
(yt 1);
@2
@#m@m
lt () =  l(1)m;t(yt;yt 1)l(1)#m;t(yt;yt 1) + l
(2)
m;t(yt 1)l
(2)
#m;t
(yt 1)
+ 1m l
(1)
#m;t
(yt;yt 1)   1m l(2)#m;t(yt 1);
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where in the rst expression m;n = 1; : : : ;M   1; in the second m;n = 1; : : : ;M ; in the
third m = 1; : : : ;M , n = 1; : : : ;M   1, and m 6= n; and in the fourth m = 1; : : : ;M   1.
Using these expressions together with those for the rst partial derivatives of lt () given in
(20) and (21), the result J (0) = E[@2lt(0)=@@0] =  E [(@lt(0)=@)(@lt(0)=@0)] =
 I (0) can be established using elementary but tedious calculations. For brevity, we
omit the details, which are available in the Supplementary Appendix.
Lemma 3. Under the assumptions of Theorem 3, sup20 jL;T ()  J ()j ! 0 a.s.,
where J () = E [l;t ()] is continuous at 0.
Proof. As the process yt is assumed to be stationary and ergodic, from the expressions
of the components of l;t() given at the beginning of the proof of Lemma 2 (see also the
equations after (19)) it follows that l;t() forms a stationary ergodic sequence of random
variables that are continuous in  over 0. The desired result thus follows from Ranga
Rao (1962) if we establish that E

sup20 jl;t()j

is nite. To this end, rst note that
m;t =
mndp
 
yt 1;#m
PM
n=1 nndp
 
yt 1;#n
 < 1 and mnd(p+1)  (yt;yt 1);#mPM
n=1 nnd(p+1)
 
(yt;yt 1);#n
 < 1
for m = 1; : : : ;M , and observe that the set 0 can be chosen small enough to ensure
that m, m = 1; : : : ;M , are bounded away from zero on 0. Using these facts and the
denitions of l(1)m;t(yt;yt 1), l
(2)
m;t(yt 1), l
(1)
#m;t
(yt;yt 1), and l
(2)
#m;t
(yt 1) (see the equations
after (19)) it can then be seen that
jl(1)m;t(yt;yt 1)j  C and jl(2)m;t(yt 1)j  C (m = 1; : : : ;M   1);
jl(1)#m;t(yt;yt 1)j 
 @@#m log nd(p+1)  (yt;yt 1);#m
 (m = 1; : : : ;M);
jl(2)#m;t(yt 1)j 
 @@#m log ndp  yt 1;#m
 (m = 1; : : : ;M);
for some C < 1 and all  2 0. These upper bounds, the expressions of the second
partial derivatives of lt() at the beginning of the proof of Lemma 2, the relation
@2
@#m@#
0
m
ndp
 
yt 1;#m

= ndp
 
yt 1;#m
 @
@#m
log ndp
 
yt 1;#m
 @
@#0m
log ndp
 
yt 1;#m

+ndp
 
yt 1;#m
 @2
@#m@#
0
m
log ndp
 
yt 1;#m

;
and an analogous relation for the density nd(p+1)
 
(yt;yt 1);#m

, can now be used to show
that E

sup20 jl;t()j

<1 holds as long as
E
"
sup
20
 @@#m log ndp  yt 1;#m
2
#
<1 and E

sup
20
 @2@#m@#0m log ndp  yt 1;#m
 <1;
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together with analogous results for the density nd(p+1)
 
(yt;yt 1);#m

, hold for m =
1; : : : ;M .
To establish the niteness of these moments, rst consider the partial derivatives of
log ndp
 
yt 1;#m

, and for clarity let (#m) (= 1p 
 m) and (#m) (= m;p) denote
the mean vector and covariance matrix of the ndp
 
yt 1;#m

distribution as functions of
the parameter vector #m. From the equality m = A
 1
m (1)m;0 and the expression of
(#m) in Lütkepohl (2005, eqn. (2.1.39)) as a function of Am;i, i = 1; : : : ; p, and 
m,
and hence of #m, it follows that (#m) and (#m) are twice continuously di¤erentiable
functions of #m. Now, for each component #m;i of #m (i = 1; : : : ; dim#m), straightforward
di¤erentiation gives
@
@#m;i
log ndp
 
yt 1;#m

=  1
2
tr

(#m)
 1@(#m)
@#m;i

+
 
yt 1   (#m)
0
(#m)
 1@(#m)
@#m;i
+
1
2
[vec((yt 1 (#m))(yt 1 (#m))0)]0 vec

(#m)
 1@(#m)
@#m;i
(#m)
 1

:
As the set 0 can be assumed small enough to ensure that the functions of (#m) and
(#m) as well as their partial derivatives appearing in the last expression above are
bounded on 0, E
h
sup20 j @@#m log ndp
 
yt 1;#m
 j2i < 1 follows because yt has nite
fourth moments due to Theorem 1. The niteness of the three other moment condi-
tions follows in a similar fashion (details omitted) because (#m) and (#m) are twice
continuously di¤erentiable and yt has nite moments of all orders due to Theorem 1.
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A1 Further details of the empirical example
A1.1 Estimated models
In Section 4.4, several additional models were included in the forecasting comparison.
Parameter estimates for these models are provided here.
VAR(2) model:
yt;1
yt;2

=
240:80(0:99)
2:64
(1:43)
35+
241:25(0:07)  0:01(0:04)
0:06
(0:09)
1:30
(0:06)
35yt 1;1
yt 1;2

+
24 0:26(0:07) 0:001(0:04) 0:06
(0:09)
 0:32
(0:06)
35yt 2;1
yt 2;2

+
243:78(0:34) 1:99(0:37)
1:99
(0:37)
7:89
(0:71)
351=2 "^t
VAR(2)diff model:
yt;1
yt;2

=
240:10(0:14)
0:14
(0:20)
35+
241:25(0:07) 0:01(0:05)
0:06
(0:10)
0:35
(0:07)
35 yt 1;1
yt 1;2

+
24 0:26(0:07)  0:03(0:04)
 0:06
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 0:13
(0:06)
35 yt 2;1
yt 2;2

+
243:79(0:34) 1:99(0:37)
1:99
(0:37)
7:88
(0:71)
351=2 "^t
GMVAR(2,2)diff model: P (st;1 = 1) = ^1 = 0:36 (0:30) and
yt;1
yt;2

=
241:16(0:07) 0:06(0:04)
0:08
(0:10)
0:35
(0:07)
35 yt 1;1
yt 1;2

+
24 0:21(0:07)  0:01(0:04) 0:02
(0:10)
 0:16
(0:06)
35 yt 2;1
yt 2;2

+st;1
0B@
24 1:12(0:39) 1:22
(0:72)
35+
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4:23
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11:56
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351=2 "^t
1CA+ st;2
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35+
242:00(0:24) 0:91(0:29)
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351=2 "^t
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GMVAR(2,2)r model: P (st;1 = 1) = ^1 = 0:35 (0:20) and
yt;1
yt;2

=
241:26(0:06) 0
0 1:34
(0:06)
35yt 1;1
yt 1;2

+
24 0:29(0:06) 0
0  0:36
(0:06)
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
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1CA+ st;2
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3:19
(1:32)
35+
245:60(0:70) 3:46(0:69)
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(0:69)
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(1:13)
351=2 "^t
1CA
MVAR(2,2) model: Pt 1(st;1 = 1) = P (st;1 = 1) = ^1 = 0:90 (0:07) and
yt;1
yt;2

=
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0:05
(0:09)
1:30
(0:06)
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
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
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0B@
242:13(1:54)
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1
CMSTAR model:
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yt;2

=
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with threshold values y1 = 0:27 (0:49) and y

2 = 94:55 (1:97); for details, see Dueker et al.
(2011, p. 313).
A1.2 Diagnostic tests for the estimated models
Table A.1 presents results of appropriate diagnostic tests for the models in Section A1.1
(for further details on quantile residuals and the diagnostic tests, see Kalliovirta and
Saikkonen (2010) and Kalliovirta (2012)).
Table A.1: Diagnostic tests based on multivariate quantile residuals.
VAR VARdiff GMVAR GMVARdiff GMVARr MVAR CMSTAR
N 0 0 0.89 0.92 0.98 0.91 0
A1 0.39 0.47 0.63 0.27 0.82 0.20 0.14
A6 0 0 0.12 0.08 0.04 0.03 0.10
H1 0.04 0.01 0.92 0.66 0.96 0.19 0.14
H6 0 0 0.46 0.17 0.80 0.001 0
 ll 1116 1112 1083 1085 1087 1107 1094
AIC 2258 2248 2205 2206 2204 2252 2249
BIC 2304 2290 2272 2269 2257 2319 2355
Notes: Rows labelled N; : : : ;H6 present pvalues of diagnostic tests based on multivariate
quantile residuals. The test statistic for normality, N , is based on moments of multivariate
quantile residuals and the test statistics for autocorrelation, Ak, and conditional heteroskedas-
ticity, Hk, are based on the rst k autocovariances and squared autocovariances of multivariate
quantile residuals, respectively. Under correct specication, test statistic N is approximately
distributed as 22 (linear VAR) or 
2
3 (nonlinear VAR models) and test statistics Ak and Hk
are approximately distributed as 2k. A pvalue < 0.001 is denoted by 0. Also, log-likelihood
and information criteria values are reported for each model.
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A1.3 Graphical diagnostics of the GMVAR model
Figures A.1A.5 present graphical analysis of quantile residuals of the estimated GMVAR
model (13). If the model (13) is correctly specied the quantile residuals are asymp-
totically independent and identically distributed standard normal variables. Figure A.1
presents the time series plots of the components of the multivariate quantile residuals,
and Figures A.2 and A.3 show the corresponding QQ-plots and kernel density estimates.
Figure A.4 presents (scaled) auto- and cross-covariance plots of the multivariate quantile
residuals, and Figure A.5 the same graphs for the squared components of the multivariate
quantile residuals. These gures give no obvious reason to suspect the adequacy of model
(13).
A1.4 Forecasting comparison
Figure A.6 corresponds to Figure 3 in the paper, the di¤erence being that in addition to
the models appearing in Figure 3, results based on the GMVARdiff , VARdiff , and the
random walk with drift models are also included.
Figure A.7 compares the observed interest rate and exchange rate series to the corre-
sponding 1-step, 2-step, and 4-step forecasts from the GMVAR model over the 48 months
forecast period. Table A.2 presents the root MSPEs of the GMVAR model (13) for 1-
step-ahead, . . . , 10-step-ahead forecasts for the interest rate and exchange rate series.
Table A.2: The root MSPE of the GMVAR model for 1-step-ahead, . . . , 10-step-ahead
forecasts for the interest rate and exchange rate series.
step length
1 2 3 4 5 6 7 8 9 10
interest rate 2.30 3.62 4.47 5.27 5.60 5.88 6.11 6.33 6.56 6.98
exchange rate 3.09 4.82 5.74 6.57 7.50 7.31 7.16 7.37 7.61 7.70
A1.5 Conditional means, variances, and correlation in the GM-
VAR model
Figure A.8 presents time series plots of the estimated conditional means, conditional
variances, and conditional correlation in the GMVAR model (13) computed according to
(4) and (5).
3
Figure A.1: Time series plots of components of multivariate quantile residuals.
Figure A.2: QQ-plots of components of multivariate quantile residuals.
Figure A.3: Kernel density estimates (solid line) and theoretical standard normal densities
(dashed line) of components of multivariate quantile residuals. We use the Silvermans
bandwith.
4
Figure A.4: Scaled autocovariance functions of components of multivariate quantile resid-
uals. The horizontal lines show approximate 99% critical bounds.
Figure A.5: Scaled autocovariance function of squared components of multivariate quan-
tile residuals. The horizontal lines show approximate 99% critical bounds.
5
Figure A.6: Relative forecast accuracies in the interest rate series (left panel) and the exchange
rate series (middle panel) using mean squared prediction error (MSPE), and the determinant of
the covariance matrix of forecast error vectors (right panel).
Figure A.7: Series (solid line) and 1, 2 and 4 step forecasts generated by the GMVAR
model.
Figure A.8: Time series plots of the estimated conditional means and conditional variances
of the two component series (left and middle; interest rate (solid line) and exchange rate
(dashed line)) as well as the estimated conditional correlation between them (right) based
on the GMVAR model (13).
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A2 Further details of the proofs
Proof of Lemma 2, remaining details. To complete the proof of Lemma 2, we rst
show that
E

@2
@@0
lt (0)

=  E

@
@
lt (0)
@
@0
@lt (0)

: (26)
From (20) we obtain
E

@
@m
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@
@n
@lt (0)

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h
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i
  E
h
l
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n;t;0(yt 1)
i
 E
h
l
(2)
m;t;0(yt 1)l
(1)
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i
+ E
h
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(2)
n;t;0(yt 1)
i
:
Then note that
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k=1 k;0nd(p+1)
 
(yt;yt 1);#k;0
 ndp  yt 1;#n;0  ndp  yt 1;#M;0PM
k=1 k;0ndp
 
yt 1;#k;0
 #
=
Z
ndp (y;#n;0)  ndp (y;#M;0)PM
k=1 k;0ndp (y;#k;0)
Z 
nd(p+1) ((y;y);#m;0)  nd(p+1) ((y;y);#M;0)

dy

dy
=
Z
1PM
k=1 k;0ndp (y;#k;0)
[ndp (y;#m;0)  ndp (y;#M;0)] [ndp (y;#n;0)  ndp (y;#M;0)] dy
= E
"
ndp
 
yt 1;#m;0
  ndp  yt 1;#M;0PM
k=1 k;0ndp
 
yt 1;#k;0
 ndp  yt 1;#n;0  ndp  yt 1;#M;0PM
k=1 k;0ndp
 
yt 1;#k;0
 #
= E
h
l
(2)
m;t;0(yt 1)l
(2)
n;t;0(yt 1)
i
:
In the same way we get E[l(2)m;t;0(yt 1)l
(1)
n;t;0(yt;yt 1)] = E[l
(2)
m;t;0(yt 1)l
(2)
n;t;0(yt 1)] so that
E

@
@m
lt (0)
@
@n
lt (0)

= E
h
l
(1)
m;t;0(yt;yt 1)l
(1)
n;t;0(yt;yt 1)
i
  E
h
l
(2)
m;t;0(yt 1)l
(2)
n;t;0(yt 1)
i
=  E

@2
@m@n
lt (0)

:
Next we establish
 E

@2
@#m@#
0
n
lt (0)

= E

@
@#m
lt (0)
@
@#0n
lt (0)

: (27)
We start by showing that
E

@
@#m
lt (0)
@
@#0n
lt (0)

= E
h
l
(1)
#m;t;0
(yt;yt 1)l
(1)
#n;t;0
(yt;yt 1)
0
i
 E
h
l
(2)
#m;t;0
(yt 1)l
(2)
#n;t;0
(yt 1)
0
i
;
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which follows if E[l(2)#m;t;0(yt 1)l
(1)
#n;t;0
(yt;yt 1)
0] =  E[l(2)#m;t;0(yt 1)l
(2)
#n;t;0
(yt 1)
0] (and sim-
ilarly after transposing the left hand side). To see this, use the rst expressions of
l
(1)
#m;t;0
(yt;yt 1) and l
(2)
#m;t;0
(yt 1) and write
 E
h
l
(2)
#m;t;0
(yt 1)l
(1)
#n;t;0
(yt;yt 1)
0
i
=  m;0n;0E
"
@
@#m
ndp
 
yt 1;#m;0
PM
k=1 k;0ndp
 
yt 1;#k;0
 @@#0nnd(p+1)  (yt;yt 1);#n;0PM
k=1 k;0nd(p+1)
 
(yt;yt 1);#k;0
#
=  m;0n;0
Z @
@#m
ndp (y;#m;0)PM
k=1 k;0ndp (y;#k;0)
Z
@
@#0n
nd(p+1) ((y;y);#n;0) dy

dy
=  m;0n;0
Z @
@#m
ndp (y;#m;0)PM
k=1 k;0ndp (y;#k;0)
@
@#0n
ndp (y;#n;0) dy
=  E
h
l
(2)
#m;t;0
(yt 1)l
(2)
#n;t;0
(yt 1)
0
i
;
where the penultimate equality follows by changing the order of integration and di¤er-
entiation in the square brackets appearing in the preceding expression (this can be done
here, as well as in a similar instance below, by the well-known regularity property of the
density function nd(p+1) ((y;y);#m)).
Now, to establish (27) it su¢ ces to show that
 E

@2
@#m@#
0
n
lt (0)

= E
h
l
(1)
#m;t;0
(yt;yt 1)l
(1)
#n;t;0
(yt;yt 1)
0
i
 E
h
l
(2)
#m;t;0
(yt 1)l
(2)
#n;t;0
(yt 1)
0
i
;
which follows if we show that the expectations of the last two terms in the expression of
@2lt (0) =@#m@#
0
n are zero. This clearly holds whenm 6= n. Whenm = n the expectation
of the rst term is
m;0
Z
@2
@#m@#
0
m
nd(p+1) ((y;y);#m;0) dydy = m;0
@2
@#m@#
0
m
Z
nd(p+1) ((y;y);#m;0) dydy = 0:
The second term can be handled in the same way so that altogether we have established
(27).
Finally, we need to show that
 E

@2
@#m@0
lt (0)

= E

@
@#m
lt (0)
@
@0
lt (0)

: (28)
By arguments used to establish (27) it is seen that the expectations of the last two terms
in the expression of  @2lt (0) =@#m@m are zero so that we can proceed by assuming
that the expression of  @2lt (0) =@#m@n (n 6= m) applies also in the case n = m.
Thus, from equations (20) and (21) it follows that (28) holds if the expectations of the
cross productsfrom @
@#m
@lt (0)
@
@0 lt (0) satisfy
E
h
l
(2)
n;t;0(yt 1)l
(1)
#m;t;0
(yt;yt 1)
i
= E
h
l
(1)
n;t;0(yt;yt 1)l
(2)
#m;t;0
(yt 1)
i
= E
h
l
(2)
n;t;0(yt 1)l
(2)
#m;t;0
(yt 1)
i
(29)
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for m = 1; : : : ;M , n = 1; : : : ;M   1 . To see this, note that, using (23),
l
(1)
#m;t;0
(yt;yt 1)
=
m;0nd(p+1)
 
(yt;yt 1);#m;0
PM
n=1 n;0nd(p+1)
 
(yt;yt 1);#n;0
 @
@#m
log nd(p+1)
 
(yt;yt 1);#m;0

=
m;0ndp
 
yt 1;#m;0
PM
n=1 n;0nd(p+1)
 
(yt;yt 1);#n;0
nd  yt j yt 1;#m;0 @@#m log nd  yt j yt 1;#m;0
+
m;0nd
 
yt j yt 1;#m;0
PM
n=1 n;0nd(p+1)
 
(yt;yt 1);#n;0
ndp  yt 1;#m;0 @@#m log ndp  yt 1;#m;0 :
Using this expression to write E
h
l
(2)
n;t;0(yt 1)l
(1)
#m;t;0
(yt;yt 1)
i
as a sum of two expectations,
we nd that the contribution of the rst term vanishes (because it involves the expectation
of the score corresponding to the conditional density nd
 
yt j yt 1;#m;0

). Thus,
E
h
l
(2)
n;t;0(yt 1)l
(1)
#m;t;0
(yt;yt 1)
i
= E
"
ndp
 
yt 1;#n;0
  ndp  yt 1;#M;0PM
k=1 k;0ndp
 
yt 1;#k;0
 m;0nd  yt j yt 1;#m;0 ndp  yt 1;#m;0PM
n=1 n;0nd(p+1)
 
(yt;yt 1);#n;0

 @
@#m
log ndp
 
yt 1;#m;0
#
= m;0
Z
ndp (y;#n;0)  ndp (y;#M;0)PM
k=1 k;0ndp (y;#k;0)
ndp (y;#m;0)
 @
@#m
log ndp (y;#m;0)
Z
nd (y j y;#m;0) dy

dy
= m;0
Z
ndp (y;#n;0)  ndp (y;#M;0)PM
k=1 k;0ndp (y;#k;0)
ndp (y;#m;0)
@
@#m
log ndp (y;#m;0) dy
= E
h
l
(2)
n;t;0(yt 1)l
(2)
#m;t;0
(yt 1)
i
:
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Similarly,
E
h
l
(1)
n;t;0(yt;yt 1)l
(2)
#m;t;0
(yt 1)
i
= E
"
nd(p+1)
 
(yt;yt 1);#n;0
  nd(p+1)  (yt;yt 1);#M;0PM
k=1 k;0nd(p+1)
 
(yt;yt 1);#k;0

 m;0PM
k=1 k;0ndp
 
yt 1;#k;0
 @
@#m
ndp
 
yt 1;#m;0
#
= m;0
Z Z 
nd(p+1) ((y;y);#n;0)  nd(p+1) ((y;y);#M;0)

dy

 1PM
k=1 k;0ndp (y;#k;0)
@
@#m
ndp (y;#m;0) dy
= m;0
Z
ndp (y;#n;0)  ndp (y;#M;0)PM
k=1 k;0ndp (y;#k;0)
@
@#m
ndp (y;#m;0) dy
= E
h
l
(2)
n;t;0(yt 1)l
(2)
#m;t;0
(yt 1)
i
:
Hence, we have established (29) so that (28) follows. This completes the proof.
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