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SPACE
ABSTRACT OF THE THESIS
Uncertainty Estimation in Continuous Models applied to Reinforcement Learning
by
Ibrahim Karim Akbar
Master of Science in Electrical Engineering (Intelligent Systems, Robotics, & Control)
University of California San Diego, 2019
Professor Nikolay Atanasov, Chair
We consider the model-based reinforcement learning framework where we are interested in learning
a model and control policy for a given objective. We consider modeling the dynamics of an environment
using Gaussian Processes or a Bayesian neural network. For Bayesian neural networks we must define how
to estimate uncertainty through a neural network and propagate distributions in time. Once we have a
continuous model we can apply standard optimal control techniques to learn a policy. We consider the
policy to be a radial basis policy and compare it’s performance given the different models on a pendulum
environment.
xi
Chapter 1
Model-Based Reinforcement Learning
1.1 Introduction
Intelligent systems such as robots are projected to be able to accomplish many tasks that would
be inefficient in both resources or time, and potentially labor intensive or dangerous for humans. They
further provide novel solutions to search and rescue, waste or recycle management, mapping & localization,
transportation, and medical delivery problems. For these systems to operate intelligently they must be able
learn from the data generated which brings us to the field of machine learning.
Machine learning (ML) is a branch of artificial intelligence that leverages statistics in order to extract
information and infer relevant structures from the empirical data. These structures can be approximated
through statistical models that attempt to represent the given data compactly. Reinforcement learning (RL)
as a branch of machine learning restricts how this data is gathered and further uses it in decision making.
Reinforcement learning can be considered a combination of machine learning and control theory that
considers learning through interactions. In this setting data is generated by an agent’s engagement with an
unknown environment. Furthermore the agent is concerned with using this information in sequential decision
making to achieve some higher-order goals.
Agent
Environment ut
xt+1, ct
Figure 1.1: General Reinforcement Learning Framework: The agent takes an control ut and receives a state xt &
cost ct from the environment as a response.
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An agent will engage with the environment accumulating rewards or costs and observations for the
respective actions taken. This accumulation of information is the agent’s experience and what dictates the
future decisions the agent will make. Given this experience the objective of the agent is then to produce a
sequence of decisions (policy) that minimizes the expected cost of a goal.
Similarly, in control theory we are concerned with producing the optimal policy for a given goal;
however, we know the environment’s dynamics and the reward function specifying our goal. Since these are
known, interactions with the environment as in Fig. 1.1 are not necessary and the problem reduces to a sim-
ulated optimization problem. The learning aspect thus plays the role of trying to represent the environment’s
dynamics and/or the reward function through statistical modeling based on the agent’s experience.
Since the agent can only generate policies based on it’s current experience a dilemma occurs between
exploration and expoitation. The agent must trade-off exploring the environment through making suboptimal
decisions and exploiting the current learned representation. Since the experience of the agent is only partially
reflective of the environment’s dynamics exploration may lead the agent to develop a better policy. The
corollary then being that the agent may explore undesirable regions of the environment. Hence the decision
of when to explore and when to not explore becomes non-trivial. Since the assumptions being made on the
environment and agent are very general the agent often requires a large amount of experience to produce
a good policy. These assumptions also make the framework intuitive for autonomous learning and decision
making under uncertainty.
Given that an agent must interact with the environment data efficiency becomes a central concern.
Data efficiency can be quantified as the amount of necessary interactions to determine a good policy. As
environments may be large and complex a means of extracting useful information from the agent’s experience
would help increase data efficiency. A statistical model tries to compactly represent the given data and can be
used to generalize and infer the cost of a given action. Iterative improvements upon this model as the agent’s
experience grows would then increase the data efficiency. Thus a model-based approach to reinforcement
learning address this issue well. However, in addition to addressing data efficiency the use of a model presents
the problem of model bias.
Generally, dynamical systems are functions that map a state-action pair to another state. If we
try to model the environment through choosing the most likely function that describes our experience we
introduce the notion of model bias. Given a state-action input the model’s bias is the offset of the model’s
expected state from the true state. This is further observed if we consider that the agent’s experience is
relatively small with respect to the environment. As the dataset is small there exist many plausible dynamics
that would satisfy what the agent has experienced. Using only the most likely model makes the assumption
that these dynamics describe the whole environment exactly. The chance that this is true is quite low,
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especially since we have a limited amount of data. An agent considering functions that may be insufficient
representations of the environment’s dynamics in certain relevant regions will have detrimental effects on
learning a good policy. To avoid this pitfall we can use a probabilistic model that takes into account all the
plausible dynamics given by an experience.
Gaussian Processes (GPs) and Bayesian Neural Networks (BNNs) are non-parametric and parametric
probabilistic models, respectively, that can account for the uncertainty in the model effectively reducing the
model bias. Given such models the agent’s reasoning about a goal can incorporate model uncertainty
increasing data efficiency. Along with addressing data efficiency and model bias concerns a model should
scale both in terms of amount of experience and the complexity of the environment. Although GPs provide
analytical results the complexity in time and space hinder them from being applied to more interesting
environments.
This thesis considers learning a BNN and presents it’s application as a dynamics model in a Bayesian
RL framework with a continuous domain. The framework assumes a fully observable environment and
episodic tasks. Given a BNN we observe that the uncertainty of the model is limited causing the agent to
be overconfident in unexplored regions of the state space. This presents the consideration of learning a more
expressive BNN that takes into accound more uncertainty. The remainder of the contents of this thesis are
summarized as follows:
Chapter 1: 1.2: We present the notation used throughout the thesis and formulate the model-based rein-
forcement learning problem.
Chapter 2: 2.1: We introduce the necessary background for GPs and consider the case of prediction given
an input with uncertainty.
Chapter 2: 2.2: We introduce an extension of the GP to the multi-dimensional regression case and present
a preliminary extension of propagating distributions through them.
Chapter 2: 2.4: We introduce the background for BNNs and consider different algorithms for estimating
the posterior distribution of these models.
Chapter 3: We discuss the general approach to optimizing a parameterized policy and present the variations
to this approach when considering the dynamic model to be a GP or BNN.
Chapter 4: 4.2: We evaluate the models independently given datasets and discuss differences in terms of
training time, accuracy, uncertainty estimates.
Chapter 4: 4.3: Now we consider the algorithms as a whole and evaluate the performance given different
models of a pendulum environment.
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1.2 Problem Formulation
1.2.1 Symbols & Notation
Matrices are capitalized and vectors are in bold font.
Symbols Meaning
, an equality acting as a definition
∝ propotional to; e.g. y ∝ x means that y = Cx where C ∈ R and independent
of x
∼ distributed according to; e.g. x ∼ N (µ, σ2)
#| · | cardinality of; e.g. #|R| =∞; the cardinality of the real number line is infinite
∇φ gradient with respect to φ of; e.g. ∇φf is the gradient of the scalar function f
with respect to φ
xT transpose of the vector x
0n vector of all 0’s with length n
1n vector of all 1’s with length n
δxy 1 if x = y and 0 otherwise
diag(x) (vector argument) a diagonal matrix containing the elements x
diag(X) (matrix argument) a vector containing the diagonal elements of X
D or D∗ train (test) data set: D , {(X,Y )} = {(xi,yi : xi ∈ Rn,yi ∈ Rm, i =
1, . . . , k, k ∈ N}
Ex∼p(x)[z(x)] expectation of z(x) when x ∼ p(x)
Vx∼p(x)[z(x)] variance of z(x) when x ∼ p(x)
Cov[x, x′] covariance between x and x′
M model structure either being a Gaussian Process or Bayesian Neural Network
ω the parameters of a model M
θ the hyper-parameters of a model M
f(xt,ut) the dynamics of a continuous system
g(xt,ut) the approximate gradient of the f(xt,ut)
fM(x) or fM model (or vector) of latent function values, fM = [fM(x1), . . . , fM(xk)]T
f∗M Model prediction (random variable), f
∗
M = [fM(x
∗
1), . . . , fM(x
∗
k)]
GP Gaussian Process: f ∼ GP(m(x), k(x,x′)), the scalar function f is distributed
as a Gaussian Process with mean function m(x) and covariance function
k(x,x′)
m(x) mean function of a Gaussian Process
kθ(x,x
′) covariance (kernel) function of a Gaussian Process parameterized by θ evalu-
ated at x and x′
Kθ or Kθ(X,X) k × k Gram (covariance) matrix parameterized by θ
K∗θ k × k∗ Kθ(X,X∗) matrix being the covariance between the training and test
inputs
kθ(x∗) or k∗θ vector, short for Kθ(X,x∗) where there is only a single test input
h(x) dimensionality perserving nonlinearity; e.g. Sigmoid, Rectifying Linear Unit
(ReLU)
I or In Identity matrix (of size n)
N (µ,Σ) or N (x | µ,Σ) (random variable x) is Gaussian with mean vector µ and covariance matrix Σ
φ Normal distribution i.e. φ = N (0, I)
Φ(x | µ, σ2) Cumulative density function of univariate gaussian distribution with mean µ
and variance σ2 evaluated till x i.e. P(X ≤ x) where X ∼ N (µ, σ2)
Φ(x) Cumulative density function of univariate normal distribution evaluated till x,
i.e. X ∼ φ
y | x and p(y | x) conditional random variable y given x and its density
piψ(·) deterministic control policy parameterized by ψ
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O(·) big-Oh notation; for functions f and g on N, we write f(n) = O(g(n)) if
f(n)/g(n) <∞ as n→∞
L loss function
k and k∗ number of training and test inputs
log(z) natural logarithm (base e) of z
L number of layers in a neural network
Vl number of hidden units at layer l of a neural network
1.2.2 Model-based Reinforcement Learning
Model-based reinforcement learning revolves around formulating a Markov Decision Process (MDP)
over which we can run a policy optimization procedure. An MDP can be formulated as a tuple (X ,U , pf , p0, c
, γ, T ), where X is the state space, U is the control space, pf (· | x,u) is the true unknown dynamic model
for x ∈ X ,u ∈ U , p0 is the prior distribution over the state space, c(x,u) : X × U 7→ R is the cost function,
γ ∈ [0, 1) is the discounting term, and T is the planning horizon. Specifically, we consider a continuous state-
action finite horizon MDP where X ⊆ Rn, U ⊆ Rm, and T < ∞. Given a system’s unknown deterministic
dynamics xt+1 = f(xt,ut) from which we can sample, we are interested in the two components that comprise
model-based reinforcement learning: model learning and control policy optimization. First we want to find
a probabilistic model,M, that is representative of the system’s dynamics based on the experience the agent
has observed. Onced we have learned this model we are interested in finding a good control policy pi that
achieves the desired goal. Thus the main objective in model learning is finding a representation of the
dynamics that allows for good policy optimization. We define a policy as a function from the state space to
the control space, pi : X 7→ U where pi ∈ Π is a collection of policies. Given a policy we want to determine
how well it perform in regards to our goal; which is embedded in the cost function. Thus we define the
expected long-term culumative cost given a policy,
Jpi(x0) = Ext∼pfˆ
[ T∑
t=0
γtct(xt, pi(xt))
∣∣∣∣x0 ∼ p0] (1.1)
where pfˆ (· | x,u) is generated from the model, M. With this objective we consider the policy optimization
problem,
min
pi∈Π
Jpi(x) ∀ x ∈ X s.t.
x0 ∼ p0, xt+1 ∼ pfˆ (· | xt,ut)
xt ∈ X , ut = pi(xt) ∈ U(xt)
(1.2)
where U(x) ⊆ U is the set of admissible controls in state x. We can iteratively consider model learning with
experienced observed when interacting with the environment and policy optimization with regards to the
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information provided by the model. In particular we can consider using a parameterized policy piψ such that
we can perform a gradient based policy search. The appeal of considering GPs and BNNs as models is that
we can exploit their derivatives through time when computing Jpi. This allows the policy optimization to
that take into consideration the uncertainty in the model through the gradients. Before discussing how to
exploit these gradients we have to consider the models. In the next chapter we will go introduce two forms
of models; the Gaussian Process and the Bayesian Neural Network. For each one we will discuss how to
train them given a dataset D and subquentially how to do inference with an uncertain input.
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Chapter 2
Model Learning & Inference
We are interested in learning a deterministic dynamic function xt+1 = f(xt,ut). Instead of directly
learning the dynamic we consider learning the approximate state difference of the dynamics.
g(xt,ut) , f(xt,ut)− xt = xt+1 − xt (2.1)
Thus the training dataset D contains inputs x˜t , [xT ,uT ]T ∈ Rn+m and noisy targets ∆xt ∈ Rn where
∆xt = g(xt,ut) +  and  ∼ N (0n, σ2In). Given a training and test dataset D,D∗ we can consider how to
learn a model through a Gaussian process framework and through a Bayesian neural network framework.
Once we have trained a model on D we want to evaluate the current policy pi on the test set D∗ which
requires being able to propagate distributions through the models. Chapter two is organized such that
we first introduce the Gaussian process framework and how to estimate propagating distributions through
them. We extend this theoretical work to consider multi-output Gaussian processes. This is followed by a
literature review regard this non-parametric framework. Next, we introduce the Bayesian neural network
framework and one algorithm for approximating the posterior of the parameters. We then discuss propagating
distributions through this model as well. We conclude the chapter with a literature review regarding the
BNN framework.
2.1 Gaussian Process
A Gaussian process (GP) is a stochastic process where a finite subset of random variables is jointly
Gaussian. Consider the real-valued function y(v) on Rv to be governed by a Gaussian Process; it is fully
described by it’s prior mean and kernel function,
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ygp(v) ∼ GP (m(v), k(v,v′))
m(v) = E[y(v)]
k(v,v′) = E[((v)−m(v))(y(v′)−m(v′))]
(2.2)
We will omit the gp subscript throughout this section for readibility. Since the model is described functionally
we consider it to be a non-parametric model i.e. #|ω| = ∞; it has infinitely many direct parameters.
A dilemma that arises in this framework when considering dynamics is that dynamics are vector-valued
functions for most interesting cases while a GP is formulated for real-valued functions. We can assume the
next state values are all conditionally independent of each other given the current state. This allows us to
decompose the dynamics f into a set of dynamics, {fi(x˜) : i = 1, . . . , n} and have each governed by a GP.
Alternatively, instead of assuming independence we can formulate a Convolution Processes (CP) that can
govern vector-valued functions. See Section 2.2 for an introduction. For demonstrations throughout this
section we consider the GP governing the ith dimension dynamics to have a zero mean function, m(x˜) = 0 ∀x˜
and the squared exponential (SE) kernel. This kernel measure the covariance between two states x˜, x˜′ as
kθi(x˜, x˜
′) = α2i exp (x˜− x˜′)TΛ−1i (x˜− x˜′) (2.3)
where θi = {αi,Λi, } are the hyper-parameters of the model where Λi ∈ Rn+m×n+m.
Figure 2.1: GP Prior with zero mean (black line) and SE Kernel. The gray region corresponds to the 95% confidence
interval while the colored lines are samples drawn from the prior.
The hyper-parameters, θi can be inferred through Bayesian inference as shown in Subsection 2.1.1.
For any finite subset of states X˜ ∈ Rn+m×k we can compute the covariance matrix, Kθ(X˜, X˜) ∈ Rk×k,
through elementwise application of the kernel function. Thus we can specify a Gaussian distribution from
which we can draw samples corresponding to the output of the function.
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gi ∼ N
(
0,Kθi(X˜, X˜)
)
(2.4)
This is of particularly little interest as we don’t want to draw samples from a prior distribution
but rather a posterior conditioned on observed data. In Fig. 2.1 we see that the prior is flat causing the
samples to be uniformly distributed. Thus making estimates about the quality of a policy is uniformative.
Through introducing D we can reduce the uncertainty in the model and generate a posterior. Specificially,
if we assume we are given a dataset D and known test inputs X˜∗ then we know a joint distribution must
satisfy, ∆x
g∗i
 ∼ N(0,
Kθi(X˜, X˜) + σI Kθi(X˜, X˜∗)
Kθi(X˜
∗, X˜) Kθi(X˜
∗, X˜∗)
) (2.5)
Given that the joint distribution and marginal distributions are Gaussian we can express the conditional
predictive distribution as a Gaussian as well allowing for analytic inference.
g∗i | D, X˜∗,θi ∼ N
(
K∗Tθi (Kθi + σI)
−1∆x,Kθi(X˜
∗, X˜∗)−K∗Tθi (Kθ + σI)−1K∗θi
)
(2.6)
Figure 2.2: GP Posterior on x sin(x) and x + sin(4x) + sin(13x) where the true functions are given in red while the
model predicts a posterior mean in blue given the training inputs points in green. The shaded region shows the 95%
confidence interval of the model while the transparent lines are samples drawn from this posterior GP.
Before we can compute the posterior we have to concern ourselves with θi. Given the dataset and an
arbitrary initial θi the posterior is generally not be the most probable. Thus we can consider learning the
hyper-parameters θi with regards to D.
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2.1.1 Training
Generally, machine learning allows for varying approaches for determining the optimal values of the
parameters ω and hyper-parameters θ. The Bayesian inference framework neatly encompasses these methods
in a hierarchical framework. Bayesian inference is interested in learning the posterior over the respective
parameters in order to take into account all possible values rather than the most likely. This directly
address concerns of overfitting and bias by considering distributions rather than point-wise estimates. We
can formulate the posterior over ω and θ through Baye’s rule.
p(ω | D,θ) = p(∆x | X˜,ω,θ)p(ω | θ)
p(∆x | X˜,θ) (2.7)
The first term here is the likelihood of the data followed by the prior distribution over ω. In the denumerator
we have the marginal likelihood (evidence) that is independent of the weights ω.
p(∆x | X˜,θ) =
∫
p(∆x | X˜,ω,θ)p(ω | θ)dω (2.8)
At the next level we can consider the posterior of the hyper-parameters θ.
p(θ | D) = p(∆x | X˜,θ)p(θ)
p(∆x | X˜) (2.9)
p(∆x | X˜) =
∫
p(∆x | X˜,θ)p(θ)dθ (2.10)
Depending on the model structure the integrals in Eq. 2.8, 2.10 may be intractable leading to approximations
through Markov Chain Monte Carlo (MCMC) methods. Rather than these approximations we can assume
an uninformative prior p(θ) so that p(θ | D) ∝ p(∆x | X˜,θ). We can then move away from estimating the
posterior and instead maximize the marginal likelihood with respect to θ. This is known as type-II maximum
likelihood estimation (MLE) and is analytical given the formulation of a GP. We consider the optimization
problem,
θ∗ = arg max
θ
log p(∆x | X˜,θ) (2.11)
From the formulation of a Gaussian Process and Eq. 2.5 we know the marginal log-likelihood takes the
form of,
log p(∆x | X˜,θ) = −1
2
∆xT (Kθ + σ
2
I)
−1∆x− 1
2
log
(|2pi|n+m det (Kθ + σ2I)) (2.12)
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Here the terms can be regarded as the data fitting and complexity regularization plus normalization term,
respectively. We can consider finding the gradient in order to iteratively improve our estimate of the hyper-
parameters. Thus we look at the partial derivatives of the marginal log-likelihood with respect to θj which
corresponds to one of the parameters in the set.
∂
∂θj
log p(∆x | X˜,θ) = 1
2
tr
((
ααT − (Kθ + σ2I)−1)∂(Kθ + σ2I)∂θj
)
α =
(
Kθ + σ
2
I
)−1
∆x (2.13)
We write ∂∂θj
(
Kθ + σ
2
I
)
rather than ∂∂θjKθ as we can consider the noise σ
2
 as a hyper-parameter. Using
standard matrix inversion techniques for positive definite matrices requires O(n3) time complexity and O(n2)
memory complexity. Due to this time complexity standard GPs are impractical for datasets where more than
a thousand samples are collected. In addition it should be recalled we are finding the mode of the distribution
on θ which makes the optimization more susceptible to overfitting.
2.1.2 Inference
Figure 2.3: Propagation of a Gaussian distribution through a GP generally results in a non-Gaussian multimodal
distribution. From left to right we have the state distribution x ∼ N (µ, σ2), a Posterior GP on g(x) = x+ sin(4x) +
sin(13x), and the approximate resulting distribution on g(x) when propagating p(x).
Now that we have learned a GP model from a dataset, we can use it to make more informed
decisions. Given a deterministic known test point x˜∗ we have already shown in Eq. 2.6 the resulting
unitary predictive distribution. Since we are concerned with reinforcement learning the state may not be
observable but rather a distribution can be specified. Therefore given a distribution as an input we want
to infer the resulting distribution through the GP. Specifically, if x˜∗ ∼ N (µ,Σ) what can we say about the
distribution over g∗ | µ,Σ,D? These derivations have be shown by Diesenroth [1] following the work of
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Kuss [2] and Quin˜onero-Candela et al. [3], [4] but are re-iterated here for completeness. The exact predictive
distribution through the ith GP,
p(g∗i | µ,Σ,D) =
∫
p(gi(x˜
∗) | x˜∗,D)p(x˜∗ | µ,Σ)dx˜∗ (2.14)
is generally not Gaussian or unimodal. See Fig. 2.3 for a visualization. If a Gaussian kernel is used
for the GP we are able to compute the mean and variance of the distribution analytically. Therefore, we
choose to approximate this distribution with the best-fit Gaussian that minimizes the Kullback-Lieber (KL)
Divergence. This is equivalent to moment matching between the unknown true distribution and the mean
and variance of the Gaussian. First we present the univariate case, i.e. given the ith dimension of the
dynamics, and then proceed to the multi-dimensional case.
Univariate Prediction
We want to determine the moments of p(gi(x˜
∗) | µ,Σ) given that x˜∗ ∼ N (µ,Σ). We define,
mgi(x˜
∗) , k∗Tθ (Kθi + σiI)−1∆x
σgi(x˜
∗) , kθi(x˜∗, x˜∗)− k∗Tθi (Kθi + σiI)−1k∗θi)
(2.15)
to be the posterior mean and variance of the ith GP given D. We can compute the moments of the predictive
distribution using Fubini’s Theorem.
µ∗i ,
∫ ∫
gi(x˜
∗)p(g∗i , x˜
∗)dg∗i dx˜
∗ = Egi,x˜∗ [gi(x˜∗) | µ,Σ] = Ex˜∗ [Egi [gi(x˜∗) | x˜∗] | µ,Σ]
= Ex˜∗ [mgi(x˜∗) | µ,Σ] =
∫
mgi(x˜
∗)N (x˜∗ | µ,Σ)dx˜∗ = βTi qi (2.16)
where
βi = (Kθi + σiI)
−1∆xi qi = [qi1, . . . , qik]T ∈ Rk (2.17)
qij ,
∫
kθi(x˜i, x˜
∗)N (x˜∗ | µ,Σ)dx˜∗
= α2i det(ΣΛ
−1
i + I)
− 12 exp
(
− 1
2
(x˜j − µ)T (Σ + Λi)−1(x˜j − µ)
) (2.18)
If we set Σ ≡ 0 we get qij = kθi(xj ,x∗) which recovers the deterministic prediction through a GP.
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σ2∗i = Vargi,x˜∗ [gi(x˜
∗) | µ,Σ] = Ex˜∗ [Vargi [gi(x˜∗) | x˜∗] | µ,Σ] + Varx˜∗ [Egi [gi(x˜∗) | x˜∗] | µ,Σ] (2.19)
= Ex˜∗ [σgi(x˜∗) | µ,Σ] + (Ex˜∗ [mgi(x˜∗)2 | µ,Σ]− Ex˜∗ [mgi(x˜∗) | µ,Σ]2) (2.20)
=
∫
(σgi(x˜
∗) +mgi(x˜
∗)2)p(x˜∗)dx˜∗ −
(∫
mgi(x˜
∗)p(x˜∗)dx˜∗
)2
(2.21)
σ2∗i = α
2
i − tr
(
(Kθi + σ
2
iI)
−1Qˆi) + βTi Qˆiβi − (µ∗)2 (2.22)
where the entries of Qˆi ∈ Rk×k are given as,
(Qˆi)jk =
kθi(x˜j , µ)kθi(x˜k,µ)
det
(
2ΣΛ−1i + I
)− 12 exp
(
(zˆjk − µ)T (Σ + 1
2
Λi)
−1ΣΛ−1i (zˆjk − u)
)
(2.23)
Thus for given Gaussian p(x∗) we approximate p(gi(x∗)) ∼ N (µ∗, σ2∗).
Multivariate Prediction
Now we consider the full dynamics represented through n independent GPs. This means we would
consider our hyper-parameters to be θ = {αi,Λi, σi}ni=1. using this we can again estimate the predictive
multivariate moments. Due to independence we can apply the univariate predictive mean in Eq. 2.16
dimension-wise.
µ∗ = [βT1 q1, . . . ,β
T
n qn]
T (2.24)
The key difference arises with determining the covariance matrix. The output dimensions can covary with
each other and should be taken into account. Thus when looking at the structure of the predictive covariance
matrix we have two options: variance and covariance along dimensions of the output.
Σ∗ =

V[g1(x˜∗) | µ,Σ] . . . Cov[g1(x˜∗), gn(x˜∗) | µ,Σ]
...
. . .
...
Cov[gn(x˜
∗), g1(x˜∗) | µ,Σ)] . . . V[gn(x˜∗) | µ,Σ]
 (2.25)
The variance along the diagonal is derived in Eq. 2.22. For the cross-covariance terms we start with,
Cov[ga(x˜
∗), gb(x˜∗) | µ,Σ] = Eg,x˜∗ [ga(x˜∗)gb(x˜∗) | µ,Σ]− µ∗aµ∗b (2.26)
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Eg,x˜∗ [ga(x˜∗)gb(x˜∗) | µ,Σ] = Ex˜∗ [Ega [ga(x˜∗) | x˜∗]Egb [gb(x˜∗) | x˜∗] | µ,Σ] =
∫
mga(x˜
∗)mgb(x˜
∗)p(x˜∗)dx˜∗
(2.27)
Through substituting in the definitions from Eq. 2.15 we can determine that,
Eg,x˜∗ [ga(x˜∗)gb(x˜∗) | µ,Σ] = βTa
∫
kθa(x˜
∗, X˜)T kθb(x˜
∗, X˜)p(x˜∗)dx˜∗︸ ︷︷ ︸
Q
βb (2.28)
We can write Q ∈ Rk×k in closed form through it’s elements which have an exponential form,
Qij =
kθa(x˜i,µ)kθb(x˜j ,µ)√
det(R)
exp(
1
2
zTijR
−1Σzij) =
exp(η2ij)√
det(R)
(2.29)
η2ij = 2(log(αa) + log(αb))−
ηTi Λ
−1
a ηi + η
T
j Λ
−1ηj − zTijR−1Σzij
2
(2.30)
where R = Σ(Λ−1a + Λ
−1
b ) + I, zij = Λ
−1
a ηi + Λ
−1
b ηj , and ηi = x˜i − µ.
Thus the predictive covariance is fully described as,
Cov[ga(x˜
∗), gb(x˜∗) | µ,Σ] =

βTaQβb − µ∗aµ∗b a 6= b
βTaQβa − (µ∗a)2 + α2a − tr((Kθa + σaI)−1 a = b
(2.31)
When making predictions and propagating uncertainty it is also important to consider how the input
varies with respect to the output of the model. Given that x˜∗ ∼ N (µ,Σ) and g(x˜∗) ∼ N (µ∗,Σ∗) we assume
that the joint is also Gaussian.
g(x˜∗)
x˜∗
 ∼ N(
µ∗
µ
 ,
 Σ∗ Σg,x˜∗
Σx˜∗,g Σ
)
In order to fully decribe the distribution we have to derive input-output covariance Σg,x˜∗ .
Σg,x˜∗ = Eg,x˜∗ [g(x˜∗)x˜∗T ]− Ex˜∗ [x˜∗]Eg,x˜∗ [g(x˜∗)]T = Eg,x˜∗ [g(x˜∗)x˜∗T ]− µµ∗T
We can derive close form expressions for Eg,x˜∗ [g(x˜∗)x˜∗T ] dimension-wise for a = 1, . . . , n.
Eg,x˜∗ [ga(x˜∗)x˜∗] = Ex˜∗ [x˜∗Eg[ga(x˜∗) | x˜∗] | µ,Σ] =
∫
x˜∗mga(x˜
∗)p(x˜∗)dx˜∗
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Through some manipulations of the exponential forms and the variables we arrive at the form,
Covg,x˜∗ [x˜
∗, ga(x˜∗) | µ,Σ] =
n∑
i=1
βaiqaiΣ(Σ + Λa)
−1(x˜i − µ) (2.32)
2.2 Convolution Process
A GP presents a flexible and fast model for learning single output regression well. This limitation to
real-valued functions poses a problem when considering dynamics which are generally vector-valued functions.
An alternative to considering the outputs of g to be conditionally independent given x˜ is to consider the
dynamics to have a convolutional functional form. Through this formulation we can consider a Convolution
Process (CP) that governs a vector-valued function. This is particularly appealing for systems where various
output states are simple transformation of another. Let the dynamics be decomposed along the output
dimensions g(·) = {gi(·)}ni=1. Let gi have the form,
gi(x˜) =
R∑
r=1
∫
kir(x˜− z)ur(z)dz (2.33)
where kir(·) is a smoothing kernels and {ur(·)}Rr=1 are the latent functions. We can thuse recover the
covariance between the two functions gi and gj as,
Cov[gi(x˜), gj(x˜
′)] =
R∑
s=1
R∑
r=1
∫
kis(x˜− z)
∫
kjr(x˜
′ − z′)Cov[us(z), ur(z′)]dz′dz (2.34)
This describes the covariance in the most general sense without any assumptions on ur(·). If we consider
these latent functions to be independent GPs, i.e. Cov[us(z), ur(z
′)] = kus,ur (z, z
′)δsr then the covariance
simplifies to
Cov[gi(x˜), gj(x˜
′)] =
R∑
r=1
∫
kir(x˜− z)
∫
kjr(x˜
′ − z′)kur (z, z′)dz′dz (2.35)
Additionally the covariance between latent function and output can be computed as,
Cov[gi(x˜), ur(z)] =
∫
kir(x˜− z′)kur (z, z′)dz′ (2.36)
Given this formulation and the dataset D we can construct a GP over the set of outputs with prior,
∆X | X˜,θ ∼ N (0,Kθ + Σ) (2.37)
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where ∆X = [∆xT1 , . . . ,∆x
T
n ]
T ∈ Rnk is the set of output functions with ∆xi = [gi(x˜1), . . . , gi(x˜k)]T ,
Kθ ∈ Rnk×nk is the covariance matrix given training inputs X˜ and hyper-parameters θ with elements
Cov[gi(x˜), gj(x˜
′)], and Σ = σ2I ⊗ Ik is the noise. Here ⊗ denotes the Kronecker product.
Equivalently, the predictive distribution given the test set D∗ is,
∆X∗ | D, X˜∗,θ ∼ N (K∗Tθ (Kθ + Σ)−1∆X,Kθ(X˜∗, X˜∗)−K∗Tθ (Kθ + Σ)−1K∗θ + Σ) (2.38)
Due to the functional form of the covariance certain choices of smoothing kernels or latent kernels
will cause it to be intractable. For the case where kur (·, ·) is a squared exponential kernel and kir(·) is a
Gaussian kernel we can produce a closed form expression for the covariance,
Cov[gi(x˜), gj(x˜
′)] =
R∑
r=1
α2r
√
det(Λur )√
det(Λur + Λir + Λjr)
exp
(− 1
2
(x˜− x˜′)T (Λur + Λir + Λjr)−1(x˜− x˜)
)
(2.39)
See Appendix C for a derivation of the kernel. Thus we can consider the set of hyper-parameters θ = {θr}Rr=1
where θr =
{
αr,Λur , {Λir}ni=1
}
. Here we keep the hyper-parameter set for this kernel as general as possible
through allowing each latent function to have a set of smoothing kernels for each dimension. Considering
this formulation we now extend Diesenroth’s results for prediction through a GP to a CP.
2.2.1 Multivariate Prediction
Given that x˜∗ ∼ N (µ,Σ) we would like to approximate the predictive state distribution p(∆x) with
a Gaussian distribution. We can follow the same procedure in deriving the GP predictions and define,
mg(x˜
∗) = K∗Tθ (Kθ + Σ)
−1∆X
Vg(x˜
∗) = Kθ(x˜∗, x˜∗)−K∗Tθ (Kθ + Σ)−1K∗θ
(2.40)
µ∗ = Eg,x˜∗ [g(x˜∗)] = Ex˜∗ [Eg[g(x˜∗) | x˜]] = Ex˜∗ [mg(x˜∗)] =
∫
mg(x˜
∗)N (x˜∗ | µ,Σ)dx˜∗ (2.41)
µ∗ =
∫
K∗Tθ N (x˜∗ | µ,Σ)dx˜∗︸ ︷︷ ︸
P
(Kθ + Σ)
−1∆X
= Pβ
(2.42)
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where with a slight abuse of notation β = (Kθ + Σ)
−1∆X ∈ Rnk rather than Rk as with the GP. Here
P ∈ Rn×nk and can be viewed as,
P =

p11 . . . p1n
...
. . .
...
pn1 . . . pnn
 (2.43)
such that pij ∈ R1×k specifies the predictive covariance between output dimensions i and j for x˜∗ and X˜.
For the lth sample x˜l the predictive covariance is given as,
p
(l)
ij =
R∑
r=1
α2r
√
det(Λur )√
det(Λur + Λir + Λjr + Σ)
exp
(− 1
2
(x˜l − µ)T (Λur + Λir + Λjr + Σ)−1(x˜l − µ)
)
(2.44)
For the covariance, Σ∗ we consider using the law of total covariance,
Covg,x˜∗ [g(x˜
∗), g(x˜∗)] = Ex˜∗ [Covg[g(x˜∗), g(x˜∗) | x˜∗]] + Covx˜∗ [Eg[g(x˜∗) | x˜∗],Eg[g(x˜∗) | x˜∗]]
= Ex˜∗ [Vg(x˜∗)] + Covx˜∗ [mg(x˜∗),mg(x˜∗)]
= Ex˜∗ [Vg(x˜∗) +mg(x˜∗)mg(x˜∗)T ]− µ∗µ∗T
(2.45)
Expanding these with regards to Eqs. 2.40 we arrive at,
Covg,x˜∗ [g(x˜
∗), g(x˜∗)] = Ex˜∗ [kθ(x˜∗, x˜∗)]− Ex˜∗ [k∗Tθ (Kθ + Σ)−1k∗θ] + Ex˜∗ [k∗Tθ ββTk∗θ]− µ∗µ∗T
= Υ− Ex˜∗ [k∗Tθ (Kθ + Σ)−1k∗θ] + Ex˜∗ [k∗Tθ ββTk∗θ]− µ∗µ∗T
(2.46)
where Υ ∈ Rn×n and it’s elements are given by,
Υij =
R∑
r=1
α2r
√
det(Λur )√
det(Λur + Λir + Λjr)
(2.47)
We now consider looking at the ith and jth dimension of the output to continue the derivation.
Covg,x˜∗ [gi(x˜
∗), gj(x˜∗)] = Υij − Ex˜∗ [k∗Tθ,i(Kθ + Σ)−1k∗θ,j ] + Ex˜∗ [k∗Tθ,iββTk∗θ,j ]− µ∗iµj
= Υij − tr
(
(Kθ + Σ)
−1Ex˜∗ [k∗θ,jk∗Tθ,i]
)
+ βTEx˜∗ [k∗θ,jk∗Tθ,i]β − µ∗iµ∗j
= Υij − tr
(
(Kθ + Σ)
−1Oij
)
+ βTOijβ − µ∗iµ∗j
(2.48)
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where k∗θ,j ∈ Rnk denotes the jth column of the matrix. With this we have derived an element-wise
expression with which we can evaluate the predictive covariance. The only variable that needs to be defined
is Oij ∈ Rnk×nk.
Oij =
∫
k∗θ,jk
∗T
θ,ip(x˜
∗)dx˜∗ =
∫ 
kθ,j1(X˜, x˜
∗)kθ,i1(x˜∗, X˜) . . . kθ,j1(X˜, x˜∗)kθ,in(x˜∗, X˜)
...
. . .
...
kθ,jn(X˜, x˜
∗)kθ,i1(x˜∗, X˜) . . . kθ,jn(X˜, x˜∗)kθ,in(x˜∗, X˜)
 p(x˜∗)dx˜∗
(2.49)
Here kθ,jl(X˜, x˜
∗) denotes the covariance between the jth and lth output dimension in regards to X˜ and x˜∗.
We further consider looking at the pth and qth sample from X˜.
(olkij )pq ,
∫
kθ,jl(x˜p, x˜
∗)kθ,ik(x˜∗, x˜q)p(x˜∗)dx˜∗
=
R∑
r=1
R∑
s=1
α2rα
2
s(2pi)
n+m
√
det(ΛurΛus)
∫
N (x˜∗ | x˜p,Λrjl)N (x˜∗ | x˜q,Λsik)N (x˜∗ | µ,Σ)dx˜∗
=
R∑
r=1
R∑
s=1
α2rα
2
s(2pi)
n+m
√
det(ΛurΛus)N (x˜q | µ,Λsik + Σ)
∫
N (x˜∗ | x˜p,Λrjl)N (x˜∗ | µn,Σn)dx˜∗
=
R∑
r=1
R∑
s=1
α2rα
2
s(2pi)
n+m
√
det(ΛurΛus)N (x˜q | µ,Λsik + Σ)N (x˜p | µn,Λrjl + Σn)
(2.50)
where Λrjl = Λur + Λjr + Λlr, µn = Σn(Λ
−1
sikx˜q + Σ
−1µ), and Σn = (Λ−1sik + Σ
−1)−1. With this we
have formalized the moments of the Gaussian distribution we use to approximate the true predictive state’s
distribution.
Proposition 1. Given an input state x˜ distributed as a Gaussian with mean µ and covariance Σ we
specified a CP with Gaussian smoothing kernels and SE latent kernels parameterized by hyper-parameters θ.
We can then approximate the predictive distribution when propagating p(x˜) through the CP with a Gaussian
distribution. The mean µ∗ is derived from Eq. 2.42 where P has elements in the form of Eq. 2.44.
The covariance matrix Σ∗ is fully described through Eq. 2.48 where Oij for each output dimension pair is
specified element-wise through Eq. 2.50.
2.2.2 Remarks
Due to the complexity of this model for both training and inference we do not consider practical
results in this thesis but leave it for future work. The novelty provided with this section are the derivations
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of the predictive Gaussian distribution’s moments. We believe that due to the increased capabilities of
hardware in reducing the complexity of learning models like Gaussian Processes such a model will be able
to scale to higher dimensions where more interesting dynamics can be considered. It is at this point the
coupling effect that this model induces naturally will begin to show it’s merits by being more sample efficient.
1. The time and memory complexity of this model for training is O((nk)3) and O((nk)2), respectively.
This is extremely prohibitive to systems with high dimensional states or even large sample sizes.
2. The time complexity for predictions of the mean and covariance through a CP is O(n2kR(n + m)3)
and O((nkR)2(n+m)3).
2.3 Gaussian Processes Related Works
GPs have garnered much attention over the past few years because of there analytical derivations,
flexibility, and ability to represent uncertainty naturally. The main concern for using such models is it’s
scalability to higher dimensions; as it scales cubicly with respect to the data size. In conjunction with
improving the scalability of these models, researchers are working on developing the expressibility through
kernel design and developing different models for applications.
Neal [5] instigates the excitement for a non-parametric model (GP) through showing that the prop-
erties of a single layer neural network converge to those of a GP as the width tends to infinity. The covariance
function of the GP is then determined through the prior placed on the weights and activation functions of
the hidden layers. William & Rasmussen [6] and Neal [7] began to thoroughly explore the efficacy of this
approach and build the foundation for the research community. For an in-depth introduction please refer to
the book by Rasmussen [8]. Recently, Lee et al. [9] derive the exact equivalence relationship between deep
neural networks and GPs. Using this relation they efficiently compute the kernel functions of a proposed
network and perform Bayesian inference for wide deep neural networks.
2.3.1 Efficiency Improvement
The main initial drawback of using GPs despite being highly flexible is that training on large datasets
is prohibitive due to the inversion of the covariance matrix. Standard techniques for matrix inversion require
O(n3) operations making datasets with sample size larger than a few thousand too time intensive. To
remedy this, Snelson & Ghahramani [10], [11] propose inducing point methods that use a set of m << n
sparse pseudo-inputs to approximate the kernel with a decomposition allowing for O(nm2) time complexity
during training and O(m2) during predictions. Due to the sparse selection of inducing points these methods
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sacrifice predictive capabilities and the expressibility of the kernels. Rather than considering the set of
induced points as the parameters for a degenerate prior, Titsias [12] considers them as the parameters of
a variational distribution and maximize the lower bound of the marginal log-likelihood. This leads to the
model being more robust to overfitting and a training time complexity of O(m3). The main difference
between these approaches is in them approximating the prior or posterior distribution respectively. Burt et
al. [13] show that the true time complexity grows sublinearly with the number of training samples indicating
that posteriors can be approximated cheaply. Alternative to using inducing points, structure exploitation
through Kronecker products [14] or Toeplitz methods [15] also allow for scalable inference and expressive
kernel learning making. The main hinderance regarding structural approaches is that they require the data
to lie on a multidimensional lattice. Wilson & Nickisch [16] propose the structured kernel interpolation (SKI)
framework that applies both concepts of inducing points and structural exploitation to further reduce the
time and storage complexity while maintaining the expressiveness of the kernel.
2.3.2 Expressive Kernels
The choice of kernel for a GP determines largely it’s inference capabilities after training as it is
placing assumptions on the properties of the data i.e. smoothness, stationarity, etc. Along with ridge
regression and support vector machines (SVMs), GP motivate the problem of automatic kernel learning [17].
In addition to kernel learning, allowing for a general structure ensures that the learning approach is not
limited in it’s search space. Bach [18] considers a heirachical kernel learning (HKL) method that considers
additive composition of kernels over subsets of the variables. Duvenaud et al. [19] extended this HKL method
to be Bayesian and propose the Additive Guassian processes. Duvenaud et al. [20] alternatively presents
a context-free grammar of kernel structures based on the composition of kernels. Lloyd et al. [21] extend
this work to an Automatic Statistician that generates natural language reports on the models assessed. Sun
et al. [17] accelerate the learning of the automatic statistician approach by making it differentiable in the
form of a neural kernel network (NKN). Additionally, they show that the NKN is universal for stationary
kernels. An alternative approach to kernel learning is through the spectral approaches that rely on Bochner’s
Theorem [22]. Lazaro-Gredilla et al. [23] propose sparse spectrum kernels where they limit the number of
Fourier coefficients. Wilson & Adam [24] consider spectral mixture kernels where the each spectral dimension
is modelled as an independent Gaussian. Samo & Roberts [25] extend this work to a tractable family of
spectral kernels that can approximate any continuous bounded nonstationary kernel. Parra & Tobar [26]
consider spectral mixture kernels for multi-output gaussian processes through employing Crame´r’s Theorem
to provide a principled approach to multivariate covariance functions.
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2.3.3 Model Design
An exact Gaussian process is limited to the one dimensional regression case. Thus there has been
large consideration of extending this to multi-dimensional regression, and deep learning. When considering
multi-dimensional regression the standard approach is to apply a GP per output dimension and consider the
outputs to be conditionally independent given the training data. Boyle & Frean [27] model the dependencies
through considering the outputs to be a convolution of the kernel and a latent function represented as a GP
thereby generating a convolution process (CP). Alvarez & Lawrence [28] introduce sparse approximations
analogous to fully independent training conditional (FITC) [29] to reduce the time and storage complexity
of a CP. Alvarez et al. [30] further extend Titsias [12] work of variational inference to the multi-dimensional
case and introduce functions for handling potentially non-smooth kernels in the CP. Mun´oz et al. [31]
consider extending the multi-output framework by allowing heterogenous outputs through assuming different
likelihood functions. Considering the benefits of deep learning, Damianou & Lawrence [32] [33] introduce deep
gaussian processes (DGP) which extend the GP formulation through layering and is trained with approximate
variational inference. Thus through process composition of GPs a richer class of process priors can be learned
while maintaining theoretical properties of the underlying processes [34]. Salimbeni & Deisenroth [35] present
a variational inference approach that extends previous mean field variational approach through not inforcing
independence or Gaussianity between layers. This reduces the concerns of underestimating the variance as
was done with the mean-field variational approaches [36].
2.4 Bayesian Neural Networks
In contrast to a GP, Bayesian neural networks (BNN) are parametric models with a finite set of
parameters. A large appeal for neural networks is their modularity and expressive structural designs. Fur-
thermore, applying the Bayesian inference approach to neural networks is motivationed by robustness to
overfitting, sense of uncertainty, and natural hyperparameter learning. For reinforcement learning uncer-
tainty is necessitated through the exploration vs. exploitation tradeoff. Since the motion model is unknown
exploring the environment generates a better understanding of the dynamics allowing for better policies to
be determined. Exploration requires the agent to have a sense of uncertainty as a deterministic model causes
the agent to act over-confident even in regions of the environment that are previously unseen. We consider
Hernandez-Lobato’s Probabilistic Backpropagation (PBP) [37] as methods for learning the posterior distri-
bution. For the case of dynamic modeling a feed forward network is generally sufficient given that the state
space is observable by the agent. Throughout this section we consider the structural flow of the network at
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the lth layer to follow,
zl−1 →W lzl−1 + bl → h(W lzl−1 + bl) = zl
where ω , {(W l, bl) : W l ∈ RVl×Vl−1 , b ∈ RVl , l = 1, . . . , L} are the model parameters, h(·) is the non-
linearity, and zl the output vector to the lth layer. Furthmore we define the hidden units as al ,W lzl−1 +bl
and zL , ∆xˆ = g(x˜;ω,θ) +  where g(·;ω,θ) is the learned approximate state difference of the dynamics.
A neural network will learn the mode of the parameters ω∗, θ∗ such that the distribution p(∆x | x˜,ω∗,θ∗)
has the best generalization results. In order to consider a network bayesian we are interested in learning a
posterior distribution p(ω | D,θ) instead. We can then apply marginalization for inference given the test set
D∗.
p(∆x∗ | X˜∗,θ) =
∫
p(∆x∗ | X˜∗,ω,θ)p(ω | D,θ)dω (2.51)
Hernandez-Lobato [37] demonstrates learning a posterior distribution through assuming that it is of
a Gaussian form with diagonal covariance. This allows for an iterative minimization of the Kullback-Liebler
(KL) Divergence through the idea of an assumed density filter approach [38].
2.4.1 Probabilistic Back-Propagation
Figure 2.4: Evaluation of a bayesian neural network trained with probabilistic backpropagation on x sin(x) and
x + sin(4x) + sin(13x) respectively. In these figures the red line is the true function while the blue is the mean of
the estimated function, and the green points are the training inputs. The shaded region corresponds to the 95%
confidence interval.
At a high level filtering and estimation is the processes of updating our state distribution based on
predictions through a model and observations from the environment. In the assumed density approach we
consider the true posterior family to be known and try to learning an approximate distribution that minimizes
the KL Divergence. If we assume the prior distribution p(ω) to be Gaussian the resulting posterior p(ω | D)
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is generally of complex form. This makes minimizing the divergence intractable. However, if we assume the
posterior to be Gaussian as well we can derive update steps for the moments of the prior. Specifically, we
consider the optimization problem,
arg min
µ,σ2
KL(p(ω | D)||q(ω)) =
∫
p(ω | D) log p(ω | D)
q(ω)
dω s.t.
p(ω | D) ∝ Z−1p(∆x | X˜,ω)q(ω)
q(ω) = N (ω | µ,Σ), p(ω | D) = N (ω | µn,Σn)
Z =
∫
p(∆x | X˜,ω)q(ω)dω
(2.52)
where p(ω | D) is the true posterior while q(ω) is the approximate distribution. We assume that Σ =
diag([σ21 , . . . , σ
2
p]) where p = #|ω|. Because of the independence assumption on the weights element-wise
update steps follow,
µni = µi +
∂ logZ
∂µi
, σ2ni = σ
2
i − σ4i
[(
∂ logZ
∂µi
)2
− 2∂ logZ
∂σ2i
]
(2.53)
Considering again the dataset D. From this we can determine the likelihood function for the weights of the
network,
p(∆x|X˜,ω, γ) =
k∏
n=1
N (∆xn | g(x˜n,ω), γ−1) (2.54)
where γ−1 = σ2 . We consider the weights to be indepdent and specify a prior over the weights as a product
of univariate gaussian distributions,
p(ωd|λ) =
L∏
l=1
Vl∏
i=1
Vl−1+1∏
j=1
N (ωijl; 0, λ−1) (2.55)
where ω = ωd ∪ ωi are the direct and indirect parameters. The indirect parameters ωi = {γ, λ} are chosen
to be distributed according to Gamma distributions. We consider the joint posterior to have the a functional
form,
p(ω | D) = p(∆x | X˜,ω, γ)p(ωd | λ)p(λ)p(γ)
p(∆x | X˜) (2.56)
Since the posterior is proportional to the numerator which is Gaussian we can assume that the
functional form of the posterior is also Gaussian with a diagonal covariance. This leads to the consideration
of the variational distribution form of,
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q(ω) =
L∏
l=1
Vl∏
i=1
Vl−1+1∏
j=1
N (ωijl | µijl, σ2ijl)Γ(γ | αγ , βγ)Γ(λ | αλ, βλ) (2.57)
where Γ(· | α, β) is the Gamma distribution with shape α > 0 and rate β and θ = {µijl, σ2ijl, αγ , βγ , αλ, βλ}
for l = 1, . . . , L, i = 1, . . . , Vl, and j = 1, . . . , Vl−1 +1. We initialize the approximate distribution as uniform,
i.e. µijl = 0, σ
2
ijl = ∞, αγ0 = αλ0 = 1, βγ0 = βλ0 = 0. We then iteratively incorporate the factors in the
numerator of Eq. 2.56 and derive the update steps for parameters governing ω. The number of factors that
must be incorporated are: two factors for the priors on γ and λ,
∏L
l=1 Vl(Vl−1 + 1) factors for the prior on ω,
and k factors for the likelihood. We have seen that the updates for the parameters of the prior on ω follow
according to Eqs. 2.53. Thus what remains to be computed are the updates for the hyper-parameters,
αλ, βλ, αγ , βγ when incorporating the all the factors and how to approximate the marginal likelihood.
First we incorporate the priors on γ and λ. The Gamma distribution is closed under multiplication
and produces a new distribution, Γ(· | α1 + α2 − 1, β1 + β2) = Γ(· | α1, β1)Γ(· | α2, β2). Therefore we do not
have to concern ourselves with the minimization of the KL divergence and the update for the parameters is
straightforward: αλn = α
λ
0 , β
λ
n = β
λ
0 , α
γ
n = α
γ
0 , β
γ
n = β
γ
0 .
Next, we incorporate the
∏L
l=1 Vl(Vl−1 + 1) prior factors. The update for for µijl and σ
2
ijl are from
Eq. 2.53. We can derive update steps for αλ, βλ through matching the moments of λ rather than the
minimizing the KL divergence as it does not have a closed form solution [38].
αλ
n
= [ZZ2Z
−2
1 (α
λ + 1)/αλ − 1]−1 (2.58)
βλ
n
= [Z2Z
−1
1 (α
λ + 1)/βλ − Z1Z−1αλ/βλ]−1 (2.59)
Here Z1, Z2 denote the marginal likelihood when α
λ is increased by 1 or 2, respectively. In order to apply
this update rule though Z must be determined which given the functional forms does not have a closed form
solution. Thus it is approximated through a Gaussian,
Z =
∫ ∫ ∫
N (ωijl; 0, λ−1)q(ω, λ, γ)dωdλdγ ≈ N
(
µijl
∣∣∣∣0, βλαλ + 1 + σ2ijl
)
(2.60)
Finally, there are k likelihood factors that we have to incorporate into our estimate of the posterior.
Similar to our approximation of the normalizer for the weight factors we can approximate it with a Gaussian,
Z =
∫ ∫ ∫
p(∆xn | g(x˜n;ω), γ−1)q(ω, γ, λ)dωdγdλ ≈ N
(
∆xn
∣∣∣∣mL, βγαγ + 1 ⊕ vL
)
‘ (2.61)
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where we assume that zL = g(x˜;ω) ∼ N (mL,diag(vL)) and ⊕ denotes an element-wise addition of a scalar
to a vector. We can apply the same update rules for the parameters of our posterior using this approximation.
What remains to be determined are the values mL,vL which requires propagating an initial distribution
through the network. For this we assume that zl is a Gaussian with diagonal covariance represented by the
vectors, ml,vl. Furthermore we consider the normalized the linear output, al = W lzl−1/
√
Vl−1 + 1 and
let ml−,vl− be the hidden units mean and variance. We can represent the hidden layers distributions as,
ml− =
M lml−1√
Vl−1 + 1
(2.62)
vl− =
(Ml ◦Ml)vl−1 + Vl(ml−1 ◦ml−1)
Vl−1 + 1
(2.63)
where M l,V l ∈ RVl×Vl−1+1 are the mean and variance matrices at each layer with elements µijl, σ2ijl,
respectively and ◦ denotes the Hadamard product. Now we consider the activation function zl = h(al) ,
max{0,al} as a rectifying linear unit (RELU) function. We can then formulate the mean of the ith element
as,
ml+i = Φ(αi)νi (2.64)
vl+i = m
l+
i νiΦ(−αi) + Φ(αi)vl−i (1− τi(τi + αi)) (2.65)
νi = m
l−
i +
√
vl−i τi, αi =
ml−i
vl−i
, τi =
φ(−αi)
Φ(αi)
(2.66)
Here φ(x) and Φ(x) are the probability density function and cumulative density function evaluated
with x, respectively. Finally to determine the parameters of zl we concatenate a degenerate prior for the
bias to ml+ and vl+. This mean and variance indicate that the bias of each layer is deterministic.
ml = [ml+; 1], vl = [vl+; 0] (2.67)
Another term that is of interest the cross-covariance between an input x˜ ∼ N (µ˜,diag(v˜)) and output
∆x ∼ N (mL,diag(vL)). Since ∆x | x˜,ω,θ ∼ N (∆x | g(x˜;ω), γ−1I) it implies that the joint distribution
is Gaussian as well. Thus we know the relationship,
diag(vL)− γ−1I = Σiodiag(v˜)−1ΣTio (2.68)
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where Σio is the cross-covariance of interest. Thus we can solve this linear system to determine Σio. Through
considering this cross-covariance we are making sure that the agent can account for this uncertainty during
the policy optimization.
Proposition 2. Given a Gaussian distributed input p ∼ N (mp, diag(vp)) and resulting output q ∼
N (mL, diag(vL)) from a learned BNN using PBP we can determine Σio by solving Eq. 2.68 and enforcing
that Σio is positive definite.
Through this formulation Hernandez has provided a means of propagating an initial distribution
m0 = [x˜t; 1], v
0 = [diag
(
Σ
)
; 0] forward and applying backpropagation with respect to the marginal log-
likelihood to approach the true posterior distribution. Given this formulation it is already naturally extended
to consider propagating distributions sequentially. The only concern is that distributions are restricted to
having a diagonal covariance. Hence in relation to the GP’s propagation this model is sacrificing flexibility in
expressing the model’s uncertainty for scalability to higher dimensional data and larger sample sets. Thus we
expect it to allow for more complex systems to be considered. Now we have provided two forms, parametric
and non-parametric, for learning a model on which to apply Eq. 1.2.
2.5 Bayesian Networks Related Works
Bayesian Neural Networks provide a nice extension onto neural networks accounting for model
uncertainty and providing stochastic outputs. However, due to the model architecture, computing the
posterior of such models is intractable making how to approximate this distribution an open question.
Furthermore, there is an equivalence relationship between NNs and GPs [5], [9] allowing for the development
of explainability of a neural network in terms of GPs.
MacKay [39] argues for the case of the Bayesian approach in neural networks through approximating
the Bayesian inference with Laplace approximations. Although it was applied to small and shallow networks,
he demonstrates the potential benefits the Bayesian approach could have through accounting for model flex-
ibility, easing model comparisons with heirachical parameters, calibrating predictive uncertainty, and having
robustness to overfitting. Given this initial proposition, the two main directions proposed where variation
inference and markov chain monte carlo sampling. Hinton & Camp [40] and MacKay [41] developed the
variational inference approach through the perspective of minimum descriptive length compression (MDL)
and variational free energy minimization respectively. While Neal [42] uses Hamiltonian Monte Carlo (HMC)
sampling to approach the posterior distribution.
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2.5.1 Variational Inference
Follwing the initial excitement, Barber & Bishop [43] extend MacKay’s approach to allow for mul-
tivariate gaussian distributions. Wu et al. [44] follow Barber & Bishop’s idea of approximating closed form
solutions for the marginal likelihood and KL divergence but differ in their approximations for the non-
linearities and use MAP estimates for the hyperparameters rather than using Bayesian inference. After a
decade, Graves [45] introduces Monte Caro variational inference (MCVI) where the evidence lower bound
(ELBO) expectation is approximated through sampling. Bundell et al. [46] improve upon MCVI by allowing
for non-Gaussian posteriors and having unbiased gradient estimates for the mean and variance through the
reparameterizing trick [47]. In addition to reducing the variance in MCVI finding expressive variational
families for the posteriors such as Matrix Gaussian distributions [48], multiplicative posteriors [47], and
hierarchical posteriors [49] is a key research area.
2.5.2 Markov Chain Monte Carlo
Neal’s HMC approach [42] started a new class of stochastic gradient Markov Chain Monte Carlo
(MCMC) algorithms that approximate posterior parameter inference with unbiased log-likelihood estimates.
Chen et al. [50] revisit the stochastic HMC and considers addendums to the Hamiltonian dynamics. Welling
& Teh [51] introduce Stochastic Gradient Langevin Dynamics which follows the gradient based on a Langevin
dynamics formulation. Ahn et al. [52] increase the efficieny of this method for correlated posteriors by esti-
mating the Fisher Information matrix. Despite the development of this methods a theoretical understanding
of guarantees remain open [53]. A literature review regarding this class of methods is provided by [54].
2.5.3 Alternative Inference.
Aside from variational inference, Herna´ndez & Adam [37] propose applying an assumed density filter
approach to iteratively refine Gaussian posterior distribution. They assume a diagonal covariance during
propagation and homoscedastic regression. This formulation has been extended by Ghosh et al. [55] to
the classification case and by Sun et al. [56] to consider matrix variate gaussian posterior distributions.
Gal & Ghahramani [57] propose using Dropout and Monte Carlo sampling to provide uncertainty estimates
equivalent to variational inference in deep Gaussian processes. Osband [58] argues that this approach does
not satisfy Bayesian approximation of uncertainty as it is uncorrelated with the amount of data and is
actually assessing risk at the output rather than model uncertainty. Alternatively, bootstrapped posteriors
[59], [60], are generated by learning parameters for sample datasets from a dataset perturb by noise and
using the resulting distribution to estimate uncertainty.
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Chapter 3
Optimal Control Policy
Now that we have formulated two methods for learning a model, M, we are able to start learning
a policy with respect to those models. More formally, given an environment’s dynamics f and an initial
parameterized policy piψ we can sample from the environment’s approximate state difference dynamics g
and generate a dataset D. With this dataset we can perform model learning to determine M. Using this
differentiable model we can construct an approximate MDP and perform a gradient based policy search.
Algorithm 1 Sequential Model Policy Learning
Inputs: M, piψ, f , p(x0), c, T
Jpi− ← 0
D ∼ g | piψ
while not Done do
M← UpdateModel(M,D)
piψ ← PolicySearch(piψ,M, p(x0), c, T )
T, Jpi,Done← Evaluate(piψ,M, p(x0), c, T, Jpi−)
Jpi− ← Jpi
Dn ∼ g | piψ
D ← D ∪Dn
return piψ,M, Jpi, T
At a high-level overview of the algorithm, we see that it consists of three main steps. The Update-
Model function is model dependent and discussed for the two models presented in Ch. 2. During this chapter
we will formulate the PolicySearch and Evaluate functions in consideration of each model. The policy search
consists of state distribution propagation and gradient based optimization. In order to consider learning a
policy we also have to interpret how to propagate the predictive distribution forward in time. This will allow
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us to compute the expected immediate cost of a state distribution and therefore the expected cumulative
cost Jpi. Obtaining this function value will allow us to employ a gradient based optimization to iteratively
improve the estimates of the policy parameters. For the content of this paper will discuss the cases where
the policy is deterministic and has a linear or radial basis functional form. We choose these functional forms
as they allow for closed form gradients without approximations. We organize the chapter as follows; we start
by consider the prelimary policy forms and how to determine the distribution over the control space. To be
practical, we discuss bounding a policy’s range space as real systems have control constraints. As we then
know both the model and the policy types we present how to propagate a state distribution at time t to time
t + 1. Given the state distributions until the time horizon we can determine the expected immediate cost
Ex˜t [c(xt,ut)] which encode the objective in our cost function. Thus we introduce applicable cost functions
for determining Jpi. Lastly, we discuss how to compute the gradient of the objective with respect to the
policy parameters ψ considering the models. This encompasses the PolicySearch function. We introduce
a way to implement the Evaluate function in consideration of increasing performance of the policy. We
conclude the chapter with literature review regarding model-based reinforcement learning.
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3.1 Policy Search
Algorithm 2 Policy Search Algorithm
Inputs: M, piψ, p(x0), c, T
Jpi− ← 0
for t = 1, . . . , T do
p(xt)← Propagate(M, piψ, p(xt−1))
κt ← ExpectedCost(c, p(x˜t))
∇ψJpit ← CostGradient(c, p(x˜t))
Jpi ←∑Tt=1 κt
while |Jpi − Jpi−| > search do
Jpi− ← Jpi
∇ψJpi ←
∑T
t=1∇ψJpit
ψ ← ParameterUpdate(∇ψJpi,ψ)
for t = 1, . . . , T do
p(xt)← Propagate(M, piψ, p(xt−1))
κt ← ExpectedCost(c, p(x˜t))
∇ψJpit ← CostGradient(c, p(x˜t))
Jpi ←∑Tt=1 κt
return piψ
The policy search consists of propagating distributions from t to t + 1 and evaluating the gradient
through a gradient optimization procedure like conjugate gradients. We will formalize how the Propagate
function works through Gaussian approximations. To do this we need to discuss the different parameterized
policies. Then we can consider different cost functions in order to determine the ExpectedCost function.
Given the cost function we can then also specify the CostGradient function.
3.1.1 Policy Forms
A deterministic policy piψ presents a mapping from the state space X to the control space U . Different
functional forms of the policy provide various applications and should be treated on an application basis.
For stabilization near an equilibrium a linear policy performs well. For non-linear tasks and environments
a radial basis or neural network policy are more applicable. We shall consider these functional forms of the
policy as the preliminary policy p˜iψ as these forms have an infinite range which may not be practical. Since
the input to the policy is a distribution the resulting output will also be a distribution over the control space,
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U . It is also necessary to determine the distribution over the control space in order to properly propagate
the the uncertainty forward without under-estimating it.
Linear Policy
A linear policy p˜iψ has has to form:
p˜iψ(x) = Wx+ b (3.1)
where ψ = {W , b}. Due to the linearity propagating Gaussians through the policy remain in closed
form. If we are given a state x ∼ N (µ,Σ) and the parameters W ∈ Rm×n, b ∈ Rm corresponding to the
affine transformation, W : X 7→ U . It follows that the respective control is distributed as a Gaussian with
parameters, u ∼ N (Wµ+ b,WΣW T ). We can further construct the joint distribution as,
x
u
 ∼ N(
 µ
Wµ+ b
 ,
 Σ ΣW T
WΣ WΣW T
) (3.2)
Radial Basis Policy
For the nonlinear case we can consider a policy comprised of Gaussian basis functions (i.e. squared
exponential kernels).
p˜iψ(x) =
N∑
i=1
βikpi(zi,x) = β
T
pi kpi(Z,x)
where kpi(z, z
′) is equivalent to the kernel specified in the GP model in Eq. 2.3. The set Z =
[z1, . . . ,zN ], zi ∈ Rn, i = 1, . . . , N are the means of the basis functions while we can consider βpi as the
vector of weights. We can directly estimate βpi or define them as βpi , (Kpi + σ2piI)−1ypi where we consider
the entries of (Kpi)ij to be kpi(zi, zj) and ypi = p˜i(Z) + pi are the target values where pi ∼ N (0, σ2piI). Both
formulations are equally expressive and we can consider the parameters to be either ψ = {βpi,Z, αpi,Λpi} or
ψ = {ypi,Z, αpi,Λpi}. For fixed N of basis functions this controller is functionally equivalent to the mean
function of a GP. Given that the input distribution is Gaussian x ∼ N (µ,Σ) we can apply the prediction
formulations mentioned in Sec. 2.1.2. This formulation is also naturally extended to the multivariate control.
If we consider the control outputs to be independent then we can consider a controller per dimension as with
the GPs.
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Constrained Policy
In most practical applications the controls are constrained in a closed interval, u ∈ [−umax,umax].
The policies mentioned above have an unconstrained range allowing for potential erroneous outputs. In
order to apply a gradient based search we have to consider a differentiable (preferrably twice continuously
differentiable) means of limiting the control signal. Some viable differentiable squashing functional forms
that can be considered are sinusoid, sigmoid, or cumulative Gaussian. In this paper we will consider the
sinusoid as the squashing function as it attains the limits ±1 for finite values of pi(x), i.e. pi(x) = pi2 + kpi
for k ∈ Z, making it sufficient for the preliminary policy to describe the function values in the range of ±pi.
Furthermore, given that the input distribution p˜i(x) is Gaussian the sinusoid provides analytical computation
of the mean and covariance of pi(x). See Appendix A for the derivation of the univariate case.
pi(x) = umax sin(p˜i(x)) ∈ [−umax,umax] (3.3)
We prefer the sinusoid over the sigmoid as the sigmoid attains ±1 in the limits of the policy. This limits the
expressibility of the control and makes it harder to differentiate controls. An alternative to squashing the
control through a function is to apply control constraints in the cost function thereby implicitly limiting the
possible controls.
3.1.2 State Distribution Propagation
In order to obtain Ex˜[c(x˜)] we have to be able to propagate p(xt) to p(xt+1). Since we have specified
a model and a policy we see that the states are all functionally related. This means that we can determine
p(xt+1) through a composition of function. In addition we can also consider intermediate functions to
constrain or augment the control or state space. Give xt ∼ N (µt,Σt) we want to approximate p(xt+1) as a
Gaussian with mean µt+1 and covariance Σt+1.
Given an initial distribution p0 from which we draw out initial state x0 we are interested in deter-
mining the distribution the state xT after T time steps through sequential predictions from our model and
control choices from our policy. The predictive distribution, p(x1), . . . , p(xT ), are given by
p(xt) =
∫ ∫
p(xt | xt−1,ut−1)p(ut−1 | xt−1)p(xt−1)dxt−1dut−1 t = 1, . . . , T (3.4)
where the model for the one time-step dynamics f yields the transition probability p(xt | xt−1,ut−1).
Since we model g this computation yields p(∆xt). Thus in order to determine p(xt) we consider the moment
update steps,
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µt+1 = µt + µ∆t
Σt+1 = Σt + Σ∆t + Cov[xt,∆xt] + Cov[∆xt,xt]
(3.5)
where µ∆t,Σ∆t are the parameters of the predictive distribution p(∆xt). Specifically we follow the steps
below to determine the parameters of each successive Gaussian.
1. The control distribution p(ut) is computed in two steps.
(a) Given a Gaussian distribution p(xt) a Gaussian approximation of the distribution p(p˜i(xt)) is
computed analytically.
(b) The preliminary policy is squashed through the sin function pi(xt) = umax sin(p˜i(xt). The mo-
ments of the approximate Gaussian through this are provided in Appendix A.
2. The joint distribution p(xt,ut) = p(xt, pi(xt)) is determined since the input of the model are the
state-control pairs.
(a) The joint preliminary policy distribution p(xt, p˜i(xt)) is computed. If the policy is linear this is
exactly Gaussian as shown in Eq. 3.2. If we consider a radial basis policy the parameters values
are calculated as shown in Eq. 2.16, 2.22, 2.32.
(b) We compute and approximate fully joint Gaussian distribution p(xt, p˜i(xt), pi(xt)) and marginalize
out p˜i(xt). The cross-covariance information between xt and ut is computed through,
Cov[xt,ut] = Cov[xt, p˜i(xt)]Cov[p˜i(xt), p˜i(xt)]
−1Cov[p˜i(xt),ut]
3. Given the approximate joint Gaussian distribution p(xt,ut) = p(x˜t) the gradient dynamic’s distri-
bution p(∆xt) is computed by applying the predictive model computations from Section 2.1.2 or
2.4.1.
4. The successor state distribution p(xt+1) is computed following Eqs. 3.5
Given this process we have formalized the Propagate function and are able to compute the set of
distributions {p(xt)}Tt=1. Given this set of distributions we can now discuss how to compute E ˜bmx[c(x˜t)].
To do this we must specify the cost functions.
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3.2 Cost Functions
In order to be able to pose this optimization properly we have to consider an objective function
which is differentiable. Within this paper we will discuss two potential cost functions that prove applicable,
i.e. a saturating cost function and a quadratic cost function. We choose for the cost functions to encode
only a geometric distance metric d rather than incorporating constraints on the control signal and higher
state derivatives such as speed or acceleration, i.e. c(x,u) = c(x). The argument being that an autonomous
agent should learn that high speeds or aggressive controls leads to ”overshooting” the goal state therefore
causing high cumulative costs to incur. Therefore, rather than computing the expectation with respect to x˜
we are only concerned with x. Note though that these immediate cost functions can be easily extended to
include other terms.
Figure 3.1: The quadratic and saturating cost functions over the interval [0, 1] with scaling for the saturating cost
function by a2 = 3 and 5 for the quadratic cost function.
3.2.1 Saturating Cost
We propose a saturating cost function,
c(x) , 1− exp
(
− 1
2a2
d(x,xtarget)
2
)
(3.6)
that is locally exponential and saturates at 1 for large deviations of d from the desired target xtarget. Give
that a input distribution of a state is Gaussian, x ∼ N (µ,Σ) we can compute the expected cost,
Ex[c(x)] = 1−
∫
c(x)p(x)dx = 1−
∫
exp
(− 1
2
(x− xtarget)TT−1(x− xtarget)
)
p(x)dx (3.7)
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where T−1 = a2CTC for a suitable percision matrix C. Thus we obtain the expected immediate cost,
Ex[c(x)] = 1− det
(
I + ΣT−1
)− 12 exp(−1
2
(µ− xtarget)T S˜1(µ− xtarget))
S˜1 = T
−1(I + ΣT−1)−1
(3.8)
In addition, to computing the expected cost we can also look at the variance of the cost. The second moment
Ex[c(x)] can be computed analytically and is given as,
Ex[c(x)] = |I + 2ΣT−1|−1/2 exp
(− (µ− xtarget)T S˜2(µ− xtarget))
S˜2 = T
−1(I + 2ΣT−1)−1
(3.9)
The variance is determined by subtracting the expected squared cost from the second moment.
Exploration vs. Exploitation
Figure 3.2: Given that the peaked distribution is far away from the target it will incur a high expected cost than
the wide distribution as the wide distribution may still cover the target state. Whereas if both are located close
to the target the wide distribution will incur a higher cost than the peaked distribution. Thus in the 1st scenario
exploration is encouraged while in the 2nd scenario exploitation is encouraged.
An appeal for using this cost function is that it naturally encodes exploration vs. exploitation when
a state distribution is Gaussian. If the mean of p(x) is far from xtarget, a state distribution that has a large
uncertainty to capture the target will be favored more leading to automatic exploration. Initially, the state’s
uncertainty will be due to the model uncertainty. Due to the saturation function making the algorithm
be inclined to explore these uncertain regions in the subsequent iteration the model uncertainties will be
reduced. It then follows that in the next policy search there would be tighter distributions around the previos
uncertain regions. If the mean of p(x) is close to xtarget the algorithm will exploit the model knowledge as
the majority of the distribution’s mass is around low cost regions.
Alternatively, we can induce further exploration by altering the cost function to include a penalty
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term in regards to the costs’ uncertainty. This encourages exploration by seeking to minimize the uncertainty
of the cost which embeds some of the state’s uncertainty. We consider the new objective function to be,
Jpi(x0) =
T∑
t=0
Ext [c(xt)] + bσxt [c(xt)] (3.10)
where σxt is the standard deviation of the cost and b is a scaling factor such that b > 0 penalizes uncertainty
in the cost. We consider the variance of the cost rather modifying the objective with the variance of the
state as MacKay [41] has show that incorporating state uncertainty in the objective leads to extreme design
choices. We want to approach regions of the state space that are encouraged as by Jpi and c which leads to
considering the variance of the predicted cost instead. Since the behavior of the predicted cost’s distribution
isn’t one-to-one with the behavior of the states distribution this avoids extreme decision choices by the policy.
Partial Derivatives
For the policy search we must determine the partial derivatives of the expected cost with respect to
the state distribution p(xt) = N (µt,Σt) for solving Eq. ??. These partial derivatives are given by
∂
∂µ
Ext [c(xt)] = −Ext [c(xt)](µt − xtarget)T S˜1
∂
∂Σ
Ext [c(xt)] =
1
2
Ext [c(xt)](S˜1(µt − xtarget)(µt − xtarget)T − I)S˜1
(3.11)
where S˜1 is given by Eq. 3.8.
3.2.2 Quadratic Cost
A common cost function used in optimal control theory is that of quadratic cost,
c(xt) = a
2d(xt,xtarget)
2 (3.12)
where a is the precision width. Considering the general form of the quadratic cost we can derive the expected
immediate cost,
c(xt) , (x− xtarget)TT−1(xt − xtarget)
Ext [c(xt)] = tr(ΣT−1) + (µ− xtarget)TT−1(µ− xtarget)
varxt [c(xt)] = tr(2T
−1ΣT−1Σ) + 4(µ− xtarget)TT−1ΣT−1(µ− xtarget)
(3.13)
where xt ∼ N (µ,Σ) and T is the symmetric precision matrix that includes the scaling parameter a.
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In contrast to the saturating cost function the quadratic cost does not embed exploration vs. ex-
ploitation naturally. This is noticed through the fact that the variance of the cost increases both due to the
variance of the state distribution or if the mean of the state distribution is far away from the target state.
Partial Derivatives
Given that xt ∼ N (µ,Σ) we derive the partial derivatives of the cost function to be,
∂
∂µ
Ext [c(xt)] = 2(µ− xtarget)TT−1
∂
∂Σ
Ext [c(xt)] = T−1
(3.14)
Additionally, if we consider the altered objective function in Eq. ?? then the partials for the variance are
provided as,
∂
∂µ
varxt [c(xt)] = −8T−1ΣT−1(µ− xtarget)T
∂
∂Σ
varxt [c(xt)] = 4T
−1ΣT−1 + 4T−1(µ− xtarget)(T−1(µ− xtarget))T
(3.15)
We have now fully describe the forward propagation process of the PolicySearch function in con-
sideration of a model M, policy piψ, and immediate cost c(x). Specifically, we have specified the functions
ExpectedCost and part of the CostGradient function. The final portion of this function is the objective
evaluation and full gradient computation.
3.3 Policy Gradient Optimization
We can now propagate distributions to our time horizon T and estimate the expected cumulative
cost. Since the horizon is finite the value function will not be equivalent to the underlying true value
function. This leads to extensions where you can consider N trajectories starting from different initial state
distributions p(x
(i)
0 ) through using the sample mean,
1
N
N∑
i=1
Jpi(x
(i)
0 ) (3.16)
For this paper, we will consider the single initial state distribution and use a gradient based policy
search method. Specifically, we are interested in finding a parameterized policy pi∗ψ from a class of policies
Π with,
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pi∗ψ ∈ arg min
pi∈Π
Jpi(x0) (3.17)
Here through parameterizing pi we are constraining the searchable policy space. This generally
leads to suboptimal policies, but depending on the expressiveness of Π the policies found can have similar
expected cumulative costs Jpi(x0) as the globally optimal policy pi
∗. This optimization requires us to find
the derivatives with respect to the policy parameters ψ. Given that xt ∼ N (µt,Σt), ut ∼ N (µut ,Σut ), and
x˜t ∼ N (µ˜t, Σ˜t) and all the distributions are functionally related we can
∇ψJpi(x0) =
T∑
t=0
∇ψExt,ut [ct(xt,ut)] (3.18)
∇ψExt [ct(xt,ut)] =
∂Ext [ct(xt,ut)]
∂µt
∇ψµt + ∂Ext [ct(xt,ut)]
∂Σt
∇ψΣt (3.19)
∂Ext [ct(xt,ut)]
∂µt
and
∂Ext [ct(xt,ut)]
∂Σt
are dependent on the cost function definition and are shown in Eq. 3.11,
3.14. Then what remains to be determined are ∇ψµt and ∇ψΣt.
∇ψµt = ∂µt
∂µ˜t−1
∇ψµ˜t−1+ ∂µt
∂Σ˜t−1
∇ψΣ˜t−1+ ∂µt
∂ψ
, ∇ψΣt = ∂Σt
∂µ˜t−1
∇ψµ˜t−1+ ∂Σt
∂Σ˜t−1
∇ψΣ˜t−1+ ∂Σt
∂ψ
(3.20)
Recall from Eqs. 3.5 that we can represent µt and Σt in terms of of the models predictions and the previous
state. We can assume∇ψµ˜t−1,∇ψΣ˜t−1 as known since we start with a known state distribution independent
of ψ and subsequentially can compute ∇ψµut ,∇ψΣut analytically.
Proposition 3. Given that M is a BNN as formulated in Section 2.4.1 we can compute ∂µt∂µ˜t−1 ,
∂µt
∂Σ˜t−1
,
∂Σt
∂µ˜t−1
, ∂Σt
∂Σ˜t−1
through standard backpropagation.
Given that the distributions are functionally related it implies that the gradients can be computed
through a repeated use of the chain rule. We expand the partials ∂µt∂ψ ,
∂Σt
∂ψ once as shown in Eq. 3.21. Since
we consider ut to be bounded through the sin function we would have to expand
∂µut−1
∂ψ ,
∂Σut−1
∂ψ once more
based on the parameters of the preliminary policy distribution, µu˜t−1 and Σ
u˜
t−1.
∂µt
∂ψ
=
∂µt
∂µut−1
∂µut−1
∂ψ
+
∂µt
∂Σut−1
∂Σut−1
∂ψ
,
∂Σt
∂ψ
=
∂Σt
∂µut−1
∂µut−1
∂ψ
+
∂Σt
∂Σut−1
∂Σut−1
∂ψ
(3.21)
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3.4 Evaluation
We have covered how to perform the PolicySearch with regards to propagating the gradients of the
model forward through time. The final concern for the algorithm is how to evaluate the policy and determine
that continual improvements will have diminishing returns. There are several ways in which we can evaluate
the policy after each update. Specifically, we can set a fixed amount of iterations over with we evaluate
the policy or we can dynamically adjust the number of iterations of the algorithm through assessing the
improvement relative to the last policy. We will formulate both scenarios in this section but only consider
the fixed setting during our evaluation. We also formulated this problem as a finite horizon control problem
which leads to the addition consideration of extending the time horizon to determine the capablities of the
model.
3.4.1 Fixed Length Evaluation
Algorithm 3 Fixed Length Evaluation
Inputs: piψ,M, p0, c, T, P
xtarget ← Target(c)
for t = 1, . . . T do)
p(xt) = Propagate(M, piψ, p(xt−1))
κt ← ExpectedCost(c, p(x˜t))
if TargetReached(xtarget, {p(xt)}Tt=1) then
T ← T + 12T
Jpi =
∑T
t=1 κt
Done← CachedIter(P )
return T, Jpi,Done
In this algorithm we see that the Evaluation function determines whether or not the agent is done
developing a policy based on a cached integer that records the amount of iterations that have occurred. if
this integer reaches the specified amount of iterations P then the agent is done. In addition, the Evalua-
tion function updates the time horizon based on the agent’s intermediate performance. Specifically, if the
evaluation block has deem that the agent has reached the goal state prior to the termination of the current
time horizon then the new time horizon will be increased by half of the current horizon. This allows for
further improvements of the policy because it may be that the current policy with an extended horizon would
over-shoot the goal state and incur a higher cumulative cost. The formulation of the general sequential re-
inforcement learning algorithm is written in regards to a dynamic evaluation and thus would need the slight
modification of specifying P as an input. Alternatively the TargetReached function could specify reaching a
goal region or distribution p(xtarget).
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3.4.2 Dynamic Evaluation
Algorithm 4 Dynamic Evaluation
Inputs: piψ,M, p0, c, T, Jpi−
Done ← False
xtarget ← Target(c)
for t = 1, . . . T do
p(xt) = Propagate(M, piψ, p(xt−1))
κt ← ExpectedCost(c, p(x˜t))
if TargetReached(xtarget, {p(xt)}Tt=1) then
T ← T + 12T
Jpi =
∑T
t=1 κt
if |Jpi − Jpi−| < eval then
Done ← True
return T, Jpi,Done
Here the dynamic evaluation considers the difference between cumulative cost with respect to a
new policy and model. This differs from the policy search where the model is considered fixed. Thus the
dynamic evaluation is equivalent to an agent who is trying to stabalize both their policy and model. The
agent considers these to be stable once it detects a diminishing return for learning more regarding the model.
Note that there are other ways to update the time horizon based on when the agent reached the goal. An
alternative means of of evaluating whether the agent has learned a good policy and model is basd on the time
horizon. If the time horizon reaches a value that is considered ”long” for the environment then the agent
has successfully learned a policy that will perform well. With this we have fully specified the reinforcement
learning algorithm that exploits the model derivatives to guide the policy search. We conclude the chapter
with a literature review regarding model-based reinforcement learning.
3.5 Model-Based Reinforcement Learning Related Works
The appeal of being sample efficient with regard to the environment makes modeling the environ-
ment dynamics of interest. However, the concern for mitigating the effects of model bias leads to various
approaches. Sutton [61] provides an initial framework for incorporating learning & planning together which
spurred about a class of model-based plus model-free reinforcement learning algorithms that attempt to uti-
lize the benefits of both approaches. Alternatively, algorithms that attempt to do a policy search through the
model directly exploit the model gradients to accurately update the policy. The class of shooting algorithm
approachs the model learning through approximately solving the receding horizon problem posed in model
predictive control (MPC) [62].
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Dyna-Styled Algorithms
Sutton [61] introduces the Dyna framework which interleaves planning and learning sequentially and
extends it [63], [64] to consider a policy iteration, Q-learning, and iterative approximate dynamic program-
ming version. Specifically this class of algorithms considers learning the model dynamics and using them to
assist in learning policies through model-free based aglorithms. Depeweg et al. [65] use a BNN to learn a
distribution over the dynamics model and perform gradient based policy optimization over a collection of
models sampled from the distribution. Mishra et al. [66] learn a latent variable dynamic model over tem-
porally extended segments of the trajectory, and perform gradient based policy optimization over the latent
space. Their restriction being that the dataset must be generated prior to the initiation of the algorithm
limiting them to environments where random exploration is sufficient. In an iterative procedure of model
learning and policy optimization Kurutach et al. [67] employ an ensemble of models to combat model bias
through which they generate fictious samples and use Trust Region Policy Optimization (TRPO) [68] to
update the policy. In addition to that Clavera et al. [69] consider meta-learning a policy where each of
the models is considered a different meta-task to train a deep network on. This makes the policy highly
adaptable to varying dynamics. Rather than focusing on tackling model bias Luo et al. [70] focus on provide
a framework with theoretical guarantees of monotone improvement of the policy. In contrast to the previous
works they also rely only on a single network to model the dynamics.
Shooting Algorithms
These algorithms approximately solve the receeding horizon problem presented in MPC when con-
cerned with non-linear dynamics and non-convex cost functions. Richards [71] presents variations of MPC
that can handle state constraints through comparing a set of K candidate policies drawn from a uniform
distribution. These candidates are evaluate through the learned dynamics and then the first control of the
optimal policy is taken. Nagabandi et al. [72] extend this by learning the optimal candidate policy and
distilling it into neural network that minimizes the KL divergence between the two policies. Finally, the
policy is fine-tuned using TRPO. Chua et al. [73] consider an ensemble of probabilistic models to combat
the bias through uncertainty incorporation and employ MPC as described by Richards.
Policy Search with Backpropagation in Time
Unnlike the Dyna-Styled Algorithms policy search algorithms that employ backpropagation through
time (BPTT) rely on model derivatives to employ gradient based policy optimization. Mishra et. al [66]
employ deep generative models over temporal segments of state-action pairs in an end-to-end fully differen-
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tiable policy optimization. Heess et al. [74] extend differentiable policy optimization to stochastic policies in
which they employ the model only for gradient computations and not prediction. Diesenroth & Rasmussen
[?] use GPs as the model and iterate between collecting data given the policy and policy optimization. Gal
et al. [75] improve upon this by substituting the GPs with BNNs that employ Drop-Out as an approximate
variational inference method. This requires sample from the network distribution to produce uncertainty
estimates. Further results by Osband [58] challenge the efficacy of this approach. Sanket & Deisenroth
[76] use GPs in conjunction with probabilistic model predictive control (MPC) to formulate a deterministic
optimal control problem and exploit Pontryagin’s minimum principle to handle state constraints. Levine
& Abbeel [77] consider locally linear time-varying models with which they learn Gaussian-like controllers
modeled as a neural network. The policy search is guided by augmenting the reward to reduce the deviation
from an iterative Linear Quadratic Gaussian (iLQG) controller. Montgomery & Levine [78] improve upon
the initial formulation of guided policy search (GPS) through the mirror descent perspective allowing them
to formulate a simplified variant which corresponds to mirror descent under linear dynamics and convex
policy spaces.
This concludes our formulation of a reinforcement learning algorithm that employs the model gra-
dients for policy optimization. We presented how to encorporate the discussed models into the framework
and specified various parameterizations of the policy. We conclude this paper with the final chapter pre-
senting some preliminary results regarding the various formulations of the RL algorithm on some simple
environments.
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Chapter 4
Assessment
Given this propagation based reinforcement learning algorithm we can assess the performance of
the different models in guiding the policy to a region of good parameters. There are several metrics with
which we are concerned regarding the models. The main concern is determining the capacity of the model
to guide the policy search in a principled and stable manner. This can be quantified as the accuracy of
the model in representing the true unknown dynamics, how the model uncertainty changes over time given
more data, and the models capability of producing estimates in regions of low information. To observe these
various quantities analytically we first provide a policy free assessment of the models on synthetic data.
Following this model assessment we introduce the policy optimization as a metric of model performance
in the reinforcement learning framework. This chapter is structured as following; we introduce a dynamic
system on which we learn our two models followed by a brief discussion on the model implementation details.
Given the dynamics we measure the predictive accuracy and variance of each model based on different dataset
sizes. We then present learning a policy and discuss a few implementation details regarding the models and
policies. We observe the final policy results and use them as a metric to assess the model’s capacity for
capturing desired qualities of the true dynamics.
4.1 Algorithm Implementation
Here we will discuss the practical implementations of both of the models. The GP and BNN are
learned using an Intel i7-6700HQ CPU and Nvidia GT960M GPU, respectively. The gradients of the models
are computed using Automatic Differentiation from autograd and validated with the analytical derivations.
The Gaussian Process is implemented in python using the Scikit-learn machine learning library [79]. For
the GP we consider the noise variance σ and scale α to be fixed and only learn the matrix Λ. Additionally,
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we consider Λ to be a diagonal matrix thereby implementing automatic relevance determination (ARD).
The hyper-parameters are learned using the LBFGS algorithm. The Bayesian neural network using PBP
is implemented in Tensorflow [80] while the hyper-parameters are learned using the PBP algorithm. We
consider the structure of the network to be 4 layers with 50 hidden units each. We learn the parameters over
350 epochs and re-initialize the network after each iteration. We do not warm start the network with the
previously learned weights as this degrades the performance of the model. The environment is implemented
using the Sci-Py ODE solver with a zero-order controller. The policy is learned using the LFBGS optimizer
from the Sci-Py library [81] given the gradients from autograd. We use the fixed horizon evaluation scheme
with P = 10, a lookahead time of 4 seconds and a time discretization of dt = .1; leading to a planning
horizon of T = 40. The intial distribution p0 is considered to be Gaussian with zero mean and covariance
matrix σ20I where σ
2
0 = 1 × 10−3. The radial basis policy has N = 20 basis functions where the targets ypi
are initialized from a Gaussian with zero mean and σ standard deviation.
4.1.1 Environment
We test the models on the pendulum environment. Suppose that the pendulum has mass m and
length l and the angle φ is measured anti-clockwise from the hanging down position. A torque control u can
be applied to the pendulum. We can derive the equations of motion using the system Lagrangian L being
the difference between the kinetic energy and potential energy. Specifically, we determine the set of ordinary
differential equations (ODE) to be,
x˙ =
u−bx1− 12mlg sin(x2)14ml2+I
x1
 (4.1)
where g = 9.81ms2 is gravity and I is the moment of inertia. Typically m = 1 kg and l = 1 m.
4.2 Model Evaluation
We first consider the models independent of the policy optimization procedure. Specifically, we
provide some rollout data to evaluate the performance of the models. Since these are probabilistic models
we are concerned with more than just the accuracy. Given that the model is in a region with low information
we should see it’s uncertainty in regards to the proper output react accordingly. While the models should
not produce uniform uncertainty in such regions they should try to capture as much of the true uncertainty
as possible. In our consideration we only consider the radial basis controller and compare the two models
presented. We compare the model’s accuracy results in relation the ground truth dynamics. Specifically, we
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observe the models accuracy in terms of approaching the ground truth phase portrait for fixed control. To
generate these models we apply an optimal policy learned with the ground truth dynamics. In Fig. 4.1 we
observe the phase portrait of the pendulum when no control is applied. We use this as our comparison metric
as it demonstrates how well the model understands the intrinsic dynamics of the system without having it
modulated by a control signal. In Fig. 4.2, 4.4 we can observe the models learned after 1 evaluation and 10
evaluations; while in Fig. 4.3, 4.5 we can observe the error between the ground truth and learned models.
Figure 4.1: True Dynamics Phase Portrait with u = 0
Figure 4.2: Sample GP & BNN Phase Portraits at P = 1
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Figure 4.3: Sample GP & BNN Error Phase Portraits at P = 1
After one evaluation of the models the GP model demonstrates a good understanding of the dynam-
ics. The BNN model shows a less clear understanding of the model. Both model shows the most error in
regions of the state-space where the controller visits less likely. Although the BNN model shows more error
over a larger subspace of the state-space.
Figure 4.4: Sample GP & BNN Phase Portraits at P = 10
Figure 4.5: Sample GP & BNN Error Phase Portraits at P = 10
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After 10 evaluations we see that the GP model has learned a model that is relatively accurate with
regards to the true model dynamics. Again the errors are presented in regions of the state-space that are
less explored. The BNN model reduces the error by trying to aligning it’s estimates in the same direction
of the ground truth gradients. We observe that over the whole state-space there is more error in the BNN
model versus the GP model.
Table 4.1 shows the average error and standard deviation of the gradients in the x-axis and the
y-axis over 100 trials. While the models are comparable in performance during the 1st trial we see that at
P = 10 the GP model has approached the true dynamics model more closely and reduced it’s uncertainty
much more than the BNN model. Note that the BNN model has a lot more variation than the GP model
and even after 10 trials the model has difficulty decreasing it’s uncertainty about the model behavior.
Table 4.1: Mean and standard deviation model gradient error averaged over 100 trials
x¯error y¯error σx σy
GP (P = 1) -0.2175 0.0038 0.2386 0.0309
GP (P = 10) -0.0219 -0.0035 0.0327 0.0057
BNN (P = 1) 0.1780 0.0115 0.7616 0.1064
BNN (P = 10) -0.0828 -0.0116 0.6141 0.0935
Aside from the accuracy of the models we can observe their confidence. To do this we consider
looking at the determinant of the covariance matrix. This metric can be considered as quantifying the scalar
amount of uncertainty along each state. Given that the dynamics require a state-control pair as an input we
consider fixed controls while observing the state space.
Figure 4.6: log(det(Σ)) of GP model at P = 1, 5, 10 with u = 0
In Fig. 4.6 we observe the uncertainty of the model over iterations given no control input. Initially,
the model is uncertain about all states except for those near the origin and at the extremes of the velocity.
With each iteration it becomes more certain about more of the state space as it is exploring more of the
states through the cost function. Even though the model is not fully certain about the dynamics of the
model over the whole state space it is certain about regions where it has been taken by the policy. This is a
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good indication of how the model reduces it’s local uncertainty over time. We
Figure 4.7: log(det(Σ)) of GP model at P = 1, 5, 10 with u = −2.5
Figure 4.8: log(det(Σ)) of GP model at P = 1, 5, 10 with u = 1.25
We present the uncertainty at different control inputs as well to show that the variation of the
uncertainty is relatively agnostic of the control input and thereby learning the dynamics directly. Given that
the model visits extreme regions of the state space less frequently it is understandable that the uncertainty
in Fig. 4.7 is higher than the other control regions.
Figure 4.9: log(det(Σ)) of BNN model at P = 1, 5, 10 with u = 0
In Fig. 4.9 we can observe the BNN’s uncertainty over iterations with no control input. The
uncertainty of the model fluctuates largely over iterations and the model becomes uncertaint in regions
where it was previously certain. In general, the uncertainty of the model is significantly smaller than that
of the GP model and indicates that there is relatively little uncertainty in the BNN model. Precisely, for no
control input we can see that after the final iteration the BNN model’s uncertainty over the state space is
generally in the range of [−26,−30]. While for the GP model the uncertainty over the state space is generally
in the range of [−15,−20]. The largest uncertainty for the BNN model is −15 which means that the model
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must be more certain than the GP model at all times. This is due to the independence assumption being
made in the PBP formulation causing the model to consider there to be less inherent uncertainty in the
environment. Therefore in order for the model to better capture the uncertainty within the environment less
assumptions regarding the structure need to be made. Furthermore the difference in the models uncertainty
indicates that the BNN model is not capturing all of the information provided.
Figure 4.10: log(det(Σ)) of BNN model at P = 1, 5, 10 with u = −2.5
Figure 4.11: log(det(Σ)) of BNN model at P = 1, 5, 10 with u = 1.25
We again present the uncertainty at different control inputs to show that the model behavior is
generally consistent across the different controls. In contrast with the GP model we see that the BNN model
displays a larger uncertainty with different control inputs.
4.3 Optimal Policy through Model
Given the two models presented we can also consider looking at how the policy performs with respect
to each model. We evaluate the policy performance over 100 trials for each model and record the rate of
success, minimum average time of task completion, and average cumulative cost. In Table 4.2 we see that the
agent with a GP model successfully learns a policy each time and requires less that half the time compared to
the agent with a BNN model. In addition the cost of the agent with the GP model is much less than the cost
of the agent with the BNN model. This is further indicative of the BNN model not being expressive enough
with it’s uncertainty. Additionally, the BNN model is unable to successfully learn a policy consistently. As
the model is generally overconfident in it’s understanding of the state-space it causes the policy optimization
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to follow incorrect paths as gradients along actually uncertain regions may be larger than gradients along
certain regions.
Table 4.2: Policy Performance per Model
Success Rate T¯ J¯pi
GP 1.0 8.19 s 15.02
BNN 0.74 24.21 s 23.76
Figure 4.12: Sample Initial & Final Cost Trajectory with GP model
Figure 4.13: Sample Initial & Final Cost Trajectory with PBP model
We provide sample cost trajectories given the different models to highlight concerns for the model
that need improvement. In Fig. 4.12 we observe the initial cost trajectory of the GP model and see that it is
a flat line with the uncertainty compounding over time. This is natural as the model does not strongly reflect
any of the environment’s behaviors. In the final trajectory of the cost though we see that the policy perform’s
smoothly in decreasing the cost and also maintains a high certainty about the cost. This is indicative of
the model understanding the environment’s local behavior well. In comparison to the GP model, the BNN
model also exhibits a flat behavior for the initial cost trajectory; although, the uncertainty throughout the
cost is significantly less than with the GP model. This is again due to the expressiveness of the model in
comparison to the GP model. We provide a sample final trajectory where the PBP model does not succeed
in learning a successful policy. Similar to the agent with the GP model the policy starts the same and
starts to decrease the cost but it underestimates the torque needed to reach the goal and losses momentum
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when approaching the goal causing it to fall back. We also see that the uncertainty of the cost is relatively
constant throughout time which is inline with the almost neglible uncertainty that the model provides about
the state-space.
4.4 Conclusion
We observe that the GP model performs better than an implementation of a BNN model using
PBP. This is due to the strict independence assumption on the output and parameters of the BNN model.
These assumptions reduce the expressiveness of the model in terms of capturing uncertainty about the
model accuracy. Given that the outputs are independent of each other the BNN model further reduces the
capabilities of the agent to learning a good policy.
4.5 Future Work
For future considerations we still believe that there are more expressive models that will allow
a model-based reinforcement learning framework to scale to higher dimensions. Given that model-based
reinforcement learning is more sample efficient this will allow for applications to real world scenarios and
robots. Recent advances of hardware have reduced the complexity of models such as the GP or CP and allow
for GP models without approximation to learn on datasets with millions of samples. This affords the use
of more complex models such as the CP which removes assumptions regarding the outputs’ independence
and thereby captures more information regarding the test environments. The naive implementation of PBP
that was used can be extended to consider row or column dependencies amount the parameters of the neural
network capturing more structural information in the model. Thus rather than considering PBP an extension
of this work could prove promising in performing better than a GP. Alternatively, new variational inference
methods for determining the posterior of a BNN have been developped and can be used as well. Thus looking
at variations of BNNs to determine where such models excel in the reinforcement learning framework is a good
future direction. Additionally, due to the complexity of the CP model considering approximate variations
through inducing points or variational inference can prove fruitful for high dimensional models such as a
humanoid figure.
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Appendix A
Sin Function Moments
This section provides the exact intregral equations for sin(x) which is required for squashing the
control policy within a predetermined range. The expressions can be found in Gradsheteyn & Ryzhik [82],
where x ∼ N (µ, σ2).
Ex[sin(x)] =
∫
sin(x)p(x)dx = exp(−σ
2
2
) sin(µ) (A.1)
Ex[cos(x)] =
∫
cos(x)p(x)dx = exp(−σ
2
2
) cos(µ) (A.2)
Ex[sin(x)2] =
∫
sin(x)2p(x)dx =
1
2
(
1− exp(−2σ2) cos(2µ)) (A.3)
Ex[cos(x)2] =
∫
cos(x)2p(x)dx =
1
2
(
1 + exp(−2σ2) cos(2µ)) (A.4)
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Appendix B
Pilco Gradient Derivation
B.1 Partials w.r.t. µ˜t−1
B.1.1 Mean
∂µt
∂µ˜t−1
=
∂
∂µ˜t−1
(µt−1 + µ∆t) =
∂Ext−1,ut−1,f [∆t]
∂µ˜t−1
=
∂
∂µ˜t−1
[
βT1 q1, . . . , β
T
DqD
]T
∂µit
∂µ˜t−1
=
∂
∂µ˜t−1
βTi qi = β
T
i
(
∂
∂µ˜t−1
qi
)
Looking at the jth index of qi:
∂
∂µ˜t−1
qij =
∂
∂µ˜t−1
α2√
( det(Σ˜t−1Λ−1i + I))
exp(−1
2
(xj − µ˜t−1)T (Σ˜t−1 + Λi)−1(xj − µ˜t−1))
⇒ ∂qij
∂µ˜t−1
= qij
(
(xj − µ˜t−1)T (Σ˜t−1 + Λi)−1
)
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∂µit
∂µ˜t−1
=, βTi

qi1
(
(x1 − µ˜t−1)T (Σ˜t−1 + Λi)−1
)
qi2
(
(x2 − µ˜t−1)T (Σ˜t−1 + Λi)−1
)
...
qin
(
(xn − µ˜t−1)T (Σ˜t−1 + Λi)−1
)

= (βi  qi)T

(x1 − µ˜t−1)T
(x2 − µ˜t−1)T
...
(xn − µ˜t−1)T

(Σ˜t−1 + Λi)−1
= (βi  qi)T (XT − µ˜Tt−1 ⊗ 1)(Σ˜t−1 + Λi)−1 ∈ R1×(D+F )
B.1.2 Covariance
∂Σt
∂µ˜t−1
=
∂
∂µ˜t−1
(
Σt−1 + cov[x˜t−1,∆t] + cov[x˜t−1,∆t]T + Σ∆t
)
=
∂
∂µ˜t−1
(
cov[x˜t−1,∆t] + cov[x˜t−1,∆t]T + Σ∆t
)
Looking at the ith index of cov[x˜t−1,∆t]:
∂cov[x˜t−1,∆ti ]
∂µ˜t−1
=
∂
∂µ˜t−1
n∑
j=1
βijqijΣ˜t−1
(
Σ˜t−1 + Λi
)−1
(xj − µ˜t−1)
= −
n∑
j=1
βijqijΣ˜t−1
(
Σ˜t−1 + Λi
)−1
= −βTi qiΣ˜t−1R−1i
⇒ ∂cov[x˜t−1,∆t]
∂µ˜t−1
= −
[
βT1 q1Σ˜t−1R
−1
1 . . . β
T
d qdΣ˜t−1R
−1
d
]T
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For the predictive covariance Σ∆t we look at the variance and cross-covariance elements.
∂
(
Σ∆t
)
ab
∂µ˜t−1
=
∂
∂µ˜t−1

βTa Qβb − µa∆tµb∆t a 6= b
βTa Qβa − (µa∆t)2 + α2a − tr((Ka + σ2 I)−1Q) a = b
Considering the case a 6= b first,
∂
∂µ˜t−1
βTa Qβb − µ˜at−1µ˜bt−1 =
∂βTa Qβb
∂µ˜t−1
− ∂µ˜
a
t−1µ˜
b
t−1
∂µ˜t−1
∂βTa Qβb
∂µ˜t−1
= tr
(
βbβ
T
a
∂Q
∂µ˜t−1
)
= tr
(
βb1βa1 . . . βb1βan
...
. . .
...
βbnβa1 . . . βbnβan


∂Q11
∂µ˜t−1
. . . ∂Q1n∂µ˜t−1
...
. . .
...
∂Qn1
∂µ˜t−1
. . . ∂Qnn∂µ˜t−1

)
= tr
(
βb1
∑n
i=1 βai
∂Qi1
∂µ˜t−1
. . . βb1
∑n
i=1 βai
∂Qin
∂µ˜t−1
...
. . .
...
βbn
∑n
i=1 βai
∂Qi1
∂µ˜t−1
. . . βbn
∑n
i=1 βai
∂Qin
∂µ˜t−1

)
=
n∑
j=1
n∑
i=1
βaiβbj
∂Qij
∂µ˜t−1
Looking at the ijth element of Q,
∂Qij
∂µ˜t−1
=
∂Qij
∂η2ij
∂η2ij
∂µ˜t−1
∂Qij
∂η2ij
=
∂
∂η2ij
exp(η2ij)√
det(S)
=
exp(η2ij)√
det(S)
= Qij
where S = Σ˜t−1(Λ−1a + Λ
−1
b ) + I
∂η2ij
∂µ˜t−1
=
∂
∂µ˜t−1
(
2(log(αa) + log(αb)))−
ζTi Λ
−1
a ζi + ζ
T
j Λ
−1
b ζj − zTijS−1Σ˜t−1zij
2
)
∂ζTi Λ
−1
a ζi
∂µ˜t−1
= −2(xi − µ˜t−1)TΛ−1a = −2ζTi Λ−1a
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∂ζTi Λ
−1
a ζj
∂µ˜t−1
= −(xi + xj − 2µ˜t−1)TΛ−1a = −(ζi + ζj)TΛ−1a
∂zTijS
−1Σ˜t−1zij
∂µ˜t−1
=
∂
∂µ˜t−1
(
Λ−1a ζi + Λ
−1
b ζj
)T
S−1Σ˜t−1
(
Λ−1a ζi + Λ
−1
b ζj
)
=
∂
∂µ˜t−1
(
ζTi Yaaζi + ζ
T
i (Yab + Yba)ζj + ζ
T
j Ybbζj
)
= −2ζTi Yaa − (ζi + ζj)T (Yab + Yba)− 2ζTj Ybb
= −ζTi
(
2Yaa + Yab + Yba
)− ζTj (2Ybb + Yab + Yba)
where Yab := Λ
−1
a S
−1Σ˜t−1Λ−1b
⇒ ∂η
2
ij
∂µ˜t−1
=
1
2
(
ζTi
(
2Λ−1a − 2Yaa −Yab −Yba
)
+ ζTj
(
2Λ−1b − 2Ybb −Yab −Yba
))
⇒ ∂Qij
∂µ˜t−1
=
Qij
2
(
ζTi
(
2Λ−1a − 2Yaa −Yab −Yba
)
+ ζTj
(
2Λ−1b − 2Ybb −Yab −Yba
))
∂µa∆tµ
b
∆t
∂µ˜t−1
= µb∆t
∂µa∆t
∂µ˜t−1
+ µa∆t
∂µb∆t
∂µ˜t−1
∂µb∆t
∂µ˜t−1
is derived in B.1.1.
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For the case a = b we only need to consider the additional term (Ka + σ
2
 I)
−1Q,
∂tr((Ka + σ
2
 I)
−1Q)
∂µ˜t−1
= tr
(
(Ka + σ
2
 I)
−1∂Q
∂µ˜t−1
)
= tr
(
(Ka + σ
2
 I)
−1
11 . . . (Ka + σ
2
 I)
−1
1n
...
. . .
...
(Ka + σ
2
 I)
−1
n1 . . . (Ka + σ
2
 I)
−1
nn


∂Q11
∂µ˜t−1
. . . ∂Q1n∂µ˜t−1
...
. . .
...
∂Qn1
∂µ˜t−1
. . . ∂Qnn∂µ˜t−1

)
= tr
(
∑n
i=1(Ka + σ
2
 I)
−1
1i
∂Qi1
∂µ˜t−1
. . .
∑n
i=1(Ka + σ
2
 I)
−1
1i
∂Qin
∂µ˜t−1
...
. . .
...∑n
i=1(Ka + σ
2
 I)
−1
ni
∂Qi1
∂µ˜t−1
. . .
∑n
i=1(Ka + σ
2
 I)
−1
ni
∂Qin
∂µ˜t−1

)
=
n∑
j=1
n∑
i=1
(Ka + σ
2
 I)
−1
ij
∂Qij
∂µ˜t−1
∂(Σ∆t)ab
∂µ˜t−1
=

∑n
j=1
∑n
i=1 βaiβbj
∂Qij
∂µ˜t−1
− (µb∆t
∂µa∆t
∂µ˜t−1
+ µa∆t
∂µb∆t
∂µ˜t−1
) a 6= b
∑n
j=1
∑n
i=1(βaiβbj − (Ka + σ2 I)−1ij ) ∂Qij∂µ˜t−1 − 2µa∆t
∂µa∆t
∂µ˜t−1
a = b
B.2 Partials w.r.t. Σ˜t−1
B.2.1 Mean
∂µt
∂Σ˜t−1
=
Ext−1,ut−1,f [∆t]
∂Σ˜t−1
∂µit
∂Σ˜t−1
= βTi
(
∂
∂Σ˜t−1
qi
)
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Again looking at the jth index of log qi:
∂
∂Σ˜t−1
log qij = −1
2
∂
∂Σ˜t−1
[
log det
(
Σ˜t−1Λ−1i + I
)
+ (xj − µ˜t−1)T (Σ˜t−1 + Λi)−1(xj − µt−1)
]
= −1
2
(
Λ−1i (Σ˜t−1Λ
−1
i + I)
−1 − (Σ˜t−1 + Λi)−1(xj − µ˜t−1)(xj − µ˜t−1)T (Σ˜t−1 + Λi)−1
)
= −1
2
(
(Σ˜t−1 + Λi)−1 − (Σ˜t−1 + Λi)−1(xj − µ˜t−1)(xj − µ˜t−1)T (Σ˜t−1 + Λi)−1
)
=
1
2
R−1i ((xj − µ˜t−1)(xj − µ˜t−1)TR−1i − I)
⇒ ∂
∂Σ˜t−1
log qi =
1
2

R−1i ((x1 − µ˜t−1)(x1 − µ˜t−1)TR−1i − I)
...
R−1i ((xn − µ˜t−1)(xn − µ˜t−1)TR−1i − I)

⇒ ∂
∂Σ˜t−1
qi =
1
2

qi1R
−1
i ((x1 − µ˜t−1)(x1 − µ˜t−1)TR−1i − I)
...
qinR
−1
i ((xn − µ˜t−1)(xn − µ˜t−1)TR−1i − I)

⇒ ∂µ
i
t
∂Σ˜t−1
=
1
2
βTi

qi1R
−1
i ((x1 − µ˜t−1)(x1 − µ˜t−1)TR−1i − I)
...
qinR
−1
i ((xn − µ˜t−1)(xn − µ˜t−1)TR−1i − I)

=
1
2
n∑
j=1
βijqijR
−1
i ((xj − µ˜t−1)(xj − µ˜t−1)TR−1i − I)
=
1
2
n∑
j=1
βijqijR
−1
i (xj − µ˜t−1)(xj − µ˜t−1)TR−1i − βTi qiR−1i
=
1
2
(
TT
(
T [(βi  qi)⊗ 1]
)
− βTi qiR−1
)
∈ R(D+F )×(D+F )
where T := (XT − µ˜Tt−1 ⊗ 1)R−1 and R := Σ˜t−1 + Λi
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B.2.2 Covariance
∂Σt
∂Σ˜t−1
=
∂
∂Σ˜t−1
(Σt−1 + cov[x˜t−1,∆t] + cov[x˜t−1,∆t]T + Σ∆t)
=
∂
∂Σ˜t−1
(cov[x˜t−1,∆t] + cov[x˜t−1,∆t]T + Σ∆t)
Look at ith index of ∆t:
∂cov[x˜t−1,∆ti ]
∂Σ˜t−1
=
∂
∂Σ˜t−1
n∑
j=1
βijqijΣ˜t−1(Σ˜t−1 + Λi)−1(xj − µ˜t−1)
=
n∑
j=1
βijqij
∂
∂Σ˜t−1
(I + ΛiΣ˜
−1
t−1)
−1(xj − µ˜t−1)
Let Pi := ΛiΣ˜
−1
t−1, Mi := (I + Pi)
−1, and f := Miζj .
∂f
∂Σ˜t−1
=
∂f
∂Mi
∂Mi
∂Pi
∂Pi
∂Σ˜t−1
∂f
∂vec(Mi)
= (ζTj ⊗ I)
∂vec(Mi)
∂vec(Pi)
= −(MTi ⊗Mi)
∂vec(Pi)
∂vec(Σ˜t−1)
= −(Σ˜−Tt−1 ⊗Pi)
⇒ ∂f
∂vec(Σ˜t−1)
= (ζTj ⊗ I)(MTi ⊗Mi)(Σ˜−Tt−1 ⊗Pi)
⇒ ∂cov[x˜t−1,∆ti ]
∂vec(Σ˜t−1)
=
n∑
j=1
βijqij(ζ
T
j ⊗ I)(MTi ⊗Mi)(Σ˜−Tt−1 ⊗Pi)
Another way of deriving this without the use of vectorization. Lets look at the kth element of f .
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∂eTk f
∂Σ˜t−1
=
∂tr(ζje
T
kMi)
∂Σ˜t−1
=
tr(ζje
T
k ∂Mi)
∂Σ˜t−1
= − tr(ζje
T
kMi∂(I + Pi)Mi)
∂Σ˜t−1
= − tr(Miζje
T
kMi∂Pi)
∂Σ˜t−1
=
tr(Miζje
T
kMiΛiΣ˜
−1
t−1∂Σ˜t−1Σ˜
−1
t−1)
∂Σ˜t−1
= Σ˜−1t−1Miζje
T
kMiPi
⇒ ∂f
∂Σ˜t−1
=
[
Σ˜−1t−1Miζje
T
1 MiPi . . . Σ˜
−1
t−1Miζje
T
d+fMiPi
]
⇒ ∂cov[x˜t−1,∆ti ]
∂Σ˜t−1
=
n∑
j=1
βijqij
[
Σ˜−1t−1Miζje
T
1 MiPi . . . Σ˜
−1
t−1Miζje
T
d+fMiPi
]
Alternatively, if we do not simplify Σ˜t−1(Σ˜t−1 + Λi)−1 to (I + ΛiΣ˜−1t−1)
−1, we can look at the kth element
again,
∂eTk f
∂Σ˜t−1
=
∂tr(ζje
T
kMi)
∂Σ˜t−1
=
∂tr((Σ˜t−1 + Λi)−1ζjeTk Σ˜t−1)
∂Σ˜t−1
=
tr(∂(Σ˜t−1 + Λi)−1ζjeTk Σ˜t−1)
∂Σ˜t−1
=
tr(∂gi(C)
−1AjkΣ˜t−1)
∂C
∣∣∣∣∣
C=Σ˜t−1
+
tr(gi(Σ˜t−1)−1Ajk∂D)
∂D
∣∣∣∣∣
D=Σ˜t−1
= − tr(AjkΣ˜t−1gi(C)
−1∂Cgi(C)−1)
∂C
∣∣∣∣∣
C=Σ˜t−1
+ gi(Σ˜t−1)−1Ajk
= gi(Σ˜t−1)−1Ajk(I− Σ˜t−1gi(Σ˜t−1)−1)
where Ajk := ζje
T
k and gi(C) := (C + Λi)
59
⇒ ∂f
∂Σ˜t−1
=
[
gi(Σ˜t−1)−1Aj1 . . . gi(Σ˜t−1)−1Aj(d+f)
]T
(I− Σ˜t−1gi(Σ˜t−1)−1)
⇒ ∂cov[x˜t−1,∆ti ]
∂Σ˜t−1
=
n∑
j=1
βijqij
[
gi(Σ˜t−1)−1Aj1 . . . gi(Σ˜t−1)−1Aj(d+f)
]T
(I− Σ˜t−1gi(Σ˜t−1)−1)
For the predictive covariance we look at the variance and cross-covariance elements.
∂(Σ∆t)ab
∂Σ˜t−1
=
∂
Σ˜t−1

βTa Qβb − µa∆tµb∆t a 6= b
βTa Qβa − (µa∆t)2 + α2a − tr((Ka + σ2 I)−1Q) a = b
Looking at the ijth element of Q:
∂ logQij
∂Σ˜t−1
=
∂
∂Σ˜t−1
(η2ij −
1
2
log det(S))
∂η2ij
∂Σ˜t−1
=
∂
∂Σ˜t−1
(
2(log(αa) + log(αb)))−
ζTi Λ
−1
a ζi + ζ
T
j Λ
−1
b ζj − zTijS−1Σ˜t−1zij
2
)
=
1
2
∂
∂Σ˜t−1
(
zTijS
−1Σ˜t−1zij
)
=
1
2
tr
(
∂
∂Σ˜t−1
zijz
T
ij(Σ˜t−1(Λ
−1
a + Λ
−1
b ) + I)
−1Σ˜t−1
)
= −1
2
tr
(
(Λ−1a + Λ
−1
b + Σ˜
−1
t−1)
−1zijzTij(Λ
−1
a + Λ
−1
b + Σ˜
−1
t−1)
−1 ∂Σ˜
−1
t−1
∂Σ˜t−1
)
=
1
2
tr
(
Σ˜−1t−1(Λ
−1
a + Λ
−1
b + Σ˜
−1
t−1)
−1zijzTij(Λ
−1
a + Λ
−1
b + Σ˜
−1
t−1)
−1Σ˜−1t−1
∂Σ˜t−1
∂Σ˜t−1
)
=
1
2
(
Σ˜−1t−1(Λ
−1
a + Λ
−1
b + Σ˜
−1
t−1)
−1zijzTij(Λ
−1
a + Λ
−1
b + Σ˜
−1
t−1)
−1Σ˜−1t−1
)
=
1
2
(((Λ−1a + Λ
−1
b )Σ˜t−1 + I)
−1zijzTij(Σ˜t−1(Λ
−1
a + Λ
−1
b ) + I)
−1
=
1
2
(((Λ−1a + Λ
−1
b )Σ˜t−1 + I)
−1zijzTijS
−1
∂ log det(S)
∂Σ˜t−1
= (Λ−1a + Λ
−1
b )S
−1
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⇒ ∂ logQij
∂Σ˜t−1
=
1
2
(((Λ−1a + Λ
−1
b )Σ˜t−1 + I)
−1zijzTijS
−1 − (Λ−1a + Λ−1b )S−1)
=
1
2
(((Λ−1a + Λ
−1
b )Σ˜t−1 + I)
−1zijzTij − Λ−1a − Λ−1b )S−1
⇒ ∂Qij
∂Σ˜t−1
=
Qij
2
(((Λ−1a + Λ
−1
b )Σ˜t−1 + I)
−1zijzTij − Λ−1a − Λ−1b )S−1
∂µa∆tµ
b
∆t
∂Σ˜t−1
= µb∆t
∂µa∆t
∂Σ˜t−1
+ µa∆t
∂µb∆t
∂Σ˜t−1
∂µb∆t
∂Σ˜t−1
is derived in B.1.2.
∂(Σ∆t)ab
∂Σ˜t−1
=

∑n
j=1
∑n
i=1 βaiβbj
∂Qij
∂Σ˜t−1
− (µb∆t
∂µa∆t
∂Σ˜t−1
+ µa∆t
∂µb∆t
∂Σ˜t−1
) a 6= b
∑n
j=1
∑n
i=1(βaiβbj − (Ka + σ2 I)−1ij ) ∂Qij∂Σ˜t−1 − 2µ
a
∆t
∂µa∆t
∂Σ˜t−1
a = b
B.3 Derivatives w.r.t. ψ
B.3.1 Mean
dµ˜t−1
dψ
=
d
dψ
[
µt−1, µut−1
]T
We are given ddψµt−1
dµut−1
dψ
=
∂µut−1
∂µu˜t−1
dµu˜t−1
dψ
+
∂µut−1
∂Σu˜t−1
dΣu˜t−1
dψ
dµu˜t−1
dψ
=
∂µu˜t−1
∂µt−1
dµt−1
dψ
+
∂µu˜t−1
∂Σt−1
dΣt−1
dψ
+
∂µu˜t−1
∂ψ
dΣu˜t−1
dψ
=
∂Σu˜t−1
∂µt−1
dµt−1
dψ
+
∂Σu˜t−1
∂Σt−1
dΣt−1
dψ
+
∂Σu˜t−1
∂ψ
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∂µt
∂ψ
=
∂Ext−1,ut−1,f [∆t−1]
∂ψ
=
∂Ext−1,ut−1,f [∆t−1]
∂µut−1
∂µut−1
∂ψ
+
∂Ext−1,ut−1,f [∆t−1]
∂Σut−1
∂Σut−1
∂ψ
=
∂Ext−1,ut−1,f [∆t−1]
∂µut−1
∂µut−1
∂p(u˜;ψ)
∂p(u˜;ψ)
∂ψ
+
∂Ext−1,ut−1,f [∆t−1]
∂Σut−1
∂Σut−1
∂p(u˜;ψ)
∂p(u˜;ψ)
∂ψ
=
∂Ext−1,ut−1,f [∆t−1]
∂µut−1
(
∂µut−1
∂µu˜t−1
∂µu˜t−1
∂ψ
+
∂µut−1
∂Σu˜t−1
∂Σu˜t−1
∂ψ
)
+
∂Ext−1,ut−1,f [∆t−1]
∂Σut−1
(
∂Σut−1
∂µu˜t−1
∂µu˜t−1
∂ψ
+
∂Σut−1
∂Σu˜t−1
∂Σu˜t−1
∂ψ
)
∂Ext−1,ut−1,f [∆t−1]
∂µut−1
and
∂Ext−1,ut−1,f [∆t−1]
∂Σut−1
are known from the previous derivations in ??, ??. Whereas the
partials within the parenthesis are determined by the controller and type of squashing function in ??, ??.
B.3.2 Covariance
dΣ˜t−1
dψ
=
d
dψ
 Σt−1 Σxut−1
(Σxut−1)
T Σut−1

We are given ddψΣt−1.
dΣut−1
dψ
=
∂Σut−1
∂µu˜t−1
dµu˜t−1
dψ
+
∂Σut−1
∂Σu˜t−1
dΣu˜t−1
dψ
dΣxut−1
dψ
=
∂Σxut−1
∂µu˜t−1
dµu˜t−1
dψ
+
∂Σxut−1
∂Σu˜t−1
dΣu˜t−1
dψ
∂Σt
∂ψ
=
∂
∂ψ
(cov[x˜t−1,∆t] + cov[x˜t−1,∆t]T + Σ∆t
)
∂cov[x˜t−1,∆t]
∂ψ
=
∂cov[x˜t−1,∆t]
µut−1
∂µut−1
∂ψ
+
∂cov[x˜t−1,∆t]
Σut−1
∂Σut−1
∂ψ
=
∂cov[x˜t−1,∆t]
µut−1
(
∂µut−1
∂µu˜t−1
∂µu˜t−1
∂ψ
+
∂µut−1
∂Σu˜t−1
∂Σu˜t−1
∂ψ
)
+
∂cov[x˜t−1,∆t]
Σut−1
(
∂Σut−1
∂µu˜t−1
∂µu˜t−1
∂ψ
+
∂Σut−1
∂Σu˜t−1
∂Σu˜t−1
∂ψ
)
∂cov[x˜t−1,∆t]
∂µut−1
and ∂cov[x˜t−1,∆t]∂Σut−1
are known from the previous derivations in B.2.1, B.2.2. Whereas the partials
within the parenthesis are determined by the controller and type of squashing function.
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For the predictive covariance we look at the variance and cross-covariance elements.
∂(Σ∆t)ab
∂ψ
=
∂
ψ

βTa Qβb − µa∆tµb∆t a 6= b
βTa Qβa − (µa∆t)2 + α2a + tr((Ka + σ2 I)−1Q) a = b
=

βaβ
T
b (
∂Q
∂µut−1
∂µut−1
∂ψ +
∂Q
∂Σut−1
∂Σut−1
∂ψ )− (µb∆t
∂µa∆t
∂ψ + µ
a
∆t
∂µb∆t
∂ψ ) a 6= b
βaβ
T
b (
∂Q
∂µut−1
∂µut−1
∂ψ +
∂Q
∂Σut−1
∂Σut−1
∂ψ )− 2µa∆t
∂µa∆t
∂ψ + (Ka + σ
2
 I)
−1 ∂Q
∂ψ a = b
∂Q
∂µut−1
, ∂Q∂Σut−1
are derived in B.1.2, B.2.2 respectively.
∂µut−1
∂ψ ,
∂Σut−1
∂ψ are derived from the controller and
squashing function.
∂µa∆t
∂ψ is derived in B.3.1.
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Appendix C
Convolution Kernel
Here we provide the derivation for the convolution kernel of a multi-output GP as specified in Section
2.2. Assume that the smoothing kernels are Gaussian kernels while the latent kernels are squared exponential
kernels.
Give the formulation of the covariance between function outputs and/or latent functions we would
like to derive the closed form solution given that the smooth kernels and latent function kernels are of
exponential form.
Let their be one latent function, R = 1,
ki(x− z) = 1√
(2pi)n|det(Li)|
exp
(− 1
2
(x− z)TL−1i (x− z)
)
i = 1, . . . ,m
ku(z
′, z) = α2 exp
(− 1
2
(z′ − z)TL−1u (z′ − z)
)
where Li,Lu ∈ Sn++.
Cov[fpj(x), fpi(x
′)] =
∫
kj(x
′ − z′)
∫
ki(x− z)ku(z′, z)dzdz′
=
∫
kj(x
′ − z′)
∫
α2√
(2pi)n|det(Li)|
exp
(− 1
2
(x− z)TL−1i (x− z)
)
exp
(− 1
2
(z′ − z)TL−1u (z′ − z)
)
dzdz′
Looking at the inner integral,
g(x, z′) ,
∫
α2√
(2pi)n|det(Li)|
exp
(− 1
2
(x− z)TL−1i (x− z)
)
exp
(− 1
2
(z′ − z)TL−1u (z′ − z)
)
dz
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=
α2√
(2pi)n|det(Li)|
∫
exp
(
− 1
2
(
(x− z)TL−1i (x− z) + (z′ − z)TL−1u (z′ − z)
))
dz
=
α2√
(2pi)n|det(Li)|
∫
exp
(
− 1
2
(
zT (L−1i +L
−1
u )z
T + zT (−2(L−1i x+L−1u z′)) + xTL−1i x+ z′TL−1u z′
))
dz
=
α2√
(2pi)n|det(Li)|
∫
exp
(
− 1
2
(
(z + h)TA(z + h) + k
))
dz
=
α2
√
(2pi)n|det(A−1)|√
(2pi)n|det(Li)|
exp
(− 1
2
k
) ∫ 1√
(2pi)n|det(A−1)| exp
(
− 1
2
(
(z + h)TA(z + h)
))
dz
=
α2
√
(2pi)n|det(A−1)|√
(2pi)n|det(Li)|
exp
(− 1
2
k
) ∫ N (z | −h,A−1)dz
=
α2√|det(A)||det(Li)| exp (− 12k)
=
α2√
|det(I +L−1u Li)|
exp
(− 1
2
k
)
where A = (L−1i +L
−1
u ), b = −2(L−1i x+L−1u z′), c = xTL−1i x+ z′TL−1u z′. Since A ∈ Sn++ ⇒ h = 12A−1b
and k = c− 14bTA−1b.
Simplifying k,
k = xTL−1i x+ z
′TL−1u z
′ − 1
4
(
− 2(L−1i x+L−1u z′)T (L−1i +L−1u )−1(−2(L−1i x+L−1u z′))
)
= xTL−1i x+ z
′TL−1u z
′ − (L−1i x+L−1u z′)T (L−1i +L−1u )−1(L−1i x+L−1u z′)
= xT (L−1i −L−1i (L−1i +L−1u )−1L−1i )x− 2xTL−1i (L−1i +L−1u )−1L−1u z′ + z′T (L−1u −L−1u (L−1u +L−1u )−1L−1u )z′
= xT (Li +Lu)
−1x− 2xT (Li +Lu)−1z′ + z′T (Li +L u)−1z′
= (x− z′)T (Li +Lu)−1(x− z′)
The second to last equality follows from the Woodbury Matrix Identity. Thus the inner integral has the
closed form,
g(x, z′) =
α2
√
det(Lu)√
det(Lu +Li)
exp
(− 1
2
(x− z′)T (Li +Lu)−1(x− z′)
)
Looking at the outer integral we can follow the exact same steps to arrive at the closed form solution for the
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convolution process kernel function,
Cov[fpj(x), fpi(x
′)] =
∫
kj(x
′ − z′)g(x, z′)dz′
= α2
√
(2pi)n|det(Lu)|
∫
N (x′ | z′,Lj)N (x | z′,Li +Lu)dz′
= α2
√
(2pi)n|det(Lu)|
∫
N (z′ | x′,Lj)N (z′ | x,Li +Lu)dz′
= α2
√
(2pi)n|det(Lu)|N (x′ | x,Li +Lu +Lj)
∫
N (z′ | α,β)dz′
= α2
√|det(Lu)|√|det(Li +Lu +Lj)| exp
(
− 1
2
(x− x′)T (Li +Lu +Lj)−1(x′ − x)
)
Considering R > 1 then the covariance has the form of,
Cov[fpj(x), fpi(x
′)] =
R∑
r=1
α2r
√|det(Lur )|√|det(Lir +Lur +Ljr)| exp
(
− 1
2
(x− x′)T (Lir +Lur +Ljr)−1(x′ − x)
)
We can apply the same methodology for the covariance between the output and latent function,
Cov[fpi(x), ur(z)] = g(x, z)
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