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“Does the crude oil price affect global economic growth?” 
By Fotios Mitsios 
 
 
                                                              Abstract  
 
This dissertation investigates the relationship between the real oil price, trade, 
population and real GDP on a yearly time series from 1960 to 2010 within a global 
framework. Initially, we carry out all the necessary preliminary econometric analysis. 
The results show that the order of integration is one and a cointegrated relationship 
between the variables. Continually, we implement a Vector Error Correction model, a 
Toda-Yamamoto and a Hsiao test for the investigation of linear causal linkages 
between the variables. Additionally, we conduct an investigation for the non-linear 
causal relationship with the implementations of Hiemstra & Jones and Dics & 
Panchenko test. The overall results show an unclear relationship for the real oil price 
and the real GDP. Furthermore, the linear results reveal significant unidirectional 
causal relationship from trade to real GDP, which was expected. On the other hand, 
the non-linear results show unidirectional causal linkages running from trade to real 
oil price.     
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1. Introduction 
 
The effects of the oil price volatility on the economy have been investigated from 
many researchers mainly due to the oil price shocks effect on the developed 
economies in 1970s (the first oil crisis) and afterwards. However, the majority of the 
studies have focused their attentions on a single country or a small group of countries. 
The majority of the studies have used the three asymmetric approaches for the oil 
price, which are the scaled specification of Lee et al. 1(995), the net specification of 
Hamilton (1996) and the asymmetric specification of Mork (1989). The results have 
showed a negative relationship between oil price increase and real GDP growth for 
the oil-importing countries and the reverse for the oil-exporting countries. However, 
there have been some exceptions. Generally, the results for the oil-exporting countries 
are ambiguous due to trading and financial relationships, which they are held with the 
oil-importing countries and as a result they also face in the long-run the negative 
impacts of oil price increases.  
      The objective of this dissertation is to reveal possible causal linkages between real 
oil price, trade, population and real GDP in a worldwide framework from 1960 to 
2010. Our analysis takes into consideration the general trend in the literature.  Thus, 
we investigate the causal relationship on linear and non-linear context. The overall 
results show that the relationship of oil price and world GDP is not clear. Our results 
come in agreement with the results of Ghalayini (2011). Given the fact that the 
evidence is not strong enough to consider a linear or non-linear causal relationship, 
we recommended a further investigation. Nonetheless, the oil price shocks affect each 
country separately. Maybe the effects of oil price on the world economy are not 
considerable based on our research, but the effects are not uniformly distributed. 
Hence, some countries bear larger burden than other countries. Our policy 
recommendation is more advanced fiscal policy to adverse the effects of oil price 
volatility in the macroeconomic indicators. The only evidence of linear causal 
relationship is the unidirectional causal linkage form trade to real GDP, which was 
expected. On the other hand, we found out that the Trade causes oil price in a non-
linear framework. This unidirectional evidence gave us an idea about the global 
reliance of crude oil. Thus, we overall recommend the diversification of the energy 
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resources globally. This could be achieved by the implementation of each country 
separately. Furthermore, the reduction of the dirty energy resource, such as crude oil, 
with the substitution of an environmental friendly energy resource will benefit the 
planet. 
   The novelties of our study are firstly the empirical analysis of real oil price and real 
GDP in a worldwide level and secondly the adoption of non-parametric Granger 
causality tests. More precisely, use of the non-parametric Hiemstra and Jones (1994) 
test and the modified non-parametric Dicks and Panchenko (2006) test. Finally, the 
last novelty is the selection of our four variables. 
    The remainder of this dissertation is organized as follows: Section 2 is the literature 
view; Section 3 continues with the methodology and data framework; Section 4 
presents the empirical results; in Section 5 we explain the overall findings from the 
empirical results, while in Section 6 we recommended the appropriate policy; finally 
in the last Section, that is 7, we form the conclusion.  
 
2. Literature Review 
There are many researchers who have investigated the relationship between oil price 
and macroeconomic variables. The majority of them focused on the developed 
countries and particularly in the United States. The results showed a negative 
relationship between oil price increase and real GDP growth for the oil-importing 
countries and the reverse occurs for the oil-exporting countries, although there have 
been some exceptions. Generally, the results for the oil-exporting countries are 
ambiguous due to trading and financial relationships, which have with the oil-
importing countries. Hence, they face the negative impacts of oil price increases. The 
literature shows the trend of the developed countries, developing countries and 
finally, the world.  
    Hamilton (1983) is a store corner paper in this scientific area. He described the 
negative impact which the dramatic oil price had in the growth of U.S. since the end 
of the Second World War ll within a linear framework over the period 1948-1981. 
Specifically, the seven of the eight recessions in the United States since the end of the 
Second World War have been preceded by an enormous crude oil price increase. He 
analyzed the role of oil by using a system of six variables which Sims (1980) 
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proposed as the most proper macroeconomic variable for the analysis of the oil price 
on the macro – economy. The variables are the real GNP, unemployment, price 
deflator for nonfarm business income, wage per hourly, import price and M1 series 
for financial variables. To estimate the causal relationship, he used bivariate and 
multivariate Grange Causality tests. Furthermore, he made clear that real GNP is a 
better indicator from the nominal GNP for examines the role of oil prices.  
    Subsequently, many suggested that the relationship between oil price and macro-
economy is non-linear (Mork, 1989; Hamilto, 1996). Mork (1989) presents a non-
linear case by separating oil price into two different variables (The positive oil price 
and the negative oil price variables). He strongly confirmed the negative relationship 
between the oil price increases and the GNP growth in United States. On the other 
hand, the oil price decreases to have smaller or zero significant effects. Mork (1989) 
used a Vector Auto Regression (VAR) method with data from 1949:1 to 1988:2. 
Vector Auto Regression is a leading approach method for analyzing the correlation of 
oil prices and macro-economy. Hamilton (1996) demonstrated that oil price changes 
are not a reliable variable to examine the relationship with macroeconomic variables 
before 1986. The most significant point is the huge decreases of oil price. He agreed 
with the asymmetric approach of Mork (1989) but he disagreed with the upward and 
downward price movement method. Thus, he proposed a new variable, the “net oil 
price increase." The “net oil price increase” comparing the oil price of each quarter 
with the maximum value observed during the preceding four quarters. However, if the 
quarter price t is lower than the previous four quarters, the price is zero for this 
specific quarter t, otherwise it is plotted. The results showed a statistically significant 
negative correlation between GDP growth and “net oil price increase” for the full 
sample from 1948:1 to 1994:2 for US economy. The key factor for Hamilton (1996) is 
that many recessions preceded by a hike oil price due to geopolitical reasons .For 
instance, the first oil shock in 1973-1974 due to Arabian-Israel oil war and Arabian 
embargo. The second oil shock was due to the Iranian Revolution in 1978-1979. In 
1980-1981 it was the Iran-Iraq war, and the United States lost the price control. 
Hamilton (1983) notified that economists must follow the proceedings in the Middle 
East and asses the economic effects. So, Hamilton (1996) underlined the fact that the 
third oil shock had happened in 1990 because Iraq invaded Kuwait. All these reveal 
that Arab oil-producing countries have a global power upon the vulnerable importing 
countries. The geopolitical events in the Middle East increase the rate of uncertainty 
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and consequently, the crude oil price. Additionally, Bernanke et al. (1997) 
investigated the "net oil price increase" of   Hamilton's (1996) and found out that it 
was the most appropriate indicator for researching how oil price effects the 
macroeconomic in the United States.  
    On the other hand, Lee et al. (1995) proposed a different oil price variable, by 
dividing the real oil price increase by the standard deviation of recent price volatility, 
considering the variable as illustrative for forecasting the GDP growth. They believed 
that the impacts would be more significant if the oil price was stable, comparing that 
with frequent oil price movements. They used GARCH and VAR model with data 
from 1949:3 to 1992:3. The results showed for the two periods (1986:2-1987:3 and 
1990:4-1992:3) that real oil price and GNP had positive correlation for the United 
States. Additional, the results from the VAR model showed 5 per cent level of 
significance for the periods 1949:1-1986:1 and 1949:1-1988:2 for the real oil price 
increases but not for the period 1949:1-1992:3. Moreover, the results of testing the 
pairwise equality of coefficients for the variables real oil price increase and real oil 
price decreases showed only 5 per cent level of significance for the periods 1946:1-
1988:2 and 1946:1-1992:3. Therefore the researchers could not be able to reject the 
null hypothesis of symmetry for the early period, but they rejected the null hypothesis 
for the periods 1988:2 and 1992:3 in 5 per cent level of significance. The variables 
which they used were the real GNP growth, GNP deflator inflation, 3-month Treasury 
bill rate, unemployment rate, wage inflator, import price inflation and the real oil 
price changes. The main claim of this investigation is that the real oil price variable 
has the power to predict the real GNP growth for the recent period, but under certain 
circumstances.  The circumstances are the appropriate account for the oil shock and 
the variability of real oil price movement. The relationship between oil price and 
macro-economy may not be the same across countries but will be different for oil-
importing and oil-exporting countries. In a nutshell, the relationship between oil price 
and GDP growth in oil importing countries is negative. 
    The research of Du et al. (2010) in which the increases of oil price have a positive 
relationship with GDP and CPI in China is of great interest. In other words, a 
hypothetical double increase of the oil price, increases CPI and GDP by 
approximately 2.08% and 9%, correspondingly. Moreover, they suggested that the 
impact is asymmetric in China‟s GDP growth from the world oil price movements. 
The positive relationship of oil price increases and China‟ growth is not significant 
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enough as the oil price decreases with the GDP growth. Du et al. (2010) had a 
preliminary explanation for the result. Under normal circumstances, an oil-importing 
country such as China should have a negative correlation between oil price shock and 
GDP growth, whereas in China the opposite occurs due to the China‟s trade 
partnership with the United States and Europe countries. The United States and 
Europe countries are countries, which have the power to influence crude oil trade. The 
researchers used a multivariate Vector Auto Regression (VAR) model with five 
variables (real GDP, inflation, real oil price, short-term interest rate and money 
supply), on monthly time series from 1955:1 to 2008:12. Faria et al. (2009) 
demonstrated the same results for China. We believe that the result is quite important 
because China nowadays is the third greater consumer of crude oil globally. China has 
the second greater economy based on nominal GDP after the United States economy 
and is the first exporter country in the world. The demand of oil in China is increasing 
rapidly. Additionally, the oil industry of China has many deregulations' reforms. The 
oil pricing mechanism has had too many changes throughout time. Thus, the domestic 
oil price of China has been more correlated now to Singapore, Rotterdam and New 
York future market (Du et al. 2010).  
    Ito (2009) demonstrated that 1% of an increase (decrease) in oil price has an impact 
of a 0, 49 % increase (decrease) in Russia‟s GDP growth. He used a Vector Auto 
Regressive (VAR) model using oil price and macroeconomic variables, such as 
inflation, real exchange rate and real GDP from 1999:Q1 to 2009:Q3. Russia is the 
second-largest oil exporter in the world. He characterizes Russian as a very vulnerable 
country from the changes of oil price. According to Ito (2009), the reasons why the 
crude oil has low domestic price are the few investments and the apathy for the 
environment. Furthermore, Russian federations (of energy sectors) are characterized 
by a poor regulatory, face a high production cost and a weak transportation system. 
Moreover, he believed that Russia will need large amount of funds in the near future 
(Cukrowski, 2007), and the government must cease the current incremental fiscal 
policy to mitigate Russia‟s energy problem. 
      Iran is another substantial oil-exporting country. It is an important member of 
OPEC countries, which means that affects significant the crude oil revenues. 
Farzanegan and Markwardt (2009) used a Vector Auto Regressive (VAR) model to 
investigate the relationship of oil price and macroeconomic activity. They selected six 
macroeconomic variables such as real industrial GDP per capita, real imports, real 
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public consumption expenditures, real effective exchange rate, real oil price's changes 
and inflation. The time series is from 1975:ll to 2006:lV. The findings are very 
interesting. The relationship between the industrial GDP per capita and the oil price is 
a positive one. Additionally, positive relationship between the oil price and the real 
effective exchange rate exists there. This effect was due to the syndrome of the 
“Dutch disease." The “Dutch disease” denotes that from vast natural reserves a 
country will have an increase in the currency rate as a consequence of large amounts 
of exports. This means that other exporting goods will be less competitive, regarding 
goods of other countries. In the case of Iran, the large amounts of crude oil exports 
directly increase Iran‟s currency rate. Since the currency rate increases, the cost of 
other exporting goods will increase for the importing countries. Hence, the other 
exporting goods are now less competitive. Moreover, the negative oil price has 
important negative impacts on the Iranian economy. This makes the Iranian economy 
more vulnerable to inflationary effects. Appreciable reference is that the government 
has a significant deficit despite the fact that the oil price is increasing substantially 
throughout time. The deficit is due to government‟s management. A serious mistake is 
the large subsidies on energy and consumable goods. 
    One of the founding members of OPEC is Venezuela. Mendoza and Vera (2010) 
investigated the asymmetric effects of oil shocks in Venezuela. They used a GARCH 
model for the real oil prices and the output growth from 1984:1 to 2003:3. They tested 
the three asymmetric approaches of oil price which we mentioned in the beginning. 
As a result, they suggested that the best measure of oil shocks is the one of Lee et al. 
(1995). The results show the positive and important relationship between the oil price 
shocks and the real GDP growth (more specific with oil GDP and without oil GDP 
growth). On the other hand, the effects are less important for an oil price decreases. 
This proved the asymmetric impacts. Considerable to note as well is that Venezuela 
has one of the largest oil-reserves in the world. In addition, half of the total 
government‟s revenues derived from oil sector.   
    Thailand is considered by Rafig et al. (2009) as an interesting country to investigate 
the impacts of crude oil price volatility on economic activity. Because, Thailand has 
few reserves and low production of oil to meet the domestic needs. Besides, it is a 
developing country with a high rate of privatization and liberalization of trades. They 
used a Vector Auto Regressive (VAR) model with many macroeconomic variables 
such as GDP, growth rate, investment interest rate, inflation, unemployment rate, 
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trade balance and budget deficit. The data are quarterly from 1993:Q3 to 2006:Q4. 
The outcomes showed a significant impact on growth rate, employment and 
investment for the whole period, due to the oil price volatility. The correlation of the 
oil price and GDP growth rate is negative. Rafig et al. (2009) emphasize the fact that 
the oil price volatility creates uncertainty in the market. The uncertainty leads to 
reduction of the investments and augments of the unemployment rate. Thus, they 
reached to the conclusion that subsidies play an important role. According to Rafig et 
al. (2009) subsidies reduce the effect of oil price volatility and boost the GDP growth 
rate and investments as well and as such the reduction of unemployment rate. 
However, Rafig et al. (2009) took into account the financial crisis in Asia (in 1997-
1998) and found a structural break. The period (1999:Q1 to 2006:Q4) after the 
financial crisis has resulted more smoothly.  
    Taiwo et al. (2012) demonstrated that crude oil price, exchange rate, and stock 
prices influence the Nigeria‟s GDP growth rate. They used Johansen cointegration 
and detected the presence of cointegration. Hence, they used a VEC model. The 
variables were the GDP growth rate, interest rate, real exchange, a growth rate of 
stock price and growth rate of oil price indexed by GDP from 1980 to 2010. The 
empirical results showed that the growth rate of stock price indexed by GDP, the 
growth rate of oil price indexed by GDP and the exchange rate influence significant 
the growth rate of GDP. However, they found out that the variable which influences 
the most the GDP growth rate was the growth rate of stock price. Furthermore, 
Nigeria is the largest exporter of oil and the second biggest economy in Africa. This 
makes Nigeria a sustainable country for research. Ultimately, Taiwo et al. (2012) 
proposed a series of suggestions for the central bank of Nigeria and Nigeria‟s 
government. First, the central bank of Nigeria must gradually reduce the interest rate 
so Nigeria becomes more attractive place for investments. In this way, the returns of 
the investments will be higher than the returns of the interest rate. Secondly, the 
central bank of Nigeria must guarantee the transparence function of the Stock 
Exchange Market. Thirdly, the government of Nigeria should diversify this energy 
supply to mitigate the impacts of oil price shocks. All these must be done under the 
control of some macroeconomic index with a proper and advised plan. 
    On the other hand, New Zealand is an example of a net importing country. Gounder 
and Bartleet (2007) denoted clearly that New Zealand is a vulnerable country in oil 
price fluctuations. Quite interesting a fact is that New Zealand used for their energy 
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needs oil resources, which reach up to 50 per cent. The 90 per cent of the total oil 
resources were imported. For New Zealand, Gounder and Bartleet (2007) used a 
Vector Autoregressive method. The macroeconomic variables which they used for 
their research were the real oil price, the real effective exchange rate, the GDP 
deflator, the real GDP, real wage and the consumer price level. They had two non-
linear and one linear approach. As much for the two non-linear approaches they used 
the asymmetric oil price changes (Mork, 1989) and the “net oil price change” 
(Hamilton, 1996).For the linear approach, they used the real oil price shock variable. 
The data series were based on quarterly from 1989 to 2006. Furthermore, they 
adopted Levy (2001) idea that the GARCH model is not proper for a small sample. 
The outcomes show a significant negative relationship between oil price shocks and 
the economic growth for the non- linear and linear approach. Moreover, has an impact 
to inflation, real wages and exchange rate. As for the labor market, the impacts are not 
so important because the labor market is not so volatile like the other macroeconomic 
variables. 
    Although Greece is considered as a small economy, it is useful to underline smaller 
oil-importing economies. Hence, we have a clearer and more complete picture about 
the impacts of oil price in global economy. Papapetrou (2007) used multivariate 
Vector Auto- Regression (VAR) with oil prices, real stock price, interest rate, real 
economic activity and employment as variables. The data were monthly from 1989:1 
to 1999:6. She demonstrated a negative relationship between oil price shocks and 
industrial production. The same thing occurs for the oil price shocks and the 
employment. Furthermore, Papapetrou (2007) denoted that oil price shocks can 
interpret stock price movements. 
     There are also studies, which investigate the relationship of oil price and macro-
economy for a group of countries .One such example is the study of Jayaraman and 
Choong (2009) for the relationship of growth in small Pacific Island countries. For the 
study, they selected four Pacific‟s Island countries the Samoa, Solomon, Tonga and 
Vanuatu among the fourteen Pacific‟s Island countries. From the whole Pacific Island 
countries only Papua New Guinea is an oil-exporter and producer country. The 
economy of the four Pacific Island countries based in traditional export goods. 
Solomon Island has its major revenue source from the export of sugar, logs and oil 
palm. In the case of Samoa and Tonga, the exports goods are the vegetables and fruits. 
Finally, for Vanuatu is beef and kava (a traditional drink). Generally, these countries 
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have a short amount exporting goods and as such a short amount of foreign exchange 
earnings. Additionally, their foreign exchange earnings are enhanced by tourism. 
These make them very vulnerable to oil price hikes. For the relationship of oil price 
and macroeconomic variables, they used the Auto Regressive distributed lag (ARDL) 
model. The variables which they used are the real GDP, oil price, international 
reserves (as percent of GDP) and the time trend variable from 1982 to 2007, for 
Samoa, 1980 to 2007 for Solomon, 1981 to 2007 for Tonga and 1982 to 2007, for 
Vanuatu. The final results showed a negative relationship between oil price shocks 
and GDP growth for four Pacific Island countries. A relative study is that from Prasad 
et al. (2007) for the exploration of oil price and GDP growth for the Fiji Islands 
(Pacific Islands). They used a Granger causality analysis to investigate the 
unidirectional relationship from oil price to GDP growth. The unit root results were 
unable to reject the null hypothesis at the 5 per cent level of significance, with time 
trend and without time trend. The cointegration test results showed a cointegrated 
relationship between GDP and oil price. They also, tested the long-run effects using 
three estimators. The three estimators are the following: 
I. The Phillips and Hansen (1990) fully modified ordinary least squares 
(FMOLS) estimator. 
II. The Pesaran Shin (1999) autoregressive distributed lag estimator.  
III. The OLS estimator. 
The results showed a positive relationship from all three estimators. This is very 
interesting because Fiji is an oil-importing country. According to Prasad et al. (2007) 
this happens for two reasons. First, Fiji‟s outputs are 50 per cent less than the capable 
outputs. That‟s why oil price cannot influence negatively the real GDP. The second 
reason that the increase of oil price is filters through to value added. This is reflected 
to the large actual output. 
   Very substantial contribution in this field is from Jimenez-Rodriguez and Sanchez 
(2006) for some OECD countries. They studied the oil price shocks and real GDP 
growth relationship. They used a Multivariate Vector Auto Regressive (VAR) model 
for linear and non-linear relationship between oil price shocks and real GDP growth. 
As regarding, the non-linear approach, they used the scaled specification (Lee et al. 
1995), the net specification (Hamilton, 1996) and the asymmetric specification (Mork, 
1989) which we mentioned in the beginning. For their estimation, they used the real 
GDP, real wage, inflation, real effective exchange rate, real oil price (UK Brent), 
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short-term interest rate and long-term interest rate. The time series were from 1972:ll 
to 2001:lV in quarterly frequency. The countries which they selected were United 
States, Japan, Canada, United Kingdom, Germany, France, Italy, Norway and Euro 
area. All the selected countries are oil-importing except Norway and the United 
Kingdom. For the case of Norway, the results were as expected. Norway is benefited 
for oil price shocks. However, concerning the UK an unexpected result was denoted. 
For the first-year United Kingdom‟s real GDP growth has positive reaction from the 
oil price shocks for the two first quarters and negative reaction for the two other 
quarters. The same behavior introduced for Norway but after the first-year United 
Kingdom‟s real GDP growth has a negative effect that is more than 1 per cent loss for 
the real GDP growth in linear and non-linear framework. Furthermore, United 
Kingdom‟s real exchange rate reevaluation, after the first year was very large (Dutch 
disease), over against the real exchange rate reevaluation of Norway, which is weaker. 
Additionally, Norway‟s output growth has an increase of 2, 5 per cent after an 
increase of 100 per cent of oil price. In the case of UK, an increase of 100 per cent in 
oil price the output growth loses 2 per cent. Although when the oil price declines the 
UK‟s output appear 6 per cent increase. Oil- importing countries had nearly all 
negative relationships between oil price shocks and GDP growth. The single case of 
positive relationship exhibited from Japan. Because of economic situations which 
took place from 1972 to 2001.For the United States denoted the larger negative 
impact of GDP growth from the oil price shocks (for linear model). Specifically, an 
increase of 100 per cent of oil price shock brought a decline of 3, 5 per cent for the 
United States‟ GDP growth. Jimenez-Rodriguez and Sanchez (2006) explained that 
the reason US had so large effect from the oil price shock was because of US 
performing the larger real exchange rate reevaluation (for the linear model). 
Furthermore, Euro area's countries, Germany, Italy and France introduced large 
negative impacts on real GDP growth from oil price shock increase. In the matter of a 
non-linear model, the impacts are larger than the linear model. Briefly, the scaled 
specification (Lee et al. 1995) had the largest negative impact of all approaches. The 
net specification (Hamilton, 1996) had the second place and last was the asymmetric 
specification (Mork, 1989). Using the non-linear approach (scaled specification) gave 
those negative results on GDP growth such as 5 per cent for US, 5 per cent for 
Germany, 3 per cent for Italy, 4 per cent for France, 1 per cent for Canada and 2 per 
cent for the Euro area for an increase of 100 per cent of oil price shock. Nonetheless 
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the reduction of oil price is statistical insignificance for all countries. The only 
exception is Canada, which has losses of 2, 5 per cent after a decrease of 100 per cent 
on oil price. This phenomenon has a clear explanation. Canada after the early 1980s 
flipped from an oil-importing country to an oil-exporting country. 
  A very important observation from Jimenez-Rodriguez and Sanchez (2006) was that 
the impacts on real GDP which had the larger trend in the fourth quarter after the oil 
price shock. Only, for the case of France and Italy were in the third quarter. 
Generally, all the negative influences from the oil price shock on real GDP cease to 
exist after three years for all the countries. Finally, Jimenez-Rodriguez and Sanchez 
(2006) made it clear that oil price has asymmetric effects on GDP growth.  
    Similar study applied from Mork et al. (1994) for the macroeconomic responses to 
oil price increases and decreases in seven OECD countries. The seven OECD 
countries were Canada, Germany (west), Japan, France, the United States, the United 
Kingdom and Norway. For the models, they used the real GDP, employment, real 
wages and real interest rates from 1967:3 to 1992:4. They used the Bivariate 
Correlations and the Multivariate Correlation between GDP growth and oil price 
increases and decreases with the Seemingly Unrelated Regressions (SUM) system. As 
for the bivariate model, the results were not as significant as the multivariate model. 
Nevertheless, the relationship between oil price increases and decreases and GDP 
growth is negative for bivariate model. The results are important for all countries with 
the only exception Canada. Furthermore, Germany showed some low relevance. 
According to Mork et al. (1994) opinion the problem came up in the measurement of 
GDP in Germany. They buttress up their argument on the fact that Germany‟s CNP 
demonstrated more accurate results. Another outstanding result is that United 
Kingdom is showing a negative relationship, but Norway shows a positive 
relationship as expected from an oil-exporting country. They also underline the fact 
that Norway started to export oil after 1975 and suffered from the oil price decreases 
in 1985-86. For the other countries, the oil price decreases showed different results. 
Generally, the correlations were positive. Canada showed high significant correlation 
over against the oil price increases. For the United Kingdom was zero, and for 
Norway had depicted with low significant correlation. All counties had asymmetric 
impacts. With 5 per cent level of significance were for United States, Japan and 
Canada. On the other hand, Germany, United Kingdom and France had 15-20 per cent 
level of significance. The only exception was Norway. Norway showed symmetric 
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impacts. The multivariate model had different results. Epigrammatically, United 
States, Canada, and United Kingdom had high negative impacts from oil price 
increases. Japan showed quite negative impacts from oil price hikes. Another 
important issue was that United States suffered (significant) from both, the oil price 
increases and decreases. While the asymmetric impacts for Germany and for the other 
countries had 10 per cent of significance for the multivariate model. Japan had 3 per 
cent and United States, and Canada had 2 per cent level of significance. 
    One more remarkable study is that of Abeysinghe (2001) who investigated the 
indirect and direct impacts on GDP growth from oil price fluctuation for twelve 
countries. He gravitated mainly on the Asia countries which experienced major 
growth. The countries are China, Taiwan, Singapore, South Korea, Hong Kong, 
Thailand, Philippines, Malaysia, and Indonesia, Japan and United States and the rest 
of OECD countries. Overall, this study gives a taste of the global situation. 
He used a VARX (a VAR model with exogenous variables) with oil price and GDP 
growth as variables from 1982:Q1 to 2000:Q2. Some countries are oil-exporting 
countries like Indonesia and Malaysia which they have a trading relationship with 
Singapore. The selection of the countries was not random at all. Generally, OECD 
countries have very close trading relationships with the specific Asian countries. 
The results for the oil-exporting countries showed a positive correlation between oil 
price increases and GDP growth in short-run. For the long-run these countries had 
losses. This phenomenon occurred for the oil-exporting open economies according to 
Abeysinghe (2001). On the other hand, all the other countries are net oil-importing 
countries. All the countries had direct and indirect negative impacts from the oil price 
hikes. Taiwan had the same direct impacts with Singapore, but different indirect 
impacts. Taiwan had smaller influence from the negative indirect impacts. Next come 
the Philippines, Thailand and South Korea. While China and Hong Kong had none 
nearly impacts due to “China-effect”. Finally, the United States direct impacts were 
quite larger than the indirect impacts. The opposite occurred for the Japan China and 
the rest OECD countries. 
    Lardic and Mignon (2008) investigated the long-term relationship between oil 
prices and macroeconomic for G7, Europe, the U.S. and Euro area economies. 
Furthermore, they used asymmetric cointegrations tests. The data were from 1970:1 to 
2004:3 in quarterly frequency. Specifically, the results showed that the relationship 
between oil price and GDP is asymmetric cointegrated for U.S., G7, Europe and Euro 
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areas. Furthermore, they underlined that the classical theory of supply side effects 
could not interpreted the asymmetry. According to Lardic and Mignon (2008) the 
reasons maybe were: the monetary policy, the adjustment cost (Ferderer, 1996) and 
the asymmetry in petroleum product prices.   
    Only very few studies have investigated the oil price relationship with the global 
GDP growth. One example is the study of Ghalayini (2010) which investigated the 
interaction between oil price and economic growth. For these purposes, he estimated 
G-7countries, OPEC countries, Russia, India, China and the world economy. His 
selection of the countries based on the major oil-importing countries (G-7 countries) 
and the major oil-exporting countries (OPEC countries plus Russia). He also selected 
to estimate separately China and India because are the most fast growth economies 
nowadays.  
    Ghalayini (2010) clarified the effects of world economic growth on oil price. By 
explanation that an increase of the world economic growth has as an outcome the 
increase of demand for power and consequently, the increase of oil price. For 
example, throughout three years‟ time from 2003 to 2005, the world economy has 
known prosperity and therefore the oil price from 27 $ the barrel went to 35 $ the 
barrel. According to Ghalayini (2010), the increase (decrease) of the world‟s growth 
rate leads to the increase (decrease) of oil price for 1998 to 2010. In terms of the 
opposite, the oil price increase (decrease) should lead to increase (decrease) of the 
growth rate of an oil-exporting country. As a regard the oil-importing countries 
should happened the reverse. Generally, the income of the oil-importing countries 
goes to the oil-exporting countries through the trading partnerships for oil. But in the 
long-run they suffered too, because they trade partners suffer. Key factor here is the 
re-spent of this income, which defines world‟s demand. Formally, oil-exporting 
countries do not invest this income in the short-run. These interpret the fact that in the 
past, the increase of growth rate of the oil-exporting countries was less comparably 
from the decrease of growth rate of the oil-importing countries. This phenomenon 
explains the increase of oil price, which led to decrease of world‟s growth rate in the 
short-run. On the other hand, the incomes of the oil-exporting countries create effects 
to financial market ant exchange rate. Because oil-exporting countries paid in US 
dollar and part of their investments is in US assets. Continually, this creates increase 
of the value of US dollar, which leads to a rise of the domestic debt of the oil-
importing countries (which their debt is in US dollar). To investigate the interaction 
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between oil price and economic growth, he used a Granger causality-test. He used 
quarterly data for the case of Russia, India, World and G-7 from 2003:Q1 to 2010:Q3, 
1998-2010, (unknown) -2010:Q1 and 2000-2010, respectively. For China and OPEC 
the available data were yearly from 1986 to 2010. The only problem was with Iraq‟s 
GDP data. There was a gap in the data between 1991 and 1996. He used a linear 
interpolation method to fill the gap. The results showed an unclear relationship 
between oil price and world economic growth. For the OPEC countries, the increase 
of oil price did not increase GDP growth. Only in G-7 countries any changes on oil 
price cause changes on GDP growth due to the dependence relationship with oil. This 
case did not exist for Russia, India and China.  
      He et al. (2010) used a different approach to investigate the relationship between 
global economic activity and crude oil price. The innovative feature was for the global 
economic activity where they used Kilian economic index (Kilian, 2008b) to estimate 
the co-integration analysis with crude oil prices. Killian (2008b) managed to develop 
a structural decomposition of the real price of crude oil into three components, which 
are the following: 
i. Crude oil supply shocks. 
ii. Shocks to the global demand for all industrial commodities. 
iii. Demand shocks that are specific to the crude oil market. 
  Furthermore, He et al. (2010) brought out that the reason of using the Killian 
economic index was the frequency of the data. For instance, world GDP was available 
only yearly and more recently at quarterly frequency. The Killian economic index 
gave the opportunity to He et al. (2008) to use monthly frequency data. Considering 
that, this way is easier and more accurate to monitor and forecast the oil price in time. 
Furthermore, they used an Augmented Dickey fuller (ADF) tests, Johansen tests and 
afterwards, a Vector Error-Correction model (VECM) due to detection of co-
integration. Finally, the results showed that a rise up to 1 per cent of Killian economic 
index corresponding to 1, 7 per cent rise in real crude oil price. Additionally, they 
included the US exchange rate dollar in their analysis. A rise of 1 per cent of the 
exchange rate US dollar corresponding to 0, 7 per cent decline in real crude oil price. 
The results denoted a cointegration relationship between Killian economic index and 
real crude oil price. As well, the Killian economic index causes real crude oil price in 
the long-run. 
Ultimately, Table.1 summarizes important studies. 
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Table.1  Brief summary of the  literature view 
 Source Country Period 
Methodological 
Framework 
Causality 
inference 
1. Du et al. (2010) China 1995-2008 VAR model 
OIL→GDP 
OIL*→GDP 
2. Ghalayini (2010) 
G7 
OPEC 
Russia 
China 
India 
world 
2000-2008 VAR model 
OIL→GDP 
OIL ≠ GDP 
OIL ≠ GDP 
OIL ≠ GDP 
OIL ≠ GDP 
OIL ≠ GDP 
 
3. Papapetrou (2001) Greece 1989-1999 VAR model OIL→REA 
4. Taiwo et al. (2012) Nigeria 1980-2010 JJ,VEC model OIL→GDP 
5. Abeysinghe (2001) 
12 
economies 
of 
Southeast 
and East 
Asia 
1982-2000 VAR OIL→GDP 
6. Jayaraman et al  .(2009) 
Small 
Pacific 
Island 
countries 
1984-2008 ARDL OIL→GDP 
 
7. Mendoza,Vera (2010) Venezuela 1984-2008 GARCH 
OIL→GDP 
OIL→NONOILGDP 
8. Ito (2009) Russia 1994-2009 VAR model OIL→GDP 
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9. Rafig et al. (2009) Thailand 1993-2006 VAR model OIL→GDP 
10. Mork et al. (1994) 7 OECD 1967-1992 VAR model OIL→GDP 
11. 
Farzanega and Markwardt 
(2009) 
Iran 1975-2006 VAR model OIL→GDP 
12. 
Jiminez-Rodriguez and 
Sanchez 
(2005) 
7 OECD 1972-2001 VAR model OIL→GDP 
13. Lee et al. (1995) US 1949-1992 
GARCH,VAR 
model 
OIL*→GDP 
14. Gausden (2008) UK 1972-2005 VAR model OIL*→GDP 
15. Hooker (1996) US 1948-1994 VAR model 
OIL→GDP 
(1948-1973) 
16. Prasad (2007) Fiji Island 1970-2005 VAR model 
OIL*→GDP 
OIL→GDP 
17. 
Gounder and Bartleet 
(2007) 
New 
Zealand 
1986-2006 VAR model OIL*→GDP 
18. Hanabusa (2009) japan 2000-2008 AR-GARCH OIL↔GDP 
19. He et al. (2010) Global 1988-2007 JJ, VECM OIL↔KEI 
Notes: OIL and GDP indicate Oil Price and Gross Domestic Product, respectively.The → indicates 
unidirectional causality and ↔ , indicate bi-directional causality and ≠ inidicate the absence of 
causality . JJ denotes for Johansen co-integration. Additional OIL* indicates an asymmetric approach. 
The REA and the KEI denote the Real Economic Activity and the Killian Economic Index, 
respectively.  
 
3. Data and Methodology 
3.1 Data 
    The data have obtained from DataStream (Thomson Reuters) via the International 
Hellenic University. All the data have obtained from DataStream except the data for 
the crude oil price. DataStream (Thomson Reuters) provide access to historical and 
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current financial data in a national and global level. DataStream is covering US and 
UK data where some start back to 1960. Provider of this Database is Thomson 
Financials. 
    The crude oil price (WTI) data is from Federal Reserve Economic Data.  
Summarily, FRED is an online database which provides economic data time series. 
Federal Reserve Economic Data created and maintained by Research Department at 
the Federal Reserve Bank of St. Louis. The West Texas Intermediate crude oil price is 
an U.S. benchmark and used for oil pricing. The West Texas Intermediate crude oil 
represents a specific crude oil quality. 
    For the purpose of this dissertation we use four variables spanning the period from 
1960 to 2010. Specifically, from DataStream are world GDP (US$), world GDP 
(constant 2000 US$), world population (total volume) and world trade (% of GDP). 
Additionally, from Federal Reserve Economic Data is the crude oil price (WTI). 
Finally, for the empirical component we use the world GDP (constant 2000 US$), 
world population (total volume), world trade (% of GDP) and the Real crude oil price 
(WTI). 
  The real crude oil price (WTI) was found by dividing the crude oil price (WTI) by 
the world GDP deflator. The world GDP deflator also be found from the division of 
world nominal GDP by world real GDP. The variables are shown from figure one to 
eight for levels and 1rst differences, correspondingly. 
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3.2 Unit root test 
Unit root test for time series is a test which determines if the time series is stationary 
or non-stationary.  Generally, most macroeconomic variables exhibit a non-
stationarity. A time series is weakly stationary if, and only if its means and the 
variance are not constant over time, and the covariance between any two values of the 
series at different times depends only on the temporal distance between them (Hendy, 
1995). 
    Unit root test for time series are the Augmented Dickey-Fuller (ADF), GLS 
transformed Dickey-Fuller (DFGLS), Phillips-Perron (PP), Kwiatkowski, et al. 
(KPSS), Elliot, Richardson and Stock (ERS) Point Optimal, and Ng and Perron (NP) 
unit root tests. 
 
 3.2.1 Augmented Dickey-Fuller (ADF) test 
 
The standard DF test is estimating the following equation: 
                        1 't t t ty ay x      ,                                                                 (1) 
Where 1   . As for the null hypothesis and the alternative hypothesis, they are 
written as follow: 
  
0
1
: 1
: 1




H
H
                                                                                                           (2) 
and evaluated by using the convectional t-ratio for  : 
ˆ ˆ/( ( ))t se a                                                                                                        (3) 
where ˆ  is the estimate of  , and ˆ( )se  is the coefficient standard error. 
Dickey and Fuller (1979) demonstrate that under the null hypothesis of a unit root, the 
specific statistic does not have the conventional student‟s t-distribution, which they 
accrue an asymptotic results and they stimulate the critical values for many test and 
samples size. This unit root test is valid when time series  ty  is an AR(1) process with 
white noise errors. The white noise disturbances t  is violated only where the time 
series data is correlated to a higher order lags. Thence, the Augmented Dickey-Fuller 
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(ADF) test creates a parametric correction, for the higher order correlation which is 
the follow: 
1 1 1 2 2' ...t t t t t p t p ty ay x y y y                                                         (4) 
By assuming two parameters: 
1) the time series 
ty  is an AR(p) process 
2) and  adding to the y  (dependent) variable P lagged different terms to the right 
hand side of (4). 
This specification is used to test (2) using the t-ratio (3).  Ultimately, there are two 
main issues which must underline using the Augmented Dickey-Fuller test. Firstly, is 
the choice of the exogenous variables. Basically, there are the options of choosing 
constant, a constant and linear time trend or without constant and linear time trend in 
the Augmented Dickey-Fuller test. The three regression forms are the following:   
1) Constant                                                     1t t ty a y u                    (5) 
2) Constant and a liner time Trend                   1t t ty a T y u           (6) 
3) Without Constant and a liner time Trend      1t t ty y u                     (7) 
                                                                                                                          
The null hypothesis is                                  
0
1
: 1
: 1
H
H




                            (8) 
The general approach is the selection of a constant and linear time trend the other two 
options are a special cases. Although, must be mentioned that will be a reduction of 
the power of the Augmented Dickey-Fuller test to reject the null hypothesis of an unit 
root if  it is include irrelevant repressors. Secondly, is the choice of the numbers of the 
lagged difference terms to be put to the Augmented Dickey-Fuller test.  
 
 3.2.2 Generalized Least Squares de-trending Dickey-Fuller (GLS-DF)  
Regarding the constant and the constant and linear time trend cases there is the 
DFGLS which is a modification test of the Augmented Dickey-Fuller test. The main 
difference is that the data are de-trended so that explanatory variables are “taken out” 
of the data prior to running the test regression.  
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The quasi-difference of  
ty  depend on value : 
1
1
( | )
1
t
t
t t
y if t
d y
y ay if t


  
 
   
                                                                           (9) 
Subsequently, is considering an OLS regression of the previous quasi-differenced (9) 
on the quasi-differenced ( )td x . 
  ( ) ( ) ( )        t t td y d x                                                                            (10)                                      
which tx  is contains or constant and linear time trend and on the other hand the 
ˆ( ) 
is the OLS estimates from this specific regression. Also, recommended the use of 
a a  by Elliott et al., 1996 where: 
 
 
 
1 7 / 1
1 13.5 / 1,
t
t
if x
if x t

   
 
   
                                                                          (11) 
Next defined the GLS de-trended data d
ty  which involve the value :
ˆ( )dt t ty y x                                                                                                 (12) 
Finally, the DFGLS test includes the standard equation of the Augmented Dickey-
Fuller test, since the substitute of the d
ty  instead of the ty :
1 1 1 ...
d d d d
t t t p t p ty ay y y u                                                                  (13) 
     Additionally, before the d
ty  be de-trended, the tx  is not included in the (13) 
equation. Like the standard Augmented Dickey-Fuller test, the t-ratio is considered aˆ .  
 
3.2.3 Phillips-Perron (PP) unit root test 
Phillips and Perron (1988) present a non-parametric approach of controlling the serial 
correlation when they testing for the unit root. Phillips and Perron estimate the non -
ADF equation (1) and the same time modified the t-ratio of the  coefficient. The 
main idea is that the serial correlation does not influence the asymptotic distribution 
of the test. Phillips and Perron unit root test is based on statistic:  
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1/ 2
0 0 0
1/ 2
0 0
ˆ( )( ( ))
2
T f se a
t t
f f s
 
   
  
 
                                                                (14) 
Which the values t  and ˆ  is the estimate. As ˆ( )se   presented the standard error 
coefficient and s  is the standard error. As for the 
0  is the estimation of the error 
variance in equation (1). The 
0f  is an estimator of the residual spectrum at frequency 
zero. The same form regressions options are presented also for the Phillips and Perron 
test as for the ADF and GLS-DF test. Additional, for the Phillips and Perron test there 
is the option of estimation method for the 0f . 
 
3.3 Unit root test with structural breaks 
A structural break in a time series data appears when an important shift in a time 
series data occurs. Also, it is possible that more than one break point exists. Very 
common problem in the unit root tests such as ADF, GLS-DF and PP is that they do 
not take into account the structural break point. If break points occur without taken 
into account may give rise to problems such as the Perron phenomenon (Perron, 1989) 
and the Converse Perron phenomenon (Leybourne et al., 1998). The results of the 
integration order might not be valid. The most widely used unit root tests for one 
break is the Zivot-Andrews (ZA) and Perron. Lumsdaine and Papell (1997) present 
unit root test for two breaks by extend ZA test. 
 
3.3.1 Zivot-Andrews unit root test with one break 
Zivot and Andrews (1992) transform Perron‟s test from a conditional test on a known 
break into an unconditional test on an unknown break point.  Also, Zivot and 
Andrews (1992) consider the break fraction  as an endogenous, contrarily with 
Perron (1989) which take the break fraction  as exogenous. Zivot and Andrews 
(1992) present the null hypothesis against the alternative hypothesis of stationarity 
around at some unknown break point. The null hypothesis of the three models is the 
following: 
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1t t ty y e                                                                                                    (15) 
  The alternative specification consists of three models. Model A is break in constant,  
model B is the break in liner time trend and model C is break in constant and linear 
time trend. The regression equations of the alternative hypothesis of one structural 
break are followings: 
Model A: 1 1
k
t t t i t i ti
y t DU y c y                                              (16) 
Model B: 1 1
k
t t t i t i ti
y t DT y c y                                                (17) 
Model C: 1 1
k
t t t t i t i ti
y t DU DT y c y                                     (18) 
Where 1tDU  if and only if  t TB  otherwise 0tDU  . tDU . tDU  is a dummy 
variable for a mean shift.  
and 
tDT t TB   if and only if  t TB    otherwise 0tDT  .   tDT  is a dummy variable for 
a trend shift. All dummies variables run for each possible break date (TB). Where 
t=1…..T ( T is the sample size of the time series). 
The null hypothesis              
0
1
: 0
:
H a
H a

 
                                                             (19) 
Finally, Zivot and Andrews (1992) present a critical value for each significant level. 
For reject the null hypothesis the t-statistic must be greater of the (ZA) critical values. 
 
 3.4 Cointegration in time series  
 
Engle and Granger (1987) present that two or more time series variables  are non-
stationary  and on the other hand their linear combination is stationary then the non-
stationary time series variables are cointegrated. The linear combination is called 
cointegrating equation and indicates the long-run equilibrium relationship between the 
time series variables. The most popular cointegration tests are from Engle-Granger 
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(1987), Johansen (1991, 1995) and Phillips-Ouliaris (1990). If cointegration tests 
confirm the presence of cointegration between the variables then the cointegrating 
equation can be estimated with non-stationary regression or the Vector Error 
Correction (VEC) models. 
 
3.4.1 Johansen cointegration test 
Johansen (1980) established the technique of the maximum-probability estimation.  
On the other hand Johansen and Juselius (1990) developed the number of distinct 
cointegrating vectors (Drake, 2006).  Johansen and Juselius (1990) multivariate 
cointegration test is used to detect the presence of cointegration. The Johansen 
cointegration test is a VAR cointegration test using the methodology of Johansen 
(1991, 1995).The implementation of the variables are in the levels. The mathematical 
explanation of Johansen cointegration test is the following: 
 A VAR regression equation of order p  
              (20)  
Where ty is a k vector of the endogenous variable and on the other hand  tx  is a d 
vector of exogenous variables. The VAR model is rewrite as following: 
1
1
1
p
t t i t i t t
i
y y y Bx 

 

                                                                               (21)  
Where the  is 
1
p
i
i
A I

    and the i  is 
1
p
i j
j i
A
 
   . At this point, in the Granger 
Representation Theorem is mentioned that  ty  is cointegrated with *m r  if and only 
if ( )rank r   and   where   is equal to * , ( )m r rank r  .The r  is denotes 
the cointegrating rank and  is the cointegrating vector for each column. On the other 
hand is mentioned as the adjustment parameters of the Vector Error Correction model. 
Regarding, the Johansen cointegration test is based on the estimation of   for a non-
standard asymptotic distribution (like the one of Dickey-Fuller) and the rejection of 
the restriction from the reduced rank of  . 
1 1 ...t t p t p t ty A y A y Bx      
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  While the cointegrating relations number r  is investigated thought the consecutive 
process from 0r   to 1r k  , until we fail to reject. On the other hand the trace 
statistical tests the null hypothesis of the cointegrating relations r  against the 
alternative cointegrating relations k . Where k  denotes the numbers of the endogenous 
variables, for 0,1, , 1r k   . The alternative hypothesis of  k regards the case when 
none of the time series have a unit root and the stationary VAR model may be 
specified in the levels of all of the time series. The mathematical explanation of the 
trace statistic test null hypothesis of the cointegrating relations r  is the following: 
1
( ) log(1 )
k
tr i
i r
LR r k T 
 
                                                                               (22) 
Where i  indicates the  i th  largest eigenvalue of the matrix  in the 
1
p
i
i
A I

    
and 
1
p
i j
j i
A
 
   . Furthermore, the maximum eigenvalue statistic tests the null 
hypothesis of the cointegrating relations r  against the alternative cointegrating 
relations 1r  . The mathematical explanation is as following: 
max 1( 1) log(1 )
( ) ( 1 )
r
tr tr
LR r r T
LR r k LR r k
     
    
                                                         (23) 
Where 0,1,...., 1r k   
 
3.5 Parametric Granger causality test 
3.5.1 Granger causality 
Granger (1969) proposed a statistical hypothesis method of estimating the linear 
Granger causality between two time series variables. On other words, if a time series 
variable tX  has the power to forecast the time series variable tY , or the opposite. 
  However there are some restrictions for the investigation of the linear Granger 
causality test. The first is that the variables must be stationary. For most cases in the 
first different the variables are stationary. Additional, the variables must be non-
cointegrated (Eangle and Granger, 1987). 
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 For instant the two variables 
tX and tY  are used as following: 
1 1 2( , , ....)t t t tf y y y                                                                                            (24) 
2 1 1 2( , , , , ....)t t t t t tf y x y x y                                                                                 (25) 
Where the 
1tf  the historical data of the variable tY  and the 2tf is the historical data of 
both variables 
tY  and tX . The Hypothesis if the tX does not Granger causes tY  is as 
following: 
 
1, 1 2, 1( | ) ( | )t t t ty f y f                                                                                    (26) 
Where lagged  tX  does not have the power to forecast tY . Otherwise the lagged  tX  
Granger causes tY . The definition of causality was developed by Granger (1969) and 
Sims (1972). In the VAR is used the regression equation () and the investigation of 
the Granger causality is based on the null hypothesis () with the use of a multivariate 
Wald test. In the case of cointegrated variables the use of the error correction term is 
necessary (VEC model).  
 
3.5.2 Vector Autoregressive (VAR) Model  
VAR is a well-known method of analysis multivariate time series. Basically, is a 
dynamic multivariate (an extension of univariate autoregressive) time series model. 
Sims (1980) first applied the VAR model in economics. For purpose such as 
forecasting. Ganger (1969) was the first how noticed the ability of variables 
forecasting. Additional, VAR model is used for structural analysis. In other words, 
VAR and VEC model investigate the Granger causality between the independent and 
the dependent variables in the short term. This information is used for forecasting the 
dependent variable. The time series variables must be stationary and not cointegrated. 
If cointegration is detected, then the appropriate model is the Vector Error Correction 
(VEC) model. In case of non-stationary variables the general VAR model must be 
modified. The regression equation of the Vector Autoregressive method is the 
following: 
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                                                                                    (27) 
Where ty is a k vector of the endogenous variable and on the other hand  tx  is a d 
vector of exogenous variables. Furthermore, p is the lagged observations. 
1
p
j
j
A

 and 
B  are to be estimated. There are the matrices of coefficient. Finally, t  is the white 
noise vector innovation. 
  For instance, the oil price (oil) and the GDP (gdp) are the two variables (exogenous) 
of the VAR model. The maximum number of lagged value is two ( of the endogenous 
variables).  The two equations are written as following: 
11 1 12 1 11 1 12 1 1 1t t t t t toil a oil a gdp b oil b gdp c                                                 (28) 
21 1 22 1 21 1 12 1 2 2t t t t t tgdp a oil a gdp b oil b gdp c                                             (29) 
Where the a ,b  and c are to be estimated. 
 
3.5.3 Vector Error Correction (VEC) Model 
The Vector Error Correction (VEC) Model is a modified model of Vector 
Autoregressive (VAR) Model which takes into consideration the cointegrating 
relationship between the non-stationary variables. Additionally, estimates the short-
run properties of the cointegrated time series variables. VECM corrects the deviation 
of the long-run relationship (error correction term) gradually by a partial short-run 
dynamic adjustment.  Sargan (1964) first present the Vector Error Correction (VEC) 
Model and it is based on the Granger representation theorem. 
  The VEC model is based on a simple coingrating equation which is the following: 
y Bx
t t
                                                                                                               (30) 
There is not lagged difference term on the two variables simple equation (30). The 
mathematical explanation of the corresponding VECM is the following: 
1 1 1 1( )t t t ty a y Bx                                                                                          (31) 
1 1 1 1( )t t t ty a y Bx     
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ˆ( ) logdet( ( )) 2
p
AIC k k
T
                                                                                (32) 
On the right side of the equations (31, 32) above is the error correction term. 
Generally, the error correction term is zero in the long-run. But if the two variables 
ty
and 
tx  are deviate from the long-run then the error correction term is non-zero. 
 
3.5.5 The Lag Length Selection  
The selection of the lag length ( k ) is based on the VAR model, either using the Wald 
statistic test, or some information Criterion. More precisely, the most widely used 
information criteria are the Akaike‟s information criterion (AIC) and the Schwarz‟s 
Bayesian information criterion (SBIC).The mathematical explanation is the following:  
h d k d
t i t i j t j yt
i t j t
y a y y x u
 
 
 
                                                                            (33) 
log( )ˆ( ) logdet( ( ))
p T
BIC k k
T
                                                                        (34) 
Where ˆ ( )k  is  
1
1ˆ ˆ ˆ( ) ( ) ( )
2
T
t t
t
k e k e k

    and p  is ( 1)p m km  . The parameter 
number is p and ˆ ( )te k is the OLS vector results. 
 
 
 
3.5.6 Toda-Yamamoto version of Granger causality  
Toda and Yamamoto (1995) developed an augmented Granger causality test. The 
main idea of the Toda-Yamamoto test is the extra lag for each variable, except this 
feature the equation is the usual VAR equation.  The extra lag number is equal to the 
maximum suspected order of integration which is one.  Toda –Yamamoto test is based 
on the asymptotic theory and Toda and Yamamoto (1995) accomplished by added the 
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extra lag for each variables. Another important issue is that the time series data are 
non-stationary. Also, for the cointegrated variables the implementation of the VEC 
model is not needed. Finally, Toda and Yamamoto (1995) test investigate the long-run 
Granger causality between the variables. The mathematical explanation for two 
variables 
ty  and tx   is as following:  
 
h d k d
t i t i j t j yt
i t j t
y a y x u 
 
 
 
                                                                            (35) 
h d k d
t i t i j t j xt
i t j t
x a x y u 
 
 
 
                                                                             (36) 
Where h  and k  are the optimal lag length of variables ty  and tx , respectively. 
Additional, d   is the maximum order of integration. Finally, tu  is the white noise 
with zero mean. 
 
3.5.7 Hsiao‟s version of Granger causality 
Hsiao (1979) develop a two-step method for the investigation of the Granger causality 
between two variables. Hsiao‟s version of Granger causality is based on VAR model. 
The specific method is determining the optimal lag with the Akaike‟s (1969) Final 
Prediction Error (FPE) for the VAR model. More precisely, the VAR regression 
equation (20) (for ty  and tx  )   is modified as following: 
1 1 1
1
p
t i t i t
i
y a y 

                                                                                            (37) 
The only different with the regression equation (20) of the VAR model is that the 
equation (37) does not include the autoregressive term tx . The regression equation 
starts to run from 1p   to Qwhich is the maximum lag order. The selection of the 
optimal lag order as we mention above is based on the Akaike‟s Final Prediction Error 
(FPE) criterion. The mathematical explanation is the following:  
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1 ( )
( )
1
T p RSS p
FPE p
T p T
  
  
  
                                                                          (38) 
Where the RSS  is the residuals sum of squares and T  the sample of the time series 
for the equation (37). For the first-step, the smaller  ( )FPE p  value is the optimal lag
( )p . On the other hand, in the second-step the regression equation becomes as follow: 
*
1 1 1 1
1 1
p q
t i t i i t i t
i i
y a y x   
 
                                                                              (39) 
 
Where the *p  was found and the q  vary from 1 to Q  for the autoregressive term tx . 
Regarding, the selection of the q , the Akaike‟s Final Prediction Error (FPE) criterion 
is used as following:    
* 1 ( *, )
( *, )
* 1
T p q RSS p q
FPE p q
T p q T
   
  
   
                                                        (40) 
Finally, the selection of the optimal lag ( )q  is based on the smaller ( *, *)FPE p q  
value. The detection of the Granger causality is based on the comparison of 
( *, *)FPE p q  and ( *)FPE p . If ( *, *)FPE p q < ( *)FPE p  then Granger causality exist 
from tx  to ty . Otherwise the causality does not exist. Additionally, in Hsiao‟s version 
of Granger causality all variables should be stationary. In the case of cointegrated 
variables the error correction term must be included in the regression equation as 
following: 
1 1 1 1 1 1
1 1
p q
t i t i i t i t t
i i
y a y x      
 
                                                                   (41) 
2 2 2 2 2 1
1 1
r s
t i t i i t i t t
i i
x a x y      
 
                                                                 (42) 
The 1 1t    and the 2 1t    are the error correction term for each case separately. The 
error correction term is derived from the VEC model. The r  and s indicate the same 
thing with p  and q , respectively (Alagidede et al., 2010).  
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3.6 Non-Parametric Granger causality tests 
3.6.1 Hiemstra and Jones non-linear Granger causality test 
Hiemstra and Jones (1993) proposed a non-liner Ganger causality test based on the 
Baek and Brock (1992) non-parametric statistical test, where investigate the non-
linear relationship between time series variables. The conventionally   Granger 
causality test are inappropriate to detect non-linear relationship, in the opinion of 
Baek and Brock (1992). Thereafter, Hiemstra and Jones (1994) modified their test, 
because the variables presented mutual independency and identical distribution. 
Hence, in the modified Hiemstra and Jones (1994) test the variables present a short-
term temporal dependency. More precisely, we consider two strictly stationary and 
weakly dependent time series variables, 
tY  and tX . Additionally, we consider tZ
  as  
the k -length lag vector of  tY , 
xl
tX  the xl -length lag vector of tX and 
yl
tY  the yl -length 
vector of tY ( xl , yl   1).  As for the null hypothesis is a proposition about the invariant 
distribution of the ( xl + yl + k )-dimensional vector
l
( , , )y x
l
t t t tR Y X Z
 , the time 
subscript is dropped. Additional, we consider 1k   and 1x yl l   as given. 
Regarding, the null hypothesis the 
, , ( , , )X Y Zf x y z and its marginal should satisfy the 
following:  
  
, , ,
,
( , , ) ( , )
( , ) ( )
X Y Z Y Z
X Y Y
f x y z f y z
f x y f y
                                                                                 (43) 
  The estimation of the divergence between the two side of equation (36) according to 
Hiemstra and Jones (1994) could be accomplished with the use of the correlation 
integrals. On the other hand any arbitrary multivariate vector W taking on values in
dw . The correlation integral  ( )Cw   denotes the probability as following:  
  
1 2 1 2
1 2 2 1 2
( ) , , , .
( ) ( )N
Cw P W W W W indep W
I m m f m dm dm
 

      
  
                                                 (44) 
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  Where the probability 1 2P W W        identify the independent realization 1W and 
2W  within a distance where is smaller than or equal to θ. The maximum norm is 
denoted as
1 2W W . If the absolute difference of 1m and 2m is equal or smaller than 
to θ then the function I (.) is equal to 1, otherwise is equal to 0. Additional, for small 
positive values of θ, more precisely, between 0.5 and 1,5 the equation (36) implies the 
following joint probabilities:   
, , ,
,
( ) ( )
( ) ( )
X Y Z Y Z
X Y Y
C C
C C
 
 
                                                                                            (45) 
  Thus, for the statically estimation of the above non-linear equation, the Hiemstra and 
Jones (1994) test uses the following estimators: 
,
2ˆ ( )
( 1)
W
W n ij
i j
C I
n n




                                                                                 (46) 
  The equation (46) can be substituted by their respective sample estimators adjusting 
equation (46) accordingly.   
    Ultimately, the Hiemstra and Jones (1994) test based on the T –statistic follows the 
following normal distribution:  
, , , 2
,
ˆ ˆ( , ) ( , ) 1
(0, ( , , l , )
ˆ ˆ( , ) ( , )
X Y Z Y Z
x y
X Y Y
C n C n
T N l
C n C n n
 
  
 
   
     
   
                             (47) 
 
3.6.2 Diks and Panchenko modified non-linear Granger causality test 
The Hiemstra and Jones (1994) test has a major disadvantage which is the over-
rejection (for specific situations) of the null hypothesis according to Diks and 
Panchenko (2005, 2006). Thus, Diks and Panchenko (2005, 2006) modified the 
Hiemstra and Jones (1994) test to correct this disadvantage. The null hypothesis is 
starting as following: 
, , , ,( , , ) ( ) ( , ) ( , ) 0X Y Z X X Y Y Zq X f X Y Z f X f X Y f Y Z                                     (48) 
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  Where the estimator which Diks and Panchenko (2005, 2006) test proposed for the 
q (41) is the following: 
2
,
(2 )
( ) ( )
( 1)( 2)
dX dY dZ
XYZ Y XY YZ
ik ij ik ij
i k k ij j i
Tn n I I I I
n n n


  
 
 
  
   
                                        (49) 
  Where the  rij i jI I R R    , with the  .I  being the function indicator and n  
the bandwidth where depend on the sample size. If we imply the ˆ ( )R if r  as the density 
estimator of the R vector, then the equation is as following: 
 
1
,
ˆ ( ) (2 ) ( 1)dr Rr i n ij
j j i
f R n I  

                                                                             (50) 
Thence, the ( )n nT  statistic is as following: 
 , , , ,
( 1) ˆ ˆ ˆ ˆ( ) ( , , ) ( ) ( , ) ( , )
( 2)
n n X Y Z i i i Y X Y Y Z
i
n
T f X Y Z f Yi f Xi Gi f Yi Zi
n n


 

             (51) 
Finally, Diks and Panchenko (2005, 2006) test showed that if the 
n Cn
  with 
1
0,
4
C
 
    
 
 then the ( )n nT  covert to the normal distribution as following: 
 ( )
(0,1)
D
n n
n
T q
n N
S
 
                                                                                   (52) 
  Where, the estimated error standard of (.)Tn  is nS . This approach reduces 
substantially the over-rejects of the null hypothesis. 
 
4. Empirical results 
4.1 Unit root tests 
For the purpose of this dissertation we investigate the order of integration of each 
variable. This could be found with the implementation of unit root and stationary test. 
In our case, we use the Augmented Dickey-Fuller (ADF) test (1979), where is the 
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most widely used test and the Generalized Least Squares de-trending Dickey-Fuller 
(GLS-DF) test (Elliott et al., 1996). The GLS-DF is a modified test of the ADF test, a 
more powerful unit root test. For each case we investigate all of the regression forms. 
Table 1 presents the results of the ADF and GLS-DF unit root test. As a result, we fail 
to reject the null hypothesis. On the other hand we reject the null hypothesis in the 
first differences. Thence, all variables seems to be integrated of order one. 
                                  
                                   Table2. ADF and GLS-DF unit root tests. 
Panel A-ADF test 
 Level First Difference 
Variables no-trend trend No-trend trend 
 t-Stat.(k) t-Stat.(k) t-Stat.(k) t-Stat.(k) 
GDP 3.06(0) 0.66(0) -4.16(0)*** -5.54(1)*** 
OIL PRICE -1.48(0) -1.91(0) -7.38(0)*** -7.31(0)*** 
POPULATION 0.26(1) -1.00(1) -7.69(0)*** -6.03(0)*** 
TRADE -0.65(0) -2.72(0) -7.82(0)*** -7.74(0)*** 
Panel B-GLS-DF test 
GDP 0.26(3) -0.75(0) -4.34(0)*** -5.49(1)*** 
OIL PRICE -1.21(0) -1.97(0) -7.46(0)*** -7.43(0)*** 
POPULATION -2.56(1)** -1.25(2) -1.83(2)* -1.54(1) 
TRADE 0.61(0) -2.77(0) -7.38(0)*** -7.29(0)*** 
Notes: K indicates the selected lag-length. The selection of the proper lag-length is important because 
an extensive       lag-length lead to a less powerful results, while the opposite lead to serial correlation 
rendering our unit root tests biased. For both tests the selection based on the Schwarz information 
criterion with k= 0 and, kmax= 10. The determination of the maximum lag-length (kmax), based on the 
Schwert‟s principle (Schwert, 1989), that is, kmax= 12(n/100)
0.25
, which  n  is sample size. Finally, *, ** 
 
 
40 
 
and *** indicate the rejection of the null hypothesis at the 10%, 5% and 1% level of significance, 
correspondingly. 
 
  Additionally, we use a third unit root test to confirm our results, the Philips-Perron 
unit root test. The Phillips-Perron (PP) test (1988) is the second most popular unit root 
test. Table3 presents the results of the PP test, which confirms the previous unit root 
tests. The Table4 presents the order of integration for all variables as a result of the 
unit root tests. 
 
                                          Table3. Philips-Perron unit  root test. 
 Level First Difference 
Variables no-trend trend no-trend trend 
 t-Stat. t-Stat. t-Stat. t-Stat. 
GDP 6.38 -0.24 -5.58*** -7.50*** 
OIL PRICE -1.46 -1.92 -7.38*** -7.31*** 
POPULATION -2.32 -4.76*** -5.95*** -4.92*** 
TRADE -0.49 -2.72 -8.22*** -8.14*** 
Note: *, ** and *** indicate the rejection of the null hypothesis at the 10%, 5% and 
1% level of significance, correspondingly. 
 
                                    Table4.Identified order of integration 
Variable Orders 
GDP I (1) 
OIL PRICE I (1) 
POPULATION I (1) 
TRADE I (1) 
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   The above unit root tests do not take into consideration the possibility of a structural 
break. This possibility might lead to the Perron phenomenon (Perron, 1989) and the 
Converse Perron phenomenon (Leybourne et al., 1998). Hence, there are test such as 
Perron (1989) and Zivot Andrews (1992) unit root test with one structural break to 
confirm the presence of these phenomena. The Zivot Andrews (1992) unit root test 
with one structural break is the test which we use to eliminate these phenomena and 
confirm the integration order from the previous unit root tests. This investigation 
takes place in the levels. The ZA test fails to reject the null hypothesis. The results are 
presented in Table5.                       
 
         Table5. Zivot-Andrews unit root test (with one structural Break). 
 Model A Model B Model C 
 t-Stat.(k)break t-Stat.(k)break t-Stat.(k)break 
         Variables 
GDP -3.36(2)1991  -3.50(2)1971 
OIL PRICE -4.17(0)1986 -2.12(0)1999 -4.02(0)1986 
POPULATION -0.83(1)1979 -4.38(1)1989* -4.50(1)1987 
TRADE -4.51(0)1986 -3.59(0)1975 -4.91(0)1985* 
Notes: K indicates the selected lag-length, based on the Akaike Information Criterion. The asymptotic 
critical values of the ZA test are -5.34,-4.93 and -4.58 for model A which correspond on the 1%, 5% 
and 10% significance level. The asymptotic critical values for model B are -4.80,-4.42 and -4.11 for the 
same significance level respectively. Ultimately, the same correlations apply for the asymptotic critical 
values of model C which are -5.57,-5.08, and -4.82.  Additional, *, ** and *** indicate the rejection of 
the null hypothesis at the 10%, 5% and 1% level of significance, correspondingly. 
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4.2 Johansen cointegration test 
The implementation of Johansen (1995) cointegration test is used in the levels to 
identify the present of cointegration between the variables. The long-run equilibrium 
relationship is be detected and in this case the Vector Error Correction (VEC) model 
is the most appropriate model for the investigation of  the causality between the 
variables (Engle and Granger, 1987). Thus, Johansen cointegration test, based on 
Trace Statistic test, does indicate the present of 1%, 5% and 10% levels of 
significance. The results are presented in Table 6.     
 
                                    Table6. The Johansen cointegration test. 
Null hypothesis Alternative Trace Statistic 5% critical value p-value 
r=0 r=1 75.21859*** 47.85613 0.0000 
r≤1 r=2 41.10554*** 29.79707 0.0017 
r≤2 r=3 22.62250*** 15.49471 0.0036 
r≤3 r=4 8.168961*** 3.841466 0.0043 
Notes: The analysis above is based on VAR with constant term and two lag for the endogenous 
variables. Additional, *, ** and *** indicate the rejection of the null hypothesis at the 10%, 5% and 1% 
level of significance, correspondingly. The selection of the VAR lag is based on the multivariate 
Akaike„s information criterion (AIC). The selected lag order is equal to 1.    
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4.3 Parametric Ganger causality tests 
After the initial investigation of econometric analysis on the four world variables, we 
focus on the linear Ganger causality between our variables. The investigation of the 
liner Granger causality is based on the standard Granger causality test (Granger, 
1969). Generally, the estimation of the liner Granger causality takes place with the 
unrestricted VAR model. But the presence of the cointegration between the variables 
requires a different approach. An extra variable is required, the error correction term. 
Thus, we have taken into consideration the presence of cointegration and we use the 
VEC model. During the implementation of VEC test the lag length number is 
required. The leg length for the VEC model is determined with the use of the 
information criteria. More precisely, the multivariate Akaike„s information criterion 
(AIC) or the Schwarz‟s Bayesian information criterion (SBIC) of the unrestricted 
VAR model. Additional, due to the structure of the VEC model, the variables were in 
the log-levels. In this dissertation, the main interest is for the relationship between the 
real Oil Price and the real GDP. Table.7 presents the results from the VEC model. The 
F- statistic value shows the degree of the causality between the variables. The lagged 
Oil Price does not Granger cause GDP and the same goes for the opposite. Generally, 
none variable has shown statistical significance level (5%) of causality with another 
variable, except Trade which Granger causes Oil Price in 5 % level of significance 
and Oil Price which Granger causes Population. So, we consider both of the 
relationships as unidirectional.  
  To confirm the linear Ganger causality results, we imply two more liner Granger 
causality test. The two additional tests are the Toda-Yamamoto (1995) augmented 
Granger causality test and Hsiao‟s (1979) Version of Granger causality.    
  Regarding, the Toda-Yamamoto (1995) augmented Granger causality test, the 
variables were in the levels. The selection of the VAR lag is based on the multivariate 
Akaike„s information criterion (AIC), with the only different that for the Toda-
Yamamoto test must be added an extra lag order of integration. As for the presence of 
cointegration, the Toda-Yamamoto test does need any modifications. The 
implementation is the same for the cointegrated variables and the non-cointegrated 
variables. The results in the Table.8 from Toda-Yamamoto test confirm our previous 
result with the only exception that we do not find out any significance level of 
causality from Oil Price to Population. 
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                                                            Table.7 VECM 
Null Hypothesis Lag Length F-Statistic p-value 
Oil price does not Granger cause GDP 2.000 1.594 0.451 
Population does not Granger cause GDP 2.000 0.075 0.963 
Trade does not Granger cause GDP 2.000 6.462 0.040** 
GDP does not Granger cause Oil Price 2.000 0.414 0.813 
Population does not Granger cause Oil Price 2.000 2.556 0.279 
Trade does not Granger cause Oil Price 2.000 2.762 0.251 
GDP does not Granger cause Population 2.000 0.607 0.738 
Oil Price does not Granger cause Population 2.000 5.433 0.066* 
Trade does not Granger cause Population 2.000 2.822 0.244 
GDP does not Granger cause Trade 2.000 2.665 0.264 
Oil Price does not Granger cause Trade 2.000 0.818 0.664 
Population does not Granger cause Trade 2.000 2.651 0.266 
Notes: *, ** and *** indicate the rejection of the null hypothesis at the 10%, 5% and 1% level of 
significance, correspondingly. The selection of the VAR lag is based on the multivariate Akaike„s 
information criterion (AIC). The selected lag order is equal to 2.   
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                                      Table.8 Toda-Yamamoto  
Short run causality 
Null Hypothesis Chi-square p-value 
Oil price does not Granger cause GDP 1.863 0.394 
Population does not Granger cause GDP 0.532 0.766 
Trade does not Granger cause GDP 7.901 0.019** 
GDP does not Granger cause Oil Price 1.940 0.538 
Population does not Granger cause Oil Price 3.894 0.143 
Trade does not Granger cause Oil Price 1.720 0.410 
GDP does not Granger cause Population 0.598 0.742 
Oil Price does not Granger cause Population 0.306 0.858 
Trade does not Granger cause Population 1.080 0.583 
GDP does not Granger cause Trade 4.919 0.086 
Oil Price does not Granger cause Trade 0.085 0.958 
Population does not Granger cause Trade 4.085 0.266 
Notes: *, ** and *** indicate the rejection of the null hypothesis at the 10%, 5% and 1% level of 
significance, correspondingly. The selection of the VAR lag is based on the multivariate Akaike„s 
information criterion (AIC). The selected lag order is equal to 2.   
 
  On the other hand, the Hisiao‟s two-step version of liner Granger causality shows 
completely different results. Hisiao‟s tests the causality test through a VEC model 
approach with the Akaike‟s Final Prediction Error (FPE) to determine the optimal 
lagged number for the one dimension FPE and for the two dimensions FPE.  The 
variables were in the first differences, because in the Hisiao‟s version the variables 
must be stationary. Also, for the cointegrated variables, such as the specific variables, 
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we take into consideration the error correction term. The results show Granger 
causality relationship for almost all the variables. The only cases we fail to reject the 
null hypothesis is from real GDP to real oil price and from the Population to Trade. 
This makes clear that the real Oil Price and real GDP and on the other side the Trade 
and Population have a unidirectional causal relationship. Apart from these the other 
variables have a bidirectional causal relationship.  
   The interesting at this point is that Hisiao‟s version of linear Granger causality test 
shows causal linkages between the variables which the previous tests did not show. 
Furthermore, Hisiao‟s test does not reveal the statistical level of significance.Table.9 
presents the results of Hsiao‟s Version of Granger causality. 
                                 Table.9 Hsiao‟s Version of Granger causality 
Null Hypothesis p*/r* q*/s* One 
Dimension 
FPE 
Relationship Two 
Dimensions 
FPE 
Conclusion 
GDP-?- Oil Price 1 1 0.058132 < 0.060554 - 
Population -?- Oil Price 1 1 0.058132 > 0.057056 → 
Trade -?-Oil Price 1 1 0.058132 > 0.056990 → 
Oil Price-?- GDP 1 1 0.000259 > 0.000192 → 
Population-?- GDP 1 1 0.000259 > 0.000223 → 
Trade-?- GDP 1 1 0.000259 > 0.000157 → 
Oil Price-?- Population 4 1 1.01E-07 > 8.77E-08 → 
GDP-?- Oil Price 4 1 1.01E-07 > 9.76E-08 → 
Trade-?- Population 4 1 1.01E-07 > 9.84E-08 → 
Oil Price-?- Trade 1 1 0.002576 > 0.002317 → 
GDP-?- Trade 1 1 0.002576 > 0.002446 → 
Population-?- Trade 1 1 0.002576 < 0.002668 - 
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Notes: p*/r* and q*/s* indicate the optimal lag order of the one dimension FPE and for the two 
dimension FPE, respectively. The smaller value of FPE determines the optimal lag order for each case.  
Additional, the   → indicates the Granger causality relationship of the variables with the direction and 
the – indicates the absence of Granger causality.  
 
4.4 Non-Parametric Granger causality tests 
To the best of our knowledge, recent studies have shown that the linkage causality 
between real Oil Price and real GDP is non-linear. Hence, we investigate the non-
linearity with the implementation of the Hiemstra and Jones (1994) non-linear 
causality test. The Hiemstra and Jones test allows the variables to present a short term 
temporal dependency. However, H&J has a computable disadvantage to over-reject 
the null hypothesis. Nonetheless, Dick and Panchenko (2006) correct this 
disadvantage by presenting a modified Statistic. In first step, we implement the 
variables in the first difference, to be stationary. On the other hand, we reapplied the 
test on the delinearized time series though a multivariate VAR specification. The 
second step is necessary to confirm any presence of non-linear Granger causality. 
Table.10 presents the results of both non-linear tests without filtering and table.11 
presents the results with a VAR filtering.  
     The results from the first step show no evidence of the rejection of the null 
hypothesis at any lags length and test for the real GDP and real Oil Price 
bidirectionally.  As far for the second step there is an evidence of unidirectional non-
linear cause from Oil Price to GDP in the 1% level of significance. This occurs for the 
eighth lag and only in the H&J test. D&P test does not confirm such evidence at any 
significant level. 
     In the case of Population and GDP the non-linear causality runs from the 
Population to GDP in the first, second and third lag length in the 10% level significant 
and only for the H&J test. D&P test confirms only the causality in the second lag 
length in the same significance. In the filtering case the rejection of the null 
hypothesis has the opposite direction. The level of significance is the same with the 
only difference that the causality runs in the third and fourth lags length for H&J and 
third and fifth lags length for the D&J test.  
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   For the case of GDP and Trade we fail to reject the null hypothesis at any level and 
test for the first step. Although, the second step present a rejection of the null 
hypothesis at seventh lag length at 10% level of significance for both test. The non-
linear cause is unidirectional from GDP to Trade.  
    With no doubt, the unidirectional non-linear causality which is running from Oil 
Price to Population is confirmed significantly from both steps. More precisely, the 
sixth, seventh and eighth lag length demonstrate a 5% level of significance for the 
H&J test and same occurs for the D&J with the exception of the eighth lag length. As 
far for the second step just in the eighth lag length we reject the null at 5% level of 
significance only for the H&J test.    
  The non-linear causality is running unidirectional from Trade to oil Price in the first 
lag length in 10% and 5% for the H&J and D&P test, respectively. Finally, for the 
case of Trade and Population there is no non-linear causality linkage between the two 
variables at any case at all.  
 
                       Table.10 Non-linear Granger causality tests (without filtering) 
 H&J(p-value) D&P(p-value) H&J(p-value) D&P(p-value) 
x yl l  
Without filtering (step one) 
 GDP→Oil Price Oil Price→GDP 
1 0.082(0.467) 0.132(0.447) -0.336(0.631) -0.126(0.550) 
2 -0.445(0.672) -0.722(0.765) -0.454(0.675) -0.290(0.614) 
3 -0.0948(0.538) -0.088(0.535) -1.337(0.909) -1.152(0.875) 
4 0.686(0.246) 0.317(0.376) -0.520(0.698) -0.450(0673) 
5 0.792(0.214) 0.666(0.253) -0.393(0.653) -0.235(0.593) 
6 0.477(0.317) 0.550(0.291) -0.036(0.514) 0.549(0.291) 
7 0.871(0.192) 0.707(0.240) -0.149(0.559) 0.889(0.187) 
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8 0.497(0.310) 0.183(0.428) -0.036(0.514) 0.929(0.176) 
 GDP→Population Population→GDP 
1 0.815(0.207) 1.070(0.143) 1.525(0.064)* 1.511(0.065) 
2 0.485(0.314) 0.835(0.202) 1.459(0.072)* 1.400(0.081)* 
3 0.074(0.470) 0.359(0.360) 1.331(0.092)* 0.967(0.167) 
4 -0.285(0.612) -0.158(0.562) 1.144(0.126) 0.730(0.233) 
5 -0.417(0.661) -0.381(0.649) 1.088(0.138) 0.612(0.270) 
6 -0.175(0.569) 0.094(0.463) 0.682(0.248) 0.198(0.421) 
7 0.395(0.346) 0.757(0.462) 1.024(0.153) 0.623(0.267) 
8 0.010(0.496) 0.038(0.485) 0.670(0.251) 0.151(0.440) 
 GDP→Trade Trade→GDP 
1 0.668(0.252) 0.661(0.254) 1.076(0.141) 1.098(0.136) 
2 0.406(0.342) 0.493(0.311) 0.673(0.251) 0.464(0.321) 
3 0.389(0.484) 0.374(0.354) -0.110(0.510) 0.151(0.560) 
4 0.897(0.185) 1.038(0.150) -0.375(0.646) -0.721(0.765) 
5 0.520(0.302) 0.457(0.324) -1.000(0.841) -1.137(0.872) 
6 0.217(0.414) 0.231(0.408) -0.784(0.783) -0.888(0.813) 
7 -0.196(0.578) -0.247(0.598) -1.024(0.847) -0.632(0.736) 
8 0.136(0.446) -0.226(0.590) -0.514(0.696) -0.159(0.563) 
 Oil Price→Population Population→Oil Price 
1 0.249(0.402) 0.206(0.418) 0.232(0.491) -0.062(0.525) 
2 -0.139(0.555) -0.272(0.607) -0.333(0.630) -0.489(0.687) 
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3 -0.242(0.596) -0.228(0.590) -0.784(0.784) -0.873(0.809) 
4 -0.680(0.752) -0.585(0.721) -1.456(0.927) -1.310(0.905) 
5 -0.724(0.766) -0.720(0.764) -1.840(0.967) -1.445(0.926) 
6 1.841(0.033)** 1.729(0.042)** -0.731(0.768) -0.832(0.797) 
7 1.831(0.034)** 1.771(0.038)** 0.432(0.333) 0.023(0.491) 
8 1.820(0.034)** 1.745(0.041) 0.722(0.235) 0.413(0.340) 
 Oil Price→Trade Trade→Oil Price 
1 -0.361(0.641) -0.849(0.802) 0.873(0.191) 0.903(0.183) 
2 -0.006(0.502) -0.267(0.605) 0.510(0.304) 0.497(0.310) 
3 -0.104(0.541) -0.257(0.601) 0.650(0.258) 0.757(0.225) 
4 0.009(0.496) 0.088(0.465) 1.372(0.085) 1.086(0.139) 
5 -0.206(0.582) -0.267(0.605) 2.483(0.007)*** 1.335(0.091)* 
6 -0.019(0.508) -.055(0.522) 1.148(0.126) 0.707(0.240) 
7 -0.366(0.643) -0.456(0.676) 0.737(0.230) 0.523(0.301) 
8 -1.148(0.874) -0.111(0.841) 0.540(0.295) 0.353(0.362) 
 Population→Trade Trade→Population 
1 0.742(0.229) 0.0804(0.211) 0.282(0.389) 0.430(0.334) 
2 0.635(0.263) 0.630(0.264) -0.396(0.654) -0.247(0.597) 
3 0.206(0.418) 0.000(0.500) -1.106(0.866) -1.052(0.854) 
4 -0.239(0.594) -0.448(0.673) -1.341(0.910) -1251(0.895) 
5 -0.350(0.637) -0.490(0.688) -0.862(0.806) -0.759(0.776) 
6 -0.438(0.669) -0.583(0.720) -0.235(0.593) -0.298(0.617) 
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7 -0.022(0.509) -0.276(0.609) -0.177(0.570) 0.060(0.476) 
8 0.143(0.443) -0.138(0.555) 0.542(0.294) 0.722(0.235) 
Notes: *, ** and *** indicate the rejection of the null hypothesis at the 10%, 5% and 1% level of 
significance, correspondingly. The selection of the VAR lag is based on the multivariate Akaike„s 
information criterion (AIC). The selected lag order is equal to 1.   
 
                   Table.11 Non-linear Granger causality tests (with VAR filtering) 
 H&J(p-value) D&P(p-value) H&J(p-value) D&P(p-value) 
x yl l  
With VAR filtering (step two) 
 GDP→Oil Price Oil Price→GDP 
1 -0.430(0.666) -0.246(0.597) -1.200(0.885) -0.913(0.819) 
2 -1.190(0.883) -1.132(0.871) -0.590(0.722) -0.549(0.709) 
3 -1.427(0.923) -1.362(0.913) -1.283(0.900) -1.086(0.861) 
4 -0.172(0.568) -0.408(0.658) -0.716(0.763) -0.694(0.756) 
5 -0.417(0.662) -0.501(0.692) -0.504(0.693) -0.745(0.772) 
6 0.105(0.458) -0.173(0.569) -0.017(0.507) 0.0869(0.465) 
7 0.554(0.290) 0.294(0.384) -0.009(0.503) -0.432(0.667) 
8 0.511(0.305) 0.553(0.290) 
2.664(0.004)**
* 
0.816(0.207) 
 GDP→Population Population→GDP 
1 1.150(0.125) 0.980(0.164) 0.975(0.165) 1.065(0.143) 
2 0.745(0.228) 0.505(0.307) 0.629(0.265) 0.712(0.238) 
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3 1.594(0.055)* 1.598(0.055)* 0.772(0.220) 0.842(0.200) 
4 1.322(0.093)* 1.146(0.126) 0.029(0.488) 0.378(0.353) 
5 1.191(0.117) 1.340(0.090)* 0.172(0.432) 0.535(0.296) 
6 0.113(0.455) 0.422(0.337) 0.006(0.498) 0.329(0.371) 
7 -0.279(0.610) -0.117(0.547) -0.529(0.701) -0.000(0.500) 
8 0.583(0.280) 1.046(0.148) 0.926(0.823) -0.240(0.595) 
 GDP→Trade Trade→GDP 
1 -0.0659(0.526) -0.0125(0.505) -0.506(0.694) 0.177(0.430) 
2 -0.358(0.640) -0.376(0.647) -0.271(0.607) 0.143(0.443) 
3 -0.127(0.551) -0.490(0.688) -0.608(0.728) 0.033(0.487) 
4 1.295(0.098) 0.872(0.191) -0.526(0.700) -0.234(0.581) 
5 0.714(0.237) 0.337(0.368) -0.180(0.571) -0.162(0.564) 
6 0.736(0.231) 0.315(0.376) 0.076(0.470) 0.207(0.418) 
7 1.415(0.078)* 1.322(0.093)* -0.317(0.625) -0.355(0.639) 
8 1.170(0.121) 0.871(0.192) -0.103(0.541) -.191(0.576) 
 Oil Price→Population Population→Oil Price 
1 -1.545(0.939) -1.028(0.848) -1.411(0.921) -1.517(0.935) 
2 -0.870(0.808) -0.891(0.813) -1.508(0.934) -1.184(0.882) 
3 -0.961(0.832) -1.003(0.842) -0.395(0.653) -0.305(0.620) 
4 -0.867(0.807) -0.793(0.786) -0.050(0.520) -0.230(0.591) 
5 -0.127(0.551) -0.287(0.613) -0.486(0.686) -0.915(0.820) 
6 0.290(0.386) -0.022(0.508) 0.176(0.430) -0.135(0.554) 
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7 0.588(0.278) 0.038(0.485) -0.248(0.598) -0.901(0.816) 
8 2.248(0.012)** 1.255(0.105) 0.322(0.374) -0.691(0.755) 
 Oil Price→Trade Trade→Oil Price 
1 -0.070(0.528) -0.129(0.551) 1.498(0.067)* 1.659(0.049)** 
2 0.162(0.436) 0.174(0.431) 1.126(0.130) 1.208(0.113) 
3 -0.243(0.596) -0.251(0.599) 1.115(0.133) 1.106(0.134) 
4 -1.020(0.846) -1.007(0.843) 0.833(0.203) 0.733(0.232) 
5 -1.137(0.872) -0.873(0.809) 0.914(0.180) 0.926(0.177) 
6 -1.005(0.843) -0.771(0.780) 0.135(0.446) 1.106(0.134) 
7 -0.927(0.823) -0.858(0.805) 0.517(0.303) 0.743(0.229) 
8 -1.589(0.944) -1.186(0.882) -0.209(0.583) 0.304(0.381) 
 Population→Trade Trade→Population 
1 -1.461(0.928) -1.298(0.903) -0.602(0.726) -0.330(0.629) 
2 -2.084(0.981) -1.642(0.950) 0.262(0.397) 0.370(0.356) 
3 -0.734(0.768) -0.676(0.751) -0.472(0.682) -0.055(0.522) 
4 -0.741(0.771) -0.461(0.678) -0.079(0.531) 0.275(0.392) 
5 -0.634(0.737) -0.706(0.760) 0.5889(0.278) 0.605(0.273) 
6 -0.484(0.686) -0.350(0.637) 0.748(0.227) 0.484(0.314) 
7 -0.258(0.602) 0.040(0.484) 0.650(0.258) 0.111(0.456) 
8 0.242(0.404) 0.341(0.366) 1.349(0.089) 0.792(0.214) 
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Notes: *, ** and *** indicate the rejection of the null hypothesis at the 10%, 5% and 1% level of 
significance, correspondingly. The selection of the VAR lag is based on the multivariate Akaike„s 
information criterion (AIC). The selected lag order is equal to 1.   
 
5. Brief discussion of the results 
In this dissertation, the first step was the preliminary investigation of the time series 
variables. The global variables which we used were the real GDP, real oil price 
(WTI), trade and the population. The main idea of this dissertation is the empirical 
investigation between the real oil price and real GDP. The selection of the other 
variables is based on the availability of world data and the theoretical, up this point, 
relationship with the real oil price and the real GDP. 
  The unit root tests which we implemented were the ADF, GLS-DL and PP. The 
results demonstrate that the variables are integrated of order one. In the levels the 
variables are non-stationary but in the first difference the variables are stationary. 
Generally, the results of the unit root tests support each other. Furthermore, we 
examined the case of one structural break by implemented Zivat-Adrews (1992) unit 
root test with one structural break. Thus, we fail to reject the null hypothesis of one 
structural break. In a few words, this result confirms our order of integration and 
eliminates our suspicions of phenomena such as the Perron phenomenon (Perron, 
1989) and the Converse Perron phenomenon (Leybourne et al., 1998). Additionally, 
makes the examination of two structural breaks unnecessary. 
 Thereafter, we investigated the presence of cointegration between the variables. The 
test which we used was the Johansen (1995) cointegration test. The outcome confirms 
the presence of the long-run equilibrium relationship between the four variables. 
According to Engle and Granger (1987) if the variables are cointegrated the 
implementation of the VEC model is necessary. The VEC model is a modified VAR 
model which takes into consideration the long-run relationship between the variables 
by adding an extra variable into VAR regression equation. The extra variable is the 
error correction term. Ultimately, the leg length for the Johansen cointegration test is 
determined with the use of the information criteria. More precisely, the multivariate 
Akaike„s information criterion (AIC) or the Schwarz‟s Bayesian information criterion 
(SBIC) of the unrestricted VAR model.   
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   After the preliminary investigation, we examined the linear and the non-linear 
Granger causality of our four variables. Granger (1969) proposed a statistical 
hypothesis method of estimating the linear Granger causality between two time series 
variables. On other words, if a lagged time series variable 
tX  has the power to 
forecast the time series variable tY , or a lagged tY has the power to forecast tX . For the 
purpose of this dissertation we used three varieties of the linear Granger causality test. 
The VEC model, Toda-Yamamoto (1995) augmented Granger causality test and the 
Hsiao‟s Version of Granger causality. On the other hand, the non-linear Granger 
causality tests which we used were the Hiemstra and Jones non-linear Granger 
causality test and the Dicks and Panchenko modified (H&J) non-linear Granger 
causality test. Moreover, the leg length for the linear Granger causality tests is 
determined with the use of the information criteria. More precisely, the multivariate 
Akaike„s information criterion (AIC) or the Schwarz‟s Bayesian information criterion 
(SBIC) of the unrestricted VAR model.   
  Due to the presence of cointegration, as we mentioned before, we used the VEC 
model. The VEC model includes the error correction term for the long-run 
relationship between the variables. The involved variables were in the levels.  
Nonetheless, we fail to reject the null hypothesis bidirectional for the real oil price 
and the real GDP. Only trade linear Granger causes real GDP in 5% level of 
significance. 
     Regarding, the Toda-Yamamoto (1995) augmented Granger causality test, the 
variables were in the levels. Toda-Yamamoto short-run test is a modified VAR test 
which we add an extra lag order of integration. As for the presence of cointegration, 
the Toda-Yamamoto test does not need any modifications. The implementation is the 
same for the cointegrated variables and the non-cointegrated variables. The results in 
the Table (7) from Toda-Yamamoto test confirm our previous results. 
  On the other hand, the Hisiao‟s two-step version of liner Granger causality shows 
completely different results. Hisiao tests the causality test through a VEC model 
approach with the implementation of Akaike‟s Final Prediction Error (FPE) to 
determine the optimal lagged number for the one dimension FPE and for the two 
dimensions FPE. The smaller FPE in each case has the optimal lag length. The 
variables were in the first differences. Then we compered the one dimention optimal 
FPE with the two Dimention optimal FPE to find out the causal relationship. Because 
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our variables are cointegrated we added the error correction term from the VEC 
model into the Hisiao test. The results show Granger causality relationship for almost 
all the variables. The unidirectional Ganger causality runs from real Oil Price to real 
GDP. The same occurs for the Trade and Population. Apart from these the other 
variables have a bidirectional causality relationship. Nonetheless Hsiao‟s version of 
Granger causality does not give us a level of significance and does not confirm with 
the other two Granger causality tests.  
  Many studies confirm the fact that the relationship of Oil Price and GDP is non-
liner. Hence, we investigated this possibility. For the investigation of the non-linear 
Granger causality we implemented Hiemstra and Jones (1994) and Dicks and 
Panchenko (2006) non-linear Granger causality tests. The main reason we used Dicks 
and Panchenko (2006) test is because Hiemstra and Jones (1994) test has an important 
disadvantage.  The disadvantage is that over-reject the null hypothesis. So, Dicks and 
Panchenko (2006) correct this problem. To the best of our knowledge, we have two 
steps for each test. The first step is where implemented the variables in the first 
difference and in the second step we used a VAR filtering for the confirmation of our 
results. First important non-linear evidence from the first step is that real Oil Price 
Granger causes Population in 5% level of significance for both tests. Second evidence 
is the causality which runs from Trade to real Oil Price in 1% level of significance for 
the H&J and 10% level of significance for the D&P test. The results for the filtering 
case confirm the non-linear causal linkage from Trade to real Oil Price. The only 
difference is that the level of significance, for the H&J is 10% and for D&P is 5%. 
Last but not least evidence of causality exists from real Oil Price to GDP in 1% level 
of significance, but only for the H&J tests on the eighth lag length. The D&J test does 
not present causality at any level of significance. Thus, we consider this evidence as 
very weak.  
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6. Policy recommendations 
Crude oil has the largest shares on the world primary energy demand based on the 
International Energy Agency (world energy Outlook, 2011). Additional forecast 
scenarios show crude oil keeping the throne for many years to come. Also, we must 
take into consideration the study of Hubbert (1956). Hubbert posed the thesis that 
crude oil production first will reach the peak and afterwards will shrink. This point 
will start when the production reaches the half of the exploitable oil reserves in total 
(“Depletion Midpoint”). Hence, the oil price will increase as the production decreases 
if crude oil continues to be the dominant energy resource. 
 Taking into account all the afore-mentioned, then it is clear that the crude oil price 
effects the global growth. Based on our results, the effects of oil price on the world 
economy are not considerable, but the effects are not uniformly distributed. Hence, 
some countries bear larger burden than other countries. Our policy recommendation is 
a more advanced fiscal policy to adverse the effects of oil price volatility in the 
macroeconomic indicators. For instance, some oil-exporting countries are influenced 
negatively from the oil price increases, due to the trade partnership with the oil-
importing countries, but they have long-run impacts comparison with the oil-
importing countries. Furthermore, many of the oil-exporting countries do not invest 
correctly the capitals from the crude oil export. Many oil-exporting countries reinvest 
the capitals to the crude oil industry. At this point we create negative impacts to the 
next generations. We must invest to the future not in an exhaustible resource, or else 
the impacts will be huge for the future generations. In contrast, many small importing 
economies have huge negative impacts from the oil price increases. Energy poverty is 
increasing very fast, due to the expensive dominant energy resource, so subsidy policy 
is recommended, but must be carefully assessed and handled as any fiscal policy to 
adverse the effects of oil price volatility in the macroeconomic indicators.  
    Furthermore, the results show a unidirectional causal linkage from Trade to oil price in a 
non-linear framework. This unidirectional evidence gave us an idea about the global reliance 
of crude oil. Thus, we overall recommend the diversification of the energy resources globally. 
This could be achieved by the implementation of each country separately. Thus, vulnerable 
countries which depend fully on the crude oil will not have dramatic impacts from the oil 
price shocks. Ultimately, the reduction of the dirty energy resource, such as crude oil, with the 
substitution of an environmental friendly energy resource will benefit the planet. 
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7. Conclusion 
The purpose of this dissertation was the empirical analysis of the linear and non-liner 
causal linkages between the real Oil Price, Trade, Population and the real GDP in a 
worldwide level. Given the fact that the crude oil price is the most worldwidely used 
energy resource on the planet, our study makes an effort to account the effects of 
crude oil price volatility on the real GDP. The novelties of our study are firstly the 
empirical analysis of real oil price and real GDP in a worldwide level and secondly 
the adoption of non-parametric Granger causality tests. More precisely, use of the 
non-parametric Hiemstra and Jones (1994) test and the modified non-parametric 
Dicks and Panchenko (2006) test. Finally, the last novelty is the selection of the 
specific four variables.  
    Our final linear results do not show any causal relationship from real oil price to 
real GDP or from the opposite direction. The only expected unidirectional causal 
relationship is that from trade to real GDP. As far as the non-linear results there is not 
an evidence of causal relationship from real oil price to real GDP. Generally, studies 
for one country or for a group of countries present that the positive real oil price 
affects the real GDP. The problem is that the relationship between oil price and GDP 
on a global framework is a much more complicated comparison with other cases. 
Also, the existed historical data in a worldwide level are not enough and generally are 
in yearly frequency. These phenomena are obstacles for a further investigation of the 
oil price and the GDP in a worldwide level. 
   On the other hand, there is strong evidence of non-linear causal relationship from 
trade to oil price. This indicates that the world Trade has monotonic impact to the oil 
price. Generally, the increase of trade leads to increase of the oil price, but the 
decrease of trade does not lead to decrease of oil price in a short-run, because of the 
slow adaption of the oil price to any decrease signal. Additionally, interesting 
evidence of the non-parametric results is the unidirectional causal linkage from oil 
price to population.  
  The overall results show that the relationship between the crude oil and the GDP is 
not clear. From our point of view, the global relationship between the crude oil price 
and the GDP needs further investigation.  
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