Statistical researchers have shown increasing interest in generating truncated multivariate normal distributions. In this paper, we only assume that the acceptance region is convex and we focus on rejection sampling. We propose a new algorithm that outperforms crude rejection method for the simulation of truncated multivariate Gaussian random variables. The proposed algorithm is based on a generalization of Von Neumann's rejection technique which requires the determination of the mode of the truncated multivariate density function. We provide a theoretical upper bound for the ratio of the target probability density function over the proposal probability density function. The simulation results show that the method is especially efficient when the probability of the multivariate normal distribution of being inside the acceptance region is low.
Introduction
The need for simulation of truncated multivariate normal distributions appears in many fields, like Bayesian inference for truncated parameter space [11] and [12] , Gaussian processes for computer experiments subject to inequality constraints [6] , [9] and [10] and regression models with linear constraints (see e.g. [13] and [27] ). In general, we have two types of methods. The first ones are based on Markov chain Monte Carlo (McMC) simulation [4] , [18] and [24] , as the Gibbs sampling [3] , [13] , [15] , [17] , [19] , [23] and [25] . They provide samples from an approximate distribution which converges asymptotically to the true one. The second ones are exact simulation methods based on rejection sampling (Von Neumann [26] ) and its extensions, [7] , [16] and [18] . In this paper, we focus on the second type of methods.
Recently, researchers in statistics have used an adaptive rejection technique with Gibbs sampling [13] , [14] , [20] , [21] and [23] . Let us mention that in one dimension rejection sampling with a high acceptance rate has been developed by Robert [23] , and Geweke [13] . In [23] Robert developed simulation algorithms for one-sided and two-sided truncated normal distributions. Its rejection algorithm is based on the uniform distribution. The multidimensional case where the acceptance region is a convex subset of R d is based on the same algorithm using the Gibbs sampling to reduce the simulation problem to a sequence of one-dimensional simulations. In this case, the method requires the determination of slices of the convex acceptance region. Also, Geweke [13] proposed an exponential rejection sampling to simulate a truncated normal variable. The multidimensional case is deduced by using the Gibbs algorithm. In one-dimension, Chopin [5] designed an algorithm that is computationally faster than alternative algorithms. A multidimensional rejection sampling to simulate a truncated Gaussian vector outside arbitrary ellipsoids has been developed by Ellis and Maitra [8] . For higher dimensions, Philippe and Robert [22] developed a simulation method of a Gaussian distribution restricted to positive quadrants. Also, Botts [1] improves an accept-reject algorithm to simulate positive multivariate normal distributions.
In this article, we develop a new rejection technique to simulate a truncated multivariate normal distribution restricted to any convex subset of R d . The method only requires the determination of the mode of the probability density function (pdf) restricted to the acceptance region. We provide a theoretical upper bound for the ratio of the target probability density function over the proposal probability density function.
The article is organized as follows. In Section 2, we recall the rejection method. Then, we present our new method, called rejection sampling from the mode (RSM) and we give the main theoretical results and the associated algorithm. In Section 3, we compare RSM with existing rejection algorithms.
Multivariate Normal Distribution

The General Rejection Method
Let f be a probability density function (pdf) defined on R d . Von Neumann [26] proposed the rejection method, using the notion of dominating density function. Suppose that g is another density function close to f such that for some finite constant c ≥ 1, called rejection constant,
The acceptance/rejection method is an algorithm for generating random samples from f by drawing from the proposal pdf g and the uniform distribution.
Theorem 1 (Rejection Sampling Algorithm, Von Neumann [26] ). Suppose that f and g are two pdfs such that f (x) ≤ cg(x) for all x in the support of f . Then the random variable X resulting from the following algorithm is distributed according to f .
Furthermore it can be shown that the acceptance rate is equal to 1/c. In practice it is crucial to get a small c.
Notice that the rejection sampling algorithm is immediately extended to pseudodensity functions (i.e. positive function with finite integral), avoiding the computation of normalizing constant.
Corollary 1. Let C be a subset of R d andf andg be two pseudo-density functions on C such thatf (x) ≤ kg(x). Then the algorithm in Lemma 1 is still valid if the inequality condition cg
(X)U ≤ f (X) is replaced by kg(X)U ≤f (X). (2) The rejection constant is c = k Cg (t)dt Cf (t)dt . Proof. We havef (x) ≤ kg(x), and so f (x) =f (x) Cf (t)dt ≤ cg (x) Cg (t)dt = cg(x),(3)with c = k Cg (t)dt Cf (t)dt . The condition cg(X)U ≤ f (X) is equivalent to kg(X)U ≤f (X). ⊓ ⊔
Rejection Sampling from the Mode
Suppose that X has multivariate normal distribution with probability density function:
and Σ is the covariance matrix, assumed to be invertible.
We consider a convex subset C of R d representing the acceptance region. We assume that µ does not belongs to C , which is a hard case for crude rejection sampling. Furthermore, as explained in Remark 1 (see below) the proposed method is not different from crude rejection sampling if µ ∈ C . Without loss of generality, let µ = 0. Our aim is to simulate the multivariate normal distribution X restricted to the convex set C . The idea is twofold. Firstly, we determine the mode µ * corresponding to the maximum of the probability density function f restricted to C . It is the solution of the following convex optimization problem:
Secondly, let g be the pdf obtained from f by shifting the center to µ * :
Then we prove in the next two theorems that g can be used as a proposal pdf for rejection sampling on C , and we derive the optimal constant. Theorem 2. Letf andg be the pseudo-density functions defined as
where f and g are defined in (4) and (6) . Then there exists k such thatf (x) ≤ kg(x) for all x in C and the smallest value of k is:
Proof. Let us start with the one-dimensional case. Without loss of generality, we suppose that C = [µ * , +∞[, where µ * is positive and Σ = σ 2 . In this case, the conditionf (x) ≤ kg is written
and so
In the multidimensional case, we have k * = max
The angle between the gradient vector Σ −1 µ * of the function 1 2 x ⊤ Σ −1 x at the mode µ * and the vector (x − µ * ) is acute for all x in C since C is convex (see Figure 1 ).
By now, we can write algorithm 1 as follows: 
Theorem 3 (RSM Algorithm). Letf andg be the pseudo-density functions defined as
where f and g are defined by (4), (5) and (6) . Then the random vector X resulting from the following algorithm is distributed accorded tof .
1. Generate X with pseudo-densityg. 2. Generate U uniformly on [0, 1]. If U ≤ exp (µ * ) ⊤ Σ −1 µ * − X ⊤ Σ −1 µ * , accept X; otherwise go back to step 1.
Proof. We applied Corollary 1 with the optimal constant k * of Theorem 2. The inequality condition (2) is equivalent to
which is equivalent to
⊓ ⊔ Remark 1. In practice, we use a crude rejection method to simulate X with pseudodensityg in the RSM algorithm. So if µ ∈ C , RSM degenerates to crude rejection sampling since µ * = µ and f = g. Therefore, the method RSM can be seen as a generalization of rejection sampling.
Remark 2.
Our method requires only the maximum likelihood of the pdf restricted to the acceptance region. It is the mode of the truncated multivariate normal distribution. The numerical calculation of it is a standard problem in the minimization of positive quadratic forms subject to linear constraints, see e.g. [2] .
Performance Comparisons
To investigate the performance of the RSM algorithm, we consider a zero-mean bivariate Gaussian random vector x with covariance matrix Σ , equal to 4 2.5 2.5 2 .
Assume that the convex set C ∈ R 2 is defined by the inequality constraints:
It is the acceptance region used in Figures 2 and 3 . By minimizing a quadratic form subject to linear constraints, we find the mode µ * = arg min
and then we compare crude rejection sampling to RSM. In Figure 2 , we use crude rejection sampling in 2000 simulations of a N (0, Σ ). Given the number of points in C (red points), it is clear that the algorithm is not efficient. The reason is that the mean of the bivariate normal distribution is outside the acceptance region. In Figure 3 , we first simulate from the shifted distribution centered at the mode with same covariance matrix Σ (step one of the RSM algorithm). Now in the second step of the RSM algorithm, we have two types of points (red and black ones) in the convex set C . The black points are in C but do not respect the inequality constraint (12) . The red points are in C , and respect (12) . We observe that RSM outperforms crude rejection sampling, with acceptance rate of 21% against 3%. The performance of the method appears when the probability to be inside the acceptance region is low. In Table 1 , we consider the one dimensional case d = 1 and we only change the position of µ − . From the last column, we observe that our algorithm outperforms crude rejection sampling. For instance, the proposed algorithm is approximately 14000 times faster than the crude rejection sampling when the acceptance region is [4.5, +∞[. Note also that the acceptance rate remains stable for large µ − (near 10%) for the RSM method whereas it decreases rapidly to zero for crude rejection sampling. Table 2 Comparison of average acceptance rate between Robert's method [23] and RSM under the variability of the distance between µ − and µ + . The acceptance region is C = [µ − , µ + ], where µ − is fixed to 1. Robert [23] also proposed a rejection sampling method in the one dimensional case. To compare the acceptance rates of RSM with Robert's method, we consider a standard normal variable truncated between µ − and µ + with µ − fixed to 1. In Robert's method, the average acceptance rate is high when the acceptance interval is small (see Table 2 .2 in [23] ). In the proposed algorithm, simulating from shifted distributions (first step in the RSM algorithm) leads to the fact that the average acceptance rate is more important when the acceptance interval is large. As expected, the performance of the proposed algorithm appears when we have a large gap between µ − and µ + , as shown in Table 2 . Now we investigate the influence of the problem dimension d. We simulate a standard multivariate normal distribution X restricted to C = [µ − , +∞[ d , where µ − is chosen such that P(X ∈ C ) = 0.01. The mean of the multivariate normal distribution is outside the acceptance region. Simulation of truncated normal distributions in multidimensional cases is a difficult problem for rejection algorithms. From Table 3 , we can remark that when the dimension increases, the parameter µ − tends to zero. Hence, the mode µ * = (µ − , · · · , µ − ) tends to the zero-mean of the Gaussian vector X. And so, the acceptance rate of the proposed method converges to the acceptance rate of the crude rejection sampling. As an additional example when µ − is fixed to 1.35 and d = 5, the RSM algorithm is 135 times faster than the crude rejection sampling. In that case, the probability of the normal distribution X being inside the acceptance region is low.
Conclusion
In this paper, we develop a new rejection technique, called RSM, to simulate a truncated multivariate normal distribution restricted to any convex set. Our method only requires to find the mode of the target probability density function restricted to the convex acceptance region. The proposal density function in the RSM algorithm is the shifted target distribution centered at the mode. We provide a theoretical formula of the optimal constant such that the proposal density function is as close as possible to the target density. Note that the RSM algorithm is easy to implement. An illustrative example to compare RSM with crude rejection sampling is included. The simulation results show that using rejection sampling from the mode is more efficient than crude rejection sampling. Comparisons with Robert's method in the one dimensional case is discussed. The RSM method outperforms Robert's method when the acceptance interval is large and the probability of the normal distribution to be inside is low. The proposed rejection method has been applied in the case where the acceptance region is a convex subset of R d , and can be extended to non-convex regions by using the convex hull.
