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WEAK SOLUTIONS OF THE STOCHASTIC
LANDAU-LIFSHITZ-GILBERT EQUATION
Z. BRZEZ´NIAK AND B. GOLDYS
Abstract. The Landau-Lifshitz-Gilbert equation perturbed by a multiplicative space-
dependent noise is considered for a ferromagnet filling a bounded three-dimensional do-
main. We show the existence of weak martingale solutions taking values in a sphere S2.
The regularity of weak solutions is also discussed. Some of the regularity results are new
even for the deterministic Landau-Lifshitz-Gilbert equation.
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1. Introduction
The study of the theory of ferromagnetism was initiated by Weiss (see [5] and references
therein) and further developed by Landau and Lifshitz [23] and Gilbert [16]. According to
this theory the orientation of the magnetic moment u of a ferromagnetic material occupying
a region D ⊂ R3 at temperatures below the critical (so-called Curie) temperature satisfies,
for t > 0 and x ∈ D, the following Landau-Lifshitz-Gilbert (LLG) equation:
(1.1)
∂u
∂t
(t, x) = λ1u(t, x)×H(t, x)− λ2u(t, x)× (u(t, x)×H(t, x)) ,
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whereH is the so-called effective field. In the simplest situation, when the energy functional
consists of the so-called exchange energy only, we have H = ∆u and we obtain the following
version of the LLG equation:
(1.2)


∂u
∂t
= λ1u×∆u− λ2u× (u×∆u) , t > 0, x ∈ D,
∂u
∂n
(t, x) = 0 t > 0, x ∈ ∂D,
u(0, x) = u0(x) x ∈ D,
where λ1 ∈ R , λ2 > 0, n is the outer unit normal vector at the boundary ∂D and we
assume that at time t = 0 the material is saturated, that is
|u0(x)| = 1.
Let us recall that the stationary solutions of this equation correspond to the equilibrium
states of the ferromagnet and are not unique in general. An important problem in the
theory of ferromagnetism is to describe phase transitions between different equilibrium
states induced by thermal fluctuations of the field H . Therefore, the LLG equation needs
to be modified in order to incorporate random fluctuations of the field H into the dynamics
of the magnetization u and to describe noise-induced transitions between equilibrium states
of the ferromagnet. The program to analyze noise induced transitions was initiated by Ne´el
[26] and further developed in [4], [17] and others. A simple way to incorporate the noise
into the LLG equation is to perturb the field by white noise, that is to replace H in (1.1)
by H + hW˙t, where h : D → R
3 is a given bounded function and W is a one-dimensional
Brownian Motion. Then we obtain a stochastic version of LLG equation (1.2):
(1.3)
∂u
∂t
= λ1u× (∆u+ hdW )− λ2u× (u× (∆u+ hdW )),
but the question of how to understand the stochastic term in this equation is not obvi-
ous. There is strong evidence, , see [28, 17], that the stochastic terms in (1.3) should be
understood in the Stratonovitch sense and we adopt this approach throughout the paper.
Moreover, following the arguments in [19] and [28] we will assume that λ2 is small in which
case the noise in the second term above can be neglected. Finally, the stochastic version
of the LLG equation that we are going to consider in this paper takes the form
(1.4)

du(t) = [λ1u(t)×∆u(t)− λ2u(t)× (u(t)×∆u(t))] dt+ (λ3u(t)× h) ◦ dW (t),
∂u
∂n
= 0, on (0,∞)× ∂D.
u(0, ·) = u0(·).
,
where ◦ dW (t) stands for the Stratonovich differential. We emphasize that we consider
one-dimensional noise for simplicity of presentation only and the case of d-dimensional
white noise with d > 1 requires only minor modifications. Let us note that this equation
is closely related to other important partial differential equations and its mathematical
analysis shares with them some difficulties. If λ1 = λ3 = 0, λ2 = 1 and equation (1.4) has
smooth solutions u such that |u(t, x)| = 1 then equation (1.4) reduces to the equation for
harmonic maps:
∂u
∂t
= ∆u+ |∇u|2u.
3If λ2 = λ3 = 0 then, using the Hashimoto transform, (1.4) can be transformed into the
nonlinear Schro¨dinger equation, see [12]
To the best of our knowledge equation (1.4) has until now been studied in the thin film
approximation only, where it reduces to an ordinary stochastic differential equation, see
the series of papers by R. V. Kohn and collaborators [19], [18]. In these works the ques-
tion of how to extend their results to the case of non-uniform (dependent on location)
magnetisation is formulated as an open problem. It should also be noted that in current
applications of ferromagnetic materials such as magnetic memory elements the horizontal
dimensions of the device are comparable to the film thickness thus making such devices
effectively three-dimensional, see for example [1, 14, 30]. This provides the motivation to
study equation (1.4) in its full three-dimensional version. In this case, (1.4) is a stochas-
tic PDE closely related to the equations for harmonic maps with values in the sphere S2
and the global existence and regularity of solutions is far from obvious. In this paper we
prove the existence of appropriately defined weak solutions. The existence and unique-
ness of smooth solutions and the analysis of phase transitions will be the subject of the
forthcoming paper.
The paper is constructed as follows. In Section 2 equation (1.4) is reformulated as an
evolution equation in the space L2 (D,R3) and the notion of a weak martingale solution is
made precise. Section 1 contains also the main result of this paper formulated as Theorem
2.5. Sections 3 and 4 are devoted to the proof of Theorem 2.5. In Section 3 we introduce
the Faedo-Galerkin approximations and prove for them some uniform bounds in various
norms. In Section 4 we use the Compactness method to show the existence of martingale
solutions. Finally, in the Appendices we collected for the reader’s convenience some facts
scattered in the literature that are used in the course of the proof.
The domain D being fixed throughout the paper is omitted in the notation of relevant
functional spaces. We will use the notation Lp for the space Lp (D,R3), H1,2 for the Sobolev
space H1,2 (D,R3) and so on. We will denote by H the Hilbert space L2. Occasionally we
use the same notation for the spaces L2 (D,R3 ⊗ R3), H1,2 (D,R3 ⊗ R3) and so on.
We use the same notation 〈·, ·〉 for the inner product in R3, R3 ⊗ R3 and in L2. It should
not lead to confusion.
2. Definition of a solution and the main results
Let us observe that if we denote G : H ∋ u 7→ u× h ∈ H, which is well defined provided
h ∈ L∞, then
(Gu) ◦ dW (t) =
1
2
G′(u)[Gu] +G(u)dW (t), u ∈ H.
Since G is a linear map, we infer that G′(u)[G(u)] = G2u = (u× h)× h. Thus we have
(Gu) ◦ dW (t) = GudW (t) +
1
2
(u× h)× h dt, u ∈ H.
Denote by A the −Laplacian with the Neumann boundary conditions acting on vector
valued function, i.e. {
D(A) := {u ∈ H2,2 : ∂u
∂n
= 0 on ∂D},
Au := −∆u, u ∈ H2,2,
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where n = (n1, n2, n3) is the unit outward normal vector field on ∂D and
∂u
∂n
:=
∑
i
∂u
∂xi
ni.
It is well known that A is a positive self-adjoint operator in H and that (I + A)−1 is
compact. Hence there exists an orthonormal basis {en}
∞
n=1 of H consisting of eigenvectors
of A. Let us denote the corresponding eigenvalues by (µn)
∞
n=1. It is also known that
V := D(A1/2) = H1,2.
Suppose that u ∈ D(A) and v ∈ H1,2. Then by the Stokes Theorem we obtain
(2.1) 〈Au, v〉L2 =
∫
D
〈∇u(x),∇v(x)〉 dx−
∫
∂D
〈
∂u
∂n
(y), v(y)
〉
dσ(y),
where σ is the surface measure on ∂D. If u, v, z ∈ H1,2 then∫
D
〈∇u(x), v(x)〉 dx−
∫
D
〈u(x),∇v(x)〉 dx =
3∑
j=1
∫
∂D
〈u(y), v(y)〉 νj(y)dσ(y),(2.2)
∫
D
〈∇u(x), z(x)〉 dx−
∫
D
〈u(x), div z(x)〉 dx =
∫
∂D
u(y) 〈z(y), ν(y)〉 dσ(y).(2.3)
The definition of weak solution will be preceded by some identities, mostly following the
Visintin’s paper [35].
Proposition 2.1. If v ∈ V and u ∈ D(A), then
(2.4)
∫
D
〈u(x)× Au(x), v(x)〉 =
∑
i
∫
D
〈
∂u
∂xi
(x),
∂(v × u)
∂xi
(x)
〉
dx .
Proof of formula (2.4). Because u ∈ H2,2, Au ∈ L2 and by the Sobolev-Gagliardo inequal-
ities u ∈ L∞. Hence, u× Au belongs to L2 and the LHS of (2.4) is well defined. Invoking
again the Sobolev-Gagliardo inequalities we obtain v,Div ∈ L
6, Div ∈ L
2, i = 1, 2, 3, and
u ∈ L∞ and Diu ∈ L
2, j = 1, 2, 3. Therefore the RHS of equality (2.4) is well defined as
well. Notice next that because of formula (A.1) we have∫
D
〈u(x)× Au(x), v(x)〉 =
∫
D
〈Au(x), v(x)× u(x)〉 = −
∑
i
∫
D
〈
∂2u
∂x2i
(x), v(x)× u(x)
〉
dx.
Applying the Stokes Theorem to the last integral, see e.g. [33, Theorem 1.2, p.7], we infer
that ∫
D
〈u(x)× Au(x), v(x)〉 =
∫
D
∑
i
〈
∂u
∂xi
(x),
∂(v(x)× u(x))
∂xi
〉
dx
−
∫
∂D
∑
i
νi
〈
∂u
∂xi
(x), v(x)× u(x)
〉
dσx
=
∫
D
∑
i
〈
∂u
∂xi
(x),
∂(v × u)
∂xi
(x)
〉
dx −
∫
∂D
〈
∂u
∂ν
(x), v(x)× u(x)
〉
dσ(x),
and (2.4) follows.
5Lemma 2.2. If v ∈ V and u ∈ D(A), then
(2.5)
∑
i
∫
D
〈
∂u
∂xi
(x), v(x)×
∂u
∂xi
(x)
〉
dx = 0.
Proof. Taking into account that 〈a × b, b〉 = 0 it is enough to show that the integral in
(2.2) is well defined but this follows immediately from the Gagliardo-Nirenberg inequality
Thus, we get the following result as a direct consequence of Proposition 2.1 and Lemma
2.2.
Corollary 2.3. If v ∈ V and u ∈ D(A), then
(2.6)
∫
D
〈u(x)×Au(x), v(x)〉dx =
∑
i
∫
D
〈
∂u
∂xi
(x),
∂v
∂xi
(x)× u(x)
〉
dx,
Now we are ready to formulate the definition of a solution.
Definition 2.4. A weak martingale solution (Ω,F , (Ft)t≥0,P,W, u) to equation (1.4) con-
sists of a filtered probability space (Ω,F , (Ft)t≥0,P) with the filtration satisfying the usual
conditions, a one dimensional (Ft)-adapted Wiener process W = (Wt)t≥0, and a progres-
sively measurable process u : [0,∞)× Ω→ H such that:
(a) for P-a.s. ω ∈ Ω, for all T > 0,
u(·, ω) ∈ C
(
[0, T ];H−1,2
)
(b) For every T > 0
E
(
sup
t≤T
|u(t)|2
L2
+ sup
t≤T
|∇u(t)|2
L2
)
<∞,
(c) For every ϕ ∈ C∞0 (D,R
3) and every t ≥ 0 the following equation is satisfied P-a.s.:
〈u(t), ϕ〉 − 〈u0, ϕ〉 = λ1
∫ t
0
∑
i
∫
D
〈
∂u
∂xi
(s, x),
∂ϕ
∂xi
(x)× u(s, x)
〉
dx ds
−λ2
∫ t
0
∑
i
∫
D
〈
∂u
∂xi
(s, x),
∂(u × ϕ)
∂xi
(s, x)× u(s, x)
〉
dx ds(2.7)
+λ3
∫ t
0
∫
D
〈u(s, x)× h(x), ϕ(x)〉 ◦ dW (s).
In the next sections we will prove the existence of a weak solution which is in fact
solutions to equation (1.4) in a stronger sense. In order to formulate our main result we
need some preparations. If v ∈ D(A) then v ×Av ∈ L2 hence defines an element of H−1,2.
Consider v ∈ H1,2 and Y ∈ L2 such that for a certain sequence (vn) ⊂ D(A) we have
(2.8) |vn − v|H1 + |vn ×∆vn − Y |L2 −→ 0.
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Then by Proposition 2.1
(2.9) 〈Y, φ〉 =
∑
i
∫
D
〈
∂v
∂xi
(x),
∂(ϕ× v)
∂xi
(x)
〉
dx, φ ∈ C∞0
(
D,R3
)
.
It follows that for v ∈ H1,2 we have Y = v ×∆v in distributional sense. In a similar way,
if for v ∈ H1,2 and Y ∈ L2 (2.8) holds and Z ∈ L6/5 is such that
|vn × (vn ×∆vn)− Z|L6/5 −→ 0
then we identify Z with v × (v × ∆v) ∈ L6/5. Now we can formulate the main result of
this paper.
Theorem 2.5. Assume that u0 ∈ H
1,2, h ∈ H1,∞ and |u0(x)| = 1 Leb − a.e.. Then there
exists a weak martingale solution (Ω,F , (Ft)t≥0,P,W, u) to equation (1.4) such that:
(a) for every T > 0
(2.10) E
∫ T
0
|u(t)×∆u(t)|2
L2
dt <∞.
(b) For every t ≥ 0
u(t) = u0+λ1
∫ t
0
u(s)×∆u(s)ds−λ2
∫ t
0
u(s)×(u(s)×∆u(s))ds+λ3
∫ t
0
(u(s)×h)◦dW (s), P−a.s.
where the first two integrals are the Bochner integrals in L2 and the Stratonovich integral
is well defined in L2.
(c) For every T > 0 and α ∈
(
0, 1
2
)
u(·) ∈ Cα
(
[0, T ],L2
)
, P− a.s.
(d) For all t ≥ 0
(2.11) |u(t, x)| = 1, for Leb− a.e. x.
It seems that part (b) of the theorem is new even in the deterministic case when λ3 = 0.
The remaining part of the paper is devoted to the proof of this theorem.
3. Faedo-Galerkin approximation
Let us denote by πn the orthogonal projection from H onto Hn := linspan{e1, · · · , en}.
Let us note that because of Proposition B.1 and the fact that A(Hn) ⊂ Hn ⊂ L
∞(D,R3)
we have the following
Lemma 3.1. Let us consider the maps
F 1n : Hn ∋ u 7→ πn(u×∆u) ∈ Hn(3.1)
F 2n : Hn ∋ u 7→ πn(u× (u×∆u)) ∈ Hn(3.2)
Gn : Hn ∋ u 7→ πn(u× h) ∈ Hn(3.3)
Then the maps F 1n and F
2
n are Lipschitz on balls, the map Gn is linear and
(3.4) |Gnu|Hn ≤ |h|L∞|u|H, u ∈ Hn.
7Let Fn = λ1F
1
n−λ2F
2
n . We have the following simple consequences of identity 〈a×b, b〉 =
0 and the fact that πn is self-adjoint.
Lemma 3.2. Assume that h ∈ L∞. Then for all u ∈ Hn, and i = 1, 2,
〈F in(u), u〉H = 0 and 〈Gnu, u〉H = 0.
In view of the above two lemmata the following stochastic differential equation on Hn
(3.5)
{
dun(t) = Fn(un(t)) dt+Gnu(t) ◦ dW (t),
un(0) = πnu0
has a unique strong global solution un =
(
un(t)
)
, t ≥ 0. Note that, putting
Fˆn(u) = Fn(u) +
1
2
G2nu = Fn(u) +
1
2
λ23πn[(πn(u× h))× h],
the stochastic differential equation in (3.5) can be written in the following Itoˆ form
dun(t) = Fˆn(un(t)) dt+Gnun(t) dW (t),
Our aim it to prove the following a priori estimates.
Theorem 3.3. Assume that h ∈ H1,∞. Then for every t ≥ 0 and n ≥ 1
(3.6) |un(t)|L2 = |un(0)|L2, P− a.s
Moreover, there exists a constant C > 0 such that for all n ∈ N,
E
[
sup
t∈[0,T ]
|∇un(t)|
2
L2
]
≤ C,(3.7)
E
∫ T
0
|un(t)×∆un(t)|
2
L2
dt ≤ C,(3.8)
E
∫ T
0
|un(t)×
(
un(t)×∆un(t)
)
|
4
3
L6/5
dt ≤ C.(3.9)
Proof of (3.6). We will apply the Itoˆ Lemma to a process ϕ (un), where ϕ : Hn ∋ u 7→
1
2
|u|2H ∈ R. Since G
∗
n = −Gn, in view of Lemmata 3.1 and 3.2 we obtain
1
2
d |un|
2 = 〈Fˆn (un) , un〉dt+ 〈Gnun, un〉dW +
1
2
|Gnun|
2
dt
=
1
2
〈G2nun, un〉dt−
1
2
〈G2nun, un〉dt = 0 .
Therefore, as required
1
2
|un(t)|
2
H =
1
2
|un(0)|
2
H+
1
2
|Gnun(t)|
2
H, t ≥ 0 .
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Proof of inequality (3.7). Let now
φ(u) =
1
2
|∇u|2H, u ∈ Hn.
Then
〈φ′(u), g〉 = 〈∇u,∇g〉 = −〈∆u, g〉, u, g ∈ Hn
and
〈φ′′(u)g, k〉 = 〈∇g,∇k〉, u, g, k ∈ Hn.
Therefore, for all t ≥ 0 the Itoˆ formula yields
φ (un(t))− φ (un(0)) =
∫ t
0
〈∇un(s),∇Fˆn (un(s))〉ds
+
∫ t
0
〈∇un(s),∇Gnun(s)〉dW (s) +
1
2
∫ t
0
|∇Gnun(s)|
2
H ds .
Since, by Lemma 3.2
〈∇un(s),∇Fˆn (un(s))〉 = 〈∇un(s),∇Fn (un(s))〉+
1
2
〈∇un(s),∇G
2
nun(s)〉
= −〈∆un(s), Fn (un(s))〉+
1
2
〈∇un(s),∇G
2
nun(s)〉
= −λ2 |un(s)×∆un(s)|
2
H +
1
2
〈∇un(s),∇G
2
nun(s)〉
we obtain for t ≥ 0
(3.10)
1
2
|∇un(t)|
2
H + λ
2
2
∫ t
0
|un(s)×∆un(s)|
2
H ds
=
1
2
|∇un(0)|
2
H ds+
∫ t
0
〈∇un(s),∇Gnun(s)〉dW (s)
+
1
2
∫ t
0
|∇Gnun(s)|
2
H ds+
1
2
∫ t
0
〈∇un(s),∇G
2
nun(s)〉ds .
Next, using the definition of A we find that
|∇Gnun(s)|
2
H = λ
2
3
∣∣A1/2 (πn (un(s)× h))∣∣2H ≤ λ23 ∣∣A1/2 (un(s)× h)∣∣2H
= λ23 |∇ (un(s)× h)|
2
H = λ
2
3 |(∇un(s))× h+ un(s)×∇h|
2
H
≤ 2λ23
(
|∇un(s)|
2
H |h|
2
L∞ + ‖∇h|
2
H
)
= a |∇un(s)|
2
H + b
and similarly ∣∣∇G2nun(s)∣∣2H ≤ a1 |∇un(s)|2H + b1
Therefore,
sup
r≤t
|∇un(r)|
2
H ≤ |∇un(0)|
2
H+sup
r≤t
∣∣∣∣
∫ r
0
〈∇un(s),∇Gnun(s)〉dW (s)
∣∣∣∣+
∫ t
0
(
a1 |∇un(s)|
2
H + b1
)
ds .
9Hence invoking the Burkholder-Davis-Gundy inequality we find that for any T > 0 and
t ≤ T
E sup
r≤t
|∇un(r)|
2
H ≤ E
(∫ t
0
〈∇un(s),∇Gnun(s)〉
2ds
)1/2
+
∫ t
0
E
(
a2 |∇un(s)|
2 + b2
)
ds
≤
(
E
∫ t
0
〈∇un(s),∇Gnun(s)〉
2ds
)1/2
+
∫ t
0
E
(
a2 |∇un(s)|
2 + b2
)
ds
≤ aT + bT
∫ t
0
E sup
r≤s
|∇un(r)|
2
ds
for some constants aT , bT > 0 that are independent of n. Finally, using the Grownall
inequality we obtain (3.7).
Proof of inequality (3.8). It follows immediately from (3.10) and (3.7) since λ2 > 0.
Proof of inequality (3.9). Let us notice that the following inequality is a special case of
inequality (B.2) with r = 6
5
(so that 3
r
− 2 = 1
2
).
|u× v|
L
6
5
≤ |u|
1
2
L2
|u|
1
2
L6
|v|
L2
.(3.11)
Let us fix q, p ∈ (1,∞) and let p∗ be the conjugate exponent to p, i.e. 1
p
+ 1
p∗
= 1. Then,
estimates (3.11) and (3.6) yield
E
∫ T
0
|un(t)×
(
un(t)×∆un(t)
)
|q
L6/5
dt
≤ |un(0)|
q/2
L2
E
∫ T
0
|un(t)|
q/2
L2
|un(t)|
q/2
L6
|un(t)×∆un(t)|
q
L2
dt
≤ |un(0)|
q/2
L2
E
(
sup
t∈[0,T ]
|un(t)|
q/2
L6
∫ T
0
|un(t)×∆un(t)|
q
L2
dt
)
.
Therefore, using (3.7), invoking the Ho¨lder inequality and the Sobolev embedding theorem
we obtain
E
∫ T
0
|un(t)×
(
un(t)×∆un(t)
)
|q
L6/5
dt
≤ |un(0)|
q/2
L2
[
E sup
t∈[0,T ]
|un(t)|
pq/2
L6
] 1
p [
E
∣∣ ∫ T
0
|un(t)×∆un(t)|
q
L2
dt
∣∣p∗] 1p∗
≤ |un(0)|
q/2
L2
[
E sup
t∈[0,T ]
|un(t)|
pq/2
L6
] 1
p [
ET
p∗
p
∫ T
0
|un(t)×∆un(t)|
p∗q
L2
dt
] 1
p∗
Choosing p and q such that pq
2
= p∗q = 2, i.e. q = 4
3
, p = 3 concludes the proof.
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Next, in order to deal with H1,2 norm of the solutions, we formulate the following simple
but fundamental properties:
Lemma 3.4. For all u ∈ Hn, and i = 1, 2,
〈F 1n(u),∆u〉H = 0(3.12)
〈F 2n(u),∆u〉H = −|u×∆u|
2
H(3.13)
|〈πn[(πn(u× h))× h],∆u〉H| ≤ |〈〈u, h〉h− |h|
2u,∆u〉H|.(3.14)
Moreover, there exist constants C1, C2, depending on the vector field h, such that for all
u ∈ Hn,
〈Fˆn(u),∆u〉H ≤ λ2|u×∆u|
2
H + C1|u|H|∇u|H + C2|∇u|
2
H.(3.15)
Proof. Let us fix u ∈ Hn. We begin with the proof of the first three claims. Because
∆u ∈ Hn for u ∈ Hn, we have the following sequences of equalities.
〈F 1n(u),∆u〉H = 〈πn(u×∆u),∆u〉H = 〈u×∆u, πn(∆u)〉H
= 〈u×∆u,∆u〉H = 0.
〈F 2n(u),∆u〉H = 〈πn((u× (u×∆u)),∆u〉H = 〈u× (u×∆u), πn(∆u)〉H
by (A.6) = 〈u× (u×∆u),∆u〉H = −|u×∆u|
2
H.
|〈πn[(πn(u× h))× h],∆u〉H| = |〈(πn(u× h))× h, πn(∆u)〉H|
|〈πn(u× h)× h,∆u〉H| = | − 〈πn(u× h),∆u× h〉H|
= |〈πn(u× h), πn(∆u× h)〉H| ≤ |〈u× h,∆u× h〉H|
= |〈(u× h)× h,∆u〉L2 | = |〈〈u, h〉h− |h|
2u,∆u〉L2| ,
where | · | and 〈·, ·〉 denote the R3-norm and inner product respectively. This concludes the
proof of inequality (3.14).
Next, employing the Stokes formula (2.1), and noticing that ∂u
∂n
(y) = for y ∈ ∂D, we
have the following
〈〈u, h〉h,−∆u〉H =
∫
D
〈∇[〈u(x), h(x)〉h(x)],∇u(x)〉 dx−
∫
∂D
〈
∂u
∂n
(y), 〈u(y), h(y)〉h(y)
〉
dσ(y)
=
∑
ijk
∫
D
(
Djui(x)hi(x) + ui(x)Djhi(x)
)
hk(x)Djuk(x) dx
and〈
−|h|2u,∆u
〉
L2
=
∫
D
〈
∇[|h(x)|2u(x)],∇u(x)
〉
dx−
∫
∂D
〈
∂u
∂n
(y), |h(y)|2u(y)
〉
dσ(y)
=
∑
ijk
∫
D
(
2hi(x)Djhi(x)uk(x) + h
2
i (x)Djuk(x)
)
Djuk(x) dx
Hence, there exist constants C1, C2, depending on various norms of the vector field h, such
that
|
〈
〈u, h〉h− |h|2u,∆u
〉
L2
| ≤ C1|u|H|∇u|L2 + C2|∇u|
2
L2
.
11
This concludes the proof of the Lemma.
4. Tightness and the proof of the theorem
Equation (3.5) can be written in the following way
un(t) = u0,n + λ1
∫ t
0
F 1n(un(s)) ds− λ2
∫ t
0
F 2n(un(s)) ds
+
1
2
λ23
∫ t
0
∣∣G2nun(s)∣∣2 ds+
∫ t
0
Gnu(s) dW (s),
=: u0,n +
4∑
i=1
uin(t) t ≥ 0.
Our first aim is to prove the following Lemma.
Lemma 4.1. There exists C > 0 such that for all n ∈ N
E|u1n|
2
W 1,2(0,T ;L2) ≤ C,
E|u2n|
4
3
W 1,
4
3 (0,T ;L
6
5 )
≤ C,
|u3n|
2
W 1,2(0,T ;L2) ≤ C,P− a.s..
For all p ∈ [2,∞) and α ∈ (0, 1
2
) there exists C > 0 such that for all n ∈ N
E|u4n|
2
Wα,p(0,T ;L2) ≤ C.(4.1)
If α ∈ (1
4
, 1
2
) and q > 1
α− 1
4
, then
sup
n∈N
E|un|
2
Wα,q(0,T ;L
6
5 )
< ∞.(4.2)
Proof. The first three of the above inequalities follow from Theorem 3.3.
In order to prove (4.1) let us first observe that in view of the first a’priori estimates in
Theorem 3.3, for every p ∈ [2,∞) one can find C > 0 such that
sup
n∈N
E
[
sup
t∈[0,T ]
|un(t)|
p
L2
]
<∞.
Thus, inequality (4.1) is a direct consequence of inequality (3.4) and Lemma B.2.
The inequality (4.2) follows from the other inequalities since
(i) L2 →֒ L
6
5 , and,
(ii) by [31, Corollary 18, p.138], W 1,
4
3 (0, T ;E) ⊂W α,q(0, T ;E) if 1− 3
4
> α− 1
q
.
Lemma 4.2. The sequence (un) is tight on the space L
2(0, T ;L6) ∩W α,q(0, T ;H−1,2).
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Proof. We will apply Lemma C.1 with the following choice of Banach spaces: B0 = H
1,2,
B1 = L
6 and will apply Lemma C.2 with the following choice of Banach spaces 1: X0 = L
6
5 ,
X = H−1,2. Since the Gagliardo-Nirenberg inequality yields H1,20 →֒ L
6(D) densely and
continuously, by duality we obtain L
6
5 →֒ H−1,2. Let us choose α ∈ (1
4
, 1
2
) and q > 1
α− 1
4
,
e.g. α = 3
8
and q = 9. Note that then q > 1
α
so that, see [31], W α,q(0, T ;H−1,2) →֒
C([0, T ];H−1,2). Let us recall, see [2], that the embeddings H1,2 →֒ L6 and L
6
5 ) →֒ H−1,2,
where δ > 0, are compact. Therefore, by lemmas C.1, C.2 and 4.1, and Theorem 3.3 the
sequence (un) is tight on the space L
2(0, T ;L6) ∩W α,q(0, T ;H−1,2).
4.1. Proof of the existence of a solution. By Lemma 4.2 we can find a subsequence,
denoted in the same way as the full sequence, such that the laws L (un) converge weakly
to a certain probability measure µ on L2(0, T ;L6) ∩W α,q(0, T ;H−1,2).
Lemma 4.3. There exists a probability space (Ω′,F ′,P′) endowed with the filtration (F ′t)
such that
(a) F ′0 contains all P
′-null sets,
(b) there exists a sequence (u′n) of L
2(0, T ;L6)∩W α,q(0, T ;H−1,2)-valued random variables
defined on (Ω′,F ′,P′) such that the laws of un and u
′
n on L
2(0, T ;L6) ∩W α,q(0, T ;H−1,2)
are equal,
(c) there exists an L2(0, T ;L6) ∩ W α,q(0, T ;H−1,2)-valued random variable u′ defined on
(Ω′,F ′,P′) such that L (u′) on L2(0, T ;L6) ∩W α,q(0, T ;H−1,2) is equal to µ and
(4.3) u′n → u
′ in L2(0, T ;L6) ∩W α,q(0, T ;H−1,2), P′ − almost surely.
(d) there exists an (F ′t)-adapted real Brownian Motion W
′ independent of u′.
Proof. The existence of a probability space on which (a), (b) and (c) hold follows in a
standard way from the Skorohod embedding Theorem, see [34, 25, 20, 15, 13]. Part (d) is
obtained by augmenting the probability space given by the Skorohod Theorem.
By Lemma 4.3 we may assume that
(4.4) E′
∫ T
0
|u′n(t)− u
′(t)|2
L6
dt→ 0.
Moreover, the sequence (u′n) satisfies the same estimates as the original sequence (un). In
particular, estimates from Lemma 4.1 hold, i.e. for α ∈ (1
4
, 1
2
) and q > 1
α− 1
4
,
sup
n∈N
E
′|u′n|
2
Wα,q(0,T ;L
6
5 )
< ∞.(4.5)
1Let us remark, that the space H−1,2 plays purely auxiliary roˆle and it can be replaced by Sobolev
spaces of higher (but still negative) regularity order, e.g. H−δ,
6
5 . However, we have decided on the former
as it is a Hilbert space.
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and from Theorem 3.3
sup
t∈[0,T ]
|u′n(t)|L2 ≤ C, P− a.s(4.6)
sup
n∈N
E
′
[
sup
t∈[0,T ]
|∇u′n(t)|
2
L2
]
< ∞,(4.7)
sup
n∈N
E
′
∫ T
0
|u′n(t)×∆u
′
n(t)|
2
L2
dt < ∞,(4.8)
sup
n∈N
E
′
∫ T
0
|u′n(t)×
(
u′n(t)×∆u
′
n(t)
)
|
4
3
L6/5
dt < ∞.(4.9)
By a standard subsequence argument, the above inequalities imply that the limiting process
u′ defined in Lemma 4.3 enjoys the following property:
E
′ sup
t∈[0,T ]
[
|u′(t)|2
L2
+ |∇u′(t)|2
L2
]
< ∞.(4.10)
We can also assume that u′n×∆u
′
n converges weakly in L
2(Ω′;L2(0, T ;L2)) to some process
Y and u′n ×
(
u′n ×∆u
′
n
)
converges weakly in L
4
3 (Ω′;L
4
3 (0, T ;L
6
5 )) to some process Z, such
that
E
′
∫ T
0
|Y (t)|2
L2
dt < ∞,(4.11)
E
′
∫ T
0
|Z(t)|
4
3
L6/5
dt < ∞.(4.12)
Inequality (4.10) implies that u′ ∈ L∞(0, T ;H1,2) a.s. Moreover, we can assume that for
any q <∞
(4.13) u′n → u
′ weakly in L2(Ω′;Lq(0, T ;H1,2)).
Using the definition of the distribution u ×∆u introduced below Definition 2.4 we for-
mulate the following
Lemma 4.4. Assume that ϕ is a progressively measurable process such that
(a) ∇ϕ belongs to L2(Ω′;L2(0, T );L3) and
(b) u′ × ∂ϕ
∂xi
belong to L2(Ω′;L2(0, T );L2).
Then
(4.14) lim
n→∞
E
′
∫ T
0
〈u′n ×∆u
′
n, ϕ〉L2 dt = E
′
∫ T
0
〈Y (s), ϕ〉L2 dt.
In particular, Y is equal to u′ ×∆u′.
Proof. Note that any test function ϕ, i.e. a C2 function ϕ : D¯ → R3 of compact support,
satisfies the assumptions of the Lemma. Hence we only need to prove the first part of the
Lemma. By Corollary 2.3 we have
− 〈u′n ×∆u
′
n, ϕ〉 =
∑
i
〈
∂u′n
∂xi
, u′n ×
∂ϕ
∂xi
〉.(4.15)
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Indeed, the call of u′n is supported by C([0, T ]; Hn) and Hn ⊂ D(A). For each i ∈ {1, 2, 3}
we have
〈
∂u′n
∂xi
, u′n ×
∂ϕ
∂xi
〉 − 〈
∂u′
∂xi
, u′ ×
∂ϕ
∂xi
〉 = 〈
∂u′n
∂xi
−
∂u′
∂xi
, u′ ×
∂ϕ
∂xi
〉(4.16)
+ 〈
∂u′n
∂xi
,
(
u′n − u
′
)
×
∂ϕ
∂xi
〉.
Because ∇ϕ ∈ L2(Ω′;L2(0, T );L3), in view of (B.1), (4.4) and (4.7), we infer that
E
′
∫ T
0
|〈
∂u′n(t)
∂xi
,
(
u′n(t)− u
′(t)
)
×
∂ϕ(t)
∂xi
〉| dt ≤ E′ sup
t∈[0,T ]
|
∂u′n(t)
∂xi
|2
L2
(4.17)
×E′
∫ T
0
|u′n(t)− u
′(t)|2
L6
dt× E′
∫ T
0
|
∂ϕ(t)
∂xi
|2
L3
dt→ 0.
Since by the assumptions u′ × ∂ϕ
∂xi
∈ L2(Ω′;L2(0, T );L2), by applying (4.13), we infer that
(4.18) lim
n→∞
E
′
∫ T
0
〈
∂u′n
∂xi
−
∂u′
∂xi
, u′(t)×
∂ϕ
∂xi
〉L2 dt = 0.
Hence we have proved that
(4.19) lim
n→∞
E
′
∫ T
0
〈
∂u′n
∂xi
, u′n(t)×
∂ϕ
∂xi
〉L2 dt = E
′
∫ T
0
〈
∂u
∂xi
, u′(t)×
∂ϕ
∂xi
〉L2 dt.
This, in conjunction with (4.15) and (4.16), implies that
(4.20) lim
n→∞
E
′
∫ T
0
〈u′n ×∆u
′
n, ϕ〉L2 dt = E
′
∫ T
0
〈u×∆u, ϕ〉L2 dt.
what, by the definition of the process Y , implies identity (4.14). This concludes the proof
of the Lemma.
Lemma 4.5. Let ψ : D¯ → R3 be C2 function with compact support in D. Then
(4.21) lim
n→∞
E
′
∫ T
0
〈u′n ×
(
u′n ×∆u
′
n
)
, ψ〉 dt = E′
∫ T
0
〈Z(s), ψ〉 dt.
In particular, Z is equal to u′ ×
(
u′ ×∆u′
)
.
Proof. Let ψ be a C2 function ψ : D¯ → R3 of compact support. Put Yn = u
′
n ×∆u
′
n and
Y = u×∆u. Then
〈un × Yn, ψ〉 − 〈u× Y, ψ〉 = 〈Yn, un × ψ〉 − 〈Y, u× ψ〉(4.22)
= 〈Yn − Y, u× ψ〉+ 〈Yn, (un − u)× ψ〉.(4.23)
Since by (4.10) the process ϕ := u×ψ satisfies the assumptions (a) and (b) of the previous
Lemma we infer that E′
∫ T
0
〈Yn(t)− Y (t), u(t)× ψ(t)〉 dt converges to 0 as n→∞.
Since by (4.8) the sequence (Yn)n∈N is bounded in L
2(Ω′, L2(0, T ;L2)), by applying (4.4)
we infer that E′
∫ T
0
〈Yn(t), (un(t)− u(t))× ψ〉 dt also converges to 0 as n→∞.
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Since ψ ∈
[
L
4
3 (Ω′;L
4
3 (0, T ;L
6
5 ))
]∗
∼= L4(Ω′;L4(0, T ;L6)), by the definition of Z we infer
that (4.21) holds true. This concludes the proof of the Lemma.
So far we have constructed a process u′ which may be our solution. However, a weak
martingale solution consists also of a Wiener process and we are going to construct now
the latter.
We define a sequence Mn =
(
Mn(t)
)
t≥0
of H-valued processes, on the probability space
(Ω′,F ′,P′) by
Mn(t) := u
′
n(t)− u
′
n(0)−
∫ t
0
Fn(u
′
n(s)) ds−
∫ t
0
λ23
2
G2nun(s)) ds
= u′n(t)− u
′
n(0)− λ1
∫ t
0
πn(u
′
n(s)×∆u
′
n(s)) ds(4.24)
+ λ2
∫ t
0
πn
(
u′n(s)× (u
′
n(s)×∆u
′
n(s))
)
ds−
λ23
2
∫ t
0
πn[(πn(u× h))× h] ds.
The next lemma is standard, see for example the corresponding part of the proof of The-
orem 8.1 in [8] on p. 232.
Lemma 4.6. Mn is a continuous, Hn-valued, martingale and its quadratic variation is
given by the process
Qn(t) =
1
2
λ23
∫ t
0
πn(u
′
n(s)× h)⊗ πn(u
′
n(s)× h) ds,(4.25)
where for g ∈ Hn, g ⊗ g : Hn ∋ x 7→ 〈x, g〉g ∈ Hn. Moreover,
sup
t≤T
E |Mn(t)|
2 = EQn(T ).
Remark 4.7. Suppose that K is a Hilbert space and X is a Banach space. If Q ∈ L(K, X),
then by identifying K with its dual, Q◦Q∗ ∈ L(X∗, X). In fact, the operator QQ∗ = Q◦Q∗
can be defined by
〈QQ∗x∗, y∗〉 = 〈Q∗x∗, Qy∗〉K, x
∗, y∗ ∈ X∗.
If K is one dimensional, any operator Q ∈ L(K, X) cab be identified by a vector b = b(Q) ∈
X . Then one can easily show that QQ∗ = b⊗ b.
Let
Q(t) :=
1
2
λ23
∫ t
0
(u′(s)× h)⊗ (u′(s)× h) ds, t ≥ 0.
Clearly, the process Q is a progressively measurable process of trace class operators on H.
Lemma 4.8. The process
(4.26)
M(t) := u′(t)− u′(0)− λ1
∫ t
0
u′(s)×∆u′(s)) ds
+ λ2
∫ t
0
(
u′(s)× (u′(s)×∆u′(s))
)
ds−
λ23
2
∫ t
0
((u′ × h))× h) ds, t ≥ 0.
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is a continuous L2-valued martingale with the quadratic variation process given by Q. More-
over,
E sup
t≤T
|M(t)|2H <∞
Proof. Note first that for every t ≥ 0
(4.27) lim
n→∞
〈Qn(t)g, g〉 = 〈Q(t)g, g〉, g ∈ H, P a.s.
Indeed, for any g ∈ H we have
〈Qn(t)g, g〉 =
1
2
λ23
∫ t
0
〈πn (u
′
n × h) , g〉
2
and in view of Theorem 3.3 (4.27) follows by Dominated Convergence.
By Theorem 3.3 we have
sup
n
E sup
t≤T
|Mn(t)|
2
H <∞
and since Mn is a martingale for every n ≥ 1 it is enough to show that
lim
n→∞
〈Mn(t), g〉 = 〈M(t), g〉 P− a.s., g ∈ H.
In fact, the Burkholder-Gundy-Davis inequality yields
lim
n→∞
E sup
t≤T
|〈Mn(t)−M(t), g〉|
2 ≤ C lim
n→∞
E
∫ T
0
〈(Qn(t)−Q(t)) g, g〉
and the claim follows from Theorem 3.3.
4.2. End of proof of Theorem 2.5.
. By Lemmas 4.3 and 4.8 the probability space (Ω′,F ′, (F ′t) ,P
prime) and H-valued contin-
uous martingale M satisfy all the assumptions of the Martingale Representation Theorem
in the version proved in [27] as Theorem 2. Therefore, there exists on Ω′ a one-dimensional
Wiener process W such that
M(t) =
∫ t
0
Gu(s)dW (s), t ≥ 0.
Taking into account (4.10), Lemma 4.4 and Lemma 4.5, this fact completes the proof of the
existence of a weak martingale solution to equation (1.4) and of part (a) of the theorem.
Moreover, invoking (4.11) and (4.12) we find that for every t ≥ 0 the weak martingale
solution u satisfies the equation
(4.28)
u(t) = u0+λ1
∫ t
0
u(s)×∆u(s)ds−λ2
∫ t
0
u(s)×(u(s)×∆u(s))ds+λ3
∫ t
0
(u(s)×h)◦dW (s)
where the first two integrals are the Bochner integrals in L2 (0, T ;L2) and L4/3
(
0, T ;L6/5
)
respectively and the stochastic integral is the Stratonovich integral in L2. In particular we
have u(t)× (u(t)×∆u(t)) ∈ H−1,2 for a.a. t ≥ 0.
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We will show (2.11). To this end let φ ∈ C∞0 (D,R). Then by Definition 2.4 and the Itoˆ
formula
〈u(t), u(t)φ〉 = 〈u0, u0φ〉+ 2
∫ t
0
〈u(s), ◦du(s)〉 = 〈u0, u0φ〉,
where ◦du(s) is a Stratonovitch integral. Since ϕ is arbitrary and |u0(x)| = 1 for a.a.
x ∈ D we infer that |u(t, x)| = 1 for a.a. x ∈ D as well. Now part (d) of the theorem and
(2.10) imply easily that
(4.29) u× (u×∆u) ∈ L2
(
0, T ;L2
)
and therefore (b) of the theorem holds. Finally, invoking (2.10), (4.29) the Kolmogorov
continuity test and (4.10) we obtain (c). This completes the proof of the theorem.
Appendix A.
In this Appendix we will list all algebraic identities used in this paper. Assume that
a, b, c, d ∈ R3. Then
〈a× (b× c), d〉 = 〈c, (d× a)× b〉,(A.1)
〈a× b, c〉 = 〈b, c× a〉,(A.2)
−〈a× b, c〉 = 〈b, a× c〉,(A.3)
a× (b× c) = 〈a, c〉b− 〈a, b〉c(A.4)
|a× b| ≤ |a||b|.(A.5)
〈a× (a× b), b〉 = −|a× b|2(A.6)
In particular, if 〈a, b〉 = 0, then (a × b) × b = b × (b × a) = 〈b, a〉b − 〈b, b〉a = −|b|2a and
a× (a× b) = 〈a, b〉a− 〈a, a〉b = −|a|2b, i.e.
(a× b)× b = −|b|2a, if 〈a, b〉 = 0.(A.7)
a× (a× b) = −|a|2b, if 〈a, b〉 = 0.(A.8)
Appendix B.
Let us formulate the following simple consequence of the Ho¨lder inequality and the
classical inequality (A.5).
Proposition B.1. Assume that 1
p
+ 1
q
= 1
r
. then for all u ∈ Lp(D,R3) and u ∈ Lq(D,R3),
|u× v|
Lr
≤ |u|
Lp
|v|
Lq
,(B.1)
If r ∈ [1, 3
2
], then for all u ∈ Lp(D,R3) and u ∈ Lq(D,R3),
|u× v|
Lr
≤ |u|
3
r
−2
L2
|u|3−
3
r
L6
|v|
L2
.(B.2)
Proof of inequality (B.2). The following are special cases of (B.1):
|u× v|
L1
≤ |u|
L2
|v|
L2
, |u× v|
L
3
2
≤ |u|
L6
|v|
L2
,
Inequality (B.2) follows then from the above two inequalities and the Riesz Interpolation
Theorem, see [3].
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For the reader’s convenience we will recall some facts that will be crucial for the proof
of tightness of the approximating sequence (un). Let us recall first that the Sobolev space
W 1,q(0, T ;E), where q ∈ [1,∞) and E is a separable Banach space is the space of all
functions u ∈ Lp(0, T ;E) that are weakly differentiable and its weak derivative u′ also
belongs to Lp(0, T ;E). If α ∈ (0, 1) and q ∈ [1,∞), then the Besov-Slobodetski space
W α,q(0, T ;E) is the space of all u ∈ Lq(0, T ;E) such that∫ T
0
∫ T
0
|u(t)− u(s)|q
|t− s|1+αq
<∞.
For α ∈ (0, 1], endowed with a norm
(B.3) ‖u‖Wα,q(0,T ;E) =


[∫ T
0
|u(t)|q dt +
∫ T
0
∫ T
0
|u(t)−u(s)|q
|t−s|1+αq
dt ds
]1/q
, if α ∈ (0, 1);∫ T
0
|u(t)|q dt+
∫ T
0
|u′(t)|q dt, if α = 1,
W α,q(0, T ;E) is a separable Banach space. It is known, see e.g. [31] for a direct treatment,
that W α,q(0, T ;E) →֒ W β,q(0, T ;E) if β ≤ α ≤ 1 and W α,q(0, T ;E) →֒ Cδ([0, T ];E)
continuously provided that δ ≥ 0 and α > δ + 1
q
.
The following result is just Lemma 2.1 from [13].
Lemma B.2. Assume that E is a separable Hilbert space, p ∈ [2,∞) and α ∈ (0, 1
2
). Then
there exists a constant C depending on T and α, such that for all ξ ∈Mp(0, T, E),
E‖I(ξ)‖pWα,p(0,T ;E) ≤ CE
∫ T
0
|ξ(r)|pE dt,(B.4)
where the process I(ξ) is defined by
I(ξ) :=
∫ t
0
ξ(s) dW (s), t ≥ 0.(B.5)
In particular, P-a.s. the trajectories of the process I(ξ) belong to W α,2(0, T ;E).
Appendix C.
We will need the following two compactness results. For the first one see Theorem 2.1
in [13] which is a modification of results in section I.5 of [24] and section 13.3 of [32]. The
second one is related to Theorem 2.2 in [13] and will be proven in the Appendix.
Lemma C.1. Assume that B0 ⊂ B ⊂ B1 are Banach spaces, B0 and B1 being reflexive.
Assume that the embedding B0 ⊂ B is compact, q ∈ (1,∞) and α ∈ (0, 1). Then the
embedding
(C.1) Lp(0, T ;B0) ∩W
α,q(0, T ;B1) →֒ L
p(0, T ;B)
is compact.
Lemma C.2. Assume that X0 ⊂ X are Banach spaces such that the embedding X0 ⊂
X is compact. Assume that q ∈ (1,∞) and 0 < α < β < 1. Then the embedding
W β,q(0, T ;X0) ⊂W
α,q(0, T ;X) is compact.
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