We consider the infinite-horizon optimal portfolio liquidation problem for a von Neumann-Morgenstern investor in the liquidity model of Almgren (2003) . Using a stochastic control approach, we characterize the value function and the optimal strategy as classical solutions of nonlinear parabolic partial differential equations. We furthermore analyze the sensitivities of the value function and the optimal strategy with respect to the various model parameters. In particular, we find that the optimal strategy is aggressive or passive in-the-money, respectively, if and only if the utility function displays increasing or decreasing risk aversion. Surprisingly, only few further monotonicity relations exist with respect to the other parameters. We point out in particular that the speed by which the remaining asset position is sold can be decreasing in the size of the position but increasing in the liquidity price impact.
Introduction
A standard service of investment banks is the execution of large trades. Unlike for small trades, the liquidation of a large portfolio is a very complex task: an immediate execution is often not possible or only at a very high cost due to insufficient liquidity. Significant added value therefore lies in the experience in exercising an order in a way that minimizes execution costs for the client. Triggered by the introduction of electronic trading systems by many exchanges, automatic order execution has become an alternative to manually worked orders.
Our goal in this paper is to determine the adaptive trading strategy that maximizes the expected utility of the proceeds of an asset sale 1 . We address this question in the continuous-time liquidity model introduced by Almgren (2003) with an infinite time horizon and linear price impact (see also Bertsimas and Lo (1998) , Almgren and Chriss (1999) , and Almgren and Chriss (2001) for discrete-time precursors of this model). Since we consider a wide range of utility functions, we cannot hope to find closed-form solutions for the optimal trading strategies. Instead, we pursue a stochastic control approach and show that the value function and optimal control satisfy certain nonlinear parabolic partial differential equations. These PDEs can be solved numerically, thus providing a computational solution of the problem. But perhaps even more importantly, the PDE characterization facilitates a qualitative sensitivity analysis of the optimal strategy and the value function.
It turns out that the absolute risk aversion of the utility function is the key parameter that determines the optimal strategy by defining the initial condition for the PDE of the optimal strategy. The optimal strategy thus inherits monotonicity properties of the absolute risk aversion. In particular, we show that investors with increasing absolute risk aversion (IARA) should sell faster when the asset price rises than when it falls. The optimal strategy is hence "aggressive in-the-money" (AIM). On the other hand, investors with decreasing absolute risk aversion (DARA) should sell slower when asset prices rise, i.e., should pursue a strategy that is "passive in-the-money" (PIM). In general, adaptive liquidation strategies can realize higher expected utility than static liquidation strategies which do not react to asset price changes: static strategies are optimal only for investors with constant absolute risk aversion.
The preceding characterization of AIM and PIM strategies is a consequence of the more general fact that the optimal trading strategy is increasing in the absolute risk aversion of the investor. Surprisingly, however, very few monotonicity relation exists with respect to the other model parameters. For example, a larger asset position can lead to a reduced liquidation speed. Moreover, reducing liquidity by increasing the temporary price impact can result in an increased liquidation speed. The occurrence of the preceding anomaly, however, depends on the risk profile of the utility function, and we show that it cannot happen in the IARA case.
Our approach to the PDE characterizations of the value function and the optimal strategy deviates from the standard paradigm in control theory. Although our strategies are parameterized by the time rate of liquidation, it is the remaing asset position that plays the role of a "time" variable in the parabolic PDEs. As a consequence, the HJB equation for the value function is nonlinear in the "time" dervative. We therefore do not follow the standard approach of first solving the HJB equation and then identifying the optimal control as the corresponding maximizer or minimizer. Instead we reverse these steps. We first find that a certain transformationc of the optimal strategy can be obtained as the unique bounded classical solution of a fully nonlinear but classical parabolic PDE. Then we show that the solution of a first-order transport equation with coefficientc yields a smooth solution of the HJB equation. A verification theorem finally identifies this function as the value function. Our qualitative results are proved by combining probabilistic and analytic arguments.
Building on empirical investigations of the market impact of large transactions, a number of theoretical models of illiquid markets have emerged. One part of these models focuses on the underlying mechanisms for illiquidity effects, e.g., Kyle (1985) and Easley and O'Hara (1987) . We follow a second line that takes the liquidity effects as given and derives optimal trading strategies within such an stylized model market. Several market models have been proposed for this purpose, e.g., Bertsimas and Lo (1998) , Almgren and Chriss (2001) , Almgren (2003) , Obizhaeva and Wang (2006) and Alfonsi, Schied, and Schulz (2007) . While the advantages and disadvantages of these models are still a topic of ongoing research, we apply the market model introduced by Almgren (2003) in this paper for the following reasons. First, it captures both the permanent and temporary price impacts of large trades, while being sufficiently simple to allow for a mathematical analysis. It has thus become the basis of several theoretical studies, e.g,. Rogers and Singh (2007) , Almgren and Lorenz (2007) , Carlin, Lobo, and Viswanathan (2007) and Schöneborn and Schied (2007) . Second, it demonstrated reasonable properties in real world applications and serves as the basis of many optimal execution algorithms run by practitioners (see e.g., Kissell and Glantz (2003) , Schack (2004) , Abramowitz (2006) , Simmonds (2007) and Leinweber (2007) ).
Within the optimal liquidation literature, most research was directed to finding the optimal deterministic or static liquidation strategy 2 . Some real-world investors however prefer aggressive in-the-money or passive in-the-money strategies, which are provided by many sell side firms (see e.g., Kissell and Malamut (2005) and Kissell and Malamut (2006) ). Only recently, academic research has started to investigate the optimization potential of aggressive in-the-money strategies in a mean-variance setting (Almgren and Lorenz (2007) ). By using the expected utility maximization framework, we can explain both aggressive in-the-money and passive in-the-money strategies as being rational for investors with different absolute risk aversion profiles.
The remainder of this paper is structured as follows. In Section 2, we introduce the market model. We consider two questions in this market model: optimal liquidation (Section 3.1) and maximization of asymptotic portfolio value (Section 3.2). The solution to these two problems is presented in Section 4. All proofs are given in Section 5.
Market model
We consider a large investor who trades in one risky asset and the risk free asset. The investor chooses a trading strategy that we describe by the number X t of shares held at time t. We assume that t → X t is absolutely continuous with derivativeẊ t , i.e.,
Due to insufficient liquidity, the investor's trading rateẊ t is moving the market price. We follow the linear market impact model of Almgren (2003) and assume that an incremental order ofẊ t dt shares induces a permanent price impact γẊ t dt, which accumulates over time, and a temporary impact λẊ t , which vanishes instantaneously and only effects the incremental orderẊ t itself. In addition to the large investor's impact, the price process P is driven by a Brownian motion with volatility σ, similar to a Bachelier model. The resulting stock price dynamics are
for a standard Brownian motion B starting at B 0 = 0 and positive constants σ (volatility), γ (permanent impact parameter), λ (temporary impact parameter), and P 0 (price at time 0). This model is one of the standard models for dealing with the price impact of large liquidations and is the basis for optimal execution algorithms that are widely used in practice. The idealization of instantaneous recovery from the temporary impact is derived from the well-known resilience of stock prices after order placement. It approximates reality reasonably well as long as the time intervals between physical order placements are longer than a few minutes; see, e.g., Bouchaud, Gefen, Potters, and Wyart (2004) , Potters and Bouchaud (2003) and Weber and Rosenow (2005) for empirical studies on resilience in order books and Obizhaeva and Wang (2006) and Alfonsi, Schied, and Schulz (2007) for corresponding market impact models. At first sight, it might seem to be a shortcoming of this model that it allows for negative asset prices. In reality, however, even very large asset positions are almost completely liquidated within days or even hours. In Section 4, we find that this is also true in our model (we find an exponentially decreasing upper bound for the optimal asset position X t at time t). Hence for the liquidation of the largest part of the asset position, negative prices only occur with negligible probability. Moreover, on the scale we are considering, the price process is a random walk on an equidistant lattice and thus perhaps better approximated by an arithmetic rather than, e.g., a geometric Brownian motion.
We parameterize strategies with ξ(
ξ s ds with a progressively measurable process ξ such that t 0 ξ 2 s ds < ∞ for all t > 0. We assume in addition that our strategies are admissible in the sense that the resulting position in shares, X t (ω), is bounded uniformly in t and ω with upper and lower bounds that may depend on the choice of ξ. Economically, there is clearly no loss of generality in doing so as the total amount of shares available for any stock is always bounded, i.e., X is always a bounded process in practice. By X we denote the class of all admissible strategies ξ.
In the following we assume that the investor is a von-Neumann-Morgenstern investor with a utility function u with absolute risk aversion A(R) that is bounded away from 0 and ∞:
Furthermore, we assume that the utility function u is sufficiently smooth (C 6 ). Most of the theorems that we provide are also valid under weaker smoothness conditions, but to keep things simple we only discuss the C 6 -case explicitly.
Liquidation and optimal investment
We now define the problems of optimal liquidation and optimal investment in the illiquid market model.
Optimal liquidation
We consider a large investor who needs to sell a position of X 0 > 0 shares of a risky asset and already holds r units of cash. When following an admissible trading strategy ξ, the investor's total cash position is given by
On the time scale we are interested in, the accumulation of interest can clearly be neglected. Since the large investor intends to sell the asset position, we expect the liquidation proceeds to converge P-a.s. to a (possibly infinite) limit as t → ∞. Convergence of Φ t follows if
and a.s. convergence of Ψ t is guaranteed if a.s.
Note that these conditions do not exclude buy orders (negative ξ t ) or short sales (negative X ξ t ). We will regard strategies admissible for optimal liquidation if they satisfy the preceding two conditions in addition to the assumptions in Section 2. We then have
All of the five terms adding up to R ξ ∞ can be interpreted economically. The number r is simply the initial cash endowment of the investor. P 0 X 0 is the face value of the initial position. The term We assume that the investor wants to maximize the expected utility of her cash position after liquidation:
Maximization of asymptotic portfolio value
Now consider an investor holding x units of the risky asset and r units of cash at time t. In a liquid market, the value of this portfolio is simply xP t + r. If the market is illiquid, there is no canonical portfolio value. The effect of the temporary price impact depends on the liquidation strategy and can be very small for traders with small risk aversion who liquidate the position at a very slow rate. The permanent impact however cannot be avoided, and its impact on a liquidation return is independent of the trading strategy. We therefore suggest to value the portfolio as
where P t is the market price at time t including permanent but not temporary impact. In practice, P t can be observed whenever the large investor does not trade. We can think of the portfolio value as the expected liquidation value when the asset position x is sold infinitely slowly. One advantage of this approach is that the portfolio value cannot be permanently manipulated by moving the market; any such market movement is directly accounted for. When the trading strategy ξ is pursued, the portfolio value 3 in the above sense evolves over time as
We assume that the investor trades the risky asset in order to maximize the asymptotic expected utility of portfolio value:
The existence of the limit will be established in Lemma 15. Note that our assumptions on strategies admissible for the maximization of asymptotic portfolio value are weaker than those for optimal liquidation. In particular, we do not require that R ξ t or X ξ t converge.
3 Note that R t denotes the portfolio value (including risky assets) at time t, while R t denotes only the cash position at time t. 
with boundary condition
The a.s. unique optimal controlξ t is Markovian and given in feedback form bŷ
For the value functions, we have convergence:
Note that the HJB equation in the preceding theorem is fully nonlinear in all partial derivatives of v, even in the "time" derivative, v X . This can best be observed in the corresponding reduced-form equation:
In the following we will use the term "optimal control" to refer to the optimal admissible strategyξ or the optimal feedback function c, depending on the circumstances. At the heart of the above theorem lies the transformed optimal controlc
The existence of a solution to the HJB equation in Theorem 1 will be derived from the existence of a smooth solution to the fully nonlinear parabolic PDE given in the following theorem.
Theorem 2. The transformed optimal controlc is a classical solution of the fully nonlinear parabolic PDẼ
with initial conditionc
The bounds of the absolute risk aversion give bounds for the transformed optimal control: Figure 1 shows a numerical example of c andc.
Corollary 3. The asset position Xξ t at time t under the optimal controlξ is given by
and is bounded by figure) and transformed optimal controlc(Y, R) (right hand figure) for the utility function with absolute risk aversion A(R) = 2(1.5 + tanh(R − 100)) 2 and parameter λ = σ = 1.
Although we did not a priori exclude intermediate buy orders or short sales, the preceding theorem and corollary reveal that these are never optimal. For investors with constant absolute risk aversion A = A min = A max , Corollary 3 yields the following explicit formula for the optimal strategy. It is identical to the optimal strategy for mean-variance investors (see Almgren (2003) ) and is the limit of optimal execution strategies for finite time horizons (see Schied and Schöneborn (2007) ).
Corollary 4. Assume that the investor has a utility function u(R) = −e −AR with constant risk aversion A(R) ≡ A. Then her optimal adaptive liquidation strategy is static and is given by
Given the optimal control c(X, R) (or the transformed optimal controlc(X, R)), we can identify the optimal strategy as aggressive in-the-money (AIM), neutral in-the-money (NIM) and passive in-the-money (PIM). If prices rise, then R rises. A strategy with an optimal control c that is increasing in R (everything else held constant) sells fast in such a scenario, i.e., is aggressive in-the-money; if c is decreasing in R, it is passive in-themoney, and if c is independent of R, then the strategy is neutral in-the-money. The initial value specification forc given in Theorem 2 shows that there is a tight relation between the absolute risk aversion and the optimal adaptive trading strategy: If A is an increasing function, i.e., the utility function u exhibits increasing absolute risk aversion (IARA), then the optimal strategy is aggressive in-the-money at least for small values of X. The next theorem states that such a monotonicity ofc propagates to all values of X, not only to small values of X.
Theorem 5. c(X, R) is increasing (decreasing) in R for all values of X if and only if the absolute risk aversion A(R) is increasing (decreasing) in R. In particular, A(R) determines the characteristics of the optimal strategy:

Utility function Optimal trading strategy Decreasing absolute risk aversion (DARA) ⇔ Passive in-the-money (PIM) Constant absolute risk aversion (CARA) ⇔ Neutral in-the-money (NIM) Increasing absolute risk aversion (IARA) ⇔ Aggressive in-the-money (AIM)
Note that in the numerical example in Figure 1 , A is increasing. The figure confirms that c andc are also increasing in R. Figure 2 shows two sample paths of Xξ t . As expected, the asset position is decreased quicker when the asset price is rising than when it is falling.
We now turn to the dependence of the optimal control c on the problem parameters u, X, λ and σ. The following theorem describes the dependence on u. Theorem 5 is in fact a corollary to the following general result. 
An increase of the asset position X has two effects on the optimal liquidation strategy. First, it increases overall risk, leading to a desire to increase the selling speed. Second, it changes the distribution of total proceeds R ∞ : it increases its dispersion due to increased risk, and it moves it downwards due to increased temporary impact liquidation cost. This change in return distribution can lead to a reduction in relevant risk aversion and thus a desire to reduce the selling speed. In Figure 1 one can make the surprising observation that the second effect can outweigh the first, i.e., that the optimal strategy c(X, R) need not be increasing in X. That is, an increase of the asset position may lead to a decrease of the liquidation rate.
We now turn to the dependence of c on the impact parameters. Perhaps surprisingly, neither the value function v nor the optimal controlξ respectively c depend directly on the permanent impact parameter γ. However, γ influences the portfolio value state variable R = r + X P − γ 2 X and therefore indirectly also the optimal control. For the temporary impact parameter λ, we intuitively expect that the optimal control c decreases when λ increases, since fast trading becomes more expensive. Figure 3 shows that this is not necessarily the case: in this example, an increased temporary impact cost leads to faster selling. This counterintuitive behavior cannot occur for IARA utility functions:
Theorem 7. If the utility function u exhibits increasing absolute risk aversion (IARA), then the optimal control c is decreasing in the temporary impact parameter λ.
We conclude our sensitivity analysis with the following Theorem that links the dependence on σ to the dependence on λ and X.
Theorem 8 (Relation between σ, λ and X). Let c(X, R, λ, σ) be the optimal control in a market with temporary impact parameter λ and volatility σ. Then c(X, R, λ, σ
By the boundary condition, we know that v(0, R) = u(R) is a utility function. The next theorem states that for each value of X, v(X, R) can be regarded as a utility function in R. 
Theorem 9. The value function v(X, R) is strictly concave, jointly in X and R, increasing in R and decreasing in X. In particular, for every X > 0, the value function v(X, R) is again a utility function in R. Moreover, for all X and R,c(X 2 , R) is proportional to the square root of the absolute risk aversion
The value function v(X, R) is only decreasing in X when the portfolio value R is kept constant. In this case, increasing X shifts value from the cash account toward the risky asset, which always decreases utility for a risk-averse investor.
In view of non-concave utility functions suggested, e.g., by the prospect theory of Kahneman and Tversky (1979) , one might ask to what extend the concavity of u is an essential ingredient of our analysis. Which of our results may carry over to 'utility functions' u that are strictly increasing but not concave? Let us suppose that v is defined as in Equations 11 or 14.
Then it follows immediately that R → v(X, R) is strictly increasing. If v also satisfies the HJB equation, Equation 15, then Equation 19 yields
Hence, R → v(X, R) is concave for every X > 0. Therefore v cannot be a solution of the initial value problem in Equations 15 and 16 unless v(0, R) = u(R) is also concave. This shows that the concavity of u is essential to our approach. Note that the preceding argument can also be used to give an alternative proof of the assertion of concavity in Theorem 9.
Proof of results
This section consists of three parts. First we show that a smooth solution of the HJB equation exists and provide some of its properties. This is achieved by first obtaining a solution of the PDE for the transformed optimal strategy,c, and then solving a transport equation with coefficientc. In the second part, we apply a verification argument and show that this solution of the HJB equation must be equal to the value function. Theorems 1 and 2 are direct consequences of the propositions in these two subsections. In the last subsection we prove the qualitative properties of the optimal adaptive strategy and the value function given in Theorems 5, 6, 7, 8 and 9.
Existence and characterization of a smooth solution of the HJB equation
As a first step, we observe that lim R→∞ u(R) < ∞ due to the boundedness of the risk aversion, and we can thus assume without loss of generality that lim
Proposition 10. There exists a smooth (
with initial valuec
The solution satisfiesc
The functionc is C 2,4 in the sense that it has a continuous derivative
In particular,c Y RR andc RRR exist and are continuous.
The statement follows from the following auxiliary theorem from the theory of parabolic partial differential equations. We do not establish the uniqueness ofc directly in the preceding proposition. However, it follows from Proposition 18.
Theorem 11 (Auxiliary theorem: Solution of Cauchy problem). There is a smooth solution (C
for the parabolic partial differential equation
if all of the following conditions are satisfied:
• ψ 0 (x) is smooth (C 4 ) and bounded
• a and b are smooth (C 3 respectively C 2 )
• There are constants b 1 and b 2 ≥ 0 such that for all x and u:
• For all M > 0, there are constants µ M ≥ ν M > 0 such that for all x, t, u and p that are bounded in modulus by M :
and |a| + ∂a ∂u
Proof. The theorem is a direct consequence of Theorem 8.1 in Chapter V of Ladyzhenskaya, Solonnikov, and Ural'ceva (1968) . In the following, we outline the last step of its proof because we will use it for the proof of subsequent propositions. The conditions of the theorem guarantee the existence of solutions f N of Equation 37 on the strip R 
and
These solutions converge smoothly as N tends to infinity: Proof of Proposition 10. We want to apply Theorem 11 and set a (x, t, u, p) (46) with smooth functions h 1 , h 2 : R → R. With h 1 (u) = σ 2 4u and h 2 (u) = u, Equation 37 becomes Equation 33 by relabeling the coordinates from t to Y and from x to R. All conditions of Auxiliary Theorem 11 are fulfilled, except for the last boundedness condition. In order to fulfill these, we take h 1 and h 2 to be smooth nonnegative bounded functions fulfilling h 1 (u) = σ 2 4u and h 2 (u) = u forc min ≤ u ≤c max . Now all conditions of Theorem 11 are fulfilled and there exists a smooth solution to
We now show that this solution f also fulfills
by using the maximum principle to show thatc min ≤ f ≤c max . First assume that there is a (t 0 , x 0 ) such that x 1 ) , i.e., 0 < t 1 ≤ t 0 and −N < x 1 < N . We thus havẽ
We furthermore have thatf
and therefore thatf
This however contradictsf
By a similar argument, we can show that if there is a point (t 0 , x 0 ) with f (t 0 , x 0 ) <c min , then the interior minimum (t 1 , x 1 ) of a suitably chosenf N := f N −c max < 0 satisfiesf N (t 1 , x 1 ) > 0 and thus causes a contradiction. 
The solution satisfies
and is increasing in R and decreasing in Y .
Proof. The proof uses the method of characteristics. Consider the function P :
with initial value condition P (0, S) = S. Sincec is smooth and bounded, a solution of the above ODE exists for each fixed S. For every Y , P (Y, ·) is a diffeomorphism mapping R onto R and has the same regularity asc, i.e., belongs to C 2,4 . We definew
Thenw is a C 2,4 -function satisfying the initial value condition. By definition, we have
Thereforew fulfills the desired partial differential equation. Sincec ≤c max , we know that P Y ≤ λc max and hence
The monotonicity statements in the proposition follow because the family of solutions of the ODE above do not cross and sincec is positive.
Proposition 13. The function w(X, R) :=w(X 2 , R) solves the HJB equation
The unique minimum is attained at
Proof. Assume for the moment thatc
Then with Y = X 2 :
and Equation 65 follows from Equations 56 and 64. We now show that Equation 66 is fulfilled for all R and Y = X 2 . First, observe that it holds for Y = 0. For general Y , consider the following two equations:
The first of these two equations holds because of Equation 33 and the second one because of Equation 56. Now we have
Hence, the function f (Y, R) :
with initial value condition f (0, R) = 0. One obvious solution to this PDE is f (Y, R) ≡ 0. By the method of characteristics this is the unique solution to the PDE, sincec andc R are smooth and hence locally Lipschitz.
The next auxiliary lemma will prove useful in the following.
Lemma 14 (Auxiliary Lemma). There are positive constants α, a 1 , a 2 , a 3 and a 4 such that
for all (X, R) ∈ R + 0 × R. Proof of Lemma 14. The left hand side of the first inequality follows by the boundary condition for w and the monotonicity of w with respect to X as established in Proposition 12. Since the risk aversion of u is bounded from above by 2λc 
and thus by Proposition 12
which establishes the right hand side of the first inequality with α = 2λ 2c3 max . For the second inequality, we will show the equivalent inequality
The left hand side follows sincew is increasing in R by Proposition 12. For the right hand side, note thatw has "bounded absolute risk aversion" due to Equation 66 and the bound onc established by Proposition 10:
Since lim
we have
and thusw
Since u is bounded by an exponential function, we obtain the desired bound onw R .
Verification argument
We now connect the PDE results from Subsection 5.1 with the optimal stochastic control problem introduced in Section 3. For any admissible strategy ξ ∈ X and k ∈ N we define
We proceed by first showing that u(R For the second assertion, we first take n = k and write for
When sending n to infinity, the right-hand side decreases to Proof. We use a verification argument similar to the one in Schied and Schöneborn (2007) . For T > t ≥ 0, Itô's formula yields that
By Proposition 13 the latter integral is nonnegative and we obtain
We will show next that the stochastic integral in Equation 90 is a local martingale with localizing sequence (τ k ) := (τ ξ k ). For some constant C 1 depending on t, k, λ, σ, and on the upper bound K of |X ξ | we have for
Using Lemma 14, we see that for
Since sup q≤t |B q | has exponential moments of all orders, the martingale property of the stochastic integral in Equation 90 follows. Taking conditional expectations in Equation 90 thus yields the desired supermartingale property
The integrability of w(X 
By Lemmas 16 and 14 we have for all k, t and (
As in the proof of Lemma 15 one shows that
Hence,
Let us assume for a moment that the second expectation on the right attains values arbitrarily close to zero. Then
Taking the supremum over all admissible strategies ξ gives v 2 ≤ w. The optimality ofξ follows from Lemma 17, its uniqueness from the fact that c is the unique solution to the HJB Equation 64. We now show that E u(R 
Sending k and t to infinity yields
Next we observe that 0 ≥ u(R) ≥ a 5 u RR (R)
for a constant a 5 > 0, due to the boundedness of the risk aversion of u, and that 
The last inequality uses that f 0 R > 0, which holds for IARA utility function u by Theorem 5. The established contradiction leads us to conclude that g does not have any roots and thus that f 0 > f 1 . 
Proof of Theorem 8. Equation 29 holds sinced(Y, R) =c
Hence v is strictly concave. By Proposition 12, we know that v is decreasing in X. Equation 30 follows immediately from Equation 66.
