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SINOPSE
Este trabalho pode ser dividido em duas pabtes:
A primeira é uma parte bãsica para facilitar ao leitor 
a compreensão do ajustamento de observações, na qual foram abordar 
dos os princípios bãsicos de cálculo matricial, soluções de siste-
mas de equações homogênenos e não homogêneos e o princípio dos mí-
nimos quadrados.
A segunda apresenta o desenvolvimento matemático na 
forma matricial para o ajustamento de observações iterativamente; 
estuda a convergência para cada método, PARÂMETROS, CORRELATOS e 
COMBINADO; e compara os resultados obtidos no ajustamento de um 
quadrilátero através da linearização por TAYLOR e clássica.
SYNOPSIS
This work is divided into two parts:
The first one is basically essential for the reader 
to understand the adjustment of observations, in which basic 
principles of matricial calculus, solution of systems of 
homogeneous equations as well as non - homogeneous equations, 
and the principle of least squares were considered.
The second one presents the mathematical development 
in the matricial form for the âdjustment of observations 
iteratively; it considers the convergence for each method: 
Parameters, Correlated and Combined; and it compares the results 
that are to be accomplished in the adjustment of a quadrilateral 
by means of classical linearization as well as TAYLOR 
linearization.
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INTRODUÇÃO
O grande volume de cálculos e o tempo gasto para se re
solver certos problemas foram facilitados e em muito, graças ao de
senvolvimento e modernização que a tecnologia sofreu nas ultimas 
décadas. As ciências modernas colocam em nossas mãos uma grande 
quantidade de equipamentos sofisticados de grande precisão, quer 
seja para medidas ou para cálculos.
Embora sejam utilizados aparelhos de alta precisão pa-
ra efetuar medidas, estas não fogem a regra geral de estarem sem-
pre sujeitas a erros de leitura, ou mesmo instrumentais.
No século XVIII, Karl Friederich Gauss e Adrien Marie 
Legendre simultaneamente, mas independentemente foram os primeiros 
a usar o "método dos mínimos quadrados" para ajustar estas medi-
das, e chamaram-no de Ajustamento de Observações pelo MMQ.
Devido ao grande impulso que sofreram a Geodésia e Ae-
rofotogrametria nos últimos anos, e a grande quantidade de observa 
ções que as envolvem, formam sistemas de equações redundantes de 
grande porte. 0 cálculo matricial, largamente utilizado por geode- 
sistas, permite representar estes sistemas numa notação concisa.
0 MMQ, ferramenta de maior importância no ajustamento, 
admite como valor ajustado aquele que melhor satisfizer a condição 
VTPV = min.
Entretanto na utilização de certos métodos de ajusta-
mento, como o dos Parâmetros e Combinado somos obrigados a lançar 
mão de valores iniciais suficientemente próximos dos valores re-
ais para obter uma boa precisão dos valores ajustados na primeira 
solução, quando imposta a condição acima.
Neste trabalho os métodos dos Parâmetros, Correlates 
e Combinado, foram linearizados pela fórmula de TAYLOR e desenvojl 
vidos iterativamente da seguinte maneira:
Na primeira iteração, tomou-se um valor inicial qual-
quer como uma primeira aproximação. Fez-se o ajustamento e obte - 
ve-se um valor aproximado melhorado.
Na segunda iteração, introduziu-se este valor aproxi-
mado melhorado como sendo o valor inicial e calculou-se um novo 
valor melhor que o anterior. Prosseguiu-se dessa maneira e na i~ 
esima iteração, o valor melhorado se estabilizou, isto e , permane 
ceu igual ao valor obtido na iteração anterior (i -1), havendo 
portanto convergido e assim obtido o valor ajustado final.
Assim, objetivamos a nossa pesquisa para esclarecer 
aos usuários que, dependendo da precisão desejada, não se pode ad 
mitir como valores ajustados finais aqueles obtidos da primeira 
iteração. Por outro lado, evidenciamos a maior facilidade, preci-
são e convergência que apresenta a linearização dos modelos atra-
vés da fórmula de TAYLOR sobre a fórmula clássica, principalmente 
em ajustamento de figuras básicas de triangulações geodésicas.
Desta maneira, procuramos colaborar com os interessa-
dos e principalmente com os alunos do Curso de Pos-Graduação em 
Ciências Geodésicas no que diz respeito a solucionar sistemas de 
equações, linearizar equações e ajustar observações pelo processo 
iterativo.
CÁLCULO MATRICIAL
2.1.- MATRIZES
Sendo K um corpo arbitrário real ou complexo, uma 
disposição retangular da forma
all  a12 * * * alu
a21  a22 ’•* a2u
â.  â a • f • 3nl  n2  nu
(2.1.1)
é chamada matriz sobre o corpo K, ou simplesmente matriz, onde os 
a*. são escalares em K.
A matriz acima é também notada por [a^ ] ,
(i = 1,2 ... n) e (j = 1,2 ... u),
As n - uplas horizontais são as linhas da matriz e 
as u-enuplas verticais são as suas colunas,
0 elemento ou componente a*, aparece na i-ésima li_ 
nha e j-ésima coluna.
A forma ou dimensão de uma matriz A com n linhas e
u colunas e anotada n x u ou A .n u
2.2 - REPRESENTAÇÃO GERAL E CONVENÇÕES
Usualmente as matrizes serão representadas  por
letras maiúsculas, A, B, C  e os seus elementos por  letras
minúsculas, a, b, c ....
A matriz é anotada entre colchetes [ ], ou parênte-
ses ( ), para evitar a provável confusão com determinante de  uma 
matriz que e anotado entre barras | j.
2.3 - MATRIZ LINHA E MATRIZ COLUNA
... a, ] ê u'a matriz linha luJA matriz A = [a^  a^
ou vetor linha de dimensão 1 x u.
b
A matriz
11
21 (2.3.1)
nl
é u’a matriz coluna ou vetor coluna de dimensão n x 1.
Obs:~ Um elemento pode ser considerado como u’a  matriz
lxl.
2.4 - MATRIZ QUADRADA
Ufa matriz que tem o número n de linhas igual  ao 
número u de colunas, e chamada de matriz quadrada de ordem u.
allai2 ... a,lu
A =u u a21a2 2... a2u
aula 0 u2 ... auu
Kj] (2.4.1)
a. .ID
A diagonal principal de u'a matriz quadrada ij]’
consiste nos elementos a., com i = j.D
2.5 - MATRIZ SIMgTRICA
U’a matriz simétrica é u'a matriz quadrada 
cujos elementos simétricos em relação à diagonal principal 
iguais. Isto é,  = aji*
XD . 
são
2.6 - MATRIZ DIAGONAL
U'a matriz yAy será ufa matriz diagonal, se seus e 
lementos não diagonais forem todos iguais a zero.
Assim,
all 0 0
A = u u 0 a2 2 • * * 0 (2.6.1)
0 0 
= 0
# • •
se i i j
auu
é u’a matriz diagonal se a^  / e
t.
i 0se i - j
2.7 - MATRIZ IDENTIDADE
Matriz identidade,representada por I, éu’a  ma-
triz diagonal, cujos elementos dadiagonal principal saotodos i-
guais ã unidade.
As s im,
I u u
1
0
0
1
0
0  0
(2.7.1)
a. . S
0 se i t j 
e
1 se i=j
Obs.- U’a matriz cujos elementos são todos iguais a zero, é chama-
da di
ij ).
e matriz nula, e representado por 0. (a.• 2 0 para qualquera j
2.8 - MATRIZ TRIANGULAR
U?a matriz quadrada [a^ ] serã triangular superior 
se, e somente se, os seus elementos a., forem iguais a zero  parai ]
i>j, e será triangular inferior, se a^  = 0 para i<j.
Assim
A u u
11 a12 • • *  cl<«lu
0 a2 2 ...  a2u
0 0 tf '• «  3.UU
a- .*3 (2.8.1)
representa u*a matriz triangular superior.
Obs.- A matriz triangular pode ser facilmente obtida através 
simples operações com linhas |04|.
de
2.9 - ADIÇÃO DE MATRIZES
Consideremos duas matrizes A e B de mesmas  dimen
soes nxu.
A =
all
a21
a12 
a2 2
... alu 
•** a2u e B =
bll 
b2 1
b12 
b2 2
* • • t) —lu
*** b2un u
anlan2 ... anu
n u
. bnl bn2 • • * £)nu
A soma de A e B, escrita A + B, será a matriz C que é obtida adi
nu. —
cionando-se os termos correspondentes, isto e.
A +
an  + bn
a21 + b21
a i2 + b 12
a 22 + b 22
a , + b . a _ + b 0
nl nl p.2 n2
a, + b»
lu lu
a„ + b 
2u 2u
a + b 
nu nu
= C
onde c^j = (i = 1, 2 ... u; j = 1, 2 ... n) é um elemen-
to genérico de C.
Obs. - A soma de matrizes de dimensões diferentes não é definida.
2.9.! - PRODUTO DE (TA MATRIZ POR UM ESCALAR
0 produto de u fa matriz A por um escalar k, es
n u  —
crito k.A, é igual a matriz obtida multiplicando-se cada elemento 
de A por k,
]
kA =
ka
11
ka
12
ka
ka
21
ka22 ka
lu
2u
ka , ka 
nl n2
ka
nu
Obs. - Obtém-se a matriz -A multiplicando-se o escalar (-1) pela 
matriz A.
2.9.2 - PROPRIEDADES BÁSICAS
Seja V o conjunto de todas as matrizes n x u so-
bre um corpo K. Demonstra-se que para quaisquer matrizes A, B e C
em V e quaisquer escalares k^ e k^ em K tem-se:
I. ( A + B ) + C = A + ( B + C )  (lei associativa para a soma)
II. (A + 0) = A ( O e a  matriz nula)
III.  A + (-A) = 0
IV.  A + B = B + A
V.  kx (A + B) = k1A + kxB
VI.  <kx + k2)A = kxA + k?A
VII.  (k1k2)A = k1(k2A)
VIII. IA = AI = A e OA = 0
(matriz oposta)
(lei comutativa)
(lei distributiva para a adição 
de matrizes)
(ídem para a adição de escala - 
res)
(lei associativa para o produto 
de escalares)
(matriz unidade e matriz nula).
2*10 ~ MULTIPLICAÇÃO DE MATRIZES
2.10.1 - PRODUTO PE DUAS MATRIZES
0 produto de duas matrizes A e B nesta ordem, sõ
serã possível se o número de colunas de A for igual ao número de li
nhas de B; isto e; A(n x p) e B(p x u).
0 produto AB será u'a matriz C de dimensões nxu,
cujos elementos c.. são obtidos pela soma dos produtos da  i-esima
linha de A pela j-ésima coluna de B.
As s im: A  B n p p u C n u
ll
a.
nl
a., b... + s-o  + ... + a. bxl lj  x2 2i xp pi k-1 aik bki
(i = 1, 2 . n ;* J 2 ... u).
Em forma matricial,
-P
ip
bll • « • bi5 • * * bln n“ii c,ln.
- . . . c . .
b „ « « « b . b c , ... cpx P3 pn nl nu
Geralmente a lei comutativa para a multiplicação 
de matrizes não e válida.
Se A e B são retangulares o produto AB t BA, pois 
suas dimensões são diferentes.
Se A e retangular e B quadrada o produto AB i BA 
pelas mesmas razões.
Se A e B forem quadradas, AB = BA se, e  somente 
se, A ou B e uma matriz diagonal ou Identidade, Neste caso a comu 
tatividade se aplica.
AI = IA = A.
Se AB = AC ou BA = CA com A i 0, então B = Cf
2.10.2 - PROPRIEDADES
I.  (AB)C = A(BC)
II. A(B + C) = AB + AC
III. (B + OA = BA + CA
IV. k( AB) = (kA)B = A(kB)
V.  AO = 0 e OB = 0
(lei associativa)
(lei distributiva ã esquerda) 
(lei distributiva ã direita) 
(k e um escalar)
(0 e a matriz nula).
2.H - IGUALDADE DE MATRIZES
Duas matrizes A e B são iguais, e escrevemos A=B, 
se e somente se, tiverem as mesmas dimensões e seus elementos cor-
respondentes forem iguais.
Se A e B tiverem as dimensões n x u, teremos  um
sistema de n . u igualdades, uma para cada par de elementos.
Consideremos a matriz
A =
all a12 *
a21 a22
lu
2u
a , a  ... a nl  n2  nu
[ad
A transposta de A, escrita.A , e a matriz obtida
Tescrevendo as linhas de A ordenadamente como colunas de A .
A'
all a21 1nl
a12 a22 *" an2
0  • •
â “I 3 * * * âlu  2u  nu
a.
~ T  TEntão Doderemos escrever A = Ta..!  = fa..l.L 1DJ L 31]
A transposta de u'a matriz qualquer nxu, terá suas  dimensões
trocadas, isto é uxn.
Obs.- Se A é u’a matriz simétrica, então A = A .
2.13 - PROPRIEDADES
A transposição de matrizes deve satisfazer  as
seguintes propriedades;
rp  rqaI.  (A + B) = Aa + B  (a transposta de uma soma é igual a soma 
das transpostas).
T T -II. (A ) = A  (a transposta da transposta e a própria matriz).
T T -
III. (kA) = kA (a transposta do produto por um escalar é
igual ao produto do escalar pela transposta).
T T T .«
IV. (AB) = B A (a transposta do produto de duas matrizes é
igual ao produto das transposta com a sua ordem trocada),
rp rp m  pp
conseqüentemente (ABC) = C B A .
2.14 - DETERMINANTE DE U'A MATRIZ
Dada u'a matriz A = [ aij J quadrada de ordem n, o
determinante associado a matriz A, e anotado por det A ou j A |, é
um numero definido (ou calculado) resultante do somatorio dos pro-
dutos obtidos mantendo fixos os primeiros índices e permutando os 
segundos de todos os modos possíveis jOl|.
Por outro lado, sabemos que o produto de duas ma-
trizes AB, terã como resultado u ’a matriz quadrada, se o numero n 
de linhas de A fôr igual ao numero u de colunas de B. Nestas condi 
ções, o produto de matrizes serã de grande importância na teoria 
dos determinantes.
Pela teoria dos determinantes J 021 é de nosso co-
nhecimento que:
- Se n > u, o produto não é u’a matriz quadrada e não tem determi-
nante.
- Se n = u, o produto e u’a matriz quadrada cujo determinante |AB| 
serã igual â soma dos produtos dos determinantes de ordem menor 
em A com os correspondentes menores contidos em B.
Diante disto, podemos concluir que o determinante 
do produto de duas matrizes quadradas serã igual ao produto dos de 
terminantes de cada matriz.
As s im,
] ABj = |Aj . 1 B[
2*15 " MATRIZ CO-FATORA
Consideremos u'a matriz quadrada n x n
A =
all  a12
a21  a22
a ,  a „ nl  n2
ln
2n
3-3
nn
a..l13 j
Representaremos por  a submatriz quadrada de or
dem (n - 1) x (n - 1) de A, obtida suprimindo a i-êsima linha e a 
j-ésima coluna.
0 determinante M. .13 e chamado "Menor cofator"
de a., denotado por A., e afetado do sinal (-1) J. 13 13
Assim:
A.. = (-1)1+2 13 M. .13
Pelo exposto acima, a matriz dos cofatores de A es_
creve-se
A  AA11 12
A21  A2 2
A ,  A „ nl  n2
Aln
A2n
Ann
0 determinante de A é obtido pela regra de Laplace,
n
| A| = Z  a. . A..
i=l  12  12
ou nE  a.. A..13 133 = 1
A adjunta de u ’a matriz A n x n, denotada por adjA 
é definida como sendo a transposta da co-fatora de A.
adjA =
A 11 A 21
A 12 A 22
A,
ln 2n
A
nl
A
n2
A
nn
2.16.1 - PROPRIEDADES
Para qualquer matriz quadrada A tem-se: 
A adjA = adjA . A = [A| . I (2.16.1)
2.17 - MATRIZES INVERSÍVEIS
Trataremos aqui apenas da inversa de u'a matriz
quadrada regular.
U*a matriz quadrada A não singular admite uma in-
versa, se e somente se, existir uma unica matriz B com as mesmas
dimensões de A que, prê-multiplicada ou põs-multiplicada por A, re
suite na matriz identidade.
BA = AB (2.17.1)
•1
A matriz B ê chamada de inversa de A, sendo anota-
da por A
A relação (2.17.1) é simétrica, pois se B for a in 
versa de A, então A serã a inversa de B.
Assim podemos escrevê-la;
A_1 A = A . A-1 = I (2.17.2)
mas pela (2.16.1)
A . ad j A _ j 
|A|
que levada na (2.17.2) resulta
(2.17.3)
-1 adj A (2.17.U)
Obs.- Para que a inversa (A *) exista, devemos ter necessariamente 
A i 0.
A regra de Cramer 103 j permite inverter matrizes de 
ate ordem terceira sem maiores dificuldades. Porem não e o caso da 
Geodesia e Aerofotogrametria que em quase a totalidade de seus pro-
blemas requer a inversão de matrizes de ordem bem elevada.
U fa matriz e dita singular quando o seu determinante 
fôr igual a zero.
2.17.1 - PROPRIEDADES DA MATRIZ INVERSA
I.
II.
-! - 1 
(A 1) = A
(ABC)"1 = C"1 B"1 A“1
2.17.2 - INVERSA DA MATRIZ DIAGONAL 
Seja,
11
'22
e s i r c22'*'r'nn 4 0
’nn
14
então
0 0
0 1 0
G-1 g22
0 0 g.nn
2.18 - CARACTERÍSTICA DE U'A MATRIZ
Consideremos u*a matriz A m x n, isto e com m li-
nhas e n colunas:
19 Se m > n, supriremos m - n linhas, não importando quais, obten
do u’a matriz de ordem n, não singular.
2? Se n > m, supriremos n - m colunas, obtendo u'a matriz de or-
dem m, não singular.
3? Se i - n, não supriremos cousa alguma, pois a matriz jã e qua-
notada por Car(A) é a maior ordem de u’a matriz quadrada, não sin 
guiar, que se pode obter da matriz dada, suprimindo ou não linhas 
ou colunas.
drada
Então, a característica de u’a matriz A m x n de
Se a matriz dada não fôr a matriz nula, sua carac' «M
terística serã pelo menos 1.
A característica da matriz nula c por  definição
igual a zero
2.19 - CASOS ESPECIAIS
Neste item trataremos de alguns casos especiais do 
produto de matrizes, de grande importância para o calculo matrici-
al e sua aplicação ao ajustamento.
2.19.1 - U fa matriz multiplicada por um vetor coluna ê um 
vetor coluna.
A X, s L. 
n n n 1 n 1
2.19.2 - Um vetor linha multiplicado por u ’a matriz é um 
vetor linha.
_V A = X
1 n n n 1 n
2.19.3 - Um vetor linha multiplicado por um vetor coluna ê 
um numero.
,X Y = . Z
1 n n 1 1 1
2.19.4 - Um vetor coluna multiplicado por um vetor linha e 
u ’a matriz.
V V - AA n -a- — í *
n 1 1 n n n
2.19.5 - Um vetor linha multiplicado pelo seu transposto é 
igual ã soma dos quadrados de seus elementos.
2.19.6 - U ’a matriz retangular multiplicada pela sua trans 
posta, ou a transposta multiplicada pela original, serã sempre 
u’a matriz quadrada, porém de dimensões diferentes.
A AT = B ou
m n n m m m
AT A = B
n m m n n n
2.19.7 - Pré-multiplicar (põs-multiplicar) u ’a matriz dia 
gonal D por u ’a matriz quadrada A de mesma ordem, equivale a multi 
plicar as linhas (colunas) de A pelos correspondentes elementos 
diagonais de D.
SISTEMAS DE EQUAÇÕES LINEARES E SUAS SOLUÇÕES
desenvolve métodos 
lineares tem solução 
Nesta procura e de- 
conceitos de matriz,
(3.1.1)
t-ste sistema poae ser escrito na forma matricial da 
seguinte maneira:
3.3. - SISTEMAS DE EQUAÇÕES LINEARES 
A teoria das equpções lineares 
que permitem saber se um conjunto de equações 
comum, e em caso afirmativo como encontrá-la. 
terminação intervêm de modo preponderante, os 
determinante e característica de u'a matriz.
Consideremos o sistema m x n,
allxl + a12x2 + ••• + alnxn = bl 
a21xl + a22x2 * + a2nxn = b2
a + a 0x~ + ... + a x = b
ml 1 m2 2 mn n
■ all 
a21
a12
a22
« • • 
• • •
Stln
2n
' X1 ' 
x„
í.
bi ' 
b2
• • •
aml
•  « a
am2
• • « « • •
amn
•
0*
•
Xn
•
•
•
bm
(3.1.2)
ou na forma compacta
A  X. = B. m n n 1  ml (3.1.3)
onde,
A = 
X =
B =
|"a^/j e a matriz dos coeficientes das incógnitas; 
[xj e o vetor colunas das incógnitas;
e o vetor colunas dos termos independentes.
0 sistema m x n acima e dito homogêneo se o  vetor 
dos termos independentes fôr igual a zero, isto e,
A  X. = 0 (3.1.4)m n n 1
3.2 - EXISTÊNCIA DA SOLUÇÃO DE UM SISTEMA m x n EQUAÇÕES.
Antes de processarmos a solução geral de um sistema
de equações,  devemos fazer um estudo preliminar da possibilidade
ou impossibilidade do sistema. Para tal e necessário definir a ma-
triz aumentada.
"Denomina-se matriz aumentada (A, B), de um sistema
A X = B, a matriz dos coeficientes aumentada da coluna dos termos
independetes" {05).
Consideremos o sistema (3.1.1) cuja matriz aumenta-
da e:
a2 1 a2 2
aml am2
2n
mn m
(3.2.1)
Então, a condição necessãria e suficiente para que 
o sistema seja possível é que as matrizes A e (A, D) tenham a mes-
ma característica, e determinado, se esta fôr igual ao numero n de 
incógnitas.
Anotando a característica da matriz A por Car(A), a 
solução do sistema AX = B, admitira as seguintes possibilidades:
a) Se a Car(A, B) > Car(A), o sistema serã impossí-
vel ;
b) Se a CarCA, B) = Car(A) = n (numero de incógni-
tas), o sistema serã possível e determinado;
c) Se a Car(A, R) = Car(A) < n, o sistema serã 
slvel e indeterminado com (Car - n) incógnitas arbitrãrias.
3.3 - SOLUÇÃO DE SISTEMAS DE EQUAÇÕES LINEARES POR INVER-
SÃO DE MATRIZES
3.3.1 - SISTEMA n x n
Consideremos um sistema n x n, cuja notação matri-
cial ó,
A X = B1 (3.3.1)
n n n 1 n 1
Se A e quadrada e não singular, admitirã uma inver-
sa tal que,
A"1 A X. = a "1 b _
n n  n n n l  n n  n 1
ou
(3*3.2)
logo, a solução de um sistema n x n õ dada pelo produto da inversa 
da matriz dos coeficientes pelo vetor dos termos independentes.
3.3.2 - SISTEMA m x n
Consideremos o caso mais geral de um sistema de m 
equações a n incógnitas.
coeficientes das incógnitas, e por (A, B) a matriz aumentada de A
pelo vetor coluna dos termos independentes.
Vimos no parãgrafo anterior (3.2), item b, a condi-
Designaremos por A a matriz retangular m x n dos
ção necessária e suficiente para que um sistema de equações linea-
res seja possível e determinado.
Entretanto, podemos ter um sistema redundante com 
um numero maior de equações que o de incógnitas (m > n),
(3.3.3)
«■* t
neste caso a matriz A e retangular, mas A A será quadrada.
Pre-multiplicando ambos os membros da (3.3.3) por
cuja solução e
T T
X = (A A) A B (3.3.5)
Obs.- Outros métodos de solucionar sistemas de equações lineares, 
que são largamente utilizados em Geodésia e Aerofotogrametria de-
vido a facilidade de serem programados para computadores eletrôni-
cos, citamos: Decomposição Triangular de Banachiewicz j 091 , Decom-
posição Simétrica de Choleski j09j, e Gradientes Conjugados |04j,
3,4 - SOLUÇÃO DE SISTEMAS nxn POR ELIMINAÇÕES SUCESSIVAS 
Consideremos o sistema n x n  não homogêneo,
a^x, + a.„x„ + ... + a, x = fa-
li 1 12 2 ln n 1
a21Xl + a22X2 + + a2nXn = b2
a -X + a 0x0 + ... + a x = b 
n l l  n 2 2  n n n  n
(3.4.1)
Aplicando o método da eliminação sucessiva de Gauss 
10 M-1 para tornar o sistema acima, na forma triangular, usando ape-
nas operações com linhas temos,
x. + a’ x„ + ... + a ’ x = b'
1 12 2 ln n 1
x0 + ... + al x = b ’
2 2n n 2 (3.4.2)
onde os a!, e b! são respectivamente, os coeficientes das incõgni- 13  x
tas e os termos independentes do sistema reduzido a forma triangu-
lar, através de simples operações com linhas.
Como podemos ver, o sistema (3.4.2) pode ser facil-
mente solucionado pela retrosubstituição.
Entretanto, na redução pelo método da eliminação de 
Gauss, um sistema pode apresentar três casos a serem discutidos:
1? - Se o sistema triangularizado apresentar o nú-
mero de equações igual ao número de incógnitas, serã DETERMINADO;
29 - Se uma ou mais equações forem combinações
lineares de outra, isto e , Ox, + 0xo + ... + Ox =0, serú INDE-
1 2  n ’
TERMINADO, com uma ou mais variáveis arbitrárias;
39 - Se uma ou mais equações tomar a seguinte for-
ma: Ox, + 0xo + ... + Ox  ^ 0 , serã IMPOSSÍVEL.
1 2  n  — ----------------- —
Consideremos agora um sistema de equações lineares
homogêneo.
Este tipo de sistema sempre e POSSÍVEL, apresentan 
do pelo menos a solução trivial;
a) Se o número de equações for igual ao de incõgni 
tas, DETERMINADO.
b) Se o número de equações fõr menor que o de in-
cógnitas, INDETERMINADO.
3.4.1 - EXEMPLO ILUSTRATIVO
Vamos solucionar o sistema abaixo pelo método da 
Eliminação Sucessiva:
xx - x2 + x 3 + 2x4 = 1
2x^ - 3x^ + 2x3 + 5x^ = 3
3x^ + 2x^ + 2x^ + x^ = 0
x, + x2 - 3x3 - x,4 = 0
3
Multiplicando a 1. linha por escalares convenien-
tes, e adicionando eliminaremos x^ da 2?, 3? e 4? linhas,
x, -  + x_ + 2x„ = 11 l  ó  4
- x2 + 0x3 + \  = 1
5x.^ - x- - 5x„ =”3 i  3  4
2x„ - 4x., - 3x = -1í  o  4
agora, operando sobre a 2? linha, eliminaremos x2 da 3^ e uf,
X1 ” X2 + x3 + 7x4 = 1
- x2 + 0x3 +  =  1
-  X, + Ox^  = -2
' "x3 '  Xu 5 1
cl 3.e finalmente, operando sobre a 3., eliminaremos x, da 4. linha,
x, - x0 +  x0 + 2x. = 11  2  a • 4
- x„ + 0xo +  x„ = 1l  o  4
- x„ + Ox., = -2ô  *4
- x4 = -7
cuja solução pela retro-substituição e:
X-^ = - 5,  x2 =  X3 ”  0 X4 = 7'
LINEARIZAÇÃO E O MÉTODO DOS MÍNIMOS QUADRADOS
4.1 - DIFERENCIAÇÃO de matrizes
Consideremos um vetor X com n elementos 
(i = 1, 2 ... n) chamados de componentes, e um vetor Y com m ele-
xi’
mentos  , (j = 1, 2 ... m) os quais slo funções das componentes. 
Podemos então, formar n.m derivadas parciais,
J *■ 3x.i escritas sob a forma matricial,
3 Y 
3X
3 y
3x-,±
3y,
àx.
m
Tx.
3y.
«X,
3y,
3ym
3x,
3y.
3xn
3v,
n
3 ym3xn
= G (4.1.1)
Quando fixamos valores para o vetor X (Xo),  pode-
mos calcular os eorresoondentes valores numéricos das funções
Y (Y )
o
Fazendo uso dos valores fixados, calculamos o e va-
lores numéricos das derivadas parciais, os quais nos fornecem u ’a 
matriz retangular ou
dY = G (4.1.2)
Caso pequenas correções dX sejam introduzidas nos 
parâmetros, a correspondente correção dY das funções ê calculada a
partir da formula:
dY = GdX (4.1.3)
Anotando o vetor Z, cujos elementos são funções dos 
elementos de Y, obtemos as derivadas parciais
9Z
fhj = SYj (4.1.4)
Zq é o vetor correspondente de Y , e os valores nu-
méricos das derivadas parciais da matriz F são*,
dZ = FdY = FGdX (4.1.5)
onde o produto FG representa a derivada parcial de Z em relação a
X.
Se m = n a matriz G ê quadrada, e se |G|  ^ 0 pela
(4.1.3) escrevemos
dX = G"1 dY (4.1.5)
que representa a inversa de G, quando dada a derivada de X em rela 
ção a Y.
T
Considerando dois vetores X e Y, ambos com o mes-
mo número de componentes o seu produto é um escalar,
XTY = c (*+.1.7)
Se os dois vetores são variáveis, sua equaçao dife-
rencial e;
dc = XTdY + YTdX (4.1.8)
No caso especial em que Y = X, o produto ã um esca-
lar na forma quadrática 1 09 |
c = XTX (4.1.9)
cuja equação diferencial em relação a X á,
dc = XTdX + XTdX
dc = 2XTdX (4.1.10)
Em ajustamento, freqüentemente escrevemos
c = XTGX (4.1.11)
onde G e  u'a matriz quadrada simétrica, e sua equação diferencial 
em relação a X e,
dc = 2XTGdX (4.1.12)
4.2 - LINEARIZAÇÃO POR SÉRIE DE TAYLOR EM FORMA MATRICIAL
A serie de TAYLOR nos proporciona o valor de uma
função f(t) no ponto t = x, quando conhecemos o valor da função pa
ra t = x°, na forma,
f ( X ) = f(x°) + f'(x°)  + f"(x°) — + ...X • c •
3f
3x
Considerando somente os termos lineares da série, e 
para valores de x nas proximidades de x°, a curva f(t) pode  ser 
substituída por uma reta (fig. 01):
f ( x ) =f(x°) .  3f3x (x -
o.X ) (4.2.1)
f (t)
onde
ox .
3f
3x
Fig. 01
é o coeficiente angular da curva no ponto de abcissa 
Para uma função de n variáveis tem-se:
f(x^, X2, .. X )n cr 0  21* X2 5 * * o. A 3f . x ) + -r—n  3x. Cxrx!> + ff: (x2-x2)+
+ ... +3f3xn
(x - n
n
cr o  o= f(x1, x2,
e fazendo:
Xo) ♦  ?  |L.
i=i 8xi
(Xj-Xp  (4.2.2)
x. = X. 1  1
F =
' V ' X1 ’ r x°xi
CM x2 ox2
• 1 X = • ;  x° = •• • •• 0 e
f X Xn n n
. »  « * ,
AX =
X1 « x1
x - Xo 2 2
x - x° n  n
3F
3f1tea
*'1
“Sx!
n
3x,
3f
3f2MMBSMMI9x2
3f
3f,
“Sx“n
3f,
"ETn
3f
Txnn
a linearização, ou aproximação linear da serie de TAYLOR, na 
ma matricial serã:
F(X) =F(X°) ♦ AX (H
4.2.! - LINEARIZAÇÃO DA
X
for-
.2.3)
Consideremos o quadrilátero PQRS (fig. 02), no qual 
as diagonais e os quatro lados foram observados, e sejam e Vk 
(j = 1, 2 ... 4) o excesso esférico e o erro de fechamento angular 
de cada triângulo respectivamente.
As equações angulares para cada triângulo serão ob-
tidas a partir da expressão:
1(0. + v.) = 180° + e . (4.2.4)
í i i
onde £. é o excesso esférico do triângulo considerado
CK os ângulos observados do triângulo considerado
v^ as correções para cada ângulo do triângulo considerado.
Levando em consideração que a soma dos ângulos in-
ternos de um triângulo esférico é igual a 180° + e, a (4.2.4) pode 
ser escrita,
= 0 (4.2.5)Z v . +i Z 0 . - (180° + e .)1 3
cuja expressão entre colchetes representa o erro de fechamento
(LL) do triângulo considerado.
Assim, a equação geral para a formação das equações 
angulares é, com base na (4.2.5),
Evi + W_. = 0 (4.2.6)
fixa-se j e se tem o erro de fechamento angular do j-ésimo triângu 
lo.
Entretanto, somente as equações de ângulos não são 
suficientes para que um quadrilátero seja ajustado, porque peque-
nas mudanças nos ângulos alteram o comprimento dos lados.
Então, para que a figura fique completamente honogê 
nea, torna-se necessário o estabelecimento da equação de lado. Uma
das maneiras fáceis de obter esta equação e tomar como polo um dos 
vértices da figura e desenvolvê-la segundo os senos dos ângulos ob 
servados i 08 | .
Tomando como polo o vertice P temos:
PS  sen(03 + V
PQ       V" (4.2.7)sen(0„ + v0)
PS  sen<06 + V
5R  sen ( 0 ^ + 0 g + v~ + v g7
PR = Sen(03 * \ * v3 + VPQ  sen(0j- + vg)
(4.2.8)
(4.2.9)
Eliminando PS, PF. e PQ das equações acima temos:
sen(0Q + v0) sen(0_ + vr) sen(0_ + 0., + v_ + v. )______8  8  6  6_______3  4  3  4  ,  .  .sen(0o + v ) sen(0 + v ) sen(Ò„ + Ô + v + v.)  x  * *O  O 0 0  /  o /   o
Poderíamos formar mais quatro equações  tomando-se 
pólos diferentes. Entretanto, estas equações estão implicitamente 
contidas na equação acima, que preenche a condição necessária e su 
ficiente de três equações angulares e uma de lado para o ajustamen 
to de um quadrilátero.
Sendo a equação de lado não linear, deverá ser redu 
zida a esta forma para ser juntada âs equações angulares no ajusta 
mento.
Há três maneiras de linearizar uma equação de lado, 
e estas são abaixo apresentadas para a equação (4.2.10).
Primeira: Aplicando logaritmos a ambos os  membros 
da equação (4.2.10) temos,
ou
logsenOg + logsenOg + logsenCO^ + 0.. ) - logsenOg - logsenO,. - 
- logsen<07 .♦ 08) + + D3>[((v3 ♦ - D3v3 - D..V,. -
' D7,8(v7 + V = 0
onde
D.i
logsenCO^ 4- 1") ~ logsen(O^) (podendo-se retirá-
los das tabelas de logaritmos na sf casa decimal), e
ElogsenCK = W (erro de fechamento)
Então a equação acima poderá ser escrita no forma
linear,
D3,4v3 ~ D3v3 + D3 S»+Vu " D5v5 + D6V 6 “ °7,8V7 + D8V8 " D7,8V8+W=0
(H.2.11)
Os coeficientes dos são funções dos logaritmos 
dos senos dos ângulos observados, fornecendo termos absolutos na 
equação de lado.
Segunda: Esta dispensa a diferença do logaritmo do 
seno para um segundo de arco, mas exige que se utilize o ângulo ob 
servado em segundos na base dos logaritmos comuns.
A identidade
n n
£ d(logsenx.) = E M senl" cotgx.dx. 
i=l 1 i=l 1 1
permite obter em segundos de arco na base decimal, os termos da 
(^.2.10a), onde
M s 0,^3*428^80 (modulo dos logaritmos comuns)
31
x^ = ângulos observados 
dx^ = resíduos
e desta forma a equação (4.2.10a) linearizada fica,
Msenl" ^JcotgOgJvg + J^cotgOgjvg + cotg(0g + 04>j (vg + v^) - 
[ootg03]v3 - [cotg05]v5 - [ootg(07 + 08^(v7 * v8) | 0 (4.2.12)
Os coeficientes Msenl"cotgO^ são idênticos aos 
da equação (4.2.11). A equação (4.2.12) representa certas vanta - 
gens sobre a (4.2.11), principalmente no que tange em se ganhar 
tempo e cálculos.
Terceira: Das três maneiras ê a mais moderna e mais 
fácil de ser empregada.
Consideremos os 'ângulos observados (0^) còmo sendo 
ajustados (0|) e desenvolveremos a linearização pela fórmula de 
TAYLOR, tomando o valor da derivada parcial em relação ao valor a- 
justado no ponto observado. Reescrevendo a (4.2.10) nesta forma te 
mos:
senO^ senOg sen(0^ + 0^) 
senOJj senOjl sen(0J + 0g) " 1
senOg senOg(Olj + 0^) - senOg sen0£ sen(0^ + 0’) = 0 = F
3F
T l“
Lb
3F 3 F 3F
^ 7  > ••• -îL8a
onde
= ângulo observado 
= ângulo ajustado 
L^a = ângulos observados considerados ajustados
calculando as derivadas parciais em relação aos L. temos:
Xâ *
3F
3L
la
3F
3L
4>
2a
= 0
3F
3L
3a
senOg senOg cos(0g + 0^) - cosOg senOg senCO^ + 0g)
3 F
3L
«♦a
sen0£ senOg cos(0g + 0^)
3F
3L
5a
- senO^ cos0£ seíí(0j + 0g)
3 F
3L
6a
sen0£ cosOg sen(0^ 0^)
3F
TE
7a
- senOg senG£ cos(0J + 0g)
3F
3L
8a
= cosOjj sen0£ sen(0g + 0^) - sen0£ sen0£ cos(0j + 0£)
Estas derivadas fornecem os coeficientes da equação 
de lado linearizada por TAYLOR.
4.3 - VARIÂNCIA
Denotaremos por E{x> = a esperança matemática de
uma variável aleatória x I06|.
A variância será dada pela seguinte relação: 
var(x) = a2 = E{(x ~ u )2}
X  X
que desenvolvida resulta, J061
al = E{x2} - u2 (4.2.1)X X
0 desvio padrão da variável x é a raiz quadrada a- 
fritmêtica da variância.
4.4 - COVARIÂNCIA
Consideremos uma variável aleatória  bidimensional 
(x, y), onde cada uma das componentes pode ser considerada como va 
riável uni-dimensional com variância própria, na forma,
o* = E{Cx - ux)2)
«y = E((y - y 2>
A covariância exprime o grau de dependência  entre 
duas variáveis bi-dimensionais e e dada pela expressão:
cov(x, y) = <Txy = E((x - ux)(y - uy)}
ou após um desenvolvimento, [06[
°xy = E{xy} " E{x) * E{y} (4.4.1)
4.5 - MATRIZ VARIÂNCIA-COVARIÃNCIA (M.V-C)
Generalizando a variância e a covariância para uma 
variável aleatória n-dimensional,
[ xl»
e denotando a EÍX) por Ux j06{» obteremos a matriz variância-cova-
riância £x, n x n simétrica, a partir da expressão matricial,
(X - U ) (X - u )•A  A
cujos elementos diagonais são o..e os demais c..11 1J °ji‘
ou
Assim,
E = E((X " U )(X - U )A>X X X
11
Z  eX
12
r21 °22
ln
2n
°nl  °n2 nn
(4.5.1)
(4.5.2)
que e u’a matriz simétrica
4.6 - LEI DA PROPAGAÇÃO DAS COVARIÃNCIAS
Consideremos duas variãveis aleatórias Y e X onde Y 
é uma função linear de X;
Y s GX + C
sendo C uma constante.
A esperança matemãtica de Y é
(4.6.1)
Uy = EÍY) = EÍGX + C} = GE(X) + C (4.6.2)
jvas em analogia com a (4.5.1) podemos escrever a matriz variância- 
covariância,
Ey = E((Y - Uy)(Y - uyr) (4.6.3)
Substituindo (4.6.1) e (4.6.2) em (4.6.3) vem.
Z = GE{(X - U )(X - U >T } GT 
y x x
(4.6.4)
ou
Z = G E G"
y x
que é a lei de propagação das covariâncias
4.7 - LEI DE PROPAGAÇÃO DAS COVARIÂNCIAS DE MODELOS LI-
NEARIZADOS PELA FÓRMULA DE TAYLOR
Se a função Y = F(X) não fõr linear, a fórmula de
TAYLOR conduzir-nos-á ao seguinte desenvolvimento para um vetor 
muito próximo de X, ou seja,
vO
Y = F(X)
Fazendo
F(X°) +
3X
(X - Xo )
x°
F(X°) = C : (X - X°) = X
(4.7.1)
3F
3y-
9x.
3y,
3x,
3yn
3x„
3y-
3x,
3y^
3x,
3yn
3x,
3y.
3x.
n
3y-
3x.n
3y
0 xn
D
e procedendo com um raciocínio idêntico ao anterior, obteremos a 
lei de propagação das covariâncias de um modelo linearizado pela
formula de TAYLOR.
£ = D L D T (4.7.2)y  x
4.8 - MATRIZ DOS COEFICIENTES DE PESO
Consideremos a MV-C Z (4.5.2) de uma variável alea
tória n-dimensional cujas variâncias das componentes x^ são anota- 
2das por  e as covanancias de cada par de componentes  e  x.
por o*. = ojr
Atribuamos a uma de suas componentes o peso  unitá 
2rio e designemos por oQ a variancia dessa componente. Dividindo a
2matriz Z pela variancia oq da componente de peso unitário, obte-
mos uma nova matriz simétrica chamada de "matriz dos coeficientes 
de peso" Q , isto e,
<4 = -T- £xao
onde
a . .
qi. = — (4.8.2)
°o
são os elementos da matriz Q .X
Se Ç>  for não singular, admitirá uma inversa  reX X  —
presentada por P e que recebe o nome de "matriz dos pesos".
Quando as componentes do vetor X são independentes, 
as covariâncias o-, são todas iguais a zero. Então as matrizes 01J 'X
e P consistirão apenas dos elementos diagonais.X
Neste caso os elementos de P serão os pesos (p.)
das componentes x-; enquanto que os elementos de Q serão o inver-1 X
so dos pesos (~~~~) j e o seus correspondentes inversos serão  os 
próprios pesos (p^).
Portanto, devemos ter sempre em mente que os elemen
tos da diagonal de Q são os inversos dos pesos, mas os .elementosX
da diagonal de P nem sempre são os pesos.
Pela (4.6.1) descrita anteriormente, vimos que  ; 
lei de propagação das covariâncias e dada pela expressão
yDividindo ambos os membros por a t obteremos a "lei
de propagação dos coeficientes de peso' 07
(4.8.3)
4.9 - APLICAÇÃO DO MÉTODO DOS MÍNIMOS QUADRADOS (MMQ) 
Consideremos o sistema de equações lineares,
A  X, = L, n u u 1  n 1 (4.9.1)
cujo vetor L e oriundo de observações e que esta eivado dos inevi-
táveis erros de medida; tornando assim o sistema inconsistente.
Esta inconsistência ê removida através da introdu-
ção de um vetor nV^ chamado vetor das correções.
L = L, + Vb (4.9.1a)
onde L. e o vetor dos valores observados, b
Levando a (4.9.1a) na (4.9.1) temos
AX Lb = v U.9.2)
A-priori o vetor V não é conhecido, mas como temos 
um numero de observações maior que o numero de incógnitas, aplica-
remos o MMQ, aceitando como melhor valor aquele que satisfizer â 
condição,
VTV = mln (4.9.3)
Introduzindo a matriz dos pesos
resulta,
Q*1 = P
VTPV = mín (4.9.4)
função,
Substituindo o vetor V dado pela (4.9.2) obtemos a
= (AX - Lbr  P(AX - Lfe) = mín (4.9.5)
Derivando em relação a X e igualando a zero temos,
= ATPAX + ATPAX - ATPL. - ATPL, + 0  = 0 
3X b b
= 2ATPAX - 2ATPL, r 0
b (4.9.6)
fazendo,
= ATPAX - ATPLk = 0
D
(4.9.7)
A PA = N (4.9.8)
A PLb = U (4.9.9)
a (4.9.7) se apresenta
(4.9 .10)
cuja solução é,
A (4.9.10) representa o sistema de equações nor-
mais , cuja importância se revelara no decorrer do próximo capítulo.
HO
CAPÍTULO V
AJUSTAMENTO PELO PROCESSO ITERATIVO
5.1 - método DOS PARÂMETROS
O metodo dos parâmetros ou das equações de observa-
ção é aquele no qual as quantidades observadas são funções linea-
res da incógnitas; e se não o forem, serão facilmente reduzidas a
esta forma, como vimos no parágrafo 4.2.
Para aplicar neste metodo os mínimos quadrados ne-
cessário se torna que o número de equações de observação seja
maior que o número de incógnitas.
Denotaremos por;
X o vetor u x 1 das correções ;
X„ o vetor u x 1 dos valores aoroximados;o * ’
X_, o vetor u x 1 dos Darâmetros ajustados, a J
A variação dos parâmetros será dada por,
X = X - Xrt (5.1.1)a o
X = X + X (5.1.2)a. O
As quantidades aproximadas dos parâmetros são fun-
ções dos próprios parâmetros.
Chamaremos de;
L^ o vetor nxl das quantidades observadas.
Lq o vetor das quantidades calculadas em  função 
dos parâmetros aproximados (X ).
L = F(X ) o  o (5.1.3)
L  o vetor nxl das quantidades observadas ajus a * J —
tadas.
V o vetor nxl dos resíduos que transformam  os
valores observados (L, ) em ajustados (L ).D 3
L = L. + Va d (5.1.4)
0 método dos parâmetros admite que os valores  ob 
servados ajustados podem ser expressos em função dos parâmetros a 
justados. Assim o modelo matemático é;
L = F(X )a  a (5.1.5)
Levando a (5.1.5) na (5.1.4) temoE
L, + V = F(X )b a (5.1.5)
teremos:
Linearizando o segundo membro pela série de TAYLOI
L, + V = F( X + X)= F( X )+b o o  3X X (5.1.7)
o
Designando por A a matriz nxu das  derivadas
parciais ;
3F
3x_ = A (5.1.8)
a equação (5.1.7) pode ser escrita:
L. + V = L + AX b  o
ou:
na qual:
L = Lo “ Lb
(5.1.9)
(5.1.9a)
ou
L = F(X ) - L.o  b (5.1.9b)
Devido a (5.1.8).e a (5.1.9) se tem n equações  de
observação,
3fx 3fl 3fl"
*1,0 i t—* cr
•
3X1 3x2 * • • 3xu XL V1
3f2 3 f 2 3 f 2
*2,0 ~ *2,b3xl 3x2 • • 9xu • X2*••
+ r
V2
3fn 3fn 3fn
«•
xu *n,0 - lr, K V3xl 3 X2 • * 3Xu J
n,b n
(5.1.10)
5.1.1 - EQUAÇÕES NORMAIS  — -  J  — - |,~ ,
Impondo a condição dos mínimos quadrados
VTPV = mín 
substituindo a (5.1.9) vem,
4 = (AX + L)T P(AX + L) = mín
e derivando em relação a X, vem
ATPAX + ATPL = 0
Fazendo agora,
A*PA = N
a (5.1.11) fica,
NX + U = 0
ATPL = U (5.1.12)
(5.1.13)
que representa u(número de linhas de X) equações normais, cuja so-
lução ê,
(5.1.14)
Levando o vetor X na (5.1.2) obtemos o valor dos pa 
râmetros ajustados, e na (5.1.9) o valor das observações  ajusta-
das .
5.1.2 - MV-C DOS VALORES OBSERVADOS ELb
Construiremos a MV-C dos valores observados, esti-
mando os valores em função da precisão dos aparelhos de medidas e 
dos métodos utilizados, bem como do modelo matemático  empregado, 
(veremos adiante os demais modelos matemáticos).
Quando as observações são independentes umas das ou 
tras, a matriz  e diagonal.
Assim sendo e lembrando que a variância de unidade
# 2de peso ê aQ (a-priori) podemos escrever a matriz dos pesos na for 
ma
(5.1.15)
5.1.3 - VARIÂNCIA DA UNIDADE DE PESO S2 ------- ----------- -----„-- o
A variância da unidade de peso pode ser obtida a par 
tir da (5.1.4) na (4.9.4)
-2 _ VTPV  . VTPV ,, .o ~ n - u  r (5.1.16)
onde r é o numero de graus de liberdade n - u e,
VTPV = XTU + LTPL (5.1.17)
5.1.4 - M.V-C DOS PARÂMETROS AJUSTADOS------------------------.----- Xa
A solução de um sistema de equações normais e dada 
pela formula (5.1.14).
Pela (5.1.12) e (4.6.1), a matriz variância-covari- 
ância de X é dada pela expressão.
EXa = °o (ATpA) (5.1.18)
ou
EXa = 5o N_1 (5.1.20)
5.1.5 - M.V-C DOS VALORES OBSERVADOS AJUSTADOS ZL&
Lembrando que os valores observados ajustados  são 
dados pela expressão:
L = AX + L (5.1.21)C*.  Q
e novamente considerando a (4.6.1)
ZLa=AIxAT (5.1.22)
onde
-2 -1E = o N  ;  a  ET se escrevea  o ba
ELa = 5l M~1 aT (5.1.23)
5.1.6 - COEFICIENTES DE PESO DOS PARÂMETROS Q..'  "t-Tir" r-i '.ui . i i; i .i ■. . r~i “ initjinr-nr.n. X
Se partirmos da (5.1.12) e da (5.1.9a) podemos fa 
cilmente chegar â matriz dos coeficientes de peso dos parâmetros,
Q = N"1 (5.1.24)X
5,!.7 - COEFICIENTES DE PESO DOS VALORES OBSERVADOS AJUSTA
DOS QLa
Da formula (5.1.23) obteremosj
QLa = AírXAT (5.1.25)
5.1.8 - DESENVOLVIMENTO ITERATIVO DO MgTQDO DOS PARÂMETROS
Vimos anteriormente que o modelo matemático  do 
método dos parâmetros nos fornece os valores observados ajustados 
em função dos parâmetros ajustados.
Para que o método possa ser desenvolvido iterativa 
mente, é necessário que se introduza um Xa^ variável, bem  como 
um Laj, também variável que iterativamente convirjam para os  valo 
res ajustados finais.
Assim o modelo matemático considerado é,
La. = F(Xa,) (5.1.26).1 i
Sendo,
La^ o vetor nxl dos valores observados ajustados
Xa., o vetor uxl dos parâmetros ajustados.
Chamaremos de Xa^  ^o vetor uxl dos valores apro 
ximados dos parâmetros e X^ o vetor uxl das correções que conver 
tem os parâmetros aproximados em ajustados,
Xâ> - Xâ• , + X. 1  1-1 X
e lembrando que
Lai = h * Vi (5.1.28)
no qual V. é o vetor nxl dos resíduos, o desenvolvimento  de
TAYLOR nos proporciona o seguinte sistema de equações lineares;
h + V  F(XíW  V  -Hs-
ou
(Xa.- Xa. .)x  1-1
Xai-i
3F
i " (Xai' Xai-1)+ F(Xai-l) " H>
Xa. .I* 1
Fazendo,
(5,1,29)
F(Xa. ,)~ L, * L.  L, = L.i-l  b  1-1  b  i (5.1.30)
3F
TXaT = A.i
x*i-i
a equação (5,1.29) se escreve em sua forma genlrica,
(5.1.31)
V, * A. X. + L.i  ii  i (5.1.32)
Aplicando o MMQ, o sistema de equações normais  I
dado por
aTpa.x. + aTpl. s o111 11 (5,1.33)
cuja solução e,
X. 5 - (aJfa. ^ aTpl, (5.1.34)
Levando o valor de X. dado pela (5.1.3*0 na (5.1.32)
X
obteremos o valor de V^, e finalmente os valores ajustados,
Xa. = Xa. ,+ X.
i í-l i
La. = U + V.
i o 1
(5.1.35)
Chamamos atenção para o seguinte fato: a convergên 
cia do método não depende somente das variáveis Xa. e La., pois a
i i ’ -
matriz dos coeficientes tamben é variável e deve ser calculada - 
para cada iteração, utilizando sempre o valor ajustado melhorado. 
Quando as correções forem nulas, a rnatriz terá atingido a
sua estabilidade e, consequentemente o método convergido.
.1.9 - SÍNTESE DAS FÓRMULAS PARA 0 AJUSTAMENTO ITERATIVO DO 
MÉTODO DOS PARÂMETROS.
(01) Modelo matemático
(02) Matriz dos coeficientes dos parâmetros
F(Xa.) = La.
i A a . 
i
A,
Xai-1
(03) Matriz dos pesos dos valores observados
o Lb
(o a priori) 
o
(04) Estabelecimento do vetor L. L. = FCXa. .)-L
i í-l b
(05) Vetor das correções X .= - caTp a .)"1aTpí 
1 1 1 1
(06) Vetor dos resíduos V.* A .X. + L.
X I X  1
(07) Parâmetros ajustados V — Y -» 1 vÁ  Ci . *“ r A .1 1-1 1
(08) Valores observados ajustados
(09) Variância da unidade de peso
n-u
ry  rn  -i
(11) M.V-C dos valores observados  ELa. = 5^A.(AtPA.) a^Ti  o x i i  x
ajustados
5-2 “ MÉTODO DOS CORRELATOS
A formula (5.1.9) representa um sistema de n equa 
ções lineares com u parâmetros.
Se estes parâmetros forem eliminados destas  equa 
ções teremos n-u = r equações que contém somente os  resxduos
desconhecidos.
Na forma matricial, a eliminação destes parâmetros 
serã feita através da derivação parcial da função em relação aos
valores observados ajustados no ponto observado.
5.2.1 - EQUAÇÕES DE CONDIÇflO
Como o método das equações de condiçaoícorrelatos) 
não depende de parâmetros, o modelo matemático será uma  função 
dos valores observados ajustados, na forma,
F(L ) = 0 (5.2.1)
<3
Fazendo,
L = L + V (5.2.2)a  b
a equação (5.2.1) pode ser escrita,
Fd^  + V) - 0 (5.2.3)
ü desenvolvimento de TAYLOR nos conduz ao  modelo
linearizado, derivando parcialmente a função em relação aos valo-
res observados ajustados e abandonando os termos de ordem superior 
ou igual ã segunda,
F(L )cx F( L, + V)b rab>+ -4f V (5.2.4)
onde o vetor r x 1 do erro de fechamento e,
■<L. ) s Wb (5.2.5)
e a matriz das derivadas parciais,
3P
Tl = B
’b
(5.2.6)
Assim o modelo linearizado das equações de condi-
ção transformadas, é dado pela expressão:
B  V, + V»> s 0r n n 1  r 1 (5.2.7)
5.2.2 - EQUAÇÕES NORMAIS
Existe uma infinidade de vetores V que satisfaz a 
equação (5.2.7). Mas o método dos mínimos quadrados requer a mini-
mmizaçâo de V^PV.
Para tanto, utilizaremos o método de  minimização 
de Lagrange a função <p definida por:
+ = V PV - 2KX(BV + W) = min (5.2.8)
onde K é um vetor desconhecido r x 1 dos correlativos.
Derivando a (5.2.8) em relação a V obteremos,
1 H “ = pv “ bTK (5.2.9)
e igualando a zero
rp
PV - B"K = 0 (5.2.10)
de onde podemos calcular o valor de V a menos de K,
e fazendo
V 3 P"1 BTK (5.2.11)
Substituindo a (5.2.11) na (5.2.7) vem,
BP x B K  + W = 0 (5.2.12)
BP”1 BT = M (5.2.13)
o sistema de equações normais ê,
MK + W.= 0 (5.2.14)
cujo valor de K se torna conhecido
K = - Mfx W (5.2.15)
Voltando com este vetor na (5,2.11) o vetor das 
correções ficará também determinado.
5.2.3 - VALORES OBSERVADOS AJUSTADOS
De posse do vetor das correções, levaremos a
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cuja solução é,
V± = - P"1 bT(Bí P'1 bT) 1 (5.2.31)
e os correspondentes valores observados ajustados são,
Lai = Lai_1 + V (5.2.32)
É importante notar que:
a) A matriz dos coeficientes (5.2.28)  deve 
ser recalculada para cada iteração tomando o valor da derivada par 
ciai no ponto observado ajustado melhorado (La^_^);
b) 0 vetor do erro de fechamento (5.2.29), 
também deve ser recalculado para cada iteração, tomando o valor da 
função no ponto observado ajustado melhorado (La^_^);
c) No limite, a convergência do método sera 
completa quando o vetor La^ _^ fôr igual a La^. Neste caso, o vetor 
dos resíduos da i-ésima iteração (V^) sera igual a zero  pela
(5.2.27) e conseqüentemente o modelo matemático F(Laj.) também será 
igual a zero.
d) A distribuição dos V’s pela  formula
(5.2.27), é chamada por ALLEN J. POPE {10 j de, "efeito de minimiza
ção de resíduos sobre resíduos";
— — 0  +c) A variancia da unidade de peso 5 , é cal-o
culada com o vetor V resultante da diferença entre o valor ajusta-
do final e o observado, (V = La^ -
5.2.7 - SÍNTESE DAS FÓRMULAS PARA 0 AJUSTAMENTO ITERATIVO
DO MÉTODO DOS CORRELATOS
(01) Modelo matematico F(La^) = 0
(02) Matriz dos coeficientes
3F
d La. 
1
= B. 
1
La. . 
i-l
(03) Vetor do erro de fechamento F(La^_^) = VL
(04) Modelo linearizado Bi^i + s 0
(05) Matriz dos pesos (a* a-priori) e”1 = P
b
(06) Vetor dos correlativos K K. = - MT'1’ W.
i i i
sendo
Mi = (Bi ? " 1  Bi)
-1 T
(07) Vetor das correçoes V^ = P B^
(08) Valores observados ajustados La. = La. , + V.
i í-l i
T
~ ~2 V PV
(09) Variancia da unidade de peso a = ------
sendo
V = La. - L.
i b
(10) MV-C dos valores observados ajustados
ELa. = 52(P_1 - P-1 bT mT1 b . P”1)1 O 1 1 1
5.3 - MÉTODO COMBINADO
5.3.1 - MODELO MATEMÁTICO
No caso das equações de observação definimos o mode
L = F(X ) (5.1.3)
a a
e no caso das equações de condição,
F(L ) = 0 (5.2.1)Cl
Poderemos combinar estes dois métodos em um caso ge 
ral, chamado de Método Combinado onde aparecem simultaneamente pa-
râmetros desconhecidos e quantidades observadas,
F(La, Xa) = 0 (5.3.1) •
Usando derivadas similares âs do item 5.1, o modelo 
será linearizado pela série de TAYLOR,
3F
3 La
V + 3F
3Xa
X + F(L. , X ) 
b o (5.3.2)
La = Lb Xa = X
onde
3F
3 La
= B (5.3.3)
3F 
3 )(a (5.3.4)
F(Lk , X ) = w 
b o (5.3.5)
e a matriz dos pesos P será associada âs observações L^ .
Assim o modelo linearizado já dimensionado, sob a 
forma matricial será:
B V, + A X. + W. = 0 r n n l  r u u l  r l
 ^  ^ x0 princípio dos mínimos quadrados impõe que V PV
mm.
0 método multiplicativo de Lagrange permite-nos  a 
solução através da minimização da função, <f> definida por
ÿ = VTPV - 2KT(BV + AX + W) = mín (5.3.7)
onde K é o vetor multiplicativo de Lagrange.
Diferenciando a (5.3.7) em relação a V, K e X,  o 
conjunto de equações normais, escreve-se:
_1_
2 = PV - btk = .3 V ■PV + BAK = 0 (5.3.8)
_L2
3<j>
3K = - BV - AX - W . BV + AX + W = 0 (5.3.9)
-L2
3 <{>
3 X
T- A K TA K = 0 (5.3.10)
Lembrando que:
n = número de observações;
u = número de parâmetros;
r = número de equações.
0 conjunto das (n + u+ r) equações algébricas envol 
vendo n incógnitas v, u parâmetros x e r incógnitas k, pode ser e£ 
crito num sistema hiper-matricial.
-P  B  0n n  nr  nu
B  0r n  r r A r u
0  Ax  0un  u r  u u
■» - — “
nVl n°l
A s ?WX
uXl u°l
J «
(5.3.11)
cuja solução só serã possível sen+u>rer>u.
5.3.2 - SOLUÇÃO DAS EQUAÇÕES NORMAIS
Solucionaremos o sistema de equações normais pelo
método da substituição, porém tomando a precaução de estarmos tra-
tando com coeficientes que são matrizes.
Reescrevendo o sistema originado de (5.3.8),(5.3.9)
e (5.3.10),
- PV + BTK = 0 (a)
BV + AX + W = 0 (b)
ATK =0 (c)
de (a) temos
V = P"1 BTK (5.3.12)
o que concorda com a (5.2.11), levando em (b) e fazendo:
M = B P-1 BT (5.3.13)
vem
ou
MK + AX + W = 0 (5.3.14)
K = - M-1(AX + W) (5.3.15)
e finalmente substituindo a (5.3.15) em (c)
X = -(AT M-1 A) AT M_1 W (5.3.16)
TPara obter o valor de V PV procederemos da seguinte
maneira:
-1 T 
V = P x B K
T T -1 -1 T
V^PV = K B P P P B K
T T
V PV = K MK
TSubstituindo o valor de K e lembrando que A K = 0 pela (5.3.10) ob 
teremos o valor final
VTPV = - KTW (5.3.17)
Com isto podemos estabelecer de imediato a  variin 
cia da unidade de peso,
T T-2 _ V PV  _ . K W fr „ ...0o ' "F"-~ "  L (5.3.18)
onde
L = r - u é o número de graus de liberdade.
5.3.3 - MV-C DOS PARÂMETROS
A matriz dos coeficientes de peso e estabelecida pe 
lo processo usual,
~2 -1 EtT = Z L, = o PW  b  o
No lado direito da equação (5.3.16), somente W e va
riãvel,
W = F(Lb, X0>
onde
XQ e um vetor constante.
Em analogia com a (4.6.4) tem-se,
ZXa = GZW GT (5.3.20)
Diferenciando a (5.3.16) em relação a La e lembran-
do a (5.3.3)
5 V rp_T  " i - T —T= - (A M  A)  A" M  B- = G3 La Lb
Substituindo este resultado em (5.3.20) e  conside-
rando a (5.3.19), vem
ZXa =  M_1 A)  aT 14-1 B P~1 bT m"1 A(aT V~1 A)
o que em face da (5.3.13) fica,
-1
EXa =  M_1 A) (5.3.21:
A matriz variância-covariância dos valores observados 
ajustadds poderá ser obtida similarmehte j 06|, cuja equação fina] 
e;
ELa = «ol^ 1 + P"1bTM~1A(ATm"1A) ATM~1BP“1-p'1ETk“1BP~1 (5.3.22)
Se assumirmos que À = 0 teremos somente equações  de 
condição (correlatos);
No caso em que AM0eB=-I, temos equações de ob-
servação (parâmetros)i
Quando A^OeB^Oo modelo matemático e  formado 
por equações de condição com parâmetros (combinado).
5.3.4 - DESENVOLVIMENTO ITERATIVO DO m£T0D0 COMBINADO
0 modelo matemático do metodo combinado para a i-esi 
ma iteração em função dos parâmetros ajustados e dos valores obser 
vados ajustados e,
F(Xai, Lai) =0 (5.3.23)
Como nos métodos anteriores faremos
Xa. = Xa. , + X. , 1 i-l 1 5
La. ? La. , + V. 1 1-1 1
Levando estes valores na (5.3.23), o modelo matemã-
tico será;
F(Xa. , + X., La. . + V. í-l  i’  i-l 1) = 0 (5.3.26)
e linearizando por TAYLOR |10|,
3F
3Xa ■
3FCXa^-Xai_1)+'9La
Xai-1
(La.-La. ,)+r(Xa. ,, La. , ) = 0  (5.3.27)1 1-1 1- 1’  1-1
Lai-1
Fazendo:
3 F
3 Xa • 1
= A,
Xai-1
(5.3.28)
3F
3 La^ B.1
Lai-1
(5.3.29)
F(Xai_1, La..x) = W. (5.3.30)
(ver observação 2, no final deste capítulo) 
a equação (5.3.27) toma a seguinte forma:
A.X. + B.V. + W. = 0,il  li 1  ’ (5.3.31)
cujas soluções são,
-1 T V. = P  B. K.1  li (5.3.32)
T -1  T -1X. = -(A. M. A.)  At M. W.1  i l l   i l l
Mi = Bi P_1 Bi (5. 3. 3*4)
Ki = “ Mî1(AiXi + Wi) (5.3.35)
Os valores ajustados finais são:
Xai = Xai_1 + (5.3.36)
Lai = Lai_1 + Vi (5.3.37)
Na equação (5.3.27), linearizada através da fórmula 
de TAYLOR, foram negligenciados os termos de segunda ordem e supe-
riores. Entretanto a convergência do método esta condicionada  na 
utilização dos valores ajustados melhorados para cada nova itera-
ção 110 | .
Assim no limite, Xa^_^ tendera para Xa^ e La^_^ pa-
ra La^, anulando a primeira e a segunda parcelas da equação (5.3. 
27) e conseqüentemente o modelo matemático F(Xa^, La^) também  se 
anulará. Entretanto, devem ser observadas as condições d) e c) do 
parágrafo (5.2.6).
5.3.5 - SÍNTESE DAS FÓRMULAS PARA 0 AJUSTAMENTO ITERATIVO 
DO MÉTODO COMBINADO.
(01) Modelo matemático F(Xa^, La^> = 0
(02) Matriz dos coeficientes 3F
dos parâmetros
= A.1
Xa. -, 1-1
(03) Matriz dos coeficientes 3F
dos valores observados
= B. 1
La. -,í-l
(04) Vetor do erro de fechamento
(05) Modelo linearizado
(06) Matriz dos pesos (a a-priori)
F(Xa. . , La. . ) = W. i-l.  i-l 1
A . X. + B . V . + w. = 0il  li 1
2 r_1  TDa E. = P o L, b
(07) Vetor dascorreções,onde
M. = B. p"l  1
•1 T B.1 X. = 1 -(at :1
(08) Vetor doscorrelativos K. =1 - mT11
(09) Vetor dos resíduos V. = 1
-1P  B
(10) Variânciada unidade de peso, - 2CTo
TV1
r -
-1 T -1 M. W.li  1
1 1
onde V = La. - L, 1  b
(11) MV-C dos parametros 
aj ustados
(12) MV-C dos valores observados ajustados
EXa. = 52(aT mT1 A.)1  O 1  1-1
ELa.=ô2 1 o T _1  T _T  T _T  „1 _T 'T _ 1  _1P X+P B.M• A.(A.M. A.) ATM. B.P -P XB.M. B-Pí i i i i i   i l l   i l l
5. 3.6 - OBSERVAÇÕES IMPORTANTES
Observação 1 - A formula (5.2.27) deste  trabalho, 
se apresenta sob uma forma diferente da (21) desenvolvida por POPE 
[10|, que é,
3 F 3La: (Lai L, ) + F(La. -, ) +b  i-l 3F9 La ■ (Lw -
Lai-1 Lai-1
La^ ) = 0
(5.3.38)
na qual,
ou
Bl Vi ♦ FCLa^ ) - Vi V^ = 0
B.V. + W. = 011  1
A diferença entre as duas formulas reside no seguin
te fato:
Na (5.2.27), os resíduos  após cada iteração são 
adicionados ao valor observado melhorado (La^_1>, enquanto que na
(5.3.38), os resíduos  são sempre adicionados ao valor observa-
do (L, ).b
Lembrando que a condição c) do parágrafo  (5.2.6)
não pode ser esquecida para o cálculo da variância â .
Observação 2 - Esta fórmula, (5.3.37), tambem  se 
apresenta sob uma forma diferente da (16), desenvolvida por  POPE 
110 j, que e,
3 F
3 Xã ■ (Xa. - Xa. , ) + -If—1  í-l  3La. (La.1 V  * F(Xai-i' Lai-i
Xai-1 Lai-1
3FTEã" ( L, - = 0 (5.3.39)
Lai-1
assumindo a seguinte forma:
A .X. + B.V. + W. = 0
l i  l i  i
A diferença entre as duas formulas é a já citada na
observação 1.
As experiências 6.4 e 6.5 mostram os resultados ob-
tidos com as duas fórmulas, (5.3.37) e (5.3.39) respectivamente.
EXPERIÊNCIAS
Para cada método de ajustamento (Parâmetros, corre- 
latos e Combinado), desenvolvidos iterativamente, fizemos experi-
ências testando a convergência e analisamos os resultados iteran-
do e não iterando.
6.1 - PRIMEIRA EXPERIÊNCIA - (método dos parâmetros)
As coordenadas (x, y) dos pontos P^, Pj e P^
são conhecidas. Ajustar as coordenadas do ponto P onde foram ob - 
servadas as distâncias de P a cada ponto conhecido e o ângulo
Ponto x(m) y (m) Dist.(m) o (m)
i—1 
0-, 842,281 925,523 244,512 0,012
P2
1.337,544 996,249 321,570 0 ,016
P3
1.831,727 723 ,962 773,154 0,038
P4 840 ,408 658,345 279,992 0 ,014
P1PP2 123°38'1,4" 2,0"
Estabelecimento das equações
La. = F(Xa.)1  i
La. = Lb + V. = F(Xa.)i  l i
l^a = ^ lb + V1 2 2 (x^ - xaJ + (y^ - ya^) 1/2
l2a = l2b + V2 2 2 (x2 - xaO + (y2 - ya^)
1/2
l3a = ^ 3b + v3 2 2 (x, - xa.) + (y - ya. )3  i J 3 J i
1/2
*Ua =  + VK 2 2 (x4 - xa.) + (y4 - yai)
1/2
x9 - xa. x, - xa.
=  + VA = arc tS(-TT— Z—~— > - arc tg(-r~  rr~->y2 - yai yx - ya,
Calculo do vetor L.
Li = F(Xai.1) - Lj,
Atribui-se um valor inicial às coordenadas do ponto 
P e substitui-se nas equações para obter o valor de L na primeira 
iteração
Ácl • ,í—i
xa.i
ya.
Calculo da matriz dos coeficientes A.
A. =i 3F9Xa-1
Xa. 1 1-1
dtla3xa.1
3£5a3xa.i
31la
3ya.J i
315a * P
omde p = — = 206 264,8062 sen 1 1
Matriz dos pesos P
P =
2 \
Solução
H. = AtPA-
1 I X
u. = a :p l .1 I X
x. = - nT1u.
x x x
Xa^ = + X^ (ver apêndice, prog. 01)
Quadros demonstrativos dos resultados 
Qisadro 1 - Valores ajustados para cada iteração
(Xa. = Xa. , + X.) 
X x-l X
XaQ Xax Xa2 Xa3
xa 1 065,00 1 065,225489 1 065,225402 1 065,225402
ya 825,00 825,1856159 825,1857195 825,1857195
CL. = FCXa. . ) - L, ) i  í-l  b
lx í? 2? 3f 4?
h -0 ,158513249 -I,84972xl0~3 -l,97202xl0~3 -1,97202xl0~3
l2 0 ,309561224 - 5,5207xl0”3 -5,50166xl0“3 -5,50166xl0~3
l3 0 ,201655567 -0,027362969 -0,027262654 -0,027262654
4^ -0 ,321737923 -5 ,9 56 38x10”3 -5 ,96496xl0-3 -5,96496xl0~3
cn -245,1311208" -0,124632" 0,010836" 0,0108324"
Quadro 3 - Correções para cada iteração (X^ = - nT^ IL)\ xi X2 X CO X4
X 0,255489454 -8,75196xl0”5 2,443xl0~9 2,119xl0~9
y 0,185615910 1,03547x1o"4 -l,734xl0'99,849xl0~10
Quadro *4 - Variação dos resíduos  para cada iteração
(V. = A.X. + L.)i  li  i
v.. i 1? 2f 3? 4?
-3 -3 - 3 -3V1 -2,00356x10 ^ -1,97202x10 -1,97202x10 -1,97202x10 J
V2-5,5214xl0~3 -5 ,50168xl0-3 -5 ,50166xl03 -5,50166xl0”3
V3 -0,027393514 -0,027262646 -0 ,027262657 -0,027262657-3 -3 -3 -3
V4 -5,95638x10 -5,96496x10 0 -5,96496x10 J -5,96496x10 a
V5 0,010332591" 0,010833524" 0,010833736" 0,010833703"
T?  V: P V.
aQ - — ■u1 = 0,280507633
MV-C dos parâmetros ajustados,
2,23862xl0~5  -1,61437xl0~7
-1,61437x10*"7 6 ,46427x10*"7
Quadro 5 - valores observados ajustados com iteração e sem itera-
ção .
ta.i c/iteração s/iteração Diferença
ta1 244,51002798 244,50999644 3,156xl0~5
ta 2 321,56449834 321,5644786 1,974xl0~ 5
£a3 773,12673744 773,12606486 67,258xl0-5
ta^ 279,98603504 279,98604362 - 0,858xl0’5
£a5 123°38'1,410833703" 123°38'1,410332591" 50 ,1112xl0~5
6.2 - SEGUNDA EXPERIÊNCIA (método dos correlatos)
Trata-se do ajustamento angular do quadrilátero ABCD 
(fig. 03), utilizando o desenvolvimento de Taylor para linearizar 
a equação de lado. Os excessos esféricos (e) dos triângulos  ABD, 
ADC e ABC são respectivamente 1,36", 1,77" e 1,02" e os ângulos ob 
servados são:
-2 M-1 ,v  = o N. Xa^  o x
1s61° 07» 52* o o2= o0000 28’34,90"
3s38°2'19,10"
4r 42°01'12,15"
5=
Oo>CM 1*4- *32,85"
6 s
Oo 21'59,20"
7s 49° 26’21 y» 00 cn
8 s 30° 57' 07,10"
B
Estabelecimento das equações, 
Equações angulares:
V;L + v2 ♦ v7 + v8 + (1 + 2 + 7 + 8) - (180° + 1,36") = 0
V3 + V4 + V5 + V6 + (3 + 4 + 5 + 6) - (180 + 1,77") = 0
v5 + v6 ♦ v7 + v8 + (5 + 6 + 7 + 8) - (180° + 1,02") = 0
Equação de lado.
Tomando como põlo o vértice A temos
AB AD
AC
AC
AB = 1
ou
sen(2) sen(U + 5) sen(8) _ . 
sen(l + 8) sen(3) sen(5)
A linearização por Taylor, requer que se tome o va-
lor da derivada parcial em relação ao ângulo ajustado no pontò ob-
servado. (Ver apêndice, programa 02).
Quadros demonstrativos dos resultados.
Quadro 6 - Valores do erro de fechamento para cada iteração 
Wi = F(Lai_1) em ('»)
Quadro 7 - Valores das correções para cada iteração em (")
\  V 
vi \
V1 V2 CO
>
V1 2,47006 -1,736*10"3 2,57xl0~6
V2 1,46506 1,17 OxlO”3 -1,7 3xl0~6
V3
0,66455 -1,60 4x10”3 2,98xl0~6
%
-0,63968 2,16 8x10*"3 -2,61xl0~6
v5
-0,18235 -2 ,00 3xl0-3 3,57xl0“6
v6 -1,37252 1 ,43 8x10""3 -1,53xl0-6
V7
1,48814 -1 ,745xlQ~3 2,58xl0”6
V8 0 ,08672 2 ,30 8xl0~ 3 - 3,42xl0~6
Quadro 8 - Valores observados ajustados 
La^ = La^_^ +  nos (”)
La
ang.^ v
Lal La 2 La,
1 54,47006 54,46832 54,468322 36,36506 36,36623 36,36623
3 19,76455 19,76295 19,76295
4 11,51032 11,51249 11,51249
5 32,66765 32,66564 32,66564
6 57,82748 57,82892 57,82892
7 23,22810 23,33636 23,33636
8 7,18672 7,18902 7,18902
A variância da unidade de peso 
T
-2  V- V>ô = — X"p" x ■ = 3,30484883 ou o desvio padrão
5 = + 1,81792”o  —
6.3 - TERCEIRA EXPERlgNCIA - (método dos correlatos)
Nesta experiência, nos propusemos a comparar os re-
sultados obtidos no Ajustamento do quadrilátero ABCD (fig. 04) até 
a 3? iteração, utilizando a equação de lado linearizada pela manei^ 
ra clássica (logaritmos) e moderna (Taylor).
Dados de observação 
Ângulos
1 = 2° 01' 43,06”
2 = 16° 44’ 31,70"
3 = 57° 08» 58,04”
4 = 19° 33* 14,24"
5 = 86° 33' 13,95”
6 = 58° 46' 36,48”
7 = 15° 06' 52,39”
8 = 84° 04' 51,60”
Excessos esfericos
ADAB = 1,64” 
ADBC = 1,50” 
ADAC = 2,82”
fig. 04
B
Equações:
v1 + Vg + Vj + vg + 1,89 = 0 
V2 + V3 + V4 + v5 *" 3,57 = 0
+ v2 + v^ + Vg + 1,58 = 0
sen(6) sen(3 + 4) sen(8) 
senil + 8) sen(4) sen(5)
Linearizando a equação de lado pela maneira clássica 
através de logaritmos (ver apêndice, programa 03), e procedendo o 
ajustamento ate a 3? iteração obtivemos as seguintes correções:
ANG. C0RR(1) C0RR(2) X 10~3 CORRO) X 10"3
1 -1,094273 1,79 1,06
2 0,314128 -1,71 -1,68
3 0,258029 1,90 1,86
4 1,519240 -1,40 -1,37
5 1,478603 1,22 1,19
6 0,161520 -1,87 -1,83
7 0,100638 2,05 2,01
8 -1,057883 -1,26 -1,24
Linearizando a equação de lado pela maneira moderna, 
Taylor (ver apêndice, programa 94), e procedendo o ajustamento ate 
a 3f iteração obtivemos as seguintes correções:
Quadro 10 - Linearização moderna, correções em (")
ANG. CORR(l) CORRO) X 10"6 CORRO) X 10”6
1 -1,041948 -3,696 6,215
,2 0,231063 6,349 -8,855
3 0,349962 -5,342 9,590
4 1,451423 4,930 -7,648
5 1,537551 -3,538 5,713
6 0,070994 5,448 -9 ,241
7 0,200033 -7,240 1,078
8 -1,119077 3,888 -5,750
ANG. CLÃSSICA(n) MO DE RN A ( " ) DIFERENÇA(")
1 41,968577 42,018054 -0 ,0494772 32 ,010738 31,931060 0,078678
3 58,301789 58,389966 -0 ,088177
4 15,756470 15,691420 0,065050
5 15,431013 15,487553 -0 ,0565406 36,637820 36 ,550990 0 ,086830
7 52 ,494698 52 ,590036 -0,0953388 50,539617 50,480921 0 ,058696
o - ± 1,32393 o  ’ ô = ± 1,32560 o  *
6.4 - QUARTA EXPERIÊNCIA - (método combinado)
Calcular as coordenadas do centro da circunferência 
que melhor se ajusta aos quatro pontos observados:
PTO. X 2OX Y 2ay
1 140 ,0 2 60,0 22 165,0 4 10,0 4
3 165,0 2 150,0 2
4 140 ,0 4 180 ,0 4
Estabelecimento das equações:
Vetor dos parâmetros
xc
yc
re
Equações
fi ' <xi - xo)2 + (yi - yc)2 - ro = 0
f2 = <x2 - xc)2 + (y2 - yc)2 - r2 = 0
f3 = <x3 ' xc)2 * ^ 3 ' yc>2 * ro = 0
fn = íxit - xc>2 * <y„ - yc>2 * r2 = 0
onde (x , y ) são as coordenadas do centro e r ê o raio da circun c  c c —
ferência
Matriz 3F3Xa.
Xai-1
3f,  3f.
3x~ 3y,
3fu  3ft
3x„ ay,
3f.
3r
3r
Matriz i^Bg =
Lai-1
B =
Matriz W = F(La^_^, Xa^_^)
onde La^_^ e o vetor dos valores observados e 
Xai-i ® ° ve'tor da  aproximação.
Matriz dos pesos
p 8 8 n2 y — 1O  bro  Lai-1
Modelo linear
4A3 3X1 + 4B8 8V1 + 4W1 = 0
-1 T M. = B. P. BT1  i l l
Solução <| Xi = - (A? mT1 A..) 1 aT MT1 VT
V. = - pT1 bT mT1 (A. X. + w.)1 11 11 1
(ver apêndice, programa 05).
Os quadros 12 ã 19 mostram os valores de Xa^_^ (vetor 
das coordenadas do centro e raio da circunferência) e La^_^ (vetor 
dos valores observados) ambos ajustados para cada iteração,
(i = 1, 2, . . . 8).
Xa
o
PTO. Lao
X Y
80,0 1 140,0 60,0
100,0 2 165,0 100,0
60,0 3 165,0• 150,0
4 140,0 180,0
Quadro 13 - Ci = 2)
Xax PTO.
La^
X Y
93,27348224 1 139 ,7845253 59,26738612
120,8327198 2 164,7665691 99,56905066
73,47997286 3 166,4652278 150,4309494
4 140 ,0 180,5745991
Quadro 14 - Ci = 3)
Xa2 PTO.
La 2
X Y
93,90552399 1 139 ,754722 59,09637937
120,6781292 2 164,768156 99 ,63254655
75,95278600 3 166,8072413 150,4405560
4 139,475093 180,6211647
Xa3 PTO. La3
X y
93,88791072 1 139 ,7543707 59,0907603
120,6828309 2 164,7638166 99,62499746
75,92858821 3 166 ,8184794 150,4912586
4 139,4710876 180,6322315
Quadro 16 - (i = 5)
Xa4 PTO. La4
X Y
93,88843004 1 139,7543800 59,09091672
120,6826926 2 164,7639408 99,62521495
75,92819635 3 166,8181666 150,49124
4 139,4711893 180,631916
Quadro 17 - (i = 6)
Xa5 PTO. La5
X Y
93,88841475 1 139,7543797 59,09091211
120,6826966 2 164,7639371 99,62520854
75,92820784 3 166,8181758 150,4912406
4 139,4711863 180,6319254
Xa6 PTO.
La6
X Y
93,8884152 1 139,7543797 54,09091225
120,6826965 2 164,7639372 99 ,62520873
75,9282075 3 166,8181755 150,4912406
4 139 ,4711864 180,631925
Quadro 19 - (i = 8)
Xa? PTO.
La^
X Y
93,8884152 1 139,7543797 59,09091225
120,6826965 2 164,7639372 99 ,62520873
75,9282975 3 166,8181755 150,4912406
4 139,4711864 180 ,631925
6.5 - QUINTA EXPERIÊNCIA - (método combinado)
Repetiremos a experiência 6.4, utilizando a formula
(5.3.39) de POPE |l0|, na qual os resíduos são adicionados sempre 
ao valor observado. (Ver apêndice, programa 06).
0 Quadro 20 mostra os valores ajustados finais obti 
dos na 12? iteração, em que o modelo matemãtico convergiu,
F(Xai5 La^) = 0.
Xa12 PTO.
i------—----- ---------------------
La12
X Y
93 ,88841519 1 139 ,7543797 59 ,09091224
120 ,6826365 2 164.7639372 99 ,62520872
75 ,92820752 3 166 ,8181755 150,4912406
4 139,4711864 180 ,631925
6.6 - ANÁLISE dos resultados
Uma analise dos resultados obtidos nas experiências 
anteriores executadas através do processo iterativo,  observou-se 
que:
a) 0 método dos parâmetros, experiência 6.1, ofere- 
ceu-nos uma convergência rãpida, com seus valores estáveis e preci
—  a a wsos ate a 6. casa decimal na 3. iteraçao (quadro 1).
b) 0 erro que se cometeria iterando e não iterando
(quadro 5), é relativamente pequeno. Entretanto, este erro  esta0
condicionado aos valores aproximados iniciais, pois, neste caso fo 
ram atribuidos valores iniciais próximos dos reais.
c) Uma das maneiras que nos possibilita saber se os 
valores iniciais são próximos dos reais ou não, é processar  pelo 
menos duas iterações e comparar os resultados. Havendo uma varia-
ção nos resíduos maior que a precisão desejada, o processo iterati_ 
vo deve continuar.
d) A experiência mostrou que o número de iterações 
depende somente dos valores iniciais. Verificou-se que para valo-
res iniciais XaQ(1000, 800) foram necessárias sete iterações para 
obter os mesmos valores do quadro 1.
e) 0 método dos correlatos, experiência 6.2, também 
mostrou uma convergência rãpida. Seus valores ajustados se estabi-
lizaram na 3f iteração com uma precisão de cinco casas deòimais do 
segundo de arco (quadro 8). Entretanto, se a precisão desejada no 
ajustamento de direções for da ordem do milésimo do segundo, são
necessárias no mínimo duas iterações como mostra o quadro 7. Isto
se explica pelo fato de se tomar o valor da derivada parcial em re 
lação ao valor ajustado no ponto observado.
f) A experiência 6.3, mostrou que a linearização por
Taylor, além de nos proporcionar uma rãpida convergência, as corre
çÕes são sempre da ordem do milionésimo do segundo a partir da 2? 
iteração (quadro 10). No entanto, a linearização clássica apresen-
tou uma convergência lenta e as correções sempre na ordem do milé-
simo do segundo (quadro 9).
g) Os ângulos ajustados na 3f iteração por Taylor 
sao de absoluta confiança ate a 5. casa decimal do segundo, nao po 
dendo dizer o mesmo dos ângulos ajustados através da linearização 
clássica por motivos já explicados anteriormente. 0 quadro 11, mo£ 
tra as diferenças entre os ângulos ajustados utilizando as duas 
maneiras de linearizar a equação de lado até a 3^  iteração.
h) A experiência 6.*+, provou que não há necessidade 
de se estabelecer valores iniciais próximos dos reais para se efe-
tuar o ajustamento. Mas por medida de economia de tempo e de compu 
tador deve-se tomá-los tão próximos possíveis, pois diminuem o nu-
mero de iterações. 0 quadro 19 mostra os valores ajustados finais 
com precisão de sete casas decimais na 7f iteração.
i) A fórmula de POPE |10}, (5.3.39) empregada na ex
■* cL —
periencia 6.5, provou na 12. iteraçao, serem verdadeiros os valo-
res da 7^ iteração obtidos pela (5.3.37).
j) 0 tempo gasto para executar o ajustamento itera
tivo e o trabalho de elaborar os programas, são compensados pela 
certeza da precisão dos valores finais.
CONCLUSÃO
Pelo que foi descrito em páginas anteriores, verifi 
camos que em todos os métodos de ajustamento que utilizam a linea-
rização dos modelos por Taylor, que aliás, ocorre com  freqüência 
em Geodésia e Aerofotogrametria, uma só iteração não nos  permite 
afirmar se os valores ajustados são realmente satisfatórios, prin-
cipalmente porque se parte de valores aproximados iniciais  para 
calcular as correções finais.
Quando se trata de um ajustamento de precisão, pare 
ce-nos um tanto perigoso admitir como valores finais aqueles obti-
S L .  — -*dos da 1. iteraçao. Neste caso aconselhamos que se utilize o méto-
do de ajustamento iterativo, desenvolvido em detalhes no capítulo 
V deste trabalho, para melhorar os resultados e obter assim a pre-
cisão desejada.
Na experiência 6.3, comparamos os valores finais do 
ajustamento angular de um quadrilátero cuja equação de lado foi li 
nearizada de duas maneiras diferentes (clássica e Taylor), e con-
cluímos que a linearização por Taylor, além de proporcionar  uma 
convergência mais rápida, os valores finais são precisos até a 5^ 
casa decimal do segundo de arco, o que não se verificou com a li-
nearização clássica.
Na experiência 6.4 e 6.5, comparamos os resultados 
de um mesmo problema utilizando duas fórmulas diferentes (5.3.37) 
e (5.3.39), cujos resultados foram iguais a menos do número de ite
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raçÕes (quadro 19 e 20).
Embora o número de iterações da (5.3.37) tenha sido 
menor que o da (5.3.39), (sete contra doze), esta última apresenta 
a grande vantagem de não cometermos o risco da convergência se dar 
num ponto falso (PITFALLS). Chamamos a atenção deste detalhe pelo 
seguinte fato: se a função não fõr bem comportada, passará por vá-
rios mínimos, e utilizando a (5.3.37), pode ocorrer que a conver-
gência se dê num desses pontos que realmente não e o menor mínimo.
Para um futuro trabalho, pretendemos ajustar iterati 
vãmente uma rede de triangulação e uma poligonal e analisar todas 
as vantagens e desvantagens do processo iterativo sobre o não ite-
rativo .
Desta maneira, concluímos que o Ajustamento pelo Pro 
cesso Iterativo pode ser de grande valia ã Geodêsia e Aerofotogra- 
metria na obtenção de valores ajustados precisos.
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Programa 01 - referente a experiência 6.1
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Programa 02 - referente à experiência 6.2
16 I t I fl BE 4h Ö 1? WC 4 a i .1 ? FiC-S 3» GE S '  4 3 a ME 4 a 41?-KE.4? 1 h  VC 8* t 3 
20 HEG
30 FOR 1=1 TO 8 
4kl Í 1 11'"'U T La La .i- a LaL.!
5 0 fl E ! 1 = G ï - G 1 ••' 6 0+G 2/ 3680 
60 HEGT 1
70 HE ! - 1 3=RC 1 3+RE 2 3 /RE 7 3+RC 8 3-< 18-0+1. 3 5 /3 6 0 0 )
80 HC 1, Í j-Wl t î 1 3*3600
9ü MC 2 < 1 .1=flC 3 3.+flC 4 j +fl C 5 ]+RC6 3 - 1 8 6 - 1 . 7 7 / 3 6 0 ö
100 N [ 2 a l l = H L 2 a 1 1 * 3 6Ö0
11.0 Nf 3a I. 3 = RC 5 3 + BC 6 3+RC 7 1+flC 8 3-180-1 . 0 2 /3 6 0 0  
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15 0 13[ 4 a 1 1=H[ 4 a 1. 1 * 3:06264. 8 O62
160 HAT P R IN T  W
170 M Fi I B--Z-ER
189 BE la 13=1
198 B[ î a 2 E! 1
208 BE Í a 7 3 = 1
210 BE i ? S  3=1
229 E t 2s 3 3=1
230 BE 2 a 4 j=;:i 
248 BE 2a 5 ] “ 1 
25Ö BE Go 6 1=1 
268 BE 3? 5 3=1 
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480  MEN I I 
500 . MRT P R IN T  Fi 
510 END
89
foi linearizada por Taylor*
1 Ü li 1; i BL 4 , 8 1 j WC 4 ? L I ? RL 8  ]» CC 8 » 4 ] ?  MC 4 ,  4 j , KC 4» 1 3 j VC 8»  1 3
Programa 0.3 - referente a experiência 6.3, cúja. e<ju*çlo
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07 G 1 7 G2
G.+G1/ 60+G2 
I .
]-■•• hc. t ]+ ri: e 
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Programa OU - referente a experiência 6.3, cuja equação' de lado 
foi linearizada pela maneira clãssica
10 E I  M MC 4 1 ]5 Lr 8 ] j BC 4 > 8 .1 j MC 4, 4 ] » KC 4» 1 3> VC 8 *1  3* Ct 8> 4 3
20 I'EG ,
30 M.-SIN<i/ 3 880>*8.4342948*10000000 
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3 5 8 B C 4) 7 3 =.(1/ T H 17 < L C 7 3+LC 8 3 >) * i7
3 6 0 B C 4 a 8 3 = < 1. / T H H < L C 8 3 > -1 / T fi N < L C 7 3 + L. L 8 3 >) * M
378 .11RT PR INI 8 
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398 ilfiT !7 = B*C 
408 :41T 17= INV < M >
410 17 RT 17= < -1 ;• |-i 
428 17RT K=M*W 
430 NRT V=C+!<
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458 FOR' 1 = 1 TO 8
460 VT t , 1 3=VC I a 1 3,-3600
478 NE/Tf í
480 Í1RT L«L+V
498 17 RT PRINT L
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7 3+L.i. 8 3 Já
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40 L G h lí  D; i fr! 3 ? Y
50 LO h D B h TB 4-P
P IO  .FOR I = í TO 4
220 Fl[ I :■ 1 3=- 2*  <LC I i 3-XC 1 * 1 II >
230 0[ I í 2 .3'::: Lt I , 2:1-XI 2, 1 T>
240 Hf I .- 3 ]=-' 2 *Y f  3;» 1 3 
250 HEYT  l 
2b0 MOI B=ZER
270- BC .1 j l  1 - 2 * 1  ? 1 ;i Y [  1 ? 1 ] )
230 M  2:. 3 3 = 2* a.. L 2 , 1 ]-XC 1, 13 )
298 bí. 2 « 4 3 ■; L [ 2 ? 2 .1-YC2- 1 ]>
300 Bí 3 03 J - 2  :0 i. ] - XC l ,  1 j)
310 í?i 4* 7 Í  = 2s<'L.t4? 1. T~YE 1 , 1 ] )
3 S ' j ' B C 3 j ' i ]  = 2 * < L C 3 <2 ]- X C 2 ?  1 'J>
330 BC4>8J=2 í <l C 4 , 2 ] - x C2 j 1 ])
340 BÇ .! j 2 1 -:... * L l  2 - 1 1-XC2, 1 3>
350 FOR I--1 fO 4 •
360 MC I , 1 >■ •:Lt I , 1 1 ::c 1 ,13 )+ 2+  <l.l I , 2 3-K l 2 ;• : 3) 12-s.XT 3- i 3) +3
370 HEYT I 
372 L I ML 3 , 330
Programa ÒS - referente 'a experiência $„ 4
330 MHT C= 1 RN 
398 HfiT D- t r o i b :..
400 FOR 1=1 TO 8
4 10 PÍ I,13=1/PCi # 1 3
420 FOR J - l  TO 4
430 E l I :i J  3--PL I j i !*»C I ,  J ]
44-0 HEYT J
450 HEYT I
460 l i a r  m=b * e
47Õ MriT M - í MOl H)
438 linT N = e*í1 
49iD HAT O-H+P 
500 ilBY 0-1 MV v O >
510 T!FiT Q-N+i!
520 MRT 0= L ~ 1 ■> *Q 
530 MflT 'i'-‘0'+ 0
5 ,1.0 nnT 
5013 MRT S- f l+ Y  
563 PíTT 3 -8 + 14 
573 Mf-n P-D+S
530 MRT P-:.-" J. — P
590 MfiT Y-Y-R-Y
60O FOR 1=1 70 4
610 L.l. 1 1 1 :i=Pf I ‘ 1 3 + L E J ,  1 3
620 LL I ■ 2 3-Pl. 1+4- 1 ]■• Lt.' 1 ,2 ]
625 NFYT I
627 3 TO RE D K ' ; í 3-Y
630 PR 1 MT " TiFiT Y "
64í> MrlT P R ;  MT. Y 
653  PR  [MT “ 1407 L '*
660 MM i PR IM T  !..
661 .Dl S P  " 04 3 I ií i:7 1..0TPD 1"
662 TiHÍT 3G0O 
670i PH D
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Programa 06 - referente â experiência 6.5
18 Bí-M LC 4».2 3s KC 3» 1 1» PC 8» 1 3? VC 8» 13 
£8 Ü I S P  "I1AT L "
30 MA í 1 3000 
40 FOR • I 1 TO 4 
50 FOR J=1 TC 2 
6Q Á NPUT LC 1/3.3 
78 NE MT J
80 !)F.:;t  I
98 o is p  x o ”
10 Õ • 8 H j' T 388O 
110 R )R  I~ i  10 3 
120 INPUT KC. I í 1 1 
138 HEXT I
140 U I SP " MRT P - EM DIAGONAL"
158 MAÍT 3080 
168 FOR .["1 TO 8 
178 (NPUT PU í , i 1
180 h emt  r
182 HAT V-ZER
198 ST 0RE DATA 2.V L
280 ST ORE DATA 3» X
210 8T0RE DATA 4 jP
212 STORE DATA 8 5V
238 r, t £' r, w.i b r CHAMAR LOAD
235 m n  2000
£40 EH D
1"
18 BIH. At 4, 3 11 KC 3 j 1 ) » BC 4 > 3 3» Lt 4 > 
28 DTH Cl 3 j 4 3 ;> Dt 8 > 4 3 ? Et 8 j 4 3 j MC 4 ?
3'0 LÜAD 
48 LO A D 
58 LOrtli
S 3 » P C  
4 3> NC
3? 1 J
3:«4 1
DATA 2?L 
DATA 3? X 
DATA 4j P
•Alt 4 - 1 
i ij t 3 j 3
'h  YC 
3 j OS.
3» 1 3: 
3? 1 3:
vte.1 i
C:f i-1 1. 3
218 F 0P 1 = 1 TO 4
220 At 1 ? J. 3=-2* < Lt r» í 3'-Xt 1> 1 3
23Ü HL h t» 1 "j K.Im* hI • ' (Lt IJ-2 3 t‘ ‘t t » 1 3
248. Al I *3 3=~2*ML 3» 13
£50 MEV Tíi 1 I
260 MAT 8-2ER
270 DC 1» 1 3=2* ( !....[ 1 -• 13-MC 1, 1 3)
288 et 2 50 .1 ~~ 2 * ( Lt 2 j 13-XC 1 í 1 3)
299 Bt: | ;l4 3 - 2 * LC2»2 3-XC2» 1 3>
306 ;V j C. •l* !*5 3 = 2*'<Lt 3> í 3-MC 1 j .1 3>
318 Bl 4 i 7 3=2*<L r 4 j 13-XC 1 51 3.)
320 Bt 8 ?6 3=2*<I..I. 3 j 2 3-X t 2 ? 1 3>
338 Bt 4 3.8 3'-2*6Lt 4 í 2 3-Xt2K
348 Bi. Í'i 2 3 -=2*( Lt 21. 1. 3-MC 2? 1 3>
358 FO 1 = 1 TO 4
368 Ml I j 1 3~<L[ I j 1 3~y r• 1 V1» 1 3>t2
370 MEMT I
O ( 1 l Oh D DATA 8?V«^4 , "|O i c. HAIT S=B*V*“• •“*. O ( o PíiIT M=M+S
O í MA|T PRINT W
8 (' 8 L I MK: 5 > 380
I  > £ 3- y r  •?,• > h. <1 KC 3» 1 3>t;
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380 i l'î ! ■ C~-YRH<fl,'
300' MRT D*TRNi ß>
400 POP: J '" l  TO 8 
4 10 PL I í 1 T” i /f;,C ü, !. ]
420 POP 3--1 Tij. 4
408 id I t  J IN P l  l i  I .i,i)[ ï ,  j ]
44Ö NRTÍ J
45.0 Mc MT I
460 MOT M--B *F
470 iinr .[ Mv ■: r  ,
480 liiiT 
490 HAT Q::::N*P
509 ! '.‘.T !>.íHV<0)
510 HAT Q“;N*M 
520 HA ' 0« < -1 > -rü 
530 HfT V^O'Vö 
540 MOT D«E*M 
550 i'Tlï S-TC^ Y 
560 MOT 5»:3”t-W 
570 HAT P--ÏIV6
580 I'IRT pa< i j  P
581 8TOP8 DR Ti l y ?p
582 MOT PRINT P 
590 HAT M+V 
€00 OOP “la  1 TO 4
610 1.1 I,  1 j*p't 1.1 1 TH.! I r U  
€20 !,.L .1, 2 J*p[ l+'M 1 IHU. UZ  
625 NTNT I 
62'? SÏORL- TO Mi 2,v:
630 I T"'N I -MAT M"
6‘4ô üH'f pr in t  
650 P R !HT " LIAT I."
660 MOT PPINT I
66 î DÏ3P "Ci"! A MP H LORD 1"
668 WAP. 8090
€70 F Ni)
94
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