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Abstract
A digraph G is called primitive if for some positive integer k, there is a walk of length
exactly k from each vertex u to each vertex v (possibly u again). If G is primitive, the smallest
such k is called the exponent of G, denoted by exp(G). For any real number r , 0 < r < 1, let
f (n, r) be the maximum number of arcs in a primitive digraph with n vertices having exponent
greater than or equal to r2n2. We show that f (n, r)/n2 is asymptotically (1 − r)2/3 whenever
r 
√
2/2.
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Let G = (V ,E) denote a digraph on n vertices. Loops are permitted but not mul-
tiple arcs. A u → v walk in G is a sequence of vertices u, u1, . . . , up = v and a
sequence of arcs (u, u1), (u1, u2), . . . , (up−1, v) where the vertices and the arcs are
not necessarily distinct. A path is a walk with distinct vertices. A cycle is a closed
u → v walk with distinct vertices except for u = v. The length of a walk is the
number of arcs in the walk.
A digraph G is called primitive if, for some positive integer k, there is a walk
of length exactly k from each vertex u to each vertex v (possibly u again). If G is
primitive, the smallest such k is called the exponent of G, denoted by exp(G). It is
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well-known that (for example see [2]) G is primitive if and only if G is strongly
connected and the greatest common divisor of all the cycle lengths of G is 1.
A 1950 paper of Wielandt [9] gives the maximum possible exponent of a primitive
digraph on n vertices as Wn = (n− 1)2 + 1, and exhibits a primitive digraph that
achieves this bound as its exponent. Further work by Dulmage and Mendelsohn [3],
Lewin and Vitek [6], Shao [7] and Zhang [10] completely characterizes those ex-
ponents that are actually achievable. In particular, Lewin and Vitek’s, Shao’s and
Zhang’s papers show that all exponents not exceeding
⌊ 1
2Wn
⌋+ 1 are achievable
(with the single exception of 48 when n = 11). A key step in this characterization is
the following lemma.
Lemma 1 [6]. Let G be a primitive digraph with more than two different cycle
lengths. Then
exp(G) 
⌊ 1
2Wn
⌋+ 1 = ⌊ 12 (n2 − 2n+ 4)⌋.
From Lemma 1, a connection between primitive digraphs having small exponents
and primitive digraphs with many arcs may be inferred. (Adding arcs to a primitive
digraph does not increase its exponent.) Accordingly, it is of interest to ask how
many arcs a primitive digraph on n vertices may contain and yet have an exponent
exceeding
⌊ 1
2Wn
⌋+ 1. We consider a general problem in terms of f (n, r).
Definition. For any real number r , 0 < r < 1, let f (n, r) be the maximum number
of arcs in a primitive digraph G on n vertices for which exp(G)  r2n2.
In this paper, we find the asymptotic value for f (n, r)/n2 (n2 being the maxi-
mum number of arcs in a digraph on n vertices) when r  √2/2. In particular, when
r = √2/2, Theorem 1 below shows that the maximum number of arcs in a prim-
itive digraph on n vertices with exponent exceeding
⌊ 1
2Wn
⌋+ 1 is asymptotically
(
√
2 − 1)2n2/6 + O(n) ≈ 0.0286n2 + O(n).
Theorem 1. For any real number
√
2/2  r < 1,
lim
n→+∞
f (n, r)
n2
= 1
3
(1 − r)2.
Proof. We assume n is sufficiently large. To simplify the notation and calculation,
we avoid the use of floor and ceiling signs since they are not crucial when we are
interested in the asymptotic value of f (n, r)/n2. We will prove
(1 − r)2n2 + 7n− 4rn+ 1  3f (n, r)  (n−√r2n2 − n)2 + 6n− 94 .
The lower bound for f (n, r) is based on the following construction. We construct
G1 = (V1, E1) as follows: V1 = {i : 1  i  n− 3k + 3} and E1 = {(i, i + 1) : 1 
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Fig. 1.
i  n− 3k + 2} ∪ {(n− 3k + 3, 1), (n− 3k + 3, 2), (1, 3)} (see Fig. 1a). It is
known [3, Theorem 6] that G1 is primitive with exp(G1) = (n− 3k + 2)2. Now we
“blow-up” G1 by replacing each vertex i, i = 1, 2, 3, by k copies of i (preserving
the adjacency relation) (see Fig. 1b). Let G = (V ,E) denote the resulting digraph.
Then G contains n vertices and 3k2 + n− 1 arcs. Also exp(G) = exp(G1) =
(n− 3k + 2)2 since adding copies of vertices does not change the primitivity and the
exponent of a digraph. Letting k = (n− rn+ 2)/3 implies that exp(G) = r2n2
and |E| = (n− rn+ 2)2/3 + n− 1 = (1 − r)2n2/3 + 7n/3 − 4rn/3 + 1/3. This
proves the lower bound for f (n, r).
To prove the upper bound for f (n, r), we now suppose G is a primitive digraph
on n vertices with exp(G)  r2n2  n2/2. By Lemma 1, G contains cycles with
exactly two different lengths, say p and q with p < q. Let Cq be a cycle of length q
in G.
Claim 1. p + q  2√r2n2 − n+ 2.
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By [6, Lemma 3.2, Theorem 3.3], we have
exp(G) 
{
2n+ (p − 1)(q − 2)− 2 if p + q  n,
n+ p(q − 2) if p + q > n.
If p + q  n, then n2/2  exp(G)  2n+ (p − 1)(q − 2)− 2  2n− 2 +
(p + q − 3)2/4  2n− 2 + (n− 3)2/4, a contradiction. Thus p + q > n and
r2n2  exp(G)  n+ p(q − 2)  n+ (p + q − 2)2/4, which implies Claim 1.
Let G \ Cq be the subdigraph of G induced by V (G) \ V (Cq).
Claim 2. G \ Cq is acyclic; that is, it contains no cycle.
Suppose, on the contrary, that G \ Cq contains a cycle C of length p or q. Then
Cq and C are vertex-disjoint, and so p + q  |C| + |Cq |  n, a contradiction to
Claim 1.
Claim 3. For each vertex u in G \ Cq, the total number of in- and out-arcs between
u and Cq is at most 3.
Otherwise suppose, on the contrary, that some vertex u in G \ Cq is adjacent to
s vertices on Cq and is adjacent from t vertices on Cq with s + t  4. If both s  1
and t  1, then the subdigraph induced by V (Cq) ∪ {u} contains cycles with more
than two different lengths, and then so does G, which is a contradiction. If s = 0 or
t = 0, G still contains cycles with more than two different lengths since there exists
a shortest path from u to the cycle Cq and a shortest path from the cycle Cq to u.
This proves Claim 3.
Claim 4. The cycle Cq has at most q chords.
Otherwise, at least two chords originate from the same vertex of Cq , and then
G has 3 cycles with different lengths. (In fact, one can prove that Cq has at most
q − p + 1 chords [5, Theorem 2.2].)
Claim 5. G \ Cq contains as a subdigraph no tournament on 4 vertices.
Suppose, on the contrary, that G \ Cq contains as a subdigraph a tournament on
4 vertices ui , 1  i  4. By Claim 2, this tournament is a transitive tournament [4,
Corollary 5a]; that is, (ui, uj ) ∈ E(G) whenever 1  i < j  4. Let P1 and P2 de-
note a shortest path from Cq to u1 and a shortest path from u4 to Cq , respectively.
(Note that since P1 and P2 are shortest paths, if they intersect, they do so in at most
one vertex. This vertex would be both the beginning of P1 and the end of P2.) By
Claim 2, P1 does not contain u2, u3 or u4, and P2 does not contain u1, u2 or u3.
Let Cl be the cycle of length l formed by the path P1, the arc (u1, u4), the path P2,
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and the path along the cycle Cq from the end of P2 to the start of P1. Then two
more cycles, of lengths l + 1 and l + 2 respectively, can be obtained by replacing
the arc (u1, u4) by the path u1 → u2 → u4 and by the path u1 → u2 → u3 → u4,
respectively. This contradicts the assumption that G contains cycles of exactly two
different lengths.
Claim 6. G \ Cq contains at most (n− q)2/3 arcs.
By Claim 2, the digraph G \ Cq contains no loops or digons. We may consider a
digraph without loops or digons as a undirected graph by replacing each arc by a un-
directed edge. By Claim 5, the corresponding undirected graph of the digraph G \ Cq
contains no K4 as a subgraph. Therefore Claim 6 follows from Turan’s theorem [8,
Theorem 4.1].
By Claims 3, 4 and 6, the digraph G contains at most
(n− q)2/3 + 3(n− q)+ q + q = (n− q)2/3 + 3n− q
arcs. By Claim 1, p + q  2√r2n2 − n+ 2 and q  (p + q + 1)/2  √r2n2 − n+
1.5. So G contains at most(
n−√r2n2 − n− 1.5)2
3
+ 3n−
√
r2n2 − n− 1.5
=
(
n−√r2n2 − n)2
3
+ 2n− 3
4
arcs. This proves the upper bound for f (n, r). Therefore Theorem 1 holds. 
Now we raise the following problem: Find the asymptotic value for f (n, r)/n2
when 0 < r <
√
2/2. We obtain in Theorem 2 a lower bound for the asymptotic
value by constructing a set of primitive digraphs that seem to have the highest number
of arcs. We need some definitions before we state Theorem 2.
The local exponent of G from vertex u to v, denoted exp(G : u, v), is the smallest
integer k such that there is a walk of length l from u to v for all l  k. It is known [2,
Lemma 3.5.1] that exp(G) = maxu,v∈V exp(G : u, v).
Let a1 < a2 < · · · < ap be positive integers. The Frobenius–Schur index,
φ(a1, a2, . . . , ap), is the smallest integer such that the equation x1a1 + x2a2 + · · · +
xpap = l has a solution in non-negative integers x1, x2, . . . , xp for all l 
φ(a1, . . . , ap). The following result is due to Brauer in 1942.
Lemma 2 [1]. Let m be a positive integer. Then,
φ(m,m+ 1, . . . , m+ j) = m ·
⌊m+ j − 2
j
⌋
.
Now we are ready to prove a lower bound for the asymptotic value of f (n, r)/n2.
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Theorem 2. For any real number r, 0 < r < 1,
lim inf
n→+∞
f (n, r)
n2
 max
t : 2t<1/r2+1
t
2(t + 1)
(
1 − r√t − 1)2.
Proof. Again we assume n is sufficiently large, and we avoid the use of floor and
ceiling signs since they are not crucial when we are interested in the asymptotic value
of f (n, r)/n2.
We construct as follows a primitive digraph Gt = (Vt , Et ) for each t , 2 
t < 1/r2 + 1. Let Vt = {i : 1  i  n− (t + 1)(k − 1)} and Et = {(n− (t + 1) ×
(k − 1), 1)} ∪ {(i, i + 1) : 1  i  n− (t + 1)(k − 1)− 1} ∪ {(i, j) : 1  i < j 
t + 1}, where we suppose k  n/(t + 1) and the exact value of k will be decided
later. It is easy to see that
exp(Gt : t, 2) = φ({i : n− (t + 1)k + 2  i  n− (t + 1)(k − 1)})
+ n− (t + 1)k + 3
=
⌊
n− (t + 1)(k − 1)− 2
t − 1
⌋
(n− (t + 1)k + 2)
+ n− (t + 1)k + 3
=
⌊
(n− (t + 1)k)(n− (t + 1)k + 2t)
t − 1
⌋
+ 5
>
(n− (t + 1)k)2
t − 1 ,
where the second equation follows from Lemma 2. Now we “blow-up” Gt by
replacing each vertex i, 1  i  t + 1, by k copies of i (preserving the adjacency
relation). Let G¯t = (V¯t , E¯t ) denote the resulting digraph. Then G¯t contains n verti-
ces and(
t + 1
2
)
k2 + n− (t − 1)k − 1
arcs. Also exp(G¯t ) = exp(Gt ) since adding copies of vertices does not change the
primitivity and the exponent of a digraph. Letting k = (1 − r√t − 1)n/(t + 1) im-
plies that exp(G¯t ) = exp(Gt )  exp(Gt : t, 2) > r2n2 and that
f (n, r)  |E¯t | =
(
t + 1
2
) (1 − r√t − 1)2n2
(t + 1)2 + n− (t − 1)
(1 − r√t − 1)n
(t + 1) − 1
= t
2(t + 1)
(
1 − r√t − 1
)2
n2 + 2
t + 1n+
t − 1
t + 1 r
√
t − 1 n− 1,
from which Theorem 2 follows. 
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To conclude the paper, we raise the following conjecture.
Conjecture 1. For any real number r, 0 < r < 1, limn→+∞ f (n, r)/n2 does exist
and
lim
n→+∞
f (n, r)
n2
= max
t : 2t<1/r2+1
t
2(t + 1)
(
1 − r√t − 1)2.
It is interesting to comment here that
lim
n→+∞ limr→0
f (n, r)
n2
/= lim
r→0 lim infn→+∞
f (n, r)
n2
.
Indeed, limr→0 f (n, r)/n2 = 1 for all n  1, as may be deduced from the follow-
ing fact: if exp(G) = 1, then G is a complete digraph, i.e. (u, v) ∈ E for all verti-
ces u, v ∈ V (possibly u = v). Since exp(G) = r2n2 = 1 means r = 1/n, we have
f (n, 1/n) = n2 for all n  1. Thus f (n, r) = n2 for all r, n with 0 < r < 1/n. This
implies limn→+∞ limr→0 f (n, r)/n2 = 1. We show the next theorem in support of
Conjecture 1.
Theorem 3
lim
r→0 lim infn→+∞
f (n, r)
n2
= 1
2
.
Proof. First, we note that limr→0 lim infn→+∞ f (n, r)/n2 exists, since
lim inf
n→+∞
f (n, r1)
n2
 lim inf
n→+∞
f (n, r2)
n2
 1
for any r1, r2 with 1 > r1  r2 > 0. Let t = 1/r + 1. Then 2  t < 1/r2 + 1. By
Theorem 2,
lim inf
n→+∞
f (n, r)
n2
 t
2(t + 1)
(
1 − r√t − 1)2
 1/r + 1
2(1/r + 2)
(
1 −√r)2,
from which we have
lim
r→0 lim infn→+∞
f (n, r)
n2
 1
2
.
Now we suppose, contrary to the theorem, that the inequality above is strict. Then
there exist some r , 0 < r < 1, and a sufficiently large n (independent of r) such
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that f (n, r) > n2/2. Thus there exists a digraph G = (V ,E) with n vertices such
that exp(G)  r2n2 and |E| > n2/2. Then G contains either a loop or a digon, as
G contains more than n2/2 arcs. By the Dulmage-Mendelsohn bound in [3], we
have r2n2  exp(G)  n+ 2(n− 2), a contradiction since n (independent of r) is
sufficiently large. This completes the proof of Theorem 3. 
The following was suggested by an anonymous referee. As further evidence in
support of Conjecture 1 we reexamine the lower bound for lim infn→+∞ f (n, r)/n2
established in Theorem 2. Consider the maximum value of the function
g(t) = t
2(t + 1)
(
1 − r√t − 1)2, where 2  t < 1/r2 + 1.
The critical points of g(t) are the solutions of the equation
√
t − 1 = r(t2 + 2t − 1).
For r ∈ (0,√1/7], there is one solution in the interval [2, 1/r2 + 1), hence one crit-
ical point of g(t), and it yields a maximum. For r ∈ (√1/7, 1), since √t − 1 
1/r < 7r  r(t2 + 2t − 1), the function g(t) has no critical point and so the max-
imum value of g(t) is achieved when t = 2. For these values of r , the maximum is
(1 − r)2/3. That is, for these values of r , the expression in Conjecture 1 agrees with
that in Theorem 1.
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