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A NEW PROOF OF THE DIMENSION GAP FOR THE GAUSS MAP
NATALIA JURGA
Abstract. In [5], Kifer, Peres and Weiss showed that the Bernoulli measures for the
Gauss map T (x) = 1x mod 1 satisfy a ‘dimension gap’ meaning that for some c > 0,
supp dimµp < 1 − c, where µp denotes the (pushforward) Bernoulli measure for the
countable probability vector p. In this paper we propose a new proof of the dimension
gap. By using tools from thermodynamic formalism we show that the problem reduces to
obtaining uniform lower bounds on the asymptotic variance of a class of potentials.
1. Introduction
Let x ∈ [0, 1] \ Q. It is well known that there exists a sequence {in}n∈N known as the
continued fraction expansion of x that satisfies
x =
1
i1 +
1
i2 +
1
i3 + . . .
.
Continued fractions are closely related to the Gauss map which is defined as T : [0, 1]\Q→
[0, 1] \Q
T (x) =
1
x
mod 1.
Let Σ = NN, Σ∗ denote the set of all words of finite length with entries in N and σ : Σ→ Σ
be the shift map given by σ((in)n∈N) = (in+1)n∈N. Often we will let i denote a point
i = (in)n∈N ∈ Σ. T is ‘coded’ by (Σ, σ) meaning that T ◦Π = Π◦σ where the ‘coding map’
Π : Σ→ [0, 1] \Q is given by
Π(i) = lim
n→∞
T−1i1 ◦ . . . T−1in ([0, 1]) =
1
i1 +
1
i2 +
1
i3 + . . .
.
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2 NATALIA JURGA
It is well known that T has an absolutely continuous invariant probability measure µT
given by
µT (A) =
1
log 2
∫
A
1
1 + x
dx.
By using the coding map Π, we can construct many more T -invariant measures, by ‘pushing
forward’ σ-invariant measures from Σ. In particular, if m is a σ-invariant measure then
µ = m ◦ Π−1 is a T -invariant measure. In this paper we will be focused on pushforward
Bernoulli measures. Given a countable probability vector p = (pn)n∈N, let mp denote
the Bernoulli measure on Σ which satisfies mp([i1 . . . in]) = pi1 . . . pin , where [i1 . . . in] =
{j ∈ Σ : j1 = i1, . . . , jn = in} denotes the cylinder set for the word i1 . . . in. We define
µp = mp ◦ Π−1 and we will also call this a Bernoulli measure.
We will be interested in the Hausdorff dimension of Bernoulli measures, where the
Hausdorff dimension of a Borel probability measure µ is defined as
dimµ = inf{dimA : µ(A) = 1}
where dimA denotes the Hausdorff dimension of the set A. By the work of Walters [11],
µT is the unique absolutely continuous invariant probability measure for T and realises the
supremum
h(µT )−
∫
log |T ′|dµT = sup
µ∈M(T )
{
h(µ)−
∫
log |T ′|dµ :
∫
log |T ′|dµ <∞
}
= 0 (1)
where M(T ) denotes all T -invariant probability measures and h(·) denotes the measure-
theoretic entropy. As a direct consequence of (1) we deduce that for any p for which
h(µp) <∞,
dimµp =
h(µp)
χ(µp)
< 1 (2)
where the formula dim(·) = h(·)
χ(·) is known to hold for all finite entropy ergodic measures
and χ(µp) =
∫
log |T ′|dµp is known as the Lyapunov exponent of µp.
What is not clear from (2) is whether there is a ‘dimension gap’ at 1. We say that there
is a dimension gap if there exists some c > 0 for which
sup
p∈P
dimµp 6 1− c
where P denotes the simplex of all probability vectors. In this paper we will prove the
following result.
Theorem 1.1. There exists c > 0 such that
sup
p∈P
dimµp 6 1− c.
Theorem 1.1 was already proved by Kifer, Peres and Weiss [5] who showed that
sup
p∈P
dimµp 6 1− 10−7. (3)
3We briefly sketch their proof. Given w ∈ Σ∗ and δ > 0 let Γδw be defined by
Γδw =
{
x ∈ (0, 1) : lim sup
n→∞
∣∣∣∣∣ 1n
n−1∑
i=0
1w(T
ix)− µT (Π(w))
∣∣∣∣∣ > δ
}
which is the set of points whose orbits visit the interval Π([w]) with an asymptotic fre-
quency which differs by δ from the one prescribed by µT . By using the ergodic theorem
it is not difficult to show that for some δ0 > 0, dimµp 6 max{dim Γδ01 , dim Γδ011} for all p.
Also define Jn(x) = Π([i1 . . . in]) if x ∈ Π([i1 . . . in]), that is, Jn(x) is the ‘level n’ projected
cylinder that x belongs to, let |Jn(x)| denote the diameter of Jn(x) and consider the set
Eλ =
∞⋂
j=1
∞⋃
n=j
{x ∈ (0, 1) : |Jn(x)| 6 exp(−λn)} (4)
which is the set of points whose orbits ‘frequently’ visit a ‘small’ neighbourhood of 0. Kifer,
Peres and Weiss showed that for some λ0 > 0, dim Eλ0 < 1 which allowed them to reduce
the problem down to finding an upper bound for the dimension of the set of points in Γδ01
and Γδ011 which don’t belong to Eλ0 . They then showed that for any δ > 0,
sup
w∈Σ∗
dim(Γδw \ Eλ0) < 1
which completed the proof.
Another proof of Theorem 1.1 was given by the author and Baker in [1] where it was
shown that there exists a Bernoulli measure µq such that
dimµq = sup
p∈P
dimµp.
Notice that by (2) this immediately implies the existence of a dimension gap, however it
gives no quantitative information about the size of the gap.
In this paper we propose a new proof of the dimension gap. All objects which have been
discussed so far have some interpretation in the language of thermodynamic formalism; for
instance µT and µp are Gibbs measures, the dimension can typically be written in terms
of the entropy, and the variational principle (1) describes the existence and uniqueness of
a measure of maximal dimension. Therefore, it is a natural question to ask what is the
meaning of a dimension gap within the framework of thermodynamic formalism. As a
consequence of the new proof that is given in this paper we demonstrate that a dimension
gap corresponds to the existence of uniform lower bounds for the asymptotic variance of a
class of potentials. This is of particular interest since this appears to be a rare example of
an application of lower bounds for the variance. We remark that while our approach does
give some information about the size of the gap, since it does not improve on [5] we will
not make it explicit in order to keep our arguments concise.
Throughout the paper we will assume that if h(µp) = −
∑
n∈N pn log pn < ∞ then the
entries (pn)n∈N of the probability vector p are decreasing and satisfy pn = O( 1n2 ) (meaning
that there exists a constant K > 0 such that pn 6 Kn2 for all n). To see that we can
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make the first assumption, suppose that for some k ∈ N, pk+1 < pk. Define p′ to be the
probability vector given by
p′n = pn if n /∈ {k, k + 1}
p′n =
pk+pk+1
2
if n ∈ {k, k + 1}.
Then since h(µp′) > h(µp) and χ(µp′) < χ(µp) (see for instance [1, Lemma 3.5]), it follows
that dimµp′ > dimµp. We can make the second assumption since given any probability
vector p and any ε > 0, we can choose some probability vector q with the property that
qn = 0 for all n sufficiently large whose dimension ‘approximates’ the dimension of µp,
that is, | dimµq − dimµp| < ε (see for instance [1, Proposition 3.6]). Since µq is finitely
supported, trivially qn = O(
1
n2
). Therefore it is sufficient to consider probability vectors
that satisfy both assumptions on their weights.
Throughout this paper we denote
ψ =
1
|T ′(z1)| 14
∈ (0, 1). (5)
Morally there are similarities with [5] in the way in which the new proposed proof will
be organised. To be precise, while Kifer, Peres and Weiss showed that it was enough to
consider the dimension of the set of points in Γδ01 and Γ
δ0
11 which did not belong to Eλ0 ,
we’ll show that it is actually sufficient to study the dimension of Bernoulli measures whose
probability vectors satisfy the following hypothesis for some constant 0 < ε < ψ < 1.
Hypothesis 1.2. The probability vector p satisfies −∑ pn log pn < ∞ and additionally
either
(a) p1, p2 > ε or
(b) p1 > ψ.
In particular, we’ll show that there exists c > 0 and 0 < ε < ψ < 1 such that whenever
p does not satisfy Hypothesis 1.2 for this choice of ε then dimµp < 1− c. Essentially this
is down to the fact that if Hypothesis 1.2 is not satisfied, µp must assign a lot of mass to
a small neighbourhood of 0 (since the entries pn are decreasing) which allows us to bound
the dimension of the measure directly from the fact that the Lyapunov exponent is forced
to be large.
Consequently this allows us to restrict our attention to p which satisfy Hypothesis 1.2.
Fixing such p, by using tools from thermodynamic formalism we will show that we can
relate dimµp to the derivative of a particular function βp(t) at t = 1. By using the
properties of βp we will show that the problem reduces to obtaining a lower bound on
β′′p(t) which holds uniformly for all t belonging to a compact interval and all p which
satisfy Hypothesis 1.2. In turn, this reduces to studying lower bounds on the asymptotic
variance of a particular class of potentials, which comprises the main body of work in this
paper.
The paper is organised as follows. In section 2 we provide some preliminaries, including
the necessary tools from thermodynamic formalism and some useful properties of the Gauss
map. In section 3 we will show that there exist some constants c, ε0 > 0 such that if
5h(µp) < ∞ and p does not satisfy Hypothesis 1.2 for ε = ε0 or if h(µp) = ∞ then
dimµp < 1 − c. In particular, this will allow us to assume that Hypothesis 1.2 holds for
ε = ε0 for the remainder of the paper. In section 4 we obtain a bound on the dimension of
measures which satisfy Hypothesis 1.2 (for ε = ε0). In section 5 we tie the last two sections
together to provide a proof of Theorem 1.1. Finally in section 6 we discuss a generalisation
of Theorem 1.1.
2. Preliminaries
2.1. Symbolic coding. Let Σ, Σ∗, σ, Π be defined as before. For i ∈ Σ∗ let |i| denote the
length of the word i. For i, j ∈ Σ let i∧ j ∈ Σ∪Σ∗ denote the longest initial block common
to both i and j. We equip Σ with the metric d given by d(i, j) = exp(−|i∧ j|) if |i∧ j| <∞
and d(i, j) = 0 otherwise. Given i = (in)n∈N ∈ Σ, we let i|n = i1 . . . in denote the finite
word obtained by truncating i after n digits. Given i1 . . . in ∈ Σ∗ let (i1 . . . in)∞ denote the
unique periodic point i ∈ Σ of period n for which i|n = i1 . . . in. Given a finite word i1 . . . in,
denote Ii1...in = Π([i1 . . . in]). Note that since In = [ 1n+1 , 1n), |In| = 1n(n+1) = O( 1n2 ).
2.2. Function spaces on [0, 1]. Let C([0, 1]) denote all continuous functions f : [0, 1]→
R. Let
[f ]1 = sup
x 6=y
|f(x)− f(y)|
|x− y|
denote the Lipschitz constant of a function f : [0, 1]→ R. We say that f is Lipschitz (con-
tinuous) if [f ]1 <∞. Let C0,1([0, 1]) denote the space of all bounded Lipschitz continuous
functions and equip this with the norm ‖·‖0,1 = [·]1 + ‖·‖∞.
We say that a potential f : [0, 1] → R is locally Ho¨lder if there exist constants C > 0
and 0 < α < 1 such that for all n > 1 the variations varn(f) decay exponentially:
varn(f) = sup
i1...in∈Nn
{|f(x)− f(y)| : x, y ∈ Ii1,...,in} 6 Cαn. (6)
Note that f being locally Ho¨lder does not necessarily imply that it is bounded. We define
Hα =
{
f : [0, 1]→ R : f is bounded and sup
n
varn(f)
αn
<∞
}
and denote the space of all bounded locally Ho¨lder functions byH = ∪0<α<1Hα. If f ∈ Hα,
define the seminorm [f ]α to be the smallest constant C that one can take in (6) and we
equip Hα with the norm ‖·‖α = [·]α + ‖·‖∞.
We say that a locally Ho¨lder potential f : [0, 1]→ R is summable if∑
n∈N
exp(sup f |In) <∞. (7)
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2.3. Thermodynamic formalism. We can define the topological pressure of a potential
g as follows.
Definition 2.1 (Topological pressure). Let g : [0, 1] → R be a locally Ho¨lder potential.
Then the pressure of g is given by
P (g) = lim
n→∞
1
n
log
( ∑
x:Tnx=x
exp(Sng(x))
)
where Sng(x) denotes the Birkhoff sum Sng(x) = g(x) + . . . g(T
n−1x).
In general, the pressure of g can either be finite or infinite, but if g is summable then
P (g) <∞.
Given a locally Ho¨lder potential g : [0, 1] → R, we say that a measure µg is a Gibbs
measure for g if there exist constants C,P > 0 such that for all n ∈ N, i ∈ Σ∗ and x ∈ Ii,
C−1 6 µg(Ii)
exp(Sng(x)− nP ) 6 C. (8)
Note that we do not require µg to be invariant.
By [8, Corollary 2.10] we know about the existence of T -invariant Gibbs measures.
Proposition 2.2 (Existence of Gibbs measures). Let g : [0, 1] → R be a locally Ho¨lder
summable potential. Then there exists a unique T -invariant (probability) Gibbs measure µg
for g. Moreover, the constant P in (8) is given by P = P (g).
Gibbs measures have a useful characterisation via the Ruelle-Perron-Frobenius theorem,
see [8, Corollary 2.10].
Proposition 2.3 (Ruelle-Perron-Frobenius theorem). Let g : [0, 1]→ R be a locally Ho¨lder
potential with P (g) = 0 and let Lg : H → H be the transfer operator given by
Lgf(x) =
∑
Ty=x
exp(g(y))f(y).
Then there exists a unique (positive) eigenfunction Lgh = h and a unique eigenmeasure
L∗gµ˜ = µ˜, where L∗g denotes the dual of Lg. Moreover µ˜ is a Gibbs measure for g. Let
Mg : H → H be the normalised operator defined by
Mgf(x) = 1
h(x)
∑
Ty=x
h(y) exp(g(y))f(y)
so that Mg1 = 1. Then dµ = hdµ˜ is the unique T -invariant Gibbs measure for g and
M∗gµ = µ.
Given u ∈ H we call u− u ◦ T a coboundary. We say that two locally Ho¨lder functions
f, g : [0, 1]→ R are cohomologous (denoted by f ∼ g) if there exists some function u ∈ H
such that
f = g + u− u ◦ T.
72.4. Regularity of T . It is easy to check that for all x ∈ [0, 1], |(T 2)′(x)| > 9
4
. That
means that although T is itself not uniformly expanding, the second iterate T 2 is. Since
T ′(x) = −x−2 and T ′′(x) = 2x−3 it follows easily that
sup
n∈N
sup
x,y,z∈In
∣∣∣∣ T ′′(x)T ′(y)T ′(z)
∣∣∣∣ = 16. (9)
Consequently, one can use (9) to show that − log |T ′| is locally Ho¨lder; in particular
− log |T ′| ∈ H 2
3
. Throughout the rest of the paper we fix α = 2
3
. A consequence of
the Ho¨lder regularity of − log |T ′| is the following useful bounded distortion property, see
for instance [3, §7.4 Lemma 2].
Proposition 2.4 (Bounded distortion property). There exists some C > 0 such that for
all n ∈ N, i1 . . . in ∈ Σ∗ and x, y ∈ Ii1...in,
C−1 6 (T
n)′(x)
(T n)′(y)
6 C.
In particular for any x ∈ Ii1...in,
C−1 6 |(T
n)′(x)|
|Ii1...in|−1
6 C.
3. Measures that do not satisfy Hypothesis 1.2
In this section we show that there exists some c, ε > 0 such that if p does not satisfy
Hypothesis 1.2 for this choice of ε, then dimµp < 1− c.
Given λ > 0 recall that Eλ was defined to be
Eλ =
∞⋂
j=1
∞⋃
n=j
{x ∈ (0, 1) : |Jn(x)| 6 exp(−λn)} . (10)
For 1
2
< s < 1 we denote
κ(s) = log
(
sup
x∈(0,1)
∑
n∈N
1
|T ′(T−1n x)|s
)
<∞. (11)
By [5, Theorem 4.1], for any λ > 0 and 1
2
< s < 1
dim Eλ 6 s+ κ(s)
λ
. (12)
We begin by using (12) to show that any measure with infinite entropy (and therefore
infinite Lyapunov exponent) will have dimension at most 1
2
.
Lemma 3.1. Let µp be a Bernoulli measure such that h(µp) =∞. Then
dimµp 6
1
2
.
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Proof. Let h(µp) =∞. Then χ(µp) =∞. Thus for µp almost every x,
lim inf
n→∞
1
n
n−1∑
k=0
log |T ′(T k(x))| =∞.
Fix λ > 0. Then for µp almost every x
1
n
n−1∑
k=0
log(T ′(T k(x))) > 2λ (13)
for all n sufficiently large. By rearranging (13) we obtain that for all x that satisfy (13),
there exists a subsequence nk such that
|(T nk)′(x)|−1 < exp(−2λnk)
for all k ∈ N. By Proposition 2.4 this implies that
|Jnk(x)| 6 C|(T nk)′(x)|−1 6 C exp(−2λnk) 6 exp(−λnk)
along the subsequence nk, provided λ is sufficiently large. Therefore x ∈ Eλ which implies
that µp(Eλ) = 1 since we were considering x that belong to a set of full measure.
Let 1
2
< s < 1. By (12), dim Eλ 6 s + κ(s)λ . Since µp(Eλ) = 1 for all λ, it follows that
dimµp 6 s+ κ(s)λ where κ(s) is given by (11). Since s can be chosen arbitrarily close to
1
2
and λ can be chosen to be arbitrarily large, the result follows. 
We can use similar ideas to consider measures with finite entropy whose associated
probability vectors do not satisfy Hypothesis 1.2.
Lemma 3.2. Fix 1
2
< s0 < 1. Let λ0 > 0 such that s0 +
κ(s0)
λ0
< 1. Then there exists ε0 > 0
such that if h(µp) <∞ and p does not satisfy Hypothesis 1.2 for ε = ε0 then
dimµp 6 s0 +
κ(s0)
λ0
.
Proof. Fix λ0 sufficiently large that s0 +
κ(s0)
λ0
< 1. Fix N sufficiently large that
1− ψ
2
inf
x∈IN
log |T ′(x)| > 2λ0,
where ψ was defined in (5). Fix ε0 sufficiently small that ε0 <
1−ψ
2N
. Since the pn are
decreasing it follows that
∑∞
n=N+2 pn > 1− ψ −Nε0. Thus since ε0 < 1−ψ2N ,∫
log |T ′|dµp > 1− ψ
2
inf
x∈IN
log |T ′(x)| > 2λ0.
As in the proof of Lemma 3.1 this implies that µp almost every x belongs to Eλ0 and
therefore dimµp 6 s0 + κ(s0)λ0 . 
94. Measures that satisfy Hypothesis 1.2
Throughout this section we fix ε = ε0 given by Lemma 3.2 and we fix a probability
vector p that satisfies the following hypothesis.
Hypothesis 4.1. The probability vector p satisfies that dimµp >
3
4
and additionally either
(a) p1, p2 > ε or
(b) p1 > ψ.
If p satisfies Hypothesis 4.1 we may also say that µp satisfies Hypothesis 4.1. Note that by
Lemma 3.1, dimµp >
3
4
implies that h(µp) <∞ and so Hypothesis 4.1 is slightly stronger
than Hypothesis 1.2 (in particular, if p satisfies Hypothesis 1.2 then either dimµp 6 34 or
p satisfies Hypothesis 4.1). Also, since h(µp) < ∞ we have dimµp = h(µp)χ(µp) . To make our
arguments clearer we also assume that pn > 0 for all n, although the proof could be easily
adapted without this extra assumption.
The main result in this section is that we can obtain a uniform upper bound on the
dimension of any measure µp whose probability vector satisfies Hypothesis 4.1.
Lemma 4.2. There exists η1 > 0 such that for any µp that satisfies Hypothesis 4.1,
dimµp 6 1− η1.
The method used in this section is based on an approach which was proposed by
Kessebo¨hmer, Stratmann and Urban´ksi and was outlined in a talk given by Kessebo¨hmer
in [4].
For a fixed probability vector p define the Bernoulli potential fp : [0, 1] \Q → (−∞, 0]
by
fp =
∑
n∈N
log pn1In .
Notice that fp is the Gibbs potential for the Bernoulli measure µp. We are now ready
to introduce the function βp.
Definition 4.3. Fix a probability vector p that satisfies Hypothesis 4.1. We can define the
function βp : [0, 1]→ [0, 1] where βp(t) is defined implicitly as the solution to
P (−βp(t) log |T ′|+ tfp) = 0. (14)
Note that it is not immediately obvious that βp should be well-defined; this fact will
follow from Proposition 4.4.
We denote the function that appears inside the pressure in (14) by gp,t : [0, 1] \Q→ R
gp,t = −βp(t) log |T ′|+ tfp. (15)
By Proposition 8 we know that there exists a unique invariant Gibbs measure for gp,t which
we will denote by µp,t.
The function βp will be the object of our focus throughout this section. In the following
proposition we summarise its important properties.
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Figure 1. A typical graph of βp(t).
Proposition 4.4. The function βp : [0, 1]→ [0, 1] satisfies the following properties:
(1) βp(t) is convex and decreasing on [0, 1].
(2) βp(0) = 1 and βp(1) = 0.
(3) βp(t) is analytic for t ∈ [0, 1]. Moreover the first derivative of βp (with respect to
t) is given by
β′p(t) =
− ∫ fpdµp,t∫
log |T ′|dµp,t (16)
(so in particular dimµp = |β′p(1)|) and the second derivative is given by
β′′p(t) =
σ2µp,t(−β′p(t) log |T ′|+ fp)∫
log |T ′|dµp,t (17)
where the variance σ2µp,t(−β′p(t) log |T ′|+ fp) is given by
σ2µp,t(fp,t) =
∫
f 2p,tdµp,t + 2
∞∑
n=1
(∫
fp,t · fp,t ◦ T ndµp,t
)
. (18)
Moreover, these properties determine the graph of βp(t); see Figure 1.
Proof. It is easy to see that βp is decreasing, since
P (−βp(t) log |T ′|+ tfp) = lim
n→∞
1
n
log
( ∑
i1,...in∈Nn
(pi1 . . . pin)
t
|(T n)′(Π((i1 . . . in)∞))|βp(t)
)
.
11
To see that βp is convex, notice that for any n ∈ N, and a, u, t ∈ (0, 1)∑
i1,...,in∈Nn
pati1 . . . p
at
in
|(T n)′(Π((i1 . . . in)∞))|aβp(t)
p
(1−a)u
i1
. . . p
(1−a)u
in
|(T n)′(Π((i1 . . . in)∞))|(1−a)βp(u) 6( ∑
i1,...,in∈Nn
pti1 . . . p
t
in
|(T n)′(Π((i1 . . . in)∞))|βp(t)
)a( ∑
i1,...,in∈Nn
pui1 . . . p
u
in
|(T n)′(Π((i1 . . . in)∞))|βp(u)
)1−a
by Ho¨lder’s inequality. Therefore
P (−(aβp(t) + (1− a)βp(u)) log |T ′|+ (at+ (1− a)u)fp)
6 aP (−βp(t) log |T ′|+ tfp) + (1− a)P (−βp(u) log |T ′|+ ufp) = 0.
Therefore it follows that βp(at + (1 − a)u) 6 aβp(t) + (1 − a)βp(u) since when t is fixed,
P (−b log |T ′|+ tfp) is decreasing in b.
For the second part, by using Proposition 2.4 it is easy to see that P (− log |T ′|) = 0
which implies that βp(0) = 1. Similarly it is easy to see that P (fp) = 0 thus it follows that
βp(1) = 0.
To prove the third part, we begin by showing that βp is analytic in a neighbourhood of
1. Let r < 1
2
. By Proposition 2.4 and the fact that pn = O(
1
n2
),∑
n∈N
p1−rn = O
(∑
n∈N
1
n2(1−r)
)
and therefore is a finite sum. Let (t, b) ∈ [1 − r
2
, 1 + r
2
] × [− r
2
, r
2
]. Then since pn = O(
1
n2
)
there exists a constant K > 0 such that
P (−b log|T ′|+ tfp)
6 lim
n→∞
1
n
log
( ∑
i1...in∈Nn
(pi1 . . . pin)
1− r
2 |(T n)′(Π(i1 . . . in)∞)| r2
)
6 lim
n→∞
1
n
log
( ∑
i1...in∈Nn
(pi1 . . . pin)
1−r(pi1 . . . pin)
r
2 (|Ii1 | . . . |Iin|)−
r
2Cn
r
2
)
6 lim
n→∞
1
n
log
( ∑
i1...in∈Nn
(pi1 . . . pin)
1−rKnCn
r
2
)
=
r
2
logC + logK + log
(∑
n∈N
p1−rn
)
<∞
where the second inequality follows by Proposition 2.4. Therefore, by [7, Theorem 2.6.12]
P (−b log |T ′| + tfp) is analytic for all (t, b) ∈ [1 − r2 , 1 + r2 ] × [− r2 , r2 ] and by the implicit
function theorem βp(t) is analytic for all t ∈ (1− r2 , 1+ r2). We will return to show that βp is
analytic on the whole interval [0, 1] after verifying that (16) holds for any t ∈ (1− r
2
, 1 + r
2
)
(and indeed for all t at which βp(t) is analytic).
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To verify (16) we follow the arguments of Ruelle [9]. Fix t such that βp is analytic at t.
We differentiate (14) and apply [7, Proposition 2.6.13] and the implicit function theorem
to deduce that
−β′p(t)
∫
log |T ′|dµp,t +
∫
fpdµp,t = 0. (19)
In particular, since βp(1) = 0, it follows that µp,1 = µp and therefore
dimµp =
h(µp)
χ(µp)
= −
∫
fpdµp,1∫
log |T ′|dµp,1 = −β
′
p(1) = |β′p(1)|.
Using this we can now show that in fact βp(t) is analytic for all t ∈ [0, 1]. By Hypothesis
4.1 |β′p(1)| = dimµp > 12 , therefore it follows by convexity of βp that βp(t) > 12(1− t) for
all t ∈ [0, 1]. In particular for all t ∈ [0, 1]
βp(t) + t > βp(t) +
1
2
t >
1
2
. (20)
Fix t and choose ε sufficiently small so that βp(t) + t − 2ε > 12 . Then for all (u, b) ∈
(t− ε, t+ ε)× (βp(t)− ε, βp(t) + ε),
P (−b log |T ′|+ ufp) = lim
n→∞
1
n
log
(∑
i∈Nn
pui
|(T n)′(Π((i)∞))|b
)
6 C ′ + log
(∑
n∈N
1
n2(b+u)
)
<∞
where C ′ is a constant coming from Proposition 2.4 and the fact that pn = O( 1n2 ), and the
final inequality is because b+ u > βp(t) + t− 2ε > 12 .
By the implicit function theorem and [7, Theorem 2.6.12], βp(t) is analytic for all t ∈
[0, 1], and the derivative β′p(t) satisfies (16) by the same arguments as before.
To verify (17) we differentiate (19) to obtain
β′′p(t)
∫
log |T ′|dµp,t + β′p(t)
d
(∫
log |T ′|dµp,t
)
dt
− d
(∫
fpdµp,t
)
dt
= 0.
By [7, Proposition 2.6.14],
d
(∫
log |T ′|dµp,t
)
dt
= σ2µp,t(−β′p(t) log |T ′|+ fp, log |T ′|)
and
d
(∫
fpdµp,t
)
dt
= σ2µp,t(−β′p(t) log |T ′|+ fp, fp)
and therefore
β′′p(t) =
σ2µp,t(−β′p(t) log |T ′|+ fp)∫
log |T ′|dµp,t > 0. (21)
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By (19), µp,t(−β′p(t) log |T ′|+fp) = 0 for all p and t (where µp,t(f) denotes
∫
fdµp,t), thus
σ2µp,t(fp,t) is given by (18).

By rewriting dimµp as the absolute value of the derivative of βp at 1, we are now able
to exploit the tools of calculus to find an upper bound on |β′p(1)| = dimµp. In particular
we are interested in showing that βp is ‘uniformly convex’ in some compact interval of t.
Therefore we need to obtain lower bounds on β′′p(t) which are uniform over all p which
satisfy Hypothesis 4.1 and all t belonging to some compact interval.
From now on we shall denote fp,t : [0, 1] \Q→ R by
fp,t = −β′p(t) log |T ′|+ fp. (22)
By (21), we are interested in finding an upper bound for the Lyapunov exponent χ(µp,t)
and a lower bound for the variance σ2µp,t(fp,t) which henceforth we will denote by σ
2
p,t(fp,t).
The Lyapunov exponent is not difficult to estimate from above, but we will delay this until
Lemma 4.19. Instead, our primary focus will be obtaining a lower bound for the variance.
It is well known that the variance satisfies
σ2p,t(fp,t) =
∫
f˜ 2p,tdµp,t + 2
∞∑
n=1
(∫
f˜p,t · f˜p,t ◦ T ndµp,t
)
(23)
for any function f˜p,t which is cohomologous to fp,t. The second term on the right hand side
of (23) is what makes it difficult to study lower bounds on the variance. Therefore, our aim
is to find a coboundary Up,t−Up,t ◦T such that if we substitute f˜p,t = fp,t +Up,t−Up,t ◦T
into (23) then the right hand term will vanish. Therefore, in the first part of this section we
introduce a family of transfer operators which will aid us towards obtaining the appropriate
function Up,t for which σ
2
p,t(fp,t) =
∫
f˜ 2p,tdµp,t. To this end, we introduce a family of transfer
operators.
Definition 4.5. For a fixed p and t we define the bounded linear operator Lp,t : H → H
by
Lp,tw(x) =
∑
Ty=x
exp(gp,t(y))w(y).
Note that this can be written alternatively as
Lp,tw(x) =
∑
n∈N
exp(gp,t(T
−1
n x))w(T
−1
n x).
Notice that each operator in the family above is well-defined since∑
n∈N
exp(gp,t(T
−1
n x)) =
∑
n∈N
ptn
|T ′(T−1n x)|βp(t)
<∞.
It will be more convenient for us to work with the normalised transfer operator.
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Proposition 4.6. There exists a normalised operator Mp,t : H → H given by
Mp,tw = h−1p,tLp,t(hp,tw)
such that Mp,t1 = 1, where hp,t is the unique fixed point of Lp,t. Equivalently Mp,tw =∑
Ty=x exp(g˜p,t(y))w(y) where g˜p,t = gp,t + hp,t − hp,t ◦ T . Moreover, M∗p,tµp,t = µp,t and
dµp,t = hp,tdµ˜p,t where L∗p,tµ˜p,t = µ˜p,t.
Proof. This is essentially a restatement of Proposition 2.3. 
When seeking upper estimates on the variance, the second term on the right hand side
in (23) can easily be dealt with, for instance one can bound it above by knowing an explicit
rate for the decay of the correlation functions. However, when one is interested in lower
estimates, this term makes the variance difficult to bound from below. Since (23) holds for
any f˜p,t which is cohomologous to fp,t, it would be useful if we could find some f˜p,t ∼ fp,t
for which ∫
f˜p,t · f˜p,t ◦ T ndµp,t = 0
for all n ∈ N. Since M∗p,tµp,t = µp,t and Mnp,t(f˜p,t · f˜p,t ◦ T n) = f˜p,tMnp,t(f˜p,t) we can
rewrite the above as∫
f˜p,t · f˜p,t ◦ T ndµp,t =
∫
Mnp,t(f˜p,t · f˜p,t ◦ T n)dµp,t
=
∫
f˜p,t · Mnp,t(f˜p,t)dµp,t = 0.
Writing f˜p,t = fp,t + Up,t − Up,t ◦ T for some coboundary Up,t − Up,t ◦ T , it transpires that
the property we want is Mp,t(fp,t + Up,t − Up,t ◦ T ) = 0. This leads us to the following
definition for Up,t, which we now fix.
Definition 4.7. Define Up,t : [0, 1] \Q→ R by
Up,t =
∞∑
n=1
Mnp,t (fp,t)
and f˜p,t : [0, 1] \Q→ R by
f˜p,t = fp,t + Up,t − Up,t ◦ T.
It will be a consequence of Lemma 4.11 that Up,t ∈ Hα (although it is already not difficult
to see this: it is easy to show thatMp,tfp,t ∈ Hα, and therefore by [7, Theorem 2.4.6] one
can deduce that ‖Mnp,tfp,t‖α decays exponentially fast in n). As suggested above, it turns
out that this definition for Up,t fits our purposes.
Lemma 4.8. For all p and t,
Mp,t(f˜p,t) =Mp,t(fp,t + Up,t − Up,t ◦ T ) = 0.
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Proof. It follows from definition that
Mp,t(f˜p,t) = Mp,t(fp,t) +Mp,t(Up,t)−Mp,t(Up,t ◦ T )
= Mp,t(fp,t) +
∞∑
n=2
Mnp,t(fp,t)−
∞∑
n=2
Mnp,t(fp,t ◦ T )
=
∞∑
n=1
Mnp,t(fp,t)−
∞∑
n=2
Mnp,t(fp,t ◦ T )
=
∞∑
n=1
Mnp,t(fp,t)−
∞∑
n=2
Mn−1p,t (Mp,t(fp,t ◦ T ))
=
∞∑
n=1
Mnp,t(fp,t)−
∞∑
n=2
Mn−1p,t (fp,t · Mp,t(1))
= 0.

As an immediate corollary to the above, we can write the variance as a single integral
as we intended.
Corollary 4.9. We can write
σ2p,t(fp,t) =
∫
f˜ 2p,tdµp,t.
Proof. By (23)
σ2p,t(fp,t) =
∫
f˜ 2p,tdµp,t + 2
∞∑
n=1
∫
f˜p,t · f˜p,t ◦ T ndµp,t.
Therefore,
σ2p,t(fp,t) =
∫
f˜ 2p,tdµp,t + 2
∞∑
n=1
∫
f˜p,t · f˜p,t ◦ T ndµp,t
=
∫
f˜ 2p,tdµp,t + 2
∞∑
n=1
∫
Mnp,t(f˜p,t · f˜p,t ◦ T n)dµp,t
=
∫
f˜ 2p,tdµp,t + 2
∞∑
n=1
∫
f˜p,t · Mnp,t(f˜p,t)dµp,t
=
∫
f˜ 2p,tdµp,t
since Mnp,t(f˜p,t) = 0 for all n ∈ N. 
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Now that we have managed to find a cohomologous function f˜p,t ∼ fp,t with the property
that σ2p,t(fp,t) =
∫
f˜ 2p,tdµp,t, we can shift our focus to estimating
∫
f˜ 2p,tdµp,t in a uniform
way.
Let I = [1
8
, 1
4
] and notice that for all t ∈ I,
βp(t) > βp
(
1
4
)
=
βp(
1
4
)
1− 1
4
·
(
1− 1
4
)
> 3
4
|β′p(1)| >
9
16
(24)
since βp is convex and dimµp > 34 . Let Z be a finite set of periodic points of T . Suppose
there exist constants c1 and c2 such that for all p and t ∈ I,
(1) there exists a periodic point z ∈ Z of period n such that 1
n
|Snf˜p,t(z)| > c1,
(2) [f˜p,t]α 6 c2.
Then we can bound
∫
f˜ 2p,tdµp,t from below by a ‘strip’ of the integral which is determined
by an interval centred at an appropriate point z′ in the orbit of z = Π(i) for which
|f˜p,t(z′)| > c1. We simply need to make the interval width sufficiently small so that f˜p,t
remains large within the interval, which we can do by using the Ho¨lder properties of f˜p,t.
In particular if m is large enough that αm 6 c1
2c2
then for any y ∈ Ii|m ,
|f˜p,t(y)− f˜p,t(z)| 6 c1
2
so it follows that for all y ∈ Ii|m , |f˜p,t(y)| > c12 . Therefore
σ2p,t(fp,t) =
∫
f˜ 2p,tdµp,t >
c21
4
µp,t(Ii|m). (25)
Therefore we see that a uniform lower bound on σ2p,t(fp,t) depends on the following three
lemmas. In what follows each statement holds uniformly for all p that satisfy Hypothesis
4.1 and all t ∈ I.
Lemma 4.10. Given i ∈ Σ∗ let zi denote the periodic point for T given by zi = Π((i)∞).
There exists a uniform constant c1 independent of p and t such that for any t and p, there
exists z ∈ {z1, z2, z12} for which ∣∣∣∣12S2f˜p,t(z)
∣∣∣∣ > c1.
Moreoever, for any p which satisfies p1 > ψ, |fp,t(z1)| > c1.
Lemma 4.11. The function Up,t ∈ C0,1([0, 1]) for all t and p. Moreover, there exists a
uniform constant c2 such that [f˜p,t]α 6 c2.
Lemma 4.12. There exists c3 > 0 such that for any p and t,
c−13
(pi1 · · · pin)t
|T ′(z) · · ·T ′(T n−1z)|βp(t) 6 µp,t(Ii1...in) 6 c3
(pi1 · · · pin)t
|T ′(z) · · ·T ′(T n−1z)|βp(t)
for any n ∈ N, i1 . . . in ∈ Nn and z ∈ Ii1...in.
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In particular, if Lemmas 4.10 - 4.12 hold then for each p and t one can find z ∈
{z1, z2, z12, z21} for which |fp,t(z)| > c1. Therefore, by fixing m sufficiently large that
αm 6 c1
2c2
it follows that
σ2p,t(fp,t) >
c21
4
c−13
ε
m
4
9m
for all t ∈ I and p that satisfy Hypothesis 4.1.
4.1. Proof of Lemma 4.10. We begin by proving Lemma 4.10. Essentially this boils
down to two key observations. Firstly observe that Snf˜p,t(z) = Snfp,t(z) for any periodic
point z = T nz since fp,t and f˜p,t are cohomologous. Secondly observe that by the non-
linearity of T , − log |T ′| is not locally constant whereas fp is. In particular, this means
that ∣∣∣∣log T ′(z1)T ′(z2)T ′(z12)T ′(z21)
∣∣∣∣ 6= 0.
Proof of Lemma 4.10. Fix t and p = (p1, p2, . . .). Recall that by the convexity of βp,
|β′p(t)| > |β′p(1)| = dimµp > 34 . Put
c11 =
1
8
∣∣∣∣log T ′(z1)T ′(z2)T ′(z12)T ′(z21)
∣∣∣∣ > 0.
Without loss of generality we can assume that both
|fp,t(z1)| = | − β′p(t) log |T ′(z1)|+ log p1| < c11 (26)
and
|fp,t(z2)| = | − β′p(t) log |T ′(z2)|+ log p2| < c11 (27)
since otherwise we are done. We will show that this forces |1
2
S2fp,t(z12)| > c11, which will
complete the proof.
By (26) and (27) it follows that
1
2
| − β′p(t) log |T ′(z1)T ′(z2)|+ log p1p2| 6 c11.
Moreover
4|β′p(t)|c11 =
|β′p(t)|
2
∣∣∣∣log T ′(z1)T ′(z2)T ′(z12)T ′(z21)
∣∣∣∣
6 1
2
∣∣−β′p(t) log |T ′(z1)T ′(z2)|+ log p1p2∣∣
+
1
2
∣∣−β′p(t) log |T ′(z12)T ′(z21)|+ log p1p2∣∣
6 1
2
∣∣−β′p(t) log |T ′(z12)T ′(z21)|+ log p1p2∣∣+ c11.
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Therefore
1
2
∣∣−β′p(t) log |T ′(z12)T ′(z21)|+ log p1p2∣∣ > 4|β′p(t)|c11 − c11 > 2c11
where the final inequality is because |β′p(t)| > 34 .
Next, put c12 =
1
2
log |T ′(z1)|. Recall that by definition of ψ in (5), if p1 > ψ this implies
log p1 > −14 log |T ′(z1)|. Therefore, since −β′p(t) > 34 it follows that
|fp,t(z1)| > 3
4
log |T ′(z1)| − 1
4
log |T ′(z1)| = 1
2
log |T ′(z1)| = c12.
Finally, putting c1 = min{c11, c12} we complete the proof. 
4.2. Proof of Lemma 4.11. In this section we will prove Lemma 4.11. By [7, Theorem
2.4.6] we know that for each p and t there exist constants cp,t > 0, 0 < ρp,t < 1 such that
for all f ∈ Hα with µp,t(f) = 0,
‖Mnp,tf‖α 6 cp,tρnp,t‖f‖α.
We would like to prove a uniform (in p and t) version of the above property. In fact we
will work with the Lipschitz norm instead, and show that we can choose uniform c4 > 0,
0 < ρ < 1 such that for all p and t and f ∈ C0,1([0, 1]) with µp,t(f) = 0,
‖Mnp,tf‖0,1 6 c4ρn‖f‖0,1. (28)
To do this we will make use of ‘Hilbert-Birkhoff cone theory’ [6, 10] which provides techno-
logy that yields particularly explicit estimates for the rate of decay of norms under transfer
operators, which will allow us to verify that a uniform property such as (28) holds. The
result will then follow by obtaining upper bounds on ‖Mp,tfp,t‖0,1 and ‖M2p,tfp,t‖0,1.
We begin this section by summarising the tools from Hilbert-Birkhoff cone theory and
how these can be applied to transfer operators. For more details the reader is directed to
[6, 10]. For a > 0 define
Ca =
{
w ∈ C([0, 1]) : w > 0 and w(x) 6 ea|x−y|w(y)} .
Then Ca is a closed convex cone; this means that λw ∈ Ca and w1 + w2 ∈ Ca for all λ > 0
and all w,w1, w2 ∈ Ca. We can define a partial ordering  on V by
v  w ⇔ w − v ∈ Ca ∪ {0}.
Moreover, using this partial ordering one can define the projective metric Θ on Ca; we
will not actually require an explicit characterisation of this metric but it is defined and
discussed in [10, Proposition 2.2 and Example 2.3]. The following proposition follows from
[10, Propositions 2.3 and 2.5].
Proposition 4.13. Let L : C([0, 1]) → C([0, 1]) be a linear operator and Ca be the cone
as defined in (29), equipped with the projective metric Θ. Suppose there exists a > 0 and
λ ∈ (0, 1) such that L(Ca) ⊂ Cλa. Then
(1)
D = sup
v,w∈Ca
Θ(L(v), L(w)) <∞, (29)
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(2) there exists r ∈ (0, 1) that depends only on D such that for all v, w ∈ Ca,
Θ(L(v), L(w)) 6 rΘ(v, w).
The following is an easy modification of [6, Lemma 1.3].
Proposition 4.14. Let ‖·‖1, ‖·‖2 be two norms on C([0, 1]) and consider the cone Ca which
induces the partial ordering . Suppose there exists C > 1 such that for all f, g ∈ C([0, 1])
−f  g  f ⇒ ‖g‖1 6 ‖f‖1
‖g‖2 6 C‖f‖2.
Then given any f, g ∈ Ca for which ‖f‖1 = ‖g‖1,
‖f − g‖2 6 C2(eΘ(f,g) − 1)‖f‖2.
We also note that it is easy to check that −f  g  f implies that ‖g‖∞ 6 ‖f‖∞
and ‖g‖L1(m) 6 ‖f‖L1(m) for any measure m on [0, 1]. Additionally one can check that
−f  g  f implies that ‖g‖0,1 6 (1 + a)2‖f‖0,1.
We will now apply Proposition 4.13 to the operator M2p,t to deduce that it strictly
contracts the projective metric Θ (with the view to later combine this with Proposition
4.14 in order to prove (28)). The following lemma will also provide us with uniform
regularity properties for the fixed points hp,t.
Lemma 4.15. There exists a > 0, D <∞ and r ∈ (0, 1) such that for all v, w ∈ Ca,
sup
v,w∈Ca
Θ(M2p,t(v),M2p,t(w)) 6 D (30)
and
Θ(M2p,t(v),M2p,t(w)) 6 rΘ(v, w). (31)
Moreoever, for all x, y ∈ [0, 1] \Q and all p, t
exp(−a|x− y|) 6 hp,t(x)
hp,t(y)
6 exp(a|x− y|). (32)
Proof. We begin by proving that the analogues of (30) and (31) hold for L2p,t for some a0,
r0 and D0.
Since fp is locally constant,
[gp,t]α = [βp(t) log |T ′|]α 6 [log |T ′|]α
so there exists κ <∞ such that [gp,t]α 6 κ for all p and t.
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Let a0 > 0, w ∈ Ca0 and x, y ∈ [0, 1]. Recall that for all x, |(T 2)′(x)| > 1α2 = 94 . In
particular, this means that any local inverse branch of T 2 must be contracting by α2. Thus
(L2p,tw)(x) =
∑
n∈N2
exp(g2p,t(T
−1
n x))w
(
T−1n x
)
6
∑
n∈N2
exp(g2p,t(T
−1
n y))w
(
T−1n y
)
exp((2κ+ a0)|T−1n x− T−1n y|)
6
∑
n∈N2
exp(g2p,t(T
−1
n y))w
(
T−1n y
)
exp(α2(2κ+ a0)|x− y|).
Choose α2 < λ0 < 1 and a0 > 2α
2κ
λ0−α2 . Then it follows that
(L2p,tw)(x) 6 (L2p,tw)(y) exp(a0λ0|x− y|). (33)
Clearly L2p,tw > 0 and L2p,tw ∈ C([0, 1]). Therefore L2p,tCa0 ⊂ Cλ0a0 . Therefore by Propos-
ition 4.13 there exists D0 < ∞ such that supv,w∈Ca(Θ(L(v), L(w))) 6 D0 and there exists
some r0 ∈ (0, 1) which depends only on D0 for which
Θ(L2p,t(v),L2p,t(w)) 6 r0Θ(v, w) (34)
for all v, w ∈ Ca0 . In particular r0 and D0 are independent of p and t.
Using (34) we can prove (32) for a = a0. Let N ∈ N and consider integers m,n > N .
Using (34) we can write
Θ(L2n+kp,t 1,L2m+kp,t 1) 6 rN0 Θ(L2(n−N)+kp,t 1,L2(m−N)+kp,t 1) 6 D0rN0
for each k ∈ {0, 1}. Let L1 = L1(µ˜p,t). Since ‖Ljp,t1‖L1 = ‖1‖L1 for all j ∈ N, we can
apply Proposition 4.14 to the norms ‖·‖1 = ‖·‖L1 and ‖·‖2 = ‖·‖∞ to deduce that for all
n,m > N ,
‖L2n+kp,t 1− L2m+kp,t 1‖∞ 6 exp(Θ(L2n+kp,t 1,L2m+kp,t 1))− 1
6 exp(D0rN0 )− 1
6 D0 exp(D0)rN0 .
This implies that Lnp,t1 is a Cauchy sequence in the uniform norm ‖·‖∞. Thus the limit
limn→∞ Lnp,t1 ∈ Ca0 and is a fixed point of Lp,t. In particular, since the fixed point is
unique, this means that hp,t = limn→∞ Lnp,t1 and therefore hp,t satisfies (32) for a = a0.
We now use this fact to prove (30) and (31).
Let a1 > 0. Then
(M2p,tw)(x) = h−1p,t(x)
∑
n∈N2
exp(g2p,t(T
−1
n x))w
(
T−1n x
)
hp,t
(
T−1n x
)
6 h−1p,t(x)
∑
n∈N2
exp(g2p,t(T
−1
n y))w
(
T−1n y
)
hp,t(T
−1
n y) exp(((2κ+ a0 + a1)|T−1n x− T−1n y|))
6 h−1p,t(y)
∑
n∈N2
exp(g2p,t(T
−1
n y))w
(
T−1n y
)
hp,t(T
−1
n y) exp(a0 + α
2(2κ+ a0 + a1)|x− y|).
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Choose α2 < λ1 < 1 and a1 > a0+2α
2κ+α2a0
λ1−α2 . Then it follows that
(M2p,tw)(x) 6 (M2p,tw)(y) exp(a1λ1|x− y|). (35)
Fix a = max{1, a1}. Clearly M2p,tw > 0 and M2p,tw ∈ C([0, 1]). Therefore M2p,tCa ⊂ Cλa.
Thus by Proposition 4.13, (31) holds. Moreover since a > a0, hp,t ∈ Ca and so (32)
holds. 
Next we obtain a uniform upper bound on the operator norm of Mp,t, when restricted
to the cone Ca.
Lemma 4.16. There exists A > 0 such that for all f ∈ Ca and all p, t,
‖M2np,tf‖0,1 6 A‖f‖0,1.
Proof. Firstly, we can immediately see that ‖Mkp,tf‖∞ 6 ‖f‖∞ for all k ∈ N. Next, since
f ∈ Ca, by Lemma 4.15 it follows thatM2np,tf ∈ Ca as well and therefore setting F =M2np,tf ,
−(ea|x−y| − 1)F (x) 6 F (x)− F (y) 6 (ea|x−y| − 1)F (y)
for all x, y ∈ [0, 1] which implies that
|F (x)− F (y)| 6 aea‖F‖∞|x− y|
that is, F is Lipschitz with Lipschitz constant [F ]1 6 aea‖F‖∞. Thus [M2np,tf ]1 6
aea‖M2np,tf‖∞ 6 aea‖f‖∞. 
Now using lemmas 4.15 and 4.16 we can apply Proposition 4.14 to the operatorM2p,t to
deduce that (28) holds.
Lemma 4.17. There exist constants c4 > 0 and 0 < ρ < 1 such that for all p, t and
f ∈ C0,1([0, 1]) with µp,t(f) = 0,
‖Mnp,tf‖0,1 6 c4ρn‖f‖0,1.
Proof. Let f ∈ C0,1([0, 1]) for which µp,t(f) = 0. If f is constant, f = 0 since its integral is
0 and thus the result follows trivially. If f is not constant, ‖f‖0,1 > 0. Let f1 and f2 be the
positive and negative parts of f respectively, so that f = f1 − f2 with f1, f2 > 0. We can
guarantee that they belong to a cone by adding a constant. In particular, fi + ‖f‖0,1 ∈ C1
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for each i since
fi(x) + ‖f‖0,1
fi(y) + ‖f‖0,1 = exp
(
log
(
fi(x) + ‖f‖0,1
fi(y) + ‖f‖0,1
))
= exp
(
log
(
fi(x)− fi(y)
fi(y) + ‖f‖0,1 + 1
))
6 exp
(
log
( ‖f‖0,1|x− y|
fi(y) + ‖f‖0,1 + 1
))
6 exp
( ‖f‖0,1|x− y|
fi(y) + ‖f‖0,1
)
6 exp
(‖f‖0,1|x− y|
‖f‖0,1
)
= exp(|x− y|)
where the fourth line follows because log(1 + z) 6 z for any z > −1. Denote η = ‖f‖0,1.
Then fi + η ∈ Ca. Then since µp,t(f1) = µp,t(f2) we have
‖M2np,tf‖0,1 = ‖M2np,t(f1 + η)−M2np,t(f2 + η)‖0,1
6 ‖M2np,t(f1 + η)− µp,t(f1 + η)‖0,1 + ‖M2np,t(f2 + η)− µp,t(f2 + η)‖0,1.
Denoting L1 = L1(µp,t), we can apply Proposition 4.14 for ‖·‖1 = ‖·‖L1 and ‖·‖2 = ‖·‖0,1
to obtain
‖M2np,tf‖0,1 6 (1 + a)2(exp(Θ(M2np,t(f1 + η), µp,t(f1 + η)1))− 1)‖M2np,t(f1 + η)‖0,1
+(1 + a)2(exp(Θ(M2np,t(f2 + η), µp,t(f2 + η)1))− 1)‖M2np,t(f2 + η)‖0,1.
Next we can apply (31) to get
‖M2np,tf‖0,1 6 (1 + a)2(exp(rnΘ(f1 + η, µp,t(f1 + η)1))− 1)‖M2np,t(f1 + η)‖0,1
+(1 + a)2(exp(rnΘ(f2 + η, µp,t(f2 + η)1))− 1)‖M2np,t(f2 + η)‖0,1
6 (1 + a)2(exp(rnD)− 1)A(‖f1 + η‖0,1 + ‖f2 + η‖0,1)
6 (1 + a)2Drn exp(Drn)(‖f1‖0,1 + ‖f2‖0,1 + 2η)
6 4(1 + a)2ADeDrn‖f‖0,1
where A is the uniform constant from Lemma 4.16. 
Before we can use the above result to prove Lemma 4.11, we need uniform bounds on
‖Mp,tfp,t‖0,1 and ‖M2p,tfp,t‖0,1 for all p that satisfy Hypothesis 4.1 and t ∈ I. Observe that
for t ∈ I, |β′p(t)|, |ptn log pn| 6 8. To see that this holds for |ptn log pn|, define αt(x) = xt log x
for x ∈ [0, 1]. Differentiating with respect to x we obtain
d
dx
(αt(x)) = tx
t−1 log x+ xt−1 = xt−1(t log x+ 1).
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Clearly the only turning point in [0, 1] is x = e−
1
t and since αt(0) = αt(1) = 0 this is a
local minimum for αt, that is, a local maximum for |xt log x|. Moreover, for t > δ > 0,
αt(e
− 1
t ) = e−1 log e−
1
t = −1
t
e−1 > −1
δ
e−1 = αδ(e−
1
δ ).
Therefore,
|xt log x| 6 |αt(e− 1t )| 6 |αδ(e− 1δ )| = 1
δ
e−1 6 1
δ
.
The claim follows because I = [1
8
, 1
4
].
Lemma 4.18. There exists a constant c5 > 0 such that for all p that satisfies Hypothesis
4.1, all t ∈ I and k ∈ {1, 2}
‖Mkp,tfp,t‖0,1 6 c5.
Proof. Observe that
Mp,tfp,t(x) = h−1p,t(x)
∑
n∈N
−ptnβ′p(t) log |T ′(T−1n (x))|+ ptn log pn
|T ′(T−1n x)|βp(t)
hp,t(T
−1
n x).
By (32) and Proposition 2.4, there exists a uniform constant C which is independent of p,
t and x such that
|Mp,tfp,t(x)| 6 C
∑
n∈N
log n
n2βp(t)
.
Thus we get a uniform upper bound for ‖Mp,tfp,t‖∞ and ‖M2p,tfp,t‖∞ by recalling that
‖M2p,tfp,t‖∞ 6 ‖Mp,tfp,t‖∞ and because βp(t) > 916 by (24).
To obtain the desired bound on [Mp,tfp,t]1, we write Mp,tfp,t in the form
Mp,tfp,t(x) =
∑
n∈N
hn(x)un(x)
where hn(x) = h
−1
p,t(x)hp,t((x+ n)
−1) and un is given by
un(x) =
2ptnβ
′
p(t) log(x+ n) + p
t
n log pn
(x+ n)2βp(t)
.
Observe that since hp,t ∈ Ca, we can use the same arguments as in the proof of Lemma
4.16 to deduce that |hp,t(x) − hp,t(y)| 6 aea‖hp,t‖∞|x − y|. Therefore using (32) and the
inequality
|hn(x)− hn(y)| 6 ‖h−1p,t‖∞|hp,t((x+ n)−1)− hp,t((y + n)−1)|+ ‖hp,t‖∞|h−1p,t(x)− h−1p,t(y)|
we obtain
|hn(x)− hn(y)| 6 aea‖hp,t‖∞‖h−1p,t‖∞|x− y|+ aea‖hp,t‖2∞‖h−1p,t‖2∞|x− y|
6 2ae3a|x− y|.
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Using this, (32) and the inequality
|hn(x)un(x)− hn(y)un(y)| 6 ‖hn‖∞|un(x)− un(y)|+ ‖un‖∞|hn(x)− hn(y)|,
we obtain
|Mp,tfp,t(x)−Mp,tfp,t(y)| 6
∑
n∈N
ea|un(x)− un(y)|+
∑
n∈N
2ae3a‖un‖∞|x− y|. (36)
There exists a uniform constant C which is independent of p, t and x such that
un(x) 6 C
log n
n2βp(t)
therefore the second sum in (36) is uniformly bounded for all p and t. To verify that the
first sum is bounded by a constant multiple of |x− y|, observe that
d
dx
un(x) =
2ptn(β
′
p(t)− 2β′p(t)βp(t) log(x+ n)− βp(t) log pn)
(x+ n)2βp(t)+1
.
As before, there exists some uniform constant C which is independent of p, t and x such
that
d
dx
un(x) 6 C
log n
n2βp(t)+1
from which it follows that the first sum is also uniformly bounded by some constant multiple
of |x − y| which is independent of p and t. We can bound |M2p,tfp,t(x) −M2p,tfp,t(y)|
similarly, thus the result follows.

We are now in a position to prove Lemma 4.11.
Proof of Lemma 4.11. For all p that satisfy Hypothesis 4.1 and t ∈ I and n > 1,
[M2np,tfp,t]1 6 ‖M2np,tfp,t‖0,1
6 c4ρn−1‖M2p,tfp,t‖0,1
6 c4c5ρn−1
where the penultimate inequality follows by Lemma 4.17 and the last inequality follows by
Lemma 4.18. We can obtain an analogous upper bound for [M2n+1p,t fp,t]1 for n > 1.
Therefore, [Up,t]1 is uniformly bounded in p and t, which in turn implies that [Up,t]α is
uniformly bounded in p and t. Since
[fp,t]α = [β
′
p(t) log |T ′|]α 6
[
β′p
(
1
8
)
log |T ′|
]
α
6 8[log |T ′|]α
the result follows. 
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4.3. Proof of Lemma 4.12. In this section we investigate the Gibbs properties of µp,t
and thus prove Lemma 4.12. Consequently this also allows us to deduce that
∫
log |T ′|dµp,t,
which appears in the expression for β′′p(t) in (17), is uniformly bounded above for any p
that satisfies Hypothesis 4.1 and all t ∈ I.
By definition, µp,t is a Gibbs measure for the potential gp,t and therefore we know that
for each p and t there exists a constant 0 < Cp,t < ∞ such that for all n ∈ N and all
i1 . . . in ∈ Σ∗,
C−1p,t
(pi1 · · · pin)t
|T ′(z) · · ·T ′(T n−1z)|βp(t) 6 µp,t(Ii1...in) 6 Cp,t
(pi1 · · · pin)t
|T ′(z) · · ·T ′(T n−1z)|βp(t) . (37)
We’ll prove that in fact we can choose a uniform constant c3 such that (37) becomes
c−13
(pi1 · · · pin)t
|T ′(z) · · ·T ′(T n−1z)|βp(t) 6 µp,t(Ii1...in) 6 c3
(pi1 · · · pin)t
|T ′(z) · · ·T ′(T n−1z)|βp(t) (38)
uniformly for all p and t.
Proof of Lemma 4.12. Recall that g˜p,t = gp,t + hp,t − hp,t ◦ T (see Proposition 4.6). Since
fp is locally constant,
[gp,t]α = [−βp(t) log |T ′|]α 6 [log |T ′|]α
and therefore [gp,t]α can be bounded above by a constant which is independent of p and t.
Also if x, y ∈ Ii1...in then by Lemma 4.15
| log hp,t(x)− log hp,t(y)| =
∣∣∣∣log hp,t(x)hp,t(y)
∣∣∣∣ 6 a|x− y|
and therefore [hp,t]α can be bounded above by a constant which is independent of p and
t. Therefore there exists τ > 0 such that [g˜p,t]α 6 τ for all p and t.
Now we can apply arguments similar to [2]. Let n ∈ N and any i1 . . . in ∈ Nn. Then
µp,t(Ii2,...,in) =
∫
1Ii2,...,in (x)dµp,t(x)
=
∫ ∑
Ty=x
1Ii1,i2,...,in (y)dµp,t(x)
=
∫ ∑
Ty=x
exp(g˜p,t(y))1Ii1,...,in (y) exp(−g˜p,t(y))dµp,t(x)
=
∫
Mp,t(1Ii1,...,in (x) exp(−g˜p,t(x)))dµp,t(x)
=
∫
Ii1,...,in
exp(−g˜p,t(x))dµp,t(x)
where the final line follows because M∗p,tµp,t = µp,t.
Let z ∈ Ii1...in . Then
µp,t(Ii2,...,in) exp(g˜p,t(z)) 6 exp(αn[g˜p,t]α)µp,t(Ii1,...,in)
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so that
µp,t(Ii1,...,in)
µp,t(Ii2,...,in)
exp(−g˜p,t(z)) > exp(−αn[g˜p,t]α).
Moreover, we can proceed to obtain the following sequence of inequalities
µp,t(Ii2,...,in)
µp,t(Ii3,...,in)
exp(−g˜p,t(Tz)) > exp(−αn−1[g˜p,t]α)
...
µp,t(Iin) exp(−g˜p,t(T n−1z)) > exp(−α[g˜p,t]α).
Multiplying these all together we obtain
µp,t(Ii1,...,in)
exp(Sng˜p,t(z))
> exp
(
− [g˜p,t]α
1− α
)
. (39)
Now,
Sn(log hp,t − log hp,t ◦ T )(z) = log hp,t(z)− log hp,t(Tz)
+ log hp,t(Tz)− log hp,t(T 2z)
...
+ log hp,t(T
n−1z)− log hp,t(T nz)
= log
hp,t(z)
hp,t(T nz)
> −a.
Plugging this into (39) we obtain
µp,t(Ii1,...,in)
exp(Sngp,t(z))
> exp
(
− [g˜p,t]α
1− α − a
)
> exp
(
− τ
1− α − a
)
. (40)
By rearranging this inequality and expanding the ergodic sum we obtain the desired lower
bound. The upper bound follows by an analogous argument. 
We can now deduce that
∫
log |T ′|dµp,t is uniformly bounded above for all p and t.
Lemma 4.19. There exists a uniform constant L such that for all p that satisfy Hypothesis
4.1 and t ∈ I, ∫
log |T ′|dµp,t 6 L.
Proof. By Lemma 4.12, µp,t(In) 6 c3 ptn|T ′(x)|βp(t) for any p which satisfies Hypothesis 4.1,
any t ∈ I, any n ∈ N and x ∈ In. Therefore for all p and t we have∫
log |T ′|dµp,t 6 C
∑
n∈N
sup
x∈In
log |T ′(x)|
|T ′(x)|βp(t) 6 c3
∑
n∈N
2 log n
n2βp(t)
.
Since by (24) we know βp(t) > 916 , the result follows. 
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4.4. Proof of Lemma 4.2. Suppose p satisfies that p1, p2 > ε. By Lemma 4.10 there
exists z ∈ {z1, z2, z12} such that 12 |S2f˜p,t(z)| > c1. Let z = Π(i). Fix m sufficiently large
that αm 6 c1
2c2
. By Lemma 4.12 and the fact that infx∈I1∪I2
1
|T ′(x)| =
1
9
,
µp,t(Ii1...im) > c−13
ε
m
4
9m
.
By (17), (25), Corollary 4.9 and Lemma 4.18
β′′p(t) >
c21ε
m
4
4 · 9mc3L. (41)
Similarly if instead p satisfies that p1 > ψ, by Lemma 4.10 it follows that fp,t(z1) > c1.
Let z1 = Π(i). Again by Lemma 4.12,
µp,t(Ii1...im) > c−13
ψ
m
4
9m
> ε
m
4
9m
and therefore (41) also holds. Set γε =
ε
m
4
9m
. Then
−1 = βp(1)− βp(0) =
∫ 1
0
β′p(t)dt 6 β′p(1)− rγε
for some constant r. The result follows from the fact that −β′p(1) = dimµp. 
5. Proof of Theorem 1.1
By Lemma 3.1 we can restrict to the case where h(µp) < ∞. The proof then follows
from Lemmas 3.2 and 4.2. Fix ε = ε0 > 0 that satisfies Lemma 3.2. If p does not satisfy
Hypothesis 4.1 then either dimµp 6 34 or
dimµp 6 s+
κ(s)
λ0
< 1
by Lemma 3.2. Otherwise, by Lemma 4.2
dimµp 6 1− rγε0
which proves the existence of a dimension gap.
6. Generalisations
The method used in this paper can be generalised to prove the existence (and bounds
on) a dimension gap for more general countable branch expanding maps under a suitable
‘non-linearity’ assumption on the map.
In particular, let {In}n∈N be a countable collection of open non-empty disjoint subinter-
vals of [0, 1] such that (0, 1) ⊂ ⋃n∈N In and let Tn : In → [0, 1] be a sequence of expanding
bijective C2 maps (so |T ′n| > 1). Define T : [0, 1]→ [0, 1] as
T (x) = Tn(x) if x ∈ In
T (0) = 0
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where we put T (x) = Tk(x) for k = min{n : x ∈ In} if x is a common endpoint of two
intervals. Similarly, we adopt the convention that T ′(x) = T ′k(x) where k = min{n : x ∈
In}.
Let T : [0, 1] → [0, 1] be a countable branch expanding (Markov) map as described
above. Additionally assume that T satisfies the following conditions:
(1) Some iterate of T is uniformly expanding. There exists l ∈ N and Λ > 1 for
which
|(T l)′(x)| > Λ > 1
for all x ∈ [0, 1].
(2) Re´nyi condition. There exists κ <∞ such that
sup
n∈N
sup
x,y,z∈In
∣∣∣∣ T ′′(x)T ′(y)T ′(z)
∣∣∣∣ = κ <∞. (42)
(3) Fast decaying interval lengths. There exists s < 1 such that∑
n∈N
|In|s <∞.
(4) Non-linearity assumption.
T ′(z1)T ′(z2) 6= T ′(z12)T ′(z21). (43)
Then there exists some η > 0 for which
sup
p∈P
dimµp 6 1− η
and η depends on Λ, l, κ, s and a ‘non-linearity’ constant θ which is given by
θ =
∣∣∣∣log T ′(z1)T ′(z2)T ′(z12)T ′(z21)
∣∣∣∣ 6= 0.
We now make some remarks about assumptions (1)-(4). Firstly, (2) guarantees that
− log |T ′| is locally Ho¨lder, which we saw was crucial for the proof. This in turn allows one
to show that an analogue of Proposition 2.4 holds for T , which is also utilised at many
points throughout the proof. In fact, the reason why our method yields a particularly poor
estimate on the dimension gap when T is the Gauss map is precisely because the constant
κ in (42) is given by κ = 16, which ends up appearing in several exponents throughout the
proof.
Next, we note that (3) is a sharp condition. To see this, suppose there does not exist s < 1
for which
∑
n∈N |In|s < ∞. Let 0 < t < 1 be arbitrary. By assumption
∑∞
n=1 |In|t = ∞.
Thus, we can choose some large N for which
∑k
n=N |In|t > 1 for some k > N . Fix
pN = (p1, p2, . . .) where
pn =
{
0 n < N or n > k
c|In|t N 6 pn 6 k
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where c is a normalising constant so that
∑k
n=N c|pn|t = 1. Consider the Bernoulli measure
µpN . Since h(µpN ) < ∞ it follows that the dimension dimµpN = h(µpN )χ(µpN ) . Applying the
analogue of Proposition 2.4 it follows that there exists a uniform constant C > 0 for which
log |T ′(x)| 6 − log |In|+ C for all n ∈ N and all x ∈ In. Therefore
dimµpN >
−∑kn=N c|In|t log c|In|t
−∑kn=N c|In|t(log |In| − C)
=
−t∑kn=N(c|In|t log |In|)− log c
−∑kn=N(c|In|t log |In|) + C .
Since N can be chosen arbitrarily large to make −∑kn=N(c|In|t log |In|) arbitrarily large,
we deduce that dimµpN → t as N → ∞. Therefore, for all 0 < t < 1 we can choose a
Bernoulli measure with dimension greater than t, proving that a dimension gap does not
exist.
Finally, (4) describes the fact that T sees some non-linearity on one of the first two
branches. This is precisely the property that was used in Lemma 4.1 and would be sufficient
(though not necessary) to prove an analogue of Lemma 4.1 for a more general map T .
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