We develop polynomial-size LP-relaxations for orienteering and the regret-bounded vehicle routing problem (RVRP) and devise suitable LP-rounding algorithms that lead to various new insights and approximation results for these problems. In orienteering, the goal is to find a maximum-reward r-rooted path, possibly ending at a specified node, of length at most some given budget B. In RVRP, the goal is to find the minimum number of r-rooted paths of regret at most a given bound R that cover all nodes, where the regret of an r-v path is its length − c rv .
Introduction
Vehicle-routing problems (VRPs) constitute a broad class of optimization problems that find a wide range of applications and have been widely studied in the Operations Research and Computer Science literature (see, e.g., [19, 23, 9, 6, 4, 11] ). Despite this extensive study, we have rather limited understanding of LPrelaxations for VRPs (with TSP and the minimum-latency problem, to a lesser extent, being exceptions), and this has been an impediment in the design of approximation algorithms for these problems.
Motivated by this gap in our understanding, we investigate whether one can develop polynomial-size (i.e., compact) LP-relaxations with good integrality gaps for VRPs, focusing on the fundamental orienteering problem [18, 6, 11] and the related regret-bounded vehicle routing problem (RVRP) [7, 14] . In orienteering, we are given rewards associated with clients located in a metric space, a length bound B, a start, and possibly end, location for the vehicle, and we seek a route of length at most B that gathers maximum reward. This problem frequently arises as a subroutine when solving VRPs, both in approximation algorithms-e.g., for minimum-latency problems (MLPs) [5, 12, 8, 21] , TSP with time windows [4] , RVRP [7, 14] -as well as in computational methods where orienteering corresponds to the "pricing" problem encountered in solving set covering/partitioning LPs (a.k.a configuration LPs) for VRPs via a column-generation or branch-cutand-price method. In RVRP, we have a metric space {c uv } on client locations, a start location r, and a regret bound R. The regret of a path P starting at r and ending at location v is c(P ) − c rv . The goal in RVRP is to find a minimum number of r-rooted paths of regret at most R that visit all clients.
Our contributions. We develop polynomial-size LP-relaxations for orienteering and RVRP and devise suitable rounding algorithms for these LPs, which lead to various new insights and approximation results for these problems.
In Section 3, we introduce a natural, compact LP-relaxation for rooted orienteering, wherein only the vehicle start node is specified, and design a simple rounding algorithm to convert an LP-solution to an integer solution losing a factor of at most 3 in the objective value. This is the first LP-based approximation guarantee for orienteering. In contrast, all other approaches for orienteering utilize dynamic programming (DP) to stitch together suitable subpaths.
In Section 4, we consider the more-general point-to-point (P2P) orienteering problem, where both the start and end nodes of the vehicle are specified. We present a novel reduction showing that P2P-orienteering can be reduced to a regret-version of rooted orienteering, wherein the length bound is replaced by a regret bound, incurring a factor-2 loss (Theorem 4.1). No such reduction to a rooted problem was known previously, and all known algorithms for P2P-orienteering rely on approximations to suitable P2P-path problems. Typically, constraining a VRP by requiring that routes include a fixed node t causes an increase in the route lengths of the unconstrained problem (as we need to attach t to the routes); this would violate the length bound in orienteering, but, notably, we devise a way to avoid this in our reduction. We believe that the insights gained from our reduction may find further application. Our results for rooted orienteering translate to the regret-version of orienteering, and combined with the above reduction, give a compact LP for P2P-orienteering having integrality gap at most 6.
Although we do not improve the current-best approximation factor of (2 + ) for orienteering [11] , we believe that our LP-based approach is nevertheless appealing for various reasons. First, our LP-rounding algorithms are quite simple, and arguably, simpler than the DP-based approaches in [6, 11] . Second, our LPbased approach offers the promising possibility that, by leveraging the key underlying ideas, one can obtain strong, compact LP-relaxations for other problems that utilize orienteering. Indeed, we already present evidence of such benefits by showing in Section 5.1 that our LP-insights for rooted orienteering yield a compact, provably-good LP for RVRP. (We remark that various configuration LPs considered for VRPs give rise to P2P-orienteering as the dual-separation problem, and utilizing our compact orienteering-LP in the dual could yield another way of obtaining a compact LP.) Finally, LP-based insights often tend to be powerful and have the potential to result in both improved guarantees, and algorithms for variants of the problem. In fact, we suspect that our orienteering LPs, (R-O), (P2P-O), are better than what we have accounted for, and believe that they are a promising means of improving the state-of-the-art for orienteering.
Section 5 considers RVRP, and proposes two compact LP-relaxations for RVRP and corresponding rounding algorithms. Our LP-based algorithms not only yield improvements over the current-best 28.86-approximation for RVRP [14] , but also result in substantial savings in running time compared to the algorithm in [14] , which involves solving a configuration LP (with an exponential number of path variables) using the Ω(n 1/ )-time (2 + )-approximation algorithm for orienteering in [11] as a subroutine. The first LP for RVRP is a natural modification of our LP for rooted orienteering, which we show has integrality gap at most 27 (Theorem 5.1). In Section 5.2, we formulate a rather atypical LP-relaxation (R2) for RVRP by exploiting certain key structural insights for RVRP. We observe that an RVRP-solution can be regarded as a collection of distance-increasing rooted paths covering some sentinel nodes S and a low-cost way of connecting the remaining nodes to S, and our LP aims to find the best such solution. We design a rounding algorithm for this LP that leads to a 15-approximation algorithm for RVRP, which is a significant improvement over the guarantee obtained in [14] .
Finally, in Section 6, we observe that our techniques imply that the integrality gap of a Held-Karp style LP for the asymmetric-TSP (ATSP) path problem is 2 for the class of asymmetric metrics induced by the regret objective.
To give an overview of our techniques, a key tool that we use in our rounding algorithms, which also motivates our LP-relaxations, is an arborescence-packing result of [3] showing that an r-preflow
dominates a weighted collection of r-rooted (non-spanning) out-arborescences (Theorem 2.3). An r-preflow x in the bidirected version of our metric, D, is a natural relaxation of an r-rooted path, and the r u connectivity under x abstracts whether u lies on this path. This leads to our LP (R-O) for (rooted) orienteering. The idea behind the rounding is that if we know the node v on the optimum path with maximum c rv value, then we can enforce that our the LP-preflow x is consistent with v. Hence, we can decompose x into arborescences containing v of average length at most B, which yield r-v paths of average regret at most 2(B − c rv ). These in turn can be converted (see Lemma 2.1) into a weighted collection of paths of total weight at most 3, where each path has regret at most B − c rv and ends at some node u with c ru ≤ c rv ; returning the maximum-reward path in this collection yields a 3-approximation.
Related work. The orienteering problem seems to have been first defined in [18] . Blum et al. [6] gave the first O(1)-factor approximation for rooted orienteering. They obtained an approximation ratio of 4, which was generalized to P2P-orienteering, and improved to 3 [4] and then to 2 + [11] .
Orienteering is closely related to the k-{stroll, MST, TSP} problems, which seek a minimum-cost rooted {path,tree,tour} respectively spanning at least k nodes (so the roles of objective and constraint are interchanged). k-MST has a rich history of study that culminated in a factor-2 approximation for both k-MST and k-TSP [16] . Chaudhuri et al. [10] obtained a (2 + )-approximation algorithm for k-stroll. They also showed that for certain values of k, one can obtain a tree spanning k nodes and containing two specified nodes r, t, of cost at most the cheapest r-t path spanning k nodes. In particular, this holds for k = n, and yields an alternative way of obtaining a 2-approximation algorithm for the minimum-regret TSP-path problem considered in Section 6. The orienteering algorithms in [6, 4, 11] are all based on first obtaining suitable subpaths by approximating the min-excess path problem using a k-stroll algorithm as a subroutine, and then stitching together these subpaths via a DP. (For a rooted path, the notions of excess and regret coincide; we use the term regret as it is more in line with the terminology used in the vehicle-routing literature [22, 20] .)
The use of regret as a vehicle-routing objective seems to have been first considered in [22] , who present various heuristics, and RVRP is sometimes referred to as the schoolbus problem in the literature [22, 20, 7] . Bock et al. [7] were the first to consider RVRP from an approximation-algorithms perspective. They obtain approximation factors of O(log n) for general metrics and 3 for tree metrics. Subsequently, Friggstad and Swamy [14] gave the first constant-factor approximation algorithm for RVRP, obtaining a 28.86-approximation via an LP-rounding procedure for a configuration LP.
Preliminaries and notation
Both orienteering and RVRP involve a complete undirected graph G = ({r} ∪ V, E), where r is a distinguished root (or depot) node, and metric edge costs {c uv }. Let n = |V | + 1. We call a path P in G rooted if it begins at r. We always think of the nodes on P as being ordered in increasing order of their distance along P from r, and directing P away from r means that we direct each edge uv ∈ P from u to v if u precedes v (under this ordering). We use D v to denote c rv for all v ∈ V ∪ {r}. Let T denote the collection of all r-rooted trees in G. For a vector d ∈ R E , and a subset F ⊆ E, we use d(F ) to denote e∈F d e . Similarly, for a vector d ∈ R V and S ⊆ V , we use d(S) to denote v∈S d v .
Regret metric and RVRP. For every ordered pair u, v ∈ V ∪ {r}, define the regret distance (with respect to r) to be c reg uv := D u + c uv − D v . The regret distances {c reg uv } form an asymmetric metric that we call the regret metric. The regret of a node v lying on a rooted path P is given by c reg P (v) := c P (v) − D v = (c reglength of the r-v portion of P ), where c P (v) is the length of the r-v subpath of P . Define the regret of P to be c reg (P ), which is also the regret of the end-node of P . Observe that c reg (Z) = c(Z) for any cycle Z. We utilize the following results from [14] .
Lemma 2.1 ( [14] ) Let R ≥ 0. Given rooted paths P 1 , . . . , P k with total regret αR, we can efficiently find at most k + α rooted paths, each having regret at most R, that cover
Theorem 2.2 ( [14] ) Let x = (x P ) P ∈P be a weighted collection of rooted paths such that P ∈P:v∈P x P ≥ 1 for all v ∈ V . Let R ≥ 0 be some given parameter. Let k = P ∈P x P and P ∈P c reg (P )x P = αR. Then, for any θ ∈ (0, 1), we can round x to obtain a collection of at most Preflows and arborescence packing. Let D = ({r} ∪ V, A) be a digraph. We say that a vector
When r is clear from the context, we simply say preflow. A key tool that we exploit is an arborescence-packing result of Bang-Jensen et al. [3] showing that we can decompose a preflow into out-arborescences rooted at r, and this can be done in polytime [21] . By an out-arborescence rooted at r, we mean a subgraph B whose undirected version is a tree containing r, and where every node spanned by B except r has exactly one incoming arc in B.
We can obtain out-arborescences B 1 , . . . , B q rooted at r, and rational weights γ 1 , . . . , γ q ≥ 0 such that
Moreover, such a decomposition can be computed in time poly(|V |, size of K).
Rooted orienteering
In the rooted orienteering problem, we have a complete undirected graph G = ({r} ∪ V, E), metric edge costs {c uv }, a distance bound B ≥ 0, and nonnegative node rewards {ρ(v)} v∈V . The goal is to find a rooted path with cost at most B that collects the maximum reward. Whereas all current approaches for orienteering rely on a dynamic program to stitch together suitable subpaths, we present a simple LP-rounding-based 3-approximation algorithm for rooted orienteering.
Let D = ({r} ∪ V, A) denote the bidirected version of G, where both (u, v) and (v, u) get cost c uv . To introduce our LP and our rounding algorithm, first suppose that we know a node v on the optimum path that has maximum distance D v among all nodes on the optimum path. In our relaxation, we model the path as one unit of flow x ∈ R A + that exits r, visits only nodes u with D u ≤ D v and v to an extent of 1, and has cost at most B. Since we do not know the endpoint of our path, we relax x to be a preflow. Letting z v u denote the r u connectivity (under capacities {x a }), the reward earned by x is rewd(x) := u∈V ρ(u)z v u . Our rounding procedure is based on the insight that Theorem 2.3 allows us to view x as a convex combination of arborescences, which we regard as r-rooted trees in G. Converting each tree into an r-v path (by standard doubling and shortcutting), we get a convex combination of rooted paths of average reward rewd(x), and average cost at most 2B − D v , and hence average c reg -cost at most 2(B − D v ). Applying Lemma 2.1 to this collection, we then obtain a weighted collection of rooted paths of total weight at most 3 earning the same total reward, where each path has regret at most B − D v , and hence, cost at most B (since it ends at some node u with D u ≤ D v ). Thus, the maximum-reward path in this collection yields a feasible solution with reward at least rewd(x)/3.
Finally, we circumvent the need for "guessing" v by using variables z v v to indicate if v is the maximumdistance node on the optimum path. We impose that we have a preflow x v of value z v v that visits v to an extent of z v v , and only visits nodes u with D u ≤ D v , and z v u is now the r u connectivity under capacities
This formulation can be converted to a compact LP by introducing flow variables f u,v = {f u,v a } a∈A , and encoding the cut constraints (3) by imposing that f u,v ≤ x v , and that f u,v sends z v u units of flow from r to u.
Theorem 3.1 We can round (x * , z * ) to a rooted-orienteering solution of value at least OPT /3.
Proof : For each v with z * v v > 0 we apply Theorem 2.3 with K = z * v v to obtain r-rooted out-arborescences, which we view as rooted trees in G, and associated nonnegative weights {γ v T } T ∈T ; recall that T is the collection of all r-rooted trees. So we have
Note that for every T with γ T v > 0, we have v ∈ T , and D u ≤ D v for all u ∈ T (as otherwise, we have x * v δ in (u) = 0). For every v and every tree T with γ v T > 0, we do the following. First, we double the edges not lying on the r-v path of T and shortcut to obtain a simple r-v path P v T . So
Next, we use Lemma 2.1 with regret-bound
, and we use the convention that 0/0 = 0, so |P v T | = 1 in this case. Each path in P v T ends at a vertex u with D u ≤ D v , so its c-cost is at most B. Now, for all v ∈ V , we have
where the last inequality in (7) follows from (5). Therefore, the maximum-reward path in v,T :
Remark 3.2 The above algorithm and analysis also show that the weaker LP where we replace the constraints
Regret orienteering. The following variant of rooted orienteering, which we call regret orienteering, will be useful in Section 4. In regret orienteering, instead of a cost bound B, we are given a regret bound R, and we seek a rooted path of regret at most R that collects the maximum reward. The LP-relaxation for regret-orienteering is very similar to (R-O); the only changes are that z v v now indicates if v is the end node of the optimum path, and so we drop (2) and replace (4) 
The rounding algorithm is essentially unchanged: we convert the trees obtained from x v into r-v paths, which are then split into paths of regret at most R. Theorem 3.1 yields the following corollary.
Corollary 3.3
There is an LP-based 3-approximation for regret orienteering.
Integrality gaps for weaker LPs. Recall that in sketching our rounding algorithm, we assumed at first (for simplicity) that we know the node v on the optimum path that has maximum distance from the root, and impose in our LP that x is a preflow under which the r v connectivity is 1, and that x only visits nodes u with D u ≤ D v . We conclude this section by demonstrating that it is crucial to impose both these constraints. First, consider the following LP relaxation that simply encodes that x is a preflow of value 1 but does not require that the r v connectivity under x is 1 for any specific v ∈ V . As before, we have variables z u for each u ∈ V denoting the r u connectivity under x.
The above LP has unbounded integrality gap. Consider the following instance where the budget B ≥ 1 is an integer. We have the following metric over V ∪ {r} where V = {r , v 1 , v 2 , . . . , v B }: each v i is at distance B from r, and the distance between any two distinct v i , v j is 1; r is at distance 1 from r and distance B − 1 from every v i . Let ρ(v) = 1 for all v ∈ V . An r-rooted path of length B may visit r and at most one other node in V , so the optimum solution has value 2. Consider the preflow x that sends 1 2 unit of flow along the path for all v ∈ V \ {r } and z r = 1, it is easy to verify that (x, z) is a feasible solution to (R-O2) and has objective value B 2 + 1. Thus, the integrality gap of (R-O2) is unbounded. Now consider the modification of (R-O2), where we select some node v and impost that the r v connectivity under x is 1 (i.e., we add the constraint z v = 1), but do not require that x only visits nodes u with D u ≤ D v . This LP continues to have an unbounded integrality gap, since if v = r , the above (x, z) continues to be a feasible solution to this LP.
In the context of LP (R-O)-where we avoid the need for guessing the maximum-distance node on the optimum path by having a separate collection {x v a }, {z v u } of variables for all v ∈ V -the above example shows that it is important to impose constraints (2) and (4). In the absence of constraint (2), letting x r be the preflow that sends 
Point-to-point orienteering
We now consider the generalization of rooted orienteering, where we have a start node r and an end node t, and we seek an r-t path with cost at most B that collects the maximum reward. We may assume that r and t have 0 reward, i.e., ρ(r) = ρ(t) = 0. The main result of this section is a novel reduction showing that point-to-point (P2P) orienteering problem can be reduced to regret orienteering losing a factor of at most 2 (Theorem 4.1). Combining this with our LP-approach for regret orienteering and Corollary 3.3, we obtain an LP-relaxation for P2P-orienteering having integrality gap at most 6 (Section 4.1). We believe that the insights gained from this reduction may find further application.
Theorem 4.1 An α-approximation algorithm for regret orienteering (where α ≥ 1) can be used to obtain a 2α-approximation algorithm for P2P-orienteering.
Proof : Let G = ({r, t} ∪ V, E), {c uv }, {ρ(u)}, B be an instance of P2P-orienteering. Our reduction is simple. Let P * be an optimal solution. We "guess" a node v ∈ P * (which could be r or t) such that
(That is, we enumerate over all choices for v.) Let S = {u ∈ {r, t} ∪ V :
We then consider two regret orienteering problems, both of which have regret bound R = B − D v − c vt and involve only nodes in S (i.e., we equivalently set ρ(u) = 0 for all u / ∈ S); the first problem has root r, and the second has root t. Let P 1 and P 2 be the solutions obtained for these two problems respectively by our α-approximation algorithm. So for some u 1 , u 2 ∈ S, P 1 is an r-u 1 path, and P 2 may be viewed as a u 2 -t path. Notice that P 1 appended with the edge u 1 t yields an r-t path of cost at most
Similarly P 2 appended with the edge ru 2 yields an r-t path of cost at most B. We return P 1 + u 1 t or ru 2 + P 2 , whichever has higher reward.
To analyze this, we observe that the r-v portion of P * is a feasible solution to the regret-orienteering instance with root r, since its cost is at most B − c vt , and hence, its regret is at most R. Similarly, the v-t portion of P * (viewed in reverse) is a feasible solution to the regret-orienteering instance with root t. Therefore, max ρ(P 1 + u 1 t), ρ(ru 2 + P 2 )} ≥ ρ(P * )/2α.
LP-relaxation for P2P-orienteering and rounding algorithm
As in the case of rooted orienteering, we replace the "guessing" step by having an indicator variables z v v to denote if v is the node with maximum D v + c vt on the optimum path. As suggested by the proof of Theorem 4.1, our LP then incorporates ideas from the rooted-orienteering LP (R-O) to encode that, our solution is, to an extent of z v v , a combination of r-v and v-t paths of regret at most B − D v − c vt , with respect to roots r and t respectively, that only visit nodes u with D u + c ut ≤ D v + c vt . (We get some notational savings since we do not need to "guess" the endpoints of the desired regret-R paths: v is the endpoint of both paths, and so we may work with r-v and v-t flows, instead of preflows.) Let D = (V := {r, t} ∪ V, A) denote the bidirected version of G. (Again, both (u, v) and (v, u) get cost c uv .) For every v ∈ V , we let x rv denote an r-v flow of value z v v , and x vt denote a v-t flow of value z v v . We impose that x rv δ in (u) = x vt δ in (u) = 0 whenever D u + c ut > D v + c vt . We use z rv u and z vt u to denote respectively the r u connectivity under x rv and the v u connectivity under x vt . So in an integral solution. z rv u and z vt u indicate respectively if u lies on the r-v portion or on the v-t portion of the optimum path. For nodes v, p, q ∈ V and κ ≥ 0, define
Note that if κ > 0, then F(u, u, κ) = ∅ for every u. Recall that ρ(r) = ρ(t) = 0.
As before, we can model the cut constraints (8), (9) using additional flow variables and constraints to obtain a compact formulation.
As with (R-O), the constraints of (P2P-O) imply that
We remark that we could further add the constraint z rv u + z vt u ≤ z v v for u, v ∈ V to obtain a stronger relaxation whose integer solutions correspond to feasible point-to-point orienteering solutions of the same cost. But we omit this since we do not need it in our rounding procedure. Let (x * , z * ) be an optimal solution to (P2P-O) and OPT be its value.
Theorem 4.2
We can round (x * , z * ) to a solution to P2P-orienteering of value at least OPT /6. Proof : Consider some v ∈ V . Let R v = B − D v − c vt be the regret bound that we require for the r-v and v-t paths with respect to roots r and t respectively. Let S v = {u ∈ V : D u + c ut ≤ D v + c vt } be the set of nodes that these paths may visit. It is easy to see via flow decomposition that
We can apply the rounding procedure in the proof of Theorem 3.1 to the flow x rv to obtain an r-rooted path ending at some node w ∈ S v having regret at most R v , and gathering reward at least u∈V ρ(u)z rv u /3z v v (see (6) , (7)). Appending the edge wt to this path, we obtain an r-t path, which we denote Q rv , of c-cost at most
We can apply the same process to the x vt flow. In particular, let x tv uw = x vt wu . Then, x tv is a t-v flow of value z v v with c-cost at most (c vt + R v )z v v (as c is symmetric) and gathering reward u∈V ρ(u)z vt u . Therefore, we find a t-rooted path ending at some node w ∈ S v having regret at most R v with respect to t and gathering reward at least u∈V ρ(u)z vt u /3z v v . Viewing this path as a w-t path and appending the edge rw, we obtain an r-t path, which we denote Q vt , of c-cost at most R v + c wt + D w ≤ B.
We return the maximum-reward path among the collection {Q rv , Q vt : v ∈ V }. The reward of this path is at least
Compact LPs and improved guarantees for RVRP
Recall that in the regret-bounded vehicle routing problem (RVRP), we are given an undirected complete graph G = ({r} ∪ V, E) on n nodes with a distinguished root (depot) node r, metric edge costs or distances {c uv }, and a regret-bound R. The goal is to find the minimum number of rooted paths that cover all nodes so that the regret of each node with respect to the path covering it is at most R. Throughout, let O * denote the optimal value of the RVRP instance. We describe two compact LP-relaxations for RVRP and corresponding rounding algorithms that yield improvements, in both approximation ratio and running time, over the RVRPalgorithm in [14] . In Section 5.1, we observe that the compact LP for orienteering (R-O) yields a natural LP for RVRP; by combining the rounding ideas used for orienteering and Theorem 2.2, we obtain a 27-approximation algorithm for RVRP. In Section 5.2, we formulate an unorthodox, stronger LP-relaxation (R2) for RVRP by leveraging some key structural insights in [14] . We devise a rounding algorithm for this LP that leads to a 15-approximation algorithm for RVRP, which is a significant improvement over the guarantee obtained in [14] .
Extending the orienteering LP to RVRP
The LP-relaxation below can be viewed as a natural variant of the orienteering LP adapted to RVRP. As before, let D = ({r} ∪ V, A) be the bidirected version of G. For each node v, x v is a preflow (constraint (11)) of value z v v such that the r u connectivity under capacities {x v a } is at least z v u for all u, v (constraint (12)).
As before, we can obtain a compact formulation by replacing the cut constraints (12) with constraints involving suitable flow variables. Let (x * , z * ) be an optimal solution to (R1), and OPT be its objective value. Note that OPT ≤ O * .
Theorem 5.1 We can round (x * , z * ) to obtain a 27-approximation for RVRP.
Proof : Apply Theorem 2.3 to each preflow x * v taking K = z v v , to decompose x * v into r-rooted outarborescences, which we view as rooted trees. This yields nonnegative weights
Note that v ∈ T whenever γ v T > 0. Doubling the edges not lying on the r-v paths of these trees and shortcutting, gives a collection P v of simple r-v paths having total regret at most 2R · z v v . Thus, v∈V P v is a collection of rooted paths covering each u ∈ V to an extent of 1 and having total regret cost at most 2R · OPT . Applying Theorem 2.2 with δ = 1 3 to this collection yields an RVRP solution with at most 24 · OPT + 3 · OPT ≤ 24 · OPT + 3 OPT ≤ 27 · O * paths.
A new compact LP for RVRP leading to a 15-approximation
We now propose a different LP for RVRP, which leads to a much-improved 15-approximation for RVRP. To motivate this LP, we first collect some facts from [14, 6] pertaining to the regret objective. By merging all nodes at distance 0 from each other, we may assume that c uv > 0 for all u, v ∈ V ∪ {r}, and hence
Definition 5.2 ( [14] ) Let P be a rooted path ending at w. Consider an edge (u, v) of P , where u precedes v on P . We call this a red edge of P if there exist nodes x and y on the r-u portion and v-w portion of P respectively such that D x ≥ D y ; otherwise, we call this a blue edge of P . For a node x ∈ P , let red(x, P ) denote the maximal subpath Q of P containing x consisting of only red edges (which might be the trivial path {x}).
Note that the first edge of a rooted path P is always a blue edge. Call the collection Lemma 5.3 ([6]) For any rooted path P , we have e red on P c e ≤ 3 2 c reg (P ).
Lemma 5.4 ([14]) (i) Let
(ii) If P is obtained by shortcutting P so that it contains at most one node from each red interval of P , then for every edge (x, y) of P with x preceding y on P , we have D x < D y .
We say that a node u on a rooted path of P is a sentinel of P if u is the first node of red(u, P ). Part (ii) above shows that if we shortcut each path P of an optimal RVRP-solution past the non-sentinel nodes of P , then we obtain a distance-increasing collection of paths. Moreover, part (i) implies that if x and y are sentinels on P with x appearing before y, then max u∈red(x,P ) D u < min u∈red(y,P ) D u . Finally, every non-sentinel node is connected to the sentinel corresponding to its red interval via red edges, and Lemma 5.3 shows that the total (c-) cost of these edges at most 1.5R(optimal value).
Thus, we can view an RVRP-solution as a collection of distance-increasing rooted paths covering some sentinel nodes S, and a low-cost way of connecting the nodes in V \ S to S. Our LP-relaxation searches for the best such solution. Let D := {D v : v ∈ V }. For every u ∈ V , define D u to be the collection
We have variables x u,I,u for every node u ∈ V and interval I = [d 1 , d 2 ] ∈ D u to indicate if u is a sentinel and d 1 , d 2 are the minimum and maximum distances (from r) respectively of nodes in the red interval corresponding to u; we say that I is u's distance interval. We also have variables x u,I,v for v = u to indicate that v is connected to sentinel u with distance interval I, and edge variables {z e } e∈E that encode these connections. Finally, we have flow variables f r,u,I , f u,I,v,J , f u,I,t for all u, v ∈ V and I ∈ D u , J ∈ D v that encode the distance-increasing rooted paths on the sentinels, with t representing a fictitious sink. We include constraints that encode that the distance intervals of sentinels lying on the same path are disjoint, and a non-sentinel v can be connected to (u, I) only if D v ∈ I. We obtain the following LP. 
s.t.
u∈V,I∈Du
e∈E c e z e ≤ 1.5R · u∈V,I∈Du
x, z, f ≥ 0.
Constraint (13) encodes that every node v is either a sentinel or is connected to a sentinel; (14) ensures that if v is assigned to (u, I), then u is indeed a sentinel with distance interval I and that D v ∈ I. Constraints (15) ensure that the z e s (fractionally) connect each non-sentinel v to the sentinel specified by the x u,I,v variables. Constraints (16) , (17) encode that each sentinel (u, I) lies on rooted paths, and (18) ensures that these paths are distance increasing and moreover the distance intervals of the sentinels on the paths are disjoint. Finally, letting k denote the number of paths used, (19) , (20) encode that the total regret of the distance-increasing paths is at most kR (note that c reg ru = 0 for all u), and the total cost of the edges used to connect non-sentinels to sentinels is at most 1.5kR. As before, the cut constraints (15) can be equivalently stated using flows to obtain a polynomial-size LP. Let (x * , z * , f * ) be an optimal solution to (R2) and OPT denote its objective value. We have already argued that an optimal RVRP-solution yields an integer solution to (R2), so we obtain the following.
Lemma 5.5 OPT is at most the optimal value, O * , of the RVRP instance.
We remark that an integer solution to (R2) need not correspond to an RVRP solution since constraints (15) only ensure that non-sentinels are connected to sentinels, but not necessarily via paths. Nevertheless, we show that we can round (x * , z * , f * ) to an RVRP-solution using at most 15 · OPT paths.
Our rounding algorithm proceeds in a similar fashion as the RVRP-algorithm in [14] ; yet, we obtain an improved approximation ratio since one can solve (R2) exactly whereas one can only obtain a (2 + )-approximate solution to the configuration LP in [14] . Let θ ∈ (0, 1) be a parameter that we will set later. We first obtain a forest of c-cost at most 3R 1−θ · OPT such that every component Z contains a witness node v that is assigned to an extent of at least θ to sentinels in Z. We argue that if we contract the components of F , then the distance-increasing sentinel flow paths yield an acyclic flow that covers every contracted component to an extent of at least θ. Hence, using the integrality property of flows, we obtain an integral flow, and hence a collection of at most h(B) . Use the LP-relative 2-approximation algorithm in [17] for {0, 1} downwards-monotone functions to obtain a forest F such that |δ(S) ∩ F | ≥ h(S) for all S ⊆ V .
A2. For every component Z of F with r / ∈ Z, pick a witness node w ∈ Z such that u∈Z,I∈Du x * u,I,w ≥ θ. Let σ(w) = {(u, I) : u ∈ Z, x * u,I,w > 0}. Let W ⊆ V be the set of all such witness nodes. A3. f * is an r t flow in an auxiliary graph having nodes r, t, and (u, I) for all u ∈ V, I ∈ D u , edges (r, (u, I)), ((u, I), t) for all u ∈ V, I ∈ D u , and edges ((u, I), (v, J)) for all u, v ∈ V, I ∈ D u , J ∈ D v such that D u < D v and I ∩ J = ∅. Let {f * P } P ∈P be a path-decomposition of this flow. Modify each flow path P ∈ P as follows. First, drop t from P . Shortcut P past the nodes in P that are not in {r} ∪ w∈W σ(w). The resulting path maps naturally to a rooted path in G (obtained by simply dropping the distance intervals), which we denote by π(P ). Clearly, c reg π(P ) ≤ ((u,I),(v,J))∈P c reg uv since shortcutting does not increase the regret cost. A4. Let Q be the collection of rooted paths obtained by taking the paths {π(P ) : P ∈ P} and contracting the components of F . Let H be the directed graph obtained by directing the paths in Q away from r. To avoid notational clutter, for a component Z of F , we use Z to also denote the corresponding contracted node in H. For each Q ∈ Q, define y Q = P ∈P:π(P ) maps to Q f * P . Lemma 5.8 proves that H is acyclic and Q∈Q:Z∈Q y Q ≥ θ for every component Z of F . A6. We map theP i s to rooted paths in G that cover V as follows. Consider a pathP i . Let Z be a component lying onP i , and u, v ∈ Z be the nodes whereP i enters and leaves Z respectively. We add toP i a u-v path that covers all nodes of Z obtained by doubling all edges of Z except those on the u-v path in Z and shortcutting. LetP i be the rooted path in G obtained by doing this for all components lying onP i .
A7. Finally, we use Lemma 2.1 to convertP 1 , . . . ,P k to an RVRP-solution.
Analysis. We first bound the cost of the forest F obtained in step A1 in Lemma 5.6, which also yields a bound on the additional cost incurred in step A6 to convert theP i s to the rooted pathsP i s. Lemma 5.8 proves that H is acyclic, and that y covers each component of F to an extent of at least θ. Theorem 5.9 combines these ingredients to obtain the stated performance guarantee.
Proof : If h(S) = 1, then we have z * δ(S) ≥ u / ∈S,I∈Du x * u,I,v ≥ 1 − θ for all v ∈ S due to (13), (15) . So the forest F has cost at most 2 e c e z * e /(1 − θ) which is at most 3R 1−θ · OPT (due to (20) ).
Lemma 5.7 Let P ∈ P and Z be a component of F . Let w be the witness node of Z. Then the number of nodes in π(P ) ∩ Z is equal to |P ∩ σ(w)| ≤ 1.
Proof : Suppose u be a node in π(P ) ∩ Z. Then, there is a unique I ∈ D u such that (u, I) ∈ P . It must be that (u, I) ∈ σ(w), as otherwise, since (u, I) cannot be in σ(w ) for any other witness node w , we would have shortcut P past (u, I). Conversely, if (u, I) ∈ P ∩ σ(w), then by construction, we have u ∈ π(P ). Thus, the number of nodes in |π(P ) ∩ Z| is equal to |P ∩ σ(w)|.
Finally, we have |P ∩ σ(w)| ≤ 1 for any flow path P ∈ P and any w ∈ W , since if (u, I) ∈ P ∩ σ(w) (u could be w) then D w ∈ I and the distance intervals corresponding to nodes on P are disjoint.
Proof : Let Z be a node of H, and w be the witness node of Z . Give Z the label D w . We claim that sorting the nodes of H in increasing order of their labels yields a topological ordering of H, showing that H is acyclic. Let (Z 1 , Z 2 ) be an arc of H. Let w 1 , w 2 be the witness nodes corresponding to Z 1 and Z 2 respectively. Then there is a flow path P ∈ P and some edge (u 1 , u 2 ) of σ(P ) where u 1 ∈ Z 1 , u 2 ∈ Z 2 . So there exist (u 1 , I 1 ) ∈ P ∩ σ(w 1 ) and (u 2 , I 2 ) ∈ P ∩ σ(w 2 ) such that (u 2 , I 2 ) appears after (u 1 ,
Let w be the witness node of Z. We have Q∈Q:Z∈Q y Q = P ∈P:π(P )∩Z =∅ f * P = P ∈P:P ∩σ(w) =∅ f * P where the last equality follows from Lemma 5.7. Since |P ∩ σ(w)| ≤ 1 for all P ∈ P, we have
The second equality above follows from (16) and since {f * P } P ∈P is a path decomposition of f * .
Theorem 5.9 The above algorithm returns an RVRP-solution with at most Proof : The total regret of the pathsP 1 , . . . ,P k is at most 
Minimum-regret TSP-path
We now consider the minimum-regret TSP-path problem, wherein we have (as before), a complete graph G = (V , E), r, t ∈ V , metric edge costs {c uv }, and we seek a minimum-regret r-t path that visits all nodes. Observe that this is precisely the ATSP-path problem under the asymmetric regret metric c reg . We establish a tight bound of 2 on the integrality gap of the standard ATSP-path LP for the class of regretmetrics (induced by a symmetric metric). We consider the following LP for min-regret TSP path. Let D = (V , A) be the bidirected version of G. Let b t = 1 = −b r and b v = 0 for all v ∈ V \ {r, t}. 
Clearly, (R-TSP) is no stronger than the LP where we impose indegree and outdegree constraints on the nodes. In contrast to Theorem 6.1, for general asymmetric metrics, even this stronger LP is only known to have integrality gap O log n log log n [2, 13] . (The corresponding LP for ATSP has poly(log log n) integrality gap [1] .) Theorem 6.1 The integrality gap of (R-TSP) is 2 for regret metrics, and we can obtain an ATSP-path solution with c reg -cost at most 2 · OPT R-TSP in polynomial time.
Proof : We first describe the rounding algorithm showing an integrality-gap upper bound of 2. It is convenient to consider the following weaker LP. x is an r-preflow, (21), x ≥ 0.
LP (P) is weaker than (R-TSP) because if x is a feasible solution to (R-TSP) then it is clearly feasible to (P), and We show how to obtain an ATSP-path solution of c reg -cost at most 2OPT P , thereby showing that (P), and hence (R-TSP) has integrality gap at most 2. Let x * be an optimum solution to (P). Since the r v connectivity is 1 under x * , applying Theorem 2.3 to x * with K = 1, yields a collection of r-rooted out-arborescences, all of which span V . As should be routine by now, we view these arborescences as spanning trees in G, convert each spanning tree to an r-t path via doubling and shortcutting, and return the path with the smallest c reg -cost. The c reg -cost of the path obtained from tree T is at most 2 c(T ) − D T . The bound now follows because if {γ T } are the nonnegative weights obtained from Theorem 2.3 (which sum up to 1), the c reg -cost we obtain is at most
a c a x * a − D t . As noted earlier, this integrality gap upper bound of 2 can also be inferred from the result of [10] , which (in particular) shows that one can obtain a spanning tree of cost at most the min-cost Hamiltonian r-t path.
Lower bound of 2 on the integrality gap. We show a lower bound of 2 on the integrality gap even for the stronger LP, where we we additionally impose indegree and outdegree constraints on the nodes: i.e., we impose x δ out (r) = 1 = x δ in (t) = x δ in (v) = x δ out (v) for all v = r, t, and x δ in (r) = 0 = x δ out (t) .
Consider the graph G k = (V k , E k ) for a given value k ≥ 2 shown in Figure 1 , which is the standard example showing integrality gap of 3 2 for the Held-Karp relaxation for symmetric TSP. Here, V k = {r, t, u 1 , . . . , u k , v 1 , . . . , v k } and E k = {ru 1 , rv 1 , u 1 v 1 } ∪ {u k t, v k t, u k v k } ∪ k i=1 {u i u i+1 , v i v i+1 }. All edges of E k have cost 1 and c is the induced shortest-path metric.
It is well known that any r-t walk that visits all nodes has c-cost at least 3k, so since D t = k + 1, the optimal integer solution has c reg -cost at least 2k −1. We exhibit a fractional solution of c reg -cost k. Consider the following fractional solution. All other x a are set to 0. It is easy to verify that this is a feasible fractional solution (satisfying the indegree and outdegree constraints as well). Among the arcs a with x a > 0, arcs (u 1 , v 1 ), (v 1 , u 1 ), (u k , v k ), and (v k , u k ) have c reg -cost 1, and arcs of the form (u i+1 , u i ) and (v i+1 , v i ) have c reg -cost 2. So we have a∈A c reg a x a = k.
