Baraviera and Bonatti in [1] proved that it is possible to perturb, in the C 1 -topology, a volume-preserving and partial hyperbolic diffeomorphism in order to obtain a non-zero sum of all the Lyapunov exponents in the central direction.
Introduction
One of the central problems in dynamical systems is to understand how orbits of nearby points asymptotically diverge (or converge) as one iterates a linear approximation of a system. These rates are measured by the Lyapunov exponents. Given an invariant measure for a flow the Oseledets's Theorem [6] assures that Lyapunov exponents exist at least for almost every points relatively to that measure. Moreover, if all these exponents are different from zero and if a Hölder regularity condition on the derivative is satisfied then Pesin Theory of non-uniformly hyperbolic systems guarantees a very complete invariant manifold theory for a.e. point in M relatively to that measure. These geometric objects reveal to be crucial in the development of the smooth ergodic theory. Hence it is very important to establish favorable conditions on which we can approximate our original system in order to remove zero Lyapunov exponents.
In an opposite direction (see [2] ) it is proved that, in C 1 -topology, zero Lyapunov exponents are abundant, which gives us a reason why given a conservative flow it is so difficult to detect positive Lyapunov exponents.
In [1] Baraviera and Bonatti succeeded in removing zero Lyapunov exponents by small C 1 -perturbations in discrete stably ergodic dynamical systems with some weak hyperbolicity. Here we give a contribution to the theory by establishing an analogous result for the continuous-time setting. In order to state our main result let us first introduce some notations and definitions.
Let M be a n-dimensional compact, connected, without boundary C ∞ Riemannian manifold. Let µ be the measure induced by a volume-form defined in M . We call µ the Lebesgue measure. Let X 1 µ (M ) be the set of C 1 -vector fields X : M → T M such that µ is X t -invariant, where X t : M → M is the flow associated to X. We endowed X 1 µ (M ) with the C 1 -norm. We say that X ∈ X 1 µ (M ) is stably ergodic (with respect to the C 1 -topology) if there exists a C 1 neighborhood of X, W, such that µ is an ergodic invariant measure for every Y ∈ W.
We recall that the tangent maps DX : T M → T (T M ) and DX t : T M → T M are related: the tangent flow DX t p satisfies the non-autonomous linear variational equationu(t) = DX X t (p) · u(t).
We denote by Sing(X) the set of singularities of X, say the points x ∈ M such that X(x) = 0, and by R := M \ Sing(X) the set of regular points. Given x ∈ R we consider its normal bundle N x = X(x) ⊥ ⊂ T x M and define the linear Poincaré flow by
is called a m-dominated splitting for the linear Poincaré flow if there exists m ∈ N such that, for all x ∈ M and 0 ≤ i < j ≤ k, we have:
where m(·) denotes the co-norm of an operator, that is m(A) = A −1 −1 . We say that the subbundle N i is hyperbolic if there exists k ∈ N such that either (P
, for all x ∈ M and any unit vector u ∈ N i (x).
Given a vector field X, an X t -invariant set Λ ⊆ M \ Sing(X) is (uniformly) partially hyperbolic if there exists an P t X -invariant dominated splitting N = N u ⊕N c ⊕N s in Λ such that N u is hyperbolic expanding and N s is hyperbolic contracting, moreover these two subbundles are not simultaneously trivial. We observe that if Λ is compact then this definition is equivalent to the analogous one by considering the dominated splitting [2] ). Moreover we also have
Finally, the sum of all central Lyapunov exponents of X is given by
We observe that the ergodicity of the flow implies that the Lyapunov exponents and the dimensions of the associated subbundles are a.e.-constant, and note that the Birkoff's ergodic Theorem and (1) 2 Outline of the proof and a perturbation scheme
Let us give a brief sketch of the proof. Fix a vector field X as in Theorem 1 and assume that Σ c (X) = 0. Note that, by Robinson's version of Kupka-Smale theorem ( [7] ) and well known results on linearizations, the hypotheses on the singularities of X are generic. As R admits a dominated splitting, a result of Vivier (Proposition 4.1 of [8] ) implies that Sing(X) = ∅, which is clearly an C 1 -open condition. Now, a theorem of Zuppa ( [9] ) assures that X can be C 1 -approximated by a vector field X ∈ X 3 µ (M ); moreover the hypotheses on X guarantee that ifX is C 1 -close to X then Sing(X) = ∅,X is stably ergodic and M is a partially hyperbolic set. If Σ c (X) = 0 the proof ends. Otherwise we will construct a perturbation ofX to get a C 2 -vector field Y with Σ c (Y ) = 0. This perturbation is made in two steps: first we obtain a kind of flowbox result in the setting of volume-preserving vector fields in order to trivialize coordinates (Lemma 2.1). Then, we make an explicit perturbation (Lemma 2.2) and borrow Baraviera and Bonatti arguments ( [1] ) to show that this perturbation produces the desired vector field Y .
Lemma 2.1 Given a vector field
Proof: Using Mosers's charts (see [5] , Lemma 2) we assume that p = 0 and that X(p) = (1, 0, ..., 0). For a small r > 0 let B r (p) denote the (n − 1)-dimensional ball centered at p and of radius r contained in N p , and define the functions f, g : B r (p) → R such that f := 1 and g(x 2 , ..., x n ) := X 1 (0, x 2 , ..., x n ), where X 1 is the first coordinate of the vector field X. Applying Theorem 1 of [3] we obtain a
for all (x 2 , ..., x n ) ∈ B r (p), where λ = g/ f and ϕ| ∂Br (p) = Id. Now we define the C s change of coordinates Φ :
By computing the jacobian of Φ at (0, x 2 , ..., x n ) and using (2) we obtain:
Now we consider (x 1 , x 2 , ..., x n ) ∈ R + × B r (p) and prove that detDΦ (x1,x2,...,xn) = 1.
Evaluated at x 1 = x 1 we obtain that DΦ (x1,x2,...,xn) = DX x1 Φ(0,x2,...,xn) DΦ (0,x2,...,xn) . We use (3) and the fact that the flow X t is volume-preserving to conclude that detDΦ (x1,x2,...,xn) = 1. Finally take Ψ := Φ −1 and we obtain T = Ψ * X. ⊔ ⊓ Now we present the perturbation we mention before.
There exists ξ > 0 with the following property: for any regular and non-periodic point p and a two-dimensional vector space
Proof: First, by using Lemma 2.1 up to a change of coordinates Ψ, we can assume that Ψ * X = T = ∂ ∂x1 in a neighborhood V of p. Actually, according to the proof of this Lemma, the neighborhood V can be chosen of the form X [−1,1] (B(p, r 0 )), for an appropriate small r 0 that depends on the point p. In these coordinates the space N p is the orthogonal space of ∂ ∂x1 and to simplify notation we still denote by V p and by W p the subspaces DΨ(p)(V p ) and DΨ(p)(V p ), respectively.
We fix two C ∞ bump functions α, β : R → [0, 1] as follows. The function α is such that α(t) = 0 for t ≤ 0, α(t) = 1 for t ≥ 1, and 0 ≤ α ′ (t) ≤ 2, for all t; the function β satisfies β(t) = 1, for |t| ≤ 1 2 , β(t) = 0 for t ≥ 1, and |β ′ (t)| ≤ 4 for all t. For any 0 < r < r 0 we define the map β r by β r (t) = β( 1 r t). For a fixed r ∈]0, r 0 ] we define P : [−1, 1] × N p → N p as follows. We fix an orthonormal basis of V p , {u 2 , u 3 }, and, for θ ∈ [0, 2π], consider the rotation of angle θ whose matrix relative to this basis is
be the linear variational equation which will induce our perturbation. It is straightforward to see that
We will define Z on Ψ(V) such that
For that we consider coordinates (u 1 , u 2 , u 3 , ..., u n ) associated to an orthonormal basis of R n such that u 1 is the coordinate associated to the direction of the flow and {u 4 , ..., u n } is an orthonormal basis of W p . Now in order to get Z satisfying (5) we take
Finally we define the vector field Y by Y = (Ψ −1 ) * (T + Z) in V, and by Y = X in the complement of V. We observe that Y is a C 2 vector field (in fact C r if the initial X is C r ), that condition (iv) follows directly from the definition of Y and note that a direct computation gives div(Y ) = 0.
To prove condition (i) at each point p we shrink, if necessary, the radius r 0 (p) < 1 in order to guarantee that 
to assure that the C 1 distance between X and Y (which is equal to d V (X, Y )) is less than ǫ.
To prove conditions (ii) and (iii) we observe that equation (4) and the definition of Z, see (5), imply that P 1 T +Z (Ψ(p)) = P (1, 0) ; thus from the definition of P (t, w) given above it follows that if u ∈ V p then P
Analogously we obtain (ii) just by noting that
Proof of Theorem 1
A key result and a simplified scenario
Given a vector field X satisfying the hypotheses of Theorem 1 using Lemma 2.2 we can exhibit a C 2 -vector field, Y , arbitrarily C 1 -close to X, without singularities, which is ergodic and partially hyperbolic. Moreover the two dimensional subspace V p (where the rotation acts) is chosen inside the central-unstable subbundle of T p M , where p is an Oseledets's point such that the orbit of p is non-periodic. Now our aim is to obtain the following result which ends the proof of the Theorem. 
The proof of this result follows the strategy developed by Baraviera and Bonatti ( [1] ). Therefore here, for completeness and clearness, we do the proof in a very simplified scenario but give special attention to the construction of the linear differential system associated to the perturbation Y of X. This system plays a crucial role in the estimates of the unstable Lyapunov exponents of Y . Concerning with the simplified setting we will restrict to the four dimensional case, we assume that the subbundles N u , N c and N s are nontrivial (thus they are one-dimensional) and assume also that, in a neigbourhood of non-periodic point p, they are given by 
Construction of an useful linear differential system
In the fixed setting the space V p is the space given by the directions u 2 (the unstable direction) and u 3 (the central direction), and W p is the space generated by u 4 (the stable direction). We recall that B r (p) denotes the (n − 1)-dimensional ball centered at p and of radius r contained in N p .
For q ∈ M let u 2 (q) denote a unit vector of N u q ; write
where
The linear differential system is defined in the following way
where γ(q) is equal to
In order to define A(q) let us fix q ∈ X −1 (B r (p)) and define τ (q) as the least positive real number such that there existsq ∈ B r (p) with
If there is no recurrence, say if does not exist such a τ (q), then we will take A(q) = 1. Takeq = X −1 Y 1 (q); it follows that q = X τ (q) (q). Moreover we also have
where a(q) = |detP
|. As M is compact and the linear Poincaré flow is continuous it follows that there exists C > 0 such that C −1 < a(x) < C, ∀x ∈ M . Moreover we also have that the linear differential system satisfies:
We note that the abstract linear differential system differs from the linear Poincaré flow (associated to the perturbed flow Y t ) along the unstable direction by the projection in this direction of the vector P τ (q)
X (q) · v(q). Actually we will take A(q) as the ratio of the norms of these two vectors. So let us define
where Π X (q) · v(q)).
We observe that we constructed a measurable linear differential system over a Lebesgue invariant flow Y t , hence by applying the Oseledets's Theorem (see for example [4] ) we conclude that for Lebesgue a.e. point the system has a Lyapunov exponent. From the Birkoff's Ergodic Theorem it follows that this Lyapunov exponent is equal to M log(γ(q))dµ(q).
End of the proof
Arguing exactly as in Lemma 1.4 of [1] we can prove that the Lyapunov exponent of the linear differential system is equal to the unstable Lyapunov exponent of Y t ; hence, using Birkoff's Ergodic Theorem again, we get
It is straightforward to see that 
On the other hand we have
Therefore we obtain
log(A(q * )) .
is uniformly bounded, for p ∈ M and r ≤ r 0 , and I(1) < 0, to prove that Σ u X − Σ u Φ > 0 it is enough to show that max
log(A(q * )) converges to zero as r tends to zero. For that it suffices to prove that there exist σ ∈]0, 1[ and C > 0 such that for any small r and q * ∈ X −1 (B r (p)) one has |A(q * ) − 1| ≤ Cσ τr , where τ r is the smallest return time from B r (p) to B r (p). Now, as w 2 (q), u 2 (q) ≤ w 2 (q) , | cos(β r ( q V )ξ)| ≈ 1 and a(q) is bounded away from zero, from (6), we get that there exists C 1 > 0 such that
λ(X i (q)) .
In the next step we use the domination structure:
for some constant C 3 > 0, where the unit vector w c , respectively w u , belongs to N c (q), respectively N u (q). Since w 2 (q) = Π u q (P τ (q)
X (q) · v(q)) and τ (q) ≥ τ r we obtain
Since τ r tends to infinity as r goes to zero it follows that if r is small then Σ 
