Towards accelerating Smoothed Particle Hydrodynamics simulations for
  free-surface flows on multi-GPU clusters by Valdez-Balderas, Daniel et al.
ar
X
iv
:1
21
0.
10
17
v1
  [
ph
ys
ics
.co
mp
-p
h]
  3
 O
ct 
20
12
Towards accelerating Smoothed Particle Hydrodynamics simulations
for free-surface flows on multi-GPU clusters
Daniel Valdez-Balderasa, Jose´ M. Domı´nguezb, Benedict D. Rogersa,∗, Alejandro J.C. Crespob
aModelling and Simulation Centre (MaSC), School of Mechanical, Aeroespace & Civil Engineering, University of Manchester, Manchester, M13
9PL, UK
bEnvironmental Physics Laboratory, Universidad de Vigo, Ourense, Spain
Abstract
Starting from the single graphics processing unit (GPU) version of the Smoothed Particle Hydrodynamics (SPH)
code DualSPHysics, a multi-GPU SPH program is developed for free-surface flows. The approach is based on a
spatial decomposition technique, whereby different portions (sub-domains) of the physical system under study are
assigned to different GPUs. Communication between devices is achieved with the use of Message Passing Interface
(MPI) application programming interface (API) routines. The use of the sorting algorithm radix sort for inter-GPU
particle migration and sub-domain “halo” building (which enables interaction between SPH particles of different sub-
domains) is described in detail. With the resulting scheme it is possible, on the one hand, to carry out simulations that
could also be performed on a single GPU, but they can now be performed even faster than on one of these devices
alone. On the other hand, accelerated simulations can be performed with up to 32 million particles on the current
architecture, which is beyond the limitations of a single GPU due to memory constraints. A study of weak and strong
scaling behaviour, speedups and efficiency of the resulting program is presented including an investigation to elucidate
the computational bottlenecks. Last, possibilities for reduction of the effects of overhead on computational efficiency
in future versions of our scheme are discussed.
Keywords: Smoothed Particle Hydrodynamics, SPH, CUDA, GPU, multi-GPU, Graphics Processing Unit,
computational fluid dynamics, Molecular Dynamics
1. Introduction
The applicability of particle-based simulations is typ-
ically limited by two different but related computational
constraints: simulation time and system size. That is, to
obtain physically meaningful information from a sim-
ulation, one must be able to simulate a large-enough
system for long-enough times. In the particular case of
the Smoothed Particle Hydrodynamics (SPH) method,
certain types of applications, for example the study
of coastal processes and flooding hydrodynamics, have
been limited until now by the maximum number of par-
ticles in order to perform simulations within reasonable
times.
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To overcome these limitations, various types of ac-
celeration techniques have been employed, which can
be grouped into three main categories based on the type
of hardware used. On the one hand there are the tradi-
tional High Performance Computing (HPC) techniques
which involve the use of hundreds or thousands of com-
puting nodes, each hosting one or more Central Process-
ing Units (CPUs) containing one or more computing
cores. Those nodes are interconnected via a computer
networking technology (e.g., Ethernet, Infiniband, etc.),
and programmed with the help of protocols like the
Message Passing Interface (MPI). For SPH, examples of
this type of approach include the work of Maruzewski
et al. [1], who carried out SPH simulations with up to
124 million particles on as many as 1024 cores on the
IBM Blue Gene/L supercomputer. Another recent ex-
ample in this field is that of Ferrari et al. [2], who re-
ported calculations using up to 2 million particles on a
few hundred CPUs. The drawback of this type of ap-
proach comes from the fact that, for SPH, an enormous
Preprint submitted to Elsevier October 29, 2018
number of cores is needed, which require considerable
investment, including the purchase, maintenance, and
power supply requirements of this type of equipment.
A second type of acceleration approach is that involv-
ing the use of Field-Programmable Gate Arrays (FP-
GAs). For example, Spurzem et al. [3] carried out
SPH and gravitational N-body simulations using this
type of technology for astrophysics problems, finding
that it is useful for acceleration of complex sequences
of operations like those used in SPH. Since the main
use of FPGAs in the literature is in the field of astro-
physics (where long-range forces and variable smooth-
ing lengths are typically employed), the use of FP-
GAs for free-surface flow applications (with short-range
forces and fixed smoothing lenghts) remains a relatively
unexplored field.
The third type of acceleration technique used in SPH
simulations, and the one on which this article focuses,
involves the use of a type of hardware different from the
CPU: the Graphics Processing Unit (GPU). The devel-
opment of GPU technology is driven by the computer
games industry but has recently been exploited for non-
graphical calculations, leading to the development of
general purpose GPUs (GPGPUs). GPU programming
is a parallel approach because each of these devices con-
tains hundreds of computing cores, and multiple threads
of execution are launched simultaneously. The use of
GPUs for scientific computations has come to represent
an exciting alternative for the acceleration of scientific
computing software. The release of the Compute Uni-
fied Device Architecture (CUDA) and its software de-
velopment kit (SDK) by NVIDIA in 2007 has facilitated
the popularization of the use of these devices for general
purposes, but efforts in this direction existed even prior
to that date. For example, as early as 2004, Amada et
al. [4] carried out SPH simulations for real-time sim-
ulations of water. In 2007 Harada et al. [5] reported
SPH simulations that ran an order of magnitude faster
on GPUs than on CPUs. More recently He´rault et al.
[6], reported one to two orders of magnitude speedups
of the GPU when compared to a single CPU. Among
the recent efforts for SPH computations on GPUs, Du-
alSPHysics [7] has proven to be a versatile computa-
tional SPH code for both CPU and GPU calculations.
The GPU version of DualSPHysics maintains the sta-
bility and accuracy of the CPU version, while providing
significant speedups over the latter. For a detailed de-
scription of DualSPHysics, please refer to [8].
Recently, in addition to performance, the energy ef-
ficiency of different types of hardware is representing
an increasingly important factor when choosing hard-
ware for accelerating simulations. This can be seen, for
example, in the list of the fastest supercomputers [9],
which now include energy efficiency along with perfor-
mance specifications. In this realm, too, GPUs show
promise. For example, a recent article by McIntosh-
Smith et al. [10], describing a methodology for en-
ergy efficiency comparisons, reports that in a particular
case study of simulations of molecular mechanics-based
docking applications, GPUs delivered both better per-
formance and higher energy efficiency than multi-core
CPUs.
However, GPU technology has its own constraints.
In the particular case of SPH, the memory restricts the
maximum number of SPH particles that can be effi-
ciently simulated on a single device to approximately
ten million or less, depending on the particular GPU
and on the precision of the data types used (e.g., single
or double). To go beyond this limit, this work extends
DualSPHysics by introducing a spatial decomposition
scheme with the use of the Message Passing Interface
(MPI) protocol1to obtain a multi-GPU SPH application.
Thus, our approach combines the two types of paral-
lelization described above since it provides paralleliza-
tion, first, at a coarse level by decomposing the problem
and assigning different volume portions of the system to
different GPUs, and second, at a fine level, by assigning
one GPU thread of execution to each SPH particle. Our
resulting multi-GPU SPH scheme, illustrated in Fig. 1,
has the potential to bypass both the system size and sim-
ulation time limitations which have to date constrained
the applicability of SPH in various engineering fields.
The rest of this article is organized as follows: Sec-
tion 2 presents a brief overview of the main ideas be-
hind SPH. In Section 3 the methodology used to imple-
ment the single-GPU version [8] (which is the starting
point for the present work) is summarized. Section 4
describes our spatial decomposition, multi-GPU algo-
rithm, whereby the physical system is divided into sub-
domains, each of which is assigned to a different GPU.
Section 5 describes the hardware. Section 6 presents the
main results of our simulations using a small number of
GPUs, including a study of weak and strong scaling, the
bottlenecks of the program, and our strategy to diminish
the effect of those bottlenecks and improve efficiency.
Section 7 concludes with a summary and a description
of ongoing and future work.
1This work started prior to the release of CUDA 4.0, which allows
direct communications among multiple GPUs. See Section 4 for more
details.
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(a) (b)
Figure 1: Snapshots of a multi-GPU SPH simulation using three GPUs, for a dam break with three obstacles. Portions of fluid in different
sub-domains are displayed with a different color, and white lines near the sub-domain boundaries correspond to the halos.
2. Smoothed Particle Hydrodynamics
In order to better understand the specific challenges
posed by a multi-GPU implementation of Smoothed
Particle Hydrodynamics (SPH), a brief description of
this method is now presented. SPH is a mesh-free,
Lagrangian technique particularly well suited to study
problems that involve highly non-linear deformation of
fluid surfaces that occur in free-surface flows, such as
wave breaking and marine hydrodynamics [11]. De-
veloped originally for the study of astrophysical phe-
nomena, it now enjoys popularity in a variety of engi-
neering fields, such as civil engineering (e.g., the design
of coastal defenses), mechanical engineering (e.g., im-
pact fracture in solid mechanics studies), and metallurgy
(e.g., mould filling).
The problem in SPH consists of determining the evo-
lution in time of the properties of a set of particles repre-
senting the fluid. In engineering applications, particles
have short range interactions with their neighbours, and
the dynamics are governed by a set of simultaneous or-
dinary differential equations in time. In this section the
classical SPH formulation used in our simulations are
described (see [12]).
2.1. Governing equations
The starting point for the derivation of the SPH equa-
tions is the set of equations for the continnum descrip-
tion of dynamic fluid flow, namely, the Navier-Stokes
equations [13]:
Dρ
Dt
= −ρ∇·~v, (1)
D~v
Dt
= −
1
ρ
∇p + ~g, (2)
De
Dt
= −
p
ρ
∇·~v. (3)
Here, ρ is the density, t is time, ~v and~r represent velocity
and position, respectively, σ is the total stress tensor, e
is the energy, ~g is the force due to gravity, and D/Dt
represents the material or total time derivative.
2.2. SPH discretization of the Navier-Stokes equations
Two key steps are used to discretize the Navier-
Stokes equations: first, the integral representation of a
field function, or kernel approximation, and second, the
particle approximation. The value of a field function
f (~r) at point ~r can be approximated by a weighted inter-
polation over the neighbouring volume in the following
way:
f (~r) ≃
∫
Ω
f (~r′)W(~r − ~r′, h)d~r′, (4)
where W(~r − ~r′, h) is a smoothing function (also called
the smoothing kernel), h is the smoothing length (used
3
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Figure 2: Illustration of the smoothing function, W(~ri −~r j, h), with a support domain of size 2h. The blue circles are the particles that represent the
fluid. Particle i interact with particle j only if |~ri −~r j | < 2h, due to the compact support property of the smoothing function, as explained in the text.
to characterize the shape and range of W), and the inte-
gral is over all space Ω.
The smoothing function is typically chosen to have
the following properties: its integral over all space is
unity; it approaches the Dirac delta function as h → 0;
it has compact support, i.e., its value is zero beyond its
support domain |~r − ~r′| > κh, where κ is a scaling fac-
tor used to set the coarseness of the discretization of
space (throughout this article κ = 2); it monotonically
decreases as |~r − ~r′| increases; and, last, it is symmet-
ric W(~r − ~r′, h) = W(|~r − ~r′|, h). It can be shown that
the kernel approximation is accurate to order two in h,
O(h2)[14]. In this article, all of the results are obtained
using the cubic spline smoothing function [13] with a
constant2support domain of size 2h.
The second step for the discretization of the Navier-
Stokes equations is the particle approximation, which
consists simply of replacing the continuous integral in
Eq. (4) by a discrete sum, and writing the differential of
volume as a finite volume ∆V j in terms of density and
mass, obtaining
f (~ri) ≃
∑
j
f (~r j)W(~ri − ~r j, h)
m j
ρ j
(5)
where m j = ∆V jρ j is the mass of the SPH particle, and
the sum is performed over all neighboring particles in
the support domain of W.
2Note that, in contrast with SPH simulations in astrophysics, e.g.,
Acreman et al. [15], a variable smoothing length h is not used here,
since it is rarely required for simulations of free-surface flows. A
variable smoothing length would increase the severity of diverging
branches, load unbalance among threads, and irregular memory ac-
cesses, making an efficient GPU implementation of SPH a more chal-
lenging task than a fixed smoothing length implementation, like the
one described in this article.
Figure 2 illustrates some of the properties of the
smoothing function W(~ri − ~r j, h). Part (a) of this fig-
ure shows particle i interacting with all other parti-
cles, j, within its radius of influence, or support do-
main, whereas part (b) shows the compact support in
operation, the smoothness of the function, as well as
its monotonically decreasing behaviour for increasing
|~ri − ~r j|.
Following a similar argument, the particle approxi-
mation for the spatial derivative of a function can be
written in the following form:
∇ f (~ri) ≃
∑
j
[ f (~r j) − f (~ri)]∇iW(~ri − ~r j, h)
m j
ρ j
(6)
Mathematically, therefore, the problem consists of per-
forming localised interpolations or summations around
each computation point where the properties of the fluid
are evaluated.
In the present article, variations in the thermal prop-
erties of the fluid are neglected, governed by Eqn. (3), as
the primary application of our approach is free-surface
flows where thermal properties do not play a signifi-
cant role. Applying the SPH formulation to the govern-
ing equations (1-2) leads to the following set of equa-
tions [13]:
dρi(t)
dt =
∑
j
m j~vi j· ∇iWi j (7)
d~ri(t)
dt = ~vi(t) (8)
d~vi(t)
dt = −
∑
j
m j
(
pi
ρi
+
p j
ρ j
+ Πi j
)
∇iWi j + ~g(9)
where Wi j ≡ W(~r − ~r j, h), ~g is gravity, and the artifi-
4
cial viscosity is given by Πi j = −αci jνi jρi j if ~ri j·~vi j < 0
and Πi j = 0 otherwise, where νi j = h~vi j·~ri j/(~r2i j + η2),
~ri j ≡ ~ri − ~r j, ~vi j ≡ ~vi − ~v j, ci j ≡ (ci + c j)/2, η = 0.1h, α
is a parameter that can be related to the Reynolds num-
ber for the specific free-surface problem, and pi is the
pressure at ri, which is governed by the equation of
state pi = B[(ρi/ρ0)γ − 1]. Here, γ = 7, B = c20ρ0/γ,
ρ0 = 1000 Kg/m3, and c0 =
√(dp/dρ)|ρ0 .
2.3. Boundary conditions
In this article dynamic boundary conditions [16] are
used to represent solid boundaries. In this method,
boundary particles obey the same dynamical equations
as the fluid particles, but the integration update for posi-
tion and velocity is not performed. Therefore, the den-
sity and pressure of the particle varies, but the position
and veolicty remain fixed (or change in an externally
imposed fashion in cases where solid boundaries are
moving.)
3. Single-GPU implementation
To describe our multi-GPU implementation, it is use-
ful to review the main strategy behind the single-GPU
version, as well as other general considerations that
need to be taken into account when performing SPH
simulations. For a more detailed description of the
single-GPU version of DualSPHysics please refer to [7]
and [8].
Single-GPU DualSPHysics is a fully-on-GPU pro-
gram, meaning that all the calculations, to be described
in detail below, are performed on the GPU, and data re-
sides on the GPU memory at all times, and is copied to
the host only when saving of the simulation results is
required. In this way the time consuming transfers of
data between CPU and GPU are minimized. This fully-
on-GPU strategy contrasts with other approaches which
only partially port computations to the GPU [17].
Some, but not all, of the tasks involved in the GPU
implementation of an SPH simulation are easily par-
allelized. The difficulties mainly arise from the La-
grangian nature of the method, where particles move in
space. The following basic strategies were followed to
increase performance: minimization of GPU-CPU data
transfers; optimization of memory usage to increase
bandwidth; minimization of divergent warps; optimiza-
tion of memory access patterns; and maximization of
occupancy to hide latency.
An SPH simulation consists of solving the set of
equations (7)-(9) at discrete points in time. To achieve
this, a series of iterations is performed:
SHARED
MEMORY
SHARED
MEMORY
SHARED
MEMORY
SHARED
MEMORY
SHARED
MEMORY
SHARED
MEMORY
        CACHE
GPU 1
DRAM
SHARED
MEMORY
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MEMORY
MPI Communications
        CACHE
DRAM
BRIDGE
DRAM CPU
        CACHE
DRAM
GPU 3 GPU 4
        CACHE
DRAM
GPU 2
BRIDGE
DRAM CPU
NODE 1 NODE 2
Figure 3: Illustration of a multi-GPU system with two nodes, each
hosting two GPUs. More generally, a multi-GPU system consists of
one or more computing nodes, each hosting one or more GPUs, in
addition to one or more CPUs. Different nodes are connected via a
computer networking technology, and transfer of information is per-
formed with MPI.
1. Find the neighbours of each particle, that is, all
other particles within its support domain of 2h
2. Sum the pairwise interactions between each parti-
cle and its neighbours
3. Update the system with the use of an integrator
We now describe the GPU implementation of those
steps.
3.1. Finding particle neighbours
To determine the neighbours of each particle effi-
ciently, the domain space is divided into cubic cells of
the size of the kernel support domain, namely 2h. Then
a CUDA kernel is launched, with one thread per parti-
cle, that assigns to each particle a label corresponding
to the cell to which it belongs. The next step consists
of using the radix sort algorithm [18] to order the ar-
ray holding the particle identification labels, or IDs, ac-
cording to the cell to which the particle belongs. Next
all arrays containing data information (position, veloc-
ity, etc.) are ordered according to the newly ordered ID
array. Last, an extra array is generated with the index
of the first particle of each cell that enables neighbour
identification during the computation of the particle in-
teractions.
3.2. Computing particle interactions
With the arrays re-ordered according to cells, and the
index of the first particle of each cell, a new CUDA ker-
nel is launched. One CUDA thread is assigned to each
5
particle i to search for its neighbours. If particle i is in
cell c, the thread will look for neighbours only in cell
c and in cells adjacent to c. This CUDA thread will
also compute the interaction between particle i and its
neighbours, that is, the sum on the right-hand side of
equations (7)-(9).
3.3. System update
Once the interactions are computed, and the right-
hand side of equations (7)-(9) is known, the system
state can be updated by numerical integration. As with
any other set of simultaneous first-order ordinarly dif-
ferential equations, a variety of integration schemes can
be used [19], and here a second-order Verlet algorithm
is used. The size of the integration time step varies
throughout each simulation according to the Courant-
Friedrichs-Lewy (CFL) condition [20] and the magni-
tude of the interactions. Here, minimum and maximum
values of certain physical quantities need to be found
among all particles, and for this, efficient CUDA reduc-
tion algorithms provided by NVIDIA are employed.
3.4. Single-GPU versus single-CPU approaches
Previous work concerning HPC for SPH published
prior to the appearance of GPUs report results using ei-
ther small CPU clusters or large supercomputers, such
as Blue-Gene. It is generally misleading to compare the
performance of a specific number of GPU cores to a
CPU core as the architecture and potential performance
is quite different. However, when demonstrating the ad-
vantages of GPU computations for engineering appli-
cations within industry, the ability to contrast the rela-
tive runtimes can be both accessible and useful. Hence,
results can be expressed in terms of speedup and effi-
ciency by comparing the number of cores versus a sin-
gle core. Therefore, to analyse the performance of one
GPU, the speedup in comparison with a single CPU core
is also shown to give an idea of the order of speedup that
is possible when using low-cost and accessible GPU
cards, instead of large cluster machines.
We have observed (see Ref. [8]) that the GPU version
of DualSPHysics runs on the order of 60 times faster
than its single-threaded CPU version. For this com-
parison, an NVIDIA GTX480 GPU and an Intel Core
i7 were used. In the CPU code, all of the standard
CPU optimizations were applied, symmetry in particle-
particle interaction was employed, and SIMD instruc-
tions that allow performing operations on data sets were
used whenever possible. However, if a multi-threaded,
OpenMP approach is used on a multi-core CPU in-
stead (4 cores of a CPU Intel Core i7, with 8 logical
cores using Hyperthreading) the speedup of the GPU
over the CPU was 14. In this way, for the mentioned
hardware one can estimate a speedup of approximately
60/nc where nc is the number of CPU cores used.
4. Multi-GPU implementation
As mentioned in Section 3, single-GPU Dual-
SPHysics has proved to be a viable option for accel-
erated SPH simulations. However, for a fully-on-GPU
approach as presented here, there is a limitation on the
number of particles that can be simulated due to the
size of the GPU memory. For example, a commonly
used NVIDIA GPU, the GTX480, with 1.5 GB of mem-
ory, can handle up to about 8 million SPH particles,
and an NVIDIA Tesla M2050 can simulate a maximum
of about 15 million particles. To go beyond the lim-
its3imposed by those constraints, a spatial decomposi-
tion scheme is introduced (illustrated in Fig. 1) with the
use of MPI to communicate between different GPUs,
which is explained in this section.
4.1. A multi-GPU system
To understand the computational tasks required for
a multi-GPU SPH simulation, we begin with a brief
description of our multi-GPU system. Fig. 3 shows a
schematic view of one such system, consisting of two
computing nodes, each hosting one CPU and two GPUs.
More generally, a multi-GPU system consists of one or
more computing nodes, each hosting one or more GPUs,
in addition to one or more CPUs. Nodes are connected
with each other via a computer networking technology,
and the transfer of data between nodes is executed using
a protocol, in this case MPI, whereas each GPU is con-
nected to its host via a PCI Express bus. Throughout the
rest of this article, the words “CPU”, “node” and “host”
are used interchangeably.
4.2. Spatial decomposition
The main idea behind the implementation of our
scheme is to assign different parts of the physical system
3An alternative solution to a limited size of GPU memory when
doing single-GPU simulations is to keep the particle information on
the host and transfer data to the GPU in batches, one after the other,
until all particles have been processed. It is estimated that this pro-
cedure would be quite inefficient compared to a multi-GPU approach
due to long GPU to host data transfer times, and the fact that there
would be only one GPU processing the data of all particles.
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Figure 4: (a) One-dimensional domain decomposition scheme for a
computational system with N GPUs. The total physical volume is
divided into N sub-domains, each of which is assigned to a different
GPU. Data needs to transferred between GPUs when there is flow
from one sub-domain to another, and also when the halo needs to be
updated. (b) Data needed to process the dynamics of particles within
the range of interaction (a distance of twice the smoothing length, 2h,
in our case) is stored in the halo of the sub-domain.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 









































 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 









































2
5
3
1
4
6
7
8
Left edge Right edge
2h
Figure 5: The “edges” of a sub-volume are used to construct the halo
of neighbouring sub-domains. The illustrated sub-domain is assumed
to have neighbouring sub-domains both to the left and to the right, and
therefore data arrays containing particle state are ordered with the use
of radix sort routine, as explained in detail in the text.
to different GPUs—that is, a volume domain decompo-
sition technique is used. The portion assigned to a GPU
is referred to as a “sub-domain” throughout the rest of
this article. Eventually, the intention is to use a multi-
dimensional domain decomposition with load balanc-
ing. For the development of the algorithm presented
herein, a one-dimensional decomposition is sufficient.
Fig. 1 illustrates a domain decomposition scheme in op-
eration for a three-dimensional dam break simulation
with three obstacles. During and after each integration
step, data needs to be transferred between GPUs due
to, firstly, particles migrating from one sub-domain to
another, and secondly, information of particles residing
on a neighbour sub-domain that are close enough to the
boundary to influence the dynamics of particles in the
domain of interest, that is, the ’halo building’ process.
This requires three main steps: preparation of the data,
as well as GPU-CPU communications, and inter-CPU
communications. Preparation of data is the process by
which a GPU re-arranges the information to be passed
to other GPUs before actually sending it. An example of
this is the re-ordering of the arrays containing the state
of particles when they step out of their sub-domain, so
that the relevant information is efficiently packaged be-
fore it is copied to the CPU (host) memory.
Fig. 4a illustrates a one-dimensional domain decom-
position scheme for a computational system with N
GPUs. The total physical volume is divided accord-
ingly into N sub-domains (boundaries are shown in
red in Fig. 4), each of which is assigned to a different
GPU. Fig. 4b shows two neighbouring domains, n, and
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Figure 6: Strong scaling behaviour for the speedup of a dam break
simulation with 5 million particles. The red curve corresponds to sim-
ulations run on the system with up to four GPUs, all residing on the
same node, whereas the green curve shows results using one GPU per
node.
n+1. Data from the edge (the portion of the sub-domain
within a distance 2h to the sub-domain boundary) of do-
main n is used to construct the halo of the neighbouring
domain n + 1, and vice versa. The width of the halo
and the width of the edge are the size of the interaction
range, in our case, twice the smoothing length, 2h.
For the sake of clarity, in the rest of this sub-section
we assume a muti-GPU system with N nodes. Each
node is labelled with the number k (with k = 1, 2, . . .N)
and hosts only one CPU (CPUk) and one GPU (GPUk).
There is, then, one MPI process, pk, per GPU, and pk
controls GPUk, which is assigned to sub-domain S k. Af-
ter pk sets the initial state Qk (position, velocity, etc.) of
particles in S k and its halo Hk, the program iterates over
the following steps:
• Determine integration step size, ∆t
• GPUk: update state, Qk
• GPUk: if any particles now have positions corre-
sponding to a different sub-domain S j, with j , k,
then
– GPUk: label particles according to sub-
domain
– GPUk: order arrays according to sub-domain
label (using radix sort)
– GPUk: copy data, Dsend, from GPUk to CPUk,
of particles migrating from one sub-domain
to another
– CPUk: send Dsend to p j, with j , k
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Figure 7: Efficiency for the simulations described in Fig. 6.
– CPUk: receive data, Dreceive, from p j, with
j , k
– GPUk: copy Dreceive from CPUk to GPUk
– GPUk: update number of particles in sub-
domain k
• if saving data, then
– GPUk: copy data of all particles in sub-
domain from GPUk to CPUk
• GPUk: label particles according to edge
• GPUk: order arrays according to edge label (using
radix sort)
• GPUk: copy data, Esend, of edge particles, from
GPUk to CPUk
• CPUk: send Esend to p j, with j , k
• CPUk: receive data, Ereceive, from p j, with j , k
• GPUk: copy Ereceive from CPUk to GPUk
• GPUk: update number of particles in sub-domain k
• GPUk: order arrays according to cubic cell of size
2h
Determining the size of ∆t, which is the same for all
sub-domains, involves two kinds of reduction opera-
tions: one on the GPU, where each device GPUk deter-
mines the minimum size of ∆tk suitable for the numeri-
cal integration for particles in its sub-domain, and then
another, on the CPUs, whereby the minimum among all
∆tk’s is found with an MPI Allreduce operation.
In summary, the multi-GPU program iterates over the
next three main steps:
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1. Update particle state: Each GPU updates the state
of the particles within the sub-domain assigned to
it. This involves (i) re-ordering data arrays that
hold the state of the particles to determine effi-
ciently their neighbours (using the radix sort al-
gorithm), (ii) computing the inter-particle interac-
tions (e.g., the forces), and (iii) the actual update
of the particle state.
2. Update sub-domains: the number of particles in
each sub-domain must be updated to reflect par-
ticle migration due to fluid flow, and the state of
migrated particles must be transferred accordingly.
This is achieved by re-ordering data arrays (us-
ing the radix sort algorithm) according to the sub-
domain in which they are located, and then trans-
ferring the necessary data from the GPU to the
CPU4, then among CPUs if the GPUs reside on
different hosts, and last, from the CPU to the new
GPU.
3. Update sub-domain halo: The halo holds the data
of particles that exist on a neighbouring sub-
domain but close enough to influence the parti-
cles of the domain in question (a distance twice
the smoothing length h in our case, see Fig. 4b).
Here again the radix sort algorithm is used to re-
order data arrays according to the halo to which
they they may belong.
In its current version, the scheme does not include
task overlapping of computation on each GPU with
communications among those devices. Since the com-
putation of the particles inside a given sub-domain re-
quires an up-to-date state of the particles within its halo,
it is not possible for a given GPU to send data to another
device before the computation is finished, which pre-
vents the overlap of computation and communication.
In regards to overlapping of CPU and GPU compu-
tation, the highly parallelizable nature of the SPH algo-
rithm, in conjunction with the high cost of GPU-CPU
communications, makes fully-on-GPU schemes more
efficient, at least in single-GPU computations. This has
been discussed in Ref. [17] (e.g., see Figure 1 of that
work). However, it is conceivable that in multi-GPU
approaches, due to the fact that data needs to be trans-
ferred among GPUs via the CPU5, one could perform
some of the computations on the CPU, thereby saving
GPU-to-CPU communication time. This idea remains
to be explored.
5At the time of writing, May 2011, CUDA 4.0 Release Candidate
has become available, and the production version is expected soon.
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4.3. Using the radix sort algorithm
To illustrate the use of the radix sort algorithm for the
halo updating procedure, we use Fig. 5. It is assumed
that the sub-domain represented in this figure has neigh-
bour sub-domains both to the left and to the right. Par-
ticles labelled 2, 5, and 3 are within a distance 2h from
the sub-domain boundary to the left and therefore form
the left “edge”, whereas particle labelled 8 is within this
distance to the sub-domain boundary to the right, and
forms the right “edge”. Particles 1, 4, 6, and 7 are fur-
ther than 2h from either boundary and therefore do not
belong to any edge. When the update of the halo of the
sub-domain neighbouring to the left is made, the state of
particles on the left edge needs to be passed to the GPU
assigned to it. To achieve this, first a CUDA kernel is
launched which assigns to particles not in a halo the la-
bel “0”, and to particles on the left halo a label “1”, and
to particles in the right halo the label “2”:
halo = {0, 1, 1, 0, 1, 0, 0, 2},
id = {1, 2, 3, 4, 5, 6, 7, 8},
where “halo” and “id” are one-dimensional data arrays
of integers, containing the assigned label, and the parti-
cle identification number, respectively.
Next the radix sort routine is called to obtain a re-
ordered array of the particles identification numbers, ac-
CUDA 4.0 allows direct communications among multiple GPUs, and
MPI transfers directly from the GPU memory without an intermedi-
ate copy to system (CPU) memory. However, this capability is only
available to NVIDIA’s Tesla GPUs with the Fermi architecture (e.g.,
Tesla M2050) and GPUs must reside on the same node.
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cording to the “halo” label:
halo = {0, 0, 0, 0, 1, 1, 1, 2},
id = {1, 4, 6, 7, 2, 3, 5, 8}.
The new version of the array ID is used to re-order all of
the arrays containing the state of the particles, namely,
the one dimensional array for positions, velocities, etc.
Once this reordering is made, the CUDA function cud-
aMemcpy is used to transfer the relevant data from the
GPU to the CPU, and, if the GPUs reside on different
hosts, then an inter-node communication is made before
uploading the data in question onto the desired GPU.
A similar procedure to the construction of the halo is
used for the data transfers due to particle migration. In
this case, particles are assigned labels depending on the
sub-domain to which they have migrated: “1” if they
migrated to left, “2” if they migrated to the right, and
“0” otherwise, and data is transferred accordingly after
reordering the data arrays containing the particle state,
similar to the construction of the halo.
4.4. Other approaches to multi-GPU programming
There are three main features which make our scheme
different to other multi-GPU approaches for SPH (for
example, [17]):
1. the use a low-level CUDA approach instead of a
high-level, directive-based transformation of CPU
to GPU code;
2. the full implementation of the computations on the
GPU, instead of porting to the GPU only part of
the computations, and performing the rest on the
CPU; and
3. the fact that the code development starts from a
single-GPU code and progresses towards a multi-
GPU application, instead of going from a multi-
CPU to a multi-GPU program.
The use of a low-level approach, combined with the
fact that the computation is fully implemented on the
GPU [points (1) and (2)], facilitates a higher level of
control of the hardware, the utilization of the mem-
ory hierarchies, as well as the use of highly optimized
CUDA functions. These features are not as readily
available in directive-based approaches. Additionally
—and in regards to multi-GPU programming— the ad-
vantage of these two features is the straightforward
availability of both data and optimized CUDA sub-
routines to process it, for instance, during the construc-
tion of the halo and the migration of particles, which are
crucial steps in the scheme.
The advantage of point (3) is related to the previous
two points, where the data structures and tools for the
multi-GPU scheme were present and thoroughly tested
on the single-GPU version before making the extension
to multi-GPU. For instance, the routines for sorting and
determining the labels of the first and last particle in a
given region of space were already used in single-GPU
method for finding neighbours of particles, and when
implementing the multi-GPU version they were re-used
for determining migrating particles as well as the edges
and halos in a sub-domain, as explained in detail above.
5. Hardware
Simulations have been performed on two different
systems: one is part of a dedicated cluster at the Uni-
versity of Manchester, where the GPU section has six
nodes each hosting two NVIDIA Tesla M2050, which
feature the Fermi architecture, and each possess 448
computing cores grouped in 14 streaming multiproces-
sors of 32 cores each, clock rate of 1.15 GHz, 3 GB
GDDR5 memory, and a high speed, PCI-Express bus,
Gen 2.0 Data Transfer. The hosting nodes are con-
nected via 1 Gigabit per second Ethernet technology,
which, unfortunately, is much slower than Infiniband,
with its current speed of 40 Gigabits per second and sig-
nificantly lower latency, to which we currently have no
access. Each of the hosting nodes also has two six-core
AMD Opteron processors (CPUs), and runs Scientific
Linux release 5.5.
The second system used for simulations is a sin-
gle node hosting four GPUs at the University of Vigo,
Spain. The GPUs are NVIDIA GTX480, which, like
the M2050, feature a Fermi architecture and 448 com-
puting cores, but have a faster clock rate of 1.4 GHz, and
a smaller memory of 1.5 GB GDDR5. The connection
to the host is done via a PCI-Express bus. Additionally,
the hosting node has two Intel Xeon E5620 2.4 GHz
CPUs, and since all four GPUs reside on the same host,
there is no need for a computer networking technology.
6. Results
To test our multi-GPU program, simulations of a
three-dimensional dam break with three obstacles, illus-
trated in Fig. 1 were performed. When assessing paral-
lelization, it is useful to address questions of efficiency
and scalability in order to determine the usefulness of
the approach used. The aim of this section is to answer
the following questions:
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Figure 9: Percentage of time that each MPI process uses for inter-CPU
communications for simulations using different number of GPUs. The
horizontal axis corresponds to the label of the MPI process. Smaller
times correspond to the processes assigned to endpoints of the simu-
lation box, as explained in more detail in the text.
• Scaling: how do computing times change when the
system size and the number of computing devices
(in our case, the number of GPUs) vary?
• Where are the bottlenecks? Are they in the GPU
to CPU or in inter-CPU data transfers? Or are they
on the data preparation routines?
• How does the overhead resulting from data trans-
fers between GPUs (due to particle migration and
halo construction) compare to the time spent by
each GPU processing the motion of particles in its
assigned sub-domain?
The speedup s of the multi-GPU simulations is de-
fined as a function of the number of GPUs N in the fol-
lowing way:
s(N) = T (Nref)np(N)
T (N)np(Nref) (10)
where T is the simulation time divided by the number
of steps6 Nsteps, Nref is the number of GPUs used as
reference (in this article, Nref = 1), and np is a measure
of the system size, which in this article is the number
of particles. The efficiency η is defined as the speedup
divided by the number of GPUs:
η(N) = s(N)
N
. (11)
Two types of scaling behaviour are investigated, weak
and strong, which are now described.
6The simulation time per step T is used instead of the simulation
time Tsim because Nsteps varies with np for simulations of a fixed phys-
Figure 10: Comparison of the percentage of the computation time
spent by different tasks carried out during a 4-GPU simulation of a
dam break, using 7 million particles, where each GPU resides on a
different computing node.
6.1. Strong scaling
Strong scaling is studied by increasing the number of
GPUs while leaving the system size (both the number
of particles and the physical dimensions) fixed np(N) =
np(Nref). Substituting this in (10) we obtain
s(N) = T (Nref)
T (N) . (12)
In the ideal case the computation time is inversely pro-
portional to the number of GPUs used, T (N) = c/N,
where c is the proportionality constant, giving s(N) =
N/Nref. If the reference number of GPUs Nref = 1, then
s(N) = N.
Fig. 6 shows results for the strong scaling behaviour
of our program for the speedup, for a dam break simula-
tion of 5 million particles, on the two systems described
in Section 5. 5 million particles was chosen because
this number is close to the maximum number of parti-
cles that can currently fit into a single NVIDIA GTX480
ical time t, and fixed physical system dimensions. The reason for this
is that Nsteps = t / ∆t, where ∆t is the average integration step (aver-
age over the whole simulation, since an adaptive time step algorithm
is used), and ∆t is typically proportional to the discretization length
∆p (the “size” of the SPH particle), which determines the number
of particles np ∝ 1/∆p3. Therefore, for fixed physical time t, it is
expected that Nsteps ∝ n1/3p . Since the simulation time should be pro-
portional to both the number of particles and to the number of steps
(Tsim ∝ Nstepsnp), simulation times will follow Tsim ∝ n4/3p . This
behaviour has been observed in our simulations.
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used for comparisons here. The red curve corresponds
to simulations run on the system with up to four GPUs,
all residing on the same node, whereas the green curve
shows results using one GPU per node. As expected,
the speedup is better in the first case, where there is no
need for inter-CPU (inter-node) communications. Fig. 7
shows the corresponding results for the efficiency for the
system described in Fig. 6.
In Fig. 8, the efficiency loss, defined as 100−η (where
η is the efficiency, plotted in Fig. 7), is compared to the
percentage of time consumed by various computational
tasks in a multi-GPU simulation. From this, it can be
observed that (i) a correlation exists between the com-
bined overhead (sum of inter-CPU, GPU-CPU commu-
nication and data preparation times, in green circles)
and the loss of efficiency (in red squares), and (ii) that
the overhead increases with the number of GPUs mostly
due to the inter-CPU communications (black triangles),
since the overhead caused by GPU-CPU communica-
tions (red diamonds) and data preparation (blue trian-
gles) increases much more slowly. Note that, since each
MPI process in a given simulation measures its own
communication times, and those times are in general
different from one process to another, here the longest
time among all processes of a given simulation is used.
This will be further discussed for Fig. 9 below.
In future versions of our program, the total over-
head is expected to be reduced with (a) the use of
pinned memory for faster the GPU-CPU data transfers,
and (b) the utilization of an Infiniband switch, which
should substantially decrease the inter-CPU communi-
cations. Also, for the case of GPUs residing on the same
host, the introduction of CUDA 4.0 should result in fur-
ther reduction of overhead. As mentioned earlier, two-
dimensional domain decomposition is envisaged, which
will entail a significant increase of the inter-CPU com-
munication times, especially on systems that use slow
inter-CPU networking technology, such as Gigabit Eth-
ernet, instead of Infiniband or faster versions of Eth-
ernet. The reason for this is that for two-dimensional
domain decomposition, each MPI process will need to
send information to as many as eight other processes
when doing the inter-CPU communications on system
with many nodes.
Figure 9 shows the percentage of time that each MPI
process uses for inter-CPU communications for 2-, 3-
, 4-, 5-, and 6-GPU simulations. The horizontal axis
corresponds to the label of the MPI process. Each la-
bel is assigned in order of increasing y-coordinate to the
’slices’ into which the simulation box has been subdi-
vided (e.g., Fig. 1 for the particular case of three GPUs).
One can see that the time is smaller for the processes
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Figure 11: Simulations using a number of particles proportional to the
number of GPUs. Plots are shown for nsub (number of particles per
GPU) equal 100 thousand, 1, 2, 4, and 8 million.
assigned to sub-volumes on the edges of the simulation
box than for the rest, reflecting the fact that processes
on the edge need to send data to one neighbour process
only, whereas the rest of them need to send data to two
neighbours instead7.
In Fig. 10 some of the most consuming tasks of a
multi-GPU simulation are compared for a dam break
with 7 million particles on four GPUs. This figure
shows that the time that each GPU uses to compute the
particle dynamics (once its halo has been updated) is
nearly 80% of the total simulation time, dominating the
overall computation. However, considerable time is also
spent on inter-CPU communications, and, to a lesser ex-
tent, data preparation, and GPU-CPU data transfers.
6.2. Weak scaling
Simulations have also been performed using system
sizes proportional to the number of GPUs : np(N) = Nc,
where c is the proportionality constant. Substituting this
in (10) we get
s(N) = T (Nref)N
T (N)Nref . (13)
In the ideal case the time is the same regardless of the
number of GPUs, T (N) = T (Nref) and s(N) = N/Nref.
7We have observed that CPU data preparation times are also
shorter on processes assigned to simulation box edges than on the
rest. GPU data preparation times are, on the other hand, flat across
all processes of a given simulation, which is also consistent with the
way in which the GPU prepares data. Data preparation times in Fig. 8
are the sum of GPU and CPU preparation times of the highest time-
consuming process.
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Figure 12: (a) Domain decomposition scheme for a fixed number of particles nsub per GPU, and an increasing number of GPUs, corresponding to
weak scaling. (b) For a given number of GPUs (three in this example), one can show that the ratio of particles in the halo nhalo to nsub decreases,
leading to the better scaling that can be seen in Fig. 11. See text for details.
13
If the reference number of GPUs Nref = 1, then s(N) =
N.
Fig. 11 shows the results of simulations using a num-
ber of particles proportional to the number of GPUs.
Plots are shown for 100 thousand, 1, 2, 4, and 8 mil-
lion particles per GPU, with the largest simulation so
far being for 32 million particles distributed among four
GPUs. As expected, scaling improves with a growing
number of particles per GPU because the time spent
on tasks that result in an overhead becomes a smaller
percentage of the total computational time, which, as
shown in Fig. 10, is dominated by the update of particle
states performed by each GPU.
One must note that, for each curve in Fig. 11, the total
number of particles in the system is increased by making
a finer discretization of the continuum, that is, by using
smaller particles (smaller smoothing length h), instead
of increasing the physical dimensions of the simulation
box (here this is kept fixed). In this scenario, one can
demonstrate that the larger the number nsub of particles
per GPU, the smaller the fraction nhalo/nsub, which leads
to better scaling.
To demonstrate this, consider the ratio
nhalo
nsub
∼
LH2h
LHW/N
=
N2h
W
, (14)
where L, H, and W are the length, height and width of
the simulation box, LH2h is the volume of the halo, and
LHW is the total domain of the simulation box, which,
divided by N, gives the volume of the sub-domain.
Since the volume of one particle is proportional to h3,
for a fixed fluid volume the total number of particles in
a simulation is given by np = Nnsub ∼ h−3. We can
therefore write:
nhalo
nsub
∼
N2/3
n
1/3
sub
. (15)
This means that, for a fixed number of GPUs N, the
number of particles in the halo, relative to the number of
particles in the sub-domain, shrinks. This is illustrated
in Fig. 12. In part (a), a fixed number of particles per
GPU with an increasing number of GPUs is shown, cor-
responding to weak scaling. One can observe the reduc-
tion of the size of the halo, which is of size 2h. Part (b)
of this figure shows also decreasing halo size as num-
ber of particles is increased while keeping the number
of GPUs fixed.
6.3. Scaling comparison
It is instructive to compare the scaling results pre-
sented in this article with those of other multi-GPU and
multi-CPU approaches. Oger et al [17] describe a multi-
GPU SPH scheme that uses directive-based, partially-
ported GPU code. Although that report does not present
the same kind of scaling as we do here, one can extract
some useful information from their data. In particular,
from their Figure 9, one can obtain an approximation
to their strong scaling behaviour by dividing the time
their simulation takes on two nodes by the time it takes
on four nodes, which in the ideal scaling case would
yield 2. In Ref. [17] this value is approximately 1.7 (for
155,500 particles) and 1.8 (for 2,474,000 particles). The
same division using our data for five million particles
gives approximately 1.7, showing consistency between
the two schemes.
A comparison with multi-CPU code is also interest-
ing. For example, Maruzewski et al. [1] report both
strong and weak scaling on SPH simulations on as many
as 1024 CPU cores, with a number of particles of up to
124 million. As it is often the case in this type of multi-
CPU simulations, scaling data (Figures 5, 6, and 7 in
Ref. [1]) shows no significant departure from the ideal
value until the number of CPUs is relatively large, on
the order of eight in this case.
A plausible explanation for the worse scaling be-
haviour on multi-GPU systems than on multi-CPU clus-
ters has been proposed in Ref. [21] for Molecular Dy-
namics simulations. In essence, the part of the pro-
gram computing the motion of particles is accelerated
by the GPU, but the inter-device communications are
not. Therefore, the time spent on the latter, as a fraction
of the total simulation time, becomes relatively large
more quickly as the number of computing devices is in-
creased.
7. Summary and future work
This paper presented a computational methodol-
ogy to carry out three-dimensional, massively parallel
Smoothed Particle Hydrodynamics (SPH) simulations
across multiple GPUs. This has been achieved by intro-
ducing a spatial domain decomposition scheme into the
single-GPU part of the DualSPHysics code, converting
it into a multi-GPU SPH program.
By using multiple GPUs, on the one hand, simula-
tions can be performed that could also be performed
on a single GPU, but can now be obtained even faster
than on one of these devices alone, leading to speedups
of several hundred in comparison to a single-threaded
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CPU program. On the other hand accelerated simula-
tions with tens of millions of particles can now be per-
formed, which would be impossible to fit on a single
GPU due to memory constraints in a full-on-GPU sim-
ulation where all data resides on the GPU. By being able
to simulate—without the need of large, expensive clus-
ters of CPUs—this large number of particles at speeds
well beyond one hundred times faster than single CPU
programs, our software has the potential to bypass lim-
itations of system size and simulation times which have
been constraining the applicability of SPH to various
engineering problems.
The methodology features the use of MPI routines
and the sorting algorithm radix sort, for the migration of
particles between GPUs as well as domain ’halo’ build-
ing. A study of weak and strong scaling with a slow Eth-
ernet connection shows that inter-CPU communications
are likely to be the bottleneck of our simulations, but
considerable overhead is also produced by data prepa-
ration, and, to a lesser extent, by GPU-CPU data trans-
fers. A possible solution to the overhead caused by the
latter is the use of pinned memory, which so far in our
program remains unused. The use of Infiniband instead
of Ethernet should reduce the overhead cause by inter-
CPU communications, and for the case of GPUs resid-
ing on the same host, the use of the recently released
CUDA 4.0 will be introduced, which should further ac-
celerate communications. Future work includes also
the introduction of a dynamic load balancing algorithm,
a multi-dimensional domain decomposition scheme, as
well as floating body capabilities.
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