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Abstract
We propose an advanced randomized coloring algorithm for the problem of balanced colorings of hypergraphs (discrepancy
problem). Instead of independently coloring the verticeswith a randomcolor,we try to use structural information about the hypergraph
in the design of the random experiment by imposing suitable dependencies. This yields colorings having smaller discrepancy. We
also obtain more information about the coloring, or, conversely, we may enforce the random coloring to have special properties.
There are some algorithmic advantages as well.
We apply our approach to hypergraphs of d-dimensional boxes and to ﬁnite geometries. Among others results, we gain a factor
2d/2 decrease in the discrepancy of the boxes, and reduce the number of random bits needed to generate good colorings for the
geometries down to O(
√
n) (from n). The latter also speeds up the corresponding derandomization by a factor of √n.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction and results
1.1. The discrepancy problem
The combinatorial discrepancy problem is to partition the vertex set of a given hypergraph into two classes in a
balanced manner, i.e., in such a way that each hyperedge contains roughly the same number of vertices in each of the
two partition classes.
More precisely, a hypergraph is a pairH= (X,E), where X is ﬁnite set and E ⊆ 2X. The elements of X are called
vertices, those of E (hyper)edges. A partition of X into two classes is usually represented by a coloring  : X → C for
some two-element set C. The partition then is formed by the color classes −1(i), i ∈ C. It turns out to be useful to
select −1 and +1 as colors. For a coloring  : X → {−1,+1} and a hyperedge E ∈ E the expression
(E) :=
∑
x∈E
(x),
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then counts how many of the +1-vertices of E cannot be matched by vertices colored −1. Thus |(E)| is a measure
for the imbalance of  with respect to E. As it is our aim to color all hyperedges simultaneously in a balanced manner,
we deﬁne the discrepancy of  with respect toH by
disc(H, ) := max
E∈E
|(E)|.
The discrepancy problemoriginates from the ﬁeld of number theory (e.g. [22,18]), but due to awide range of applications
and connections it has received an increased attention in computer science and applied mathematics during the last
20 years. For reasons of brevity, we just mention uniformly distributed sets and numerical integration, computational
geometry, communication complexity and image processing. We refer to the books by Matoušek [16], Chazelle [9],
Kushilevitz and Nisan [13] and the paper by Asano et al. [3], respectively.
1.2. Discrepancies and integer linear programs
The discrepancy problem can be formulated as integer linear program. Since we believe that our methods can
be extended to this more general context, let us brieﬂy sketch the connection. Let X = {1, . . . , n} =: [n] and E =
{E1, . . . , Em}. Then the following integer linear program (here given as a 0, 1 ILP) solves the discrepancy problem for
H:
minimize 2
subject to ∑
i∈Ej
xi − 12 |Ej |, j = 1, . . . , m,
− ∑
i∈Ej
xi + 12 |Ej |, j = 1, . . . , m,
xi ∈ {0, 1}, i = 1, . . . , n.
0.
The problem in using the linear relaxation of this ILP is that there always exists the trivial solution x=(x1, . . . , xn)= 121n.
Therefore, a fruitful connection between solutions of the [0, 1]-relaxation and the original problem is not to be expected.
On the other hand, randomized rounding strategies for this trivial solution yield random colorings and, vice versa,
generators of random colorings can be interpreted as randomized rounding strategies. Thus both problems are strongly
connected. It also turns out that the tools used and the difﬁculties occurring in both the discrepancy problem and
randomized rounding problems are very similar. Thus we believe that the methods presented in this paper might have
a broader application than just the discrepancy problem. Note that due to work of Beck and Spencer [8] and Lovász et
al. [14], arbitrary rounding problems can be reduced to combinatorial discrepancy problems.
1.3. Algorithmic aspects of randomized coloring and randomized rounding
Discrepancy is anNP-hard problem. For a very restricted class of discrepancy problems that are alreadyNP-complete,
we refer to Ref. [4]. Efﬁcient algorithms ﬁnding an optimal coloring therefore are not to be expected. Indeed, very little
is known about the algorithmic aspect of discrepancy. For some restrictions of the problem a nice solution exist, e.g.,
for hypergraphs having vertex degree at most t . Beck and Fiala [6] gave a polynomial time algorithm that computes
colorings having discrepancy less than 2t .
A common algorithmic approach for the general case (and in fact the only one known to us) are random colorings
obtained by independently choosing a random color for each vertex. Via a Chernoff-bound analysis (see e.g. [2]) these
colorings can be shown to have discrepancy O(
√
n logm) with high probability, where as above n shall always denote
the number of vertices and m the number of hyperedges.
Theorem 1. A random coloring obtained by independently choosing a random color for each vertex has discrepancy
disc(H, )
√
2n ln(4m)
with probability at least 12 .
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Note that this yields a randomized algorithm computing a coloring of the claimed discrepancy by repeatedly gen-
erating and testing a random coloring until the discrepancy guarantee of the theorem is satisﬁed. This algorithm has
expected run-time O(n(R + m)), where R is the complexity of generating a random bit. Random constructions show
that (at least for suitable values of n and m) there are hypergraphs having discrepancy (√n log(m/n)). Thus the
random colorings of Theorem 1 are almost optimal in the general case.
Via the transfer sketched in the previous subsection, all of the above hold for general rounding problems as well.
In particular, no randomized rounding strategy for a linear problem of n variables and m constraints can guarantee a
violation in the constraints of less than (
√
n log(m/n)).
A central problem with random colorings (and randomized rounding) is therefore how to take into account the
structure of the hypergraph (or the ILP). One way to deal with this is to use random colorings as above, but to tighten
the analysis using the structural information. Exploiting such dependencies, namely positive correlation among the
‘good’ events, Srinivasan [20] showed improved approximation guarantees for packing and covering problems.
A second approach is to use a different kind of random colorings, i.e., to design the random experiment in a way that
it exploits the structure of the hypergraph directly. This is what we do in this paper.
1.4. Our results
We analyze a way of generating random colorings not by independently coloring the vertices, but by imposing some
dependencies. This allows us to exploit structural information about the hypergraph. We apply this approach on two
examples, namely hypergraphs of higher-dimensional boxes and ﬁnite afﬁne and projective planes.
Our approach proves to be effective in several ways. Firstly, it allows to generate random colorings having smaller
discrepancy. Being a fairly general class of hypergraphs that have some common structure, we analyze hypergraphs
of d-dimensional boxes. Our randomized colorings beat independent random colorings in terms of discrepancy by a
factor of roughly 2d/2.
A second advantage is that we also obtain more information about the random coloring. For example, we may
prescribe that our colorings should be fair, that is, have equal-sized color classes. This can be useful in applications.
The recursive method to construct balanced multi-colorings of [12] for example requires fair colorings. A nice feature
from the technical point of view is that we get these fair colorings without extra difﬁculties. Usually, working with
fair colorings is more difﬁcult, since the hypergeometric distribution is harder to analyze than the binomial one (cf.
[21,10]).
A third point concerns the complexity of generating the colorings. Due to the dependencies the number of random
bits needed to generate our random colorings is smaller than for ordinary random colorings. For the hypergraphs of
d-dimensional boxes we reduce the number of random bits by a factor of 2d . For the geometries, this effect is even
stronger. There we reduce the number of random bits to O(
√
n), where n shall denote the number of vertices (or
‘points’ in the language of geometry). This is important if generating random bits is costly, but also admits faster
derandomizations.
Finally, computing the discrepancy of our random colorings can be done faster compared to ordinary random
colorings. The reason is that (depending on the hypergraph, of course) the number of relevant hyperedges, i.e., those for
which (E) has to be computed, is reduced. Since one approach to obtain a low-discrepancy coloring is by repeatedly
generating a random coloring and then computing its discrepancy until a satisfactory solution is found, this fact also
speeds up computing low-discrepancy colorings.
2. Structured randomized coloring
Asmentioned in the Introduction, our aim is to generate random colorings that do not independently color the vertices,
but on the contrary use suitable dependencies that reﬂect the structure of the hypergraph. To do so, we partition the
vertex set into classes. For each class, we ﬁx a coloring that has low discrepancy in the hypergraph induced by these
vertices.We obtain a coloring for all vertices by independently at random choosing for each class the associated coloring
or its negative.
Thus within each class, we have perfect dependence. For vertices lying in different classes, their colors are mutually
independent. The problem of this very general approach is to catch the structure of the hypergraph through the partition
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and the colorings for the partition classes.We show examples of how to do so in the next sections and proceed by ﬁxing
the general framework.
Let H = (X,E) be a hypergraph and P = {P1, . . . , Pr} be a partition of its vertex set. For each class Pi , let
Pi : Pi → {−1,+1} be a coloring. The family (Pi )i∈[r] is admissible forH if |Pi (E ∩ Pi)|1 holds for all E ∈ E
and all i ∈ [r]. For a hyperedge E ∈ E set
I (P, E) := {i ∈ [r]|Pi (E ∩ Pi) = 0}.
Assume that the family Pi is admissible for H = (X,E). Then Pi (E ∩ Pi) ∈ {−1,+1} for all i ∈ I (P, E). We
generate a random coloring like this: for each i ∈ [r] we ‘ﬂip a coin’, i.e., independently and uniformly choose a
random sign εi ∈ {−1,+1}. Let  : X → {−1,+1} denote the union of the εiPi , that is, we have (x) = εiPi (x) for
all x ∈ Pi . We call  a structured random coloring with respect to the colorings Pi , i ∈ [r]. We have the following:
Lemma 1. Let  be a structured random coloring with respect to the Pi , i ∈ [r]. For any hyperedge E ∈ E we have
P(|(E)|> )< 2e−2/(2|I (P,E)|).
Proof. For each i ∈ I (P, E) deﬁne a random variable Zi = Pi (E ∩ Pi) =
∑
x∈E∩PiPi (x). Set Z =
∑
i∈I (P,E)Zi .
Note that Z = (E). Since the Zi are mutually independent −1, 1 random variables, we may apply the Chernoff bound
(cf. [2, Corollary A.1.2]) and get
P(|Z|> )< 2e−2/(2|I (P,E)|). 
Comparing Lemma 1 with the analogous estimate for ordinary random colorings
P(|(E)|> )< 2e−2/2|E|,
we see that in our version we replaced the cardinality |E| of the hyperedge by the possibly smaller number of Pi such
that Pi (E ∩ Pi) = 0. We thus reduced the relevant size of the hyperedges.
There is a second way structured random colorings can improve discrepancy bounds, namely by reducing the number
of relevant hyperedges. Set
EP :=
⋃
{(E ∩ Pi) | Pi (E ∩ Pi) = 0}
for all E ∈ E and EP := {EP|E ∈ E}. From the deﬁnition of structured random colorings it is clear that any structured
random coloring  with respect to the P , P ∈ P fulﬁlls (E) = (EP). In particular, we have
disc(H, ) = disc((X,EP), ).
Depending on the partition P and the colorings Pi , the mapping E → EP is not injective, and hence |EP|< |E|. In
this case we only need to consider the smaller number |EP| of hyperedges. Since the discrepancy bound depends on
the number of hyperedges just logarithmically, this effect is less important than the reduction of the relevant sizes of
the hyperedges. It can, however, be useful, as it makes the computation of disc(H, ) easier.
This observation together with Lemma 1 yields
Theorem 2. Let s0 := maxE∈E|I (P, E)| and m0 := |EP|. Then a structured random coloring with respect to the
P , P ∈ P has discrepancy
disc(H, )
√
2s0 ln(4m0)
with probability at least 12 .
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Proof. Let  = √2s0 ln(4m0). Then
P(disc(H, )> ) = P(disc((X,EP), ) = P(∃E ∈ EP : |(E)|> )

∑
E∈EP
P(|(E)|> )<
∑
E∈EP
2e−
2/(2|I (P,E)|)m02e−
2/(2s0) = 12 . 
There are few more points to add concerning structured random colorings. One is that we may get information about
 through properties of the colorings P , P ∈ P. For example, if each P , P ∈ P has equal-sized color classes, then
this also holds for . Conversely, of course, we may enforce certain properties on  by choosing suitable colorings
P , P ∈ P.
2.1. Algorithmic aspects
From the deﬁnition of structured randomcolorings it is clear that to generate a structured randomcoloringwith respect
to P , P ∈ P, we need only |P| random bits instead of n random bits needed for independent random colorings. This
can be essential, when generating random bits is considered to be costly.
Wemayalso completely remove the randomelement byusingderandomization techniques.Themethodof conditional
probabilities together with so-called pessimistic estimators can be applied also to our setting, as follows from Raghawan
[17].
Since the time complexity of these derandomization methods is proportional to the number of single random experi-
ments conducted, the reduction of the number of random bits needed yields a similar speed-up for the derandomizations.
We give more details about derandomizations in Section 4.
3. Higher-dimensional boxes
In this section we apply the method described above to hypergraphs of higher-dimensional boxes. They display some
regularity that can be exploited, but still are fairly general.
We say that a hypergraph H = (X,E) is a hypergraph of d-dimensional boxes for some d ∈ N, if there is a
decomposition X =X1 × · · · ×Xd such that each hyperedge E ∈ E has a representation E =E1 × · · · ×Ed such that
Ei ⊆ Xi holds for all i ∈ [d]. Let us agree to call any such set E a box.
For an arbitrary number r we denote by 	r
2 the smallest even integer not being less than r .
3.1. Discrepancy bound
For the discrepancy of box-hypergraphs, we show
Theorem 3. LetH = (X,E) be a hypergraph of d-dimensional boxes. Let X = X1 × · · · × Xd be a corresponding
decomposition. Set n := |X|, ni := |Xi | for i ∈ [d], n˜ :=∏i∈d	ni
2 and m := |E|. Then there are structured random
colorings  : X → {−1, 1} having discrepancy at most
disc(H, )2−(d−1)/2
√
n˜ ln(4m)
with probability at least 12 . Generating these structured random colorings needs 2
−d n˜ random bits.
Note that Theorem 1 using ordinary random colorings only proves a bound of
√
2n1 · · · nd ln(4m)
√
2n˜ ln(4m).
This is worse by a factor of 2d/2 (in the case of even ni).
Proof. Without loss of generality we may assume that Xi =[ni]. We ﬁrst consider the case that all ni, i ∈ [d] are even.
Set P := {{2x1 − 1, 2x1} × · · · × {2xd − 1, 2xd}|∀i ∈ [d] : xi ∈ [ni/2]}, that is, we partition the vertex set into
small cubes of size 2d in a canonical way.
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The coloring corresponding to each small cube shall be such that adjacent (in the Hamming distance sense) corners
always receive opposite colors. More formally, for a given cube P ∈ P we deﬁne a coloring P : P → {−1, 1} by
P (x) = 1 ⇐⇒
∑
i∈[d]
xi is even
for all x = (x1, . . . , xd).
Let E ∈ E and P ∈ P. As both E and P are boxes, so is E ∩ P . From the deﬁnition of P we see that any subbox
S of P such that |S| = 1 fulﬁlls (S) = 0. Hence |P (E ∩ P)|1 for all E ∈ E and P ∈ P, i.e., the family (P ) is
admissible forH. Let  be a structured random coloring with respect to the P , P ∈ P.
For each E ∈ E we have |I (P, E)| |P| = 2−dn. Applying Theorem 2 with s0 = 2−dn, we get the bound
disc(H, )2−(d−1)/2
√
n ln(4m),
which ﬁnishes the proof in the case that all ni, i = 1, . . . , d, are even.
For the general case we consider the hypergraph H1 = ([	n1
2] × · · · × [	nd
2],E). Since H is a subhyper-
graph of H1, any coloring 1 for H1 by restriction yields a coloring  = (1)|X for H. The claim follows from
disc(H, )disc(H1, 1) and applying the case of even cardinality sets toH1. 
In the meantime, the colorings proposed in the proof above were also used to prove relatively sharp bounds for the
Lp-discrepancy of the hypergraph of all boxes in the [n]d grid, see the result [1] of Alon et al.
3.2. Structural information
3.2.1. Geometric boxes
Apart from this improved discrepancy bound, we also gained some information about the coloring itself. For example,
all geometric boxes are colored very nicely. We call a box B ⊆ X a geometric box, if it can be represented in the form
B = I1 × · · · × Id for some intervals Ii ⊆ [ni], i ∈ [d]. As can be seen easily, these boxes fulﬁll |(B)|2d for any
structured random coloring  with respect to P , P ∈ P.
3.2.2. Fairness
The structured random colorings used above are fair, that is, they are perfectly balanced on the whole vertex set.
We have (X) = 0, if |X| is even, and (X) ∈ {−1, 1}, if |X| is odd (note that any odd cardinality set S cannot have
discrepancy (S) = 0, no matter what the coloring  is like).
Fair colorings are important in recursive algorithms and divide-and-conquer procedures. The relation between com-
binatorial discrepancies and ε-approximations (and thus also the ‘transfer principle’ connecting geometric and com-
binatorial discrepancies) rely on the concept of fair colorings. We refer to the ﬁrst chapter of Matoušek [16] for the
details. Another example for the use of fair colorings is the recursive method to construct balanced multi-colorings
from 2-color discrepancy information (cf. [12]).
3.2.3. Relevant hyperedges
The structural knowledge about the random coloring can also be used to reduce the number of relevant hyperedges.
To show this, we examine a special class of box hypergraphs: the hypergraph of all d-dimensional boxes in [n0]d for
some n0 ∈ N isHdn0 := ([n0]d , {S1 × · · · × Sd |Si ⊆ [n0]}). Independent random colorings  (Theorem 1) fulﬁll
disc(Hdn0 , )
√
2nd0 ln(4 2n0d) ≈ 1.18n(d+1)/20
√
d (1 + o(1))
with probability at least 12 . In the following theorem, we improve this bound and also show that less than 3
n0d/2 of the
2n0d hyperedges are relevant. For convenience let us concentrate on the case that n0 is even. The general result can be
obtained from similar reasoning as in the proof of Theorem 3.
Theorem 4. Let n0, d ∈ N, n0 even, d2 and n := nd0 . There are structured random colorings  forHdn0 that have
disc(Hdn0 , )1.05 · 2−d/2n(d+1)/20
√
d
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with probability at least 12 . Generating these colorings needs 2
−dn random bits. To compute their discrepancy, only
2−d3n0d/2 hyperedges have to be regarded.
Proof. Set P := {{2x1 − 1, 2x1} × · · · × {2xd − 1, 2xd}|x1, . . . , xd ∈ [n0/2]} and deﬁne P , P ∈ P as in the proof
of Theorem 3. Let  be a random coloring with respect to P , P ∈ P. As above we have |I (P, E)|2−dnd0 .
Now let us bound the number of hyperedges that are relevant for the discrepancy of  with respect toH. We ﬁrst
compute |EP|. Let E=S1×· · ·×Sd .Assume that for some i ∈ [d] and x ∈ [n0/2] we have {2x−1, 2x} ⊆ Si . Then no
box P ={2x1−1, 2x1}×· · ·×{2xd −1, 2xd} such that xi =x intersects E in exactly one vertex. From some elementary
properties of boxes and the deﬁnition ofP wederiveP (E∩P)=0.ThusEP=(S1×· · ·×(Si\{2x−1, 2x})×· · ·×Sd)P.
By induction we see that  : E → EP is a projection of E onto E. Therefore, we need to count its ﬁxed points only to
get |EP|. We just exhibited that a necessary (and sufﬁcient) condition for a hyperedge E = S1 × · · · × Sd to be a ﬁxed
point is
∀i ∈ [d] ∀x ∈ [n02 ] : |Si ∩ {2x − 1, 2x}|1.
For each i ∈ [d], x ∈ [n0/2] we, therefore, have exactly three possibilities: Si ∩ {2x − 1, 2x} is empty or {2x − 1} or
{2x}. This makes |EP| = 3n0d/2 ﬁxed points.
Still, not all hyperedges in EP are relevant. From the structure of  we derive a further reduction: Note that for all
i ∈ [d],
i : E→ E; S1 × · · · × Si × · · · × Sd → S1 × · · · × ([n0]\Si) × · · · × Sd
is a ﬁxed-point-free bijection of E that leaves the set EP of reduced hyperedges invariant and preserves discrepancy.
We have
(E) = −(i (E))
for all hyperedges E ∈ E. In particular, the group 〈1, . . . , d〉  Zd2 acts on E and EP in such a way that all orbits
have length 2d . As all elements of an orbit have the same discrepancy with respect to , it is enough to consider just
one representative from each orbit. Let E0 ⊆ E be system of representatives of the orbits in EP, that is, E0 contains
exactly one element of each orbit in EP. Since |E0| = 2−d |EP|, we reduced the number of relevant hyperedges by
another factor of 2d . From Theorem 2 we ﬁnally get (with probability at least 12 )
disc(H, ) = disc((X,E0), )
√
2 · 2−dnd0 ln(4 2−d3n0d/2)1.05 · 2−d/2n(d+1)/20
√
d. 
We should remark that the size reduction yields a change in the order of magnitude in terms of d-, namely the
additional 2−d/2 factor, whereas counting the relevant edges (less than ( 78 )n of the total number of edges already for
d = 2) only improves the constant by about 12%. Recall, however, that reducing the number of relevant hyperedges
does reduce the complexity of checking whether a structured random coloring fulﬁlls the discrepancy bound of the
theorem or not. The current best lower bound for the discrepancy ofHdn0 of 8
−d/2n(d+1)/2 can be found in [1].
4. Finite geometries
In this section we provide another example where structured randomization can be applied, namely ﬁnite afﬁne and
projective planes. This will not improve the discrepancy guarantee signiﬁcantly, but reduce the number of random bits
needed from n to
√
n. We also show how this can be used to gain a
√
n-factor speed-up for a derandomized coloring
algorithm.
4.1. Discrepancy of afﬁne and projective planes
An afﬁne plane is a hypergraphA= (P,L) such that the following three axioms are fulﬁlled. Common language
in geometry calls the elements of P points, those ofL lines. Two lines are said to be parallel, if they are equal or their
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intersection is empty.
(i) Each two points are connected by exactly one line, i.e., for all p1, p2 ∈ P there exists a unique line L ∈L such
that p1, p2 ∈ L.
(ii) For each line L ∈ L and each point p ∈ P \L not on this line, there is exactly one line L′ containing p and
intersecting L trivially.
(iii) There are three points such that no line contains all three.
It can be shown that for each afﬁne planeA= (P,L) there is a number o such that
• |P | = o2,
• |L| = o(o + 1),
• each point in contained in exactly o + 1 lines,
• |L| = o for all line L ∈L,
• each class of pairwise parallel lines has cardinality o.
We call o the order ofA.
The classical example of an afﬁne plane is constructed over a two-dimensional vector space. Let V be a two-
dimensional vector space over a ﬁeld K . A one-dimensional afﬁne subspace A is a translate of a one-dimensional
subvectorspace U , hence, A = x + U for some x ∈ V . Simple calculations show that
(V , {A|A one-dimensional afﬁne subspace of V })
is an afﬁne plane. There are further examples non-isomorphic to any of this type. For more information about this
another issues concerning ﬁnite geometries, we refer to the exhaustive treatment of Dembowski [11].
In the following, we deal with afﬁne planes only. We shortly sketch why our results apply to projective ones as
well. Each afﬁne plane of order o can be transformed into a projective one by adding (suitable) o + 1 more points and
one more line. Conversely, deleting any line (and its points) from a projective plane yields an afﬁne one. These two
transformations are inverses of each other. Since no two of these extra or deleted points are contained in the same line
of the afﬁne plane, the discrepancy of the two geometries can differ by atmost one.
The discrepancy of these ﬁnite geometries theoretically iswell understood.Abeautiful eigenvalue argument attributed
to Lovász and Sós in [7] shows a lower bound of (√o). Deep results of Spencer [19] and in a more general way
Matoušek [15] prove that colorings of discrepancy O(√o) indeed exist. Unfortunately, these results use the partial
coloring method of Beck [5], which highly depends on the pigeon principle. Thus both cannot be transformed into an
efﬁcient algorithm.
The best algorithmic solution known so far is randomized coloring using |P | random bits or a derandomization
thereof. This yields colorings having discrepancy O(
√
o log o). The objective of the following theorem is to show that
there are structured randomized colorings satisfying the same discrepancy guarantee, but which can be generated by√|P | random bits only.
Theorem 5. For each ﬁnite afﬁne geometry of order o, there are structured random colorings that have discrepancy
2
√
o ln o with probability at least a half. They can be generated with o random bits.
Proof. Let L0 ∈ L be any line. Denote by P := {L′ ∈ L |L0 ∩ L′ = ∅} ∪ {L0} the parallel class of L0. For each
L ∈ P let L : L → {−1,+1} be any coloring of L such that |L(L)|2
√
o ln o. Of course, there is nothing wrong
with taking fair colorings L,L ∈ P. Let L′ ∈L\P. By deﬁnition of an afﬁne plane, we have |L(L∩L′)| = 1. Thus
the partial colorings L,L ∈ Pare admissible for the hypergraph (P,L\P).
Let  be a structured random coloring with respect to L,L ∈ P. Applying Theorem 2 toH = (P,L\P) with
s0 = o and m0 = o2, we get |(L)|2
√
o ln o for all L ∈ L\P with probability at least a half. The lines in P fulﬁll
|(L)|2√o ln o by choice of the L,L ∈ P. Hence  satisﬁes the discrepancy claim. Obviously, we needed |P| = o
random bits to generate . 
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In the proof of Theorem 5 we slightly reduced the number of relevant hyperedges from o(o+ 1) to o2. Thus also our
discrepancy guarantee is slightly superior to the one obtained by independent randomized coloring. Nevertheless, we
chose this example to demonstrate the effect of reducing the number of random bits, which is more impressive than
the discrepancy improvement.
4.2. Derandomizations
Having mentioned already that our approach may also be used to obtain more efﬁcient derandomizations, let us
now make this point more clear. The method of conditional probabilities roughly speaking works like this: our random
colorings emerge from a series of independent random experiments (‘coin ﬂips’). The probability p that the resulting
coloring is ‘good’, i.e., has discrepancy at most a speciﬁc value, is positive. Let us assume that we conduct the random
experiments in some order. Among all outcomes of the ﬁrst random experiment, there has to be one such that with
positive probability (of at least p) the coloring resulting from prescribing this ﬁrst outcome and then conducting the
remaining random experiments is good. Hence, instead of conducting the ﬁrst random experiment, we can also compute
these conditional probabilities for all outcomes and then choose the best result. Proceeding along the series of random
experiments, we sequentially determine values for the (ex-)random variables ending up with a good coloring.
One problemwith this approach is that the conditional probabilities cannot be computed efﬁciently inmany cases.We
can overcome this by using so-called pessimistic estimators, which are nothing else than upper bounds for the conditional
probabilities that behave similarly and can be computed efﬁciently. Raghawan [17] has shown that pessimistic estimators
yielding (and in fact mimicking) the bounds obtained by Chernoff-bounds exist for all randomized rounding problems.
It is clear that our approach via structural randomization can be interpreted as a randomized roundings approach
for a modiﬁed linear problem having |P| decision variables only. Hence pessimistic estimators derandomizing our
approach exist.
From the exposition above it is clear that the time complexity of derandomizations arising from the method of con-
ditional probabilities and pessimistic estimators is proportional to the number of random experiments conducted.
Hence any reduction in the number of random bits needed reduces the run time of the derandomization in the
same order.
5. Summary and conclusion
In this paper, we presented a new way of generating random colorings for the discrepancy problem of hypergraphs.
This allows to use structural information about the hypergraph and thus
• improves discrepancy guarantees,
• allows to prescribe additional properties regarding the coloring, e.g. fairness,
• reduces the number of random bits needed to generate the coloring, and thus speeds up the corresponding deran-
domizations,
• reduces the number of relevant hyperedges, and thus reduces the complexity of computing the discrepancy of the
random coloring.
Since generating random colorings for a discrepancy problem is equivalent to generating random roundings for the
trivial solution of the corresponding ILP-relaxation, we hope that these ideas can be applied to a broader range of ILPs
as well.
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