We present a detailed study of the multiphoton ionization and high-order harmonic generation ͑HHG͒ processes of rare-gas atoms ͑He, Ne, and Ar͒ in intense pulsed laser fields by means of a self-interaction-free time-dependent density-functional theory ͑TDDFT͒ recently developed. The time-dependent exchangecorrelation potential with proper short-and long-range potential is constructed by means of the time-dependent optimized effective potential ͑TDOEP͒ method and the incorporation of an explicit self-interaction-correction ͑SIC͒ term. The TDOEP-SIC equations are solved accurately and efficiently by the time-dependent generalized pseudospectral technique. In this study, all the valence electrons are treated explicitly and nonperturbatively and their partial contributions to the ionization and HHG are analyzed. The results reveal instructive and qualitatively different behavior from each subshell orbital. Moreover, we found that the HHG yields from Ne and Ar atoms are considerably larger than that of the He atom in strong fields. Three main factors are identified for accounting the observed phenomena: ͑a͒ the binding energy of the subshell valence electron, ͑b͒ the orientation of the valence electron orbital ͑with respect to the electric-field polarization͒, and ͑c͒ the effect of multiphoton resonant excitation. In particular, we found that the np 0 valence electrons ͑in Ne and Ar͒ with lowest binding energies and electron orbital orientation parallel to the electric-field direction, make the dominant contributions to both ionization and HHG processes in sufficiently strong fields.
I. INTRODUCTION
The study of atomic and molecular multiphoton and highorder nonlinear optical processes is a subject of much current interest and significance in science and technology ͓1͔. In particular, multiple high-order harmonic generation ͑HHG͒ is one of the most rapidly developing topics in strong-field atomic and molecular physics. The generation of harmonics of orders in excess of 300 from rare-gas atoms has been recently demonstrated by experiments ͓2-4͔ using laser pulses shorter than 20 fs and peak intensity more than 10 14 W/cm 2 . The shortest wavelength generated by the HHG mechanism to date is about 2.7 nm ͓2-4͔, well into the water window regime. To describe such intense-field processes using an ab initio wave-function approach, it is necessary to solve the time-dependent Schrödinger equations of many-electron systems, which is well beyond the capability of current supercomputer technology. One of the successful approximations being used is the single-active-electron ͑SAE͒ model with frozen core ͓5,6͔. The SAE model has been applied to the study of HHG of rare-gas atoms in linearly polarized ͑LP͒ laser fields ͑involving two spatial dimensions͒, providing useful insights regarding atomic multiphoton dynamics. However, within the SAE approach, the electron correlation and the contribution and the role of the individual spin orbital, particularly those in the valence shell, cannot be explicitly treated. Indeed the dynamical role of the individual valence electron to the HHG and multiphoton ionization processes in strong fields has not been thoroughly studied before. Such a study can provide insights regarding the detailed quantum dynamics and HHG mechanisms, as well as the optimal control of strong-field processes. In this paper we present a quantum study of multiphoton ionization and HHG processes of rare-gas atoms ͑He, Ne, and Ar͒ by means of the self-interaction-free time-dependent densityfunctional theory ͑TDDFT͒ recently developed ͓7,8͔.
It is known that the conventional steady-state DFT and TDDFT using explicit exchange-correlation (xc) energy functionals, such as those from the local spin-density approximation ͑LSDA͒ ͓9͔ and generalized gradient approximation ͑GGA͒ ͓10-12͔, contain spurious self-interaction energy and the xc potentials do not have the proper long-range Coulombic tail Ϫ1/r. As a result, while the total electron energies of the ground states of atoms and molecules are rather accurate, the excited and resonance states, as well as the ionization potentials ͑from the highest-occupied orbital energies͒ are less satisfactory. For example, the atomic ionization potentials calculated from the conventional DFT approach using the LSDA or GGA energy functionals are typically 30 to 50 % too low. Recently, we have presented a self-interaction-free DFT ͓13͔ based on the extension of the KLI's ͑Krieger-Li-Iafrate͒ original treatment ͓14͔ of the optimized effective potential ͑OEP͒ formalism ͓15,16͔ along with the implementation of an explicit self-interactioncorrection ͑SIC͒ term ͓13,17͔. Such an OEP/KLI-SIC method uses only orbital-independent single-particle local potentials that are self-interaction free and have the proper short-and long-range (Ϫ1/r) behavior and is capable of providing reasonably high accuracy for the excited states and ionization potentials ͑well within a few percent of the experimental values͒ across the periodic table ͓18͔. Further it is shown that the autoionizing resonances can be adequately described by the OEP/KLI-SIC procedure within the experimental error ͓13͔. A similar procedure has been used recently for the study of static and dynamical properties of metal clusters ͓19͔. In the present dynamical study, we shall use the TDDFT with OEP/SIC, which is the extension of the steady-state OEP/KLI-SIC method to the time domain ͓7,8͔. We note that a related time-dependent KLI theory has been proposed by Ullrich et al. ͓20͔ without using the explicit SIC form. In this latter work ͓20͔, the Hartree-Fock ͑nonlocal͒ exchange energy functional is used in the construction of the time-dependent optimized effective potential. In the present paper, only orbital-independent single-particle local potential is involved for each time step and is thus computationally more efficient, and yet similar high accuracy is maintained. The time-dependent OEP/KLI-SIC equations in the present approach can be solved accurately and efficiently by means of the time-dependent generalized pseudospectral ͑TDGPS͒ method ͓21͔ recently developed for precision calculations of HHG ͓21-24͔ and Rydberg-atom high-resolution spectroscopy in external fields ͓25,26͔.
This paper is organized as follows. In Sec. II, we briefly outline the TDDFT/OEP-SIC equations and TDGPS method. In Sec. III, we present the calculated results of multiphoton ionization of rare-gas atoms from individual valence electrons and discuss the possible mechanisms responsible for the observed phenomena. In Sec. IV, we present the corresponding results and analysis for the HHG processes. This is followed by a conclusion in Sec. V.
II. SELF-INTERACTION-FREE TIME-DEPENDENT DENSITY-FUNCTIONAL THEORY
In this section, we briefly outline the main working equations of the time-dependent density-functional theory ͑TD-DFT͒ with optimized effective potential ͑OEP͒ and selfinteraction correction ͑SIC͒ recently developed for nonperturbative treatment of multiphoton processes of atoms in intense laser fields ͓7,8͔. The main time-dependent OEP/ KLI-SIC equation ͓7,8͔ can be expressed as ͑in atomic units͒: 
͑3͒
Here, V xc, SIC (r,t) has the following form ͓7͔:
͑7͒
In deriving the above equations, use has been made of the following SIC expression for the exchange-correlational ac-
where E xc SIC ͓͕ i (r,t)͖͔ is the SIC version of any given explicit xc energy functional E xc , such as LSDA, Becke-LeeYang-Parr ͑BLYP͒ ͓10,11͔, etc.,
͑9͒
We can now construct the TD-OEP/SIC through Eqs. ͑2͒-͑9͒ and solve Eq. ͑1͒ for the individual time-dependent spinorbital wave function in a self-consistent manner. The singleparticle time-dependent OEP/SIC so constructed is a local potential ͑for every time step͒ and has the correct long-range potential behavior.
To solve Eq. ͑1͒, we use the time-dependent generalized pseudospectral ͑TDGPS͒ method ͓21͔ that consists of the following two essential steps: ͑a͒ The generalized pseudospectral technique ͓27,28͔ is used for nonuniform and optimal spatial grid discretization of the spatial coordinates. ͑b͒ A second-order split-operator technique in the energy representation ͓21͔ is used for the efficient and accurate time propagation of the wave function. The method has been shown to be capable of providing a highly accurate timedependent wave function for both HHG calculations ͓21͔ and high-resolution spectroscopy of field-induced Rydberg atoms ͓25,26͔ with the use of only a modest number of spatial grid points. Moreover, the use of the energy representation facilitates the elimination of undesirable high-energy ͑fast oscillating͒ components, allowing the use of considerably larger time step in time propagation and the independent time propagation of each individual partial-wave wave function. Detailed numerical procedure is given elsewhere ͓7,8,21͔.
Once the individual time-dependent spin-orbital wave functions ͕ i (t)͖ are obtained, we can calculate the timedependent induced dipole moment as follows:
where
is the induced dipole of ith spin orbital, and n i is its electron occupation number. The high-harmonic generation ͑HHG͒ power spectrum can now be obtained by means of the Fourier transform of the time-dependent induced dipole moment:
Finally, the time-dependent ͑muitiphoton͒ ionization probability of the ith spin orbital can be calculated according to
is the time-dependent population ͑survival probability͒ of the ith spin-orbital.
III. MULTIPHOTON IONIZATION OF RARE-GAS ATOMS
We first consider the ionization processes of rare-gas atoms ͑He, Ne, and Ar͒ with intense linearly polarized ͑LP͒ short pulsed laser fields. In the electric-dipole approximation, the atom-field interaction has the following form:
where E 0 is the electric-field amplitude, f (t) is the laser pulse shape, and is the laser frequency. For all the calculations reported below, the laser wavelength used is 1064 nm, and the pulse length used is 60 optical cycles with sin 2 pulse shape. In the present paper, our main focus is on the response of the individual valence electron to the intense laser fields. The LSDA exchange-correlation energy functional ͓9͔ is used in Eqs. ͑5͒, ͑8͒, and ͑9͒ for the construction of time-dependent OEP. Under the laser intensity range (5ϫ10 13 to 4 ϫ10 14 W/cm 2 ) considered in this paper, we found the innershell electrons do not participate appreciably in the multiphoton processes. Thus, to a good approximation, the innershell electrons can be frozen. Note that such a frozen-core approximation is different from that of SAE, since in the present case, all the valence electrons are treated explicitly and each contributes to the total effective potential and multiphoton processes in a qualitatively different way as to be explored below.
A. Multiphoton ionization of He, Ne, and Ar atoms Figure 1 shows the time-dependent total ionization probabilities of He at four different laser peak intensities, indicating that the ionization probability increases rapidly as the peak intensity is increased. Also shown in Fig. 1 is the laser pulse shape ͑dotted line͒. For each case, as the laser field approaches its peak intensity, the ionization probability from the 1s orbital increases rapidly and reaches the maximum. Beyond the peak intensity, the ionization rate begins to slow down, partly due to the decrease of the laser intensity and partly due to the fact that a partially ionized atom will become more difficult ͑than the parent neutral atom͒ to detach the remaining electrons. Figures 2͑a͒-2͑d͒ show, respectively, the partial timedependent ionization probabilities of the Ne atom from its individual valence electron orbital (2s, 2p 1 , and 2p 0 ) at four different laser peak intensities. Note that due to the cylindrical symmetry, the response of 2p 1 and 2 p Ϫ1 orbitals to the LP laser fields is identical. Thus, in the following, all the 2 p 1 results refer to the total contributions due to both 2p 1 and 2p Ϫ1 orbitals. ͓The 1s orbital is tightly bound by the nucleus and its contribution to the total ionization probability and HHG are negligible.͔ For field-free Ne atoms, the 2p 0 and 2p 1 electrons are less bound by the nucleus than the 2s orbital. As the laser field is polarized in the z direction, one expects that the 2p 0 (ϭ2p z ) electrons will be most easily ionized, followed by the 2p 1 electrons and then the 2s electrons. Surprisingly, we found that the 2s level ͑whose bind- ing energy is about twice that of 2p levels͒ is the second easiest ionized orbital, particularly at lower intensities, ͑a͒-͑c͒. As the laser peak intensity further increases ͓Fig. 2͑d͔͒, the ionization probabilities of 2s and 2p 1 merge to each other. Figures 3͑a͒-3͑d͒ show, respectively, the partial timedependent ionization probabilities of the Ar atom from its individual valence electron orbital (3s, 3p 1 , and 3 p 0 ) at four different laser peak intensities. ͓The inner-shell electrons are frozen since they are tightly bound by the nucleus and do not make appreciable contributions to the ionization or HHG processes.͔ Different from the Ne atom case, here we found that the 3p 1 electrons are easier to ionize than the 3s electrons, as expected from the consideration of the binding energy alone.
B. Ionization mechanisms of valence electrons in rare-gas atoms
Since the ionization behavior of the valence electrons in Ne and Ar atoms is somewhat different, we discuss below the physical mechanisms responsible for the ionization processes. For the valence electrons, there are three main factors that can affect the ionization probability of individual subshell electron: ͑a͒ the binding energy or ionization potential of the orbital: the smaller the binding energy, the larger the ionization probability; ͑b͒ the orientation of the orbital. In general, the electron orbital with its electron density parallel to the laser-͑electric-͒ field direction has a larger probability to be ionized. Similar effect has been observed in the microwave ionization of Rydberg atoms ͓29͔; ͑c͒ the multiphoton resonant excitation effect that can lead to the enhancement of the ionization rate. Now for the ns and np valence electrons of rare-gas atoms, the binding energies of ns electrons are larger than that of np 1 and np 0 electrons. ͓Note that the field-free binding energy of np 0 orbital is identical to that of np 1 orbital.͔ Thus, based on the binding energy consideration alone, one expects to see that np 0 and np 1 electrons are easier to ionize than the ns electrons. However, if the orbital orientation alone is taken into account, then one expects to see that np 0 orbital ͑with the electron density parallel to the electric field͒ is the one easiest to ionize, while the np 1 orbital ͑with the electron density perpendicular to the electric field͒ is the most difficult one to ionize. Thus, it is clear that the np 0 valence electron will always be the easiest one to detach, while the relative ionization probability of the np 1 and ns electrons will depend upon the relative importance of the binding energy and orientation factors, as well as the possible enhancement due to accidental multiphoton resonant excitation. In general, we found that in the absence of multiphoton resonant excitation, the np 1 orbital ionization rate is higher than that of the ns orbital. This is evident in Fig. 3 for Ar. Since there is a resonant excitation from 2s to 2p 0 by 19 photons, the 2s ionization rate is larger than that of 2p 1 for the case of Ne atoms. Such resonant structure is more clearly seen in the HHG contribution by the individual orbital, which will be discussed in the next section. Note also that the ionization probability of Ar atoms increases rather rapidly near the laser peak intensity as shown in Fig. 3 . On the other hand, the ionization probability of Ne atoms increase less rapidly around the laser peak intensity as shown in Fig.  2 .
The laser peak intensity can also play some role in the relative order of orbital ionization. In Figures 4͑a͒-4͑b͒ , we extend the calculations to higher laser peak intensities for Ne and Ar, respectively. Indeed we find that the 2p 1 orbital in Ne is now easier to detach than the 2s orbital at the highestintensity range considered. However, there is no change of order in Ar. This indicates that the binding energy factor prevails at the higher-intensity regime, although the orientation and resonant effects are still important to consider.
IV. MULTIPLE HIGH-ORDER HARMONIC GENERATION OF RARE-GAS ATOMS
We now consider the multiple high-order harmonic generation ͑HHG͒ processes of rare-gas atoms in intense pulsed laser fields. Figures 5͑a͒ and 5͑b͒ show the comparison of the HHG power spectrum of He, Ne, and Ar at a laser peak intensity equal to 5ϫ10 13 and 4ϫ10 14 W/cm 2 , respectively. The ionization potentials, I p , of He, Ne, and Ar are, respectively, 24.97, 21.97, and 14.94 eV. As shown in Fig. 5͑a͒ , the smaller the ionization potential of the atom, the larger the HHG yield, but the shorter the harmonic cutoff frequency. Thus, Ar has the largest HHG yield and the shortest cutoff frequency, while He has the smallest HHG yield but the longest HHG plateau and cutoff frequency. The cutoff harmonic position may be estimated by the two-step quasiclassical model ͓30,31͔ in the tunneling limit, and in not-sostrong laser fields: n cuto f f ϭ(I p ϩ3.17U p )/, with I p the ionization potential and U p the ponderomotive energy. Figure 5͑b͒ shows that as the laser field becomes sufficiently strong, the HHG yield and the cutoff position of rare-gas atoms will get closer to each other, indicating that the effect of the ionization potential is getting smaller. Another salient feature in Fig. 5͑b͒ is that the power spectrum of Ar and Ne are considerably closer to each other than to that of the He atom. This can be attributed to the fact that the dominant contribution to the HHG yield comes from the valence np 0 orbital in both Ne and Ar atoms, whereas only the 1s orbital contributes to HHG in the case of He. In the following sub- section, we analyze the partial contribution from the individual valence electron in the Ne and Ar atoms in more details.
A. HHG of Ne atoms: Analysis of subshell contributions
Figures 6͑a͒ and 6͑b͒ show the HHG power spectra of Ne in two different laser peak intensities: ͑a͒ 5ϫ10 13 W/cm 2 and ͑b͒ 4ϫ10 14 W/cm 2 . For each case, we show the partial contribution from each valence electron subshell, namely, 2s, 2p 0 , and 2p 1 . Note that the power spectrum in Eq. ͑12͒ is a coherent summation of each spin-orbital contribution, the relative phase of the induced dipole of each spin-orbital plays an important role when the induced dipoles are in the same order. In principle, we cannot separate each orbital contribution. The individual spin-orbital power spectrum presented in Fig. 6 ͑as well as in Fig. 7͒ is obtained by the square of the Fourier transform of the corresponding spinorbital induced dipole, d i (t), in Eq. ͑10͒. We note that the 2 p 0 electrons make the dominant contributions to the total HHG yield for both intensities. Such behavior arises from the fact that 2p 0 has the lowest ionization potential and its unperturbed electron density is parallel to the electric field. For the lower-intensity case, Fig. 6͑a͒ shows that the 2s contribution to harmonic intensities is about the same order of 2 p 1 contribution for lower and higher harmonics, while for the harmonics in the intermediate plateau regime, 2s has higher contribution. This may be attributed to the ͑19 photon͒ near-resonant 2s→2 p 0 excitation as evidenced by the abnormal high-harmonic yield of the 19th harmonic. When the laser intensity becomes considerably stronger ͓Fig. 6͑b͔͒, the 2s contribution is roughly of the same order as that of 2 p 1 in the early part of the plateau (nϽ60), except nearby the 19th harmonic where the 2s harmonic intensities are enhanced due to 2s→2 p 0 resonant excitation. For higher harmonics, the 2p 1 contribution becomes considerably higher than that of 2s. However, the HHG yield from both 2s and 2 p 1 orbitals are considerably lower than that of 2p 0 orbital and thus they do not contribute to the total HHG power spectrum in a significant way.
B. HHG of Ar atoms: Analysis of subshell contributions
The corresponding results for Ar are shown in Figs. 7͑a͒ and 7͑b͒ for the same two laser intensities in Fig. 6 . In the weaker field case ͓Fig. 7͑a͔͒, 3p 0 and 3p 1 have a similar order of contribution to the whole plateau harmonics ͑from 13th till the 35th harmonic͒, and the corresponding 3s contribution is considerably smaller. There is no multiphoton resonant excitation effect in this case. In the lowest-harmonic regime dominated by multiphoton mechanism, we see that 3 p 0 is the primary contributor to harmonic emission. In the stronger field case ͓Fig. 7͑b͔͒ the most salient feature is that the 3p 0 electrons makes the largest contribution to the whole range of harmonics, followed by the 3p 1 and then 3s electrons. The relative contribution of the individual subshell is particularly apparent in the plateau regime where the total HHG yield is dominated by the 3p 0 orbital. This latter pattern suggests that it is advantageous to use atoms or mol- ecules with oriented valence orbital͑s͒ ͑parallel to the electric field͒ to achieve higher HHG yield and longer plateau.
C. Effects of self-interaction correction in the HHG study
Finally, it is instructive to make some comments regarding the effects of SIC in the HHG calculations, that is the comparison of the present TDOEP/KLI-SIC with timedependent local-density approximation ͑TDLDA͒ ͑without SIC͒. Some preliminary comparison has been made for the case of He in one of our recent studies of HHG ͓7͔. Due to the lack of correct long-range Coulombic potential, the localdensity approximation ͑LDA͒ electrons are too loosely bound. For example, the LDA, OEP/KLI-SIC, and experimental values for the binding energy of 3p electron of Ar are, respectively, 0.382, 0.580, and 0.580 a.u., while the corresponding values for the Ar 3s electron are 0.883, 1.112, and 1.077 a.u. From the previous He calculations ͓7͔, we found that the HHG cutoff of TDLDA calculations tends to occur earlier than that of TDOEP/KLI-SIC. Further the TDLDA HHG intensities in the plateau regime are significantly ͑2-3 orders͒ higher than those of TDOEP/KLI-SIC. Such differences may be attributed to the typical behavior of looser LDA electrons versus the tighter bound OEP/KLI-SIC electrons, namely, an atom with smaller ionization potential in general tends to produce a higher HHG plateau and earlier cutoff. For quantitative prediction of the HHG spectrum, it is thus essential to include SIC so that both the atomic structure and the long-range potential are more accurately treated than in the present paper. For more complex atoms such as Ne and Ar, we expect similar behavior of the total HHG intensities will prevail. As for the subshell contributions, we expect the dominant contributor to TDLDA HHG will be the 2p 0 orbital for Ne and the 3p 0 orbital for Ar, which is the same as that in TDOEP/KLI-SIC. This is because these np 0 electrons have the lowest-binding energies and their electron orbital orientations are parallel to the electric-field direction. A more detailed and systematic study of the effect of SIC will be investigated in the future.
V. CONCLUSION
In conclusion, we have presented in this paper a TDDFT/ OEP-SIC study of the multiphoton ionization and HHG processes of He, Ne, and Ar atoms in intense pulsed laser fields. All the valence electrons are treated explicitly and the electron correlation is included. The results reveal instructive and qualitatively different behavior for different atom and different laser intensity. We have also presented a detailed analysis of the contributions from the individual valence subshell. Three main factors are identified for accounting the observed phenomena, namely, the relative binding energy and the orientation of the electron density of individual valence electron orbital, and the multiphoton resonant excitation effect. Among the various valence orbitals, we found that the np 0 valence electrons make the dominant contributions to both ionization and HHG processes in strong laser fields. Such electrons have the special features of both low-binding energy and oriented electron-orbital ͑parallel to the electricfield polarization͒, leading to higher HHG emission and more extended plateau. Further study of the nonlinear response of oriented targets to strong fields will be pursued in the future.
