Abstract-Standard H2 optimal control of networked dynamic systems tend to become unscalable with network size. Structural constraints can be imposed on the design to counteract this problem albeit at the risk of making the solution nonconvex. In this paper, we present a special class of structural constraints such that the H2 design satisfies a quadratic invariance condition, and therefore can be reformulated as a convex problem. This special class consists of structured and weighted projections of the input and output spaces. The choice of these projections can be optimized to match the closedloop performance of the reformulated controller with that of the standard H2 controller. The advantage is that unlike the latter, the reformulated controller results in a hierarchical implementation which requires significantly lesser number of communication links. We illustrate our design with simulations of a 500-node network.
I. INTRODUCTION
The typical numbers of subsystems in physical networks such as power systems, wireless sensor networks, or the recently emerging internet-of-things can scale from thousands to millions, making the design of tractable control mechanisms very challenging. To tackle the curse of dimension, traditional model reduction-based techniques such as singular perturbations [1] , balanced truncation [2] , and controller reduction [3] have been developed decades ago to facilitate the analysis and control of large-scale systems, in general. However, these techniques are not readily applicable to networks as their control schemes are mostly unstructured, and hence the resulting controller would necessitate an impractically large number of communication links for even a moderately sized network.
Starting from the idea of decentralized control [4] , several seminal papers have developed design tools to impose desired implementation structure on controllers. One of them, the work in [5] , states that a decentralized optimal control admits a convex reformulation if the structural constraint on the controller is quadratic invariant (QI) under the plant model. Built around quadratic invariance, papers including [5] , [6] and [7] incorporate sparsity structures in the controller, aiming to reduce the communication density and to cope with delays. The restriction of these designs is that the sparsity pattern meeting the QI condition is highly dependent on the sparsity of the open-loop network, and therefore, the choice of sparsity can be limited. Moreover, the design N. Xue and A. Chakrabortty are with the Department of Electrical and Computer Engineering, North Carolina State University, Raleigh, NC, 27695 USA, e-mail: nxue@ncsu.edu, achakra2@ncsu.edu
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complexities of these controllers are dictated by the order of the open-loop plant, and thus can become unscalable for very large-scale networks. A suboptimal design is proposed in [8] to generalize the choice of sparsity structure by relaxation algorithms using l 1 -weighted norm. The design, however, is still computationally demanding.
Motivated by these challenges, in this paper we present a special class of structural constraints for designing H 2 controllers. The constraint set is defined by two projections over the input and output spaces, which result in a hierarchical implementation of the controller. The implementation mechanism works as follows. Selected network subsystems send their output measurements to a designated set of coordinators. These coordinators take the average of these measurements, and exchange the information between themselves to generate a H 2 control law. Each coordinator, thereafter, broadcasts this control signal to its respective set of subsystems. The overall execution, therefore, is completely hierarchical, and requires lesser number of communication links. Preliminary work incorporating this hierarchy has been proposed in our recent paper [9] for a LQG controller built upon the idea of clustering-based projection. However, the design there is restricted by the choice of certain design parameters that guarantee closedloop stability. In this paper we formalize the design in [9] into a general H 2 framework, where such restrictions do not exist. The hierarchical structure is proven to meet the QI condition irrespective of the structure of the plant, as a result of which, the control problem is reformulated as a standard unconstrained H 2 control. The reformulated problem preserves the hierarchical structure inside its input and output matrices, and thus allows for model and controller reduction techniques to reduce the design complexity without breaking the structure of the controller. The recent paper [11] also addresses similar goals as ours using recedinghorizon control, but the scalability of their controller is subject to the sparsity structure of the open-loop network. Related hierarchical designs have been proposed in [12] , [13] , however, they do not exploit the convex reformulation provided by quadratic invariance.
Notation
The following notations will be used throughout this paper: |I| c : cardinality of a set I, diag(m): diagonal matrix with vector m on its principal diagonal, diag(M, N ): block-diagonal matrix with matrices M and N on its princi- 
We use Φ = LYAP(A, B) and X = ARE(A, B, C, D) to respectively denote solutions from these two equations.
II. PROBLEM FORMULATION
We motivate our design from the standard formulation of H 2 optimal control. Consider a transfer function matrix G(s) in a realization form
where G 22 is the plant model with A ∈ R n×n , B 2 ∈ R n×nu and C 2 ∈ R ny×n . The plant G 22 is defined over n s ≤ n interconnected subsystems with each modeled bẏ
where A ii , B 2,ii and C 2,ii are submatrices with compatible dimensions from A, B 2 = diag(B 2,11 , ..., B 2,nsns ) and C 2 = diag(C 2,11 , ..., C 2,nsns ). Note that for n y , n u ≤ n, B [14] . Assumption (A4) is made to simplify the notations for presenting the technical results. Our proposed design is still valid if this assumption is removed. Let K(s) ∈ R nu×ny p denote the controller of interest. The lower linear fractional transformation (LFT) of G(s) and K(s) is defined by
With these notations, the constrained H 2 optimal control problem considered in this paper can be posed as
where S ⊆ R nu×ny p
represents the subset of all strictly proper transfer function matrices that satisfy certain structural constraints. Note that when S = R nu×ny p , (4) becomes the unconstrained H 2 design. In practice, the unconstrained case usually yields a controller defined over a dense transfer function matrix. As a result, implementation of this controller for any large-scale network dynamic systems where n, n u and n y may scale up to millions, would necessitate an impractically large number of communication links. To bypass this challenge, in this paper we propose a hierarchical structure for the constraint S, that can significantly simplify the implementation of K(s). Another advantageous property of this structure is that it allows (4) to be reformulated as a convex optimization problem as will be unfolded in Section III. The basic mechanism behind the hierarchical formulation is the partitioning of subsystems into a set of non-overlapping groups or clusters. This grouping strategy can be arbitrary, and is not necessarily dictated by any system property. The constraint S for this hierarchy can then be formulated as follows.
Definition 2.1: Given the index set of subsystems as V = {1, ..., n s }, and an integer r, where 0 < r ≤ n s , define r non-empty, distinct, and non-overlapping subsets of V respectively denoted as I = {I 1 , ..., I r }, such that I 1 ∪ ... ∪ I r = V. We denote the collection of subsystems in I i , i = 1, ..., r as a cluster. We next define two structured projection matrices P u and P y for clusters I 1 , ..., I r as follows. Definition 2.2: Given a non-zero vector w u ∈ R nu and the input index set V u ={1, ..., n u }, define r non-overlapping and non-empty subsets denoted as
includes indices of all the inputs in cluster I i for i = 1, ..., r. The input projection matrix P u ∈ R r×nu is defined by
where the vector w u,[I u i ] is non-zero. The output projection matrix P y is defined in the same way by vector w y ∈ R ny , output index set V y ={1, ..., n y } and subsets I y = {I y 1 , ..., I y r }. Based on the projections P u and P y , the constrained subspace S of all hierarchical controllers can be formally stated as follows.
Definition 2.3: The subspace S ∈ R nu×ny p admits a hierarchical structure defined over projection matrices P u ∈ R r×nu and P y ∈ R r×ny if there exists a lower-dimensional transfer function matrixS ∈ R r×r p such that
Step 1 -Output averaging
Step 3 -Control inversion The controllers in S contain the projection structures of P y and P u , which lead to a sequential two-layer hierarchical control architecture. We illustrate this architecture along with the implementation of controllers in S by the following example.
Example 2.4: Consider a networked system shown in the bottom layer of Fig. 1 , where four subsystems are indexed by V = {1, 2, 3, 4}, and are connected by a simple line graph. All four subsystems are assumed to have scalar outputs, and only the first three are equipped with inputs, i.e. V y = {1, 2, 3, 4} and V u = {1, 2, 3}. The system is partitioned into two clusters I 1 = {1, 2} and I 2 = {3, 4}. Let both w u and w y to be vectors of all ones. Then given I 
, the hierarchical subspace S follows
Therefore, to implement the controller in S, we designate two coordinators, one for each cluster. These are denoted as O 1 and O 2 in Fig. 1 . The implementation of S can be shown by the following three steps with illustrations in Fig. 1 .
• Step 1 -Output averaging (ȳ = P y y): Each coordinator receives output measurements from its designated cluster, and computes the averaged outputȳ i = for i = 1, ..., r.
• Step 2 -Lower-dimensional control (ū =Sȳ): Next, the coordinators communicate with each other, and exchange the averaged outputsȳ i , i = 1, ..., r. Each coordinator then computes a lower-dimensional control inputū i =S i,:ȳ , i = 1, ..., r in a distributed manner. required for the all-to-all communication in unstructured controllers. This structure also fits many common cyber-physical networks such as power systems where the subsystems may represent synchronous generators and loads, the clusters may represent utility companies, and coordinators may represent the control centers of each respective company. The proposed hierarchical implementation can also preserve data privacy between coordinators as only an averaged outputȳ is shared between them. Therefore, no coordinator can infer the output measurements from subsystems assigned to other coordinators.
III. CONVEX REFORMULATION BY QUADRATIC
INVARIANCE In this section, we present the convex reformulation for the hierarchical H 2 problem (4) facilitated by the quadratic invariant property of S. The following well-known results of Youla parameterization will be used to unfold the solution.
Theorem 3.1: [14] Let F and L be such that A+LC 2 and A + B 2 F are Hurwitz. Then all controllers that internally stabilize G(s) can be parameterized by
with any Q ∈ RH ∞ and K nom defined as
Furthermore, the closed-loop transfer function equals to
where T is given by
Given J, T 11 , T 12 and T 21 from Theorem 3.1, one can rewrite the original H 2 problem (4) into a model matching problem with respect to the Youla parameter Q as
Note that K(s) = f (K nom , Q) ∈ S is not an affine constraint in Q, in general. However, it has been shown in [5] that K ∈ S is equivalent to the affine constraint Q ∈ S in Youla domain if the subspace S is quadratic invariant under the plant model G 22 . We introduce the notion of quadratic invariance according to [5] as follows.
Definition 3.2:
The subspace S is called quadratic invariant under G 22 if KG 22 K ∈ S for all K ∈ S.
From this definition, it can be easily verified that for any controller K = P T uK P y ∈ S, quadratic invariance holds for our hierarchical constraint S under G 22 given that
To this end, we can find the optimal solution for (4) as follows.
) is stabilizable and (P y C 2 , A) is detectable, the hierarchical H 2 problem (4) admits an optimal solution K opt = P T uKopt P y ,
where 
Proof: From (6), the constraint Q ∈ S implies that there existsQ ∈ R r×r p such that Q = P T uQ P y . By replacing Q with P T uQ P y , (12) becomes
Now consider an intermediate TFMT defined as
Given that (A, B 2 P T u ) is stabilizable and (P y C 2 , A) is detectable, there exists matricesF andL such that A+B 2 P T uF and A +LP y C 2 are both Hurwitz. Therefore, by choosing F 1 Removing Assumption A4 will add extra coupled terms to A, R 1 and R 2 . Interested readers can refer to [14] for the expressions. This parameter change, however, does not affect design procedures presented in this paper.
and L as P T uF andLP y respectively inT , the TFM within the H 2 norm in (16) can be rewritten as the LFT form
whereḠ is specified bȳ
andK is any stabilizing controller forḠ parameterized by Theorem 3.1. By (17), the problem (16) becomes an unconstrained H 2 design forḠ, which yields the optimal controllerK opt as in (13) . The optimal hierarchical controller, therefore, follows as K opt = P T uKopt P y . Note that the hierarchical structure of K opt is defined by pre-and post-projections P T u and P y over a lowerdimensional controllerK opt . This allows applications of conventional unstructured model reduction techniques for designingK opt , without breaking the hierarchical structure of K opt . One such reduction technique is to use Hamiltonian based approximation [10] for solving the two AREs (14) and (15) . Due to the page limit, we will present the details about this method in an extended version of this paper.
IV. DESIGN OF HIERARCHICAL CONSTRAINT S
The results presented so far produces a stabilizing controller K opt , which minimizes the values of f (G, K) H2 for any given choice of S in (4) . In this section, we show that it is also possible to design S such that this norm is close to the unconstrained H 2 problem, that is the problem in (4) without the constraint K ∈ S.
A. Quantification of the Optimality Gap
The unconstrained H 2 problem can be written in model matching form as
We start with the following two lemmas. Lemma 4.1: The optimal solution of (19) is given by
where
and matricesÂ,B 1 ,B 2 ,Ĉ 1 andĈ 2 are defined in (10) . Proof: The solution for the model matching problem (19) follows from spectral factorization. See [14] . (12) is equivalent to the unconstrained problem
Proof: See Appendix. With Lemma 4.1 and 4.2, we can quantify the optimality gap between the constrained and unconstrained H 2 problems as follows.
Theorem 4.3: Denote the optimal values of (19) and (21) by J 1 * and J 2 * respectively. The optimal value J 2 * is upper bounded by
where 1 = T 12 H∞ T 21 H∞ W R H∞ and 2 = T 12 H∞ T 21 H∞ W L H∞ are bounded scalars, and ξ u and ξ y are defined by
T , I).
The equality of (22) is attained at ξ u = ξ y = 0.
Proof: See Appendix. Smaller values of ξ u and ξ y will result in a smaller value of ξ, and therefore, in a tighter gap between J 1 * and J 2 * . Also note that ξ u and ξ y are monotonic functions of P u and P y , respectively. Therefore, as a relaxation we design P u and P y from 
B. Design of P u and P y
The projections P u and P y are defined over two variables, i.e. the clustering sets (I u , I y ) and clustering weights (w u , w y ). Under the scope of this paper, we consider solving only the clustering sets (I u , I y ) from (23), as these sets define the combinatorial structure of S. To gain full degree of freedom in designing (I u , I y ), we make the following choice of (w u , w y ) to satisfy the stabilizability and detectability conditions required for Theorem 3.3.
Lemma 4.4: (A, B 2 P T u ) is stabilizable and (P y C 2 , A) is detectable if w u = V l v u and w y = V r v y for any v u and v y that satisfy
where 0 is a vector with all zero entries. Matrices V l and V r denote the left and right eigenvector matrices such that A T V l = V l Λ + , AV r = V r Λ + , and Λ + 0 is a diagonal matrix that contains all unstable eigenvalues (including imaginary eigenvalues) of A.
The proof is omitted as this lemma follows directly from PBH test. The implication of Lemma 4.4 is that when the open-loop system (1) is not stable, vectors w u and w y can be chosen to meet linear inequalities in (24), which can be done by linear programming. When the open-loop system (1) is stable, the stabilizability and detectability conditions become trivial. In this case, one can choose w u and w y to be any non-zero vectors, e.g. a vector of all ones.
Once (w u , w y ) are fixed, it has been shown in our recent paper [15] that the minimization (23) with respect to (I u , I y ) is equivalent to an unsupervised clustering optimization. A simple yet efficient heuristic algorithm to solve this problem is weighted k-means [16] . Therefore, one can design the clustering sets by simply providing data matrices
y ), weight vectors (w u , w y ), and number of clusters r as inputs to the k-means algorithm, i.e.
y , w y , r).
V. NUMERICAL EXAMPLE
In this section we verify the performance of our proposed designs using a first-order consensus network. The plant G 22 is described by n s = 500 integrators that are interconnected by the network topology shown in Fig. 2 , where each node represents a single integrator. The dynamics at each integrator is modeled bẏ
where u i is a scalar control input, and a ij ≥ 0 represents the connection strength between the i th and j th oscillators. We assume the state x i to be measurable, i.e., y i = x i . The design parameters C 1 and B 1 are chosen as identity matrices scaled by 10, and D 12 and D 21 are chosen as identity matrices. For the hierarchical constraint S, the weight vectors (w u , w y ) are chosen as vectors of all ones, which allow P u and P y to satisfy the stabilizability and detectability conditions in Theorem 3.3. The clustering sets I u and I y are selected as four groups of integrators indexed by V 1 = {1, ..., 125}, V 2 = {126, ..., 250}, V 3 = {251, ..., 375} and V 4 = {376, ..., 500}, where inside the groups integrators are densely connected while the groups themselves are sparsely connected, as shown in Fig. 2 . This results in four naturally coherent clusters. For this fixed S, the optimal hierarchical controller K opt yields an H 2 norm f (G, K opt ) H2 = 2.3191. We next illustrate the design of S over the same 500-node network. The clustering sets (I u , I y ) in this example are determined from (25) with respect to r = 1, ..., 6, and then used to design the controller K opt . We show in Fig. 3 the ratio between J 2 * and J 1 * , which as defined in Section V are the resulting optimal values of constrained and unconstrained H 2 problems respectively. The ratio J 2 * /J 1 * as shown in Fig. 3 decreases monotonically, and becomes close to 1 at r = 4. The clusters generated by r = 4 actually resembles the four coherent groups in Fig. 2 . This verifies our proposed design in finding a hierarchical structure that tightens the gap between constrained and unconstrained H 2 problems.
VI. CONCLUSION
In this paper we proposed a hierarchical structure for designing a constrained H 2 optimal controller. The advantage of this structure is that it satisfies quadratic invariance property for any generic network model, and allows a convex reformulation for the original problem. The reformulated design can be simplified by conventional controller reduction techniques without breaking the hierarchical structure of the controller. In addition, we presented the design of the clustering sets to tighten the gap between unconstrained and constrained H 2 problems. Our future work will be to extend this design to the clustering weights.
APPENDIX

Proof of Lemma 4.2
Given that P u and P y are orthonormal matrices, it can be verified from PBH test that (A, B 2 P T u P u ) is stabilizable and (P from which it can be verified that the state space solution of (21) is same as K opt from Theorem 3.3. Therefore, (21) is equivalent to (12) .
