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Well posedness of an isothermal diffusive model
for binary mixtures of incompressible fluids
A. Berti∗, V. Berti†, D. Grandi‡
Abstract
We consider a model describing the behavior of a mixture of two incompressible fluids
with the same density in isothermal conditions. The model consists of three balance
equations: continuity equation, Navier-Stokes equation for the mean velocity of the
mixture, and diffusion equation (Cahn-Hilliard equation). We assume that the chemical
potential depends upon the velocity of the mixture in such a way that an increase of
the velocity improves the miscibility of the mixture. We examine the thermodynamic
consistence of the model which leads to the introduction of an additional constitutive
force in the motion equation. Then, we prove existence and uniqueness of the solution
of the resulting differential problem.
AMS Classification: 35Q35, 76T05.
Keywords: Diffuse interface model, Cahn-Hilliard-Navier-Stokes equations, existence and
uniqueness.
1 Introduction
We consider a model describing the isothermal motion of a mixture of two incompressible
fluids following the diffusional approach to binary mixtures. This goes back to model H
in the classification by Hohenberg and Halperin [12], which consists of a Cahn-Hilliard
diffusion model coupled with a fluid motion. This kind of approach is extensively discussed
by Lowengrub and Truskinovsky [14]. Basically, a binary mixture is described in terms of
a macroscopic velocity field representing the mean velocity at each spatial point, the total-
density field of the mixture, and an order field which describes the actual composition of the
mixture at each point. The model consists of three balance equations: continuity equation,
(total) momentum balance (Navier-Stokes equation), and diffusion equation (Cahn-Hilliard
equation). The diffusional model can be considered as an approximation of the classical
theory of mixture (based on two continuity equations and two momentum balance equations,
one for each component) when the momenta and the kinetic energies of the relative motion
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can be neglected.
The coupling of the motion equation with the Cahn-Hilliard equation has a trivial part due
to the presence of the material derivative (rather than the partial time derivative) of the
order parameter in the Cahn-Hilliard equation and a less trivial coupling arising from the
dependence of stress tensor upon the gradient of the order parameter. The presence of such
a coupling has been derived by Gurtin et al. on the basis of classical continuum mechanics
arguments [11].
In this paper we discuss a variant of this model in which a dependence of the chemical
potential upon the velocity of the mixture is introduced. We add the velocity-dependent
term in the local part of the chemical potential, that is the part independent from the
gradients of the order parameter. The effect of the velocity can be assimilated to an increase
of the temperature (which is a fixed parameter in the isothermal model we are considering),
that is it reduces the miscibility gap.
In section 2 we review the classical analysis of the thermodynamic consistence which
displays the need of an additional constitutive force term in the motion equation.
The subsequent sections are devoted to the proof of existence and uniqueness of the solution
of the resulting differential problem. Our mathematical study concentrates on the fully
incompressible situation, that is the case of a binary mixture of two incompressible fluids
which also have the same density. Clearly, this is an exceptional case from an empirical point
of view, but could be an acceptable approximation for a broader class of real situations.
The coupling of the Navier-Stokes equations with the Cahn-Hilliard equation has been ex-
tensively studied in the literature. Among the first results concerning existence, uniqueness
and asymptotic behaviour of the solutions, we recall the papers [3] and [16]. More recently,
Abels [1] proves well-posedness and examines long-time behaviour of the Cahn-Hilliard-
Navier-Stokes system involving a class of singular free energies, (including the logarithmic
free energy) which guarantees the boundedness of the order parameter. Further results
about the asymptotic behaviour of the solutions and the existence of global and exponential
attractors for the coupled system are shown in [9].
The main result of our paper is the proof of existence and uniqueness of the solutions
of Cahn-Hilliard-Navier-Stokes equations where a new non-linear term is present due to
the velocity-dependence of the chemical potential. Moreover, we add a viscous term in the
definition of the chemical potential ([10]) which turns out to be crucial for our purpose.
The functional formulation of our problem is given in section 3. In section 4, with the
same technique used in [8], we introduce a family of approximating problems, by adding
to the Cahn-Hilliard equation a perturbative term proportional to the time derivative of
the chemical potential. By means of a fixed point argument, we establish the existence of
solutions of the approximated problems. Finally, in section 5 we prove well-posedness of the
original problem letting the perturbative term tend to zero.
2 Model equations and thermodynamical consistence
Let us consider a mixture of two partially miscible fluids; we will use a binary index i = 1, 2
to make reference to each of them. Every spatial volume element dV will in general contain
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a mass portion dmi of the i-th fluid; we indicate with ρi the apparent density of each fluid:
ρi =
dmi
dV
.
The adjective ‘apparent’ is used to emphasize that we are considering the ratio of each mass
fraction over the total volume element dV , rather than over its own fractional volume dVi.
Each component, which can be compressible or incompressible, is characterized by its own
density ρ0i = dmi/dVi in standard conditions of temperature and pressure. Of course, the
total density is the sum ρ = ρ1 + ρ2. We also define an order parameter measuring the
degree of phase separation as
ϕ =
dm1 − dm2
dm1 + dm2
=
ρ1 − ρ2
ρ
∈ [−1, 1].
As we are considering mutually non-transforming chemical species, the first general balance
laws we have to impose are the mass conservations of each component; so, if vi is the velocity
of the i-component, we demand
∂ρi
∂t
+∇ · (ρivi) = 0, i = 1, 2. (1)
By defining the mean velocity of the mixture as
v = ρ−1(ρ1v1 + ρ2v2),
(so that ρv is the total momentum density), a global mass continuity law follows
∂ρ
∂t
+∇ · (ρv) = 0. (2)
The model we are going to study describes an incompressibile mixture of two fluids, so the
total density ρ = ρ1 + ρ2 is constant and the continuity equation (2) reduces to
∇ · v = 0.
This means that each fluid component is an incompressible fluid and also that each compo-
nent has the same constant density ρ:
dmi = ρdVi.
From equations (1) it also follows, after a little calculation, the following equation for ϕ:
ρ
(
∂ϕ
∂t
+ v · ∇ϕ
)
= ∇ ·
[
2ρ1ρ2
ρ
(v2 − v1)
]
.
We will use the usual notation for the material time derivative related to the mean velocity
field v (barycentric material derivative):
f˙ ≡ ∂f
∂t
+ v · ∇f,
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for every spatial field f(x, t). Therefore the equation for ϕ assumes the form
ρϕ˙ = ∇ · J. (3)
This is the usual equation for a conserved quantity with respect the gross motion of the fluid
defined by the mean velocity v.
We introduce now a basic physical hypothesis which characterizes the diffusional approach
to binary fluids ([11, 14]). Accordingly, we will describe the dynamics by using a balance
law for the total momentum density ρv of the mixture, while the effects of the relative
motion will be described only through the balance law (3) for the scalar order field ϕ, not
retaining the motion equation for the relative momentum ρ2v2 − ρ1v1. In other words, the
fundamental fields of the model will be ρ,v, ϕ rather than ρ1, ρ2,v1,v2, and the current J
will be given a constitutive law in terms of ρ,v, ϕ (and their gradients). Physically, this
amounts to neglect the kinetic energies and the momenta of the constituents relative to the
mean motion, only retaining the information of the relative mass flux. The resulting model
can be considered as the model of a single fluid with an internal defined by the conserved
field ϕ.
So in this paper we are going to consider a model characterized by the three balance
equations: 

∇ · v = 0,
ρv˙ = ∇ ·T+ ρd+ ρf ,
ρϕ˙ = ∇ · J.
(4)
Here T is the stress tensor, d a constitutive body force and f a possible external body force.
The (unusual) constitutive force d is required if we want to construct a thermodynamically
consistent model in which a dependence of J on v is admitted, as we are going to show.
We begin considering the diffusion equation. We will consider a Cahn-Hilliard similar
model, in which the current is expressed as
J = γ∇µ, (5)
where µ is the chemical potential. In the classical Cahn-Hilliard model ([4, 5]) µ is a non
local function of the order field ϕ which takes the form
µ = µloc(ϕ)−∇ · (κh),
where h = ∇ϕ. Here we want to consider a generalization which possibly includes a de-
pendence on velocity v. Also, for future utility in the mathematical study, we will add a
dissipative contribution proportional to ϕ˙. So we assume
µ = µloc(v, ϕ) − κ1(ϕ)∇ · [κ2(ϕ)h ] + βϕ˙.
We associate a suitable balance of powers to the diffusion equation, which is needed to
write the first law of thermodynamics later on. This is obtained by multiplying the diffusion
equation by the chemical potential µ
ρϕ˙µ = µ∇ · J. (6)
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The central issue is to recognize in this equality an internal and an external power. The
choice will be influential in satisfying the second law of thermodynamics. In particular,
as there are non local (gradient) contributions in µ, it would create difficulties to refer
completely the term ρϕ˙µ to the internal power.
We will rewrite equation (6) in the form
ρϕ˙µloc + βρϕ˙
2 + κ2h · ∇(ρκ1ϕ˙) + J · ∇µ = ∇ · (µJ+ ρκ1κ2ϕ˙h)
and we ascribe the left hand side to the internal power P iϕ.1 Letting L = ∇v (in components:
Lij = ∂vi/∂xj), we observe that
∇ϕ˙ = h˙+ LTh.
We use this identity and (5) to write the internal power in the more suited form
P iϕ = [ρµloc + κ2h · ∇(ρκ1)]ϕ˙+ βρϕ˙2 + ρκ1κ2h · (h˙+ LTh) + γ|∇µ|2.
Next we consider the momentum balance equation. The stress tensor and the constitutive
force are given by
T = Tˆ(D, ϕ,h), d = dˆ(v, ϕ, ϕ˙),
where D := 12 (L + L
T ) is the symmetric part of the velocity gradient.
The balance of powers is obtained by multiplying both members of (4)2 by v:
1
2
ρ(v2)· = [∇ · (Tv) + ρf · v] − [T : ∇v − ρd · v].
The term d · v from the constitutive body force will contribute to the internal power. In
particular, the internal mechanical power P im is defined by
P im = T : D− ρd · v.
This identification is based on the assumption that stress tensor is a function depending
only upon the first gradients of the field, namely T = Tˆ(D, ϕ,h); otherwise, as it happens
for µ, which is dependent upon ∇h, it would be appropriate to refer part of the contribution
T : D to the external power.
As we are considering an isothermal model, we use the dissipation inequality
ρψ˙ − P iϕ − P im ≤ 0,
where ψ the free energy, as the proper version of the second law of thermodynamics.
If ψ = ψˆ(χ), where χ is the list of the variables v, ϕ, ϕ˙ and all their gradients appearing in
the constitutive equations, the dissipative inequality is written as
ρ
∑
χi 6=ϕ,h
ψχi χ˙i + [ρψϕ − ρµloc − κ2h · ∇(ρκ1)] ϕ˙− βρ ϕ˙2 + [ρψh − ρκ1κ2h] · h˙
−[T+ ρκ1κ2h⊗ h] : D+ ρd · v − γ|∇µ|2 ≤ 0,
1There is an alternate approach to the issue of the energy balance associated to the diffusion equation due
to Gurtin. According to this author, the diffusion equation is associated to the internal power ρϕ˙µ+J · ∇µ,
which could be considered as a definition of the chemical potential, which is treated as an independent field.
Moreover the diffusion equation is accompained with an independent balance equation (microforce balance)
which also brings a contribution to the total amount of power.
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having used h · (LTh) = D : (h⊗ h). It easily follows that ψ does not depend upon any of
the variables χi 6= ϕ,h, that is
ψ = ψˆ(ϕ,h). (7)
For any given ϕ,h, it is possible to find processes with ϕ˙ = 0,v = 0,D = 0,∇µ = 0 but
otherwise with h˙ arbitrary.2 This implies
ψh = κ1κ2h. (8)
By choosing appropriately h˙ we can make ∇µ = 0 with ϕ, ϕ˙,h,v,D arbitrary, so the
following inequality holds
[ρψϕ − ρµloc − κ2h · ∇(ρκ1)] ϕ˙− βρϕ˙2 − [Tˆ(D, ϕ,h) + ρκ1κ2h⊗ h] : D
+ρdˆ(v, ϕ, ϕ˙) · v ≤ 0. (9)
In the same way, we can make ∇µ 6= 0 and ϕ˙ = 0,v = 0,D = 0, so γ > 0.
Inequality (9) implies that β > 0 (considering processes with v = 0, D = 0 and ϕ˙ arbitrary);
letting ϕ˙ = 0 and v = 0 we have to impose
[Tˆ(D, ϕ,h) + ρκ1κ2h⊗ h] : D ≥ 0.
Because of the incompressibility, on one hand the pressure (that is the trace part of T)
is not a constitutively determined quantity (it is kinematically determined), on the other
hand the trace part of D identically vanishes
Tr(D) = ∇ · v = 0.
So, putting for brevity,
Q ≡ T+ ρκ1κ2h⊗ h,
the inequality Q : D ≥ 0 is equivalent to Q˜ : D˜ ≥ 0 where the tilde on a tensor indicates
its deviatoric part: D˜ = D − 13Tr(D)1 and similarly for Q. So we assume Q˜ = 2νD˜ with
ν = νˆ(D, ϕ,h) > 0, that is
T+ ρκ1κ2h⊗ h = 2νD˜− p1. (10)
where p = − 13Tr(Q) is the indetermined component of the pressure.
We are now left with the reduced inequality (for D = 0)
[ρψϕ(ϕ,h) − ρµloc(ϕ,v) − κ2h · ∇(ρκ1)] ϕ˙− βρϕ˙2 + ρdˆ(v, ϕ, ϕ˙) · v ≤ 0. (11)
From that we see that, if there is a non trivial dependence of µloc on v, the presence of
the constitutive force d is necessary. The following particular choices are made to satisfy
(11):
d = δ(v, ϕ)ϕ˙, (12)
κ1 = constant, ψϕh = 0, (13)
µloc(ρ, ϕ,v) − δ · v = ψϕ(ϕ) (14)
2In fact ∇µ = ∇(µloc + βϕ˙) +∇[κ2∇ · (κ1h)], so one can make ∇µ = 0 by suitably choosing ∇∇h for
the given set of conditions.
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Conditions (7), (8), (10),(12)-(14) with β > 0, γ > 0, ensure that the dissipation inequality
is satisfied.
The specific feature of the model we are going to study (compared with those by Gurtin
and Truskinovsky) is a velocity dependence of the chemical potential. We adopt the usual
form of the free energy function ψˆ(ϕ,h) used in the Cahn-Hilliard model of diffusion:
ψ =
κ
2
|∇ϕ|2 + u ·G(ϕ) +H(ϕ), G(ϕ) ≡ 1
2
ϕ2, H(ϕ) ≡ 1
4
ϕ4,
where u ∈ [−1,+∞[ is a temperature-dependent parameter, typically
u =
θ − θc
θc
.
The ϕ-dependent part of ψ is such that for u ≥ 0 it has a unique minimum at ϕ = 0,
while for −1 ≤ u < 0 has two minima ±ϕ¯ with ϕ¯ ∈]0, 1]. It is known ([5]) that the unique
minimum in the potential corresponds to the situation without miscibility gap, while in the
regime with two minima there is a miscibility gap.
In this paper we assume the following form for the local part of the chemical potential
µˆloc(ϕ,v) = ψˆϕ(ϕ) + λv
2G′(ϕ).
We remark that the effect of velocity can be assimilated with an increase of temperature,
that is a restriction of the miscibility gap. So δ·v = λv2 G′(ϕ) and we obtain the constitutive
force
d = λvG′(ϕ)ϕ˙ = λv G˙(ϕ).
We sum up the system of equation in that case, putting everywhere ρ = 1 and taking
γ, ν, κ = κ1κ2 > 0 constant:
∇ · v = 0, (15)
v˙ = −∇p+ ν∆v − κ∇ · (∇ϕ⊗∇ϕ) + λϕϕ˙v + f , (16)
ϕ˙ = γ∆µ, (17)
where
µ = −κ∆ϕ+ ϕ3 + (u+ λv2)ϕ+ βϕ˙. (18)
3 Notation and functional settings
In order to obtain a precise formulation of the problem, we introduce here some notation
and recall the main inequalities used in the sequel. We assume that the domain Ω occupied
by the system is a bounded subset of R2, with smooth boundary ∂Ω.
For each p ≥ 1 and s ∈ R, we denote by Lp(Ω) and Hs(Ω) the Lebesgue and Sobolev
spaces of real valued or vector valued functions, according to the context. Let ‖ · ‖p and
‖ · ‖Hs be the standard norms of Lp(Ω) and Hs(Ω), respectively. In particular ‖ · ‖ stands
for the L2(Ω)-norm. The space H10 (Ω) is the closure of C
∞ functions with compact support
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with respect to the norm ‖ · ‖H1 . Moreover, H1(Ω)′ is the dual space of H1(Ω) endowed
with the standard norm
‖w‖(H1)′ = sup{|〈w, u〉| : u ∈ H1(Ω), ‖u‖H1 ≤ 1}, (19)
where 〈·, ·〉 denotes the pairing.
We define
Ĥ1(Ω) =
{
w ∈ H1(Ω) : ∇w · n|∂Ω = 0
}
,
Ĥ2(Ω) =
{
w ∈ H2(Ω) : ∇w · n|∂Ω = 0
}
.
For vector valued functions, we introduce the functional spaces used in the framework of
Navier-Stokes equations ([18])
H1div(Ω) =
{
w ∈ H10 (Ω) : ∇ ·w = 0
}
,
L2div(Ω) =
{
w ∈ L2(Ω) : ∇ ·w = 0,v · n|∂Ω = 0
}
.
Finally, for any T > 0 we define
Xϕ = L
2(0, T ;H3(Ω) ∩ Ĥ2(Ω)) ∩H1(0, T ;H1(Ω)) ∩H2(0, T ;H1(Ω)′)
Xv = L
2(0, T ;H2(Ω) ∩H1div(Ω)) ∩H1(0, T ;L2div(Ω))
Xµ = L
2(0, T ; Ĥ2(Ω))
XT = Xϕ ×Xv ×Xµ
endowed with their usual norms ‖ · ‖Xϕ , ‖ · ‖Xv , ‖ · ‖Xµ and
‖(ϕ,v, µ)‖2XT = ‖ϕ‖2Xϕ + ‖v‖2Xv + ‖µ‖2Xµ .
Here and henceforth we denote by C any positive constant depending only on the domain
Ω which is allowed to vary even in the same formula. Further dependencies will be specified.
Since Ω ∈ R2 the Sobolev embedding theorem implies ([2])
‖w‖p ≤ C‖w‖H1 , 2 ≤ p <∞, w ∈ H1(Ω) (20)
and the following interpolation inequalities hold as a consequence of the Gagliardo-Nirenberg
inequality [7, 15]:
‖w‖24 ≤ C‖w‖‖w‖H1 , (21)
‖w‖26 ≤ C‖w‖4/3‖w‖2/3H1 . (22)
If w ∈ H10 (Ω) or w ∈ H1(Ω) and
∫
Ωwdx = 0, the Poincare´ inequality provides ([6])
‖w‖ ≤ C‖∇w‖ .
From the Agmon inequality ([17, p.52]), we deduce that
‖w‖∞ ≤ C‖w‖H2 , w ∈ H2(Ω). (23)
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Furthermore, for every v ∈ H1(Ω), u,w ∈ H2(Ω) the following interpolation inequalities
‖vw‖H1 ≤ C‖v‖H1‖w‖H2 (24)
‖uw‖H2 ≤ C‖u‖H2‖w‖H2 (25)
hold as a straightforward consequence of (20) and (23).
In addition, if w ∈ H2(Ω) ∩H10 (Ω) or w ∈ Ĥ2(Ω), then ([13, Thm. 5.1, pag. 149])
‖w‖H2 ≤ C(‖w‖ + ‖∆w‖).
As a consequence, for every w ∈ H3(Ω) ∩ Ĥ2(Ω), we have
‖w‖H3 ≤ C(‖w‖H1 + ‖∆w‖H1) ≤ C(‖w‖ + ‖∇∆w‖). (26)
For vector-valued functions we define the orthogonal projector P : L2(Ω)→ L2div(Ω) and
the operator A defined as
Aw = −P∆w, w ∈ H2(Ω) ∩H1div(Ω).
It is worth noting that for any w ∈ H2(Ω) ∩H1div(Ω) the following estimate holds:
‖w‖H2 ≤ C(‖w‖+ ‖Aw‖).
For later use, we will also need the following result, whose proof is given in [6, Thm 4,
pag. 288].
Theorem 3.1 Suppose w ∈ L2(0, T ;Hm+2(Ω)) and wt ∈ L2(0, T ;Hm(Ω)) where m is a
nonnegative integer. Then w ∈ C([0, T ];Hm+1(Ω)) and
max
[0,T ]
‖w(t)‖Hm+1 ≤ C(‖w‖L2(0,T ;Hm+2(Ω)) + ‖wt‖L2(0,T ;Hm(Ω))),
the constant C depending only on T,Ω, and m.
Finally, for reader’s convenience, we recall Young’s inequality. Let 1 < p, q < ∞, such
that 1p +
1
q = 1. Then,
ab ≤ ηap + C(η)bq, (a, b > 0, η > 0). (27)
The functional formulation of problem (15)-(18) is the following:
Problem (P ). To find a triplet (ϕ,v, µ) ∈ XT such that
βϕt − κ∆ϕ− µ+ βv · ∇ϕ+ ϕ3 + uϕ+ λϕv2 = 0 (28)
vt + νAv + P [κ∇ · (∇ϕ⊗∇ϕ) − λϕ(ϕt + v · ∇ϕ)v + (∇v)v] = Pf (29)
−γ∆µ+ ϕt + v · ∇ϕ = 0 (30)
a.e. in Ω× (0, T ), and
ϕ(x, 0) = ϕ0(x), v(x, 0) = v0(x), a.e. x ∈ Ω.
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Notice that equation (28) which provides the definition of the chemical potential, is inter-
preted as a parabolic equation governing the evolution of ϕ, whereas equation (30) is an
elliptic equation for the unknown µ. Accordingly, the condition β > 0 will be crucial in the
following analysis to prove well-posedness of the system.
Existence of solutions to problem (P ) is proved by introducing a suitable family (Pε) of
approximating problems, where ε is a small parameter such that 0 < ε < 1. In Section 4 we
prove existence of solutions to (Pε). Then, by letting ε→ 0, we obtain the existence result
for the solutions of problem (P ).
4 Approximating problem
We construct a family of approximating problems of (P ), by adding the term εµt to equation
(30). Accordingly, we introduce the functional space
XεT = Xϕ ×Xv ×Xεµ,
where
Xεµ = L
2(0, T ; Ĥ2(Ω)) ∩H1(0, T ;L2(Ω)).
Problem (Pε). To find a triplet (ϕ
ε,vε, µε) ∈ XεT such that
βϕεt − κ∆ϕε − µε + βvε · ∇ϕε + (ϕε)3 + uϕε + λϕε(vε)2 = 0 (31)
vεt + νAv
ε + P [κ∇ · (∇ϕε ⊗∇ϕε)− λϕε(ϕεt + vε · ∇ϕε)vε + (∇vε)vε] = Pf (32)
εµεt − γ∆µε + ϕεt + vε · ∇ϕε = 0 (33)
a.e. in Ω× (0, T ), and
ϕ(x, 0) = ϕ0(x), v(x, 0) = v0(x), µ(x, 0) = µ0(x), a.e. x ∈ Ω, (34)
where µ0 is the solution to equation
−βγ∆µ0 + µ0 = −κ∆ϕ0 + ϕ30 + uϕ0 + λϕ0v20.
From the standard theory of linear parabolic equations (see e.g. [6, 13, 18]), we deduce
the following auxiliary result.
Lemma 4.1 (Existence of solutions of problem (PL)) Let Φ ∈ L2(0, T ;H1(Ω))
∩H1(0, T ;H1(Ω)′), Υ ∈ L2(0, T ;L2div(Ω)), Λ ∈ L2(0, T ;L2(Ω)), ϕ0 ∈ Ĥ2(Ω), v0 ∈ H1div(Ω),
µ0 ∈ Ĥ1(Ω). Then, there exists a unique solution (ϕ,v, µ) ∈ XεT of the linear problem (PL)
βϕt − κ∆ϕ = Φ (35)
vt + νAv = Υ (36)
εµt − γ∆µ = Λ (37)
with the initial conditions (34). In particular, ϕ ∈ C([0, T ]; Ĥ2(Ω)), v ∈ C([0, T ];H1div(Ω)),
µ ∈ C([0, T ]; Ĥ1(Ω)).
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Lemma 4.2 Let (ψ,w, ζ) ∈ XεT , f ∈ L2(0, T ;L2(Ω)). Then, the functions Φ,Υ,Λ defined
as
Φ = ζ − βw · ∇ψ − ψ3 − uψ − λψw2 (38)
Υ = P [f − κ∇ · (∇ψ ⊗∇ψ) + λψ(ψt +w · ∇ψ)w − (∇w)w] (39)
Λ = −ψt −w · ∇ψ (40)
satisfy Φ ∈ L2(0, T ;H1(Ω))∩H1(0, T ;H1(Ω)′), Υ ∈ L2(0, T ;L2div(Ω)), Λ ∈ L2(0, T ;L2(Ω)).
Proof. From definition (38) and inequalities (24) and (25), it follows that
‖Φ‖H1 ≤ C(‖ζ‖H1 + ‖w · ∇ψ‖H1 + ‖ψ3‖H1 + ‖ψ‖H1 + ‖ψw2‖H1)
≤ C(‖ζ‖H1 + ‖w‖H2‖ψ‖H2 + ‖ψ‖2H2‖ψ‖H1 + ‖ψ‖H1
+‖ψ‖H2‖w‖H1‖w‖H2). (41)
The assumption (ψ,w, ζ) ∈ XεT and Theorem 3.1 guarantee that ψ ∈ C(0, T ; Ĥ2(Ω)),
w ∈ C(0, T ;H1div(Ω)), ζ ∈ C(0, T ; Ĥ1(Ω)). Accordingly, Young’s inequality yields∫ T
0
‖Φ‖2H1dt <∞.
In order to prove that Φ ∈ H1(0, T ;H1(Ω)′), we differentiate equation (38) with respect
to t and we evaluate ‖Φt‖(H1)′ . In view of (19) and the regularity of the functions ψ, w, ζ,
we have
‖Φt‖(H1)′ ≤ C(‖ζt‖+ ‖wt‖‖∇ψ‖H1 + ‖w‖H1‖∇ψt‖+ ‖ψ‖2H1‖ψt‖+ ‖ψt‖
+‖ψt‖‖w‖2H1 + ‖ψ‖H1‖w‖H1‖wt‖). (42)
In addition, Young’s inequality leads to∫ τ
0
‖Φt‖2(H1)′dt ≤ C
∫ τ
0
[‖ζt‖2 + (1 + ‖w‖4H1 + ‖ψ‖4H1)‖ψt‖2H1
+(‖ψ‖2H1‖w‖2H1 + ‖ψ‖2H2)‖wt‖2]dt <∞.
Now we consider equation (39). We get
‖Υ‖ ≤ C(‖f‖+ ‖ψ‖H2‖ψ‖H3 + ‖ψ‖H1‖ψt‖H1‖w‖H1 + ‖ψ‖2H2‖w‖2H1 + ‖w‖H1‖w‖H2),
which implies Υ ∈ L2(0, T ;L2div(Ω)).
Similarly, from (40) we deduce
‖Λ‖ ≤ ‖ψt‖+ ‖w‖H1‖ψ‖H2 ,
so that Λ ∈ L2(0, T ;L2(Ω)). 
Theorem 4.1 Suppose that ϕ0 ∈ Ĥ2(Ω), v0 ∈ H1div(Ω), µ0 ∈ Ĥ1(Ω), f ∈ L2(0, T ;L2(Ω)).
Then, problem (Pε) admits a unique local solution for a sufficiently small time τ ∈ (0, T ).
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Proof. For any τ > 0, we define
S : Xετ → Xετ
(ψ,w, ζ) 7→ (ϕ,v, µ),
where (ϕ,v, µ) is the unique solution of problem (PL) and Φ,Υ,Λ are defined by (38)-(40).
Thanks to Lemmas 4.1-4.2, S is well defined. Furthermore, we consider the bounded subset
Bτ ⊂ Xετ that consists of the functions (ψ,w, ζ) satifying the following conditions:∫ τ
0
[‖ψ‖2H3 + ‖w‖2H2 + ‖ζ‖2H2 ]dt ≤ n1, (43)∫ τ
0
[‖ψt‖2H1 + ‖wt‖2 + ‖ζt‖2]dt ≤ n2, (44)∫ τ
0
‖ψtt‖2(H1)′dt ≤ n3, (45)
where n1, n2, n3 are positive constants which will be specified in the sequel. In particular,
in view of Theorem 3.1, there exist suitable constants C(n1, n2), C(n2, n3) such that
max
[0,τ ]
[‖ψ‖2H2 + ‖w‖2H1 + ‖ζ‖2H1 ] ≤ C(n1, n2), (46)
max
[0,τ ]
‖ψt‖2 ≤ C(n2, n3). (47)
The proof is divided into two steps.
1. S maps Bτ in itself.
Throughout this proof we denote by C a generic positive constant which is allowed to depend
also on ε. Let us consider equation (35). By multiplying in L2(Ω) by ϕ and integrating by
parts, we obtain
β
2
d
dt
‖ϕ‖2 + κ‖∇ϕ‖2 ≤ η‖Φ‖2 + C‖ϕ‖2,
where η is a (small) positive constant which will be chosen later. From definition (38) of Φ,
the Sobolev embedding theorem (20) and relations (46)-(47), we deduce the inequality
‖Φ‖ ≤ C(‖ζ‖ + ‖w‖H1‖∇ψ‖H1 + ‖ψ‖3H1 + ‖ψ‖+ ‖ψ‖H1‖w‖2H1) ≤ C(n1, n2).
Hence, an application of Gronwall’s inequality leads to the estimate
‖ϕ‖2 ≤ eCτ
[
‖ϕ0‖2 + 2η
β
∫ τ
0
‖Φ‖2dt
]
≤ eCτ [‖ϕ0‖2 + C(n1, n2)ητ] .
Choosing n1 > 2‖ϕ0‖2 and η and τ small enough, we infer that ‖ϕ‖2 ≤ n1.
Now we multiply (35) in L2(Ω) by (ϕt − ∆ϕt) and we integrate by parts. By taking
Young’s inequality into account, we obtain
κ
2
d
dt
[‖∆ϕ‖2 + ‖∇ϕ‖2] + β
2
‖ϕt‖2H1 ≤ C‖Φ‖2H1 . (48)
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From (41), we deduce that
‖Φ‖2H1 ≤ C(‖ζ‖2H1 + ‖w · ∇ψ‖2H1 + ‖ψ‖2H1‖ψ‖4H2 + ‖ψ‖2H1 + ‖ψw2‖2H1). (49)
In particular, in view of (20), (21), (23), (24) and Young’s inequality, we have
‖w · ∇ψ‖2H1 ≤ C(‖w · ∇ψ‖2 + ‖(∇w)∇ψ‖2 + ‖(∇∇ψ)w‖2)
≤ C(‖w‖2H1‖ψ‖2H2 + ‖∇w‖24‖ψ‖2H2 + ‖∇∇ψ‖24‖w‖2H1)
≤ C(‖w‖2H1‖ψ‖2H2 + ‖ψ‖4H2‖w‖2H1 + ‖ψ‖2H2‖w‖4H1)
+η‖w‖2H2 + η‖ψ‖2H3 , (50)
for any η > 0. By repeating similar arguments, we infer that
‖ψw2‖2H1 ≤ C(‖ψw2‖2 + ‖w2∇ψ‖2 + ‖ψ(∇w)w‖2)
≤ C(‖ψ‖2H1‖w‖4H1 + ‖∇ψ‖2H1‖w‖4H1 + ‖ψ‖2H1‖∇w‖24‖w‖2H1)
≤ C(‖ψ‖2H2‖w‖4H1 + ‖ψ‖4H1‖w‖6H1) + η‖w‖2H2 . (51)
Collecting (48)-(51) and taking (43),(46), into account, we prove the estimate
κ
2
[‖∆ϕ‖2 + ‖∇ϕ‖2] + β
2
∫ τ
0
‖ϕt‖2H1dt
≤ κ
2
[‖∆ϕ0‖2 + ‖∇ϕ0‖2] + 3ηn1 + C(n1, n2)τ.
Thus, taking n2 greater enough according to ‖ϕ0‖2H2 and τ , η small enough, we have∫ τ
0
‖ϕt‖2H1dt ≤ n2.
From (35) it follows that
κ‖∆ϕ‖H1 ≤ β‖ϕt‖H1 + ‖Φ‖H1 .
Hence, on account of (26) and (49) we deduce that∫ τ
0
‖ϕ‖2H3 ≤ n1,
with τ small enough and n1 > n2.
Finally, we observe that by differentiating (35) with respect to time, we obtain
βϕtt − κ∆ϕt = Φt,
which implies ∫ τ
0
‖ϕtt‖2(H1)′dt ≤ C
∫ τ
0
[‖ϕt‖2H1 + ‖Φt‖2(H1)′ ]dt.
Owing to (42)-(46), we get ∫ τ
0
‖ϕtt‖2(H1)′dt ≤ C(n1, n2) + Cτ.
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Choosing τ small enough and n3 > C(n1, n2), we deduce that∫ τ
0
‖ϕtt‖2(H1)′dt ≤ n3.
Now we multiply (36) by (v +Av) and we integrate over Ω, thus obtaining
1
2
d
dt
‖v‖2H1 +
ν
2
‖∇v‖2 + ν
2
‖Av‖2 ≤ C‖Υ‖2. (52)
The definition (39) of Υ implies the following inequality
‖Υ‖2 ≤ C[‖f‖2 + ‖∇∇ψ‖24‖∇ψ‖24 + ‖ψ‖2H1‖ψt‖24‖w‖2H1
+‖ψ‖2H1‖w‖4H1‖ψ‖2H2 + ‖∇w‖24‖w‖24]
≤ η‖ψ‖2H3 + η‖ψt‖2H1 + η‖w‖2H2 + C‖f‖2 + C(n1, n2, n3), (53)
for any η > 0. An integration of (52) over (0, τ) leads to
‖v‖2H1 + ν
∫ τ
0
[‖∇v‖2 + ‖Av‖2]dt
≤ ‖v0‖2H1 + η(2n1 + n2) + C(n1, n2, n3)τ + C‖f‖2L2(0,τ ;L2).
We take n1, n2 large enough and η, τ small enough. Accordingly,∫ τ
0
‖v‖2H2dt ≤ C
∫ τ
0
(‖v‖2 + ‖Av‖2)dt ≤ n1,
and a comparison with (36) yields ∫ τ
0
‖vt‖2dt ≤ n2.
We multiply (37) by (µ−∆µ) and we integrate over Ω, thus obtaining
ε
2
d
dt
‖µ‖2H1 +
γ
2
‖∆µ‖2 + γ‖∇µ‖2 ≤ C(‖µ‖2 + ‖Λ‖2). (54)
In view of (40), (46) and (47), we infer that
‖Λ‖2 ≤ ‖ψt‖2 + C‖w‖2H1‖ψ‖2H2 ≤ +C(n1, n2, n3).
As a consequence, by applying Gronwall’s inequality to (54) we obtain
ε
2
‖µ‖2H1 +
γ
2
∫ τ
0
‖∆µ‖2dt ≤ CeCτ [‖µ0‖2H1 + C(n1, n2, n3)τ] .
By choosing n1 large enough and τ small enough, we deduce that∫ τ
0
‖µ‖2H2dt ≤ C
∫ τ
0
(‖µ‖2 + ‖∆µ‖2)dt ≤ n1.
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A comparison with (37) yields
ε2‖µt‖2 ≤ 2(γ2‖∆µ‖2 + ‖Λ‖2) ≤ 2γ2‖∆µ‖2 + C(n1, n2, n3).
Accordingly, we have ∫ τ
0
‖µt‖2dt ≤ n2,
provided that n2 is large enough and τ is small enough.
2. S is a contraction in Bτ if τ is small enough. Let (ψ1,w1, ζ1), (ψ2,w2, ζ2) ∈ Bτ and
(ϕ1,v1, µ1), (ϕ2,v2, µ2) be the corresponding two solutions of the linear problem (PL) with
the same initial data. We denote by ψ = ψ1−ψ2, w = w1−w2, ζ = ζ1− ζ2 and prove that
S : Bτ → Bτ is a contraction mapping with respect to the metric induced by the norm
|‖(ψ,w, ζ)|‖2 = ‖ψ‖2L2(0,τ ;H3) + ‖ψt‖2L2(0,τ ;H1) + ‖ψt‖2C([0,τ ];L2) + ‖w‖2L2(0,τ ;H2)
+‖wt‖2L2(0,τ ;L2) + ‖ζ‖2C([0,τ ];H1).
It is worth noting that Xτ is a closed metric space with respect to the metric |‖·|‖. Therefore,
our aim consists in proving that
|‖S(ψ1,w1, ζ1)− S(ψ2,w2, ζ2)|‖ ≤ Lτ |‖(ψ,w, ζ)|‖, (55)
with 0 < Lτ < 1. From (35) and (38), we deduce that ϕ = ϕ1 − ϕ2 satisfies the following
equation:
βϕt − κ∆ϕ = Φ1 − Φ2, (56)
where
Φ1 − Φ2 = ζ − β(w1 · ∇ψ +w · ∇ψ2)− ψ(ψ21 + ψ1ψ2 + ψ22)− uψ
−λ[ψw21 − ψ2(w1 +w2)] ·w.
Let us multiply (56) by ϕ and integrate over Ω. By means of (20) and Young’s inequality,
we obtain
β
2
d
dt
‖ϕ‖2 + κ‖∇ϕ‖2 ≤ C‖ϕ‖2 + η [‖ζ‖2 + (‖ψ1‖4H1 + ‖ψ1‖2H1‖ψ2‖2H1 + ‖ψ2‖4H1
+‖w1‖4H1 + 1)‖ψ‖2H1 + (‖ψ2‖2H2 + ‖ψ2‖2H1‖w1 +w2‖2H1)‖w‖2H1 +‖w1‖2H1‖ψ‖2H2
]
for every η > 0. The assumption (ψ1,w1, ζ1), (ψ2,w2, ζ2) ∈ Bτ guarantees that
β
2
d
dt
‖ϕ‖2 + κ‖∇ϕ‖2 ≤ C‖ϕ‖2 + Cη [‖ζ‖2 + ‖ψ‖2H2 + ‖w‖2H1] .
Hence Gronwall’s inequality leads to the estimate
‖ϕ‖2 ≤ CηeCτ
∫ τ
0
[‖ζ‖2 + ‖ψ‖2H2 + ‖w‖2H1] dt ≤ CητeCτ |‖(ψ,w, ζ)|‖2.
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We multiply (56) in L2(Ω) by (ϕt−∆ϕt). An integration by parts and Young’s inequality
yield
κ
2
d
dt
(‖∆ϕ‖2 + ‖∇ϕ‖2) + β
2
‖ϕt‖2H1 ≤ C‖Φ1 − Φ2‖2H1 .
From the definition of Φ1 − Φ2 and inequalities (24), (25), we have
‖Φ1 − Φ2‖2H1 ≤ C
[‖ζ‖2H1 + ‖w1 · ∇ψ‖2H1 + ‖w · ∇ψ2‖2H1
+(‖ψ1‖4H2 + ‖ψ1‖2H2‖ψ2‖2H2 + ‖ψ2‖4H2 + 1)‖ψ‖2H1
+‖ψw21‖2H1 + ‖ψ2‖2H2‖(w1 +w2) ·w‖2H1
]
.
Owing to Sobolev embedding theorem and accounting for (20), (21) and (46), we obtain
‖(w1 +w2) ·w‖2H1 ≤ C(‖w1 +w2‖2H1‖w‖2H1
+‖∇(w1 +w2)‖24‖w‖2H1 + ‖w1 +w2‖2H1‖∇w‖24)
≤ C(‖w‖2H1 + ‖w1 +w2‖H2‖w‖2H1 + ‖w‖H1‖w‖H2)
≤ C(1 + ‖w1‖H2 + ‖w2‖H2)‖w‖2H1 + η1‖w‖2H2 ,
with η1 > 0. Moreover, proceeding as in the second inequalities of (50) and (51) we can
prove the estimates
‖ψw21‖2H1 ≤ C(‖ψ‖2H2 + ‖w1‖H2‖ψ‖2H1),
‖w1 · ∇ψ‖2H1 ≤ C(1 + ‖w1‖H2)‖ψ‖2H2 + η2‖ψ‖2H3 ,
‖w · ∇ψ2‖2H1 ≤ C(1 + ‖ψ2‖H3)‖w‖2H1 + η1‖w‖2H2 ,
where η1, η2 are suitable positive constants. Collecting the previous results, we get
κ
2
d
dt
[(‖∆ϕ‖2 + ‖∇ϕ‖2) + β
2
‖ϕt‖2H1 ≤ 2η1‖w‖2H2 + η2‖ψ‖2H3
+C
[
‖ζ‖2C([0,τ ];H1) + (1 + ‖w1‖H2)‖ψ‖2C([0,τ ];H2)
+(1 + ‖w1‖H2 + ‖w2‖H2 + ‖ψ2‖H3)‖w‖2C([0,τ ];H1)
]
.
An integration over (0, τ), Theorem 3.1 and Ho¨lder’s inequality yield
κ
2
(‖∆ϕ‖2 + ‖∇ϕ‖2) + β
2
∫ τ
0
‖ϕt‖2H1dt ≤ 2η1‖w‖2L2(0,τ ;H2) + η2‖ψ‖2L2(0,τ ;H3)
+Cτ |‖(ψ,w, ζ)|‖2 + C√τ ‖w1‖L2(0,τ ;H2)‖ψ‖2C([0,τ ];H2)
+C
√
τ
(‖w1‖L2(0,τ ;H2) + ‖w2‖L2(0,τ ;H2) + ‖ψ2‖L2(0,τ ;H3)) ‖w‖2C([0,τ ];H1).
Hence, with a suitable choice of η1, η2 and τ , we have
κ
2
(‖∆ϕ‖2 + ‖∇ϕ‖2) + β
2
∫ τ
0
‖ϕt‖2H1dt ≤ Lτ |‖(ψ,w, ζ)|‖2, (57)
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where 0 < Lτ < 1. A comparison with (56) and Young’s inequality yield
‖∆ϕ‖2H1 ≤ C(‖ϕt‖2H1 + ‖Φ1 − Φ2‖2H1),
which, in view of (26) and (57), guarantees∫ τ
0
‖ϕ‖2H3dt ≤ C
∫ τ
0
(‖ϕ‖2H1 + ‖∆ϕ‖2H1)dt ≤ Lτ |‖(ψ,w, ζ)|‖2.
From (36) and (39) it follows that
vt + νAv = Υ1 −Υ2, (58)
where
Υ1 −Υ2 = P [−κ∇ · (∇ψ1 ⊗∇ψ +∇ψ ⊗∇ψ2) + λψ1ψ1tw + λψ1ψtw2 + λψψ2tw2
+λψ1(w1 · ∇ψ1)w + λψ(w1 · ∇ψ1)w2 + λψ2(w · ∇ψ1)w2
+λψ2(w2 · ∇ψ)w2 − (∇w)w1 − (∇w2)w].
Let us multiply (58) by (v +Av) thus obtaining
1
2
d
dt
[‖v‖2 + ν‖∇v‖2] + ν
2
(‖Av‖2 + ‖∇v‖2) ≤ C‖Υ1 −Υ2‖2.
By means of the Sobolev embedding theorems and (43), (44) inequalities, the same argu-
ments used to prove (53) lead to the inequality
‖Υ1 −Υ2‖2 ≤ C[(‖ψ1‖H3 + ‖ψ2‖H3 + 1)‖ψ‖2H2 + ‖ψt‖2 + ‖ψ2t‖H1‖ψ‖2H1
+(‖ψ1t‖H1 + ‖w2‖H2 + 1)‖w‖2H1 ] + η1‖w‖2H2 + η2‖ψ‖2H3 + η3‖ψt‖2H1 ,
for any η1, η2, η3 > 0. An integration over (0, τ) leads to
1
2
[‖v‖2 + ν‖∇v‖2] + ν
2
∫ τ
0
(‖Av‖2 + ‖∇v‖2)dt
≤ C√τ [‖ψ1‖L2(0,τ ;H3) + ‖ψ2‖L2(0,τ ;H3)
+‖ψ2t‖L2(0,τ ;H1)
] ‖ψ‖2C(0,τ ;H2)
+C
√
τ
[‖ψ1t‖L2(0,τ ;H1) + ‖w2‖L2(0,τ ;H2)] ‖w‖2C(0,τ ;H1)
+Cτ
[
‖ψ‖2C(0,τ ;H2) + ‖ψt‖2C(0,τ ;L2) + ‖w‖2C(0,τ ;H1)
]
+η1‖w‖2L2(0,τ ;H2) + η2‖ψ‖2L2(0,τ ;H3) + η3‖ψt‖2L2(0,τ ;H1).
Hence
1
2
[‖v‖2 + ν‖∇v‖2] + ν
2
∫ τ
0
(‖Av‖2 + ‖∇v‖2)dt ≤ Lτ |‖(ψ,w, ζ)‖|. (59)
From (37) and (40), we obtain
εµt − γ∆µ = Λ1 − Λ2, (60)
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with
Λ1 − Λ2 = −ψt −w1 · ∇ψ −w · ∇ψ2.
We multiply (60) by (µ−∆µ) and we integrate over Ω:
ε
2
d
dt
‖µ‖2H1 + γ‖∆µ‖2 + γ‖∇µ‖2
≤ C‖µ‖2H1 + η(‖ψt‖2H1 + ‖w1‖2H2‖ψ‖2H2 + ‖ψ2‖2H3‖w‖2H1).
Gronwall’s inequality yields
ε
2
‖µ‖2H1 + γ
∫ τ
0
‖∆µ‖2dt ≤ ηeCτ
[
‖ψt‖2L2(0,τ ;H1) + ‖w1‖2L2(0,τ ;H2)‖ψ‖2C([0,τ ];H2)
+‖ψ2‖2L2(0,τ ;H3)‖w‖2C([0,τ ];H1)
]
≤ Lτ |‖(ψ,w, ζ)|‖2. (61)
Therefore, collecting (57), (59), (61) and choosing τ , η1, η2, η3 small enough, we prove
that
‖ϕ‖2L2(0,τ ;H3) + ‖ϕt‖2L2(0,τ ;H1) + ‖v‖2L2(0,τ ;H2) + ‖µ‖2C([0,τ ];H1) ≤ Lτ |‖(ψ,w, ζ)|‖2.
The control on the remaining norms ‖ϕt‖C([0,τ ];L2) and ‖v‖L2(0,τ ;L2) is obtained by compar-
ison with (56) and (58) respectively. Therefore (55) is proved.
By means of a fixed point argument, the previous steps allow to prove that problem (Pε)
admits a unique local solution (ϕ,v, µ) in Xτ , provided that τ is small enough. 
Lemma 4.3 Any solution (ϕε,vε, µε) of problem (Pε) satisfies the estimates
‖vε(t)‖2 + ‖ϕε(t)‖2H1 + ε‖µε(t)‖2
+
∫ t
0
[‖∇µε‖2 + ‖vε‖2H1 + ‖ϕεt‖2 + ‖ϕε‖2H2] dx ≤ C0(T ), (62)
ε‖µε(t)‖2H1 +
∫ t
0
[‖µε‖2H2 + ε‖µt‖2]dt ≤ C0(T ), (63)
‖∆ϕε(t)‖2 + ‖∇vε(t)‖2
+
∫ t
0
[‖∇ϕεt‖2 + ‖ϕ‖2H3 + ‖Avε‖2 + ‖vεt‖2]dt ≤ C0(T ). (64)
for any t ∈ (0, T ), where C0(T ) is a positive constant depending on the inital data, the source
f and the time T .
Proof. By multiplying (31) by ϕεt + v
ε · ∇ϕε, we deduce the equality
κ
2
d
dt
‖∇ϕε‖2 + β‖ϕεt + vε · ∇ϕε‖2 − κ
∫
Ω
(vε · ∇ϕε)∆ϕεdx
+
∫
Ω
[(ϕε)3 + uϕε + λ(vε)2ϕε − µε](ϕεt + vε · ∇ϕε)dx = 0. (65)
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Now let us multiply (32) by vε
1
2
d
dt
‖vε‖2 + ν‖∇vε‖2 +
∫
Ω
[κ∇ · (∇ϕε ⊗∇ϕε) · vε
−λϕε(ϕεt + vε · ∇ϕε)(vε)2 − f · vε
]
dx = 0. (66)
Finally, we multiply (33) by µε and integrate by parts, thus obtaining
ε
2
d
dt
‖µε‖2 + γ‖∇µε‖2 +
∫
Ω
(ϕεt + v
ε · ∇ϕε)µεdx = 0. (67)
It is easy to show that since vε ∈ H1div(Ω), the following identity holds∫
Ω
∇ · (∇ϕε ⊗∇ϕε) · vεdx =
∫
Ω
(vε · ∇ϕε)∆ϕεdx.
Therefore summing up equations (65)-(67), we have
1
2
d
dt
[
κ‖∇ϕε‖2 + ‖vε‖2 + ε‖µε‖2 + 1
2
‖(ϕε)2 + u‖2
]
+ β‖ϕεt + vε · ∇ϕε‖2 + ν‖∇vε‖2
+γ‖∇µε‖2 = −
∫
Ω
[(ϕε)3 + uϕε]vε · ∇ϕεdx+
∫
Ω
f · vεdx. (68)
The first integral in the right hand side vanishes as a consequence of the identity∫
Ω
[(ϕε)3 + uϕε]vε · ∇ϕεdx =
∫
Ω
∇
[
1
4
(ϕε)4 +
u
2
(ϕε)2
]
· vεdx
and by applying the divergence theorem. Therefore, an integration of (68) over (0, t) and
Poincare´ inequality provide
1
2
[
κ‖∇ϕε(t)‖2 + ‖vε(t)‖2 + ε‖µε(t)‖2 + 1
2
‖ϕε(t)2 + u‖2
]
+
∫ t
0
[
β‖ϕεt + vε · ∇ϕε‖2 +
ν
2
‖∇vε‖2 + γ‖∇µε‖2
]
dt ≤ C0, (69)
where C0 > 0 depends on the norms of the initial data ‖µ0‖, ‖v0‖, ‖ϕ0‖H1 and of the source
‖f‖. In addition, an application of Young’s inequality leads to
‖ϕε(t)‖2 ≤ C(‖ϕε(t)2 + u‖2 + 1) ≤ C0, (70)
for all t ∈ [0, T ].
Now we multiply (31) by ∆ϕε. An integration by parts, Ho¨lder’s and Young’s inequalities
imply ∫ t
0
‖∆ϕε‖2dt ≤ C
∫ t
0
[‖ϕεt + vε · ∇ϕε‖2 + ‖∇µε‖2 + ‖∇ϕε‖2 + ‖(ϕε)3 + uϕε‖2
+‖ϕε(vε)2‖2]dt. (71)
19
In view of Sobolev embedding theorem we obtain
‖(ϕε)3 + uϕε‖2 + ‖ϕε(vε)2‖2 ≤ C(‖ϕε‖6H1 + ‖ϕε‖2 + ‖ϕε‖2H1‖vε‖46) (72)
and by means of (22), (69) and (70), last term of (72) can be estimated as
‖ϕε‖2H1‖vε‖46 ≤ C0‖vε‖8/3‖vε‖4/3H1 ≤ C0(‖vε‖8 + ‖vε‖2H1) ≤ C0(1 + ‖∇vε‖2).
Therefore, on account of (69)-(72), we have∫ t
0
‖ϕε‖2H2dt ≤ C
∫ t
0
(‖ϕε‖2 + ‖∆ϕε‖2)dt ≤ C0(T ).
In addition the following inequality holds∫ t
0
‖ϕεt‖2dt ≤ C
∫ t
0
(‖ϕεt + vε · ∇ϕε‖2 + ‖vε · ∇ϕε‖2)dt
≤ C0
∫ t
0
(1 + ‖vε‖24‖∇ϕε‖24)dt
≤ C0
∫ t
0
(1 + ‖vε‖2H1 + ‖∇ϕε‖2H1)dt ≤ C0.
Thus (62) is proved.
By multiplying (33) in L2(Ω) by −∆µε, we obtain
ε
2
d
dt
‖∇µε‖2 + γ‖∆µε‖2 ≤
∫
Ω
(ϕεt + v
ε · ∇ϕε)∆µεdx ≤ C‖ϕεt + vε · ∇ϕε‖2 +
γ
2
‖∆µε‖2.
Hence,
ε‖∇µε(t)‖2 + γ
∫ t
0
‖∆µε‖2dt ≤ ε‖∇µ0‖2 + C
∫ t
0
‖ϕεt + vε · ∇ϕε‖2dt ≤ C0(T ), (73)
where last inequality follows from (69).
A comparison with (33) provides
ε‖µεt‖2 ≤ C(‖∆µε‖2 + ‖ϕεt + vε · ∇ϕε‖2). (74)
Finally we observe that (31) implies
‖µε‖2 ≤ C0(‖ϕεt‖2 + ‖ϕε‖2H2 + ‖vε‖2H1). (75)
Collecting (73)-(75), we get (63).
In order to prove (64) let us multiply (31) by −∆ϕt, (32) by Av and integrate over Ω.
By means of Young’s inequality we get
1
2
d
dt
[κ‖∆ϕε‖2 + ‖∇vε‖2] + β
2
‖∇ϕεt‖2 +
ν
2
‖Avε‖2
≤ C [‖∇µε‖2 + ‖(∇vε)∇ϕε‖2 + ‖(∇∇ϕε)vε‖2 + ‖(ϕε)2∇ϕε‖2
+‖∇ϕε‖2 + ‖∇ϕε(vε)2‖2 + ‖ϕε(∇vε)vε‖2 + ‖(∇∇ϕε)∇ϕε‖2
+‖ϕεϕεtvε‖2 + ‖ϕε(vε · ∇ϕε)vε‖2 + ‖f‖2
]
. (76)
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Owing to (22) and (62), some of the terms of the right-hand side can be estimated as
‖(ϕε)2∇ϕε‖2 + ‖∇ϕε‖2 + ‖∇ϕε(vε)2‖2 ≤ C0(T )(‖ϕε‖2H2 + ‖vε‖2H1). (77)
Similarly the remaining terms can be controlled as
‖ϕε(vε · ∇ϕε)vε‖2 ≤ C‖vε‖46‖ϕε‖2H1‖∇ϕ‖2H1 ≤ χ(t)(‖vε‖2H1 + ‖ϕε‖2H2) (78)
‖ϕε(∇vε)vε‖2 + ‖(∇vε)∇ϕε‖2 ≤ C‖∇vε‖24(‖ϕε‖2H1‖vε‖26 + ‖∇ϕε‖24)
≤ η‖vε‖2H2 + χ(t)(‖vε‖2H1 + 1) (79)
‖(∇∇ϕε)vε‖2 + ‖(∇∇ϕε)∇ϕε‖2 ≤ C‖∇∇ϕε‖24(‖vε‖24 + ‖∇ϕε‖24)
≤ η‖ϕε‖2H3 + χ(t)(‖vε‖2H1 + ‖ϕε‖2H2 + 1) (80)
‖ϕεϕεtvε‖2 ≤ C‖ϕε‖2H1‖ϕεt‖24‖vε‖26 ≤ η‖∇ϕεt‖2 + χ(t)(‖vε‖2H1 + 1), (81)
where χ is a L1 function of time and η is a suitable positive constant.
In order to evaluate the H3−norm of ϕε, let us take the gradient of (31) and obtain
‖∇∆ϕε‖ ≤ C [‖∇ϕεt‖+ ‖∇µε‖+ ‖∇vε‖4‖∇ϕε‖4 + ‖vε‖4‖∇∇ϕε‖4
+‖ϕε‖26‖∇ϕε‖6 + ‖∇ϕε‖+ ‖∇ϕε‖6‖vε‖26 +‖ϕε‖H1‖∇vε‖4‖vε‖6] .
Interpolation inequalities (21), (22) and estimates (62)-(63) imply
‖∇∆ϕε‖ ≤ η1‖vε‖H2 + η2‖ϕε‖H3 + C[‖∇ϕεt‖+ ‖∇µε‖]
+C0
[
1 + ‖vε‖H1‖ϕε‖H2 + ‖ϕε‖H2 + ‖vε‖H1 + ‖vε‖5/3H1
]
.
with η1, η2 > 0. Choosing suitably η2 and owing to (26), (62), we prove
‖ϕε‖2H3 ≤ C[‖∇ϕεt‖2 + ‖∇µε‖2] + χ(t)[1 + ‖vε‖2H1 ] + η1‖vε‖2H2 , (82)
Substitution of (77)-(81) into (76), use of (62), (73) and (82) provide
1
2
d
dt
[κ‖∆ϕε‖2 + ‖∇vε‖2] + β
4
‖∇ϕεt‖2 +
ν
4
‖Avε‖2 + C‖ϕ‖2H3
≤ χ(t)(‖∆ϕε‖2 + ‖∇vε‖2 + 1).
Gronwall’s inequality and comparison with (32) yield (64). 
Proposition 4.1 Problem (Pε) admits at least a solution (ϕ
ε,vε, µε) ∈ XT .
Proof. Theorem 4.1 guarantees existence of a solution (ϕε,vε, µε) defined in a small time
interval (0, τ). In order to extend this solution to the whole interval (0, T ) we need the
following uniform estimate of the solution
‖ϕε(t)‖H2 + ‖vε(t)‖H1 + ‖µε(t)‖H1 ≤ K, t ∈ [0, T ], (83)
where K is a positive constant depending only on the global data ϕ0,v0, µ0 and ε, but
independent of t. Inequality (83) is ensured by the estimates (62)-(64) of Lemma 4.3.
Therefore, by applying Theorem 4.1, after a finite number of steps we find a global solution
of problem (Pε) in XT . 
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5 Well posedness of the original system
5.1 Existence of solutions
Theorem 5.1 Let ϕ0 ∈ Hˆ2(Ω), v0 ∈ H1div(Ω), µ0 ∈ Hˆ1(Ω). Then for any T > 0, there
exists at least a solution (ϕ,v, µ) ∈ XT of prolem (P ).
Proof. Let (ϕε, µε,vε) ∈ XεT be a global solution of problem (P ε). From the a priori
estimates of Lemma 4.3, we deduce that
ϕε is uniformly bounded in L2(0, T,H3(Ω)) ∩H1(0, T,H1(Ω))
vε is uniformly bounded in L2(0, T,H2(Ω)) ∩H1(0, T, L2(Ω))
µε is uniformly bounded in L2(0, T,H2(Ω))√
εµε is uniformly bounded in H1(0, T, L2(Ω)).
As a consequence there exists a subsequence, denoted also (ϕε,vε, µε) such that
ϕε → ϕ weakly in L2(0, T,H3(Ω))
ϕεt → ϕt weakly in L2(0, T,H1(Ω))
vε → v weakly in L2(0, T,H2(Ω))
vεt → vt weakly in L2(0, T, L2(Ω))
µε → µ weakly in L2(0, T,H2(Ω))
εµεt → 0 strongly in L2(0, T, L2(Ω)).
as ε→ 0. In particular, as a consequence of Aubin’s theorem, we have
ϕε → ϕ strongly in L2(0, T,H2(Ω))
vε → v strongly in L2(0, T,H1(Ω)).
The previous convergences allow us to pass to the limit as ε→ 0 into (31)-(33) and to obtain
(28)-(30). 
5.2 Uniqueness of solution
Theorem 5.2 Problem (P ) admits a unique solution (ϕ,v, µ) ∈ XT .
Proof. First we notice that by repeating the same arguments of Lemma 4.3 with ε = 0, one
can easily show that any solution (ϕ,v, µ) of problem (P ) satisfies the following estimate
‖v(t)‖2H1 + ‖ϕ(t)‖2H2 +
∫ t
0
[‖v‖2H2 + ‖ϕt‖2H1] dt ≤ C0(T ). (84)
Let (ϕ1,v1, µ1), (ϕ2,v2, µ2) ∈ XT be two solutions to problem (P ) with the same initial
data and source f . We consider the differences
ϕ = ϕ1 − ϕ2, v = v1 − v2, µ = µ1 − µ2,
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satisfying the following problem
ϕt = −v · ∇ϕ1 − v2 · ∇ϕ+ γ∆µ (85)
vt = −νAv − P [κ∇ · (∇ϕ1 ⊗∇ϕ+∇ϕ⊗∇ϕ2) + λϕ1(ϕ1t + v1 · ∇ϕ1)v1
−λϕ2(ϕ2t + v2 · ∇ϕ2)v2 + (∇v)v1 + (∇v2)v] (86)
with
µ = βϕt − κ∆ϕ+ βv1 · ∇ϕ+ βv · ∇ϕ2 + (ϕ21 + ϕ22 + ϕ1ϕ2)ϕ+ uϕ+ λϕv21
+λϕ2(v1 + v2) · v. (87)
We append to (85)-(87) the initial conditions
ϕ(x, 0) = 0, v(x, 0) = 0, a.e. x ∈ Ω.
We multiply equation (85) by ϕ and we integrate over Ω. Thus, we obtain
1
2
d
dt
‖ϕ‖2 = −
∫
Ω
[(v · ∇ϕ1 + v2 · ∇ϕ)ϕ + γ∇µ · ∇ϕ] dx.
By means of the Ho¨lder and Young inequalities and in view of (84), we have
1
2
d
dt
‖ϕ‖2 ≤ ‖v‖2 + γ
8
‖∇µ‖2 + C‖ϕ‖2H1 . (88)
Now let us multiply (85) in L2(Ω) by µ, thus obtaining∫
Ω
[
ϕtµ+ (v · ∇ϕ1 + v2 · ∇ϕ)µ + γ|∇µ|2
]
dx = 0. (89)
The first term of the integral may be rewritten by substituting expression (87) as∫
Ω
ϕtµdx =
κ
2
d
dt
‖∇ϕ‖2 + β‖ϕt‖2 +
∫
Ω
[β(v · ∇ϕ1 + v2 · ∇ϕ) + ϕ(ϕ21 + ϕ22 + ϕ1ϕ2)
+uϕ+ λϕv21 + λϕ2(v1 + v2) · v]ϕtdx.
A substitution into (89), Ho¨lder’s inequality and a priori estimate (84) yield
κ
2
d
dt
‖∇ϕ‖2 + β‖ϕt‖2 + γ‖∇µ‖2
≤ C [(1 + ‖v2‖∞)‖ϕ‖H1 + ‖v‖4] ‖ϕt‖+ C[‖v‖4 + ‖v2‖∞‖∇ϕ‖]‖µ‖.
Young’s inequality, (21) and (23) lead to the estimate
κ
2
d
dt
‖∇ϕ‖2 + 7
8
β‖ϕt‖2 + 7
8
γ‖∇µ‖2 (90)
≤ C(1 + ‖v2‖2H2)‖ϕ‖2H1 + C‖v‖2 +
ν
14
‖∇v‖2 + η1‖µ‖2,
where η1 is a suitable positive constant.
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By multiplying (87) by µ and accounting for (84), we infer that
‖µ‖2 ≤ C‖∇µ‖‖∇ϕ‖+ C[‖ϕt‖+ ‖v1‖H2‖ϕ‖H1 + ‖v‖H1 + ‖ϕ‖H1 ]‖µ‖.
Hence
‖µ‖2 ≤ C[‖∇µ‖2 + ‖ϕt‖2 + ‖v1‖2H2‖ϕ‖2H1 + ‖v‖2H1 + ‖ϕ‖2H1 ]. (91)
By multiplying (86) by v we obtain
1
2
d
dt
‖v‖2 + ν‖∇v‖2 ≤ I1 + I2 + I3 + I4, (92)
where
I1 = κ
∫
Ω
(∇ϕ1 ⊗∇ϕ+∇ϕ⊗∇ϕ2) : ∇vdx
I2 = λ
∫
Ω
(ϕϕ1tv1 + ϕ2ϕtv1 + ϕ2ϕ2tv) · vdx
I3 = λ
∫
Ω
[ϕ(v1 · ∇ϕ1)v1 + ϕ2(v1 · ∇ϕ1)v + ϕ2(v · ∇ϕ1 + v2 · ∇ϕ)v2] · vdx
I4 = −
∫
Ω
[(∇v)v1 + (∇v2)v] · vdx.
Ho¨lder’s, Young’s inequalities, (20), (21) and a priori estimate (66) allow us to estimate I1,
namely
I1 ≤ κ(‖∇ϕ1‖4 + ‖∇ϕ2‖4)‖∇ϕ‖4‖∇v‖ ≤ ν
14
‖∇v‖2 + η2‖ϕ‖2H2 + C‖∇ϕ‖2. (93)
Similarly, we obtain
I2 ≤ λ[‖ϕ‖H1‖ϕ1t‖‖v1‖H1 + ‖ϕ2‖H1‖ϕt‖‖v1‖H1 + ‖ϕ2‖H1‖ϕ2t‖‖v‖4]‖v‖4
≤ ν
14
‖∇v‖2 + β
8
‖ϕt‖2 + C(‖v‖2 + ‖ϕ‖2H1) (94)
and
I3 ≤ λ[‖ϕ‖H1‖v1‖2H1‖ϕ1‖H2 + (‖v1‖H1 + ‖v2‖H1)‖ϕ2‖H1‖ϕ1‖H2‖v‖4
+‖ϕ2‖H1‖v2‖2H1‖∇ϕ‖4]‖v‖4
≤ ν
14
‖∇v‖2 + η2‖ϕ‖2H2 + C(‖ϕ‖2H1 + ‖v‖2). (95)
Finally, last integral can be controlled as
I4 ≤ ‖∇v‖‖v1‖4‖v‖4 + ‖∇v2‖‖v‖24 ≤
ν
14
‖∇v‖2 + C(‖v1‖2H1 + ‖v2‖2H2)‖v‖2. (96)
From (87) it follows that
‖∆ϕ‖ ≤ C
[
‖µ‖+ ‖ϕ‖H1‖ϕ21 + ϕ1ϕ2 + ϕ22‖H1 + ‖ϕ‖+ ‖ϕ‖H1‖v1‖2H1
+‖ϕ2‖H1‖v1 + v2‖H1‖v‖4 + ‖ϕt‖+ ‖v1‖H2‖∇ϕ‖+ ‖∇ϕ2‖4‖v‖4
]
≤ C(‖µ‖+ ‖ϕ‖H1 + ‖ϕt‖+ ‖v‖4) + C‖v2‖H2‖∇ϕ‖.
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As a consequence, by means of (91), we have
‖ϕ‖2H2 ≤ C(‖ϕ‖2 + ‖∆ϕ‖2)
≤ C [‖∇µ‖2 + (‖v1‖2H2 + ‖v2‖2H2 + 1)‖ϕ‖2H1 +‖ϕt‖2 + ‖v‖2H1] . (97)
Adding inequalities (88), (90) and (92), accounting for (91), (97) and choosing η1, η2 small
enough, we prove the estimate
1
2
d
dt
[‖ϕ‖2 + κ‖∇ϕ‖2 + ‖v‖2] + β
2
‖ϕt‖2 + γ
2
‖∇µ‖2 + ν
2
‖∇v‖2 ≤ h(t)(‖ϕ‖2H1 + ‖v‖2)
where
h(t) = C(‖v1‖2H2 + ‖v2‖2H2 + 1)
is a L1−function of time. Thus, Gronwall’s inequality proves
ϕ = 0, v = 0.
Accordingly, from (87) it follows that µ = 0 and we reach the conclusion. 
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