When a feed-forward neural network (FNN 
Introduction section
Matched field processing (MFP) [1] [2] [3] [4] [5] [6] for source localization has been developed for many years.
It can have limited performance due to its sensitivity to the mismatch between modelgenerated replica fields and measurements. With the development of machine learning, source localization methods based on machine learning have been revived [7] [8] [9] [10] [11] . As early as 1991, Steinberg et al. 12 applied perceptrons for source localization in a homogeneous medium. Recently, Niu et al. 7, 8 performed ship ranging using a feed-forward neural network (FNN) trained on experimental data. Besides, a regression neural network (NN) 9 and a convolutional NN 10 are also trained on experimental data for underwater source ranging.
Although a NN can be trained on experimental data, because of the difficulty to obtain amounts of ocean acoustic experimental data containing distance labels, it is cumbersome to train a NN on experimental data to realize sound source ranging in an ocean waveguide.
Considering the rarity of experimental data, Huang et al. 11 combined simulation data in close environments to train a deep NN for source localization. However, because of the space-time variation of the ocean waveguide environment, even if the training data includes both simulation and experimental data, the test data is often different from the training data due to the difference of the environment. Therefore, the NN with the minimum ranging error on training data may not reach the minimum ranging error on testing data. If the distance of sound source of partial test data is known, then this part of the data can be used as validation data with the source distance as labels, and early stopping 13, 14 can be used to improve the ranging accuracy of the NN in the test data. 
Simulation data preparation, FNN architecture and learning parameters
4 Source ranging using a neural network It will be useful to introduce the parameters used for simulation. Let E1 represent an range independent ocean waveguide which will be used for modeling the training data. The parameters of E1 are given by the S5 event in the SWellEx-96 experiment 15 . The sound speed profile (SSP) and the seabed parameters of E1 are shown in Fig. 1 
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The simulated training and test data set are prepared as follows. Selecting a domain D in E1, which is 1100-5000 m in range from the VLA and 1-30 m below the sea surface, a training set containing 12, 000 samples is constructed by choosing 12, 000 source locations in Considering the Hermite symmetry of C and the fact that C is a complex matrix, C contains 11 × 21 × 2 independent real numbers, which make up x ∈ R 462×1 , the input of the FNN. 
where α ∈ N represents epoch which is a measure of number of iterations in training, N is the number of training samples, {x i , y i } represents the ith training samples,
represents the trained FNN when epoch is α, "T" is to transpose, and 1 ∈ R 201×1 is a vector with all elements 1. The mth element of f α (x i ) represents the probability of a source in the mth part of D.
The maximum of f α (x i ) represent the likely source position and the source-VLA range is
, y i ) has a minimum of 0. Fig. 2 (a) shows L(α).
Basic idea of FEAST
Although the test data do not contain labels, the performance of a FNN on the test data can be evaluated in some situations. If the expected output of a FNN on the test data satisfies a known parameterized function F (x(t i ), Θ), where Θ represents unknown fitting parameters,
is the ith test data and t i is a known parameter,
is used to evaluate the performance on the test data, where M is number of test data. Take a moving source from a a VLA as the example in this paper. Generally, the distance between a moving source and the VLA is a simple curve in the time-distance plane, which can be fitted 7 Source ranging using a neural network 
8 Source ranging using a neural network where L(α) is defined in Eq. (1),
and λ ∈ R is a regularization parameter. Here
to make the maximum value of the two terms on the right side of Eq. (2) To demonstrate FEAST, the test data prepared in Sec. 2 is used to calculate L FEAST (α). Fig. 2 (a) shows L FEAST (α) which has minimum at α = 52. In order to facilitate the understanding of FEAST, Fig. 2 
Source ranging using a neural network ferent α, and one find that g α (x i ) and F (x i , a α , b α ) are similar when L FEAST (α) reaches its minimum. Fig. 2 
where Rp(x i ) and Rt(x i ) are the predicted range and the ground truth range corresponding tox i . Fig. 2 (c) gives the RMSE of g α (x i ). One can find that when α = 52, the value of RMSE (0.0252) is closed to the minimum (0.0251), which verifies the FEAST.
Experimental results
FEAST is demonstrated with the experimental data from the SWellEx-96 Event S5 15 . Only the 232 Hz shallow source that was towed at a depth of about 9 m is considered. The data recorded by VLA from 3700 to 4500 s are selected to prepare the experimental test data; every 10 s of data is used to construct a test data. The experimental test set contains 80 samples. Fig. 3 (a) shows L FEAST (α) which is computed by the experimental test data and reaches the minimum at α = 53. Fig. 3 (d) -(f) show g α (x i ) and F (x i , a α , b α ) at different α, and one again finds that g α (x i ) and F (x i , a α , b α ) are similar when L FEAST (α) reaches the minimum. Fig. 3 (b) indicates that g 53 (x i ) is close to the GPS range. For comparison,
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Source ranging using a neural network from the GSP range. Fig. 3 (c) gives the RMSE of g α (x i ). One can find that when α = 53, the value of RMSE (0.0577) is closed to the minimum (0.0528), which verifies the FEAST again.
Conclusion
A method called FEAST is introduced to evaluate the ranging error of a FNN for source ranging on test data set. The FEAST is demonstrated by simulated and experimental data.
FEAST, which requires that the trajectory of a moving sound source satisfies a known parameterized function, is used for data post-processing but not real-time processing. The results indicates that FEAST improves the ranging accuracy of the FNN on test data. The FEAST is used for source ranging in this paper, but it can be used in other applications which has a known parameterized function.
