Abstract. In this paper we apply neuro-fuzzy systems to predict waste production in a company. Waste is produced by companies at every phase of their business, e.g. at the stage of supply, production and distribution. We used data on the production waste of one of the typical Polish manufacturing companies operating in the automotive industry. We predicted monthly waste production by data-driven learning of neuro-fuzzy systems. Neuro-fuzzy systems share with artificial neural-networks the ability to learn from data and the interpretability with fuzzy systems. In the experiments we achieved a high rate of prediction.
Introduction
Consumer awareness and legal regulations are increasingly forcing manufacturers to take care of the environment. Although waste generation cannot be completely eliminated, newer solutions are emerging that minimize its effects. Reverse logistics is here to help, with the main aim of reintroducing waste into the economic system which, after proper processing, can become raw materials or semifinished products. According to the definition of A. Mesjasz-Lech, reverse logistics covers all processes related to the flow of waste materials and related information in the system, and in particular the processes of collection, storage, transport, processing, redevelopment or possibly safe disposal, assuming that these processes will be carried out taking into account the economic and ecological efficiency, and their aim is to create real, closed systems of material circulation [1] . According to the definition proposed by Szołtysek and Twaróg, reverse logistics models the flows of waste and related information from the place of their origin to their place of management, involving the recovery of value (through re-use, recycling or re-claiming) or to the proper disposal or long-term storage to economize operation and to protect the environment [2] . The main goal of reverse logistics is to obtain a balance between economic, ecological and social effects [3] . Return logistics management is designed to shape the efficient and effective flow of waste materials and information between the waste-generating site and the place of reincorporation into the economic system, taking into account market requirements [1] . Lack of optimal waste management solutions can increase both the mass of waste and the level of environmental pollution. Therefore, proper management of waste streams is a very important element of business operations. Its beneficial effect manifests itself in reducing the amount of material flow and wear, but also in minimizing the negative impact on the environment. Unfortunately, this is a difficult process -a complex, multi-step process that requires verification at every stage of its construction. Managing the flow of return streams in an enterprise requires proper forecasting of both the supply and demand for waste that is recoverable. It is also important to coordinate effectively in the planning and control of reverse logistics activities. Reverse logistics management also refers to the planning of the location of the return points, the structure of the return logistics system, or the valuation of goods produced from recycled materials [4] .
Neuro-fuzzy systems (NFS) are a fusion of artificial neural-networks and fuzzy systems. In other words, they combine human-like reasoning based on fuzzy rules with the ability for data-driven learning. Neural networks can learn from data, however we do not have direct access to the knowledge structure as they work like black boxes. In the case of neuro-fuzzy systems, the knowledge can be obtained by learning from data but also from human experts as it is defined by straightforward IF-THEN rules. In [5] , the authors used neuro-fuzzy systems for predicting water level in a reservoir. They added additional input with human decision and obtained very good prediction accuracy. In [6] , a fuzzy Gaussian neural network was applied to recognize the ECG signals for ischemic heart disease diagnosis. However they preprocessed the signal with Principal Component Analysis and Discrete Cosine Transform. The final price of online auctions was predicted with NFS in [7] . The authors also explored the complex nonlinear relationship among the auction mechanisms and the final price. The experiment results showed that NFSs performed very well in this task. Short-term electricity load forecasting with neuro-fuzzy systems was researched in [8] . The authors used not only load data but also the information about the season and average temperature, and they were able to achieve a very low one-hour prediction rate. Authors of [9] predicted short-term incomplete data based on energy. Generally, NFSs can be used for numerous tasks related to classification and regression, e.g. for evaluation of bank credit [10] or healthcare efficiency [11] .
Waste is produced by companies at every stage of their business, both at the stage of supply, production and distribution. The largest group of waste is the production waste, so the article focuses on it. We used data on the waste of one of the typical manufacturing companies operating in the automotive industry. Using neuro-fuzzy systems, we were able to predict waste production monthly with relatively high accuracy. The paper is organized as follows. In the next section we briefly describe neuro-fuzzy systems. Section 3 concerns data collecting, and Section 4 presents numerical experiments.
Neuro-fuzzy systems
Neuro-fuzzy systems are a fusion of neural networks and fuzzy logic. They combine the human-understandable reasoning in the form of IF-THEN rules, with the possibility of supervised learning, which takes place in neural networks [12--14] . In this way, the disadvantages of both techniques are eliminated, i.e. lack of interpretability as is in the case of neural networks (black box) and learning in the case of fuzzy systems. Generally speaking, neuro-fuzzy systems reflect a variety of fuzzy systems, but creating a fuzzy model based on learning data is usually done with an algorithm derived from the artificial neural network world. The layers in these systems are different than in neural networks and reflect the blocks and operations that exist in fuzzy systems, i.e. input variables, fuzzy sets in predecessors of rules, fuzzy sets in rule consequents, inference and defuzzification. It is evident that it is no longer a homogeneous structure composed of similar neurons as in the case of traditional artificial neural networks. In addition to the ability to learn from the data, compared to neural networks we obtain an opportunity for system initialization and knowledge interpretation, as the entire neural-fuzzy system can always be interpreted as readable rules.
As in classical fuzzy systems, neuro-fuzzy systems approximate an n-dimensional function, defined in part by the learning data. Each fuzzy rule describes the local behavior of this function in the input variable space. Often, the problem of choosing fuzzy membership and fuzzy rules is a difficult task and is even impossible for humans in the case of multidimensional problems. With datadriven learning algorithms derived from neural networks, neuro-fuzzy systems can be created for any complex problem.
The most popular neuro-fuzzy model is the Mamdani system, where the antecedents and the consequents of the fuzzy rules are joined by the minimum or the multiplication operation. In this paper, such a model is used but with singleton sets in the consequent part of rule
where k = 1,…,N is rule number, x i , i = 1,…, n is i-th system input. The above rule is the same as in the general fuzzy system, but the output fuzzy set k B is a singleton set, which has a nonzero membership value only in one point of the space and zero elsewhere. Since there are N rules in the system, we also obtain N singleton fuzzy sets after the inference operation. The output of the system must be defuzzified, e.g. by weighted arithmetic mean according to the formula
where k τ is the activation coefficient of the rule defined as the product of membership degrees of individual fuzzy sets in the preceding part of the rule
This product implements the logical "AND" operation in fuzzy rules. All rules are involved in the process of determining the output value in a way that is proportional to their activation, i.e. the degree of matching to the current input. After substituting formula (2) to (1), we obtain
The paper assumes that the input fuzzy sets (linguistic variables) are described by the Gaussian membership functions, that is
where k i
x and k i σ are, respectively, the center and the width of the membership function for i-th input and in the rule number k. From the above formula we obtain the form of the neuro-fuzzy system with the product-type inference Figure 1 shows a block diagram of a structure that reflects the above formula. As it can be seen, it is similar to a multi-layer neural network and, for example, the error backpropagation algorithm can be used to adjust all its parameters from data. The learning algorithm adapts the input and output parameters of the membership functions to best fit the behavior of the system to the training data. Fig. 1 . Neuro-fuzzy system described by formula (6) The neuro-fuzzy system shown in Figure 1 has n inputs and N rules. Membership functions in rule antecedents (Layer L2) are multiplied in Layer L3 to calculate the degrees of activation of each rule. In L4, the degrees of activation of the rules are multiplied by the output fuzzy sets of the singleton type. Layers L5 and L6 perform defuzzification as a weighted average. Knowledge in the form of fuzzy rules can be collected by experts or in the learning process from the data. The most commonly used membership functions are Gaussian and triangular functions in the antecedent part of the rules, and the singleton functions in the consequent part of rules.
One of the most popular architectures is ANFIS [15] (Adaptive Network Based Fuzzy Inference System), which is an implementation of the Takagi-Sugeno system, consisting of five layers. The first layer contains the membership functions of the input fuzzy sets. The second layer implements T-norms to calculate the levels of rule activation. The third layer normalizes the activation levels of the rules so that the last layer can only sum all the output values of the rules to calculate the final output value of the system. Layer 4 includes linear functions of input values. The parameters of the input membership functions and the parameters of the linear functions in the fourth layer are changed by the error backpropagation algorithm during training from data.
Learning can be accomplished, for example, by the error backpropagation algorithm, which iteratively changes the values of the membership function parameters at successive training data presentations, based on the gradient of error between the desired and the output signal.
Neuro-fuzzy systems share with neural networks the advantages of data-driven learning and modeling systems without knowing their exact mathematical model. In relation to neural networks, they have the advantage of fuzzy knowledge interpretation, which makes it possible to use expert knowledge or extraction of knowledge after learning from data. The use of neuro-fuzzy systems in reverse logistics enables one to predict the size of waste streams. This allows the company to manage waste streams more effectively. Fuzzy logic allows one to apply expert knowledge in the form of rules. Furthermore, after the learning from data, a reverse process is also possible, i.e. extraction of knowledge from the system trained from the data. Waste from production is transferred to the recovery and disposal organization.
Neural-fuzzy networks are used to solve various problems. However, every problem requires a proper network adaptation. The appropriate network topology must be chosen, the number of neurons in layers and sometimes the number of network layers. Next, we need to prepare a training and testing set. The network must be trained and afterwards tested with data not used during training. It was decided to use neuro-fuzzy systems to predict the amount of waste streams as they allow to create a data-driven system and the use of knowledge in the form of readable rules for humans. In addition, it is possible to extract knowledge from the data-learned system into fuzzy rules.
Data collecting and preparation
The data used in the paper was made available by one of the typical manufacturing companies. The waste catalog according to the Regulation of the Ministry of the Environment of 9 December 2014 on the waste catalog divides the waste according to the source of their formation into twenty groups. Each type of waste is assigned a six-digit code, and in the data used in the paper, there is waste from the following groups: 08 01 11 -Waste paint etc., 15 01 02 -Plastic packaging, 13 01 10 -Mineral hydraulic oils, 15 01 10 -Packaging contaminated by hazardous substances, 15 02 02 -Sorbents, 15 02 03 -filter materials, wiping cloths, 16 02 13 -Used equipment containing dangerous components.
The nature of the production process in the researched enterprise results in certain dependencies between the generated waste of the groups being distinguished. Indication of the existence of links between different categories is one of the basic objectives of economic research. Correlation is a measure of the relationship between variables, which is determined by the correlation coefficient [16] . The seven selected waste groups were analyzed for correlation to determine to what extent the data are interrelated. For this purpose, the Pearson correlation coefficient was calculated for the respective waste groups. This coefficient has a value in the range <-1; 1>, where zero means total absence of correlation, 1 means complete positive correlation, and -1 complete negative correlation. Positive correlation means that the value of the second variable increases with the increase of the first variable. In the case of negative correlation, the increase in the value of the first variable causes the second variable to fall. The Pearson correlation coefficient is expressed by formula (7) ( ) 
where x i is i-th value of variable x, y i unit i-th value of variable y, x is arithmetic mean of variable x, y the arithmetic mean of variable y, and n is the number of observations. The obtained results from the correlation analysis are presented in Table 1 . Correlation coefficients indicate that the data are not correlated, thus all waste groups will be predicted separately. Predictability and ability to assess future events play a key role in business operations. The uncertainty of the future and the time interval from the moment of the decision to its result, makes it necessary to find appropriate prognostic methods, which are burdened with the smallest error and which are simple and inexpensive to use. With accurate forecasting, decision making becomes much easier which improves enterprise management. Forecasts should be the basis for creating business action plans. Still, new methods of forecasting are being sought, where the results will be as accurate as possible, and the methods will be simple and inexpensive to use.
Numerical experiments
Experiments for the researched company were performed in Matlab, which is a computational environment that allows manipulation of arrays, plotting functions and data, implementing user interfaces and algorithms in its own programming language. We used the Fuzzy Logic Toolbox to create fuzzy systems. It allows one to build fuzzy systems by defining fuzzy sets and rules and then to test the system. Alternatively, the system parameters can be obtained by learning from data. The generated fuzzy system can be used as a Matlab function or, alternatively, the system parameters can be exported for use in an external program. Figure 2 shows the monthly production for all the collected groups of waste. We predicted the next month's waste production amount using data from three of the previous months. Thus, the fuzzy system has three inputs and one output. During experiments we checked that the minimal acceptable number of input fuzzy sets for each input is three thus we used three input fuzzy linguistic values distributed evenly to form descriptions "small", medium" and "large". A threedimensional feature space was covered with a grid partition that resulted in 27 fuzzy rules and the same number of the output singleton values. During the datadriven learning process, all the parameters were adjusted by the backpropagation algorithm. The training was performed for 1000 epochs (i.e. full presentations of a dataset). The root-mean-square error during the training process for three datasets is presented in Figure 3 . The training process was long enough to achieve the lowest possible learning error for a given fuzzy system configuration. The results are presented in Table 2 . Analyzing the results, we can observe that the final accuracy depends on the variability of a given dataset. However, obtained results are satisfactory. The results would be better if we used larger fuzzy systems, i.e. with more input fuzzy sets that create a denser feature space grid partition.
Conclusions
Waste, especially production waste, is a serious problem in today's economy. It is a big threat to the environment. Waste generated by the production activity is the main subject of reverse logistics due to the scale of occurrence and the degree of danger to the environment. Reverse logistics is designed to incorporate waste after proper recycling into the logistic chain as raw materials or semi-finished products.
The enterprise analysed in the paper for environmental purposes adopted not only the minimization of the amount of generated waste, but, above all, the possibility of bringing the processed waste back into the economic cycle as much as possible. Quantitative assumptions for projects reducing the negative impact of generated waste on the environment can only be fulfilled if it is possible to predict the size of waste streams. Various predictive methods are used to manage reverse logistics. They allow for accurate forecasting of waste, which translates into quantitative planning of return flows. The research has shown that forecasts of waste generated using neuro-fuzzy networks due to a relatively small forecast error may be the basis for the decision-making process in terms of return flows.
After the data-driven training process, the systems predicted the amount of waste produced on the basis of the previous months. Quantities of waste in the preceding months were inputs to the neuro-fuzzy system, and the output was the predicted quantity in the following month. The error, that is, the difference between the desired quantity and the system output has reached a very low value, so that the forecasts made during the experiments were accurate in 81 to 93%, depending on the given waste. It would be possible to achieve even higher accuracy, sacrificing the size of the fuzzy system. However, it would worsen the interpretability of the fuzzy system. Forecast accuracy translates into better management of waste streams.
