INTRODUCTION
Geophysics at Geoscience Australia (GA) is being transformed by the application of high performance computing. As the national geological survey organisation, GA is custodian of many large, complex and high resolution pre-competitive geophysical datasets at the regional, province and continental scale. These data represent over six decades and hundreds of millions of dollars of field acquisition effort, and are a national asset providing benefit to all Australians, particularly in guiding resource exploration investment and informing land-use decisions and hazard assessment.
GA clients are increasingly requesting not just the basic national data, but also processed and derived products that enhance the geological information contained in the data. These may be:
 Filtered products such as magnetic reduction to the pole or gravity "worms";  Models of density, magnetic susceptibility, resistivity, seismic velocity and other properties;  Models and maps of geological surfaces such as depth of cover.
The large volumes, vast geographic area and high resolution of GA data mean that it is often impractical to perform these data transformation tasks on conventional computers. To accommodate computational problems on desktop PCs it is often necessary to use work-arounds, such as breaking data into manageable tiles for processing and then knitting it together again, or alternatively to degrade high resolution data by sub-sampling. Another approach is to simplify the inversion problem by assuming 1D or 2D earth geometries instead of working in full 3D.
For example, the gravity data around the Olympic Dam deposit in South Australia is sampled on a grid spacing of 1 km by 1 km or closer. However, to complete a 3D gravity inversion of an area of 50 km by 50 km around Olympic Dam in an acceptable time requires inverting to a model with a cell size of 2 km by 2 km by 1 km (Figure 1 ). This model cannot honour the resolution of the original data (Williams, 2009) .
To invert to a model that could satisfactorily fit the detail in the data would need a cell size of 250 m by 250 m by 200 m, which contains 320 times as many cells as for the coarse model and would take months to run on a desktop PC.
National Computing Infrastructure
To circumvent these and other problems, GA has become an active collaborator with the National Computing Infrastructure (NCI) facility housed at the Australian National University (ANU) in Canberra. The facility is funded through the Australian Government Super Science initiative and also includes co-investment from GA, ANU, CSIRO and the Bureau of Meteorology. The NCI comprises a peta-scale high performance computing (HPC) system, a large scale compute cloud and multi peta-scale high performance storage. The centre provides expert technical support to users and aims to deliver world-class, high-end computing services to Australian researchers across a broad range of fields, including national priorities such as climate science, earth systems and water management.
SUMMARY
Government Geological Surveys study the Earth at the regional, province or national scale, and acquire vast volumes of technically complex data. Clients are increasingly requesting not just the basic national data, but also processed and derived products that enhance the geological information contained in the data. High performance computers facilitate a step-change in advanced processing and modelling of large, complex data, and will help Government Agencies deliver more sophisticated products to industry and researchers. Data processing and inversion are no-longer limited by the computational effort required.
Geoscience Australia is collaborating with the National Computational Infrastructure facility (NCI) at the Australian National University to develop advanced methods for extracting the maximum geological information from large data volumes. The new methods include: Modelling of potential field data in spherical coordinates; Inversion of magnetotelluric tensor data to a full 3D mesh of resistivities, and; Monte Carlo inversion of AEM responses. These algorithms are being implemented in a new Virtual Geophysical Laboratory in which government data and advanced processing methods are brought together in a single high performance computer environment. 
Virtual Geophysics Laboratory
As geophysicists began processing and inverting data on NCI, a number of barriers to entry to the new technology were encountered:
 Transferring large volumes of data from GA to NCI;  Coding complex processing workflows in machine readable form;  Recording meta-data describing the complex processing flow used to create a particular result.
These issues are addressed in a new Virtual Geophysics Laboratory (VGL) established by collaboration between GA, CSIRO and NCI. Development of the VGL is funded by the National eResearch Collaboration Tools and Resources (NeCTAR) project, part of the Australian Government's Super Science initiative. The VGL seamlessly connects GA national geophysical datasets with processing software and can currently be run on either the NCI high performance computing environment or the NeCTAR Research Cloud:
ultimately it will have links to commercial cloud providers such as Amazon.. VGL provides an intuitive, user-centred interface for linking data and software components, creating workflows and recording meta-data describing the provenance of the output.
To fully exploit the opportunities presented by high performance computing, geophysicists must ensure their databases contain only good quality data, in the correct formats, and which comply with international standards. Clean, "fit for purpose" data are machine readable and can be seamlessly fed into a growing array of sophisticated processing and inversion codes to create the next generation of pre-competitive, regional and continental scale geoscience products.
Access to practically unlimited compute power has opened up new opportunities and capabilities for geophysics at GA. Three examples of the science transformation are presented below.
MODELLING POTENTIAL FIELDS IN SPHERICAL COORDINATES
GA clients are increasingly demanding 3D density and magnetic susceptibility models in addition to the basic gravity and magnetic data itself. These models allow explorers to investigate the geological and mineralogical implications of pre-competitive data. GA data image at the regional, province and continental scale and often contain signatures of largescale, deep geological structures. These deep structures may control the occurrence of mineral provinces, such as the association of iron-oxide copper-gold deposits with craton margins.
Conventional gravity processing and modelling assumes a flatearth projection and uses rectangular coordinate systems. These assumptions are not valid at the data scales GA is working at, and the effects of the Earth's curvature will lead to significant inaccuracies and errors. For 3D modelling at the province and continental scale, it is necessary to adopt a spherical coordinate system (Figure 2 ). GA is collaborating with the Colorado School of Mines and the China University of Geoscience to develop spherical modelling codes based on the work of Liang (2010) . Calculating the gravity potential of a 3D model in spherical coordinates is one hundred times more computationally intensive than performing the same calculation in rectangular coordinates, and would not be practical without access to high performance computers, especially for large models.
Practical and robust potential field modelling in spherical coordinates will enable GA to construct continental-scale 3D density models of Australia with powerful applications (Liang, et al., 2012) :  Meaningful, quantitative removal of "regional" or "background" gravity fields to isolate anomalies at smaller scales for modelling and analysis;  Provide a continental-scale density framework into which smaller scale models can be embedded. This would allow density models from disparate parts of Australia to be directly compared and correlated. Access to spherical coordinate modelling code will allow GA geophysicists to extend their horizons beyond onshore Australia and consider the entire Australian Plate. The size of the model is no longer a computational issue, so Moho effects can be included in the calculation. The new code will usher is a new era for potential field studies, and allow gravity to be modelled completely, with fewer erroneous assumptions or arbitrary field removal.
MT INVERSION
The deep earth resistivity information provided by magnetotelluric soundings is of increasing value to geologists studying large scale geodynamic problems. Over the past five years GA has routinely acquired MT measurements coincident with deep crustal seismic reflection transects covering hard rock provinces (Duan, et al., 2012) . These data have been inverted to earth resistivity using codes that assume a 1D or 2D geometry in the Earth. Extensive pre-modelling data analysis, manipulation and editing are needed to ensure data are compatible with a 2D earth assumption. Responses from electromagnetic frequencies which do not fit the assumption must be discarded. Geophysicists must also estimate a single, constant geological strike direction to input into processing and inversion calculations.
Over the course of many surveys interpreters found that the 1D and 2D assumptions were unrealistic, especially at the regional scale or larger where the strike directions can be highly variable. 3D MT data acquired over 3D geology need to be inverted with a 3D code, even if the measurements were made along a 2D transect. GA has recently gained access to a 3D inversion code developed by Oregon State University (Egbert and Kelbert, 2012) which has been used to invert data from multiple MT transects to a single 3D model of earth resistivities. The mesh can then be sliced to yield a resistivitydepth section beneath the transect. Figure 4 shows the resistivity-depth section from the Youanmi YU2 deep crustal seismic survey in the northern Yilgarn Province of Western Australia (Milligan, 2013) . The inverted resistivity features correlate well with structures interpreted from the coincident reflection seismic data. The 3D inversion provides a more useable, higher resolution section than the 2D inversion.
The new MT code implemented at NCI allows GA to extract more geological information from MT data and could potentially transform the application of MT to deep crustal investigations. For instance, MT soundings could be acquired on evenly spaced regional grids instead of along transects. This would properly sample 3D geological structure and enable construction of regional and continental-scale 3D resistivity models for Australia.
MONTE CARLO INVERSION OF AEM DATA
Access to high performance computing has made possible the application of a Monte Carlo 1D inversion algorithm for interpretation of airborne electromagnetic (AEM) data. Rather than selecting a single "best fit" model on the basis of a model regularization function, such as solution smoothness, Monte Carlo inversion produces around 300,000 models for a single AEM sounding. The solutions pertain to different random starting models, different numbers of layers and other parameter variations. The array of solutions provides a more informative result and allows rigorous interpretation of geological information and statistical assessment of model uncertainty. Figure 3 shows a 1D inversion result for a single AEM sounding from the Lake Thetis SkyTEM Survey in Western Australia (Brodie and Reid, 2013) . The conductivity depth profiles for 300,000 possible solutions are plotted in the central panel. Each inverted profile leaves a grey "pencil line" on the panel. Where many profiles overprint to give a darker shade denotes the most probable conductivity for a particular depth. The grey shade of the outlier profiles provides a measure of the uncertainty. The spread between the 10 th percentile and 90 th percentile profile gives a rigorous measure of the inversion uncertainty and can be plotted on conductivity depth slices for referencing by interpreters. The change point histogram on the right hand panel indicates the most probable depth to an interface in the conductivity profile, which can be used to build surfaces in 3D geological models. High performance computing allows geophysicists to quantify, assess and analyse uncertainty in their modelling and inversion results.
CONCLUSIONS
The advent of high performance computing at Geoscience Australia has initiated a step-change for earth science research. Access to practically unlimited compute resources facilitates processing and inversion of data to products which more realistically represent the scale and complexity of Australian geology. High performance computing has achieved the Eureka Moment that will underpin future innovation and product development in government geophysics.
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