We investigate the complexity of the MEMBERSHIP problem for some geometrically de ned classes of Boolean functions, i.e., the complexity of deciding whether a Boolean function given in DNF belongs to the class. We give a general argument implying that this problem is co-NP-hard for any class having some rather benign closure properties. Applying this result we show that the MEMBERSHIP problem is co-NP-complete for the class of linearly separable functions, threshold functions of order k (for any xed k 0), and some binary-parameter analogues of these classes. Finally, we obtain that the considered problem for unions of k 3 halfspaces is NP-hard, co-NP-hard and belongs to p 2 , and that the optimal threshold decomposition of a Boolean function as a union of halfspaces cannot even be efciently approximated in a very strong sense unless P = NP. In some cases we improve previous hardness results on the considered problems.
Introduction
The class of linearly separable functions corresponds to concepts representable by a single linear threshold (McCulloch-Pitts) neuron { the basic component of neural networks. The problem of recognizing whether a Boolean function is linearly separable (and if yes, constructing its threshold representation) is known as the synthesis problem of threshold logic 18] . This problem can be formulated as follows.
LINEAR SEPARABILITY
Instance: A Boolean function f in DNF. Question: Is f linearly separable?
The LINEAR SEPARABILITY problem can be viewed as a special case of the MEM-BERSHIP problem for a class C of Boolean functions: given f in DNF, decide whether f belongs to C. In this paper we investigate the complexity of the MEMBERSHIP problem for some geometrically de ned classes of functions, such as linearly separable functions, functions of threshold order at most k (for xed k 0), unions/intersections of a xed number of halfspaces, and binary-parameter analogues of these classes.
We give a general argument showing that the MEMBERSHIP problem is co-NP-hard for any class having some rather benign closure properties. This argument is then used to establish a basic co-NP-hardness result on the complexity of the MEMBERSHIP problem for all classes considered in the paper (this co-NP-hardness result has been already given for halfspaces in 19] , and for functions of threshold order at most k in 24]).
In fact, in many cases we show that the considered problems are co-NP-complete. While for linearly separable functions and functions of xed threshold order the co-NPinclusion proofs are based on Helly's theorem and a linear programming approach, for the binary-parameter classes { zero-one threshold functions, Hamming balls and small-weight halfspaces { we make use of characterizations of these classes based on some properties of the minterms of their elements. We also obtain that the MEMBERSHIP problem for the class of unions of k halfspaces (k 3 xed) is NP-hard, co-NP-hard and belongs to p 2 , hence it is not contained in NP co-NP unless NP = co-NP (for the case k = 2 we show only co-NP-hardness and inclusion in p 2 ). Thus one seems to get higher in the polynomial hierarchy when considering the complexity of the MEMBERSHIP problem for unions of k 3 halfspaces. Finally, we prove that the threshold number of a Boolean function given in DNF cannot even be e ciently approximated unless P = NP, i.e., it is NP-hard to nd a representation of a Boolean function as a union of halfspaces such that the number of elements of this decomposition is bounded above by any xed function of the optimal size.
The hardness results themselves do not seem to be surprising, as MEMBERSHIPtype problems are usually not expected to be solvable in deterministic polynomial time. However, there is a motivation for studying the exact complexity of MEMBERSHIP problems (i.e., their location in the polynomial-time hierarchy) coming from computational learning theory (see 22, 2] for an introduction to the eld), as some recent results 1, 10, 11] show connections between the complexity of the MEMBERSHIP problem and learnability issues. In fact, all our co-NP-inclusion results could be proved using a non-deterministic simulation of the known on-line learning algorithms 16, 17, 12] for the considered classes, as described in 1, 10, 11] (see 11] for results along this line), while the NP-hardness result on the complexity of the MEMBERSHIP problem for the class of unions of k 3 halfspaces implies negative results on the trainability of simple neural networks in some on-line learning models 12]. This motivation makes the MEM-BERSHIP problem for unions of 2 halfspaces even more interesting: showing that it is NP-hard would lead to applications in computational learning theory.
De nitions and notation
For n 1, denote X n = f0; 1g n , F n = f f j f : X n ! f0; 1g g. Alternatively, a Boolean function f 2 F n is a function of zero-one valued variables x 1 ; . . . ; x n . A literal z i is either the variable x i or its negation x i . A term is a conjunction of literals, and a clause is a disjunction of literals. We say that a function f 2 F n is given in disjunctive normal form (DNF) if it is represented as a disjunction of terms, and that it is in k-DNF if it is represented in a DNF with at most k literals per term; the CNF and k-CNF representations are de ned analogously as conjunctions of clauses.
A function f 2 F n is non-decreasing (non-increasing) in x i if for every y; z 2 X n such that y i = 0, z i = 1, and y j = z j for j 6 = i, f(y) f(z) (f(y) f(z)) holds. A function f 2 F n is unate in variable x i if it is either non-decreasing or non-increasing in x i . A function f 2 F n is called monotone if it is non-decreasing in all its variables, and it is called unate if it is unate in all its variables. The term monotone DNF means that the given DNF representation contains no negated variables, and the term unate DNF means that it does not contain both a variable and its negation.
A set of literals S is a minterm of f 2 F n if for every vector x 2 X n that assigns 1 to every literal in S we have f(x) = 1, and this property holds for no proper subset S 0 of S.
Throughout the paper, the term NP-hard (co-NP-hard) means NP-hard (co-NP-hard) under p m reductions (polynomial time many-one reductions) (for details on p m reductions and other notions from complexity theory used in the paper, see 7, 3, 14] ).
A general argument
A class of Boolean functions is a sequence C = fC n g n 1 , C n F n . In some cases we will also assume that every class contains the two 0-ary (zero-one valued) constant functions.
For a class C and a Boolean function f we use the notation f 2 C as a shorthand for \f 2 C l , where l is the arity of f".
Given a class of functions C = fC n g n 1 , consider the following decision problem. Generalizing a reduction from 19], we will show that the MEMBERSHIP problem is co-NP-hard for any class having some rather benign closure properties.
MEMBERSHIP FOR
A class C is closed under projection i for any n 1 and any function f 2 C n , xing some variables of f to 0 or 1 produces a function still in C. We say that a class C has the projection property i (i) C is closed under projection; (ii) for every n 1, the n-ary constant one function belongs to C n ; (iii) there exists an integer l such that F l n C l 6 = ;. If not, let a 2 X n be such that f(a) = 0. Then g(a; y) = h(y) 6 2 C l , and { as C is closed under projection { also g(x; y) 6 2 C n+l . That is, f 1 if and only if g 2 C n+l , which completes the proof. Notice that { as DNF TAUTOLOGY remains co-NP-complete even when restricted to instances in 3-DNF 7] { if we have a function not in C that can be represented in k-DNF, then the above argument gives that the MEMBERSHIP problem for C remains co-NP-hard even when restricted to instances in maxfk; 3g-DNF.
Hardness results
Theorem 3.1 can be readily applied to show that, e.g., the MEMBERSHIP problem for the class monotone, unate and symmetric functions is co-NP-complete, even when restricted to instances in 3-DNF (the inclusions in co-NP are clear). However, here we are interested in the complexity of the MEMBERSHIP problem for some geometrically de ned classes of functions.
For a function f 2 F n , denote POS(f) = f x j x 2 X n and f(x) = 1g : A Boolean function f 2 F n is linearly separable (we will also use the term that f is a halfspace) i there exist w 1 ; . . .; w n ; t 2 < such that POS(f) = f x j x 2 X n and n X i=1 w i x i tg :
The MEMBERSHIP problem for the class of linearly separable functions, i.e., the LIN-EAR SEPARABILITY problem mentioned in the introduction, is known to be solvable in deterministic polynomial time when restricted to instances in monotone DNF 19] . However, as the class of linearly separable functions clearly has the projection property, Theorem 3.1 implies that the general LINEAR SEPARABILITY problem is co-NP-hard (this is essentially the result given in 19]). We now prove that it is in fact co-NPcomplete. The co-NP inclusion proof is based on a classical result in combinatorial geometry { Helly's theorem It remains to show that LINEAR SEPARABILITY is in co-NP. First, one can see that the question whether a Boolean function f is linearly separable is equivalent to the question whether a certain system of 2 n linear inequalities with n + 1 unknowns (the coe cients are formed by the elements e 2 X n , the unknowns are w 1 ; . . . ; w n ; t, and the value of f in a point e = (e 1 ; . . .; e n ) 2 X n determines whether the inequality P n i=1 e i w i ? t 0 or P n i=1 e i w i ? t < 0 is considered) has any solution, i.e., whether the given (open or closed) halfspaces in < n+1 have non-empty intersection. Helly's theorem then says that the system has no solution if and only if it contains a \small" subsystem that has no solution either, implying that the following non-deterministic algorithm can be used to decide whether a given function f 2 F n is not linearly separable. 1 One could also use Caratheodory's theorem as done in 4] for a similar problem. As the coe cients in the LP problem are from the set f?1; 0; 1g, the algorithm clearly runs in time polynomial in the length of the description of f, and accepts f if and only if f is not linearly separable. A negation argument gives that the version of LINEAR SEPARABILITY with instances in CNF is also co-NP-complete.
A natural way to generalize the above result is to consider Boolean functions of higher threshold order (de ned in 24]). We say that a pair (w; t), w 2 <` problem is co-NP-complete, even when restricted to instances in maxfk + 1; 3g-DNF.
Proof: As the class of functions of threshold order at most k has the projection property, the co-NP-hardness result follows from Theorem 3.1 (this is essentially the result given in 24]). The restriction to maxfk + 1; 3g-DNF is implied by the fact that the k + 1-ary parity function is of threshold order k + 1 24] .
To show that k-THRESHOLD ORDER RECOGNITION is in co-NP, a generalization of the above approach for halfspaces, i.e., for the case k = 1, can be used. Once again, we have a system of 2 n linear inequalities with 1 + P k i=1 n i unknowns (i.e., 2 Because of its dimensions, (n + 2) (n + 1), this problem is trivial to solve in polynomial time.
polynomially many in n for any xed k), and the coe cients are from f?1; 0; 1g, so it su ces to guess 2+ P k i=1 n i distinct inequalities and accept if and only if the obtained LP problem is infeasible.
Once again, a negation argument gives that the version of k-THRESHOLD ORDER RECOGNITION with instances in CNF is also co-NP-complete, as it is known that f is of threshold order k if and only if its negation is of threshold order k 24].
A further natural geometrically de ned class of functions could be the class of balls. However, it turns out that in our setting this class is identical to the class of halfspaces (we observe this identity because of the analogous binary classes considered later).
A Boolean function f 2 F n is a ball if and only if there exist w 1 ; . . . ; w n ; r 2 <, r 0, such that POS(f) = f x j x 2 X n and giving that f is linearly separable.
So far, the co-NP inclusion results have been proved using Helly's theorem and the existence of polynomial time algorithms for linear programming. For more restricted geometrical concept classes considered in the sequel, these tools cannot be used any more. It would be still possible to use a non-deterministic simulation of the known e cient on-line learning algorithms for such classes as described in 1, 10, 11], but here we give more direct inclusion proofs.
A Boolean function f 2 F n is a zero-one threshold function 12] if and only if there exist w 1 ; . . . ; w n 2 f0; 1g, t 2 N, such that POS(f) = f x j x 2 X n and P n i=1 w i x i tg (functions of this type are called Boolean threshold functions in 20]: we have changed the terminology to avoid confusion). Observe that f 2 F n is a non-constant zero-one threshold function such that POS(f) = f x j x 2 X n and P n i=1 w i x i tg if and only if the minterms of f are all t-element subsets of the set of variables f x i j w i = 1 and 1 i n g.
Using this fact, one can decide whether f is a zero-one threshold function by computing the minterms of f and then checking whether they de ne a zero-one threshold function. If f is in monotone DNF, then the whole computation can be done in time polynomial in the length of the description of f (see any textbook on switching theory for details).
Let ZERO-ONE THF RECOGNITION be the MEMBERSHIP problem for the class of zero-one threshold functions. Theorem 4.6. ZERO-ONE THF RECOGNITION is co-NP-complete, even when restricted to instances in 3-DNF.
Proof: The co-NP-hardness result follows from Theorem 3.1 and the fact that the function y 1 y 2 _ y 1 y 2 2 F 2 is not a zero-one threshold function.
To prove the inclusion in co-NP, consider the following non-deterministic algorithm. As the function g constructed in step (1) is in monotone DNF, its minterms can be computed in time polynomial in the length of the description of g (as observed above). This implies that Algorithm 4.7 runs in time polynomial in the length of the description of f.
To prove the correctness of the algorithm, notice that if f is a monotone function, then g f in step (1). That is, if f is a zero-one threshold function, then the function h constructed in step (2) is logically equivalent to f. Thus, if f is a zero-one threshold function, we surely do not accept in step (4) . On the other hand, if f is not a zero-one threshold function, then { as the function h constructed in step (2) always is a zero-one threshold function { it must be the case that h 6 f, and a computation accepting f in step (4) must exist. That is, f is accepted if and only if it is not a zero-one threshold function, which completes the proof.
Let us continue with a binary version of balls. A Boolean function f 2 F n is called a Hamming ball 12] if and only if there exist w 1 ; . . .; w n 2 f0; 1g, k 2 Z, such that POS(f) = f x j x 2 X n and P n i=1 jw i ? x i j kg. It can be shown that Hamming balls are exactly those halfspaces which are representable using weights from the set f?1; 1g 12] . Observe that a non-constant function f 2 F n is a Hamming ball such that POS(f) = f x j x 2 X n and P n i=1 jw i ? x i j kg if and only if the minterms of f are all n?k-element subsets of the set of literals f z i j z i = x i if w i = 1 and z i = x i otherwise, 1 i n g.
One can thus decide whether f is a Hamming ball by computing its minterms and checking whether they de ne a Hamming ball. If f is given in unate DNF, then all this can be done in time polynomial in the length of the description of f (argue similarly as in the monotone case).
Let HAMMING BALL RECOGNITION be the MEMBERSHIP problem for the class of Hamming balls. As the function g constructed in step (4) is in unate DNF, its minterms can be computed in time polynomial in the length of the description of g. This implies that Algorithm 4.9 runs in time polynomial in the length of the description of f.
To prove the correctness of the algorithm, notice that if f is a Hamming ball, then { as the center of f in step (3) and the \signs" of the variables of f in step (4) are computed correctly, and then g f { the function h constructed in step (6) is logically equivalent to f. Thus, if f is a Hamming ball, we surely do not accept in step (8) . On the other hand, if f is not a Hamming ball, then { as the function h constructed in step (6) always is a Hamming ball { it is the case that h 6 f, and a computation accepting f in step (8) Proof: The proof is analogous to that for Hamming balls (the case of irrelevant variables has to be handled).
Again, the version of SMALL-WEIGHT HSP RECOGNITION with instances in unate DNF is solvable in deterministic polynomial time.
We say that a Boolean function f 2 F n is a union of k halfspaces if f can be expressed as a disjunction of k (not necessarily distinct) linearly separable functions from F n . A threshold decomposition of a Boolean function f is a collection of linearly separable functions whose disjunction is equivalent to f. The threshold number t(f) of f is de ned as the smallest integer k such that there is a k-element threshold decomposition for f (we do not allow empty disjunctions, hence t(f) 1 for any Boolean function f). An optimal threshold decomposition of a Boolean function f is a threshold decomposition of f with t(f) elements.
We are interested in the following decision problem (for xed k 1).
UNION OF k HALFSPACES
Instance: A Boolean function f in DNF. Question: Is the threshold number of f at most k?
First consider a restricted version of this problem. Denote the common partial order on X n , i.e., for x; y 2 X n , x y i x i y i for all i (1 i n). A monotone Boolean function is uniquely determined by its minimal 1's, by the vectors x such that f(x) = 1 and for every y 6 = x such that y x, necessarily f(y) = 0. The norm of a vector x 2 X n is de ned as kxk = P n i=1 x i . A monotone Boolean function f is called graphic if all the minimal 1's of f are of norm at most 2. Graphic functions are easily seen to be exactly those functions that are representable in monotone 2-DNF. We say that a Boolean function is a graphic halfspace if it is a graphic function and a halfspace.
It is known that LINEAR SEPARABILITY with instances in monotone 2-DNF is solvable in deterministic polynomial time 6], and the same holds true for the UNION OF 2 HALFSPACES problem as well 15]. However, for k 3 the problem becomes harder. In fact, the hardness results in 25, 23] are on the problem of deciding whether a graphic function is a union of k graphic halfspaces. However, they are also valid in the form given here, as it is known that a graphic function is a union of l halfspaces if and only if it is a union of l graphic halfspaces 23]. We sketch the proof of this fact for completeness.
For a monotone Boolean function h 2 F n denote M h the set of its minimal 1's, and let h (gr) Using Theorem 10.4 from 8] and some standard bounds on the size of weights required to represent halfspaces 18, 17] , it can be shown that a graphic function f 2 F n is a (graphic) halfspace if and only if there exist non-negative integers w 1 ; . . .; w n ; t having O(n log n) bits long binary encodings such that for all x 2 X n , kxk 2, f(x) = 1 if and only if P n i=1 w i x i t. Then { as we have seen that any threshold decomposition of a graphic function can be assumed to consist of graphic halfspaces { the following non-deterministic algorithm decides in polynomial time whether a graphic function f 2 F n is a union of k halfspaces. Select { non-deterministically { some O(n log n) bits long integer coe cients de ning k graphic halfspaces f 1 ; . . . can be shown to remain valid even when the problems are restricted to instances in 3-DNF. The inclusions in p 2 are proved in all cases by the algorithm that guesses { existentially { a threshold decomposition, and then veri es { universally { whether the decomposition is logically equivalent to the instance of the decision problem (all this computation can be done e ciently, as it is known 18, 17] that any halfspace f 2 F n can be represented using integer weights with O(n log n) bits long binary encoding). Corollary 4.13. For any xed k 3, the UNION OF k HALFSPACES problem is not in NP co-NP unless NP = co-NP.
Proof: As both NP and co-NP are closed under p m reductions, no NP-hard problem can be in co-NP unless NP = co-NP, and no co-NP-hard problem can be in NP unless NP = co-NP. We now turn our attention to the following optimization problem (considered in 9]). which is not easier than its previous xed-parameter analogues.
Theorem 4.14. THRESHOLD NUMBER is NP-hard, co-NP-hard, and belongs to p 2 . Proof: Follows from our previous arguments (in fact, the NP-hardness result was given already in 6]). Moreover, using the xed-parameter hardness results from Theorem 4.12 and standard arguments from 7], one can show that the optimal threshold decomposition cannot be e ciently approximated (with respect to the number of elements) within any constant factor < 3 2 unless P = NP. However, we will show that this problem is not e ciently approximable in a much stronger sense (the de nition is motivated by similar notions in 21] used for a somewhat di erent problem).
De nition 4.17. Let be a minimization problem, and h be any function of the single variable opt. We say that is h(opt)-approximable if and only if there exists a constant and a polynomial time algorithm APPROX such that on input of any instance I of for which opt(I) , APPROX outputs a feasible solution with cost at most h(opt(I)) (notice that the algorithm is required to perform well only asymptotically, from some on). has threshold number at least k, hence g has threshold number at least k + 1. That is, f 1 if and only if the threshold number of g is at most , thus UNION OF HALFSPACES remains co-NP-hard for instances of the constructed type. As the threshold number of the constructed instances is either or at least h( ) + 1, an h(opt)-approximation algorithm which performs well on all instances with threshold number at least would solve the above co-NP-hard problem in polynomial time. As h and were arbitrary, this concludes the proof.
Notice that using a negation argument all results on the complexity of the UNION OF k HALFSPACES problem can be shown to hold also for the dual INTERSECTION OF k HALFSPACES problem with instances in CNF. One can also see that our nonapproximability result on threshold decompositions still holds if the approximation algorithm only decides whether there exists a threshold decomposition with fewer elements than the upper bound.
