On Hamilton cycles in Erd\H{o}s-R\'{e}nyi subgraphs of large graphs by Johansson, Tony
ar
X
iv
:1
81
1.
03
50
1v
1 
 [m
ath
.C
O]
  8
 N
ov
 20
18 On Hamilton cycles in Erdo˝s–Re´nyi subgraphs of
large graphs
Tony Johansson∗
Uppsala University
Uppsala, Sweden
November 9, 2018
Abstract
Given a graph Γ = (V,E) on n vertices and m edges, we define
the Erdo˝s-Re´nyi graph process with host Γ as follows. A permutation
e1, . . . , em of E is chosen uniformly at random, and for t ≤ m we let
Γt = (V, {e1, . . . , et}). Suppose the minimum degree of Γ is δ(Γ) ≥
(1/2 + ε)n for some constant ε > 0. Then with high probability1, Γt
becomes Hamiltonian at the same moment that its minimum degree
becomes at least two.
Given 0 ≤ p ≤ 1 we let Γp be the Erdo˝s-Re´nyi subgraph of Γ, ob-
tained by retaining each edge independently with probability p. When
δ(Γ) ≥ (1/2 + ε)n, we provide a threshold function p0 for Hamiltonic-
ity, such that if (p− p0)n→ −∞ then Γp is not Hamiltonian whp, and
if (p− p0)n→∞ then Γp is Hamiltonian whp.
1 Introduction
Given a Hamiltonian graph Γ on n vertices and m edges, pick a random or-
dering e1, . . . , em of its edges, and let Γt (or Γn,t) be the subgraph consisting
of e1, . . . , et. Let δ(G) denote the minimum degree of a graph, and define
τ2 = min{t : δ(Γt) ≥ 2},
τH = min{t : Γt contains a Hamilton cycle}.
∗Research supported in part by the Knut and Alice Wallenberg foundation.
1An event En holds with high probability (whp) if Pr {En} → 1 as n → ∞.
1
It is trivial to see that τ2 ≤ τH . A celebrated result, independently shown
by Ajtai, Komlo´s and Szemere´di [1] and by Bolloba´s [4], is the fact that
τ2 = τH with high probability in the case Γ = Kn. We generalize this result
to a large class of graphs.
Theorem 1. Let β > 1/2 be constant and suppose δ(Γ) ≥ βn. Then τH = τ2
whp.
Dirac’s theorem [8] states if Γ has n vertices and δ(Γ) ≥ n/2, then Γ
contains a Hamilton cycle. In many random graph models, it is enough that
the random graph has constant minimum degree, see e.g. [3, 9, 25]. The
most striking example of this phenomenon remains the Erdo˝s-Re´nyi graph,
and the connection between Hamiltonicity and minimum degree 2 has been
well studied when Γ = Kn. Alon and Krivelevich [2] recently proved that the
probability that Gn,p contains no Hamilton cycle is (1 + o(1))Pr {δ(G) < 2}
for all values of p. It is known that at the moment the graph process reaches
minimum degree 2k, Gn,t contains k edge disjoint Hamilton cycles [5, 20, 15].
Briggs et al [6] showed that the edges upon insertion can be coloured in one of
k colours, with each colour class containing a Hamilton cycle at the moment
the minimum degree reaches 2k.
Given a graph Γ = (V,E) and 0 ≤ p ≤ 1, we also define the Erdo˝s-
Re´nyi subgraph Γp (or Γn,p) as the random subgraph of Γ obtained by
independently retaining each edge with probability p. For Γ = Kn (so
Γp = Gn,p), we have [23, 17, 16] that if p = (log n+ log log n+ cn)/n, then
lim
n→∞
Pr {Gn,p is Hamiltonian} =


0, cn → −∞,
e−e
−c
, cn → c,
1, cn →∞.
We show analogous results for graphs with δ(Γ) ≥ (1/2 + ε)n below.
Traditionally, research on random graphs has mostly been concerned
with random subgraphs of specific graphs such as Kn or the complete bi-
partite graph Kn,n (see e.g. [10]). Research on Erdo˝s-Re´nyi subgraphs
of graphs Γ with large minimum degree was initiated by Krivelevich, Lee
and Sudakov [18], who among other things showed that if δ(Γ) ≥ n/2 and
p = C log n/n for some large constant C, then Γp is Hamiltonian whp. This
article determines the exact value of C when δ(G) ≥ (1/2 + ε)n for some
constant ε > 0. The same authors showed [19] that if δ(Γ) ≥ k for any k
tending to infinity with n, and pk tends to infinity with n, then Γp contains
a cycle of length (1 − ok(1))k whp. Riordan [24] subsequently gave a short
proof of this result, and Glebov, Naves and Sudakov [14] showed that if
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p ≥ (log k+ log log k+ ω)/k for some ω tending to infinity then Γp contains
a cycle of length k + 1 whp.
A related topic is resiliency. A graph G is said to be α-resilient with
respect to a property held by G if the graph G\H also has the property for
any spanning subgraph H ⊆ G where dH(v) ≤ αdG(v) for all v. Nenadov,
Steger and Trujic´ [22] and independently Montgomery [21] showed among
other things that Gn,t is (1/2− o(1))-resilient with respect to Hamiltonicity
at the moment the minimum degree reaches 2. Very recently, Condon et al
[7] showed a resiliency version of Po´sa’s theorem in Gn,p.
Many of these results have analogues for perfect matchings. Most perti-
nent to the result presented here is that of Glebov, Luria and Simkin [13],
who showed that if Γ is a d-regular bipartite graph with d = Ω(n), then whp
Γt obtains a perfect matching at the same moment it loses its last isolated
vertex.
The author and Frieze [11] considered graphs Γ with δ(Γ) ≥ (1/2 + ε)n
and studied the Hamiltonicity of random k-out subgraphs of Γ. In the
context of k-out graphs with k = O(1), the positive constant ε is needed
for the random subgraph to be connected whp. We note that this is not
the case for Erdo˝s-Re´nyi graphs, and that it is still unknown whether the
hitting time result presented here can be extended to all Γ with δ(Γ) ≥ n/2.
Theorem 1 implies that finding a threshold for Hamiltonicity is simply
a matter of finding the threshold for minimum degree 2.
Theorem 2. Let ε > 0 be constant and suppose ω = o(log log n) tends to
infinity arbitrarily slowly with n. Suppose (Γn)n∈N is some graph sequence
where Γn = (Vn, En) has n vertices and minimum degree δ(Γn) ≥ εn. For
each n define p0(n) as the unique solution in the interval 0 ≤ p ≤ 1 to the
equation ∑
v∈Vn
(1− p)dΓ(v) log n = 1.
Then
Pr
{
δ(Γp0−ω/n) ≥ 2
}
= o(1),
Pr
{
δ(Γp0+ω/n) ≥ 2
}
= 1− o(1).
If a large number of vertices of Γn have degree equal to the minimum
degree βn for all large n, we obtain
p0(n) =
log n+ log log n+ c(Γn)
βn
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for some bounded c(Γn), which shows that the well-known threshold function
for Γ = Kn (where β = 1 and c(Kn)→ 0) is scaled by a factor of β
−1. The
precise statement is the following.
Corollary 3. Let ε > 0. Suppose β > 1/2 is constant and that (Γn) is a
graph sequence with δ(Γn) = βn, where at least εn vertices of Γn have degree
βn, and let p = (log n+ log log n+ cn)/βn. Then
lim
n→∞
Pr {Γn,p is Hamiltonian} =
{
0, cn → −∞,
1, cn →∞.
Furthermore, if Γn is βn–regular and cn → c for some constant c, then
lim
n→∞
Pr {Γn,p is Hamiltonian} = e
−e−βc .
The corollary follows from calculating the probability that no vertex has
degree less than 2. We omit some of the calculations here; see e.g. [12,
Theorem 3.1] for a proof in the Γ = Kn case.
The paper is laid out as follows. In Section 2 we define the random
graph Γτ2 stopped at the moment the minimum degree reaches two, as well
as an auxiliary subgraph Gτ2 . Section 3 discusses Po´sa’s rotation-extension
technique, and Section 4 is devoted to proving Theorem 2. In Section 5 (and
its many subsections) we prove Theorem 1.
We use the asymptotic notation O,Ω, o, with the convention that f(n) =
Ω(g(n)) and f(n) = O(g(n)) both require f(n) to be nonnegative. All
logarithms are taken in the natural basis.
2 The random graph model
Let ε > 0 be constant and suppose Γ = (V,E) is a graph with min-
imum degree δ(Γ) ≥ (1/2 + ε)n and m edges. Suppose (e1, . . . , em) is
some permutation of the edges, chosen uniformly at random. We define
Γt = (V, {e1, . . . , et}) for all 1 ≤ t ≤ m. Define τ2 as the smallest t for which
Γt has minimum degree at least 2.
We let q = ω/ log n for some ω = o(log log n) tending to infinity arbi-
trarily slowly with n. Upon insertion, edges are independently coloured red
with probability q and blue with probability 1 − q. Let Γbt denote the blue
subgraph, i.e. the subgraph consisting of all blue edges.
Set σ = 1/100. We define SMALL as the set of vertices with degree less
than σ log n in Γτ2 , and LARGE = V \ SMALL. We also define MEDIUM
as the set of vertices with degree less than σ log n in Γbτ2 . Let Gτ2 ⊆ Γτ2 be
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the graph consisting of the blue edges, along with all red edges with at least
one endpoint in MEDIUM. Note that SMALL ⊆ MEDIUM. By design, Gτ2
and Γτ2 agree on any property concerning only vertices of degree at most
σ log n and their incident edges.
The following lemma will allow us to switch between Γt and Γp. A
property P is increasing if for any G ∈ P and any graph H, we have G∪H ∈
P, and decreasing if G ∈ P implies G \ H ∈ P for any H. A property is
monotone if it is either increasing or decreasing.
Lemma 4. Let P be a graph property, and Γ a graph with m edges. If
p = t/m then
Pr {Γt ∈ P} ≤ 10t
1/2Pr {Γp ∈ P}.
If P is a monotone property and t = o(m) tends to infinity with n, then
Pr {Γt ∈ P} ≤ 10Pr {Γp ∈ P}.
This result is well known when Γ = Kn (see e.g. [12, Lemmas 1.2, 1.3]),
and the straightforward generalization to general dense Γ is omitted here.
3 Rotation and extension
We define rotations of longest paths, as introduced by Po´sa [23]. Sup-
pose G = (V,E) is a graph containing no Hamilton cycle, and let P =
(v0, v1, . . . , vℓ) be a path of maximal length in G. If i ≤ ℓ−2 and {vℓ, vi} ∈ E,
then the path P ′ = (v0, v1, . . . , vi−1, vi, vℓ, vℓ−1, . . . , vi+2, vi+1) is also a path
of maximal length. We say that P ′ is obtained from P by rotation with v0
fixed. Let EP (v0) be the set of endpoints, other than v0, that appear as a
result of rotations with v0 fixed.
We note that if G is connected, then there is no edge between v0 and
EP (v0) for any v0, as this forms a cycle which may be extended to form a
longer path, contradicting the maximality of P . Given a graph G = (V,E),
we write
NG(S) = {v ∈ V \ S | ∃u ∈ S : {u, v} ∈ E}.
We will use the following lemma of Po´sa [23, Lemma 1].
Lemma 5. Suppose G contains no Hamilton cycle and let P = (v0, . . . , vℓ)
be a path of maximum length in G. Then
|NG(EP (v0))| < 2|EP (v0)|.
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4 The threshold
Suppose the underlying graph sequence is (Γn)n∈N, where Γn has n vertices
Vn. We define p0 = p0(n) as the unique solution to∑
v∈Vn
(1− p)dΓ(v) log n = 1.
This exists as the left-hand side equals n log n > 1 for p = 0, zero for p = 1,
and is strictly decreasing in p. We note that
1 =
∑
v∈Vn
(1− p0)
dΓ(v) ≤ n exp {−p0δ(Γn)} ,
so p0 ≤ δ(Γn)
−1 log n ≤ 2 log nn . We also have
∑
v∈Vn
(
1−
log n
n
)dΓ(v)
log n ≥ n
(
1−
log n
n
)n
log n ∼ log n,
so p0 ≥
logn
n . The following bounds, both of which use δ(Γ) ≥ (1/2 + ε)n,
will be used frequently:
∑
v∈Vn
(1− p)dΓ(v) ≥
eω/2
log n
, p = p0 −
ω
n
, (1)
∑
v∈Vn
(1− p)dΓ(v) ≤
e−ω/2
log n
, p = p0 +
ω
n
. (2)
Here (1) follows from summing the following inequality over v:
(1− p)dΓ(v) = (1− p0)
dΓ(v)
(
1− p
1− p0
)dΓ(v)
≥ (1− p0)
dΓ(v)
(
1 +
ω
n(1− p0)
)δ(Γ)
≥ (1− p0)
dΓ(v)eω/2,
and (2) follows similarly.
The following lemma is easily generalized to smaller β, and we insist that
β > 1/2 for notational convenience only.
Lemma 6. Let β > 1/2 be constant. Suppose ω = o(log log n) tends to
infinity arbitrarily slowly with n, and suppose δ(Γn) ≥ βn for all n, and
that Γn has m edges. Let
T =
(
p0 −
ω
n
)
m, T ′ =
(
p0 +
ω
n
)
m.
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Then
Pr {δ(GT ) ≥ 2} = o(1),
Pr {δ(GT ′) ≥ 2} = 1− o(1).
Proof. Let p = p0 − ω/n. Then
Pr {dG(v) < 2} = (1− p)
dΓ(v) + dΓ(v)p(1 − p)
dΓ(v)−1
= pdΓ(v)(1 − p)
dΓ(v)(1 + o(1)).
Here we used the facts that dΓ(v) = Ω(n) and p = Θ
(
logn
n
)
. Let Iv be the
indicator variable for {dG(v) < 2}, and write Xn =
∑
v Iv. We then have
E [Xn] = (1 + o(1))
∑
v
pdΓ(v)(1 − p)
dΓ(v).
Lower bound: p = p0 + ω/n. In this case, as pdΓ(v) ≤ 2 log n,
E [Xn] ≤ 3 log n
∑
v
(1− p)dΓ(v) ≤ 3e−ω/2, (3)
by (2). Markov’s inequality implies that Xn = 0 whp, and Lemma 4 shows
that δ(GT ′) ≥ 2 whp, as this is a monotone property.
Upper bound: p = p0 − ω/n. We apply the second moment method.
Using (1), similarly to (3) we have E [Xn] ≥ (1−o(1))e
ω/2 , and in particular
E [Xn] tends to infinity with n. We also have
E [Xn(Xn − 1)] =
∑
u 6=v
E [IuIv] .
Firstly, if {u, v} /∈ E(Γ) then Iu and Iv are independent and E [IuIv] =
E [Iu]E [Iv]. If {u, v} ∈ E(Γ) then
E [IuIv] = p(1− p)
dΓ(u)+dΓ(v) + (dΓ(u)− 1)(dΓ(v) − 1)p
2(1 − p)dΓ(u)+dΓ(v)−3
= dΓ(u)dΓ(v)p
2(1− p)dΓ(u)+dΓ(v)
(
1 +O(n−1)
)
= E [Iu]E [Iv] (1 +O(n
−1)).
We then have
E
[
X2n
]
= (1 + o(1))
∑
u 6=v
E [Iu]E [Iv] = (1 + o(1))
(∑
v
pdΓ(v)(1 − p)
dΓ(v)
)2
.
It follows that Var (Xn) = o(E
[
X2n
]
), and Chebyshev’s inequality implies
that Xn > 0 whp, and so δ(Γp) < 2 whp. This is a monotone event, so
δ(ΓT ) < 2 also holds whp by Lemma 4.
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5 Proof of Theorem 1
We set up the main calculation. We fix the constants K = 10, σ = 1/100 and
α = e−2000, and also fix some ω = o(log log n) tending to infinity arbitrarily
slowly with n. Define the following events concerning Γτ2 (see Section 2 for
definitions concerning our random graphs).
H = {Γτ2 is Hamiltonian},
Pℓ = {Γτ2 is not Hamiltonian, and its longest path has ℓ vertices},
S = {|SMALL| ≤ n0.1},
E1 =
{
in Γτ2 , every |S| ≤ 6αn has e(S) ≤
σ log n
K
|S|
}
,
E2 = {Γτ2 contains no path of length ≤ 4 between vertices of SMALL,
and no cycle of length ≤ 4 intersects SMALL},
E = E1 ∩ E2,
N = E ∩ S.
We define H′,P ′ℓ, etc., as the corresponding events with Gτ2 replacing Γτ2 ,
noting that the set of vertices of degree less than σ log n is unchanged. We
further define the following events concerning Gτ2 .
C′ = {Gτ2 is connected},
M′ =
{
|MEDIUM| ≤
ωn
log log n
}
,
R′ =
{
e(Γτ2)− e(Gτ2) ≥
ωn
2
}
,
G′ℓ = P
′
ℓ ∩ N
′ ∩ C′ ∩M′ ∩R′.
We note that N ⊆ N ′, as the properties involved are either decreasing or
only concern vertices of degree less than σ log n. We finally define, with
T = (p0 − ω/n)m as in Section 4,
T = {τ2 ≥ T},
A =
n⋃
ℓ=1
(Pℓ ∩ P
′
ℓ).
In words, A is the event that the longest path in Gτ2 has the same length (in
terms of the number of vertices) as the longest path in Γτ2 . The following
lemma is proved in Section 5.5.
8
Lemma 7. If E occurs, then any set S of at most αn vertices satisfies
|N(S)| ≥ 2|S| in Γτ2 and in Gτ2 .
We will show in the upcoming two sections that
Pr {A | Pℓ ∩ N ∩ T } ≥ exp
{
−O
(
ωn
log n
)}
, (4)
and that
Pr {A ∩ Pℓ ∩ N ∩ T } ≤ exp
{
−Ω
(
ωn
log log n
)}
, (5)
from which we conclude that
Pr {Pℓ ∩ N ∩ T } =
Pr {A ∩ Pℓ ∩ N ∩ T }
Pr {A | Pℓ ∩ N ∩ T }
≤
e−Ω(ωn/ log logn)
e−O(ωn/ logn)
= o(n−1).
We then have (as Pr {T } = 1− o(1) by Lemma 6),
Pr
{
H
}
≤ Pr
{
N ∪ T
}
+
∑
ℓ
Pr {Pℓ ∩ N ∩ T } = Pr
{
N
}
+ o(1).
To finish the argument, we show in Section 5.4 that
Pr {N} = 1− o(1). (6)
5.1 Proof of (4)
Suppose Γτ2 = G, where G is a graph with some longest path (or Hamilton
cycle) P , on edges f1, . . . , fℓ with ℓ ≤ n. If each edge of P is coloured blue
then P must also appear in Gτ2 . So, as q = ω/ log n,
Pr {A | Γτ2 = G} ≥
(
1−
ω
log n
)ℓ
= exp
{
−O
(
ωn
log n
)}
.
As the event Pℓ ∩N is of the form {Γτ2 ∈ G} for some class of graphs G, (4)
follows.
5.2 Proof of (5)
By the discussion in Section 5, we have N ⊆ N ′. Recall G′ℓ = P
′
ℓ ∩N
′ ∩ C′ ∩
M′ ∩R′. Then as N ′ ⊆ E ′,
A ∩Pℓ ∩ N ∩ T ⊆ (A ∩ G
′
ℓ) ∪ (C
′ ∩ E ′) ∪ (M′ ∩R′ ∩ T ).
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We also have A ∩Pℓ = A ∩P
′
ℓ, so
Pr {A ∩ Pℓ ∩ N ∩ T }
≤ Pr
{
A∩ G′ℓ
}
+Pr
{
C′ ∩ E ′
}
+ Pr
{
M′ ∩R′ ∩ T
}
≤ Pr
{
Pℓ | G
′
}
+ Pr
{
C′ ∩ E ′
}
+ Pr
{
M′ ∩ T
}
+ Pr
{
R′ ∩M′ ∩ T
}
. (7)
In this section we show that the first term is at most e−Ω(ωn), while the
other terms are postponed for Section 5.3.
So we condition on G′ℓ = P
′
ℓ ∩ N
′ ∩ C′ ∩M′ ∩ R′. Then G = Gτ2 is a
connected graph such that |NG(S)| ≥ 2|S| for any |S| ≤ αn (see Lemma 7),
and there exists a set |L| = n − o(n), such that Γτ2 is obtained from G by
randomly adding r ≥ ωn/2 edges from Γ with both endpoints in L. Let R
denote the set of red edges fully contained in L. The longest path of G has
length ℓ, and we will show that it is very unlikely that adding the edges R
does not increase the length of the longest path.
Let P be a longest path in G, and let x, y be its two endpoints. Let
EP (x) be the set of opposite endpoints obtainable from P by rotations with
x fixed. By Lemma 7 we have |NG(S)| ≥ 2|S| whenever |S| ≤ αn, so Lemma
5 implies |EP (x)| ≥ αn. Let EP be the set of all endpoints of longest paths
in G. The total number of boosters in G is
b =
1
2
∑
x∈EP
∑
y∈EP (x)
[{x, y} ∈ E(Γ)],
where we write [B] = 1 if the statement B is true, and 0 otherwise. We
divide the set R of random edges into two parts R1 ∪ R2 of as equal size
as possible. We use R1 to build Ω(n
2) boosters, in case G does not already
have Ω(n2) boosters.
Lemma 8. With probability at least 1 − e−Ω(ωn), G ∪R1 either has a path
of longer length than ℓ (or is Hamiltonian), or it has Ω(n2) boosters.
Proof. Assign some arbitrary order R1 = {f1, . . . , fr/2} to the edges of R1.
Let L = LARGE \MEDIUM. We can treat the fi as independent uniform
edges in E(Γ) ∩ L2, as doing so only introduces repetitions which decreases
the probability of producing many boosters.
Let P be a longest path on vertex set U , and let EP be the set of
endpoints of paths spanning U . Let EPL = EP ∩ L. Suppose first that
there are at least (εn)2 edges in Γ between EPL and U ∩ L. Adding any of
these edges extends the path. Each fi has probability at least ε of landing
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in this set, so the probability that the path is not extended by such an edge
is at most (1− ε)r/2 ≤ e−Ω(ωn).
Suppose that there are less than (εn)2 edges between EPL and U ∩ L.
As |MEDIUM| = o(n), there are o(n2) edges incident to MEDIUM. So at
most 2εn vertices of EPL can have more than εn/2 edges to U . Say that
y ∈ EP is good if it is in L and has at least (1 + ε)n/2 edges to U in
Γ. For any x, the set EP (x) of opposite endpoints must contain at least
(α− 2ε)n − o(n) ≥ αn/2 good vertices.
We aim to show that in G∪R1, with probability 1−e
−Ω(ωn), either there
is a path of longer length than ℓ (or is Hamiltonian), or all good endpoints
are incident to at least εn/8 boosters. Say that x ∈ EPL is settled if there
are at least εn/8 vertices y ∈ EPL(x) such that {x, y} ∈ E(Γ), and unsettled
otherwise.
For now, we consider G0 = G, i.e. with no edges of R1 added. Suppose
x is good and unsettled. Let y be a good vertex of EP (x), and let Q = (x =
v0, v1, . . . , vℓ = y) be a longest path on U between x and y. As both x and
y are good, there are at least εn/2 indices i such that {x, vi+1}, {y, vi} ∈
E(Γ). As MEDIUM has size o(n), there must be at least εn/4 such indices
where vi and vi+1 are both in L. As x is unsettled, at most εn/8 such
indices have vi+1 ∈ EP (x), and for each such index it follows that {y, vi} /∈
E(G), as otherwise a rotation around {y, vi} would contradict vi+1 /∈ EP (x).
We conclude that there are at least εn/8 indices i such that {x, vi+1} ∈
E(Γ), {y, vi} ∈ E(Γ) \ E(G), and all four vertices are in L. Let A0(x, y)
be the set of such semiboosters {y, vi}, and B0(x, y) the set of such vi+1.
Repeat this for all good y ∈ EP (x) (if there is more than one longest path
between x and y, pick one arbitrarily). Let A0(x) be the union of A0(x, y)
over all good y ∈ EP (x). As there are at least αn/2 good y ∈ EP (x), and
each edge in A0(x, y) is incident to y, we have
|A0(x)| =
∑
y∈EP (x)
good
|A0(x, y)| ≥
αn
2
×
εn
8
=
αε
16
n2.
The sets B0(x, y) ⊆ U ∩ NΓ(x) are not necessarily disjoint for different y.
However, each z ∈ U ∩NΓ(x) appears in B0(x, y) for at most |EP (x)| < n
different y.
Each e ∈ A0(x) is associated with some vertex z = z(e) ∈ U ∩ NΓ(x)
such that adding e implies that {x, z} is a new booster (or extends the path
if {x, z} is in G). Let G1 = G0 ∪ {f1}. If f1 ∈ A0(x), then the booster
{x, z(f1)} has been added. Any e ∈ A0(x) \ {f1} with z(e) = z(f1) may no
longer be a semibooster, and we remove such e from our set of semiboosters.
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In general, given Aj(x), we reveal fj+1. If fj+1 ∈ Aj(x) (a success)
we set Aj+1(x) = Aj(x) \ z
−1(fj+1). If fj+1 /∈ Aj(x) (a failure), we let
Aj+1(x) = Aj(x). If revealing f1, . . . , fj results in s successes, then
|Aj(x)| ≥ |A0(x)| − sn ≥
αε
16
n2 − sn.
As long as there are less than αεn/32 successes, there are at least αεn2/32
semiboosters left in Aj(x). In this case, fj+1 has probability at least |Aj(x)|/
(n
2
)
≥
αε/16 of succeeding. So the probability that adding all of R1 results in less
than αεn/32 successes is bounded by
Pr
{
Bin
(r
2
,
αε
16
)
<
αεn
32
}
= e−Ω(ωn).
So with probability 1 − e−Ω(ωn), x is incident to at least αεn/16 boosters
for G ∪ R1. Repeating this for all good and unsettled x, and recalling
that a settled x already is incident to many boosters, the probability that
some good x is incident to less than αεn/16 boosters in G ∪ R1 is at most
ne−Ω(ωn) = e−Ω(ωn). This shows that G ∪R1, if still in Pℓ, has at least
1
2
×
αn
2
×
αε
16
n =
α2ε
64
n2
boosters with probability 1− e−Ω(ωn).
Suppose G ∪ R1 has Ω(n
2) boosters. We expose R2. The probability
that none of the Ω(n2) boosters are in R2 is e
−Ω(ωn). As we condition on
G′ℓ ⊆ C
′, adding a booster extends the length of the longest path or forms a
Hamilton cycle. We conclude that
Pr
{
Pℓ | G
′
ℓ
}
≤ e−Ω(ωn).
5.3 Properties of Gτ2
Recall from (7) that it remains to show that Pr
{
C′ ∩ E ′
}
, Pr
{
M′ ∩ T
}
and
Pr
{
R′ ∩M′ ∩ T
}
are all at most e−Ω(ωn/ log logn).
5.3.1 Connectivity
We bound Pr
{
C′ ∩ E ′
}
. Suppose E ′ holds. Lemma 7 implies that in G =
Gτ2 , any S with |S| ≤ αn has |NG(S)| ≥ 2|S|. In particular, any connected
12
component has size at least 3αn. Suppose S is a set of size 3αn ≤ s ≤ n/2.
Then eΓ(S, S) ≥ s(βn− s) ≥ εsn, and for p ≥
logn
n ,
Pr
{
∃ 3αn ≤ |S| ≤ n/2 : eG(S, S) = 0
}
≤
n/2∑
s=3αn
(
n
s
)
(1− p)εsn
≤
n/2∑
s=3αn
(
ne
s
(
1−
log n
n
)εn)s
≤
n/2∑
s=3αn
( e
3α
n−ε
)s
≤ e−Ω(ωn).
5.3.2 The set MEDIUM
DefineM′t as the event that the blue subgraph Γ
b
t has |MEDIUM| ≤ ωn/ log log n,
noting thatM′ =M′τ2 . We haveM
′
s ⊆M
′
t whenever s ≤ t, so
M′τ2 ∩ T ⊆M
′
T ∩ T ⊆M
′
T .
By an argument similar to the one behind Lemma 4, we can couple ΓbT
to Γp where p = (p0 − ω/n)(1 − q) ≥
logn
2n , and we move to bounding the
probability that Γp has more than ωn/ log log n vertices of degree less than
σ log n.
Let S be a set of s = ωn/ log log n vertices. For any v ∈ S, the probability
that v has degree less than σ log n in Γp, is at most the probability that it
has less than σ log n edges to S. As v has at least δ(Γ) − s potential edges
to S, we have
Pr
{
e(v, S) < σ log n
}
≤
σ logn∑
k=0
(
dΓ(v)
k
)
pk (1− p)δ(Γ)−s−k .
Letting bk denote the summand, we have
bk+1
bk
=
p
1− p
dΓ(v)− k
k + 1
≥ (1− o(1))
log n
2n
n/2
σ log n+ 1
> 2,
as σ = 1/100. If follows that
∑
bk ≤ 2bσ logn, and as
logn
2n ≤ p ≤ 2
logn
n and
δ(Γ) > (1 + ε)n/2 + 2σ log n,
Pr
{
e(v, S) < σ log n
}
≤ 2
(
ne
2σ log n
2 log n
n
)σ logn(
1−
log n
2n
)(1+ε)n/2
≤ 2
( e
σ
)σ logn
n−(1+ε)/4.
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With σ = 1/100, this is at most n−1/8. As the e(v, S) are independent
random variables for all v ∈ S, the probability that e(v, S) < σ log n for all
v ∈ S is at most n−s/8. It follows that
Pr {|MEDIUM| > s} ≤
(
n
s
)
n−s/8
≤
(
ne
s
1
n1/8
)s
≤ exp
{
7s
8
log n− s log s
}
≤ exp
{
−
ωn
16 log log n
}
,
as s = ωn/ log log n.
5.3.3 There are enough red edges outside MEDIUM
Let Dt be the event that at least ωn edges are coloured red in Γt. This is
increasing in t, and T = Ω(n log n), so
Pr
{
Dτ2 ∩ T
}
≤ Pr
{
DT ∩ T
}
≤ Pr
{
DT
}
= Pr
{
Bin
(
T,
ω
log n
)
< ωn
}
≤ e−Ω(ωn).
Conditioning onDτ2 , the probability that there exists some setM of s = o(n)
vertices such that more than ωn/2 red edges have at least one endpoint
incident to M is at most e−Ω(ωn). AsM′ implies the existence of such a set,
we have
Pr
{
R′ ∩M′ ∩ T
}
≤ Pr
{
Dτ2 ∩ T
}
+ Pr
{
R′ ∩M′ | Dτ2
}
≤ e−Ω(ωn).
5.4 Properties of Γτ2
In (6) we claim that Pr {N} = Pr {S ∩ E1 ∩ E2} = 1 − o(1), which we now
prove.
5.4.1 S – SMALL is small
The set SMALL is defined as the set of vertices of degree at most σ log n
in Γτ2 . We will show that SMALL is small in ΓT , which is enough as S is
14
an increasing property. With p = p0 − ω/n, repeating the calculations in
Section 5.3.2,
Pr {dT (v) < σ log n} ≤ 2
(
2e
σ
)σ logn
(1− p)dΓ(v).
With σ = 1/100 we have σ log(2e/σ) < 0.08, and (1) shows that
∑
v(1 −
p)dΓ(v) = o(n0.01), so
E|SMALL| ≤ 2n0.08
∑
v
(1− p)dΓ(v) ≤ n0.09.
Markov’s inequality implies that |SMALL| ≤ n0.1 whp.
5.4.2 E1 – Small sets are sparse
Let Γn have m edges and minimum degree βn. Recall, with the threshold
p0 as defined in Theorem 2, that we define for some ω,
T =
(
p0 −
ω
n
)
m, T ′ =
(
p0 +
ω
n
)
m.
By Lemma 6, the hitting time τ2 for having minimum degree 2 satisfies
T ≤ τ2 ≤ T
′. In this section we show that |NG(S)| ≥ 2|S| for all |S| ≤ εn
whp in G = Γτ2 .
Lemma 9. Suppose |p − p0| ≤ ω/n and let G = Γp. Whp, no S ⊆ V with
|S| ≤ 6αn contains more than σ lognK |S| edges.
Proof. Recall from Section 4 that as δ(Γn) ≥ n/2, we have p0 ≤ 2
log n
n . The
lemma follows from the first moment method: a set S of size s contains at
most
(s
2
)
edges of Γ, so
Pr
{
∃|S| ≤ 6αn : eG(S) >
σ log n
K
|S|
}
≤
αn∑
s=σ log n
2K
(
n
s
)( (s
2
)
σ logn
K s
)
p
σ log n
K
s
≤
αn∑
s=σ log n
2K
(
ne
s
(
Kes
2nσ
)σ log n
K
)s
≤
αn∑
s=σ log n
2K
(
n
(
Keα
2σ
)σ log n
K
)s
.
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The constantsK = 10, σ = 1/100, α = e−2000 were chosen so that σK ln(Keα/2σ) <
−1, so the summand is o(1)s, and the sum tends to zero.
5.4.3 E2 – There are no small structures
Recall from Section 4 that we define T = (p0−ω/n)m and T
′ = (p0+ω/n)m,
with ω as chosen in Section 5. The following lemma implies that Pr
{
E2
}
=
o(1), as T ≤ t ≤ T ′ whp by Lemma 6.
Lemma 10. Whp, the following holds in Γτ2 . No two vertices u, v ∈ SMALL
are connected by a path of length at most 4, and no vertex in SMALL is on
a cycle of length at most 4.
Proof. We let S be the set of vertices of degree less than σ log n in ΓT , noting
that SMALL ⊆ S, and bound the probability that ΓT ′ contains a short path
or cycle involving S as described. As T ≤ τ2 ≤ T
′ whp, the lemma will
follow.
We show the proof for the path P4 on three edges, and later explain how
the other will follow. Write Γt ← P4 for the event that P4 is in Γt with its
two endpoints in S. We consider a path P on vertex set U = {u1, u2, u3, u4},
where u1, u4 are the endpoints. Summing over injective maps φ : U → V ,
writing vi = φ(ui), we bound the probability that v1, v4 ∈ S and that
G[φ(U)] contains three edges as follows.
Let p = (p0 − ω/n)m and p1 = (p0 + ω/n)m. We pick four vertices
v1, v2, v3, v4, and three edges forming a path on these vertices. These edges
are included in Γp1 with probability p
3
1. This does not significantly change
the probability that v1 and v4 are small, and repeating the calculations in
Section 5.4.1 we can bound
Pr {Γp1 ← P4} ≤
∑
v1,v2,v3,v4
p31Pr {v1, v4 ∈ SMALL}
≤ n2
(
2 log n
n
)3(∑
v
Pr {dT (v) ≤ σ log n}
)2
≤ 8n0.2−1
We apply Lemma 4, noting that (T ′)1/2 = O(n1/2 log n), and conclude that
Pr {ΓT ′ ← P4} = O((T
′)1/2n−0.95) = o(n−1/4),
and ΓT ′ 8 P4 whp implies that Γt 8 P4 for all T ≤ t ≤ T
′. In general,
supposeH is a small graph on u vertices with f edges, and s vertices required
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to be in S, such that f + s − u ≥ 1 and s ≤ 2. This is the case for all the
graphs considered, and repeating the above calculations gives
Pr
{
∃T ≤ t ≤ T ′ : Γt ← H
}
= O(T 1/2n0.05−f−s+u) = o(n−1/4).
5.5 Expansion: Proof of Lemma 7
What now remains is to prove Lemma 7, which states that if E then |N(S)| ≥
2|S| whenever |S| ≤ αn for Gτ2 and Γτ2 . As expansion is an increasing
property and Gτ2 ⊆ Γτ2 , we only need to show that this holds for G = Gτ2 .
We begin with a lemma.
Lemma 11. Suppose E occurs and S ⊆ LARGE has |S| ≤ αn. Then
|NG(S)| ≥ 5|S| in G = Gτ2 .
Proof. If |NG(S)| < 5|S|, then |S ∪NG(S)| ≤ 6αn. As E1 ⊆ E
′
1, this implies
that eG(S ∪NG(S)) ≤
σ logn
K |S|. We then have
|S|σ log n ≤
∑
v∈S
d(v) = 2eG(S) + eG(S,NG(S))
≤ eG(S) + eG(S ∪NG(S))
≤
σ log n
K
(|S|+ |S ∪NG(S)|)
≤ |S|
2σ
K
log n+ |NG(S)|
σ log n
K
,
and we conclude that
|NG(S)|
|S|
≥
K
σ log n
(
σ −
2σ
K
)
log n ≥ K − 2.
As K = 10, this proves the lemma.
Now let S be any set of at most αn vertices, and let S1 = S ∩ SMALL
and S2 = S ∩ LARGE. Then
|NG(S)| = |NG(S1)|+ |NG(S2)|
− |NG(S1) ∩ S2| − |NG(S2) ∩ S1| − |NG(S1) ∩NG(S2)|
≥ |NG(S1)|+ |NG(S2)| − |S2| − |NG(S2) ∩ S1| − |NG(S1) ∩NG(S2)|.
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We have |NG(S2)| ≥ 5|S2| by Lemma 11. As E2 ⊆ E
′
2, there are no paths
of length 2 between vertices of S1, which implies |NG(S1)| ≥
∑
v∈S1
d(v) ≥
2|S1| (as δ(Gτ2) ≥ 2), and |NG(S2) ∩ S1| ≤ |S2|. Finally, as there are no
short cycles intersecting S1 and no paths of length ≤ 4 between vertices of
S1, again by E2, we have |NG(S1) ∩NG(S2)| ≤ |S2|. This implies that
|NG(S)| ≥ 2|S1|+ 5|S2| − 3|S2| ≥ 2|S|.
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