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Hamiltonian Approach to the Gribov Problem
T. Heinzl∗ a
aInstitut fu¨r Theoretische Physik, Universita¨t Regensburg, D-93040 Regensburg, Germany
We study the Gribov problem within a Hamiltonian formulation of pure Yang-Mills theory. For a particular
gauge fixing, a finite volume modification of the axial gauge, we find an exact characterization of the space of
gauge-inequivalent field configurations.
1. Introduction
It is well known that the main problem for a
quantum formulation of gauge theories is the fact
that the space A of gauge potentials is ‘too large’;
there are infinitely many gauge equivalent config-
urations corresponding to one and the same phys-
ical situation. This huge redundancy should be
eliminated by constructing the physical configu-
ration space, the space of orbits, Aphys = A/G,
consisting of gauge fields modulo gauge transfor-
mations, the elements of the gauge group G.
The aim of this contribution is to find the phys-
ical configuration space Aphys by identifying a
subset of A with Aphys. The method for do-
ing that is the familiar procedure of gauge fixing,
which amounts to choosing a representative gauge
potential A on each of the orbits. In doing that,
two criteria have to be met.
(i) existence: A representative should be se-
lected on any orbit; no orbit should be omitted.
(ii) uniqueness: There should be only one rep-
resentative obeying the gauge condition on each
orbit. If, on the other hand, there are (at least)
two gauge equivalent fields, A1, A2, satisfying
the gauge condition, the gauge is not completely
fixed. There is a residual gauge freedom given
by a gauge transformation, say, U , between the
‘Gribov copies’ [1], U : A1 → A2.
In view of that, it is clear that the physical
configuration space Aphys is the maximal subset
of A containing no Gribov copies. It is called a
‘fundamental modular domain’ [2].
In order to find the physical configuration
space we follow the pioneering work of Feynman
∗e-mail: thomas.heinzl@physik.uni-regensburg.de
on (2+1)-dimensional Yang-Mills theory [3] and
make use of the intuitive Hamiltonian formalism
within a functional Schro¨dinger picture. As reem-
phasized recently in [4], there are reasons to be-
lieve that the fundamental domain (at least in
2+1 dimensions) has a finite volume leading to a
purely discrete spectrum. This would provide a
natural explanation of a mass gap in the theory.
The quantum mechanical analogue for this is the
infinite square well of extension d. The gap be-
tween the ground state and the first excited state
is of the order 1/d2. The non-abelian case cor-
responds to finite d and thus to a finite gap; the
abelian case corresponds to infinite size, d→ ∞,
and thus to vanishing gap (the analogue of the
massless photon).
2. An Example from Quantum Mechanics
To gain some more intuition let us stay a little
bit further within the context of quantum me-
chanics. Consider a point particle moving in a
plane described by (cartesian) coordinates q1, q2,
and let the particle have vanishing angular mo-
mentum, G ≡ q1p2 − q2p1 = 0. This latter iden-
tity we interpret as Gauss’s law, so that G is the
generator of gauge transformations which are just
rotations around the origin. If we introduce po-
lar coordinates, the radius r, and the angle φ, it
is obvious that the angle changes under rotations
and is thus gauge variant, whereas the radius r
is the gauge invariant variable. Accordingly, the
physical configuration space is the positive real
line. The associated physical Hamiltonian is
Hphys = −
1
2
r−1
∂
∂r
r
∂
∂r
, (1)
2and depends only on the gauge invariant variable
r, as it should.
Let us assume now that we are not as smart
as to guess the gauge invariant variables and pro-
ceed in a pedestrian’s manner via gauge fixing.
We gauge away q2, χ(q) ≡ q2 = 0, and imme-
diately realize that this gauge choice selects two
representatives on each orbit at ±q1 (see Fig. 1).
There is a (discrete) residual gauge freedom be-
tween the copies, q1 → −q1. So we have a Gri-
bov problem, which is best analysed in terms of
the Faddeev-Popov (FP) operator [5] given by the
commutator of the gauge fixing with Gauss’s law,
FP ≡ −i [χ,G] = q1 . (2)
The latter turns out to be coordinate dependent
and vanishes at the ‘Gribov horizon’, q1 = 0,
which is just the point separating the two gauge
equivalent regions q1 > 0 and q1 < 0. So we can
fix the gauge completely by demanding that q1
be positive (an inequality, thus a non-holonomic
constraint), and thus again we find that the phys-
ical configuration space is the positive real line
where we can identify q1 with the radius r. Due
to the simplicity of the example the decomposi-
tion of the configuration space into its redundant
and physical parts via gauge fixing can easily be
visualized (Fig. 1).
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Figure 1: The configuration space of the quan-
tum mechanical example. The orbits are circles
around the origin. The gauge fixing (GF), q2 = 0,
cuts every orbit twice at the Gribov copies ±q1
(•). The Gribov horizon is the origin, the funda-
mental modular domain (FMD) the positive real
line, q1 > 0.
Using Gauss’s law to eliminate the unphysical
momentum, p2, from the original Hamiltonian,
H = (p21 + p
2
2)/2, one ends up with the phys-
ical Hamiltonian (1). Note the additional fac-
tors of r = | det FP| in the kinetic term. They
guarantee that the Hamiltonian is hermitean on
L2(rdr,R+).
As a result we can state that gauge fixing
amounts to mapping the original cartesian coordi-
nates onto curvilinear ones and setting the gauge
variant part of these (the ‘angles’) to zero. The
Jacobian of the transformation is the FP determi-
nant and enters the physical Hamiltonian as well
as the scalar product [6].
3. Yang-Mills Theory in Palumbo Gauge
Let us now consider the case of field theory. Ac-
cording to Dirac, there is still another, more phys-
ical, interpretation of gauge fixing as a ‘dressing’
of the fermions [7]. In the abelian case, one has
the dressed electron
ψχ(x) = ψ(x) exp ie
∫
d3yEχ(x− y) ·A(y) , (3)
where Eχ is the dressing electric field correspond-
ing to the gauge fixing χ = 0. For the Coulomb
gauge it is of course the familiar Coulomb field
[7], for the axial gauge, χ ≡ A3 = 0, it is the
singular configuration
E1 = E2 = 0 , E3 = eθ(x3)δ(x1)δ(x2) , (4)
corresponding to a string of electric flux in the
3-direction [7]. It is easy to check that (4) is a
singular solution of Gauss’s law for a point charge
at the origin,
G ≡ ∂iEi = eδ
3(x) = eρ⊥(x1, x2)ρL(x3) , (5)
where the last step stands for a smearing of the
delta functions in transverse and longitudinal di-
rection with respect to the string. It has been
3known for a long time that the singular configu-
ration (4) leads to an infrared divergence in the
energy [7] [8] of the form
H ∼ eL
[∫
dx3 ρL(x3)
]2
+ finite , (6)
where we have introduced the length L of the
string. The remedy of this infrared problem is
to introduce a homogeneous background charge
density in 3-direction, ρL ≡ δ(x3)− 1/2L. Calcu-
lating the integral of the Gauss operator, G,
L∫
−L
dx3G ∼
L∫
−L
dx3 ρL = 0 , (7)
one finds that the zero mode of G is the charge
of the string which vanishes, and that the en-
ergy of the string is finite. Thus, only neutral
strings have finite energy, a property somewhat
reminiscent of confinement. Due to the manifest
appearance of (chromo-)electric strings, the axial
gauge has been suggested as an appropriate gauge
choice for studying the confinement problem [9].
There are several gauges which correspond to
the above modification of the axial gauge (differ-
ing in the way the residual gauge freedom is fixed
[10]). However, all of them have in common that
A3 is not completely set to zero, but only those
modes with momentum k3 6= 0. A zero mode,
having k3 = 0, is retained,
A3(x1, x2, x3)→ a3(x1, x2) . (8)
To fix the residual gauge freedom still left one
can do a (self-) similar construction in 1- and 2-
direction. This is the Palumbo gauge [11]. Details
are unnecessary for what follows.
The gauge fixing (8) can be shown to exist by
explicitly constructing the transformation U that
takes an arbitrary configuration to this gauge.
One finds that U is of the form U = W × V ,
with
W (x) = P exp i
∫ x3
−L
dy3A3(x1, x2, y3) , (9)
V (x) = exp[i(x3 + L)a3(x1, x2)] . (10)
The first exponential, W , takes one to the pure
axial gauge (A3 → 0), the second exponential, V ,
restores the zero mode (0 → a3), which is deter-
mined via 2La3(x1, x2) = logw(x1, x2) , where
w(x1, x2) ≡ W (x1, x2, L). Note that a3 is in
the Lie algebra su(2) and thus obtained from the
group elementW ∈ SU(2) by taking a logarithm.
As the latter is a multivalued function we are
right at the question of uniqueness.
The main virtue of the Palumbo gauge (and
related gauges) is the fact that the FP operator,
its inverse and its determinant can be calculated
exactly [10]. The result for the determinant is
det FP =
sin2 |a3|L
(|a3|L)2
, (11)
with |a3| = (a
a
3a
a
3)
1/2 being the modulus of a3.
The FP determinant (11) is just the Haar mea-
sure of SU(2), thus the Jacobian of the exponen-
tial map, exp : su(2) → SU(2), from the alge-
bra to the group. At the Gribov horizons, where
det FP vanishes, one has |a3| = pik/L, k integer,
(in the algebra) and w = ±1 (in the group). At
these points, the exponential map becomes sin-
gular, the inverse map, the logarithm, becomes
multi-valued and thus the ‘angle’ variable a3 ill-
defined. If one writes the zero mode with the help
of a unit vector na in color space as aa3 = |a3|n
a,
the residual gauge freedom can be described in
the following way: one has transformations u1(k)
which do not change the direction of the color
vector
u1(k) : |a3|n
a → |a3 + 2pik/L|n
a . (12)
The second type of residual gauge transforma-
tions, u2, transforms along the Gribov horizons
(w = ±1) without changing the length of the
color vector,
u2 : |a3|n
a → |a3| n˜
a , |a3| = pik/L . (13)
The fundamental modular domain is therefore
given in terms of the inequality |a3| < pi/L,
which describes the interior of a sphere in color
space (see Fig. 2).
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Figure 2: A two-dimensional plot of the con-
figuration space of aa3 , a = 1, 2. The Gribov
horizons where det FP vanishes are (apart from
the origin) circles of radius pi/L, 2pi/L etc. The
shaded interior of the inner circle constitutes the
fundamental modular domain. The arrows de-
note the action of the residual gauge transforma-
tions u1(k = 1) and u2 between particular Gribov
copies represented by black dots (•).
The physical Hamiltonian containing all the Ja-
cobian factors is a somewhat lengthy expression
and can be found in [10].
One crucial question remains to be answered:
what is the physics associated with the Gribov
horizons being discontinuities in field space [12]?
To find the answer one would need some geomet-
rical space-time picture of the configurations at
the horizon. In related gauges, they seem to cor-
respond to monopoles [13] or magnetic vortices
[14]. An explicit but formal construction of a
horizon configuration has been given in [15].
The center of the group seems to play a pe-
culiar role as the horizon configurations corre-
spond exactly to group elements valued in the
center, w = ±1. Finally, a θ-angle might emerge
when the wave functional Ψ ‘bites its tail’ at the
horizon with a quasi-periodicity like Ψ(pi/L) =
eiθΨ(−pi/L).
It might be worthwhile to study these issues
on a lattice where one has a finite number of de-
grees of freedom and a better control of infini-
ties. In the context of maximally abelian gauge
fixing on a lattice, the Gribov problem and its re-
lation to the monopole condensation scenario of
confinement have recently attracted a lot of atten-
tion [16]. A lattice gauge fixing similars to ours
has just appeared in the literature [17]. It looks
promising to investigate these issues further.
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