For arbitrary algebras L, we construct Hopf algebroids A σ with base rings L by means of σ ab cd ∈ L satisfying suitable properties.
base ring M H (K) of the Hopf algebroid A σ is separable with an idempotent Frobenius system. Here, for a commutative ring k, we say that a k-algebra L is separable with an idempotent Frobenius system [27, Section 3] , iff there exist a k-linear map φ : L → k and an element e = e (1) ⊗ e (2) ∈ L ⊗ k L satisfying that l = φ(le (1) )e (2) = e (1) φ(e (2) l) for any l ∈ L and that e (1) e (2) = 1 L . For construction of the Hopf algebroid, we need an extra process [32] , in which we change from the finite set H to an infinite one. This change implies that the base ring M H (K) is not separable with an idempotent Frobenius system.
The purpose of this paper is to give a simpler way to construct Hopf algebroids that are not weak Hopf algebras, even though the set H is finite.
To achieve this purpose, we tried to generalize M H (K) to the K-algebra M H (R) consisting of maps from the set H to an arbitrary K-algebra R [22] . If R is not separable with an idempotent Frobenius system, then so is the algebra M H (R), and the Hopf algebroid A σ with M H (R) is not a weak Hopf algebra as a result (See also Section 7).
The aim of this paper is to generalize the algebra M H (R) to an arbitrary algebra L in this construction; and we will consequently clarify properties of σ that can produce the Hopf algebroid A σ .
The organization of this paper is as follows. Section 2 presents a left bialgebroid A σ . This algebra A σ is also a right bialgebroid, which is proved in Section 3. In Section 4, we construct an anti-automorphism S on the algebra A σ , which implies that A σ is a Hopf algebroid in Section 5. Section 6 deals with a sufficient condition for the existence of the anti-automorphism S on A σ . In Section 7, we provide with examples of Hopf algebroids A σ by means of the sufficient condition in Section 6.
Left bialgebroid A σ
In this section, we introduce a left bialgebroid A σ , which is a main subject of this paper.
Let A and L be associative unital rings, and let s L : L → A and t L : L op → A be ring homomorphisms satisfying
Here, L op is the opposite ring of L. These two homomorphisms give an L-bimodule structure in A, which is denoted by L A L , through the following action:
For f ∈ L, the notations ρ l (f ) and ρ r (f ) respectively mean the left and the right multiplications by f :
These are elements of End k (L) and make L an L-bimodule:
for any l ∈ L and a, b ∈ A. Here, 1 A is the unit element of the ring A and 1 L is that of the ring L. We use Sweedler's notation in (2.4):
The right-hand-side of (2.6) is well defined because of (2.4).
The left bialgebroid is also called Takeuchi's × L -bialgebra [35] . From now on, the symbols k and L respectively denote a commutative ring with the unit 1 k and a k-algebra with the unit 1 L . That is to say, L is a k-module with an associative multiplication that is bilinear and has the unit element 1 L . The letter G means a group, and, for any α ∈ G, let T α : L → L be a k-algebra automorphism satisfying
We will denote by deg a map from a finite set X to the group G.
Here, L ab and (L −1 ) ab are indeterminates, and L op is the opposite algebra of L. Gen means the monoid consisting of all (finite) words including the empty word ∅ whose set of alphabets is Gen. The binary operation of this monoid is a concatenation of words. Let σ ab cd ∈ L (a, b, c, d ∈ X) and we denote by I σ the two-sided ideal of the free k-algebra k Gen = ⊕ w∈ Gen kw whose generators are the following.
Here, the symbol + in ξ +ξ ′ means the addition in the algebra k Gen , while the symbol + in (ξ + ξ ′ )(∈ Gen) is the addition in the algebra L ⊗ k L op . The notations of the scalar products and products in the other generators are similar.
Here, δ ab denotes Kronecker's delta symbol;
Let us denote by A σ the quotient
for any a, b, c, d ∈ X, then the quotient A σ (2.10) is a left bialgebroid.
The maps s L : L → A σ and t L : L op → A σ are defined as follows:
These are k-algebra homomorphisms satisfying (2.1), and A σ is consequently an L-bimodule with the action (2.2). In order to define the map ∆ L , we need a k-algebra homomorphism ∆ : k Gen → A σ ⊗ k A σ whose definition on the generators is as follows:
We write I 2 for the right ideal of
From this proposition, ∆(I σ ) ⊂ I 2 , which induces a k-module homomorphism ∆ :
Proof of Proposition 2.3. We give the proof only for that
If v = (L −1 ) ab , then, on account of (2.9) and the generators (3) of the ideal I σ ,
The proof is easy for the other v ∈ Gen.
The next task is to define the map π L : A σ → L. For this purpose, we first construct the k-algebra homomorphism ε : k Gen → End k (L), which is defined on the generators as follows:
Proof. It suffices to prove that ε(a) = 0 for any generator a of the two-sided ideal I σ . We give the proof only for the case that a is a generator (3) or (4). Because T α is a k-algebra homomorphism satisfying (2.9), ε(a) = 0 for the case that a is a generator (3) .
By virtue of (2.11), ε(a) = 0 for the case that a is a generator (4).
According to this proposition, ε induces the k-algebra homomorphism ε : A σ → End k (L), and the definition of the map π L is that 
Right bialgebroid A σ
In this section, we clarify the condition that makes the algebra A σ in the previous section to be a right bialgebroid, and show that this condition implies (2.11); hence, A σ is a left and right bialgebroid under the condition.
Let A and L ′ be associative unital rings, and let
These two homomorphisms give an L ′ -bimodule structure in A, which is denoted by L ′ A L ′ , through the following action:
for any r ∈ L ′ and a, b ∈ A. Here, a (1) ⊗a (2) is Sweedler's notation: ∆ L ′ (a) = a (1) ⊗ a (2) . The right-hand-side of (3.5) is well defined because of (3.3).
for any a, b, c, d ∈ X, then the algebra A σ (2.10) is a right bialgebroid for
The maps s L (2.12) and
These are k-algebra homomorphisms satisfying (3.1), and A σ is consequently an L op -bimodule with the action (3.2).
In order to define the map ∆ L op , we make use of the k-algebra homomorphism ∆ : k Gen → A σ ⊗ k A σ in (2.14). We write I ′ 2 for the left ideal of
The proof is similar to that of Proposition 2.3.
The next task is to define a map π L op : A σ → L op . We construct the k-algebra anti-homomorphism ε ′ : k Gen → End k (L op ) whose definition on the generators is as follows:
, and the definition of the map π L op is the following.
is a comonoid in the tensor category of L opbimodules. In addition, the sextuplet
3)-(3.7) in Definition 3.1, and A σ is hence a right bialgebroid. Proof. It suffices to prove that (3.8) implies (2.11). From (3.8),
which is exactly the same as
By means of (3.8) and (3.9), the left-hand-side of (2.11) is
This establishes the formula.
Remark 3.4. We note that (3.8) is equivalent to (2.11) and (3.9).
Rigid σ
Let σ ab cd ∈ L (a, b, c, d ∈ X) satisfying (3.9) for any a, b, c, d ∈ X, and we write σ = (σ ab cd ) a,b,c,d∈X . This section deals with a property of σ that makes the algebra A σ a Hopf algebroid. 
Proposition 4.2. The following conditions are equivalent:
(1) σ is rigid;
(2) There exists a k-algebra anti-automorphism S :
Proof. The condition (2) implies (1), if we set x ab = S((L −1 ) ab + I σ ) and
Next we show that the condition (1) induces (2) . Because k Gen is free, there uniquely exists a k-algebra homomorphism S :
This S : k Gen → A σ is a k-algebra anti-homomorphism. We claim that the following is true.
Claim 4.3. S(I σ ) = {0}.
Assuming this claim for the moment, we complete the proof. This claim immediately induces a k-algebra anti-homomorphism S : A σ → A σ defined by S(a + I σ ) = S(a) (a ∈ k Gen ). This S is the desired one.
Proof of Claim 4.3. It is sufficient to show S(a) = 0 for any generator of the two-sided ideal I σ . We give the proof only for the case that a is the generator (4) . Let x ′ , y ′ , x ′′ , y ′′ ∈ X. From the generator (4) of I σ ,
On account of the generators (2) and (3) of I σ , the right-hand-side of (4 .2) is a,c∈X
It follows from (3.9) that
Therefore, by virtue of (4.1),
and the proof is complete.
Hopf algebroid A σ
In this section, we introduce the notion of the Hopf algebroid and proceed with the study of the left and right bialgebroid A σ .
be a left bialgebroid, together with an anti-automorphism S of the ring A, and let L ′ be a ring isomorphic to the opposite ring L op . We will denote by ν : L op → L ′ this isomorphism.
According to (2.2), the ring A has the left L-module structure denoted by L A and the right L-module structure denoted by A L :
Moreover, the ring A has left and right L ′ -module structures written by L ′ A and A L ′ respectively:
If the maps S, s L , and t L satisfy S(a) (a, b ∈ A) .
We write 
is a Hopf algebroid, iff there exists the inverse S −1
If σ satisfies (3.8), A σ is a left bialgebroid and a right bialgebroid on account of Proposition 3.3; moreover, (3.9) holds (See the proof of Proposition 3.3).
Theorem 5.2. The algebra A σ with the k-algebra anti-automorphism S in Proposition 4.2 (2) is a Hopf algebroid for a rigid σ satisfying (3.8).
The proof of this theorem is similar to that of Theorem 3.9 in [32] .
Sufficient conditions for rigidity
In this section, we continue the study of the rigid σ in Section 4. We will (2) For a, b ∈ X, we will write
This theorem is proved in much the same way as Theorem 4.1 in [32] .
Examples
According to the thesis [22] , this last section deals with examples of σ = (σ ab cd ) a,b,c,d∈X satisfying (3.8) and (1)- (5) in Theorem 6.1 (See also the paper [32, Section 4]). Therefore, by means of σ, we can construct the Hopf algebroid A σ . Definition 7.1. A non-empty set QG with a binary operation is a quasigroup, iff it satisfies:
(1) there uniquely exists the element a ∈ QG such that ab = c for any b, c ∈ QG; The unique element a ∈ QG in the condition (1) will be denoted by c/b, and the unique b ∈ QG in (2) will be denoted by a\c.
For example, any group is a quasigroup. However, the quasigroup is not always associative. Let QG be a finite quasigroup with at least two elements, M a set isomorphic to the set QG, and µ : M × M × M → M a ternary operation on the set M . We write π : QG → M for a bijection between the sets QG and M . The requirement on the ternary operation µ is the following: For any finite quasigroup QG satisfying |QG| > 1 and an abelian group M isomorphic to the set QG, the ternary operation µ on M defined by µ(a, b, c) = a − b + c (a, b, c ∈ M ) enjoys all of the above conditions.
We set H := QG and X := QG. Let G denote the opposite group of the symmetric group on the set H. For a ∈ QG, deg(a) ∈ G is given by λ deg(a) = λa (λ ∈ H = QG).
Let R be a k-algebra. Here k is a commutative ring. We define the map σ ab cd : H → R by Let L denote the k-algebra consisting of maps from the set H to R. The product of this k-algebra L is defined by (f g)(λ) = f (λ)g(λ) (f, g ∈ L, λ ∈ H). It follows that L ∼ = R |H| as k-algebras. The proof of this theorem is straightforward; in fact, we can show that σ satisfies (3.8) and (1)-(5) in Theorem 6.1.
Corollary 7.4. A σ is a Hopf algebroid.
If R is not separable with an idempotent Frobenius system (For the definition, see Introduction), then so is L( ∼ = R |H| ). As a result, A σ is not a weak Hopf algebra on account of [27, Theorem 5.1] .
