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ON THE DYNAMIC CONSISTENCY OF THE SPLIT STEP
METHOD FOR CLASSIFYING THE ASYMPTOTIC BEHAVIOUR
OF GLOBALLY STABLE DIFFERENTIAL EQUATIONS
PERTURBED BY STATE–INDEPENDENT STOCHASTIC TERMS
JOHN A. D. APPLEBY, JIAN CHENG, AND ALEXANDRA RODKINA
Abstract. In this paper we classify the pathwise asymptotic behaviour of the
discretisation of a general autonomous scalar differential equation which has
a unique and globally stable equilibrium. The underlying continuous equation
is subjected to a stochastic perturbation whose intensity is state–independent.
In the main result, it is shown that when the split–step–method is applied
to the resulting stochastic differential equation, and the stochastic intensity
is decreasing, the solutions of the discretised equation inherit the asymptotic
behaviour of the continuous equation, regardless of whether the continuous
equation has stable, bounded but unstable, or unbounded solutions, provided
the step size is chosen sufficiently small.
1. Introduction
In this paper the asymptotic behaviour of certain discretisations of perturbed
nonlinear ordinary and stochastic differential equations is considered. We consider
the perturbed stochastic differential equation
dX(t) = −f(X(t)) dt+ σ(t) dB(t), t ≥ 0. (1.1)
The equation is finite–dimensional, with f : Rd → Rd, : [0,∞) → Rd×r and B
being an r–dimensional standard Brownian motion. We presume that f and σ are
sufficiently smooth to ensure the existence of unique solutions. The appropriate
conditions are that f is locally Lipschitz continuous and that σ is continuous.
Throughout we assume that the unperturbed differential equation
y′(t) = −f(y(t)), t ≥ 0 (1.2)
has a unique equilibrium which is translated to zero:
f(x) = 0 if and only if x = 0. (1.3)
This equilibrium is globally stable by imposing the dissipative condition
〈x, f(x)〉 > 0, for all x 6= 0. (1.4)
Existence of a continuous solution of (1.2) is guaranteed by assuming that
f ∈ C(Rd;Rd) (1.5)
The assumptions (1.3), (1.4) and (1.5) imply that all continuous solutions y of (1.2)
obey y(t)→ 0 as t→∞.
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The purpose of this paper is to examine whether we can mimick the asymptotic
behaviour of the solutions of (1.1) under discretisation. This should be achieved
using only the conditions required to ensure stability, boundedness or unbounded-
ness in the continuous–time case. A particular challenge is to perform a successful
discretisation even in the case when the function f is not globally linearly bounded,
and with a uniform mesh size h > 0 if possible. As already discussed in the pre-
vious Chapter, it is known that for such highly nonlinear equations that explicit
methods are unlikely to preserve the long run behaviour of solutions; see examples
in [16] and [12]. It has been shown in the deterministic case by Stuart Humphries
and for stochastic differential equations that implicit methods are very useful for
achieving such results. For this reason, we have adopted the split–step backward
Euler method (SSBE) developed in [11, 16]. This method reduces to the standard
backward Euler method for deterministic differential equations [9, 10]. In this work,
we demonstrate that the split step backward Euler method for SDEs, which was
introduced by Mao, Higham and Stuart, and by Mattingly, Stuart and Higham
achieves these ends.
The results in this Chapter extend and improve those presented in [1], in which
a scalar equation with a monotone increasing f was considered. A classification
of the solutions of scalar linear stochastic differential equations in continuous time
was presented in [2].
2. The Equation
2.1. Set–up of the problem. Suppose that (Ω,F ,P) is a complete probability
space. Suppose that ξ is a stochastic sequence in Rr with the following property:
Assumption 1. ξ = {ξ(n) : n ≥ 1} is a sequence of r–dimensional indepen-
dent and identically distributed Gaussian vectors. Moreover, with the notation
ξ(j)(n) = 〈ξ(n), ej〉 for j = 1, . . . , r, we assume each of the Gaussian random vari-
ables ξj(n) has zero mean and unit variance, and that ξ(j)(n), j = 1, . . . , r are
mutually independent for each n.
This sequence generates a natural filtration F(n) := σ{ξ(j) : 1 ≤ j ≤ n}. In
what follows we denote by Φ : R→ R the distribution of a standard normal random
variable i.e.,
Φ(x) =
1√
2π
∫ x
−∞
e−u
2/2 du, x ∈ R. (2.1)
We interpret Φ(−∞) = 0 and Φ(∞) = 1.
We often suppose that f obeys
f ∈ C(Rd;Rd); 〈x, f(x)〉 > 0, for all x ∈ Rd \ {0}, f(0) = 0. (2.2)
Remark 1. If f : Rd → Rd obeys (2.2), the equilibrium at zero of the unperturbed
equation is unique. Suppose to the contrary that there is x∗ 6= 0 such that f(x∗) =
0. Then 0 < 〈x∗, f(x∗)〉 = 〈x∗, 0〉 = 0, a contradiction.
Suppose also that
Σ ∈ C([0,∞);Rd×r). (2.3)
We consider uniform discretisation of the stochastic differential equation
dX(t) = −f(X(t)) dt+Σ(t) dB(t), t ≥ 0; X(0) = ζ ∈ Rd. (2.4)
If, for example, we wish to guarantee the existence of a unique strong solution of
(2.4), we may assume that f is locally Lipschitz continuous on Rd or satisfies a
global one–sided Lipschitz condition.
However, if one wants only to assure the existence of a solution, the continuity
of f and σ guarantee the existence of a local solution. Moreover, the second part
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of condition (2.2) guarantees that any such continuous solution does not explode
in finite time almost surely, so we have global existence of the solution. Local
existence and uniqueness is standard from e.g., [15]; a proof of non–explosion and
global existence is given in [4].
2.2. Construction of the discretisation and existence and uniqueness of
its solutions. We propose to discretise the strong solution X of (2.4) as follows.
Let h > 0, and let σh : N0 → Rd×r be a d × r–matrix valued sequence with real
entries. Let ξ be the sequence defined by Assumption 1. Consider the system of
stochastic difference equations described by
Xh(0) = ζ; (2.5a)
X⋆h(n) = Xh(n)− hf(X⋆h(n)), n ≥ 0; (2.5b)
Xh(n+ 1) = X
⋆
h(n) +
√
hσh(n)ξ(n+ 1), n ≥ 0. (2.5c)
(2.5b), (2.5c) with the initial condition (2.5a) is the so–called split–step method
for discretising the stochastic differential equation (2.4). This makes sense if we
presume that σh(n) = Σ(nh) for n ≥ 0, where Σ is the diffusion coefficient in (2.4).
2.3. Existence and uniqueness of solutions of split–step scheme. We as-
sume at first that (2.5) has at least one well–defined solution This is assured by the
following deterministic— and potentially h–dependent— condition on f .
Assumption 2. For every x ∈ Rd there exists x⋆ ∈ Rd such that
x⋆ = x− hf(x⋆). (2.6)
In this situation, we say that (2.5) has a solution if there is a pair of processes
(Xh, X
⋆
h) which obey (2.5). Such a solution will automatically be global (i.e, defined
for all n ≥ 0): there is no possibility of finite time explosion, because each member
of the sequence ξ is a.s. finite. Such a solution will be adapted to the natural
filtration generated by ξ.
Remark 2. In the scalar case (d = 1), and f obeys (2.2), then Assumption 2 is
satisfied.
Proof. Consider for each x ∈ R the function Gx : R→ R
Gx(y) = y − x+ hf(y), y ∈ R.
Notice that the continuity of f ensures that Gx is continuous. Then Gx(0) = −x
and Gx(x) = hf(x). Therefore by (2.2), Gx(0)Gx(x) = −hxf(x) < 0 for x 6= 0, so
that there is a solution x⋆ of (2.6) between 0 and x for every x 6= 0. In the case
when x = 0, we have yG0(y) = y
2 + yhf(y) > 0 for y 6= 0 and G0(0) = 0. Thus 0
is the only solution of (2.6) in the case when x = 0. 
Conditions can be imposed on f which guarantee that there is a unique solution of
(2.5). These include f obeying the so–called one–sided (global) Lipschitz condition
(f(x)− f(y))(x− y) ≤ µ(x− y)2, for all x, y ∈ R
and some µ ∈ R. This condition guarantees the existence of a unique solution
of (2.6) provided the step size h is chosen to be sufficiently small. Although this
is weaker than requesting that f satisfy a global Lipschitz condition, it places a
restriction on f on all R, and still excludes some functions f which grow faster
than polynomially as |x| → ∞.
In this chapter, we do not worry about the uniqueness of the solution of (2.5).
Instead, we show that all solutions of the equation will have the correct asymptotic
behaviour. This is in the spirit of generalised dynamical systems considered by
Stuart and Humphries [19]. This enables us to impose a weaker regularity condition
4 JOHN A. D. APPLEBY, JIAN CHENG, AND ALEXANDRA RODKINA
on f and to therefore consider a wider class of functions f than are covered by the
one–sided Lipschitz condition. But if uniqueness of the solution of (2.5) is required,
we are still free to impose extra conditions on f .
2.4. Mean reversion of split–step method under (2.2). Before proceeding,
it is worthwhile to note that the first, “deterministic” equation in the split–step
method (namely (2.5b)) forces the intermediate estimate X⋆h to always be closer to
the equilibrium than Xh.
Lemma 1. Suppose (Xh, X
⋆
h) is a solution of (2.5) and that f obeys (2.2). Then
for each n ∈ N,
0 < ‖X⋆h(n)‖ < ‖Xh(n)‖ if ‖Xh(n)‖ > 0, and X⋆h(n) = 0 if and only if Xh(n) = 0.
Proof. To prove part (a), suppose first that ‖Xh(n)‖ > 0. Notice from (2.5b) that
X⋆h(n) = 0 implies that Xh(n) = 0, so we have ‖X⋆h(n)‖ > 0. By taking the
innerproduct with X⋆h(n) on each side of (2.5b), and using the second statement in
(2.2) we get
‖X⋆h(n)‖2 = 〈Xh(n), X⋆h(n)〉 − h〈f(X⋆h(n)), X⋆h(n)〉 < 〈Xh(n), X⋆h(n)〉.
Applying the Cauchy–Schwartz inequality to the rightmost inequality, this implies
that ‖X⋆h(n)‖2 < ‖Xh(n)‖‖X⋆h(n)‖, as required.
We have already seen that X⋆h(n) = 0 implies that Xh(n) = 0. To prove the
converse, let Xh(n) = 0 and suppose that ‖X⋆h(n)‖ > 0. From (2.5b) we have
X⋆h(n) = −hf(X⋆h(n)), so taking the innerproduct as before and using (2.2) yields
0 < ‖X⋆h(n)‖2 = −h〈f(X⋆h(n)), X⋆h(n)〉 < 0, a contradiction. 
3. Statement and Discussion of Main Results
3.1. Affine equations. Before discussing the asymptotic behaviour of solutions of
(2.5), it is fruitful to first understand the asymptotic behaviour of the d–dimensional
sequence Uh = {Uh(n) : n ≥ 1} defined by
Uh(n+ 1) =
√
hσh(n)ξ(n+ 1), n ≥ 0 (3.1)
Define
Sh(ǫ) =
∞∑
n=0
{
1− Φ
(
ǫ
‖σh(n)‖F
)}
. (3.2)
Notice that Sh(ǫ) is monotone in ǫ > 0. Therefore, there are only three possible
types of behaviour for S, for a given σh, namely: (i) Sh(ǫ) < +∞ for all ǫ > 0; (ii)
Sh(ǫ) = +∞ for all ǫ > 0; and (iii) Sh(ǫ) < +∞ for all ǫ > ǫ′ > 0 and Sh(ǫ) = +∞
for all ǫ < ǫ′. Due to this trichotomy, it can be seen that the following result enables
the long–run pathwise behaviour of Uh(n) to be classified in terms of Sh.
Lemma 2. Let ξ = {ξ(n) ∈ Rr : n ∈ N} be a sequence of random vectors obeying
Assumption 1. Let Uh be given by (3.1), and Sh(ǫ) be defined by (3.2).
(A) If Sh(ǫ) <∞ for all ǫ > 0, then
lim
n→∞Uh(n) = 0, a.s. (3.3)
(B) If Sh(ǫ) = +∞ for all ǫ > 0, then
lim sup
n→∞
‖Uh(n)‖ = +∞, a.s. (3.4)
(C) If Sh(ǫ) < +∞ for all ǫ > ǫ′, and Sh(ǫ) = +∞ for all ǫ < ǫ′, then there
exist deterministic 0 < c1 ≤ c2 < +∞ such that
c1 ≤ lim sup
n→∞
‖Uh(n)‖ ≤ c2 < +∞, a.s. (3.5)
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This result enables us to classify the asymptotic behaviour of the discretisation
of the d–dimensional affine stochastic differential equation
dY (t) = AY (t) dt+Σ(t) dB(t), t ≥ 0; X(0) = ζ, (3.6)
where A is a d × d matrix with real entries. We assume that all solutions of the
underlying deterministic differential equation
y′(t) = Ay(t), t > 0, x(0) = ζ (3.7)
obey y(t)→ 0 as t→∞. This means that
Re(λ) < 0 for all eigenvalues λ of A. (3.8)
Let cA be the characteristic polynomial of A, so that cA(λ) = det(λId − A). By
(3.8), it follows that there are no positive real solutions of the characteristic equation
cA(λ) = 0. In particular, cA(1/h) 6= 0 for every h > 0, so we have that det(I−hA) 6=
0 and therefore the matrix C(h) given by
C(h) = (I − hA)−1 (3.9)
is well–defined. Therefore, there is a unique solution of the split–step scheme
Yh(0) = ζ, (3.10a)
Y ⋆h (n) = Yh(n) + hAY
⋆
h (n), n ≥ 0, (3.10b)
Yh(n+ 1) = Y
⋆
h (n) +
√
hσh(n)ξ(n+ 1), n ≥ 0. (3.10c)
which is equivalent to
Yh(n+ 1) = C(h)Yh(n) +
√
hσh(n)ξ(n + 1), n ≥ 0; Yh(0) = ζ.
The asymptotic behaviour of Yh can now be given.
Theorem 3. Suppose that A ∈ Rd×d obeys (3.8). Let ξ = {ξ(n) ∈ Rr : n ∈ N} be
a sequence of random vectors obeying Assumption 1. Let Sh(ǫ) be defined by (3.2),
and (Yh, Y
⋆
h ) be the unique solution of (3.10).
(A) If Sh(ǫ) < +∞ for every ǫ > 0, then Yh(n)→ 0 as n→∞ a.s.
(B) If there exists ǫ′ > 0 such that Sh(ǫ) < +∞ for all ǫ > ǫ′ and Sh(ǫ) = +∞
for all ǫ < ǫ′, then there exist deterministic 0 < c3 ≤ c4 < +∞ such that
c3 ≤ lim sup
n→∞
‖Yh(n)‖ ≤ c4, a.s.
and
lim inf
n→∞
‖Yh(n)‖ = 0, lim
n→∞
1
n
n∑
j=1
‖Yh(j)‖2 = 0, a.s.
(C) If Sh(ǫ) = +∞ for all ǫ > 0, then lim supn→∞ ‖Yh(n)‖ = +∞ a.s.
3.2. Nonlinear equation. We now discuss the asymptotic behaviour of solutions
of (2.5). We first show that Xh has a zero limit in the case when σh is square
summable, without placing any condition on f stronger than (2.2). This is a direct
analogue of results available in continuous time.
Theorem 4. Suppose that (Xh, X
⋆
h) is a solution of (2.5). Suppose f obeys (2.2),
σh ∈ ℓ2(N,R), and that the sequence ξ obeys Assumption 1. Then limn→∞Xh(n) =
0, a.s.
We show that when Uh is unbounded, so is ‖Xh‖, and also that if Uh is bounded,
‖Xh‖ is bounded away from zero by a deterministic constant.
Theorem 5. Suppose that (Xh, X
⋆
h) is a solution of (2.5). Suppose that f obeys
(2.2) and that the sequence ξ obeys Assumption 1. Let Sh(ǫ) be defined by (3.2).
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(A) If Sh(ǫ) = +∞ for every ǫ > 0, then
lim sup
n→∞
‖Xh(n)‖ = +∞, a.s.
(B) If Sh(ǫ) < +∞ for all ǫ > ǫ′ and Sh(ǫ) = +∞ for all ǫ < ǫ′, then
lim sup
n→∞
‖Xh(n)‖ ≥ c1
2
, a.s.,
where c1 is defined by (3.5).
Theorem 6. Suppose that (Xh, X
⋆
h) is a solution of (2.5). Suppose that f obeys
(2.2) and that the sequence ξ obeys Assumption 1. Let Sh(ǫ) be defined by (3.2).
(i) If Sh(ǫ) < +∞ for every ǫ > 0, then
{ lim
n→∞
‖Xh(n)‖ = 0} ∪ { lim
n→∞
‖Xh(n)‖ = +∞} is an a.s. event.
(ii) If limn→∞Xh(n) = 0 with positive probability, then Sh(ǫ) < +∞ for every
ǫ > 0.
Under an additional mean–reverting condition on f , we can characterise the
conditions on σh under which solutions of (2.5) tend to zero.
Theorem 7. Suppose that (Xh, X
⋆
h) is a solution of (2.5). Suppose that f obeys
(2.2) and
lim inf
y→∞ inf‖x‖=y
〈x, f(x)〉 =: φ > 0. (3.11)
and that the sequence ξ obeys Assumption 1.
(A) Sh(ǫ) defined by (3.2) obeys Sh(ǫ) < +∞ for every ǫ > 0;
(B) limn→∞Xh(n) = 0 a.s. for all ζ ∈ Rd;
(C) limn→∞Xh(n) = 0 with positive probability for some ζ ∈ Rd;
Furthermore, in the scalar case, we can characterise the stability of the equilib-
rium without requiring to assume (3.11). In fact, it suffices to just assume that f
obeys (2.2).
Theorem 8. Suppose that (Xh, X
⋆
h) is a solution of (2.5). Suppose that f obeys
(2.2) and Sh(ǫ) =
∑∞
n=0 {1− Φ(ǫ/|σn(n)|)} < +∞ for all ǫ > 0. Then
lim
n→∞
Xh(n, ζ) = 0 a.s. for all ζ ∈ R.
The next result enables us to completely classify the asymptotic behaviour of
the solutions of (2.5). In order to do so, we must strengthen once again the mean–
reverting hypothesis on f .
Theorem 9. Suppose that (Xh, X
⋆
h) is a solution of (2.5). Suppose that f obeys
(2.2) and
lim inf
y→∞ inf‖x‖=y
〈x, f(x)〉
‖x‖ = +∞, (3.12)
and that the sequence ξ obeys Assumption 1. Let Sh(ǫ) be defined by (3.2).
(A) If Sh(ǫ) < +∞ for all ǫ > 0, then limn→∞Xh(n) = 0 a.s.
(B) If Sh(ǫ) < +∞ for all ǫ > ǫ′ and Sh(ǫ) = +∞ for all ǫ < ǫ′, then there
exists deterministic 0 < c3 ≤ c4 < +∞ such that
c3 < lim sup
n→∞
‖Xh(n)‖ ≤ c4, a.s.
and
lim inf
n→∞
‖Xh(n)‖ = 0, a.s.
(C) If Sh(ǫ) = +∞ for all ǫ > 0, then lim supn→∞ ‖Xh(n)‖ = +∞ a.s.
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This necessary and sufficient condition on Sh(ǫ) is difficult to evaluate directly,
because we do not know Φ in its closed form. However we can show that Sh(ǫ) is
finite or infinite according as to whether the sum
S′h(ǫ) =
∞∑
n=0
‖σh(n)‖F exp
(
− ǫ
2
2
1
‖σh(n)‖2F
)
(3.13)
is finite or infinite, we interpret the summand to be zero when ‖σh(n)‖F = 0.
Therefore we establish the following Lemmata which enables us to obtain all the
above results with S′h(ǫ) in place of Sh(ǫ).
Lemma 3. Sh(ǫ) given by (3.2) is finite if and only if S
′
h(ǫ) given by (3.13) is
finite.
Proof. We note by e.g., [13, Problem 2.9.22], we have
lim
x→∞
1− Φ(x)
x−1e−x2/2
=
1√
2π
. (3.14)
If Sh(ǫ) is finite, then 1−Φ(ǫ/‖σh(n)‖F )→ 0 as n→∞. This implies ǫ/‖σh(n)‖F →
∞ as n→∞. Therefore by (3.14), we have
lim
n→∞
1− Φ(ǫ/‖σh(n)‖F )
‖σh(n)‖F /ǫ · exp(−ǫ2/{2‖σh(n)‖2F })
=
1√
2π
. (3.15)
Since (1− Φ(ǫ/‖σh(n)‖F ))n≥1 is summable, it therefore follows that the sequence(‖σh(n)‖F /ǫ · exp(−ǫ2/{2‖σh(n)‖2F (n)}))n≥1
is summable, so S′h(ǫ) is finite, by definition.
On the other hand, if S′(ǫ) is finite, and we define φ : [0,∞)→ Rd by
φ(x) =
{
x exp(−1/(2x2)), x > 0,
0, x = 0,
then we have ‖σh(n)‖F exp(−ǫ2/2‖σh(n)‖2F (n)) is summable, and hence the se-
quence (φ(‖σh(n)‖F /ǫ))n≥1 is summable. Therefore φ(‖σh(n)‖F /ǫ)→ 0 as n→∞.
Then, as φ is continuous and increasing on [0,∞), we have that ‖σh(n)‖F /ǫ → 0
as n → ∞, or ǫ/‖σh(n)‖F → ∞ as n → ∞. Therefore (3.15) holds, and thus
(1 − Φ(ǫ/‖σh(n)‖F ))n≥1 is summable, which implies that Sh(ǫ) is finite, as re-
quired. 
3.3. Connection with continuous results. To see how these results mimic the
asymptotic behaviour of (2.4) and (3.6), we record corresponding result for solutions
of these equations. To this end, we define
S(ǫ) =
∞∑
n=0

1− Φ

 ǫ√∫ n+1
n ‖Σ(t)‖2F dt



 (3.16)
and for h > 0
S
(c)
h (ǫ) =
∞∑
n=0

1− Φ

 ǫ√
1
h
∫ (n+1)h
nh
‖Σ(t)‖2F dt



 . (3.17)
Perusal of results in [3] show that S(·) above can be replaced by Sch. The result
therefore is
Theorem 10. Suppose that A ∈ Rd×d obeys (3.8). Let h > 0 and suppose that
S
(c)
h (ǫ) be defined by (3.17). Let Y be the unique solution of (3.6).
(A) If S
(c)
h (ǫ) < +∞ for every ǫ > 0, then Y (t)→ 0 as t→∞ a.s.
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(B) If there exists ǫ′ > 0 such that S(c)h (ǫ) < +∞ for all ǫ > ǫ′ and S(c)h (ǫ) = +∞
for all ǫ < ǫ′, then there exist deterministic 0 < c1 ≤ c2 < +∞ such that
c1 ≤ lim sup
t→∞
‖Y (t)‖ ≤ c2, a.s.
and
lim inf
t→∞
‖Y (t)‖ = 0, lim
t→∞
1
t
∫ t
0
‖Y (s)‖2 ds = 0, a.s.
(C) If S
(c)
h (ǫ) = +∞ for all ǫ > 0, then lim supt→∞ ‖Y (t)‖ = +∞ a.s.
Similarly, we may replace S by Sch in a result of [3] to get
Theorem 11. Suppose that f obeys (2.2) and (3.12). Suppose that X is a solution
of (2.4). Let h > 0 and suppose that S
(c)
h (ǫ) be defined by (3.17).
(A) If S
(c)
h (ǫ) < +∞ for all ǫ > 0, then limn→∞X(t) = 0 a.s.
(B) If S
(c)
h (ǫ) < +∞ for all ǫ > ǫ′ and S(c)h (ǫ) = +∞ for all ǫ < ǫ′, then there
exist deterministic 0 < c3 ≤ c4 < +∞ such that
c3 < lim sup
t→∞
‖X(t)‖ < c4, a.s.
and
lim inf
t→∞
‖X(t)‖ = 0, a.s.
(C) If S
(c)
h (ǫ) = +∞ for all ǫ > 0, then lim supn→∞ ‖X(t)‖ =∞ a.s.
If we take a uniform step size h > 0 in a forward Euler–discretisation of (2.4),
this is tantamount to setting
σh(n) = Σ(nh), n ≥ 0 (3.18)
in (2.5). In this case, the continuity of Σ ensures for each fixed n that
lim
h→0
{
1
h
∫ (n+1)h
nh
‖Σ(s)‖2F ds− ‖σh(n)‖2F
}
= 0,
so it can be seen that the conditions classifying the finiteness Sh and S
c
h are in
some sense “close”. We now give some examples where Sh and S
c
h share the same
finiteness properties, and therefore, the asymptotic behaviour of solutions of (2.4)
and (2.5) coincide.
In the case when the integral
∫ b
a Σ
2
ij(s) ds can be computed explicitly for any
0 ≤ a < b < +∞ and (i, j) ∈ {1, . . . , d}×{1, . . . , r}, it is reasonable to approximate
the stochastic integral
∫ (n+1)h
nh
Σij(s) dBj(s) by
(∫ (n+1)h
nh
Σ2ij(s) ds
)1/2
ξj(n+ 1)
where ξ obeys Assumption 1. This is because the two random variables dis-
played above have the same distribution. In terms of (2.5) (particularly (2.5c))
this amounts to choosing σh according to
[σh(n)]ij =
1√
h
(∫ (n+1)h
nh
Σ2ij(s) ds
)1/2
, n ≥ 0, (i, j) ∈ {1, . . . , d} × {1, . . . , r}.
(3.19)
In this case, it is seen that Sh(ǫ) = S
c
h(ǫ). Applying Theorems 9 and 11, we
immediately have the following result.
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Theorem 12. Suppose that f obeys (2.2) and (3.12) and suppose that Σ obeys
(2.3). Assume that the sequence ξ obeys Assumption 1, and for h > 0 that f obeys
Assumption 2. Let X be a solution of (2.4) and (Xh, X
⋆
h) is a solution of (2.5).
Then exactly one of the events
{ω : lim
t→∞
X(t, ω) = 0},
{ω : 0 < lim sup
t→∞
‖X(t, ω)‖ < +∞, lim inf
t→∞ ‖X(t, ω)‖ = 0},
and {ω : lim sup
t→∞
‖X(t, ω)‖ = +∞}
is almost sure, and exactly one of the events
{ω : lim
n→∞
Xh(n, ω) = 0},
{ω : 0 < lim sup
n→∞
‖Xh(n, ω)‖ < +∞, lim inf
n→∞
‖Xh(n, ω)‖ = 0},
and {ω : lim sup
n→∞
‖Xh(n, ω)‖ = +∞}
is almost sure.
If σh is given by (3.19), and n 7→
∫ (n+1)h
nh Σ
2
ij(s) ds can be computed exactly for
all (i, j) ∈ {1, . . . , d}×{1, . . . , r} and all n ∈ N, we have the following equivalences:
(i) limt→∞X(t) = 0 a.s., if and only if limn→∞Xh(n) = 0 a.s.
(ii) lim supt→∞ ‖X(t)‖ ∈ (0,∞) a.s., if and only if lim supn→∞ ‖Xh(n)‖ ∈
(0,∞) a.s.
(iii) lim supt→∞ ‖X(t)‖ = +∞ a.s., if and only if lim supn→∞ ‖Xh(n)‖ = +∞
a.s.
We next consider a situation where finiteness conditions on Sh(ǫ) and S
c
h(ǫ)
also coincide, but in which we do not need to have a closed–form expression for∫ b
a
Σ2ij(s) ds. This is the case when t 7→ ‖Σ(t)‖2F is decreasing and σh(n) = Σ(nh).
Theorem 13. Suppose that f obeys (2.2) and (3.12) and suppose that Σ obeys
(2.3). Assume that the sequence ξ obeys Assumption 1, and for h > 0 that f obeys
Assumption 2. Let X be a solution of (2.4) and (Xh, X
⋆
h) is a solution of (2.5).
Then exactly one of the events
{ω : lim
t→∞X(t, ω) = 0},
{ω : 0 < lim sup
t→∞
‖X(t, ω)‖ < +∞, lim inf
t→∞
‖X(t, ω)‖ = 0},
and {ω : lim sup
t→∞
‖X(t, ω)‖ = +∞}
is almost sure, and exactly one of the events
{ω : lim
n→∞
Xh(n, ω) = 0},
{ω : 0 < lim sup
n→∞
‖Xh(n, ω)‖ < +∞, lim inf
n→∞
‖Xh(n, ω)‖ = 0},
and {ω : lim sup
n→∞
‖Xh(n, ω)‖ = +∞}
is almost sure.
If we further suppose that t 7→ ‖Σ(t)‖2F is non–increasing, and σh(n) is given by
(3.18), we have the following equivalences:
(i) limt→∞X(t) = 0 a.s., if and only if limn→∞Xh(n) = 0 a.s.
(ii) lim supt→∞ ‖X(t)‖ ∈ (0,∞) a.s., if and only if lim supn→∞ ‖Xh(n)‖ ∈
(0,∞) a.s.
(iii) lim supt→∞ ‖X(t)‖ = +∞ a.s., if and only if lim supn→∞ ‖Xh(n)‖ = +∞
a.s.
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Proof. Define ϑh(n)
2 =
∫ (n+1)h
nh ‖Σ(t)‖2F dt/h. Since t 7→ ‖Σ(t)‖2F is non–increasing,
for t ∈ [nh, (n + 1)h] we have ‖Σ((n + 1)h)‖2F ≤ ‖Σ(t)‖2F ≤ ‖Σ(nh)‖2F . Therefore
integrating over [nh, (n + 1)h] and using (3.18) we get ‖σh(n + 1)‖F ≤ ϑh(n) ≤
‖σh(n)‖F . For ǫ > 0, as Φ is increasing, we have
1− Φ
(
ǫ
‖σh(n+ 1)‖F
)
≤ 1− Φ
(
ǫ
‖ϑh(n)‖F
)
≤ 1− Φ
(
ǫ
‖σh(n)‖F
)
.
Summing across this inequality and using the definitions (3.2) and (3.17) we get
Sh(ǫ)−
{
1− Φ
(
ǫ
‖σh(0)‖F
)}
≤ S(c)h (ǫ) ≤ Sh(ǫ).
Therefore, for any ǫ > 0, Sh(ǫ) is finite if and only if S
(c)
h (ǫ) is finite.
We now prove the equivalence (i). Suppose that limt→∞X(t) = 0 a.s. Then, as
S
(c)
h (ǫ) must be (i) finite for all ǫ > 0; (ii) infinite for all ǫ > 0; or (iii) finite for all
ǫ > ǫ′ and infinite for all ǫ < ǫ′ for some ǫ′ > 0, it follows from Theorem 11 that
S
(c)
h (ǫ) < +∞ for all ǫ > 0. Therefore, we have that Sh(ǫ) < +∞ for all ǫ > 0.
Theorem 9 now implies that Xh(n)→ 0 as n→∞ a.s.
Conversely, suppose that Xh(n)→ 0 as n→∞ a.s. Since Sh(ǫ) must be (i) finite
for all ǫ > 0; (ii) infinite for all ǫ > 0; or (iii) finite for all ǫ > ǫ′ and infinite for all
ǫ < ǫ′ for some ǫ′ > 0, it follows from Theorem 9 that Sh(ǫ) < +∞ for all ǫ > 0.
Therefore, we have that S
(c)
h (ǫ) < +∞ for all ǫ > 0, and hence by Theorem 11,
X(t)→ 0 as t→∞ a.s., completing the proof of (i).
The proof of the equivalences (ii) and (iii) are similar, and hence omitted. 
The condition that S′h(ǫ) is finite or infinite can be difficult to check. However
we can provide a sufficient condition on which each case of S′h(ǫ) being finite all
the time, sometime finite sometime infinite and infinite all the time is possible
according to whether limt→+∞ ‖σh(n)‖2F logn being zero, non-zero and finite, or
infinite. Therefore the asymptotic behaviour of the solution of (2.5) (and indeed
(2.4)) can be classified completely.
Lemma 4. Define limn→∞ ‖σh(n)‖2F logn = L ∈ [0,∞], then we have the follow-
ing:
(A) If L = 0, then S′h(ǫ) < +∞ for all ǫ > 0;
(B) If L ∈ (0,+∞), then S′h(ǫ) < +∞ for all ǫ > ǫ′ and S′h(ǫ) = +∞ for all
ǫ < ǫ′;
(C) If L = +∞, then S′h(ǫ) = +∞ for all ǫ > 0
Proof. Notice from e.g., [13, Problem 2.9.22], limx→∞(1 − Φ(x))/(x−1e−x2/2) =
1/
√
2π. Therefore we have
lim
x→∞ log(1− Φ(x)) + log x+ x
2/2 = log(1/
√
2π),
hence
lim
x→∞
log(1− Φ(x))
x2/2
= −1.
Let x = ǫ/‖σh(n)‖F →∞ as n→∞, we have
lim
n→∞
log(1 − Φ(ǫ/‖σh(n)‖F ))
ǫ2/2‖σh(n)‖F = −1.
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Moreover,
lim
n→∞
log(1− Φ(ǫ/‖σh(n)‖F ))
logn
= lim
n→∞
log(1− Φ(ǫ/‖σh(n)‖F ))
ǫ2/2‖σh(n)‖F ·
ǫ2/2‖σh(n)‖F
logn
= − ǫ
2
2
lim
n→∞
1
‖σh(n)‖F logn
If L = 0, then
lim
n→∞
log(1 − Φ(ǫ/‖σh(n)‖F ))
logn
→ −∞.
Therefore there exists an N(ǫ), such that for n > N(ǫ)
log(1− Φ(ǫ/‖σh(n)‖F )) < −2 logn
1− Φ(ǫ/‖σh(n)‖F ) ≤ n−2 → 0 as n→∞
This implies that Sh(ǫ) < +∞, which implies S′h(ǫ) < +∞ by Lemma 3 proving
part (A).
If L ∈ (0,+∞), we have
lim
n→∞
log(1− Φ(ǫ/‖σh(n)‖F ))
logn
=
−ǫ2
2L
.
Therefore either ǫ >
√
2L, in which case limn→∞ 1 − Φ(ǫ/‖σh(n)‖F ) = 0, hence
Sh(ǫ) < +∞, and S′h(ǫ) < +∞. Or ǫ <
√
2L, in which case 1 − Φ(ǫ/‖σh(n)‖F )
is not going to zero, hence not summable, therefore Sh(ǫ) = +∞ which implies
S′h(ǫ) = +∞.
Finally, if L = +∞, suppose that Sh(ǫ) < +∞, then
lim
n→∞
log(1− Φ(ǫ/‖σh(n)‖F ))
logn
= 0.
Then for all ǫ > 0, there exists an N(ǫ) > 0 such that
log(1 − Φ(ǫ/‖σh(n)‖F ))
log n
> −1/2
log(1 − Φ(ǫ/‖σh(n)‖F )) > −1/2 logn = logn−1/2
1− Φ(ǫ/‖σh(n)‖F ) > n−1/2 for all n ≥ N(ǫ)
This implies Sh(ǫ) = +∞, which is a contradiction, hence the required result,
completing the proof. 
4. Preliminary Results
In this section, we deduce some simple preliminary facts about (2.5) contingent
on a solution (Xh, X
⋆
h) existing. We also present some results on the asymptotic
behaviour of martingales that will be of utility in the sequel.
4.1. Estimates and representation. In our next result, we obtain a representa-
tion for ‖Xh(n)‖2.
Lemma 5. Suppose (Xh, X
⋆
h) is a solution of (2.5). Then
‖Xh(n)‖2 = ‖Xh(0)‖2 − 2
n∑
i=1
h〈f(X⋆h(i− 1)), X⋆h(i− 1)〉+
n∑
i=1
h‖σh(i− 1)ξ(i)‖2
−
n∑
i=1
h2‖f(X⋆h(i − 1))‖2 +M(n), n ≥ 1, (4.1)
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where
Y (j)(n) = 2
√
h
d∑
k=1
[X⋆h(n)]k[σh(n)]kj , j = 1, . . . , r, n ≥ 1, (4.2)
M(n) =
n∑
i=1
r∑
j=1
Y (j)(i− 1)ξ(j)(i), n ≥ 1. (4.3)
Proof. Notice that with Y (j) as defined in (4.2) and M as defined in (4.3), we have
M(n) =
n∑
i=1
r∑
j=1
(
2
√
h
d∑
k=1
[X⋆h(i− 1)]k[σh(i− 1)]kj
)
ξ(j)(i)
=
n∑
i=1
d∑
k=1
2
√
h[X⋆h(i− 1)]k
r∑
j=1
[σh(i− 1)]kjξ(j)(i)
=
n∑
i=1
d∑
k=1
2
√
h[X⋆h(i− 1)]k[σh(i− 1)ξ(i)]k,
so that M defined by (4.3) obeys
M(n) = 2
√
h
n∑
i=1
〈X⋆h(i− 1), σh(i− 1)ξ(i)〉, n ≥ 1. (4.4)
Next, we rewrite (2.5b) according to Xh(n) = X
⋆
h(n) + hf(X
⋆
h(n)). Then
‖Xh(n)‖2 = ‖X⋆h(n)‖2 + 2h〈f(X⋆h(n)), X⋆h(n)〉+ h2‖f(X⋆h(n))‖2. (4.5)
From (2.5c), for n ≥ 0 we get
‖Xh(n+ 1)‖2 = ‖X⋆h(n)‖2 + h‖σh(n)ξ(n+ 1)‖2 + 2
√
h〈X⋆h(n), σh(n)ξ(n+ 1)〉,
so by using (4.5) we get
‖Xh(n+ 1)‖2 = ‖Xh(n)‖2 − 2h〈f(X⋆h(n)), X⋆h(n)〉 − h2‖f(X⋆h(n))‖2
+ h‖σh(n)ξ(n+ 1)‖2 + 2
√
h〈X⋆h(n), σh(n)ξ(n+ 1)〉. (4.6)
Therefore for n ≥ 1, by summing on both sides, and using (4.4) we have
‖Xh(n)‖2 = ‖Xh(0)‖2 +
n∑
i=1
h
{−2〈f(X⋆h(i − 1)), X⋆h(i− 1)〉+ ‖σh(i− 1)ξ(i)‖2}
−
n∑
i=1
h2‖f(X⋆h(i− 1))‖2 +M(n),
where M is defined in (4.3), as claimed. 
4.2. A result on the asymptotic behaviour of martingales. We prove now
a useful lemma on the asymptotic behaviour of a martingale built from ξ and
sequences adapted to its natural filtration. It is based on a result of Bramson,
Questel and Rosenthal [8, Theorem 1.1].
Lemma 6. Let M = {M(n) : n ≥ 1} be a martingale with respect to the filtration
(F(n))n≥0 of σ–fields on a probability space (Ω,F ,P) such that
M(n) =
n∑
i=1
Y (i), n ≥ 1.
If there exists a constant K ∈ [1,∞) such that
E[Y (n)2|F(n− 1)] ≤ KE[|Y (n)||F(n− 1)]2, a.s. for all n ≥ 1, (4.7)
SSBE PRESERVES ASYMPTOTIC BEHAVIOUR IN SDES 13
then
{ω : lim
n→∞
M(n, ω) exists and is finite}
∪ {ω : lim inf
n→∞
M(n, ω) = −∞, lim sup
n→∞
M(n, ω) = +∞} is an a.s. event (4.8)
We now prove a consequence of Lemma 6.
Lemma 7. Suppose that ξ obeys Assumption 1. Suppose that Y (j) = {Y (j)(n) : n ≥
0} for j = 1, . . . , r are sequences of Fξ(n)–measurable random variables. Define
M = {M(n) : n ≥ 1}
M(n) =
n∑
i=1
r∑
j=1
Y (j)(i− 1)ξ(j)(i), n ≥ 1. (4.9)
Then M obeys (4.8).
Proof of Lemma 7. Define
Y (n) =
r∑
j=1
Y (j)(n− 1)ξ(j)(n), n ≥ 1.
Since Y (j)(n − 1) is Fξ(n − 1) measurable, and ξ obeys Assumption 1, it follows
that
E
[
Y (n)2|Fξ(n− 1)] = r∑
j=1
Y (j)(n− 1)2 =: ς2(n).
Next, we recall that if Z is a normal random variable with mean zero and variance
c2, then
E[|Z|]2 = 1
2π
c2.
Since ξ(j)(n) for j = 1, . . . , r are independent standard normal random variables,
and Y (j)(n− 1) is Fξ(n− 1) measurable, it follows that, conditional on Fξ(n− 1),
Y (n) is normally distributed with zero mean and variance ς2(n). Therefore
E
[|Y (n)||Fξ(n− 1)]2 = 1
2π
ς2(n) =
1
2π
E
[
Y (n)2|Fξ(n− 1)] ,
so (4.7) holds with K = 2π. Therefore all the hypotheses of Lemma 6 apply to M ,
and so we have the claimed conclusion (4.8). 
We employ one other result from the convergence theory of discrete process. It
appears as Lemma 2 in [5].
Lemma 8. Let {Z(n)}n∈N be a non-negative F(n)-measurable process, E|Z(n)| <
∞ for all n ∈ N and
Z(n+ 1) ≤ Z(n) +W (n)− V (n) + ν(n+ 1), n = 0, 1, 2, . . . , (4.10)
where {ν(n)}n∈N is an F(n)-martingale–difference, {W (n)}n∈N, {V (n)}n∈N are
nonnegative F(n)–measurable processes, E|W (n)| < +∞, E|V (n)| < +∞ for all
n ∈ N. Then{
ω :
∞∑
n=1
W (n) < +∞
}
⊆
{
ω :
∞∑
n=1
V (n) < +∞
}⋂
{Z(n)→},
where {Z(n) →} denotes the set of all ω ∈ Ω for which lim
n→∞
Z(n, ω) exists and is
finite.
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4.3. Proof of Lemma 2. For n ≥ 1, we have [Uh(n)]i =
√
h
∑r
j=1[σh(n −
1)]ijξj(n + 1). Hence [Uh(n)]i is normally distributed with mean zero and vari-
ance θi(n)
2 := h
∑r
j=1[σh(n− 1)]2ij . Therefore,
P[|[Uh(n)]i| ≥ ǫ] = 1− Φ
(
ǫ
θi(n)
)
. (4.11)
Define θ2(n) =
∑d
i=1 θi(n)
2 = h‖σh(n − 1)‖2F . Since θ2(n) ≥ θi(n)2 for each
i = 1, . . . , d, we have
d∑
i=1
{
1− Φ
(
ǫ
θi(n)
)}
≤ d
(
1− Φ
(
ǫ
θ(n)
))
.
Suppose, for each n, that Zi(n) for i = 1, . . . , d are independent standard nor-
mal random variables. Define Z(n) = (Z1(n), Z2(n), . . . , Zd(n)) and suppose that
(Z(n))n≥0 are a sequence of independent normal vectors. Define finally
Xi(n) = θi(n)Zi(n), X(n) =
d∑
i=1
Xi(n), n ≥ 0.
Then we have that Xi is a zero mean normal with variance θ
2
i and X is a zero mean
normal with variance θ2. Define Z∗(n) = X(n)/θ(n) is a standard normal random
variable. Therefore we have that
P[|X(n)| > ǫ] = P[|Z∗(n)| ≥ ǫ/θ(n)] = 2P[Z∗(n) ≥ ǫ/θ(n)] = 2
(
1− Φ
(
ǫ
θ(n)
))
.
(4.12)
With Ai(n) = {|Xi(n)| ≤ ǫ/d}, B(n) = {
∑d
i=1 |Xi(n)| ≤ ǫ}, then ∩di=1Ai(n) ⊆
B(n), so
P [|X(n)| > ǫ] ≤ P[B(n)] ≤ P
[
∩di=1Ai(n)
]
= P
[
∪di=1Ai(n)
]
≤
d∑
i=1
P
[
Ai(n)
]
.
Since Xi = θiZi, we have
P [|X(n)| > ǫ] ≤ 2
d∑
i=1
P [Xi(n) ≥ ǫ/d] = 2
d∑
i=1
{
1− Φ
(
ǫ/d
θi(n)
)}
. (4.13)
By (4.12) and (4.13), we get
1− Φ
(
ǫ
θ(n)
)
≤
d∑
i=1
{
1− Φ
(
ǫ/d
θi(n)
)}
. (4.14)
Define ‖Uh(n)‖1 =
∑d
i=1 |[Uh(n)]i| for n ≥ 1. Therefore, as ‖Uh(n)‖1 ≥ |[Uh(n)]i|,
we have that P[‖Uh(n)‖1 ≥ ǫ] ≥ P[|[Uh(n)]i| ≥ ǫ] for each i = 1, . . . , d. Therefore
by (4.11) and (4.14), we have
dP[‖Uh(n)‖1 ≥ ǫ] ≥
d∑
i=1
P[|[Uh(n)]i| ≥ ǫ] =
d∑
i=1
{
1− Φ
(
ǫ
θi(n)
)}
≥ 1−Φ
(
dǫ
θ(n)
)
.
(4.15)
On the other hand, defining Ai(j) = {|[Uh(n)]i| ≤ ǫ/d} and B(j) = {‖Uh(n)‖1 ≤ ǫ},
we see that ∩di=1Ai(n) ⊆ B(n). Then
P[‖Uh(n)‖1 ≥ ǫ] = P[B(n)] ≤ P
[
∩di=1Ai(n)
]
= P
[
∪di=1Ai(n)
]
≤
d∑
i=1
P [|[Uh(n)]i| ≥ ǫ/d] .
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Hence by (4.11) and (4.14) we get
P[‖Uh(n)‖1 ≥ ǫ] ≤
d∑
i=1
P [|[Uh(n)]i| ≥ ǫ/d] =
d∑
i=1
{
1− Φ
(
ǫ/d
θi(n)
)}
≤ d
(
1− Φ
(
ǫ/d
θ(n)
))
. (4.16)
Part (A). Suppose Sh(ǫ) < +∞ for all ǫ > 0. Then, by (4.16) we have that
P[‖Uh(n)‖1 ≥ ǫ] < +∞
and so by the Borel–Cantelli lemma, lim supn→∞ ‖Uh(n)‖1 ≤ ǫ a.s. for each ǫ > 0.
Letting ǫ ↓ 0 through the rational numbers gives limn→∞ Uh(n) = 0 a.s.
Part (B). Suppose Sh(ǫ) = +∞ for all ǫ > 0. Then, by (4.15) we have that
P[‖Uh(n)‖1 ≥ ǫ] = +∞
Since (‖Uh(n)‖1)n≥1 is a sequence of independent random variables, by the Borel–
Cantelli lemma we have that lim supn→∞ ‖Uh(n)‖1 ≥ ǫ a.s. for each ǫ > 0. Letting
ǫ→∞ through the integers gives lim supn→∞ ‖Uh(n)‖ = +∞ a.s.
Part (C). Suppose Sh(ǫ) < +∞ for all ǫ > ǫ′. If ǫ > ǫ′, then by (4.16) we have
∞∑
n=1
P[‖Uh(n)‖1 ≥ dhǫ] ≤
∞∑
n=0
d
(
1− Φ
(
ǫ
‖σh(n)‖F
))
< +∞,
and so lim supn→∞ ‖Uh(n)‖1 ≤ dhǫ′ =: c2, a.s. On the other hand, if ǫ < ǫ′, by
(4.15) we get
∞∑
n=1
P[‖Uh(n)‖1 ≥ hǫ/d] ≥
∞∑
n=0
1
d
{
1− Φ
(
ǫ
‖σh(n)‖F
)}
= +∞.
Therefore, using the Borel–Cantelli lemma and independence of ‖Uh(n)‖1, we have
that lim supn→∞ ‖Uh(n)‖1 ≥ hǫ′/d =: c2, a.s.
5. Proof of Theorem 4
Recall from Lemma 5 that Xh obeys (4.1) with M given by (4.4). Since f obeys
(2.2), this implies that
‖Xh(n)2‖ − ‖Xh(0)‖2 ≤
n∑
i=1
h‖σh(i− 1)ξ(i)‖2 +M(n), n ≥ 1.
We want to prove that lim supn→∞ ‖Xh(n)‖ < +∞, therefore we need to prove that
lim supn→∞
∑n
i=1 h‖σh(i − 1)ξ(i)‖2 < +∞ and lim supn→∞M(n) < +∞. Define
P (n) =
∑n
i=1 h‖σh(i − 1)ξ(i)‖2. Since (P (n))n≥1 is a non–decreasing sequence,
we have that P∞ = limn→∞ P (n) exists a.s. We wish to show that P∞ must be
finite a.s. Suppose to the contrary that there is an event A = {ω : P∞(ω) = ∞}
with P[A] > 0. Then as P∞ is a non–negative random variable, we have that
E[P∞] = +∞. However by Fubini’s Theorem we have
E[P∞] = E
∞∑
i=1
‖σh(i − 1)ξ(i)‖2 =
∞∑
i=1
‖σh(i− 1)‖2F < +∞,
which is a contradiction. Therefore it must be that limn→∞ P (n) = P∞ exists and
is finite a.s. From (4.6) and (2.2) we have
‖Xh(n+ 1)‖2 − ‖Xh(n)‖2 ≤ h‖σh(n)ξ(n+ 1)‖2 + 2
√
h〈X⋆h(n), σh(n)ξ(n+ 1)〉.
(5.1)
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We know that E[‖Xh(0)‖2] < +∞. We wish to prove that E[‖Xh(n)‖2] < +∞ for
each n ∈ N, which we prove by induction. Suppose that E[‖Xh(n)‖2] < +∞. Then,
we get
E[‖Xh(n+ 1)‖2] ≤ E[‖Xh(n)‖2] + E[h‖σh(n)ξ(n+ 1)‖2]
+ 2
√
hE[〈X⋆h(n), σh(n)ξ(n+ 1)〉].
We now compute the second term on the right–hand side. Because X⋆h(n) de-
pends on Xh(n) and is F(n)–measurable, and ξ(n + 1) is F(n + 1)–measurable
and independent of F(n), therefore ξ(n + 1) is independent of X⋆h(n). Moreover
E[‖X⋆h(n)‖] ≤ E[‖Xh(n)‖] <∞ and similarly E[‖ξ(n+ 1)‖2] is finite. We get
E[〈X⋆h(n), σh(n)ξ(n + 1)〉] = E
[
d∑
i=1
[X⋆h(n)]i[σh(n)ξ(n+ 1)]i
]
= E

 d∑
i=1
[X⋆h(n)]i
r∑
j=1
[σh(n)]ijξj(n+ 1)


= E

 r∑
j=1
(
d∑
i=1
[X⋆h(n)]i[σh(n)]ij
)
ξj(n+ 1)


=
r∑
j=1
E
[(
d∑
i=1
[X⋆h(n)]i[σh(n)]ij
)
ξj(n+ 1)
]
.
Since E[‖X⋆h(n)‖2] < +∞ and E[‖ξ(n + 1)‖2] < +∞ and σh is deterministic, it
follows from independence and the fact that E[ξj(n+ 1)] = 0 for all n and j, that
E
[(
d∑
i=1
[X⋆h(n)]i[σh(n)]ij
)
ξj(n+ 1)
]
= E
[
d∑
i=1
[X⋆h(n)]i[σh(n)]ij
]
E[ξj(n+1)] = 0.
Hence
E[〈X⋆h(n), σh(n)ξ(n+ 1)〉] = 0.
Next, we return to P (n) to get
E[‖σh(n)ξ(n+ 1)‖2] = E
d∑
i=1
[σh(n)ξi(n+ 1)]
2
i = E
d∑
i=1

 r∑
j=1
[σh(n)]ijξj(n+ 1)


2
= E
d∑
i=1


r∑
j=1
[σh(n)]
2
ijξ
2
j (n+ 1) +
∑
j
∑
k 6=j
[σh(n)]ijσik(n)ξj(n+ 1)ξk(n+ 1)

 .
By the independence of ξj(n+ 1), ξi(n+ 1) for i 6= j, we have
E[‖σh(n)ξ(n+ 1)‖2] =
d∑
i=1
r∑
j=1
[σh(n)]
2
ij = ‖σh(n)‖2F . (5.2)
Therefore
E[‖Xh(n+ 1)‖2] ≤ E[‖Xh(n)‖2] + h‖σ(n)‖2F < +∞.
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Thus by induction we have E[‖Xh(n+ 1)‖2] < +∞ for all n ∈ N. Now by (5.1) we
get
‖Xh(n)‖2 − ‖Xh(0)‖2 =
n−1∑
j=0
{‖Xh(j + 1)‖2 − ‖Xh(j)‖2}
≤ h
n−1∑
j=0
‖σh(j)ξ(j + 1)‖2 + 2
√
h
n−1∑
j=0
〈X⋆h(j), σh(j)ξ(j + 1)〉
= hP (n) + 2
√
h
n−1∑
j=0
〈X⋆h(j), σh(j)ξ(j + 1)〉.
Because E[‖Xh(n)‖2] < +∞ and E[‖X⋆h(n)‖2] ≤ E[‖Xh(n)‖2], thus E[‖X⋆h(n)‖2] <
+∞ for all. Therefore
M(n) =
n−1∑
j=0
2
√
h〈X⋆h(j), σh(j)ξ(j + 1)〉
is a martingale. Next we compute the quadratic variation of M . To this end, we
may write M according to
M(n) = 2
√
h
n−1∑
j=0
r∑
l=1
Ql(j)ξl(j + 1),
whereQl(j) =
∑d
i=1[X
⋆
h(j)]i[σh(j)]il. ThusM(j+1)−M(j) =2
√
h
∑r
l=1Ql(j)ξl(j+
1). Hence the quadratic variation of M is given by
〈M〉(n) = 4h
n−1∑
j=0
E


(
r∑
l=1
Ql(j)ξl(j + 1)
)2 ∣∣∣∣∣Fj


= 4h
n−1∑
j=0
E[
r∑
l=1
Ql(j)
2ξl(j + 1)
2
+
r∑
m=1
∑
l 6=m
Ql(j)Qm(j)ξl(j + 1)ξm(j + 1)|Fj ]
= 4h
r∑
l=1
Ql(j)
2
E[ξl(j + 1)
2|Fj ]
+
r∑
m=1
∑
l 6=m
Ql(j)Qm(j)E[ξl(j + 1)ξm(j + 1)|Fj]
= 4h
n−1∑
j=0
r∑
l=1
Q2l (j).
Therefore, by using the Cauchy–Schwartz inequality, we obtain the estimate
〈M〉(n) ≤ 4h
n−1∑
j=0
r∑
l=1
{
d∑
i=1
X⋆h(j)
2
i
d∑
i=1
σ2il(j)
}
= 4h
n−1∑
j=0
(
d∑
i=1
X⋆i (j)
2
)
·
r∑
l=1
d∑
i=1
σ2il(j) = 4h
n−1∑
j=0
‖X⋆h(j)‖2‖σh(j)‖2F . (5.3)
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Define the events
A1 = {ω : lim
n→∞
P (n, ω) = P∞ ∈ (0,∞)}, A2 = {ω : lim
n→∞
〈M〉(n) = +∞}.
Suppose that P [A2] > 0. Let A3 = A1 ∩ A2, so that P[A3] > 0. Then a.s. on A3
we have
lim
n→∞
M(n)
〈M〉(n) = 0.
Next suppose that ǫ ∈ (0, 1) is so small that
4ǫh
∞∑
n=1
‖σh(n)‖2F <
1
2
. (5.4)
Thus for every ω ∈ A3 and for every ǫ < 1, there is an N(ω, ǫ) > 1 such that
|M(n, ω)| ≤ ǫ〈M〉(n, ω) for all n ≥ N(ω, ǫ). Therefore for n ≥ N(ω, ǫ) we have
‖Xh(n, ω)‖2 ≤ ‖Xh(0, ω)‖2 + hP (n, ω) +M(n, ω)
≤ ‖Xh(0, ω)‖2 + hP∞(ω) + ǫ〈M〉(n, ω).
Since ‖Xh(n, ω)‖2 ≤ max0≤j≤N(ω,ǫ) ‖Xh(j, ω)‖2 =: X⋆⋆h (ǫ, ω) < +∞ for 0 ≤ n ≤
N(ω, ǫ). Define C1(ǫ, ω) := ‖Xh(0, ω)‖2 + hP∞(ω) + X⋆⋆h (ǫ, ω) which is finite.
Therefore
‖Xh(n, ω)‖2 ≤ C1(ǫ, ω) + ǫ〈M〉(n, ω), n ≥ 1.
We drop the ω–dependence temporarily. Define y(n) = ‖σh(n)‖2F ‖Xh(n)‖2 for
n ≥ 0. Hence by the last inequality and (5.3), we have
y(n) = ‖σh(n)‖2F ‖Xh(n)‖2 ≤ C1(ǫ)‖σh(n)‖2F + 4ǫh‖σh(n)‖2F
n−1∑
j=0
y(j), n ≥ 1,
where we have used the fact that ‖X⋆h(j)‖ ≤ ‖Xh(j)‖2 for all j ≥ 0. Thus for m ≥ 1
we have
m∑
n=1
y(n) ≤ C1(ǫ)
m∑
n=1
‖σh(n)‖2F + 4ǫh
m∑
n=1
‖σh(n)‖2F
n−1∑
j=0
y(j)
≤ C1(ǫ)
m∑
n=1
‖σh(n)‖2F + 4ǫh
m∑
n=1
‖σh(n)‖2F
m∑
j=0
y(j)
≤ C1(ǫ)
∞∑
n=1
‖σh(n)‖2F + 4ǫh
∞∑
n=1
‖σh(n)‖2F

 m∑
j=1
y(j) + y(0)


≤ C(ǫ)
∞∑
n=1
‖σh(n)‖2F +
1
2
m∑
j=1
y(j)
where C(ǫ) = C1(ǫ) + 4ǫh‖Xh(0)‖2‖σh(0)‖2, condition (5.4) was used at the last
step, and the non-negativity and definition of y was used. Hence
∑m
j=1 y(j) ≤
2C(ǫ)
∑∞
n=1 ‖σh(n)‖2 for all m ≥ 1. Thus
∞∑
n=1
‖σh(n)‖2‖Xh(n, ω)‖2 < +∞ for each ω ∈ A3.
This implies limn→∞〈M〉(n, ω) < +∞ for each ω ∈ A3, which is a contradiction.
Therefore we have that P[A2] = 0. Thus we have that
lim
n→∞
〈M〉(n) exists and is a.s. finite
This implies limn→∞M(n) exists and is finite a.s., and so lim supn→∞ ‖Xh(n)‖ <
+∞ a.s.
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Next we show that limn→∞ ‖Xh(n)‖2 =: L ∈ [0,+∞) a.s. To do this we apply
Lemma 8 with Z(n+ 1) := ‖Xh(n+ 1)‖2, Z(n) := ‖Xh(n)‖2, V (n) := 0, W (n) :=
h‖σh(n)ξ(n+1)‖2, ν(n+1) := 2
√
h〈X⋆h(n), σh(n)ξ(n+1)〉. Therefore, by (5.2) we
get E[
∑∞
n=1W (n)] =
∑∞
n=1 h‖σh(n)‖2F < +∞, which implies that
∑∞
n=1W (n) <
+∞ a.s. Therefore, limn→∞ ‖Xh(n)‖2 =: L ∈ [0,∞) a.s. Moreover, as W (n) ≥ 0
it also follows that limn→∞W (n) = 0 a.s., so limn→∞ Uh(n) = 0 a.s.
We are now in a position to prove that Xh(n) → 0 as n → ∞ a.s. Recall
from (7.3) and that Uh(n) → 0 as n → ∞. Since ‖Xh(n)‖ →
√
L as n → ∞,
it follows that ‖X∗h(n)‖ = ‖Xh(n + 1) − Uh(n + 1)‖ →
√
L as n → ∞. Hence
|〈X∗h(n), Uh(n+1)〉| ≤ ‖X∗h(n)‖‖Uh(n+1)‖ → 0 as n→∞. Therefore, rearranging
(7.3) gives
2h〈f(X∗h(n)), X∗h(n)〉+ h2‖f(X∗h(n)‖2
= ‖Xh(n)‖2 − ‖Xh(n+ 1)‖2 + ‖Uh(n+ 1)‖2 + 2〈X∗h(n), Uh(n+ 1)〉
which goes to 0 as n→∞. Thus limn→∞
{
2〈f(X∗h(n)), X∗h(n)〉+ h‖f(X∗h(n)‖2
}
=
0. Next define R : Rd → R by
R(x) = 2〈x, f(x)〉+ h‖f(x)‖2, x ∈ Rd. (5.5)
Then we have R(0) = 0, x 7→ R(x) is continuous, R(x) > 0 for all x 6= 0. Therefore
we have limn→∞R(X∗h(n)) = 0 and limn→∞ ‖Xh(n)‖ =
√
L. Thus
R(X∗h(n)) ≥ inf‖x‖=‖X∗
h
(n)‖
R(x) ≥ 0.
Hence 0 = lim supn→∞R(X
∗
h(n)) ≥ lim supn→∞ inf‖x‖=‖X∗h(n)‖R(x) ≥ 0. There-
fore
lim
n→∞
inf
‖x‖=‖X∗
h
(n)‖
R(x) = 0.
Now define R∗ : R+ → R by R∗(y) = inf‖x‖=y R(x). Since R is continuous, R∗
is continuous. Thus, because limn→∞R∗(‖X∗h(n)‖) = 0 and ‖X∗h(n)‖ →
√
L as
n→∞, we have that
0 = lim
n→∞
R∗(‖X∗h(n)‖) = R∗
(
lim
n→∞
‖X∗h(n)‖
)
= R∗(
√
L).
Thus inf‖x‖=
√
LR(x) = 0. Since R is continuous, there exists X
∗ with ‖X∗‖ = √L
such that R(x∗) = 0, but since R(0) = 0 and R(x) > 0 for all x 6= 0, this forces
x∗ = 0, so L = 0. Hence, limn→∞ ‖Xh(n)‖2 = 0, a.s., as required.
6. Proof of Theorems 5
We start by proving part (A). Suppose that A := {ω : lim supn→∞ ‖Xh(n, ω)‖ <
+∞} is an event with P[A] > 0. Define for ω ∈ A the quantity L(ω) ∈ [0,∞) such
that L(ω) = lim supn→∞ ‖Xh(n, ω)‖. By Lemma 1, we have ‖X⋆h(n)‖ ≤ ‖Xh(n)‖
for all n ≥ 0. Therefore, for every ω ∈ A, we have lim supn→∞ ‖X⋆h(n, ω)‖ ≤ L(ω).
By (2.5c), we have Uh(n+ 1, ω) = Xh(n+ 1, ω)−X⋆h(n, ω). Since Sh(ǫ) = +∞ for
every ǫ > 0, by Lemma 2 the process Uh given by (3.1) obeys lim supn→∞ ‖Uh(n)‖ =
+∞ a.s. Suppose Ω4 is the a.s. event such that Ω4 = {ω : lim supn→∞ ‖Uh(n, ω)‖ =
+∞}. Then A1 = A∩Ω4 is an event with P[A1] > 0. Therefore for ω ∈ A1 we have
+∞ = lim sup
n→∞
‖Uh(n+ 1, ω)‖ = lim sup
n→∞
‖Xh(n+ 1, ω)−X⋆h(n, ω)‖
≤ lim sup
n→∞
‖Xh(n+ 1, ω)‖+ lim sup
n→∞
‖X⋆h(n, ω)‖ ≤ 2L(ω),
a contradiction. Therefore we have that P[A] = 0, which proves part (A).
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For the proof of part (B), because Sh(ǫ) < +∞ for all ǫ > ǫ′ and Sh(ǫ) = +∞
for all ǫ < ǫ′, Lemma 2 implies that the process Uh defined by (3.1) obeys 0 < c1 ≤
lim supn→∞ ‖Uh(n)‖ ≤ c2 < +∞ a.s. for some deterministic c1 and c2. In fact
U∗h(ω) := lim sup
n→∞
‖Uh(n, ω)‖ ∈ [c1, c2].
Therefore, we know that lim supn→∞ ‖Xn(n, ω)‖ > 0 for all ω ∈ Ω1 where Ω1 is an
almost sure event.
Let ω ∈ Ω1. We have that
0 < c′(ω) := lim sup
n→∞
‖Xh(n, ω)‖.
Clearly c′′(ω) := lim supn→∞ ‖X⋆h(n, ω)‖ ≤ c′(ω), where the latter inequality holds
by Lemma 1. We have that c′′(ω) > 0, because if X⋆h(n, ω) → 0 as n → ∞, and f
obeys (2.2), we have
lim
n→∞
Xh(n, ω) = lim
n→∞
X⋆h(n, ω) + f(X
⋆
h(n, ω)) = 0.
By (2.5c), since c′(ω) ≥ c′′(ω), we get
U∗h(ω) = lim sup
n→∞
‖Uh(n+ 1, ω)‖ ≤ lim sup
n→∞
‖Xh(n+ 1, ω)‖+ ‖X⋆h(n, ω)‖
= c′(ω) + c′′(ω) ≤ 2c′(ω).
Therefore c′(ω) ≥ U∗h(ω)/2 ≥ c1/2, as required.
7. Proof of Theorems 6, 7, and 8
7.1. Properties of the data. Before we turn to the proof of Theorem 6 we first
require some auxiliary results concerning the function f .
Lemma 9. Suppose that f ∈ C(Rd);Rd). Suppose Assumption 2 holds. If K > 0
and ‖x‖ > K > 0, then every solution x⋆ of (2.6) obeys ‖x⋆‖ > F−1h (K) > 0,
where
Fh(x) := x+ h sup
‖u‖≤x
‖f(u)‖, x ≥ 0. (7.1)
Proof. Since Fh : [0,∞) → [0,∞) is increasing, F−1h is increasing. Let K > 0 and
define M = F−1h (K) > 0. Since ‖x‖ > K = Fh(M), and x⋆ obeys x = x⋆+hf(x⋆),
we get
K < ‖x‖ = ‖x⋆ + hf(x⋆)‖ ≤ ‖x⋆‖+ h‖f(x⋆)‖
≤ ‖x⋆‖+ h sup
‖u‖≤‖x⋆‖
‖f(u)‖ = Fh(‖x⋆‖).
Thus K < Fh(‖x⋆‖), therefore F−1h (K) < ‖x⋆‖, as required. 
Lemma 10. Suppose that f obeys (2.2). Define f¯ : [0,∞)→ R by
f¯(y) := inf
‖x‖=y
〈x, f(x)〉, (7.2)
and ϕ : [0,∞)→ R by
ϕ(y) = inf
x∈[F−1
h
( 3y
4
), 5y
4
]
f¯(x).
where Fh is defined by (7.1). Then f¯(x) > 0 for all x > 0 and ϕ(x) > 0 for all
x > 0.
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Proof. Since f is continuous, it follows that f¯ is continuous. Also, as Fh is con-
tinuous and invertible, F−1h exists and is continuous, and therefore ϕ is continuous
also. Notice that the continuity of f and the dissipative condition in (2.2) implies
that f¯(y) > 0 for all y > 0. We show also that ϕ(y) > 0 for y > 0. Suppose
to the contrary that ϕ(y) = 0 for some y > 0. Then, as f¯ is continuous, there
exists x ∈ [F−1h (3y4 ), 5y4 ] such that f¯(x) = 0. However, as y > 0, we have that
F−1h (3y/4) > 0, and so this implies that there is x > 0 for which f¯(x) = 0. 
7.2. Asymptotic results. We are now ready to prove the first step of the main
result of this section, which is namely to establish that lim infn→∞ ‖Xh(n)‖ = 0.
Lemma 11. Suppose that (Xh, X
⋆
h) is a solution of (2.5). Suppose that f obeys
(2.2), and that the sequence ξ obeys Assumption 1. If Sh(ǫ) defined by (3.2) obeys
Sh(ǫ) < +∞ for all ǫ > 0, then
{lim inf
n→∞
‖Xh(n)‖ = 0} ∪ { lim
n→∞
‖Xh(n)‖ = +∞} is an a.s. event.
Proof. Using (4.6) together with (3.1) we get
‖Xh(n+ 1)‖2 = ‖Xh(n)‖2 − 2h〈X⋆h(n), f(X⋆h(n))〉 − h2‖f(X⋆h(n))‖2
+ 2〈X⋆h(n), Uh(n+ 1)〉+ ‖Uh(n+ 1)‖2, (7.3)
and therefore
‖Xh(n+ 1)‖2 ≤ ‖Xh(n)‖2 − 2h〈X⋆h(n), f(X⋆h(n))〉
+ 2‖X⋆h(n)‖‖Uh(n+ 1)‖+ ‖Uh(n+ 1)‖2. (7.4)
Suppose that Ω5 is the a.s. event such that Ω5 = {ω : limn→∞ ‖Uh(n, ω)‖ = 0}.
Clearly, we have that either the liminf of ‖Xh(n)‖ is finite or not. Suppose that
there exists a nontrivial event Ω6 such that
Ω6 = {ω : lim inf
n→∞
‖Xh(n, ω)‖ < +∞}.
In order to prove the result, it suffices to show that Ω6 is a.s. the same event as
{ω : lim infn→∞ ‖Xh(n, ω)‖ = +∞}.
In order to do this, we suppose to the contrary that there exists an event A =
{ω ∈ Ω6 : lim infn→∞ ‖Xh(n, ω)‖ = l(ω) ∈ (0,∞)} for which P[A] > 0. The
finiteness of the liminf is a consequence of A being a subset of Ω6. Let A1 = A∩Ω5:
then P[A1] = P[A] > 0. Fix ω ∈ A1. Suppose that lim infn→∞ ‖X⋆h(n, ω)‖ = 0.
Then, because ‖X⋆h(n, ω)‖ ≤ ‖Xh(n, ω)‖ we have that lim infn→∞ ‖Xh(n, ω)‖ =
0, a contradiction. Hence, for every ω ∈ A1 there exists l⋆(ω) > 0 such that
lim infn→∞ ‖X⋆h(n, ω)‖ = l⋆(ω) > 0.
Since l(ω) > 0, we note that ϕ(l(ω)) > 0. Because for each ω ∈ A1 we have
Uh(n+ 1, ω)→ 0 as n→∞, it follows that for every ω ∈ A1 and for every
ǫ ∈
(
0, 1 ∧ 5l(ω)
2
∧ hϕ(l(ω))
5l(ω)
)
,
there is N1(ǫ, ω) ∈ N such that ‖Uh(n+ 1, ω)‖ < ǫ for all n > N1(ǫ, ω). There also
exists N2(ω) ∈ N such that ‖Xh(n, ω)‖ > 3l(ω)/4 for all n ≥ N2(ω).
Now let N3(ǫ, ω) = max(N1(ǫ, ω), N2(ω)). By the definition of the event A ⊇ A1,
it follows for each ω ∈ A1 that there is a finite N4(ǫ, ω) such thatN4(ǫ, ω) = inf{n >
N3(ǫ, ω) : ‖Xh(n, ω)‖ < 5l(ω)/4}. Therefore 3l(ω)/4 < ‖Xh(N4, ω)‖ < 5l(ω)/4.
We now show by induction that our supposition leads us to conclude that
3l(ω)/4 < ‖Xh(n, ω)‖ < 5l(ω)/4 for all n ≥ N4(ǫ, ω). This is certainly true for
n = N4(ǫ, ω). Suppose that it is true for a general n ≥ N4(ǫ, ω). Clearly, as
n ≥ N4(ǫ, ω) > N3(ǫ, ω) ≥ N2(ω), we have 3l(ω)/4 < ‖Xh(n+ 1, ω)‖, so it remains
to establish the upper bound ‖Xh(n+ 1, ω)‖ < 5l(ω)/4.
22 JOHN A. D. APPLEBY, JIAN CHENG, AND ALEXANDRA RODKINA
Since Fh is increasing, by using Lemmas 1 and 9, we get
F−1h (3l(ω)/4) < ‖X⋆h(n, ω)‖ ≤ ‖Xh(n, ω)‖ <
5l(ω)
4
.
Hence
0 < F−1h (3l(ω)/4) < ‖X⋆h(n, ω)‖ <
5l(ω)
4
.
Since f¯ is continuous, for all y2 > y1 > 0, we have
inf
y1≤‖x‖≤y2
〈x, f(x)〉 = inf
y∈[y1,y2]
f¯(y) > 0.
Thus
〈X⋆h(n, ω), f(X⋆h(n, ω))〉 ≥ min
y∈[F−1
h
(3l(ω)/4),5l(ω)/4]
f¯(y) = ϕ(l(ω)) > 0.
We now return to (7.4) to estimate the terms on the righthand side. For
‖X⋆h(n, ω)‖ < 5l(ω)/4, we have
2‖X⋆h(n, ω)‖‖Uh(n+ 1, ω)‖+ ‖Uh(n+ 1, ω)‖2
< 2
5l(ω)
4
ǫ+ ǫ2 <
5l(ω)
2
ǫ+
5l(ω)
2
ǫ = 5l(ω)ǫ.
Therefore
− 2h〈X⋆h(n, ω), f(X⋆h(n, ω))〉+ 2‖X⋆h(N4, ω)‖‖Uh(n+ 1, ω)‖+ ‖Uh(n+ 1, ω)‖2
≤ −2hϕ(l(ω)) + 5l(ω)ǫ < −2hϕ(l(ω)) + 5l(ω)hϕ(l(ω))
5l(ω)
= −hϕ(l(ω)).
Therefore, by (7.4), we obtain ‖Xh(n+1, ω)‖2 ≤ ‖Xh(n, ω)‖2−hϕ(l(ω)) and since
by hypothesis we assume ‖Xh(n, ω)‖ < 5l(ω)/4, we have ‖Xh(n+1, ω)‖ < 5l(ω)/4,
as required. Moreover, scrutiny of the above argument shows that one can equally
prove that
‖Xh(n+ 1, ω)‖2 ≤ ‖Xh(n, ω)‖2 − hϕ(l(ω)), for all n ≥ N4(ǫ, ω).
Therefore for any N ∈ N we have
‖Xh(N4 +N,ω)‖2 ≤ ‖Xh(N4, ω)‖2 −Nhϕ(l(ω)).
In particular, let N be any integer satisfying
N >
2
hϕ(l(ω))
{(
5l(ω)
4
)2
−
(
l(ω)
4
)2}
.
Since 3l(ω)/4 < Xh(n, ω) < 5l(ω)/4 for all n ≥ N4, we get(
3l(ω)
4
)2
≤ ‖Xh(N4 +N,ω)‖2 ≤ ‖Xh(N4, ω)‖2 −Nhϕ(l(ω))
<
(
5l(ω)
4
)2
−Nhϕ(l(ω))
<
(
l(ω)
4
)2
,
which contradicts the original supposition. This proves the desired result. 
We are finally in a position to provide a proof of Theorem 6.
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7.3. Proof of Theorem 6. To prove part (i), by virtue Lemma 11, it suffices to
show on the event Ω7 defined by Ω7 = {ω : lim infn→∞ ‖Xh(n, ω)‖ = 0} (modulo
some null event), we have Xh(n) → 0 as n → ∞. We can assume, without loss of
generality, that Ω7 is an event of positive probability, because, if it is not, Lemma 11
implies the event {limn→∞ ‖Xh(n)‖ = +∞} is a.s., and our claim is trivially true.
Recall also the a.s. event Ω5 defined in Lemma 11, viz.,
Ω5 = {ω : lim
n→∞
Uh(n, ω) = 0}.
By Lemma 10, it follows that the function f¯ defined in (7.2) obeys f¯(y) > 0 for all
y > 0 and by the continuity of f , f¯ is also continuous on [0,∞). Therefore, for any
l > 0 we have that
min
l
32
≤y≤ l
16
f¯(y) > 0. (7.5)
Hence, we may choose an ǫ = ǫ(l) > 0 so small that
2ǫ(l) = 1 ∧ l
32
∧
{
32
10l
2h min
l
32
≤y≤ l
16
f¯(y)
}
. (7.6)
Let ω ∈ Ω8 := Ω5 ∩ Ω7. Therefore, there exists N1(l, ω) ∈ N such that ‖Uh(n +
1, ω)‖ < ǫ(l) for all n > N1(l, ω). Moreover, as lim infn→∞ ‖Xh(n, ω)‖ = 0, it fol-
lows that there exists an integer N2 = N2(l, ω) > N1(l, ω) such that ‖Xh(N2, ω)‖ <
l/16.
Suppose that there exists an integer N3 > N2 such that ‖Xh(n, ω)‖ < l/16 for
n = N2, N2 + 1, . . . , N3, but ‖Xh(N3 + 1, ω)‖ ≥ l/16. By (2.5c) and (3.1) we have
Xh(N3 + 1, ω) = X
⋆
h(N3, ω) + Uh(N3 + 1, ω), and since N3 > N1, we obtain
‖X⋆h(N3, ω)‖ ≥ ‖Xh(N3 + 1, ω)‖ − ‖Uh(N3 + 1, ω)‖ >
l
16
− ǫ > l
32
,
where (7.6) is used at the last step. Now using Lemma 1, we get ‖X⋆h(N3)‖ ≤
‖Xh(N3)‖ < l/16, and so l/32 < ‖X⋆h(N3)‖ < l/16. Therefore by the definition of
f¯ , we have
〈X⋆h(N3), f(X⋆h(N3))〉 ≥ min
l
32
≤y≤ l
16
f¯(y) > 0,
where the last inequality is a consequence of (7.5).
We now insert these estimates into (7.4) to get
‖Xh(N3 + 1, ω)‖2 ≤ ‖Xh(N3, ω)‖2 − 2h〈X⋆h(N3, ω), f(X⋆h(N3, ω))〉
+ 2‖X⋆h(N3, ω)‖‖Uh(N3 + 1, ω)‖+ ‖Uh(N3 + 1, ω)‖2
≤ ‖Xh(N3, ω)‖2 − 2h〈X⋆h(N3, ω), f(X⋆h(N3, ω))〉
+ 2‖X⋆h(N3, ω)‖ǫ(l) + ǫ(l)2
≤
(
l
16
)2
− 2h min
l
32
≤y≤ l
16
f¯(y) + 2
l
16
ǫ(l) + ǫ(l)2
<
(
l
16
)2
− 2h min
l
32
≤y≤ l
16
f¯(y) + 2
l
16
ǫ(l) + ǫ(l)
l
32
=
(
l
16
)2
− 2h min
l
32
≤y≤ l
16
f¯(y) +
5l
32
ǫ(l)
<
(
l
16
)2
,
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where once again (7.5) is used at the last step, and (7.6) has been used throughout.
Therefore, by hypothesis we have(
l
16
)2
≤ ‖Xh(N3 + 1, ω)‖2 <
(
l
16
)2
,
a contradiction. Therefore, it must follow for each ω ∈ Ω8 that for every l > 0 there
exists an integer N2 = N2(l, ω) such that ‖Xh(n, ω)‖ < l/16 for all n ≥ N2(l, ω).
Therefore, we have that Xh(n, ω) → 0 as n → ∞ for all ω ∈ Ω8, and as Ω8 is a.s.,
the first part of the result has been proven.
To prove part (ii), define A = {ω : limn→∞X(n, ω) = 0}. Then P[A] > 0
by hypothesis. By Lemma 1, we have that ‖X⋆h(n)‖ ≤ ‖Xh(n)‖ for all n ≥ 0.
Therefore, for ω ∈ A, we have X⋆h(n, ω)→ 0 as n→∞. By (2.5c), we have that
lim
n→∞Uh(n+ 1, ω) = limn→∞ {Xh(n+ 1, ω)−X
⋆
h(n, ω)} = 0.
Therefore Uh(n) → 0 on a set of positive probability. By Lemma 2, it follows that
Sh(ǫ) < +∞ for all ǫ > 0.
7.4. Proof of Theorem 7. Scrutiny of Theorem 6 shows that we can establish
Theorem 7 provided that the condition (3.11) together with Sh(ǫ) always being
finite implies lim infn→∞ ‖Xh(n)‖ < +∞ a.s. This is the subject of the next result.
Lemma 12. Suppose that (Xh, X
⋆
h) is a solution of (2.5). Suppose that f obeys
(2.2) and (3.11) and that the sequence ξ obeys Assumption 1. If Sh(ǫ) defined by
(3.2) obeys Sh(ǫ) < +∞ for every ǫ > 0, then
lim inf
n→∞
‖Xh(n)‖ < +∞, a.s.
Proof. Suppose to the contrary that
A = {ω : lim inf
n→∞
‖X(n, ω)‖ = +∞}
is an event with P[A] > 0. Since Ω1 = {ω : Uh(n, ω) → 0 as n → ∞} is an a.s.
event, we have that A1 = A ∩ Ω1 obeys P[A1] > 0. Therefore by (3.11) for each
ω ∈ A1, there is an N(ω) ∈ N such that
〈X⋆h(n− 1, ω), f(X⋆h(n− 1, ω))〉 ≥
φ
2
, n ≥ N1(ω).
On the other hand, as Uh(n, ω)→ 0 as n→∞ for each ω ∈ A1, we have that there
is N2(ω) such that
‖Uh(n, ω)‖2 < hφ
4
, n ≥ N2(ω).
Suppose N3(ω) = max(N1(ω), N2(ω)). Then by Lemma 5, we have that ‖Xh‖2
obeys
‖Xh(n)‖2 = ‖Xh(N3)‖2 −
n∑
i=N3+1
h
{
2〈f(X⋆h(i− 1)), X⋆h(i − 1)〉 −
1
h
‖Uh(i)‖2
}
−
n∑
i=N3+1
h2‖f(X⋆h(i− 1))‖2 +M(n)−M(N3), n ≥ N3 + 1.
Since for n ≥ N3(ω) we have
2〈X⋆h(n− 1, ω), f(X⋆h(n− 1, ω))〉 −
1
h
‖Uh(n, ω)‖2 > 3φ
4
,
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we get
‖Xh(n, ω)‖2 ≤ ‖Xh(N3(ω), ω)‖2 − 3φh
4
(n−N3(ω)) +M(n, ω)−M(N3(ω), ω),
n ≥ N3(ω) + 1, ω ∈ A1. (7.7)
Now, recall that M is defined by (4.3) where Y (j) is given by (4.2) for j = 1, . . . , r.
Notice by (4.2) that Y (j)(n) is an Fξ(n)–measurable random variable. Since ξ
obeys Assumption 1, it follows that all the conditions of Lemma 7 hold, and that
the martingale M is in the form of (4.9) in Lemma 7. Therefore, it follows that M
obeys (4.8), so that, if we define
Ωl = {ω : lim
n→∞
M(n, ω) exists and is finite}
and
Ω∞ = {ω : lim inf
n→∞
M(n, ω) = −∞, lim sup
n→∞
M(n, ω) = +∞}
then Ωl∪Ω∞ =: Ω2 is an a.s. event. Since Ω2 is a.s., it follows that either (or both)
of A2 := A1 ∩Ωl and A3 := A1 ∩ Ω∞ are events of positive probability.
Suppose that P[A2] > 0. Then, for each ω ∈ A2 we have that M(n, ω) has a
finite limit (say L(ω)) as n → ∞, and that ‖Xh(n, ω)‖ → ∞ as n → ∞. Taking
the liminf as n→∞ on both sides of (7.7) gives
+∞ = lim inf
n→∞ ‖Xh(n, ω)‖
2
≤ ‖Xh(N3(ω), ω)‖2 −M(N3(ω), ω) + lim inf
n→∞
{
−3φh
4
(n−N3(ω)) +M(n, ω)
}
= −∞,
a contradiction. Therefore, we have P[A2] = 0.
Suppose now that P[A3] > 0. Then, for each ω ∈ A3 it follows from the definition
of A3 that lim infn→∞M(n, ω) = −∞, and that |Xh(n, ω)| → ∞ as n→∞. Taking
the liminf as n→∞ on both sides of (7.7) gives
+∞ = lim inf
n→∞ ‖Xh(n, ω)‖
2
≤ ‖Xh(N3(ω), ω)‖2 −M(N3(ω), ω) + lim inf
n→∞
{
−3φh
4
(n−N3(ω)) +M(n, ω)
}
= −∞,
a contradiction. Therefore, we have P[A3] = 0. Therefore, we have that 0 =
P[A2 ∪ A3] = P[A1 ∩ Ω2] > 0, a contradiction. Hence P[A1] = 0, and so P[A] = 0,
which proves the result. 
7.5. Proof of Theorem 8. To prove this, we first consider the case when σh ∈
ℓ2(N). In this case, Theorem 4 implies that limn→∞Xh(n) = 0, a.s. Therefore, we
concentrate next on the case when σh /∈ ℓ2. An important step to achieve this is to
prove the following lemma.
Lemma 13. Suppose that f obeys (2.2) and (Xh, X
∗
h) is a solution of (2.5). Sup-
pose also that σh /∈ l2(N). Then
lim inf
n→∞
Xh(n) ≤ 0 ≤ lim sup
n→∞
Xh(n), a.s.
Proof. Suppose lim infn→∞Xh(n) > 0 with positive probability. Then there exists
an event A with P[A] > 0, such that
A = {ω : lim inf
n→∞
Xh(n, ω) = X(ω) > 0}.
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For ω ∈ A, set X(ω) := lim infn→∞Xh(n, ω) > 0. Suppose lim infn→∞X⋆h(n, ω) =
0, so that there exists a sequence (nj(ω))
∞
j=1 such that nj(ω) ↑ ∞ as j → ∞ such
that limj→∞X⋆h(nj(ω), ω) = 0. Therefore, as Xh(n, ω) = X
⋆
h(n, ω)+hf(X
⋆
h(n, ω)),
we have that
0 < X(ω) = lim inf
n→∞ X(n, ω) ≤ limj→∞Xh(nj(ω), ω)
= lim
j→∞
{X⋆h(nj(ω), ω) + hf(X⋆h(nj(ω), ω))} = 0,
a contradiction. Hence for each ω ∈ A we have that
lim inf
n→∞
X⋆h(n, ω) =: X
∗(ω) > 0.
Therefore, for each ω ∈ A, there is N∗(ω) ∈ N such that Xh(n, ω) ≥ X(ω)/2 and
X⋆h(n, ω) ≥ X∗(ω)/2 for all n ≥ N∗(ω). Let n ≥ N∗(ω). Since
Xh(n+ 1) = X
⋆
h(n) +
√
hσh(n)ξ(n+ 1) = Xh(n)− hf(X⋆h(n)) +
√
hσh(n)ξ(n+ 1),
we have
Xh(n+ 1, ω) = Xh(N
∗(ω), ω)− h
n∑
j=N∗(ω)
f((X∗h(j, ω)) +
n∑
j=0
√
hσh(j)ξ(j + 1, ω)
−
N∗(ω)−1∑
j=0
√
hσh(j)ξ(j + 1, ω)
≤ Xh(N∗(ω), ω)−
N∗(ω)−1∑
j=0
√
hσh(j)ξ(j + 1, ω) +Mh(n+ 1),
where we have defined the martingale Mh by
Mh(n+ 1) =
n∑
j=0
√
hσh(j)ξ(j + 1), n ≥ 0.
Since σh /∈ ℓ2(N), we have that for a.a. ω ∈ A, lim infn→∞Mh(n + 1, ω) = −∞.
Therefore, we have
0 < lim inf
n→∞
Xh(n+ 1, ω) ≤ −∞ for a.a. ω ∈ A,
a contradiction. Therefore P[A] = 0, so lim infn→∞Xh(n) ≤ 0, a.s. One can
proceed analogously to prove that lim supn→∞Xh(n) ≥ 0 a.s. 
Proof of Theorem 8. Define
A1 = {ω : lim
n→∞
|Xh(n, ω)| = +∞}, A0 = {ω : lim
n→∞
Xh(n, ω) = 0}.
Note that Theorem 6 and the hypothesis Sh(ǫ) < +∞ implies that Ω∗ = A1 ∪ A0
is an a.s. event. Suppose A1 is an event with positive probability. Let
Ω1 = {ω : lim inf
n→∞
Xh(n, ω) ≤ 0, lim sup
n→∞
Xh(n, ω)} ≥ 0}
and Ω2 = {ω : limn→∞
√
hσh(n)ξ(n + 1, ω) = 0}. By Lemma 13, Ω1 is an a.s.
event, and Sh(ǫ) < +∞ for all ǫ > 0 implies that Ω2 is an a.s. event. Define
A2 = A1 ∪ Ω1 ∪Ω2. Then P[A2] = P[A1] > 0.
Next, let ǫ ∈ (0, 1/2). Then for every ω ∈ A2, there exists an N0(ω, ǫ) such that
for all n ≥ N0(ω, ǫ) we have |
√
hσh(n)ξ(n + 1, ω)| < ǫ and |Xn(n, ω)| > 1/ǫ. Since
limn→∞ |Xh(n, ω)| = +∞, lim infn→∞Xh(n, ω) ≤ 0 and lim supn→∞X(n, ω) ≥ 0,
we must have
lim inf
n→∞ Xh(n, ω) = −∞, lim supn→∞ Xh(n, ω) = +∞.
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Therefore as limn→∞ |Xh(n, ω)| = +∞, it follows that there exists N∗(ω, ǫ) >
N0(ω, ǫ) such that
Xh(N
∗(ω, ǫ), ω) < −1
ǫ
, Xh(N
∗(ω, ǫ) + 1, ω) >
1
ǫ
.
Therefore
1
ǫ
< Xh(N
∗(ω, ǫ) + 1, ω) = X∗h(N(ω, ǫ), ω) +
√
hσh(n)ξ(N(ω, ǫ), ω)
≤ X∗h(N(ω, ǫ), ω) + ǫ.
Finally, because Xh(N
∗(ω, ǫ), ω) < −1/ǫ < 0, we have that Xh(N∗(ω, ǫ), ω) ≤
X⋆h(N
∗(ω, ǫ), ω) ≤ 0. Therefore
1
ǫ
≤ X⋆h(N(ω, ǫ), ω) + ǫ ≤ ǫ.
Hence ǫ2 ≥ 1. But ǫ ∈ (0, 1/2), which is a contradiction. Therefore P[A1] = 0 and
so as A0 and A1 are disjoint events we have
1 = P[Ω∗] = P[A1 ∪ A0] = P[A1] + P[A0] = P[A0].
ThusA0 = {ω : limn→∞Xh(n, ω) = 0} is an a.s. event, which finishes the proof. 
8. Proof of Theorem 9
8.1. Proof of parts (C), (A), and limsup in part (B). Part (C) of the Theorem
follows from part (A) of Theorem 5. Part (A) is a consequence of Theorem 7,
because the condition (3.11) on f is implied by (3.12). The lower bound in part
(B) is a consequence of part (B) of Theorem 5. Hence the result holds if we can
establish the upper bound in part (B).
To do this, notice first by part (B) of Lemma 2 that there exists an a.s. event
Ω1 given by Ω1 = {ω : lim supn→∞ ‖Uh(n, ω)‖1 ≤ c2}, where c2 is given by (3.5).
Therefore, there is a deterministic B0 > c2 such that for each ω ∈ Ω1 there is an
N = N(ω) ∈ N such that ‖Uh(n + 1, ω)‖2 ≤ ‖Uh(n + 1, ω)‖1 ≤ B0 for all n ≥ N .
Since f obeys (3.12), we may define
M(B0) = sup{y > 0 : inf‖x‖2≥y
〈x, f(x)〉
‖x‖2 ≤
2B0
h
}.
Define C(B0) = B0 + M(B0). Now suppose that ‖Xh(n, ω)‖2 > C(B0) for all
n ≥ N(ω). Let n ≥ N(ω). By (2.5c) and (3.1), we have ‖X⋆h(n, ω)‖2 ≥ ‖Xh(n +
1, ω)‖2 − ‖Uh(n + 1, ω)‖2 ≥ C(B0) − B0 = M(B0). Hence by the definition of
M(B0) we have
〈X⋆h(n, ω), f(X⋆h(n, ω))〉
‖X⋆h(n, ω)‖2
≥ 2B0
h
.
Therefore by (2.5b) we get
〈X⋆h(n, ω), Xh(n, ω)〉 = ‖X⋆h(n, ω)‖22 + h〈f(X⋆h(n, ω)), X⋆h(n, ω)〉
≥ ‖X⋆h(n, ω)‖22 + h
2B0
h
‖X⋆h(n, ω)‖2.
By the Cauchy–Schwartz inequality,
‖X⋆h(n, ω)‖2‖Xh(n, ω)‖2 ≥ ‖X⋆h(n, ω)‖22 + 2B0‖X⋆h(n, ω)‖2.
Since ‖X⋆h(n, ω)‖ > 0, we have ‖Xh(n, ω)‖2 ≥ ‖X⋆h(n, ω)‖2+2B0, or ‖X⋆h(n, ω)‖2 ≤
‖Xh(n, ω)‖2 − 2B0. Therefore, for n ≥ N by (2.5c) we have
‖Xh(n+ 1, ω)‖2 ≤ ‖X⋆h(n, ω)‖+B0 ≤ ‖Xh(n, ω)‖2 −B0.
Therefore, we have
C(B0) ≤ ‖Xh(N + n, ω)‖2 ≤ ‖Xh(N,ω)‖2 −B0n, n ≥ 0,
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which is a contradiction. Thus, there exists N1 = N1(ω) ≥ N(ω) such that
‖Xh(N1)‖2 ≤ C(B0).
We prove by induction that ‖Xh(n)‖2 ≤ C(B0) for all n ≥ N1. Suppose that
this is true at level n. Suppose that ‖X⋆h(n, ω)‖ > C(B0)−B0. Now by (2.5b) we
get
〈X⋆h(n, ω), Xh(n, ω)〉 = ‖X⋆h(n, ω)‖2 + h〈f(X⋆h(n, ω)), X⋆h(n, ω)〉
≥ ‖X⋆h(n, ω)‖2 + h
2B0
h
‖X⋆h(n, ω)‖.
By the Cauchy–Schwartz inequality,
‖X⋆h(n, ω)‖2‖Xh(n, ω)‖2 ≥ ‖X⋆h(n, ω)‖22 + 2B0‖X⋆h(n, ω)‖2.
Since ‖X⋆h(n, ω)‖ > 0, we have ‖Xh(n, ω)‖2 ≥ ‖X⋆h(n, ω)‖2 + 2B0 > C(B0) + B0.
But C(B0) ≥ ‖Xh(n, ω)‖2 > C(B0) + B0, a contradiction. Hence ‖X⋆h(n, ω)‖ ≤
C(B0)−B0. Therefore by (2.5c), we have
‖Xh(n+ 1, ω)‖2 ≤ ‖X⋆h(n, ω)‖2 +B0 ≤ C(B0),
which proves the claim at level n+1. Therefore we have ‖Xh(n, ω)‖2 ≤ C(B0) for all
n ≥ N1(ω) and all ω ∈ Ω1, which is an a.s. event. Hence lim supn→∞ ‖Xh(n, ω)‖2 ≤
C(B0) for each ω ∈ Ω1. Therefore, we have lim supn→∞ ‖Xh(n)‖2 ≤ c4 a.s., where
c4 := C(B0) is deterministic.
8.2. Proof of liminf in part (B). It remains to prove in the following result.
Lemma 14. Suppose that Sh(ǫ) < +∞ for all ǫ > ǫ′ and Sh(ǫ) = +∞ for all
ǫ < ǫ′. Then
lim inf
n→∞ ‖Xh(n)‖ = 0, a.s.
In order to do this we need first a technical lemma.
Lemma 15. Sh(ǫ) < +∞ for all ǫ > ǫ′ and Sh(ǫ) = +∞ for all ǫ < ǫ′. Then
lim
n→∞
‖σh(n)‖F = 0, (8.1)
and
lim
n→∞
1
n
n−1∑
j=0
‖σh(j − 1)ξ(j)‖2 = 0, a.s. (8.2)
Proof. First, we note that if Sh(ǫ) < +∞ for some ǫ > 0, it follows that
1− Φ
(
ǫ
h‖σh(n)‖F
)
→ 0, as n→∞.
and therefore (8.1) holds. Define
β(n) = ‖σh(n− 1)ξ(n)‖2, n ≥ 1.
Notice that the independence of ξ(n) imply that (β(n))n≥1 is a sequence of inde-
pendent random variables. Using (5.2), we have that
E[β(n)] = E[‖σh(n− 1)ξ(n)‖2] = ‖σh(n− 1)‖2F , n ≥ 1.
Notice from (8.1) that E[β(n)] → 0 as n → ∞. Define β˜(n) = β(n) − E[β(n)] for
n ≥ 1. Then (β˜(n))n≥1 is a sequence of independent zero mean random variables.
We will presently show that
lim
n→∞
E[β(n)4] = 0. (8.3)
Taken together with E[β(n)] → 0 as n → ∞, we see that limn→∞ E[β˜(n)4] = 0, so
that there exists a constant K > 0 for which E[β˜(n)4] ≤ K for all n ≥ 0. Therefore,
by this estimate, and the fact that (β˜(n))n≥1 is a sequence of independent zero
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mean random variables, the version of the strong law of large numbers appearing
in Theorem 7.2 in [20], enables us to conclude that
lim
n→∞
1
n
n∑
j=1
β˜(j) = 0, a.s.
Since E[β(n)]→ 0 as n→∞, we have that
lim
n→∞
1
n
n∑
j=1
β(j) = 0, a.s.
which is precisely (8.2).
It remains to prove (8.3). Since ‖Ax‖2 ≤ ‖A‖F‖x‖2 for any x ∈ Rr and A ∈
R
d×r, we have that
E[β(n)4] = E[‖σh(n− 1)ξ(n)‖82] ≤ E[‖σh(n− 1)‖8F ‖ξ(n)‖82]
= ‖σh(n− 1)‖8FE[‖ξ(n)‖82].
Since (ξ(n))n≥1 are identically and distributed Gaussian vectors with independent
entries (each of which is a standard normal random variable), we have that there is
K1 := E[‖ξ(n)‖82] for all n ≥ 1. Hence E[β(n)4] ≤ K1‖σh(n− 1)‖8F for n ≥ 1. Since
(8.1) holds, we have that E[β(n)4]→ 0 as n→∞, as claimed. 
8.3. Proof of Lemma 14. Recall the representation of ‖Xh‖2 in (4.1) i.e.,
‖Xh(n)‖2 = ‖Xh(0)‖2 − 2
n∑
i=1
h〈f(X⋆h(i− 1)), X⋆h(i− 1)〉+
n∑
i=1
h‖σh(i− 1)ξ(i)‖2
−
n∑
i=1
h2‖f(X⋆h(i − 1))‖2 +M(n), n ≥ 1, (8.4)
where the martingale M defined by (4.2) and (4.3) i.e.,
Y (j)(n) = 2
√
h
d∑
k=1
[X⋆h(n)]k[σh(n)]kj , j = 1, . . . , r, n ≥ 1,
M(n) =
n∑
i=1
r∑
j=1
Y (j)(i − 1)ξ(j)(i), n ≥ 1.
Then M has quadratic variation estimated by (5.3) i.e.,
〈M〉(n) ≤ 4h
n−1∑
j=0
‖X⋆h(j)‖2‖σh(j)‖2F .
Since ‖X∗h(n)‖ is a bounded sequence, and ‖σh(n)‖F → 0 as n→∞, we have that
lim
n→∞
1
n
〈M〉(n) = 0, a.s.
Suppose that A1 = {ω : limn→∞〈M〉(n, ω) = +∞}. Then by the Law of Large
numbers for martingales, we have
lim
n→∞
1
n
M(n, ω) = lim
n→∞
M(n, ω)
〈M〉(n, ω) ·
〈M〉(n, ω)
n
= 0,
for a.a. ω ∈ A1. Suppose that A2 = {ω : limn→∞〈M〉(n, ω) < +∞}. Then
by the martingale convergence theorem we have that limn→∞M(n, ω) is finite for
a.a. ω ∈ A2, so we automatically have limn→∞M(n, ω)/n = 0 for a.a. ω ∈ A2.
Therefore we have that
lim
n→∞
M(n)
n
= 0, a.s. (8.5)
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By Lemma 14 we have that
lim
n→∞
1
n
n∑
i=1
h‖σh(i− 1)ξ(i)‖2 = 0, a.s.
Recalling that n 7→ ‖Xh(n)‖ is a.s. bounded, we can use the last limit, (8.5) and
(8.4) to obtain
lim
n→∞
1
n
n∑
i=1
hR(X⋆h(i− 1)) = 0, a.s. (8.6)
recalling the definition of R from (5.5).
Next, we suppose that A defined by
A = {ω : lim inf
n→∞ ‖Xh(n, ω)‖ > 0}.
is such that P[A] > 0. Let Ω1 = {ω : lim supn→∞ ‖Xh(n, ω)‖ < +∞} and A1 =
A∩Ω1. Then P[A1] = P[A] > 0. Then for each ω ∈ A1, lim infn→∞ ‖X⋆h(n, ω)‖ > 0.
Therefore, using the fact that ‖X⋆h(n)‖ ≤ ‖Xh(n)‖, we see that ‖X⋆h(n, ω)‖ is
bounded for ω ∈ A1 and therefore, for every ω ∈ A1 there is an N(ω) ∈ N and
0 < Xh(ω) ≤ Xh(ω) < +∞ such that
1
2
Xh(ω) ≤ ‖X⋆h(n, ω)‖ ≤ 2Xh(ω), n ≥ N(ω).
Now, we recall that R : Rd → R defined by (5.5) is continuous and obeys R(x) > 0
for all x 6= 0 and R(0) = 0. Therefore, for any 0 < a ≤ b < +∞, we have
inf
a≤‖x‖≤b
R(x) =: Lh(a, b) > 0.
Therefore, for all n ≥ N(ω) we have
R(‖X⋆h(n, ω)‖) ≥ Lh
(
1
2
Xh(ω), 2Xh(ω)
)
=: λh(ω) > 0.
Hence, as R(x) ≥ 0 for all x ≥ 0, we have for n ≥ N(ω) + 1 that
1
n
n∑
i=1
hR(X⋆h(i − 1, ω)) ≥
1
n
n∑
i=N(ω)+1
hR(X⋆h(i− 1, ω))
≥ 1
n
n∑
i=N(ω)+1
hλh(ω) =
1
n
(n−N(ω))hλh(ω).
Therefore, we have for each ω ∈ A1
lim inf
n→∞
1
n
n∑
i=1
hR(X⋆h(i − 1, ω)) ≥ hλh(ω) > 0,
or
lim inf
n→∞
1
n
n∑
i=1
hR(X⋆h(i − 1)) > 0, on A1.
Since P[A1] > 0 this contradicts (8.6), and so we must have P[A1] = 0. Hence we
have that lim infn→∞ ‖Xh(n)‖ = 0 a.s. as claimed.
9. Proof of Theorem 3
We prove the result in two parts. First, we prove everything apart from the limit
inferior in part (B), and then show that
lim inf
n→∞ ‖Yh(n)‖ = 0, a.s.
in case (B), when the solution has already been shown to be bounded.
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9.1. Proof of Theorem 3 apart from liminf in part (B). Part (C) is a direct
consequence of part (A) of Theorem 5. The lower bound in part (B) is an automatic
consequence of part (B) of Theorem 5.
It remains to prove part (A) and the upper bound in part (B). We start by
determining the eigenvalues of C(h). If cC(h) be the characteristic polynomial of
C(h), then we have cC(h)(0) = (−1)d det(C(h)) 6= 0 and
cC(h)(λ) =
1
det(I −Ah) (λh)
dcA
(
λ− 1
λh
)
, λ 6= 0.
Therefore, λA is an eigenvalue of A if and only if λh = 1/(1−λAh) is an eigenvalue
of C(h). Since (3.8) holds, 0 is not an eigenvalue of A, and for every h > 0,
Re(λA) < 0 <
h
2
|λA|2.
This implies that |1 − hλA| < 1, and hence that |λh| < 1 for each eigenvalue of
C(h). Yh obeys
Yh(n) = C(h)
nζ +
n∑
j=1
C(h)n−jUh(j), n ≥ 0.
For part (A), if Sh(ǫ) < +∞ for every ǫ > 0, by Lemma 2, we have that
Uh(n)→ 0 as n→∞. Since all eigenvalues of C(h) are less than unity in modulus,
it follows that
∑n
j=1 C(h)
n−jUh(j) → 0 as n → ∞, proving the result. To prove
the upper bound in part (B), we note that for every ǫ ∈ (0, (1− ρ(C(h)))/2), there
is a norm ‖ · ‖N such that
‖C(h)kx‖N ≤ ‖C(h)k‖N‖x‖N ≤ (ρ(C(h)) + ǫ)k‖x‖N for all k ≥ 0 and all x ∈ Rd.
Hence we have
‖Yh(n)‖N ≤ (ρ(C(h)) + ǫ)n‖ζ‖N +
n∑
j=1
(ρ(C(h)) + ǫ)n−j‖Uh(j)‖N .
Therefore taking limits and using the fact that there is a c > 0 such that ‖x‖N ≤
c‖x‖1 for all x ∈ Rd, we obtain
lim sup
n→∞
‖Yh(n)‖N ≤ 1
1− (ρ(C(h)) + ǫ)c lim supn→∞ ‖Uh(n)‖1.
By part (C) of Lemma 2, the righthand side is deterministic and finite, so the upper
bound in part (B) has been established.
9.2. Proof of zero liminf and average in case (B). We start by recalling a
result of which may be found in e.g., Rugh [17].
Lemma 16. Let C be a d× d real matrix. If all the eigenvalues of C lie within the
unit disc in the complex plane, then there exists a positive definite d×d real matrix
M such that
CTMC −M = −Id.
Conversely, the existence of a positive definite M implies that all the eigenvalues
of C lie inside the unit disc in the complex plane.
We will have achieved our goal once we have shown the following result.
Lemma 17. Suppose that the matrix A obeys (3.8) and that there exists ǫ′ > 0
such that Sh(ǫ) defined by (3.2) obeys Sh(ǫ) < +∞ for all ǫ > ǫ′ and Sh(ǫ) = +∞
for all ǫ < ǫ′. Then
lim inf
n→∞
‖Yh(n)‖ = 0, lim
n→∞
1
n
n∑
j=1
‖Yh(j)‖2 = 0, a.s.
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Proof. It has been shown above that all the eigenvalues of the matrix C = C(h) lie
inside the unit disc in the complex plane. Therefore, by Lemma 16 there exists a
positive definite matrix M =M(h) such that
C(h)TM(h)C(h)−M(h) = −Id.
Hereinafter, we write M =M(h) and C = C(h).
Define the function V : Rd → R by V (x) = xTMx for x ∈ Rd. We have that
Yh(n+ 1) = CYh(n) + Uh(n+ 1) for n ≥ 0 with Yh(0) = ζ. Therefore, we have
V (Yn(n+ 1))− V (Yh(n)) = −Y T (n)Y (n) + Yh(n)TCTMUh(n+ 1)
+ Uh(n+ 1)
TMCYh(n) + Uh(n+ 1)
TMUh(n+ 1), n ≥ 0.
using CTMC−M = −Id to simplify the first term on the right hand side. We now
simplify the other terms on the right hand side.
Since M is a positive definite matrix, there exists a matrix P such that M =
PPT . Then
Uh(n+ 1)
TMUh(n+ 1) = Uh(n+ 1)
TPPTUh(n+ 1)
= (PTUh(n+ 1))
TPTUh(n+ 1) = ‖PTUh(n+ 1)‖22.
Define k(n+ 1) = Yh(n)
TCTMUh(n+ 1) + Uh(n+ 1)
TMCYh(n) for n ≥ 0. Then
using the fact that M is symmetric and the definition of Uh, we get
k(n+ 1) = (MTCYh(n))
TUh(n+ 1) + Uh(n+ 1)
TMCYh(n)
= (MCYh(n))
TUh(n+ 1) + Uh(n+ 1)
TMCYh(n)
= 2〈MCYh(n), Uh(n+ 1)〉
= 2
√
h〈MCYh(n), σh(n)ξ(n+ 1)〉.
Therefore
k(n+ 1) = 2
√
h
r∑
j=1
(
d∑
i=1
[MCYh(n)]i[σh(n)]ij
)
ξj(n+ 1), n ≥ 0. (9.1)
Hence we have
V (Yh(n+ 1))− V (Yh(n)) = −Y Th (n)Yh(n) + k(n+ 1) + ‖PTUh(n+ 1)‖22, n ≥ 0,
so if we define
K(n) =
n∑
l=1
k(l) =
r∑
j=1
n∑
l=1
(
d∑
i=1
2
√
h[MCYh(l − 1)]i[σh(l − 1)]ij
)
ξj(l), n ≥ 1,
then K is a martingale and
V (Yh(n))− V (ζ) = −
n−1∑
l=0
‖Y (l)‖22 +K(n) +
n−1∑
l=0
‖PTUh(l + 1)‖22, n ≥ 1. (9.2)
We now estimate the asymptotic behaviour of the last two terms on the righthand
side of (9.2). The quadratic variation of K is given by
〈K〉(n) =
n∑
l=1
(
d∑
i=1
2
√
h[MCYh(l − 1)]i[σh(l − 1)]ij
)2
.
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By the Cauchy–Schwartz inequality, we have
〈K〉(n) ≤
n∑
l=1
4h
(
d∑
i=1
[MCYh(l − 1)]2i
d∑
i=1
[σh(l − 1)]2ij
)
≤
n∑
l=1
4h‖MCYh(l − 1)‖2‖σh(l − 1)‖2F .
Since ‖Yh(n)‖ is bounded and ‖σh(n)→ 0 as n→∞ (by Lemma 15) we have that
lim
n→∞
1
n
〈K〉(n) = 0, a.s.
Arguing as in the proof of Lemma 14, we see that
lim
n→∞
1
n
K(n) = 0, a.s. (9.3)
As for the last term on the right hand side of (9.2)
0 ≤ lim sup
n→∞
1
n
n−1∑
l=0
‖PTUh(l + 1)‖22 ≤ ‖PT ‖22 lim sup
n→∞
1
n
n−1∑
l=0
‖Uh(l + 1)‖22 = 0, a.s.
by (8.2) in Lemma 15. Hence
lim
n→∞
1
n
n−1∑
l=0
‖PTUh(l + 1)‖22 = 0, a.s. (9.4)
Since ‖Yh(n)‖ is a.s. bounded, we have V (Yh(n))/n→ 0 as n→∞ a.s. Therefore,
using this limit and (9.4) and (9.3) in (9.2) we get
lim
n→∞
1
n
n−1∑
l=0
‖Yh(l)‖22 = 0, a.s.
This proves the second statement. It also implies that lim infn→∞ ‖Yh(n)‖2 = 0
a.s. for otherwise we would have
lim inf
n→∞
1
n
n−1∑
l=0
‖Yh(l)‖22 > 0 with positive probability,
a contradiction. 
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