INTRODUCTION
In this paper we discuss the problem of finding a profile for the scattering of electromagnetic waves with fixed frequencies. This type of problem is one of the most important and interesting problems arising in mathematical physics and has applications in geophysics, technology, medicine and nondestructive testing (cf. Rfs. [1] [2] [3] [4] [5] . The difficulty in solving such problems is due to two unpleasant facts: They are nonlinear and, more seriously, they fall in a group of problems called ill-posed that is the solution-if it exists at all-does not depend on the data. Many authors suggested methods for overcoming these difficulties. The methods can be broadly divided into two classes: Optimization and iterative methods. In the previous works most algorithms were for TM wave illuminations whereas much less was reported for the most complicated TE case. The TE incident field is complicated compared to the TM case because of the strong nonlinearity and singularity of the kernel of the integral equation. In our work we consider one optimization (the dual space) method and one iterative (the simplified Newton) method. We shall consider the two scattering problems: the TM and the TE polarizations. It is well known that a combination of the two cases improves the quality of reconstruction. Our objective is to implement numerically the two methods to both problems and discuss the advantages and disadvantages in each case. We shall emphasize on the frequency and the type of profiles for the reconstructions. The simplified Newton method we shall develop has many advantages over other iterative methods: It is computationally inexpensive and the forward problem does not need to be solved at each iteration step. We shall compare the results with the implementation of the dual space method for different profiles and frequencies.
STATEMENT OF THE PROBLEM
Consider the scattering of electromagnetic waves in an inhomogeneous medium. The governing Maxwell equations can be reduced to the following two sets of problems :
Problem 2
In the two problems u i (x) = exp(ikx·d) is the incident wave with incident direction d, with |d| = 1, the functions s and q are the refractive indices, k = ω/c 0 is the positive wave number, ω is the frequency and c 0 the sound speed.
We shall assume that m := 1 − q and m := 1 − s are real valued (no absorption) and vanish outside the domain D (describing the scatterer) with a C 2 boundary ∂D.
Problem 1 is referred to as the TM-mode and Problem 2 is called TE-mode. The direct problem corresponding to Problem 1 (resp. Problem 2) is to find u (resp. u and u 0 ) for given s (resp. q), D, k, and d.
We are interested in the inverse problem which is to determine s (resp. q) from the knowledge of the scattered field u s at long distances from inhomogeinities, i.e. the far field pattern u ∞ solution of Problem 1 (resp. Problem 2).
It can be shown (cf. Ref. 1, Thm. 2.5) that the scattered field u s has the asymptotic behavior
In the sequel we shall usex := (cos(θ), sin(θ)), d := (cos(α), sin(α)) and Ω denotes the unit
THE DUAL SPACE METHOD
The DSM is to solve the inverse problem as follows (cf. Ref.
2) and the references therein for details). We assume that we have approximate measurements of the far field pattern for given incident waves and wave directions. In addition, we assume that a number b is a priori known such that the domain D is contained in the interior of B := {x ∈ R 2 : |x| < b}. The method is then divided into two steps. In the first step, from the measured data (u ∞ ), we need to find
for −P ≤ p ≤ P, P ∈ N, where
a is a positive real number assumed to satisfy the conditions: b < a and J l (ka) = 0 for every l, where J l is the Bessel function of order l. Since, in (9), we have expressions that represent far field patterns, we can use Rellich Lemma to show that the scattered field corresponding to the far field on the left hand side is equal to the scattered field of the expression on the right hand side. In particular, for u ∞ being the far field pattern corresponding to Problem 1, setting h p (θ) := g p (θ − π), it is easy to show that equation (9) 
where
and
where (Rh)(φ) :
is the Hankel function of first kind and order p. Similarly, for u ∞ being the far field pattern corresponding to Problem 2, we have that equation (9) 
Now we have the second step. Given the approximated solution of (9), we determine s (resp. q) by minimizing the functional
on ∂B where w p represents w p,1 (resp. w p,2 ).
THE SIMPLIFIED NEWTON METHOD
Using Green identities, we can show that Problem 1 is equivalent to the LippmannSchwinger equation
Similarly Problem 2 is equivalent to
2 is a square that contains D in its interior and Φ(x, y) = i/4H
(1)
is the fundamental solution of the Helmholtz equation. To fix the ideas let us consider Problem 2. The extension of the method to Problem 1 is trivial. Since u = u i + u s , we get
Using (8) we obtain
for some vector functions φ and ψ. From (17), (19) and the definitions of V and W we can write the inverse problem as: Given a (measured) far field pattern f , find m and u such that T (z) = R, where z = (m, u), R = (u i , f ), and T :
The simplified Newton method (SNM) is given by :
for some fixedz and z l := (m l , u l ). By T we mean the Fréchet derivative of T . Since the components of T are bilinear it is easy to see that the Fréchet derivative of T at a point µ :
. Thus the algorithm SNM can be rewritten as z l+1 = z l − µ, where µ is the solution of T (z)(µ) = T (z l ) − R which we rewrite as
Let us write the second equation in the system as a problem of finding p from W (p∇u i ) = g for a known g.
To approximate p, we define (the regularization parameter) N ∈ N such that N ≤ √ 2k, the set
Then for every j ∈ Z N , we can fix the unit vectorsx j and
The algorithm is now
Step 1: Set z 0 = (0, u i ) and l = 0.
Step 2: Set µ := (p, v), where
Step 3 Set l = l + 1, z l+1 = z l − µ and go to Step 2.
NUMERICAL RESULTS
In this section we shall present our numerical results. We shall use synthetic data as follows. For a given wave number k, refractive index s or q, direction d and scatterer D, we solve the direct problem to obtain an approximation of the far field pattern u ∞ . The approximated far field can then be used to try and recover the index of refraction using the algorithms presented in the previous sections. We have used FEM-BEM method for solving the direct problems and FEM for the approximation of the functional in the DSM. For approximating m and m for the SNM algorithm we used an M × M pixels to compute the integrals, where M is a fixed integer. Our numerical results show that we have a convergence problem for SNM when the index is big, especially for the TE case. However SNM can give accurate results for small indices. The wave number does effect the reconstruction since the regularization parameter N depends on k. We have also seen that the TE case needs more iteration than the TM case. This may be due to the nonlinearity of the TE mode.
For small indices the first iteration in SNM (Born approximation) should give a reasonably good approximation. We tried to reconstruct a function s or q which is equal to 0.8 for |x| < π/2 and one otherwise. Using TM polarization, for k = 5.2 we get a relative error of 25% for N = 1, 18% for N = 2 and 5% for N = 7. When k = 10.2 we get an error of 9% for N = 5. The latter result is plotted in Figure 5 . When we use TE polarization the best result is achieved for N = 3 when k = 5.2 ( Figure 6 ) . For N > 3, the bigger we take N the bigger is the error. This suggests that the results are more accurate for the TM case compared to the TE mode.
Let us now consider the DSM. It also depends on the wave number as we shall see later. Here, instead of recovering the index we analyze the behavior of the functional J in the second Step. This is very important since the functional J consists of the necessary information for finding the index. A method for reconstruction is discussed in Ref. 2. It is very slow compared to the SNM algorithm. Our approach here is as follows. For given index (q or s), scatterer D, wave number k we compute the far field pattern. The approximated far field f is then used to compute an approximation of g p by solving the integral equation in the first step of DSM. Given the approximated g p s we compute the functional J in the second step for different qs or ss. So, when we plot J against q or s the minimum should be achieved at the value of q or s used for computing the far field f . For our numerical computation we have always assumed that D is a circle of radius R = 2 for the computation of the far field pattern. In everyone of Figures  1-4 we plotted the functional J against the index for different values of k, k = 2 (top, left), k = 4 (top, right), k = 8 (bottom, left) and k = 16 (bottom, right). Now, let us discuss the results for the two polarizations in details. First consider the TE-mode, i.e. the inverse problem related to Problem 2. In Figure 1 we plotted the functional J against the index q, where q = 20 for |x| < 2 and one otherwise. We see that The bigger we take k the more local minima we have. For small k it is hard to locate the minimum. This suggests that small wave numbers and very big wave numbers may not give a good approximation of the index q. When trying to plot the functional against a smaller index, q = 0.8 for |x| < 2 and one otherwise (Figure 2) , we see that we have the same problem with very big wave numbers.
But small wave numbers give a good minimum. For the TM-mode i.e. the inverse problem related to Problem 1, we have roughly the same scenario like the TE-mode when the index is small (Figure 3 . Here s = 0.5 for |x| < 2 and one otherwise). But when it is plotted against a big s, s = 20 for |x| < 2 and one otherwise, we have local minima for every range of k (Figure 4) . 
CONCLUSION
In this paper we have analyzed two methods (DSM and SNM)for the reconstruction of the refractive index for TE and TM scattering problems. Both methods are sensitive to the choice of the wave number as well as the size of the index to be reconstructed. Our results suggest that, while SNM is a faster algorithm it may lead to unstable solutions for big indices and works better for the TM case than the TE case. DSM works for all sizes of indices in the TE case provided the wave number is appropriately chosen. For the TM case the best results are for small indices.
