Abstract
Introduction
Conditional random fields (CRFs) offer a powerful tool for obtaining a probabilistic formulation for many applications in Computer Vision and related areas [14, 15, 26] . A CRF is defined over a graph G = (V, E), where V denotes a set of vertices and E is the set of edges, which specifies a pairwise relationship between the vertices 1 . The vertices represent discrete random variables Y = {Y 1 , · · · , Y N }. A labelling of a CRF corresponds to a classification of the vertices by assigning a label to each vertex (variable) from a set of labels L = {1, · · · , K}. In other words, a labelling is specified by a binary vector 1 Note that we have assumed a pairwise CRF. However, this assumption is not restrictive since any CRF can be converted to an equivalent pairwise CRF, e.g. using a method similar to the one described in [31] , and efficient inference algorithms are available for many such CRFs [13] . Given some observed data (denoted by x), a CRF models the conditional probability of a labelling y as follows 2 : 
is the partition function. When using the CRF model, there are two main issues that need to be addressed: (i) How to set the value of the parameters θ; and (ii) How to perform inference in order to obtain the optimal labelling, i.e. the labelling with the maximum conditional probability Pr(y|x, θ). The latter issue has received great attention and several inference algorithms have been proposed in the literature (for an overview, see [26] ). However, parameter estimation of a CRF still remains a challenging problem, with considerable progress being made in the past few years. Recent methods for parameter estimation of a CRF can be broadly classified into three categories -maximum likelihood-based methods [12, 21, 25] , large margin based approaches [16, 27, 28] , and other iterative methods [23, 32] . Owing to the intractability of computing the partition function Z(θ) for computer vision applications, maximum likelihood-based methods resort to using approximations, such as pseudo-likelihood [12] , some form of local training [25] , mode of the model distribution [21] , or sampling [19] . While these likelihood approximation methods have shown encouraging results, they can lead to poor accuracy due to noisy estimates, as noted in [21, 25] . Methods using a large margin approach pose parameter estimation as a convex optimization problem. The convex problem is solved iteratively, and each iteration involves performing inference for each training image, which can be computationally expensive. By restricting themselves to a subset of random field models, Taskar et al. [28] and Szummer et al. [27] provide efficient solutions. Other large margin approaches [16] use the structured output regression formulation proposed by [29] . The algorithm employs a cuttingplane method to solve the quadratic optimization algorithm. The model parameters are updated using the most violated constraint (in this case, the labelling with the smallest cost value) in every iteration. Finding the exact most violated constraint is not tractable for random fields commonly encountered in computer vision, and hence approximation algorithms are used. Other iterative based methods are either limited to CRFs with a few hundred nodes, thus impractical for the labelling problems we consider [23] , or require an initial model with pre-set parameters [32] .
In summary, previous methods can lead to poor accuracy due to approximations, or are restricted to a subset of random field models. We aim to address these issues in this paper. To obtain an efficient and accurate learning scheme, we decompose the random field into tree-structured graphs, where each graph comprises of variable Y i and its corresponding Markov blanket, which is set of its neighbours. This decomposition results in a large optimization problem in terms of the number of constraints. We reduce this problem to an equivalent convex problem with a small number of constraints, similar to the approach of [10] . An efficient method to solve it using stochastic gradient descent is then proposed. One of the main advantages of our method is the ease of training, as demonstrated in the experimental results.
Outline of the paper. In Section 2 we present the problem formulation, and briefly review two methods related to our work. Section 3 explains our piecewise large margin approach for parameter learning. Details of the optimization problem and the gradient descent approach are also given here. Implementation details, datasets and experimental results are shown in Section 4. A comparison with other parameter learning methods is also discussed. Section 4.3 presents a few generalizations of our model. Concluding remarks are provided in Section 5.
Preliminaries
We begin by formulating our approach for the CRF parameter estimation problem. The unary and pairwise potentials are as defined in (1) . For example, in case of the image segmentation problem, the feature vectors for a vertex can be functions of the intensity, colour and texture, and those of an edge can be a difference of the feature vectors of the two vertices the edge connects.
Given a set of training data X = {x m , m = 1, · · · , M}, along with their ground truth labels Y = {y m , m = 1, · · · , M}, the problem of parameter estimation is to obtain a value for the parameter θ, such that the model assigns a high probability to the correct labelling and a low one to all possible incorrect labellings. In the context of foreground-background segmentation problem, an element of the training set, x m , corresponds to an image, and the ground truth labels contain binary values representing foreground or background at each pixel. The model is learnt such that we obtain a high probability to the correct segmentation and a low one to all other possible segmentations.
Pseudo-likelihood
The maximum likelihood estimate of the parametersθ (using equation (1)) is given by:
where m indexes over the training images and M denotes the number of training images. Solving this estimation problem for loopy random fields encountered in computer vision is intractable. A common approach is to use pseudo-likelihood [2] to approximate the likelihood to overcome this issue [3, 12] . The estimation problem now becomes:
Here P L(·) is the pseudo-likelihood, and is given by: where
is the local partition function, b is a constant, and N i is the Markov blanket at vertex i, i.e. the set of its neighbours in the random field model. For example, in the 4-neighbourhood case used for CRF based image segmentation, the Markov blanket is the set of 4 pixels-above, below, left of, and right of a pixel i. This problem can be solved by gradient descent like approaches [12] or autoregression [3] . One of the main advantages of using pseudolikelihood is the asymptotic guarantee (i.e. as the size of the data tends to infinity) that its maximum matches that of the original likelihood. However, parameter learning methods using pseudo-likelihood are computationally expensive. Another approach to approximate the likelihood estimation in (3) is to use the piecewise pseudo-likelihood (PWPL) model proposed by Sutton and McCallum [25] . Here, the likelihood is conditioned on all the variables in the factor graph associated with the variable. Figure 1 illustrates the difference between PWPL and pseudo-likelihood models. They show interesting results on linear-chain CRFs. However, it is not clear if this method generalizes to large random field problems, involving millions of variables, commonly occurring in computer vision.
Max-Margin Learning
Taskar et al. [28] proposed an alternative approach to learn the parameters of a random field discriminatively. Consider the logarithm of the probability in equation (1) . It can be re-written according to the notation in [1] as:
where θ = (θ k ; θ kl ) with the operator (;) denoting vector concatenation. The vector y contains the labels of all the variables in the random field, and the matrix F is composed of unary and pairwise features, i.e. h i (x) and ν ij (x). Given a training image 3 (x,ŷ), they maximize the margin of confidence in the true label assignmentŷ over all other assignments y =ŷ. In other words, the goal is to maximize the gain of the true labelsŷ over all the other labels y by solving the following quadratic program:
where the gain depends on the number of misclassified variables, (ŷ, y). This formulation has two advantages: (i) It eliminates the partition function; and (ii) It is similar to the well-known soft-margin optimization problem. However, their iterative optimization involves performing inference to find y at every step of the algorithm, which is computationally intensive.
In our work we combine the benefits of using pseudolikelihood and max-margin learning. We propose a discriminative max-margin piecewise learning using the pseudolikelihood framework. We decompose the random field into distinct pieces (according to pseudo-likelihood), and treat each piece as an individual training sample. We then perform a discriminative learning over these samples and solve it efficiently, as described in the following section.
The Piecewise Model
The pseudo-likelihood term, given by P L(·) in equation (5) , for each vertex i represents a tree-structured graph. We consider each of these graphs as an independent training example to learn the parameters. We denote the energy function on this tree-structured graph for a vertex i in vector form as 4 :
where i is the set of all nodes in the tree-structured graph, θ = (θ k ; θ kl ), ∀k, l ∈ L, and j = {j|j ∈ N i }, the neighbours of the vertex i. The operator (;) denotes vector concatenation. Also, f (i, j, x, y) is a vector formed by concatenating the unary and the pairwise features. The number of possible labellings for each pseudo-likelihood tree structure is |L| Np , where N p is the number of vertices in the tree (5 when using the 4-neighbourhood random field). Among these labellings, one of them is the ground truth labelling, which is referred to as the positive training example. All the other labellings form the negative example set, which is exponentially large. respectively. 3 For simplicity we describe this approach using one training image. It can be easily extended to multiple images easily, e.g. by concatenation. 4 For brevity, we have dropped the index m over training images.
Parameter Learning
The parameter vector θ and the bias b should ideally satisfy the following margin constraints:
This ensures that the parameters discriminate between the positive and negative examples with respect to the quality function E i (·) in equation (9) . The most discriminative parameter vector is obtained by maximizing the margin (which is equivalent to minimizing θ 2 , the L 2 norm of the parameter vector). However, it is not always possible to separate the data by solving this hard-margin optimization problem. It is common to introduce slack variables in such cases [30] . The optimal parameter vector is now learnt by solving the following soft-margin optimization problem:
The tradeoff between the accuracy and regularization of the parameter vector is controlled by the user-defined constant C ≥ 0. The slack variables ξ m + and ξ n − denote the hinge loss for positive and negative examples respectively.
The above convex problem is seemingly easy to solve. However, it cannot be solved efficiently because the inequality (13) specifies |L| Np − 1 constraints for each tree structured training example. An iterative method proposed for the supervised case in [8] approximates this large problem using a small subset of constraints. The algorithm alternates between two steps: (i) Given a current estimate of the parameters, a subset of labellings that maximize θ f n − for each negative example is found using max-sum belief propagation (BP) [17] ; and (ii) Using the subset of labellings obtained in step (i), a new parameter vector and bias are computed. As noted in [10] , this method is susceptible to local minima and is heavily dependent on obtaining a good initial estimate of the parameters. Recently, Kumar et al. [10] proposed an efficient algorithm to obtain the globally optimal solution to this problem. The key step in their approach is reducing the original large problem to an equivalent one with a polynomial number of constraints. We briefly review their main ideas relevant to our work in the next section.
Constraint Reformulation
The main bottleneck in solving problem (11) is the inequality (13) , which specifies an exponential number of constraints (in terms of the number of nodes in the pseudolikelihood graph). For example, using 4-neighbourhood in the stereo matching problem, where it is common to have a label set L composed of 25 disparity labels, each negative image leads to nearly 10 million constraints. The inequality (13) can be reduced to an equivalent set of O(N p |L| 2 ) constraints, where N p is the number of nodes in the pseudolikelihood graph, and |L| is the number of labels [10] . Let t n be an upper bound on the set of values θ f n − . We now reformulate inequality (13) as:
The upper bound t n on the values θ f n − (i, j, x), ∀n, can be specified by a polynomial number of constraints. We define variables S n ij;y i:k using |L| constraints such that,
where j ∈ V p − {i} and k ∈ L. The set of vertices in the pseudo-likelihood graph are denoted by V p . The smallest value of S n ji;y i:k which satisfies the above inequality is the message that j passes to i when performing max-sum BP on the pseudo-likelihood graph with potentials given in (1). Thus, the upper bound is given by:
The inequality (13) can be replaced by inequalities (16) , (17) , and (18) in the soft-margin optimization problem (11) . The original optimization problem is now reformulated as:
The number of constraints can be further reduced if the pairwise features ν ij (x) are restricted to form a Potts model, as shown in [10] . In fact, this is applicable to other commonly used pairwise features such as truncated linear, and truncated quadratic models using the distance transform technique of [7] . The above problem is solved using the dual decomposition method in [10] . We follow an alternative method and solve the problem in the primal itself, as described below. (19) is very similar to the Support Vector Machine (SVM) learning problem. Many methods exist in literature to solve the SVM learning problem. We use a Stochastic Gradient Descent algorithm because of its efficiency [4] . It is an iterative algorithm to solve linear SVMs, where every iteration consists of choosing a random training sample, and updating the weight vector. The iterative updates are chosen according to the method described in [4] . The gradient at every step is computed by performing max-sum BP on the chosen training sample. Note that any other efficient online SVM solver can be used instead of this method. We chose to use this gradient based algorithm owing to its theoretical and empirical advantages when solving max-margin problems similar to (19) . The reader is referred to [18] for a discussion on these advantages.
Stochastic Gradient Descent. The form of the problem

Experimental Results
We evaluated the proposed learning framework on two publicly available datasets, namely man-made structure database [12] and the Middlebury-2005 stereo vision data in [21] . We compare our results with those reported in these papers.
Man-made Structure Database
This dataset contains images of man-made structures, such as houses, cathedrals, buildings. The task is to detect these structures in natural scenes, assign structured or non-structured labels. The training and the test set contain 108 and 129 images respectively. The images are selected from the Corel image database, and are of size 256 × 384 pixels. Each image is divided into non-overlapping 16 × 16 pixel-blocks, and each such block is assigned a ground truth annotation (structured or non-structured) manually. In all, the training set contains 3, 004 structured and 36, 269 nonstructured blocks. We represent each pixel-block as a node in the CRF, thus resulting in a 16 × 24 grid structure.
Feature computation. We use the feature set described in [12] . The unary feature at a node (pixel-block) i (i.e. h i (x)) is computed using pixel windows over the block. Three scales (16 × 16, 32 × 32, and 64 × 64 pixel windows) are used, and in each scale, three moment and two orientation based features are computed. Two features are additionally chosen from these multiscale features using highest peaks from the feature histograms. A 14-dimensional vector is composed by taking the first two moment and orientation based features at each scale, and the two additional 'peak' features. The unary feature vector contains the 14 moment and orientation features, their squares and all their pairwise products. Thus, h i (x) is a 119-dimensional unary feature vector. The pairwise feature vector ν ij (x) is a differ- [12] .
ence of unary feature vectors h i (x) and h j (x). We refer the reader to [12] for more details on the feature computation.
Results. The weight vectors corresponding to the unary and pairwise features have 119-dimensions each. These were learnt using our piecewise model ( §3). The algorithm was run until convergence (on average 120 iterations, depending on the initialization). The unary parameters are used as is, but the pairwise terms are truncated using a common approximation [20] such that graph cut inference is possible [5, 9] . The qualitative results are shown in Figure 2 . It can be observed that our performance is comparable to the state-of-the-art results [12] on this dataset. Table 1 shows a quantitative evaluation of our method in terms of false positive and detection rates. We obtain a similar false positive rate and better detection percentage compared to [12] . However, our approach is computationally efficient. Our training procedure takes 409 seconds to converge compared to 627 seconds of their method. Furthermore, our approach can be easily generalized to multi-class problems, as shown in the following section.
Middlebury-2005 Dataset
This dataset contains 9 stereo pairs (left and right images constitute a pair) in all. The problem is to compute the disparity (or correspondence) between the left and the right image. Since ground truth disparities are not available for three of the pairs (Computer, Drumsticks, Dwarves), they were discarded for this performance evaluation. We used the other images, namely, Art, Books, Dolls, Laun-
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Books Dolls Laundry Moebius Reindeer Average Grid structure in [16] 14 dry, Moebius, Reindeer, in a leave-one-out training framework (i.e. for each stereo pair problem, we train the model on all the other pairs). As noted in [16] , these scenes are more challenging than the previous ones on the Middlebury Stereo Evaluation page [22] . We use the feature set described in [16] . The unary terms are composed of Birchfield-Tomasi matching costs for each disparity label, and the pairwise term is a difference of disparity labels. The number of disparity levels for each image pair is identical to that used in [16] . Inference is performed on the learnt energy function using the α-expansion move making algorithm [6] .
Results. A quantitative evaluation of our method is shown in Table 2 . We perform better than the 'Grid structure' model proposed in [16] . As we do not use long-range edges in our approach, we perform slightly worse than the 'Longrange' model. We believe including these edges in our energy function will significantly improve the results.
Discussion
In the formulation discussed so far, we restricted ourselves to decomposing a CRF into sub-graphs corresponding to the Markov blanket of a single pixel. This is not an inherent limitation of the framework. Any other tree structured sub-graph, including scan-lines, can be solved in the same way. In these case, our approach will efficiently find the most violating constraint using the trick proposed by [10] .
Under our formulation, each Markov blanket (or subgraph) is an individual training exemplar, and a unique slack variable corresponds to each sub-graph, while existing maxmargin approaches treat the entire image as a single exemplar [27] . Of the two approaches, ours should be more robust to errors in data annotation -for example consider the problem of learning models for image segmentation. In these problems [12, 24] , annotation of the training and test set must be done by hand, and it is common to find inaccurate ground truth labelling in large regions of the image, particularly near object boundaries. Such data is often inseparable in these regions, and global approaches such as [27] can only learn a limited amount from these images. By way of contrast, our decomposition of the image into sub-graphs allows us to disregard some of these mislabelled exemplars while learning from the remainder of the image.
Summary
This paper presents a novel method to compute the parameters of a Conditional Random Field model. Our method is: (i) applicable for large random fields commonly used in computer vision; (ii) efficient in terms of memory and computation; and (iii) easily applicable for multi-label problems. We show the effectiveness of our approach on two publicly available datasets. Future work includes extending this model to learn the structure of random fields.
