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We derive formalism for determining 2+J → 2 infinite-volume transition amplitudes from finite-
volume matrix elements. Specifically, we present a relativistic, model-independent relation between
finite-volume matrix elements of external currents and the physically observable infinite-volume
matrix elements involving two-particle asymptotic states. The result presented holds for states
composed of two scalar bosons. These can be identical or non-identical and, in the latter case, can
be either degenerate or non-degenerate. We further accommodate any number of strongly-coupled
two-scalar channels. This formalism will, for example, allow future lattice QCD calculations of the
ρ-meson form factor, in which the unstable nature of the ρ is rigorously accommodated.
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I. INTRODUCTION
Theoretical predictions of hadron structure are entering a new era. The precise determination of form factors for
stable hadronic states is already well underway [1–4] and resonant form factor studies are not far behind. Indeed,
the first lattice QCD (LQCD) calculations of resonant J → 2 and 1 + J → 2 transition processes appeared earlier
this year.1 These studies considered γ? → pipi [5] and γ?pi → pipi [6] transitions. In Ref. [6], the Hadron Spectrum
Collaboration determined the γ?pi → pipi amplitude for a range of energies and for various virtualities of the external
photon. The resulting fit was analytically continued to the ρ-pole, thereby giving a first principles determination of
the γ?pi → ρ form factor. This result illustrates that resonance properties beyond masses and widths can be obtained
from LQCD. Encouraged by the growing progress in this field, we present here the formalism needed to study generic
2 + J → 2 transition processes in LQCD. This will make it possible to determine elastic form factors of resonances
as well as various two-to-two transition amplitudes. Before describing the formalism derived in this work, we briefly
motivate it in the context of LQCD studies of multi-particle observables.
In numerical LQCD the theory is placed in a finite, discretized Euclidean spacetime. For simple observables, such
as single hadron masses and space-like form factors, truncation and discretization of spacetime, together with the
restriction to Euclidean time, have little effect on the extracted observables. For matrix elements of two-or-more-
hadron states, by contrast, these modifications have significant consequences. The first issue is that, in a compactified
spacetime, it is no longer possible to define asymptotic states. Thus the QCD eigenstates which arise in finite- and
infinite-volume are fundamentally different objects. In addition, LQCD calculations can only provide numerical results
for Euclidean correlators with nonzero statistical uncertainties. For such results, the analytic continuation required
to access Minkowski-time transition amplitudes is an ill-posed problem (see for example Ref. [7]).
It turns out that one can overcome these issues in certain cases, by deriving a model-independent relation between
finite- and infinite-volume observables. For example, the finite-volume energy spectrum of two- [8–17] and three-
particles [18–21] can be used to determine, or at least constrain, infinite-volume scattering amplitudes. In the two-
particle sector, this formalism has made it possible to determine scattering amplitudes in channels with resonances
from numerical LQCD [22–35]. By parametrizing and analytically continuing the scattering amplitudes into the
complex energy plane, some of these investigations also offer systematic determinations of resonance pole positions.
The focus of the present work is an observation closely associated with the relation between finite-volume energy
∗e-mail: rbriceno@jlab.org
†e-mail: hansen@kph.uni-mainz.de
1 Throughout this work, n + J → m labels a process with n incoming and m outgoing stable hadrons in the presence of an external
current J .
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FIG. 1: Shown are types of subdiagrams that distinguish 2 + J → 2 from the simpler 1 + J → 2 processes. These include
(a) divergent diagrams associated with intermediate particles going on-shell and (b) two-particle loops with an insertion of the
external current. The latter lead to a new finite-volume function, investigated for the first time in this work. This new object
is defined in Eq. (52) and discussed in detail in Appendix B.
spectra and scattering observables, namely that finite-volume matrix elements can be used to extract infinite-volume
matrix elements with two-particle asymptotic states [5, 12, 13, 15, 16, 36–42]. The latter are referred to throughout
this work as transition amplitudes. In earlier work we have derived the relation needed to map finite-volume matrix
elements to arbitrary 1 + J → 2 processes [41, 42], thereby summarizing and generalizing previous studies on the
topic. It was partly this formalism that made the calculation of the γ?pi → pipi amplitude possible [6]. In this article
we demonstrate how this formalism can be extended to extract 2 + J → 2 transition amplitudes. In the context of
our field theoretic analysis, these transition amplitudes, which we collectively denote W, are defined as the sum of all
infinite-volume Feynman diagrams with four external hadron legs and one external current [see Fig. 4 below].
Although the study of 2 + J → 2 systems bears similarities to that of 1 + J → 2, the former is significantly
more complicated for two reasons. The main sources of complication relative to the earlier analysis are summarized
in Fig. 1. First, the infinite-volume 2 + J → 2 amplitude, W, possesses kinematic singularities that are absent in
1 + J → 2 systems. These are due to diagrams in which a single hadron propagator connects a 2 → 2 scattering
amplitude, which we denote M, with a 1 + J → 1 transition amplitude, labeled w [see Fig. 1(a)]. A divergence
occurs if external kinematics are chosen to put the intermediate propagator on-shell. This divergence has nothing
to do with bound-states but is instead due to the possibility of arbitrarily long lived intermediate states between
physically observable sub-proceses.
The second complication in the finite-volume study of 2 + J → 2 systems is that the summands of finite-volume
loops include terms with two poles that share a common coordinate. These singularities arise from two-particle loops
in which the current couples to one of the two-particles in the loop, possibly injecting energy and momentum [see
Fig. 1(b)]. The new singularity structure leads to a new type of finite-volume function which is absent in studies
of two-particle scattering and 1 + J → 2 transitions. The issues of singularities in the infinite-volume transition
amplitude, W, and new pole structures in the finite-volume loops are in fact closely related. Understanding how to
accommodate these new features is the primary focus of this work.
As the derivation presented in this article is lengthy, we think it helpful to summarize our main result here,∣∣∣〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉∣∣∣2
L
=
1
L6
Tr
[R(Eni ,Pi)WL,df(Pi, Pf , L)R(Enf ,Pf )WL,df(Pf , Pi, L)] , (1)
where |En,P, L〉 labels the finite-volume state with energy and momentum En,P in a cubic, periodic volume with
linear extent L. This relation is only valid if the center of mass (CM) frame energy, E∗2n ≡ E2n − P2, is below the
lowest multi-particle threshold. If this kinematic restriction is satisfied then the equality holds up to exponentially
suppressed corrections of the form e−mL, where m is the physical mass of the lightest scalar in the theory. The trace
here is over the direct product of angular-momentum and channel space, labeled by spherical harmonic indices `,m
and a channel index a. The matrix R(En,P) is the residue of a known function at the pole associated with the
finite-volume state, and is defined in Ref. [42] as well as in Eq. (75) of Sec. IV below.
Suppose now that the finite-volume matrix element on the left-hand side of Eq. (1) has been determined, in a
numerical LQCD calculation or by some other method. If the on-shell scattering amplitude, M, is also known, then
one can determine the residue matrix R, and with these inputs it is possible to constrain the remaining quantity,
WL,df . This in turn can be expressed as a sum of two terms
WL,df(Pf , Pi, L) ≡ Wdf(Pf , Pi) +M(Pf ) [G(L) · w](Pf , Pi) M(Pi) . (2)
The first of these, Wdf(Pf , Pi), is the infinite-volume, divergence-free transition amplitude. This quantity, defined
in Eq. (98) of Sec. V B below, is given by subtracting the long-lived singularities [shown in Fig. 1(a)] from the full
transition-amplitude, W. The second term,M(Pf ) [G(L) ·w](Pf , Pi)M(Pi), encodes the finite-volume effects of the
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FIG. 2: Inputs needed to extract 2 + J → 2 transition amplitudes using this formalism. In the first step one determines
the infinite-volume, divergence-free transition amplitude Wdf . Unlike the full transition amplitude, this quantity is a smooth
function, which can be decomposed in harmonics and truncated at low energies. In a second step the divergence free quantity
is combined with on-shell 1+ J → 1 amplitudes as well as M, to determine the physical observable.
double poles [shown in Fig. 1(b)]. We stress that the difference betweenWL,df and the physically observable transition
amplitude, W, only depends on on-shell 2→ 2 scattering amplitudes and 1+ J → 1 transition amplitudes.
As is common in this type of formalism, the combined angular-momentum and channel space of the matrices in
Eq. (1) is formally infinite dimensional. Thus the result can only be made useful by truncating the infinite-volume
observables to some finite-dimensional subspace. Such a truncation is well motivated at low energies, where the
lowest partial waves are dominant, provided that the quantities in question are smooth functions of their directional
degrees of freedom. This is true for w, M and Wdf , and truncating these leads to simplified, useful expressions,
as we demonstrate in Sec. VI. As we also discuss in that section, truncating W directly is not justified due to the
singularities in that quantity. In Fig. 2 we summarize the information required to extract 2 + J → 2 transition
amplitudes using this formalism.
The relation between finite- and infinite-volume two-to-two matrix elements has already been studied in various
contexts. In Ref. [43], Detmold and Flynn give a relation between finite-volume matrix elements of n-bosons and
infinite-volume low-energy coefficients. This work expands the finite-volume matrix elements in powers of 1/L, keeping
terms through O(1/L5). In Refs. [15, 40] the authors use two different effective field theories (EFTs) to find a relation
between finite-volume matrix elements and infinite-volume observables in the lowest partial wave. This is done to all
orders in the strong interaction but only keeping a finite order of the low-energy coefficients couplings the hadrons
with the given external current. In the present article we present an all-orders, EFT-and-model-independent relation
between finite- and infinite-volume quantities. Furthermore, our result completely encodes the reduction of rotational
symmetry, by accommodating partial wave mixing in accordance with the symmetry group of the system (octahedral
group or little groups thereof). This study also goes beyond earlier derivations by accommodating any number of
two-scalar channels, with identical or non-identical particles which, in the latter case, can be either degenerate or
non-degenerate.
In addition to laying the foundation for the study of matrix elements of hadronic resonances, we envision that this
result will have an impact in extracting other phenomenologically interesting quantities. One prominent example is
related to the parity violating contribution to the two-nucleon scattering amplitude. It has been over half a century
since Lee and Yang first suggested the possibility of parity non-conservation in the weak interaction [44], which was
confirmed expermentially shortly thereafter by Wu et al. [45–49]. Modern day experimental [50–59] and theoretical
[60–64] studies have given attention to parity violating two-nucleon processes, where the strong interactions are most
precisely understood. These include proton-neutron fusion, p+n→ d+γ, and elastic proton scattering, p+p→ p+p.
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FIG. 3: (a) The scattering amplitude, M, is defined as the sum over all on-shell, amputated four-point diagrams. This can be
written in terms of the Bethe-Salpeter kernel (b) and the fully-dressed single body propagator (c). The Bethe-Salpeter kernel
is given by the sum of all amputated four-point diagrams which are two-particle irreducible in the channel carrying the total
energy and momentum. This quantity is useful in the present context because, for the kinematics we consider, the difference
between its finite- and infinite-volume form is exponentially suppressed in the box size. The same is true for the fully dressed
propagator.
There has been a great deal of theoretical progress in parametrizing low-energy parity-violating processes in terms
of parity-conserving scattering parameters and the N +J/P → Npi, Npi+J/P → Npi and NN +J/P → NN transition
amplitudes, with J/P being the parity violating part of the weak hamiltonian.2 The first attempt to study such
processes in LQCD was made by Wasem in Ref. [67], where an exploratory calculation of N → Npi was performed.
This has inspired the CalLat Collaboration to begin efforts to determine all relevant matrix elements directly from
LQCD. Recognizing that two-to-two scattering phase shifts and their derivatives are needed to relate finite- and
infinite-volume matrix elements, CalLat has recently given the first determination of nucleon elastic scattering in
higher partial waves, up to ` = 3 [68]. This study relied on the the two-nucleon finite-volume formalism derived in
Refs. [69, 70].3
A final application of great interest would be the study of two-particle QCD states in fixed background fields.
Recently the NPLQCD collaboration exploited the use of auxiliary fields to determine the np→ dγ cross section [74]
and magnetic moments of light nuclei [75]. This approach used the fact that, at unphysically heavy quark masses, the
ground state of the channels considered are deeply bound and exponentially suppressed finite-size effects can be safely
ignored. In order to use the auxiliary field method for scattering states, and to account for the finite-size effects of
shallow bound states (such as the deuteron), the formalism presented here and subsequent extensions will be needed. 4
The remainder of this article is organized as follows: In the following section we describe the infinite-volume
observables that enter this work. These include the 2 → 2 scattering amplitude, M, the 1 + J → 1 transition
amplitude, w, and the 2 + J → 2 transition amplitude, W. The latter is the key observable that we aim to extract
with this formalism. In this section we also define the divergence free 2+J → 2 transition amplitude, Wdf , in which
the singularities of Fig. 1(a) are removed. In Sec. III we derive two identities needed to analyze the finite-volume
two- and three-point correlators studied in this work. In Sec. IV we use the first of these identities and review how to
express the the finite-volume two-point correlator in terms of infinite-volume quantities and finite-volume kinematic
functions. Then in Sec. V we derive the analogous expression for the three-point correlator and reach our final result,
Eq. (1). In Sec. VI we describe various simplifying limits of our general result and also discuss subduction into
irreducible representations of the finite-volume symmetry groups. We conclude in Sec. VII. In Appendices A and B
we give important details about the finite-volume functions that enter our main result.
2 We point the reader to Refs. [65, 66] for recent reviews on the topic.
3 NPLQCD has also recently performed a thorough study of S-wave nucleon elastic scattering in Ref. [71]. In it the authors expands on
their previous efforts [72, 73], by placing the first constraint of the tensor nuclear force via lattice QCD.
4 In Ref. [76], Detmold and Savage used EFT methods to study two-nucleon states in the presence of an auxiliary field. Combining the
work presented there with this general formalism could lead to an EFT-independent formalism for auxiliary fields in finite volume
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FIG. 4: (a) The 2+J → 2 transition amplitude is defined as the sum of all 2+J → 2 amputated diagrams and can be written
in terms of the (b) 1 + J → 1 transition amplitude, (c) the weak kernel, and the QCD kernels and fully-dressed propagators
defined in Fig. 3.
II. INFINITE VOLUME 2+ J → 2 AMPLITUDES
In this work we present the relation between finite-volume matrix elements of two-particle states and infinite-volume
2 + J → 2 transition amplitudes. We derive this relation using a generic, relativistic, scalar quantum field theory.
Specifically we analyze the low-energy properties of finite-volume correlators in such a theory by summing a skeleton
expansion to all orders in perturbation theory using the techniques developed by Lu¨scher [8, 9] and Kim, Sachrajda,
and Sharpe [12]. The analysis does not require defining a specific Lagrangian or power-counting scheme and is in this
sense very general. We stress that, because we are interested in low-energy correlator properties, we work with fields
that correspond to the low-energy degrees of freedom of the theory. For application to QCD, for example, meson
and hadron fields, rather than quark fields, should be used. In the present article we only consider (pseudo)scalar
particles, so that the applicability within QCD is limited to states composed of QCD-stable (pseudo)scalar mesons.
As we show in Secs. IV and V below, it turns out to be possible to group all finite-volume effects into known kinematic
functions and to express the finite-volume correlator in terms of these functions together with infinite-volume on-shell
observables. The finite-volume correlator can also be expressed in a spectral representation, by inserting a complete
set of finite-volume states between fields. Equating the diagrammatic and spectral representations gives the relation
between finite-volume matrix elements and transition amplitudes that we are after.
The infinite-volume quantities that emerge in our derivation are the on-shell 2 → 2 scattering amplitude, M, the
on-shell 1+ J → 1 transition amplitude, w, and the on-shell, divergence-free 2+ J → 2 transition amplitude, Wdf .
We now explain each of these in some detail.
The scattering amplitude, M, is a standard infinite-volume observable, which can be decomposed into definite
angular-momentum contributions. For a system with N open two-particle channels, each angular-momentum compo-
nent can be expressed in terms of N(N + 1)/2 scattering phase shifts and mixing angles. The scattering amplitude
appears both in the quantization condition for the finite-volume energy spectrum [8–10, 12, 13, 15–17] and in the
relation between finite-volume matrix elements and infinite-volume transition amplitudes. This has already been
demonstrated in studies of 1+ J → 2 [12, 13, 15, 16, 36, 38–42] and 0+ J → 2 [5, 41] transition processes.
In the context of our field-theoretic analysis,M arises as the sum of all infinite-volume, amputated 2→ 2 Feynman
diagrams, evaluated on-shell. This infinite series is organized in a skeleton expansion built from Bethe-Salpeter kernels
connected by pairs of fully-dressed propagators [see Fig. 3]. The Bethe-Salpeter kernels are defined as the sum of all
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FIG. 5: Shown are divergent contributions to the (a) 3 → 3 scattering amplitude and (b) 2 + J → 2 transition amplitudes.
Both of these are associated with an intermediate hadron going on-shell, equivalently propagating for an arbitrarily long time.
For the 2+ J → 2 transition amplitudes, these divergences are only present if the 1+ J → 1 subprocess is possible.
amputated four-point diagrams, which are two-particle irreducible in the s-channel (s-channel 2PI) [see Fig. 3(b)].
Here s = −P 2 refers to the Mandelstam variable. In other words the kernels are two-particle irreducible with respect
to propagator pairs carrying the total energy-momentum. Alternatively, the kernels are defined by Fig. 3(a) directly.
Given that the scattering amplitude on the left-hand side equals the sum of all four-point diagrams, one can infer
which diagrammatic pieces must be included in the kernels. Note that it is only possible to accommodate all topologies
by also using fully-dressed propagators [see Fig. 3 (c)]. The motivation for this expansion is to explicitly display all
intermediate states which can go on-shell, given the restriction that the total energy lies below the lowest three- or
four-particle threshold. In the analysis of the finite-volume correlator, all power-law finite-volume effects are due to
such on-shell intermediate states.
We now turn to the 1+J → 1 transition amplitude, which we denote w. This is given by an infinite-volume matrix
element of an external local current, J , between one-particle states
wa2,b2(Pf − k;Pi − k) ≡ 〈Pf − k, a2|J (0)|Pi − k, b2〉 , (3)
where 〈Pf − k, a2| and |Pi − k, b2〉 are infinite-volume single particle states with the first entry indicating the on-
shell four-momentum and the second indicating particle flavor. These are assumed to have standard relativistic
normalization
〈Pf − k, a2|Pi − k, a2〉 = 2ωa2f (2pi)3δ3(Pf −Pi) , (4)
where ωa2f =
√
(Pf − k)2 +m2a2 is an example of notation used extensively below. The 1 + J → 1 transition
amplitude can also be defined as the sum of all diagrams with one incoming and one outgoing scalar, both amputated,
together with one insertion of the current [see Fig. 4(b)]. In contrast to the 2→ 2 scattering amplitude, this transition
amplitude does not contain any on-shell intermediate states for the kinematics that we consider. For this reason the
difference between the finite- and infinite-volume versions of the 1+ J → 1 amplitude are exponentially suppressed.
The remaining infinite-volume quantities that appear in our formalism are the 2 + J → 2 transition amplitude,
W, together with a subtracted, divergence free transition amplitude, Wdf . The former quantity, W, is a standard
infinite-volume observable which may be expressed as a matrix element
Wab(Pf , p, Pi, k) ≡ 〈Pf , p, a, out|J (0)|Pi, k, b, in〉 . (5)
Here we have introduced |Pi, k, b, in〉 as a two-particle in-state with Pi denoting total four-momentum, k the four-
momentum of the particle with mass mb1 and b denoting particle flavor. Of course both k and Pi−k must be on-shell
four-vectors in this asymptotic state. Similar definitions hold for the two-particle out-state. As with the single particle
states, these are assumed to have standard relativistic normalization. W can also be expressed, in direct analogy to
the scattering amplitude, as the sum of all infinite-volume, on-shell, amputated 2 → 2 Feynman diagrams with a
single insertion of the external current included at all possible locations [see Fig. 4]. As compared toM, the skeleton
expansion for W includes two new functions in addition to the Bethe-Salpeter kernel.
The first of these is the 1+J → 1 transition amplitude discussed above [see Fig. 4(b)]. When used in the skeleton
expansion forW this quantity must be extended to off-shell four-momenta. The second new function in the expansion
for W is an extension of the Bethe-Salpeter kernel, defined as the sum of all 2→ 2, s-channel-2PI diagrams with an
insertion of the external current [see Fig. 4(c)]. We will refer to the latter as the weak Bethe-Salpeter kernel. In EFTs
it is common to replace these kernels with a finite number of low-energy coefficients that are expected to reproduce
the dominant effects of the interactions. The EFT insertions are typically referred to as one- and two-body currents.
In this work, we make no approximation on the functional form of these building blocks. Instead we take them to be
general functions, assuming only that they are smooth and slowly varying.
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FIG. 6: Shown is the diagrammatic definition of the divergence free transition amplitude, Wdf . This is written in terms of the
full transition amplitude, W [defined in Fig. 4(a)], the 1+J → 1 amplitude [defined in Fig. 4(b)] and the scattering amplitude
[defined in Fig. 3(a) and depicted here by the back circles]. The dashed cuts indicate that a simple pole is used in place of the
propagator and that adjacent quantities are evaluated on-shell.
Although the scattering amplitude only has poles when the energy of the particles coincides with a bound state,
the transition amplitude has other kinematic singularities. This is reminiscent of the 3 → 3 scattering amplitude as
discussed in earlier work by one of us [18, 19]. For both the 2+J → 2 and 3→ 3 systems, the physical, infinite-volume
scattering observable is known to diverge at certain kinematics due to arbitrarily long lived intermediate states. For
three-to-three scattering the divergence arises from a diagram with two pairwise scatterings and a single internal
propagator, see Fig. 5(a). If the external kinematics are chosen to put the intermediate propagator on shell then the
amplitude diverges. Similarly, in the case of two-to-two scattering with an external current, the two-to-two amplitude
diverges due to diagrams where the current is attached to an external leg. The divergence occurs when the external
momenta are tuned such that the internal propagator, attached to the current, goes on-shell, see Fig. 5(b).
Also common between the 2+ J → 2 and 3→ 3 systems is that, in each case, the observable of interest includes
physically observable subprocesses. In the case of 3 → 3 scattering this is the 2 → 2 amplitude, and in the case
of 2 + J → 2 it is the 1 + J → 1 subprocesses, as well as the 2 → 2 amplitude. These subprocesses completely
dictate the form of the divergences exhibited in Fig. 5. Thus, by constraining them separately, one can determine
a subtraction which renders the observable of interest finite. Indeed, it turns out that the finite-volume spectrum
directly depends on these finite functions, in which the long range divergences have been subtracted off. In the case
of three-to-three scattering the subtracted quantity introduced in Ref. [18] is denoted Kdf,3 and in the present work
we denote the subtracted 2+ J → 2 amplitude by Wdf . We stress that, since the modifications contain only known
subprocesses with on-shell kinematics, once the infinite-volume, divergence-free quantity is determined, one can add
back in the long-distance piece to obtain the full, model-independent result.
In Fig. 6 we give the diagrammatic definition ofWdf and the explicit form is given in Eq. (98) of Sec. V below. This
turns out to be much more straightforward than the definition of Kdf,3. For W, the only divergences that arise are
those due to the tree-level graph of Fig. 5(b). Thus the subtraction needed to convert W to Wdf is a simple product
of on-shell scattering amplitude M, the 1 + J → 1 transition amplitude, w, and a simple pole. By contrast, the
definition of Kdf,3 involves an integral equation, associated with the need to remove a more complicated singularity
structure in the three-particle analysis.
In the following sections we analyze the finite-volume correlator to show how it can be written in terms of M, w,
Wdf as well as two types of finite-volume functions. We postpone the detailed derivation of this to Sec. V. To arrive
at the final result, we must first understand how to evaluate the momentum sums that arise in the finite-volume
correlators. This is done in Sec. III. In Sec. III A we review the necessary steps for evaluating the standard finite-
volume two-particle loops already studied in Refs. [12]. In Sec. III B we evaluate the new type of loop which arises
from the nonzero values of the 1+J → 1 amplitudes. We arrive at two identities, Eqs. (16) and (54), which are then
applied to reduce the finite-volume correlators.
III. LOOP FUNCTIONS IN FINITE VOLUME
The main result of this work, Eq. (1), follows directly from our analysis of two- and three-point correlation functions
defined in a finite, cubic, spatial volume with periodic boundary conditions. In this section we derive the necessary
tools to rewrite such correlation functions in a useful form. The finite-volume three-point function closely resembles
the infinite-volume transition amplitude, Fig. 4. One can arrive at the finite-volume correlator from the transition
amplitude by evaluating all loops in a finite volume (summing rather than integrating loop momenta) and attaching
interpolating operators to the external legs. A diagrammatic representation of the three-point function is given in
Fig. 7 below. Examining Fig. 4 (or Fig. 7 below) makes clear that we must evaluate two classes of finite-volume loops,
those with and without the 1+ J → 1 subprocess.
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FIG. 7: Shown is the full two-to-two three-point function. The “V” labels explicitly depict that the loops must be evaluated
in a finite volume. The one-particle propagators and Bethe-Salpeter kernel are defined in Fig. 3. The 1 + J → 1 and weak
kernels are defined in Fig. 4. The overlap factors with the source and sink, B† and A respectively, will be defined in Sec. IV.
Defining L to be the linear extent of the spatial volume, we recall that the periodic boundary conditions constrain
the momenta of individual particles to be discretized, satisfying p = 2pin/L, where n ∈ Z3. It is for this reason
that spatial loop momenta are summed rather than integrated. The time-components of all momenta continue to
be integrated since we take the coordinate time direction to have infinite extent. In this section we are interested
in evaluating the difference between finite-volume (summed) and infinite-volume (integrated) two-particle loops. We
will see that the summands arising from such loops result in power law, 1/Ln, corrections to[
1
L3
∑
k
∫ ]
f(k) ≡
[
1
L3
∑
k∈(2pi/L)Z3
−
∫
dk
(2pi)3
]
f(k) . (6)
Generally speaking, if the function f(k) is smooth (infinitely differentiable), one can show that this difference vanishes
for large L faster than any power of L−n. As discussed extensively in the literature, this has an interesting physical
consequence: power-law finite-volume corrections appear only in diagrams where the intermediate particles can go
on-shell. The number of particles that can simultaneously go on-shell depends on the energy of the system as well
as the masses of the asymptotic degrees of freedom. In this work, we restrict our attention to energies where only
two-particle states can go on-shell. Consequently, O(L−n) corrections emerge only from two-particle intermediate
states. In the context of QCD, the neglected exponentially suppressed corrections take the form O(e−mpiL), where
mpi is the pion mass. Thus the formalism derived here can only be applied to systems satisfying mpiL 1.
As already mentioned above, in the analysis of finite-volume two- and three-point correlators there are two classes
of subdiagrams that give rise to power-law corrections. The first correspond to standard two-particle s-channel loops
[see Fig. 8]. This was first studied in Refs. [8–10, 12, 13] and we review the result in Sec. III A. We stress that the
finite-volume loops adjacent to the weak Bethe-Salpeter kernel [defined in Fig. 4(c)] are also accommodated using the
more standard two-particle loops.
The second class of subdiagrams is specific to three-point correlators for systems with 1+J → 1 subprocesses. The
presence of 1+ J → 1 subprocesses in the intermediate loops and the resulting new class of power-law corrections is
the central complication addressed in this work. These effects were first pointed out in Refs. [15, 40]. Unlike in those
references, in Sec. III B we find a parametrization-independent expression for such finite-volume diagrams. Further,
our formalism accommodates any number of two-scalar channels with identical or non-identical particles, which, in
the latter case, can have either degenerate or non-degenerate masses.
A. Loop function without 1+ J → 1 contributions
In this subsection we consider the standard s-channel two-particle loop with no 1+J → 1 subprocesses. With the
exception of minor notational differences, this closely follows the derivation presented in Ref. [12] and also discussed
in our previous works [41, 42]. We are interested here in the difference between finite- and infinite-volume expressions,
which we refer to throughout as the finite-volume residue. We work with the Euclidean metric, p2 = p24 + p
2. With
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+ ...
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1
FIG. 8: As discussed in the text, the difference between the finite- and infinite-volume two-particle loops can be written using
the finite volume matrix F (P,L), Eq. (17), left- and right-multiplied by the on-shell endcaps L and R†.
this convention the free scalar propagator is given by
∆i,free(p) ≡ 1
p2 +m2i
. (7)
We label the fully dressed propagator as ∆(p), with the “free” subscript removed
∆i(k) ≡
∫
d4xe−ikx〈0|TΦi(x)Φ†i (0)|0〉 , (8)
where Φ is the single particle interpolating field. We choose Φ with unit wave-function renormalization so that
∆ and ∆free coincide at the pole. For the energies of interest, the difference between the finite- and infinite-volume
propagators is exponentially suppressed, and we thus use the infinite-volume propagator throughout. To accommodate
any number of two-particle channels, we introduce a channel label, a. Quantities that depends on the channel, will
receive a subscript a. For single-particle quantities we must specify the particle in the given channel. We do so with
the labels a1 and a2. For example, the a1 propagator will be defined as ∆a1(k).
We now proceed to analyze the general sum-integral difference
FL =
Nc∑
a=1
ξa
[
1
L3
∑
k
∫ ]∫
dk4
2pi
La(P, k)∆a1(k)∆a2(P − k)R†a(P, k) , (9)
where ξa is the symmetry factor of the ath channel, equal to 1/2 if the particles are identical and 1 otherwise.
La(P, k) and R†a(P, k) are generic functions which we require to be smooth for total energy below the lowest lying
three- or four-particle threshold. In the following section the Bethe-Salpeter kernel and weak kernels will appear in
place of these functions. Since the endcap functions are smooth, we find that O(L−n) corrections arise only from the
singularity of the single particle propagators.
To identify these power-law contributions, we first perform the integral over k4. We do this by closing the contour
in the upper-half of the complex k4 plane. The closed contour encircles a single particle pole at k4 = iωa1, where
ωa1 =
√
m2a1 +(k)
2, as well as an infinite tower of branch cuts associated with multi-particle states. However, as is
demonstrated in Refs. [8, 9], the contributions from the latter are smooth functions of k and thus result in exponentially
suppressed corrections when one acts with the sum-integral difference. This leaves us with the sum-integral difference
on the single-particle pole
FL =
Nc∑
a=1
ξa
[
1
L3
∑
k
∫ ]
La(P − k, k)∆a2(P − k)
2ωa1
R†a(P, k)
∣∣∣∣
k4=iωa1
. (10)
Next we use the fact that ∆a2(P − k) evaluated at k4 = iωa1 has a single-particle pole of the form
−[2ωa2(E−ωa1−ωa2 + i)]−1 where ωa2 =
√
(P− k)2 +m2a2 and where we have introduced the physical total energy
in the moving frame E = −iP4. Indeed the difference between ∆a2 and this single particle pole is a smooth function
which results in an exponentially suppressed contribution to FL. We reach
FL = −
Nc∑
a=1
ξa
[
1
L3
∑
k
∫ ]
La(P − k, k) 1
2ωa12ωa2(E − ωa1 − ωa2 + i)R
†
a(P − k, k)
∣∣∣∣
k4=iωa1
. (11)
The final step in reducing FL is to replace La(P − k, k) and R†a(P − k, k) with projected forms, in which P − k and
k are both on-shell four-vectors. This is justified because the difference between on- and off-shell values vanishes with
the pole, resulting again in a smooth piece that can be neglected in the sum-integral difference. To define the on-shell
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projection we first introduce k∗a as the spatial part of the four-vector (ω
∗
a1,k
∗
a) which is reached by boosting (ωa1,k)
with boost velocity −P/E. In other words, k∗a is the momentum of particle one in the two-particle CM frame. We
use this new coordinate to define new functions
La(P,k∗a) ≡ La(P − k, k)
∣∣∣∣
k4=iωa1
, R†a(P,k∗a) ≡ R†a(P − k, k)
∣∣∣∣
k4=iωa1
. (12)
The functions only differ in the frame used to define momentum coordinates. We next note that P − k is on-shell if
and only if |k∗a| ≡ k∗a = q∗a where q∗a is defined via
E∗ =
√
q∗2a +m2a1 +
√
q∗2a +m2a2 , (13)
where we have introduced E∗ for the center of mass (CM) frame energy, satisfying E∗2 = E2−P2 = −P 24 −P2 = −P 2.
Thus, the on-shell projection is effected by replacing k∗a → q∗a in Ra and L†a. The resulting functions depend only on
kˆ
∗
a and E
∗ and it is convenient to decompose in spherical-harmonics, defining
La(P, q∗akˆ
∗
a) =
∑
`m
√
4piY`m(kˆ
∗
a)La`m(P ), R†a(P, q∗akˆ
∗
a) =
∑
`m
√
4piY ∗`m(kˆ
∗
a)R†a`m(P ) . (14)
At this stage we encounter a subtlety with the on-shell projection. As we have already stressed, the difference
between the functions La and R†a appearing in Eq. (11) and the on-shell projections of Eq. (14) vanishes for E−ωa1−
ωa2 = 0. As a result no power-law finite-volume effects appear from the one-particle pole in such an on-shell/off-shell
difference. However the on-shell functions of Eq. (14) do have singularities near k∗a = 0, due to the unit-vector varying
rapidly in this region. These singularities, which are unphysical and were introduced by our projection, generate
artificial power-law finite-volume effects if the on-shell functions are directly substituted into Eq. (11). This motivates
us to define a modified on-shell projection
La,on(P,k∗a) ≡
∑
`m
√
4pi
(
k∗a
q∗a
)`
Y`m(kˆ
∗
a)La`m(P ), R†a,on(P,k∗a) ≡
∑
`m
√
4pi
(
k∗a
q∗a
)`
Y ∗`m(kˆ
∗
a)R†a`m(P ) . (15)
We have presented a number of closely related definitions involving La and R†a and so we think it is helpful to
summarize these before giving our final form of FL. To avoid repetition, we describe all steps in terms of La only.
Beginning with La(P − k, k), we first performed the k4 integral and found that only the term with k4 = iωa1 gave
power-law finite-volume effects. In this way one of the two four-vectors in La was put on-shell. We next defined
a coordinate change to introduce La(P,k∗a) in Eq. (12). This put us in position to define the on-shell partial wave
contributions La`m(P ) in Eq. (14). Finally we used these to define La,on in Eq. (15). Only this final quantity has
both desired properties of being everywhere smooth and only depending only on on-shell values of La.
Finally we replace La(P − k, k)R†a(P − k, k) −→ La,on(P,k∗a)R†a,on(P,k∗a) in Eq. (11), and deduce
FL = −La`m(P )Fa`m;a′`′m′(P,L)R†a′`′m′(P ) ≡ −L(P )F (P,L)R†(P ) , (16)
where the matrix elements of F (P,L) are defined as
Fa`m;a′`′m′(P,L) ≡ δaa′ξa
[
1
L3
∑
k
∫ ]
4piY`m(kˆ
∗
a)Y
∗
`′m′(kˆ
∗
a)
2ωa12ωa2(E − ωa1 − ωa2 + i)
(
k∗a
q∗a
)`+`′
. (17)
In Appendix A we give an alternative form of F that is more convenient for numerical evaluation.
B. Loop function with 1+ J → 1 contributions
In this section we evaluate the finite-volume loop with a 1 + J → 1 subprocess. Once again, we are interested in
the difference between the finite- and infinite-volume expressions,
GL ≡
Nc∑
a,b=1
[
1
L3
∑
k
∫ ]∫
dk4
2pi
La(Pf , k)∆a1(k) [∆a2(Pf − k)wa2,b2(Pf − k;Pi − k)∆b2(Pi − k)]R†b(Pi, k) + (1↔ 2),
(18)
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where wa2,b2(Pf −k;Pi−k) will play the role of the 1+J → 1 contributions in the finite-volume correlator analysis of
the next section. We explain the (1↔ 2) contribution in the paragraph after next. Note here that, since the external
current can insert momentum, the incoming and outgoing two-particle states may have different momenta, which we
label Pi and Pf .
Before starting the analysis of GL, we comment here on how the expression given above can be used to efficiently
handle our general set-up with identical or non-identical scalars, possible non-degeneracy in the latter case, and also
with any number of open two-scalar channels. Observe that we have included two channel indices, a and b, to label
separately the two-particle pairs appearing before and after the current. Of course the first particle, labeled a1, is not
attached to the current and therefore cannot change. We will see below that it is convenient to nonetheless think in
terms of two two-particle channels, and to identify a1 = b1 so that labels can be exchanged to simplify expressions.
Further, we require that the set of open channels used here is identical to that used for the simple loops in the previous
subsection. This requires extending w by defining wa2,b2 = 0 for all channels a and b which do not contain a common
particle (or which contain particles that simply do not couple to the current). Similarly we may need to include zeroes
in the channel-space matrices for the Bethe-Salpeter kernel, to accommodate channels that only couple with the weak
current. In short, always using the same (maximal) channel space and setting kernels to zero where necessary greatly
simplifies the expressions that appear.
Along these same lines we note that not all possible cases can be accommodated using only 1+ J → 1 transitions
that couple to the particles labeled a2 and b2. For example, suppose that a given pair of channels a and b have exactly
one particle in common, and therefore only admit a single such transition. Then we are free to label the non-identical
particles a2 and b2. However, when these channels are coupled to a third channel, c, then transitions such as wa1,c1,
wb2,c1 can arise. In addition, even in a two-channel system, if the particles are non-identical but the two channels
are, then separate wa1,b1 and wa2,b2 transitions can arise. The most straightforward way to accommodate all possible
scenarios is to include all four 1 + J → 1 transitions wa1,b1, wa1,b2, wa2,b1, and wa2,b2 and define these to vanish as
required. One subtlety with this approach is that redundant, identical contributions arise in channels with identical
particles. These can be easily removed with symmetry factors, as we show below. In the following we first restrict
attention to channels with a single wa2,b2 coupling. We then show how the remaining terms can be easily included in
our final result, Eq. (54) below.
As in the previous subsection, we first perform the k4 integral and discard the smooth contributions to reach
GL =
Nc∑
a,b=1
[
1
L3
∑
k
∫ ]
1
2ωa1
La(Pf , k) [∆a2(Pf − k)wa2,b2(Pf − k;Pi − k)∆b2(Pi − k)]R†b(Pi, k)
∣∣∣∣
k4=iωa1
. (19)
In order to reduce the remaining expression, we once again use the fact that the poles of the integrand give rise to
all power-law scaling in the sum-integral difference. Unlike Eq. (9), this sum has two poles due to the two remaining
propagators and for this reason it is more difficult to identify how all power-law contributions depend only on on-shell
quantities.
To demonstrate this on-shell dependence nonetheless, we first define on-shell projections of wa2,b2(Pf − k;Pi − k).
This proceeds exactly as in the previous subsection, by first defining a new coordinate system for the 1 + J → 1
amplitude. In contrast to above, however, here we have two frames to choose from. We thus define both (ω∗a1f ,k
∗
af )
and (ω∗b1i,k
∗
bi) by boosting (ωa1,k) by −Pf/Ef and −Pi/Ei respectively. This allows us to introduce
wa2,b2(Pf ,k
∗
af ;Pi,k
∗
bi) ≡ wa2,b2(Pf − k;Pi − k)
∣∣∣∣
k4=iωa1
. (20)
Here we have treated the k dependence in Pf − k differently from that in Pi − k as this will be convenient in the
following steps. Continuing as above, we now define on-shell spherical-harmonic components
wa2,b2(Pf , q
∗
af kˆ
∗
af ;Pi, q
∗
bikˆ
∗
bi) ≡ 4pi
∑
`′,m′,`,m
Y ∗`′m′(kˆ
∗
af ) wa2,b2;`′m′;`m(Pf , Pi) Y`m(kˆ
∗
bi) , (21)
wa2,b2(Pf ,k
∗
af ;Pi, q
∗
bikˆ
∗
bi) ≡
√
4pi
∑
`,m
wa2,b2;off;`m(Pf ,k
∗
af ;Pi) Y`m(kˆ
∗
bi) , (22)
wa2,b2(Pf , q
∗
af kˆ
∗
af ;Pi,k
∗
bi) ≡
√
4pi
∑
`′,m′
Y ∗`′m′(kˆ
∗
af ) wa2,b2;`′m′;off(Pf ;Pi,k
∗
bi) . (23)
Here we have introduced q∗bi and q
∗
af , defined via
E∗i =
√
q∗2bi +m
2
b1 +
√
q∗2bi +m
2
b2 , (24)
E∗f =
√
q∗2af +m
2
a1 +
√
q∗2af +m
2
a2 . (25)
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In Eq. (22) the subscript “off” indicates that the final state is off-shell, whereas in Eq. (23) it refers to the initial
state. All remaining coordinates are on-shell. We comment that these definitions are very similar to those of Eq. (14)
above. The main difference is that we now have two sets of coordinates and have included the possibility that one set
is off shell while the other is on shell and decomposed in harmonics. We are now ready to give the various on-shell
projections which are also smooth near k∗bi,k
∗
af = 0
wa2,b2,on,on = 4pi
∑
`′,m′,`,m
(
k∗af
q∗af
)`′
Y ∗`′m′(kˆ
∗
af ) wa2,b2;`′m′;`m(Pf , Pi) Y`m(kˆ
∗
bi)
(
k∗bi
q∗bi
)`
, (26)
wa2,b2,off,on =
√
4pi
∑
`,m
wa2,b2;off;`m(Pf ,k
∗
af ;Pi) Y`m(kˆ
∗
bi)
(
k∗bi
q∗bi
)`
, (27)
wa2,b2,on,off =
√
4pi
∑
`′,m′
(
k∗af
q∗af
)`′
Y ∗`′m′(kˆ
∗
af ) wa2,b2;`′m′;off(Pf ;Pi,k
∗
bi) . (28)
Here we have included a pair of subscripts drawn from “on” and “off” on each quantity, indicating whether the
incoming and outgoing coordinates are on- or off-shell.
Unlike in the previous subsection, we cannot replace wa2,b2 in Eq. (35) with any of these quantities directly. The
problem is the double pole structure. Here we explain in detail how to circumvent this challenge. We first rewrite the
partially off-shell w as
wa2,b2(Pf − k;Pi − k)
∣∣∣∣
k4=iωa1
= wa2,b2,on,on + [δw]a2,b2,off,on + [wδ]a2,b2,on,off + [δwδ]a2,b2,off,off , (29)
where
[δw]a2,b2,off,on = wa2,b2,off,on − wa2,b2,on,on , (30)
[wδ]a2,b2,on,off = wa2,b2,on,off − wa2,b2,on,on , (31)
[δwδ]a2,b2,off,off = wa2,b2(Pf − k;Pi − k)
∣∣∣∣
k4=iωa1
+ wa2,b2,on,on − wa2,b2,off,on − wa2,b2,on,off . (32)
Similarly we rewrite the endcap functions as
La(Pf , k)
∣∣∣∣
k4=iωa1
= La,on + Lδa,off , (33)
R†b(Pi, k)
∣∣∣∣
k4=iωa1
= R†b,on + δR†b,off . (34)
where La,on and R†b,on are defined in Eq. (15) above and where the definitions of δLa,off and δR†b,off can be trivially
inspected from the preceding equations.
The utility of this notation is that any function with a δ on the left (right) side, vanishes precisely when the pole
on the left (right) diverges. Thus we can rewrite GL as
GL =
Nc∑
a,b=1
[
1
L3
∑
k
∫ ]
1
2ωa1
[L+ Lδ]a [Da2f + Sf ] [w + δw + wδ + δwδ]a2,b2 [Db2i + Si] [R† + δR†]b , (35)
=
Nc∑
a,b=1
[
1
L3
∑
k
∫ ]
1
2ωa1
(
LaDa2fwa2,b2Db2iR†b
+
{
[L+ Lδ]a [Da2f + Sf ] [w + δw]a2,b2 − LaDa2fwa2,b2
}
Db2iR†b
+ LaDa2f
{
[w + wδ]a2,b2 [Db2i + Si] [R† + δR†]b − wa2,b2Db2iR†b
})
,
(36)
where we have introduced
Da2f = − 1
2ωa2f (Ef − ωa1 − ωa2f + i) , Sf ≡ ∆a2(Pf − k)
∣∣
k4=iωa1
−Da2f , (37)
Db2i = − 1
2ωb2i(Ei − ωb1 − ωb2i + i) , Si ≡ ∆b2(Pi − k)
∣∣
k4=iωa1
−Db2i , (38)
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with ωa2f =
√
(Pf − k)2 +m2a2 and ωb2i =
√
(Pi − k)2 +m2b2. Note that Sf and Si are smooth, by construction, in
the vicinity of the single-particle pole.
In Eq. (35) we have simply substituted our definitions and in (36) we have discarded smooth terms and arranged
the remaining terms according to the number and type of poles. We have left the “on” and “off” labels implicit to
reduce clutter, and note that L,R† and w in the above expressions are completely projected on-shell. Similarly the
incoming (right-side) coordinates of δw and the outgoing (left-side) coordinates of wδ are on-shell. Thus, Eq. (36)
makes explicit the fact that poles, together with sum-integral differences, project the neighboring functions on-shell.
We simplify further by rewriting the terms in curly braces in Eq. (36). At this stage we also return to the completely
general case in which all possible 1+J → 1 couplings are included. This means that we sum over wa1b1, wa1b2, wa2b1
and wa2b2, with the understanding that some of these will vanish in most cases. We define
[L∆w]bδdf ≡
Nc∑
a=1
[
La
(
∆a1(Pf − k)wa1,b2,off,on + ∆a2(Pf − k)wa2,b2,off,on
)
− La,on
(
Da1fwa1,b2,on,on +Da2fwa2,b2,on,on
)
+ La
(
∆a1(k − Pi + Pf )wa1,b1,off,on + ∆a2(k − Pi + Pf )wa2,b1,off,on
)
− La,on
(
Da1fwa1,b1,on,on +Da2fwa2,b1,on,on
)]
,
(39)
δdf [w∆R†]a ≡
Nc∑
b=1
[(
wa2,b1,on,off∆b1(Pi − k) + wa2,b2,on,off∆b2(Pi − k)
)
R†b
−
(
wa2,b1,on,onDb1i + wa2,b2,on,onDb2i
)
R†b,on
+
(
wa1,b1,on,off∆b1(k − Pf + Pi) + wa1,b2,on,off∆b2(k − Pf + Pi)
)
R†b
−
(
wa1,b1,on,onDb1i + wa1,b2,on,onDb2i
)
R†b,on
]
,
(40)
where we have introduced
Da1f ≡ − 1
2ωa1f (Ef − ωa1f − ωa2 + i) , (41)
Db1i ≡ − 1
2ωb1i(Ei − ωb1i − ωb2 + i) , (42)
with
ωa2 ≡
√
(Pi − k)2 +m2a2 , ωa1f ≡
√
(Pf −Pi + k)2 +m2a1 , (43)
ωb2 ≡
√
(Pf − k)2 +m2b2 , ωb1i ≡
√
(Pi −Pf + k)2 +m2b1 . (44)
All other terms appearing in Eqs. (39) and (40) can be obtained by switching the labels associated with the particle
coupling to the external current with that of the spectator. For example Db2i is defined as
Db2i ≡ − 1
2ωb2i(Ei − ωb2i − ωb1 + i) , (45)
where
ωb1 ≡
√
(Pf − k)2 +m2b1 , ωb2i ≡
√
(Pi −Pf + k)2 +m2b2 . (46)
Note that these expressions are valid for all types of channels and further accommodate all possible couplings to w.
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FIG. 9: Shown is the diagrammatic representation of Eq. (47), depicting a two-particle loop with an external current coupling
to one of the intermediate particles. The first term on the right-hand side represents the finite-volume residue from the double
pole, in which both the endcaps and the one-body current are projected on-shell. In the second and third terms, both in square
brackets, only the momenta on one side of the current are on-shell. The careful analysis in the main text ensures that we have
captured all power-law effects without overcounting.
Substituting these definitions, we reach
GL =
Nc∑
a,b=1
∑
s,t=1,2
ξaξb
[
1
L3
∑
k
∫ ]
La,on 1
2ωasf (Ef − ωa/s − ωasf + i)
was,bt;on,on
2ωa/s
1
2ωbti(Ei − ωb/t − ωbti + i)
R†b,on
+
Nc∑
b=1
ξb
[
1
L3
∑
k
∫ ]
1
2ωa1
{[L∆w]bδdf}
[
− 1
2ωb2i(Ei − ωb1 − ωb2i + i)
]
R†b,on
+
Nc∑
a=1
ξa
[
1
L3
∑
k
∫ ]
1
2ωa1
La,on
[
− 1
2ωa2f (Ef − ωa1 − ωa2f + i)
] {
δdf [w∆R†]a
}
.
(47)
Here we have also explicitly shown the form of the remaining poles. The symmetry factors ξa and ξb are included
because, in the case of identical particles, the first term is overcounted. Finally, we have included particle indices s, t
which are summed over 1 and 2. The slashed notation indicates the particle not labeled by the index, for example for
s = 1 then /s = 2. This result is diagrammatically depicted in Fig. 9.
The quantities [L∆w]bδdf and δdf [w∆R†]a in Eq. (47) are smooth functions which include off-shell coordinate
dependence arising from the first two terms in Eqs. (39) and (40). However since these factors only appear in terms
with a single pole, we may proceed as in the previous subsection and replace them with on-shell projections. As
explained previously, this is justified because the difference between on- and off-shell functions vanishes at the pole
resulting in a smooth summand with a negligible sum-integral difference. We define
[L∆w]bδdf(Pf , Pi, q∗bikˆ
∗
bi) ≡
√
4pi
∑
`,m
[
[L∆w]bδdf
]
`m
(Pf , Pi) Y`m(kˆ
∗
bi) , (48)
δdf [w∆R†]a(Pf , Pi, q∗af kˆ
∗
af ) ≡
√
4pi
∑
`,m
[
δdf [w∆R†]a
]
`m
(Pf , Pi) Y
∗
`m(kˆ
∗
af ) . (49)
As above, due to singularities near k∗bi,k
∗
af = 0, we cannot substitute this directly but instead take
[L∆w]bδdf(Pf , Pi,k) −→
√
4pi
∑
`,m
[
[L∆w]bδdf
]
`m
(Pf , Pi) Y`m(kˆ
∗
bi)
(
k∗bi
q∗bi
)`
, (50)
δdf [w∆R†]a(Pf , Pi,k) −→
√
4pi
∑
`,m
[
δdf [w∆R†]a
]
`m
(Pf , Pi) Y
∗
`m(kˆ
∗
af )
(
k∗af
q∗af
)`
. (51)
We reach our final form for GL by substituting these projections for the endcaps as well as Eqs. (26)-(28) into
Eq. (47) and grouping the spherical-harmonics into the finite-volume quantities. For the second and third terms this
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FIG. 10: Depicted is the diagrammatic representation of the two-point correlation function in a finite volume for energies
where only two-particle states can go on-shell. Although not explicitly shown in the diagram, we accommodate any number of
two-particle channels. B† and A denote the creation and annihilation operators respectively. The kernels and propagators are
defined in Fig. 3.
results in factors of F , defined in Eq. (17) above. For the first term, a new quantity arises
Gsta`fmf ,a′`′fm′f ;b′`′im′i,b`imi
(Pf , Pi, L) ≡
δaa′δbb′
[
1
L3
∑
k
∫ ]
1
2ωa/s
4piY`fmf (kˆ
∗
af )Y
∗
`′fm
′
f
(kˆ
∗
af )
2ωasf (Ef − ωa/s − ωasf + i)
(
k∗af
q∗af
)`f+`′f 4piY`′im′i(kˆ∗bi)Y ∗`imi(kˆ∗bi)
2ωbti(Ei − ωb/t − ωbti + i)
(
k∗bi
q∗bi
)`i+`′i
. (52)
It is further convenient to introduce notation that contracts a tensor with four sets of channel and spherical-harmonic
indices with a tensor that has two,
[G(L) · w]a`fmf ;b`imi(Pf , Pi) ≡
∑
s,t=1,2
ξaξbG
st
a`fmf ,a′`′fm
′
f ;b
′`′im
′
i,b`imi
(Pf , Pi, L) wa′sb′t;`′fm′f ;`′im′i(Pf ;Pi) . (53)
This leads to a compact result for GL
GL = L(Pf )[G(L) · w](Pf , Pi)R†(Pi)− L(Pf )F (Pf , L)
{
δdf [w∆R†](Pi)
}− {[L∆w]δdf(Pf )}F (Pi, L)R†(Pi). (54)
In Appendix B we describe how to reduce the function G to a form which is more amenable for numerical evaluation.
This analysis also shows that G is a well defined function which is finite away from the free-particle poles.
IV. TWO-BODY TWO-POINT FUNCTION
In this section we review the derivation of the two-point correlation function. We closely follow our previous work,
Ref. [42], which is a natural extension of Ref. [12] for systems with arbitrary channels and generic masses. When
defining a momentum space correlator we have the choice to project either the source or sink or both operators to
the desired total momentum. We choose to project the sink and so define
CL(P ) ≡
∫
L
d4x e−iPx
[
〈0|TA(x)B†(0)|0〉
]
L
, (55)
where A and B† are two-body interpolating operators defined in position space. This is the definition of the correlator
that is most easily represented diagrammatically. Another convenient definition is one where the source and sink are
both projected to a definite spatial momentum and time,
CL(x4 − y4,P) ≡
∫
L
dx
∫
L
dy e−iP·(x−y)
[
〈0|TA(x)B†(y)|0〉
]
L
. (56)
This definition is more closely related to that used in numerical lattice QCD calculations.
We begin by rewriting CL(x4 − y4,P) by inserting a complete set of finite-volume states
CL(x4 − y4,P) ≡
∫
L
dx
∫
L
dy e−iP·(x−y)
[
〈0|TA(x)B†(y)|0〉
]
L
, (57)
=
∫
L
dx
∫
L
dy e−iP·(x−y)
∑
n
[
〈0|A(x4,x)|En,P, L〉
]
L
[
〈En,P, L|B†(y4,y)|0〉
]
L
, (58)
=
∫
L
dx
∫
L
dy
∑
n
e−En,P,L(x4−y4)
[
〈0|A(0)|En,P, L〉
]
L
[
〈En,P, L|B†(0)|0〉
]
L
, (59)
= L6
∑
n
e−En,P,L(x4−y4)
[
〈0|A(0)|En,P, L〉
]
L
[
〈En,P, L|B†(0)|0〉
]
L
. (60)
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The []L notation makes explicit that the states and operators have been defined in a finite volume. This spectral
decomposition is used in analysis of lattice QCD calculations, to access the finite-volume spectrum and matrix
elements.
To give meaning to these quantities in terms of infinite-volume observables, we proceed to evaluate CL(P ) using
finite-volume Feynman diagrams as depicted in Fig. 10. To reduce these we use Eq. (16) to separate finite- and
infinite-volume quantities. Indeed for the two-point correlator it is possible to group all infinite-volume diagrams into
two types of infinite-volume quantities. The first type consists of infinite-volume matrix elements
Aa`m(P ) ≡ 〈0|A(0)|−iP4,P, a, `,m, in〉 , (61)
B∗b`′m′(P ) ≡ 〈−iP4,P, b, `′,m′, out|B†(0)|0〉 . (62)
Here |E,P, a, `,m, in〉 and 〈E,P, b, `,m, out| are in and out states that have been projected onto the ` partial wave.
These are related to the states used in Eq. (5) above by
|Pi, k, a, in〉 ≡
√
4pi
∑
`,m
Y`,m(kˆ
∗
ai)|−iP4,i,Pi, a, `,m, in〉 , (63)
〈Pf , k, b, out| ≡
√
4pi
∑
`,m
Y ∗`,m(kˆ
∗
bf )〈−iP4,f ,Pf , b, `,m, out| . (64)
The second type of infinite-volume quantity which appears is the 2 → 2 scattering amplitude, which can also be
decomposed into definite angular momentum states. In the single channel case each angular-momentum component
of the scattering amplitude is directly related to the scattering phase shift, δ`, via
M`(P ) = 8piE
∗
ξq∗
1
cot δ` − i . (65)
For general coupled channels the relation is more complicated
iM`(P ) ≡ P−1
[
S`(P )− I
]
P−1 . (66)
where for N open two-particle channels S` is a unitary N ×N matrix with N(N + 1)/2 real degrees of freedom, I is
the N ×N identity matrix, and
P =
1√
4piE∗
diag
(√
ξ1q∗1 ,
√
ξ2q∗2 , . . . ,
√
ξNq∗N
)
. (67)
We view the b→ a scattering amplitude, Mab, as a matrix in the same a`m space on which A∗ and B are defined
Ma`′m′;b`m(P ) ≡ δm′mδ`′`Mab,`(P ) , (68)
with no sum on ` here.
With these matrices in hand we are ready to give the final result for the finite-volume correlator. We do not derive
the expression for the momentum-space finite-volume correlator here, but simply state the result which is proven in
Refs. [12, 42]
CL(P ) = C∞(P )−A(P ) 1
F−1(P,L) +M(P )B
∗(P ) . (69)
The finite-volume correlator has poles whenever
1
F−1(P,L) +M(P ) , (70)
has a divergent eigenvalue, or equivalently whenever
det[F−1(P,L) +M(P )] = 0 . (71)
This is the standard quantization condition for any number of two-boson channels in a finite volume [8–10, 12, 13].
This has also been generalized to systems with arbitrary spin in Ref. [17], but here we restrict our attention to scalar
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particles. Having determined CL(P ), we can obtain CL(x4 − y4,P) by performing a Fourier transform in P4 and
multiplying by a factor of L3 [41, 42]
CL(x4 − y4,P) ≡ L3
∫
dP4
2pi
eiP4(x4−y4)CL(P ) , (72)
= L3
∫
dP4
2pi
eiP4(x4−y4)
[
C∞(P )−A(P ) 1
F−1(P,L) +M(P )B
∗(P )
]
, (73)
=
∑
n
e−En,P,L(x4−y4)L3A(En,P)R(En,P)B∗(En,P) , (74)
where R(En,P) is residue of the matrix in Eq. (70) at the nth energy pole
R(En,P) ≡ lim
P4→iEn
[
−(iP4 + En) 1
F−1(P,L) +M(P )
]
. (75)
This is a matrix in angular momentum and channel-space, which mixes different partial waves due to the breaking of
continuous rotational symmetry in a cubic finite-volume.
Finally, by equating Eqs. (74) and (60), we reproduce the relation between finite- and infinite-volume matrix
elements [
〈0|A(0)|En,P, L〉
]
L
[
〈En,P, L|B†(0)|0〉
]
L
=
1
L3
A(En,P)R(En,P)B∗(En,P) . (76)
In Ref. [41] we demonstrated how to use this relation to determine 1+ J → 2 and 0+ J → 2 transition amplitudes
from finite-volume matrix elements of local currents. However the trick used to extract these quantities fails for
2 + J → 2 transition amplitudes as explained in that reference. Thus in Sec. V we directly consider three-point
correlators and, using the techniques presented in Ref. [42], we derive the main result of this work.
V. TWO-BODY THREE-POINT FUNCTION
In this section we present an analysis of finite-volume three-point correlators. As in the case of two-point correlators
discussed above, two closely related definitions of the correlation functions will be used. We begin with
C2→2L (Pi, Pf ) =
∫
L
d4xf d
4xi e
−iPfxf e+iPixi
[
〈0|TA(xf )J (0)B†(xi)|0〉
]
L
, (77)
where A and B† are the same interpolating operators defined in the previous section, and J is a local current. We
contrast this with
C2→2L (xf,4 − y4, y4 − xi,4,Pi,Pf )
≡
∫
L
dxf dxi dy e
−iPf ·(xf−y) e−iPi·(y−xi) ×
[
〈0|TA(xf )J (y)B†(xi)|0〉
]
L
,
= L3
∫
dPi,4
2pi
∫
dPf,4
2pi
eiPf (xf,4−y4)eiPi(y4−xi,4)C2→2L (Pi, Pf ). (78)
As above, the second form of the correlator is most convenient for spectral decomposition
C2→2L (xf,4 − y4, y4 − xi,4,Pi,Pf )
= L9
∑
ni,nf
e−Enf (xf,4−y4)e−Eni (y4−xi,4)
×
[
〈0|A(0)|Enf ,Pf , L〉
]
L
[
〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉
]
L
[
〈Eni ,Pi, L|B†(0)|0〉
]
L
. (79)
The matrix elements
[
〈0|A(0)|Enf ,Pf , L〉
]
L
and
[
〈Eni ,Pi, L|B†(0)|0〉
]
L
are the same as those appearing in Eq. (76).
In order to give a physical interpretation to the third matrix element,
[
〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉
]
L
, we now evaluate
the finite-volume three-point correlator diagrammatically.
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FIG. 11: Shown is the finite-volume (a) three-point correlation function and (b) the infinite volume transition amplitude, both
in the absence of 1+ J → 1 subprocesses.
A. Three-point functions and matrix elements: (a) For theories without 1+ J → 1 contributions
As a warm up, we first examine the three-point correlation function for transitions with no 1+J → 1 subprocesses.
Although most processes involve such contributions, there are interesting examples where these are not allowed. One
prominent case is parity violation in proton-proton scattering (see Ref. [60] and references within). Here we do not
give details about how such systems arise, we simply envision a generic system where the weak interaction does not
couple to single-particle states. In other words a system for which Eq. (3) vanishes
wa2,b2(Pf − k;Pi − k) ≡ 〈Pf − k, a2|J (0)|Pi − k, b2〉 = 0 . (80)
In this subsection we show that, given this assumption, one can readily generalize the derivation of Ref. [42] to find
a relation between finite- and infinite-volume matrix elements. The result is given in Eqs. (86), (87) and (90) below.
In the following subsection we include all possible interactions, in particular 1+J → 1 contributions, and show how
this changes the relation. The results for this more complicated case, summarized in Eqs. (111)-(113), are the main
results of this paper.
As discussed in Sec. II, in the diagrammatic representation of the three-point function one must include all terms
which have a single insertion of the weak current but any number of insertions of the strong-interaction vertices.
As usual in this type of analysis, one can reduce the complexity of diagrams by identifying a skeleton expansion
that explicitly displays all power-law finite-volume effects, but groups terms with exponentially suppressed volume
dependence into kernels. For the three-point correlator defined in Eq. (78) and given the assumption of no 1+J → 1
contributions, only two types of kernels are needed. The first is the standard Bethe-Salpeter kernel, discussed in
Sec. II. The second kernel, which includes the weak insertion, is referred to as the weak kernel. It is defined as the
sum of all connected diagrams with four hadronic external legs and one current insertion, which are two-particle
irreducible in the s-channel. In Fig. 11(a) we show how to express the full correlator in terms of these two building
blocks.
We stress the similarities between this skeleton expansion and that of the two-point correlation function shown
in Fig. 10, which was reviewed in the previous section. The only distinction is the presence of the weak kernel. In
fact, the finite-volume loops that appear here have the same structure as those studied previously. One may thus
use Eq. (16) to determine the finite-volume correction to all of the diagrams appearing in Fig. 11(a). In performing
the separation between the finite- and infinite-volume terms, various important quantities emerge. First we recover
the same objects that arise in the two-point correlator. These are the infinite-volume matrix elements A and B∗, the
infinite-volume 2→ 2 scattering amplitude,M(P ), and the finite-volume function, F , defined in Eq. (17). In addition
we identify new infinite-volume quantities which contain the weak insertion. We will see below that, although “weak
endcap factors” do arise (like A and B∗ but with a weak current insertion) these play no role in our final result.
Thus only one important new quantity appears, the fully-dressed infinite-volume 2 + J → 2 transition amplitude,
W /1B(Pf , Pi) (see Fig. 11(b)). Note that W /1B(Pf , Pi) is a matrix in combined angular-momentum and channel
space with matrix elements W /1Ba`fm`f ;b`im`i (Pf , Pi). This matrix is not diagonal since the external current can couple
different angular-momentum states and both the strong and weak interactions can couple the different channels.
Finally, we have introduced the notation /1B to stress the absence of 1+ J → 1 subprocesses.
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Evaluating the correlation function to all orders in the strong interaction, one finds
C
2→2, /1B
L (Pi, Pf ) = A(Pf )
1
F−1(Pf , L) +M(Pf )W
/1B(Pf , Pi)
1
F−1(Pi, L) +M(Pi)B
∗(Pi) + · · · , (81)
where once again we have left implicit the summed angular-momentum and channel indices, and where the ellipses
denotes contributions that do not contribute to the Fourier transform that we perform in the next step. These
unimportant terms include the infinite-volume correlation function as well as terms where the weak current is attached
to either A or B∗. The expression for the right-hand side of Eq. (81) is straightforward to understand. For each
two-particle state one obtains a factor of [F−1(Pj , L) +M(Pj)]−1 and the two states are then coupled by the infinite-
volume transition amplitude. To be able to compare this representation of the correlation function to Eq. (79) we
must perform two Fourier transforms, one each in Pi,4 and Pf,4. In each transform we pick up the residues of all poles
defined by det[F−1(P,L) +M(P )] = 0. The neglected terms in which the weak current couples to either A or B∗ will
contain only one factor of [F−1(P,L) +M(P )]−1. Thus although they contribute to one contour integral they do not
contribute to the other and thus not to our final result.
Using Eq. (78) we arrive at our final expression for the mixed-time-momentum correlator, in the absence of 1+J → 1
subprocesses
C
2→2, /1B
L (xf,4 − y4, y4 − xi,4,Pi,Pf ) = L3
∑
ni,nf
e−Enf (xf,4−y4)e−Eni (y4−xi,4)
×A(Enf ,Pf ) R(Enf ,Pf ) W /1B(Pf , Pi) R(Eni ,Pi) B∗(Eni ,Pi). (82)
We are now ready give an expression for
[
〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉
]
L
. Equating Eqs. (79) and (82) one finds
[
〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉
]
L
=
1
L6
A(Enf ,Pf , ) R(Enf ,Pf ) W /1B(Pf , Pi) R(Eni ,Pi) B∗(Eni ,Pi)[
〈0|A(0)|Enf ,Pf , L〉
]
L
[
〈Eni ,Pi, L|B†(0)|0〉
]
L
. (83)
Here we have used that the parametrically different time dependence allows one to match the coefficients term by
term. We now stress an important point common to all analyses of this type. The momentum-space form of the
correlator, Eq. (81), is only valid if Pf and Pi satisfy
− P 2 ≡ −P 24 −P2 ≡ E2 −P2 ≡ E∗2 < Λ2 , (84)
where Λ is the lowest lying three- or four-particle threshold not accounted for in our formalism. For this reason, even
though the expression contains an infinite tower of poles, the poles for which −P 2 = E∗2 > Λ2 suffer from neglected
power-law corrections, due to on-shell multi-particle intermediate states. We can nevertheless formally perform the
contour integral to reach Eq. (82), but with the caveat that only the terms with En satisfying the criterium above
include all power-law finite-volume effects. Still we can unambiguously match these terms between Eqs. (79) and (82).
This leads to Eq. (83) which is valid up to e−mL provided that E∗ni , E
∗
nf
< Λ, where m is the lightest particle mass
in the spectrum.
In order to simplify the right-hand side of this equation, we use an observation made in our previous work [42].
The residue matrices, R, have only one nonzero eigenvalue and can thus be written as an outer product
R(Enj ,Pj) ≡ λjEjE†j , (85)
where Ej is understood as a column vector in our combined angular-momentum and channel space.
We now apply this identity, first in the case where the initial- and final-channel spaces are the same and the incoming
and outgoing states have the same energy and momentum. Then the denominator can be replaced using Eq. (76),[
〈En,P, L|J (0)|En,P, L〉
]
L
=
1
L3
A(En,P) R(En,P) W /1B(P, P ) R(En,P) B∗(En,P)
A(En,P)R(En,P)B∗(En,P)
=
1
L3
λE† W /1B(P, P )E
=
1
L3
Tr
[
W /1B(P, P ) R(En,P)
]
. (86)
If the initial- and final-channel spaces are distinct or if the current injects energy or momentum, we must multiply
the denominator of Eq. (83) with its complex conjugate to be able to use Eq. (76). Following similar steps as above
one finds ∣∣∣〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉∣∣∣2
L
=
1
L6
Tr
[
R(Eni ,Pi) W /1B(Pi, Pf ) R(Enf ,Pf ) W /1B(Pf , Pi)
]
. (87)
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Of course these equations must be consistent when Eni = Enf = En,∣∣∣〈En,P, L|J (0)|En,P, L〉∣∣∣2
L
=
1
L6
Tr
[
R(En,P) W /1B(P, P ) R(En,P) W /1B(P, P )
]
(88)
=
1
L6
λ2 E† W /1B(P, P ) EE† W /1B(P, P )E
=
(
1
L3
Tr
[
W /1B(P, P ) R(En,P)
])2
. (89)
We have implicitly assumed equivalent channel spaces here by using the same E for the initial and final states.
Finally we comment that the absolute sign of matrix elements are not physical observables, so the lack of sign
information in Eq. (87) does not directly imply missing physical information. However, the relative sign between
matrix elements is observable. To access this, we evaluate the matrix elements of two distinct currents Jx and Jy
between the same initial and final states. This leads to two versions of Eq. (83) with different transition amplitudes
Wx and Wy on the right hand side. Taking the ratio of these two equalities we find [see also Ref. [41]][
〈Enf ,Pf , L|Jx(0)|Eni ,Pi, L〉
]
L[
〈Enf ,Pf , L|Jy(0)|Eni ,Pi, L〉
]
L
=
A(Enf ,Pf ) R(Enf ,Pf ) W /1Bx (Pf , Pi) R(Eni ,Pi) B∗(Eni ,Pi)
A(Enf ,Pf ) R(Enf ,Pf ) W /1By (Pf , Pi) R(Eni ,Pi) B∗(Eni ,Pi)
=
χ†f R(Enf ,Pf ) W /1Bx (Pf , Pi) R(Eni ,Pi) χ†i
χ†f R(Enf ,Pf ) W /1By (Pf , Pi) R(Eni ,Pi) χ†i
, (90)
where χi and χf are two generic vectors in our combined angular-momentum and channel space. These can be freely
chosen at the user’s convenience.
We close this subsection by commenting that Eq. (87) closely resembles our 1+J → 2 result [42]. One can in fact
reproduce the 1 + J → 2 result from Eq. [42] by replacing R(Eni ,Pi) with the appropriate one-particle propagator
residue 1/2Eni . In this limit, the residue becomes a one-dimensional matrix in angular momentum and channel space.
Thus the trace above is converted to a product of a row-vector, a matrix, and a column vector, all defined in the
combined angular momentum and channel space of the outgoing particle pair. In the next subsection we see that, in
the presence of 1+J → 1 contributions, the expression for the two-body matrix element deviates substantially from
that for the 1+ J → 2 system.
B. Three-point functions and matrix elements: (b) For general theories including 1+ J → 1 contributions
Having worked through the three-point function in the absence of a 1 + J → 1 subprocesses, we now proceed to
determine the more complicated and realistic scenario. As discussed extensively in Secs. II and III B, this case is
complicated by the appearance of singularities in the infinite-volume transition amplitude and by new finite-volume
functions. The important distinction between the full three-point correlation function, Fig. 7, and the simplified
version without a 1+ J → 1 amplitude, Fig. 11, is the presence of finite-volume two-particle loops with the current
coupling to one of the particles in the loop. This is depicted in Fig. 9 and the separation of finite-volume effects for
these sections of diagrams is given by Eq. (54). The task of this section is to break all of the diagrams of Fig. 7 into
finite- and infinite-volume parts and then to sum the terms into a useful expression. To achieve this we must use
Eq. (54) for the two-particle loops with the weak insertion and must dress this expression on both sides by a series of
finite-volume two-particle loops scattered by Bethe-Salpeter kernels. This same series also dresses the weak kernel as
discussed in the previous section.
In the analysis of the previous subsection, we argued that the only diagrams with poles in both Ei and Ef are
those with at least one factor each of F (Pi, L) and F (Pf , L). In the present case, however, other types of poles arise
due to the presence of the current and the corresponding finite-volume function, G(L). For example, the sum of all
terms with no insertions of F (Pi, L) and F (Pf , L) and exactly one insertion of G(L) gives
C2→2L (Pi, Pf ) = A(Pf ) [G · w] B∗(Pi) + · · · . (91)
Note that this term has poles in both Ei and Ef at the energies of two free particles in finite volume. If this term is
Fourier transformed in isolation it will give Euclidean-time exponentials which decay according to these free-particle
energies. As we see below, these poles cancel against poles in the terms not yet considered.
21
We now combine this with the set of all terms which have some number of insertions of either F (Pi, L) or F (Pf , L)
but not both. These sum to give
C2→2L (Pi, Pf ) = C
2→2
L,FP(Pi, Pf ) + · · · (92)
C2→2L,FP(Pi, Pf ) = A(Pf ) [G · w] B∗(Pi)−A(Pf ) [G · w] M(Pi)
1
F−1(Pi, L) +M(Pi)B
∗(Pi) (93)
−A(Pf ) 1
F−1(Pf , L) +M(Pf )M(Pf ) [G · w] B
∗(Pi) , (94)
where the subscript FP stands for free poles. Here the first term has free particle poles in both Ei and Ef , the second
has interacting and free poles in Ei and free poles in Ef , respectively, and the third is as the second but with Ei
and Ef exchanged. Thus the Fourier transform of all three terms gives unphysical time dependence. This will be
cancelled by the final set of important terms, to which we now turn.
We now include those terms which have at least one insertion of both F (Pi, L) and F (Pf , L). Focusing first on
those which have exactly one factor of each, we find that four types of terms can appear between the two F factors
1. terms described by infinite-volume diagrams where the 1+J → 1 transition amplitude is inserted between two
Bethe-Salpeter kernels in an integrated two-particle loop,
2. terms described by infinite-volume diagrams which include the weak current via a weak Bethe-Salpeter kernel,
inserted in some chain of strong-interaction Bethe-Salpeter kernels,
3. terms in which a factor of G(L) separates the initial and final states,
4. terms described by infinite-volume diagrams where the 1 + J → 1 transition is directly adjacent to one of the
F insertions.
Looking to Eq. (54) above, we see that this final class of terms necessarily contains an insertion of δdf . Recall that
this denotes a subtraction of the long distance poles that we have discussed throughout. This is shown explicitly
in Eqs. (39) and (40) above. Thinking of δdf as an operator which encodes the instruction to remove this on-shell
divergence, it is convenient to extend the definition to act as the identity on any diagram that does not contain a
current coupling to an external leg. Then the result for all terms with one factor each of F (Pi, L) and F (Pf , L) can
be written
C2→2L (Pi, Pf ) = A(Pf )[−F (Pf , L)]
(
δdfW(Pf , Pi)δdf +M(Pf ) [G · w] M(Pi)
)
[−F (Pi, L)]B∗(Pi) + · · · , (95)
= A(Pf )[−F (Pf , L)]WL,df(Pf , Pi, L)[−F (Pi, L)]B∗(Pi) + · · · , (96)
where
WL,df(Pf , Pi, L) ≡ Wdf(Pf , Pi) +M(Pf ) [G(L) · w](Pf , Pi) M(Pi) , (97)
Wdf;ab;`′m′;`m(Pf , Pi) ≡
[
δdfWab(Pf , Pi)δdf
]
`′m′;`m . (98)
We have left the indices implicit on all terms in Eq. (97).
The definition of Wdf in terms of the δdf operator is very compact, so we now take some time to explain this
quantity in detail by relating it to the standard 2 + J → 2 transition amplitude, W. The first step is to contract
with spherical harmonics
Wdf;ab(Pf , p, Pi, k) ≡ 4piY ∗`′m′(pˆ∗af )Wdf;ab;`′m′;`m(Pf , Pi)Y`,m(kˆ
∗
bi) . (99)
Note that we have defined the quantity on the left-hand side with all vectors in the finite-volume frame. As is apparent
from the expression on the right-hand side, all vectors are on-shell, meaning that the true degrees of freedom are only
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E∗f , E
∗
i , pˆ
∗
af and kˆ
∗
bi. We next add back in the long distance poles to reach the standard transition amplitude
Wab(Pf , p, Pi, k) =Wdf;ab(Pf , p, Pi, k) (100)
− ξa′4piY ∗`′m′(pˆ∗af )Maa′;`′m′;`′fm′f (Pf )
[
k∗a′f
q∗a′f
]`′f 4piY`′fm′f (kˆ∗a′f )Y ∗`fmf (kˆ∗a′f )
2ωa′sf (Ef − ωa′/s − ωa′sf + i)
[
k∗a′f
q∗a′f
]`f
wa′sb2;`fmf ;`m(Pf , Pi)Y`m(kˆ
∗
bi)
− ξa′4piY ∗`′m′(pˆ∗af )Maa′;`′m′;`′fm′f (Pf )
[
k∗a′f
q∗a′f
]`′f 4piY`′fm′f (kˆ∗a′f )Y ∗`fmf (kˆ∗a′f )
2ωa′sf (Ef − ωa′sf − ωa′/s + i)
[
k
∗
a′f
q∗a′f
]`f
wa′sb1;`fmf ;`m(Pf , Pi)Y`m(−kˆ
∗
bi)
− ξb′4piY ∗`′m′(pˆ∗af )wa2b′t;`′m′;`′im′i(Pf , Pi)
[
p∗b′i
q∗b′i
]`′i 4piY ∗`′im′i(pˆ∗b′i)Y`imi(pˆ∗b′i)
2ωb′ti(Ei − ωb′/t − ωb′ti + i)
[
p∗b′i
q∗b′i
]`i
Mb′b;`imi;`,m(Pi)Y`m(kˆ
∗
bi)
− ξb′4piY ∗`′m′(−pˆ∗af )wa1b′t;`′m′;`′im′i(Pf , Pi)
[
p∗b′i
q∗b′i
]`′i 4piY ∗`′im′i(pˆ∗b′i)Y`imi(pˆ∗b′i)
2ωb′ti(Ei − ωb′ti − ωb′/t + i)
[
p∗b′i
q∗b′i
]`i
Mb′b;`imi;`,m(Pi)Y`m(kˆ
∗
bi) ,
where
ωa′2f ≡
√
(Pf − k)2 +m2a′2 , ωa′1 ≡
√
k2 +m2a′1 , (101)
ωa′2 ≡
√
(Pi − k)2 +m2a′2 , ωa′1f ≡
√
(Pf −Pi + k)2 +m2a′1 , (102)
ωb′2i ≡
√
(Pi − p)2 +m2b′2 , ωb′1 ≡
√
p2 +m2b′1 , (103)
ωb′2 ≡
√
(Pf − p)2 +m2b′2 , ωb′1i ≡
√
(Pi −Pf + p)2 +m2b′1 . (104)
Note that the bars over omegas denote exchanging k→ Pf −Pi + k or p→ Pi −Pf + p. This notation is required
to denote the separate terms arising from the current attaching to each external leg. These definitions are closely
related to those of Eqs. (43) and (44) above, but here with p in place of k in certain cases.
Here we have also introduced various starred momenta k∗, p∗ and q∗, with various subscripts and other decorations.
Some of these quantities have been introduced above, but we review the entire set here. We first recall that q∗a′f is
the magnitude of CM frame momentum for one of the particles with masses ma′1 and ma′2 and total four-momentum
Pf [see also Eq. (24)]. This is distinct from k
∗
a′f , which is the magnitude of the spatial part of (ω
∗
a′1f ,k
∗
a′f ), given
by boosting (ωa′1f ,Pf − k) with boost velocity −Pf/Ef . The direction of k∗a′f also appears in the second and third
lines of Eq. (100), inside some of the spherical harmonics. We stress that both incoming mesons in channel b, with
momenta k and Pi − k, are on-shell. This means that if we boost these with −Pi/Ei then the magnitude of each
particle’s spatial momenta is k∗bi = q
∗
bi. This is a constraint on k that must be satisfied in Eq. (100). However in
the discussion of k∗a′f and q
∗
a′f we are using different masses (those of channel a
′ instead of b) and a different boost
(−Pf/Ef instead of −Pi/Ei). For this reason, generally k∗a′f 6= q∗a′f . The two coincide only when the pole in the
second line of Eq. (100) diverges. We have also introduced k
∗
a′f and kˆ
∗
a′f . As with the barred omegas, the bars here
indicate that k is to be exchanged with Pf − Pi + k. These new quantities are thus the magnitude and direction,
respectively, of (ω∗a′2f ,k
∗
a′f ), given by boosting (ωa′2f ,Pf − Pi + k) with boost velocity −Pf/Ef . At this stage we
have completely specified all momenta in the second and third lines of Eq. (100). The definitions in the remaining
lines are the same, but with b′ in place of a′, p in place of k and i and f everywhere switched.
In Eq. (100), sums over the intermediate channels, a′ and b′, as well as the particles in the primed channel, s and
t, are understood. We recall that wasbt is defined for all channels but must vanish if the channels do not contain a
common particle, or if the 1 + J → 1 transition does not couple the channels. Given this convention, the form of
Eq. (100) is valid for all types of channels, for identical and non-identical particles. In the case of identical particles,
the two one-body currents wa1b1 and wa2b2 are identical functions, but both terms must be included since the external
particles carry distinct momenta. However the sum over s and t still counts each of these contributions twice and for
this reason the symmetry factors must be included to remove the redundancy. It is unfortunate that the definition
takes such a complicated form, given that the basic idea [shown in Fig. 6] is straightforward. The main sources of
complication are the two-different frames and the need to include ratios of k∗/q∗, to avoid spurious singularities near
k∗ = 0.
The quantities defined in Eqs. (97) and (98) are central to the main result of this paper. The first of these, WL,df ,
can be directly extracted from finite-volume matrix elements using Eq. (112) below. To convert this to the physical,
infinite-volume, two-to-two transition amplitude,W, two steps are needed. First one uses Eq. (53) and (97) to go from
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WL,df to the divergence-free infinite-volume quantity Wdf . This requires evaluating G(L), as outlined in Appendix
B, and combining this with on-shell values of M and w. Finally to go from Wdf to the physical observable, W, one
must add back in the poles as dictated by Eq. (98). As with the evaluation of the G(L)-dependent term, this requires
knowledge of on-shell M and w. Together with Eq. (112) below, this prescription represents a model-independent,
relativistic-field-theory approach for determining W from finite-volume observables.
To complete our calculation of C2→2L (Pi, Pf ) we must now include all terms which contain any number of factors
of F (Pi, L) and F (Pf , L). Given Eq. (96), this modification is trivially implemented in analogy to the case of the
previous subsection. Combining terms we reach our final result for the momentum-space, finite-volume correlator
C2→2L (Pi, Pf ) = C
2→2
L,FP(Pi, Pf ) + C
2→2
L,IP(Pi, Pf ) + · · · , (105)
C2→2L,IP(Pi, Pf ) = A(Pf )
1
F−1(Pf , L) +M(Pf )WL,df(Pf , Pi)
1
F−1(Pi, L) +M(Pi)B
∗(Pi) , (106)
where the subscript IP stands for interacting poles. Here the ellipses denotes contributions that have no poles in
either Ei or Ef (or both) and thus do not contribute to the Fourier transform that we perform in the next step.
We now argue that only the poles from [F−1(Pi, L) +M(Pi)]−1 and [F−1(Pf , L) +M(Pf )]−1 inside C2→2L,IP(Pi, Pf )
contribute in the Fourier transform. This is because all free-particle poles cancel between the two terms in Eq. (105).
For example if both Ei and Ef are near free-particle poles then
C2→2L,FP(Pi, Pf ) −→ A(Pf ) [G · w] B∗(Pi)−A(Pf ) [G · w] M(Pi)
1
M(Pi)B
∗(Pi)
−A(Pf ) 1M(Pf )M(Pf ) [G · w] B
∗(Pi) ,
(107)
−→ −A(Pf ) [G · w] B∗(Pi) . (108)
and
C2→2L,IP(Pi, Pf ) −→ A(Pf )
1
M(Pf )WL,df(Pf , Pi)
1
M(Pi)B
∗(Pi)→ A(Pf ) [G · w] B∗(Pi) , (109)
resulting in perfect cancellation between the terms. Similar cancellations occur if one of either Ei or Ef is near a free
pole and the other near an interacting pole.
We deduce that the Fourier transform of Eq. (105) is given by summing over the residues from the poles of
[F−1(Pi, L) +M(Pi)]−1 and [F−1(Pf , L) +M(Pf )]−1 inside of C2→2L,IP(Pi, Pf ) only. This is exactly the prescription
used in the Fourier transform of the previous subsection where W /1B has no poles and the full contribution with Ei
and Ef poles has the form of C
2→2
L,IP(Pi, Pf ). It follows that all of the Fourier transformed results from the previous
subsection [Eq. (82) on] can be used here with the simple modification W /1B −→ WL,df . For example from Eq. (83)
we obtain the master equation for two-body matrix elements[
〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉
]
L
=
1
L6
A(Enf ,Pf ) R(Enf ,Pf ) WL,df(Pf , Pi, L) R(Eni ,Pi) B∗(Eni ,Pi)[
〈0|A(0)|Enf ,Pf , L〉
]
L
[
〈Eni ,Pi, L|B†(0)|0〉
]
L
. (110)
Following the steps taken in deriving Eqs. (111) and (112) this can be used to derive the relation between the finite-
volume matrix elements of an external current and WL,df . In the case of equivalent in and out channel spaces, with
no energy or momentum inserted by the current, we find[
〈En,P, L|J (0)|En,P, L〉
]
L
=
1
L3
Tr [WL,df(P, P, L) R(En,P)] . (111)
In the case of non-equivalent states we reach∣∣∣〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉∣∣∣2
L
=
1
L6
Tr
[R(Eni ,Pi) WL,df(Pi, Pf , L) R(Enf ,Pf ) WL,df(Pf , Pi, L)] . (112)
Finally we find the ratio of matrix elements of two currents satisfies,[
〈Enf ,Pf , L|Jx(0)|Eni ,Pi, L〉
]
L[
〈Enf ,Pf , L|Jy(0)|Eni ,Pi, L〉
]
L
=
χ†f R(Enf ,Pf ) WL,df,x(Pf , Pi, L) R(Eni ,Pi) χ†i
χ†f R(Enf ,Pf ) WL,df,y(Pf , Pi, L) R(Eni ,Pi) χ†i
, (113)
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where, as above, χi and χf are general vectors in the space of R.
Unlike the result in the absence of 1+J → 1, Eq. (112) no longer resembles the 1+J → 2 result of Ref. [42]. The
nonzero value of w leads to the definition of a new object, WL,df , which includes the desired infinite-volume quantity
Wdf as well as finite-volume effects. One can nonetheless recover the 1+J → 2 result from Eq. (112), by first setting
w = 0 and then taking the steps discussed in the last paragraph of the previous subsection.
Finally, we reemphesize that the matrices appearing on the right-hand side of Eqs. (110)-(113) are formally infinite
dimensional. To apply this result in the analysis of a LQCD calculation, it is necessary to truncate these to a
finite subspace. This is justified at low-energies where the contributions from higher angular-momentum states are
suppressed. More precisely w, M, and Wdf are all smooth functions, which should induce a uniformly convergent
partial wave expansion. As mentioned above, truncating an expansion ofW would not be justified due to long distance
singularities. We discuss this truncation and other simplifying limits in the next section.
VI. SIMPLIFYING LIMITS
In this section we consider various simplifying limits of the general result, derived in the last section. We begin by
taking the energies considered to be very close to the lowest two-particle threshold. In this case, the infinite-volume
quantities w, M and Wdf are all dominated by their S-wave values. We thus drop all higher partial waves in the
matrices wa1b1;`′m′;`m(Pf , Pi), Mab;`′m′;`m(P ) and Wdf;ab;`′m′;`m(Pf , Pi). The second consequence of near-threshold
energies is that only the lowest two-particle channel is open. In discussing this system it is convenient to introduce
the shorthand
w11(Pf , Pi) ≡ wa1b1;00;00(Pf , Pi) , (114)
M(P ) ≡Mab;00;00(P ) , (115)
Wdf(Pf , Pi) ≡ Wdf;ab;00;00(Pf , Pi) . (116)
We comment here that, for a scalar form factor, symmetry and on-shell constraints guarantee that w only depends
on (Pf − Pi)2 and thus not on k. In this case, the truncation of w to the S-wave is exact. Since all matrices have
reduced to one dimensional, the trace may be dropped from Eq. (112)∣∣∣〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉∣∣∣2
L
=
1
L6
R(Eni ,Pi)WL,df(Pi, Pf , L)R(Enf ,Pf )WL,df(Pf , Pi, L) . (117)
In addition, the residue matrix R simplifies significantly
R(En,P) =
[
∂
∂E
(
F−1(P,L) +M(P ))]−1
E=En
= −
[
M2(P ) ∂
∂E
(
F (P,L) +M−1(P ))]−1
E=En
, (118)
= −ξ q
∗
8piE∗
[
sin2δ e2iδ
∂
∂E
(
cotφd + cot δ
)]−1
E=En
, (119)
= ξ
q∗
8piE∗
e−2iδ
[
∂
∂E
(
φd + δ
)]−1
E=En
, (120)
where F = Fa00;b00 is understood and where we have introduced the S-wave Lu¨scher pseudophase
cotφd = ξ
q∗
8piE∗
ReF (P,L) . (121)
Here we have also used the relation between scattering amplitude M and scattering phase shift δ, given in Eq. (65)
above. Substituting this result for R into Eq. (117) and rearranging gives[
e−iδiWL,df(Pi, Pf , L)e−iδf
][
e−iδfWL,df(Pf , Pi, L)e−iδi
]
=
8piE∗f
q∗fξ
8piE∗i
q∗i ξ
[
∂
∂Ef
(
φd + δ
)]
Ef=Ef,n
[
∂
∂Ei
(
φd + δ
)]
Ei=Ei,n
L6
∣∣∣〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉∣∣∣2
L
. (122)
We thus see that a naive Lellouch-Lu¨scher-like proportionality factor arises between the finite- and infinite-volume
quantities. Since the right-hand side of this expression is manifestly pure real, this result also suggest a Watson-like
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theorem forWL,df , namely that its complex phases are the strong scattering phases associated with the incoming and
outgoing two-particle states.
Finally the relations between WL,df , Wdf and W reduce to
W(Pf , p, Pi, k) =WL,df − ξ
[
1
L3
∑
k′
∫ ] M(Pf )w22(Pf , Pi)M(Pi)
2ω′12ω
′
2f2ω
′
2i(Ef − ω′1 − ω′2f + i)(Ei − ω′1 − ω′2i + i)
− ξ
[
1
L3
∑
k′
∫ ] M(Pf )w11(Pf , Pi)M(Pi)
2ω′22ω
′
1f2ω
′
1i(Ef − ω′1f − ω′2 + i)(Ei − ω′1i − ω′2 + i)
−M(Pf )
[
w11(Pf , Pi)
2ω1f (Ef − ω1f − ω2 + i) +
w22(Pf , Pi)
2ω2f (Ef − ω1 − ω2f + i)
]
−
[
w11(Pf , Pi)
2ω1i(Ei − ω1i − ω2 + i) +
w22(Pf , Pi)
2ω2i(Ei − ω1 − ω2i + i)
]
M(Pi) ,
(123)
where ξ is required to avoid double counting in the case of identical particles. The top two lines here give the expression
for Wdf in terms of WL,df and the reduced form of M[w · G]M. In comparison to our general result, this gives a
relatively simple prescription for accessing the physical observable, W. We stress here that the result does not imply
finite-volume poles in W. The relation is only valid at the energies of the interacting spectrum, which generally differ
from those of the free theory.
We emphasize also that the S-wave-only approximation has not been applied directly toW and that doing so would
not make sense. The poles in Eq. (123) still depend on directional degrees of freedom, so that the full 2 + J → 2
transition amplitude receives contributions from all angular momenta. This is expected, since the long distance
parts guarantee that all partial waves give important contributions, even arbitrarily close to the lowest threshold.
By working with a truncation only on w, M and Wdf we have reached a solvable system, without requiring the
ill-motivated truncation of W directly.
Next, it is instructive to take the non-interacting limit on our truncated result, Eqs. (122) and (123). Here we
first turn to the case where the 1 + J → 1 transition is absent, discussed in Subsec. V A. This special case can be
reached from Eqs. (122) and (123) by setting w = 0. If we do so, and additionally take the strong interaction to
vanish completely, then our result reduces to
W /1B(Pnf , p, Pni , k)2 =
8piE∗nf
q∗nf ξ
8piE∗ni
q∗niξ
[
∂
∂Ef
φd
]
Ef=Enf
[
∂
∂Ei
φd
]
Ei=Eni
L6
∣∣∣〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉∣∣∣2
L
. (124)
We next substitute
8piE∗n
q∗nξ
[
∂
∂E
φd
]
E=En
=
[
∂
∂E
(ReF )−1
]
E=En
=
2ω12ω2L
3
νn
, (125)
and also substitute the matrix element definition for W /1B, Eq. (5) above, to reach
∣∣∣〈Pf , p, out|J (0)|Pi, k, in〉∣∣∣ =
√
2ω12ω2fL6
νnf
√
2ω12ω2iL6
νni
∣∣∣〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉∣∣∣
L
, (126)
where νn counts the number of physically distinguishable finite-volume states with energy En. The value of νn depends
on En and P and also on whether or not the particles are identical or non-identical, and degenerate or non-degenerate.
Consider, for example, the case that P = 0 and the energy coincides with
√
(2pi/L)2 +m21 +
√
(2pi/L)2 +m22. Then
ν = 6 for non-identical particles and ν = 3 for identical particles. In the definition of F this difference arises from the
symmetry factor ξ. But the difference also reflects a physical property of the particles, namely the number of degenerate
states. As a second example we consider P = (2pi/L)zˆ and suppose the energy coincides with
√
2(2pi/L)2 +m21 +√
(2pi/L)2 +m22. Here three different scenarios arise, for non-identical non-degenerate particles ν = 4, for non-
identical degenerate particles ν = 8 and for identical particles ν = 4. In all cases this value emerges from direct
evaluation of Eq. (125), and is equal to the number of physically distinguishable finite-volume states.
We now show how Eq. (126) can be confirmed by directly calculating the matrix elements on both sides in the
free theory. In particular, we argue the prefactor on the right-hand side arises solely from the different normalization
between finite- and infinite-volume states. Here two differences in the normalization must be accommodated. First,
the finite-volume states that encode information about S-wave scattering, are constructed as symmetric combinations
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of the ν degenerate states with different individual particle momenta
|En,P, L〉 ≡ 1√
νn
∑
k
|En,P− k,k, L〉 . (127)
The finite-volume states on the right-hand side here have definite individual particle momenta, P− k and k, and the
states on both sides have unit normalization. Substituting Eq. (127) into Eq. (126) we find∣∣∣〈Pf , p, out|J (0)|Pi, k, in〉∣∣∣ = √2ω12ω2fL6√2ω12ω2iL6∣∣∣〈Enf ,Pf − p,p, L|J (0)|Eni ,Pi − k,k, L〉∣∣∣
L
. (128)
Note that, since we have restricted attention to the S-wave dominated amplitude, we have νniνnf identical terms
which, when combined with the normalization factor of Eq. (127), perfectly cancel the ν factors in Eq. (126). The
remaining factor arises because the finite-volume states have unit normalization whereas the infinite-volume states
satisfy
〈E′,P′,k′, a|E,P,k, a〉
= 2ωa12ωa2(2pi)
6
[
δ3(k− k′)δ3(P− k−P′ + k′) + δ(a)δ3(k−P′ + k′)δ3(P− k− k′)] , (129)
where δ(a) = 1 if the particles are identical and 0 otherwise.
We now return to the case where 1+ J → 1 are included, and examine how this effects the non-interacting limit.
We begin by defining
Wconn(Pnf , p, Pni , k) ≡ limM→0,Ei=Eni ,Ef=Enf
Wdf(Pf , p, Pi, k) , (130)
= lim
M→0,Ei=Eni ,Ef=Enf
{
W(Pf , p, Pi, k)
+M(Pf )
[
w11(Pf , Pi)
2ω1f (Ef − ω1f − ω2 + i) +
w22(Pf , Pi)
2ω2f (Ef − ω1 − ω2f + i)
]
+
[
w11(Pf , Pi)
2ω1i(Ei − ω1i − ω2 + i) +
w22(Pf , Pi)
2ω2i(Ei − ω1 − ω2i + i)
]
M(Pi)
}
,
(131)
Wdisc(Pnf , p, Pni , k) ≡ limM→0,Ei=Eni ,Ef=Enf
ξ
[
1
L3
∑
k′
∫ ]
×
( M(Pf )w22(Pf , Pi)M(Pi)
2ω′12ω
′
2f2ω
′
2i(Ef − ω′1 − ω′2f + i)(Ei − ω′1 − ω′2i + i)
+
M(Pf )w11(Pf , Pi)M(Pi)
2ω′22ω
′
1f2ω
′
1i(Ef − ω′1f − ω′2 + i)(Ei − ω′1i − ω′2 + i)
)
.
(132)
Then the generalization of Eq. (126) can be written(
Wconn(Pnf , p, Pni , k) +Wdisc(Pnf , p, Pni , k)
)2
=
2ω12ω2fL
6
νnf
2ω12ω2iL
6
νni
∣∣∣〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉∣∣∣2
L
. (133)
To show that this is the correct result in the non-interacting limit, we must argue that the various contractions of the
finite-volume matrix element on the right-hand side precisely generate the terms on the left. These contractions can
be divided into two parts, those which are connected, given by Wconn, and those which are disconnected, given by
Wdisc.
The connected contributions should generate the non-interacting version of the fully connected transition amplitude,
W, described in Sec. II and summarized in Fig. 4. Note that, in the non-interacting limit, there is no distinction
between W and Wdf , since all terms in their difference contain factors ofM. However, a subtlety arises in Eq. (130),
because we are taking the limit with energies fixed at one of the values in the finite-volume spectrum. In this limit
the difference between W and Wdf does not vanish, since the vanishing of the scattering amplitude is compensated
by the divergence of the intermediate poles. Since we know that the non-interacting version of W should contain no
contributions from this terms, we deduce that the correct definition is reached by the limit applied not toW but rather
to the divergence-free version, as indicated. We conclude that Wconn is precisely the full set of connected diagrams,
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with one insertion of J (0), in the non-interacting limit. In fact, the only diagram (class of diagrams) that persists
in this limit is the contact interaction within the weak Bethe-Salpeter kernel (the first term in Fig. 4(c) inserted into
the last term in the first line of Fig. 4(a)). Turning to the disconnected parts, we begin by evaluating Wdisc. To do
so we note that in the limit of vanishing interactions the energy shift vanishes as
L32ω12ω2(E − ω1 − ω2)
ν
=M(P ) +O[M(P )2] . (134)
Substituting this into the definition of Wdisc, Eq. (132), gives
Wdisc(Pnf , p, Pni , k) =
ξL3
νnf νni
[
2ω1ν
(2)
nfi
w22(Pf , Pi) + 2ω2ν
(1)
nfi
w11(Pf , Pi)
]
, (135)
where ν
(2)
nfi (ν
(1)
nfi) is the number of finite-volume momenta, k, for which both Ei − ω1 − ω2i and Ef − ω1 − ω2f
(Ei − ω1i − ω2 and Ef − ω1f − ω2) vanish. This is indeed exactly the form of the disconnected, 1 + J → 1,
contribution to the finite-volume matrix element. For example, assuming the particles are non-identical and focusing
on the w22 term, we reach
w22(Pf , Pi)
2 =
νnf νni
(ν
(2)
nfi)
2
2ω2f2ω2iL
6
∣∣∣〈Enf ,Pf , L|J (0)|Eni ,Pi, L〉∣∣∣2
L, 1 disc
. (136)
To see that the normalization has again been correctly accommodated we substitute Eq. (127) to reexpress the right-
hand side in terms of definite momentum states. We receive contributions from ν
(2)
nfi different terms. Together with
the normalization factors this then gives
w22(Pf , Pi)
2 = 2ω2f2ω2iL
6
∣∣∣〈Pf − k, L, 2|J (0)|Pi − k, L, 2〉∣∣∣2 . (137)
Here the states on the right-hand side are single-particle finite-volume states. We conclude that the non-interacting
limit of our general result gives the correct prediction, also in the case that the 1+ J → 1 transition is included. If
the particles are identical then Eq. (135) becomes
Wdisc(Pnf , p, Pni , k) =
ν
(2)
nfi
νnf νni
2ω1L
3w22(Pf , Pi) , (138)
and substituting into Eq. (133) again gives Eq. (137).
Our final simplification of this section concerns subduction of the final result into irreps of the relevant symmetry
group. If the total three-momentum of the system vanishes than this is the octahedral group, denoted LG(0).
Otherwise the symmetry breaks to a little group, denoted LG(P). In either case the residue matrices, R, can be block
diagonalized using the subduction coefficients obtained in Refs. [77–79]. These are denoted S [J,P,|λ|]Λµ where J, P, λ
are angular momentum, parity and helicity of the infinite-volume states, and Λ, µ are the irrep and row of interest
for the finite-volume states. In this work we have written all angular momentum quantities in terms of `,m`. Since
the intrinsic spin of the individual particles discussed in this work is zero, ` = J . The |`,m`〉-basis is related to the
|`, λ〉-basis via a unitary transformation
|`, λ〉 =
∑
m`
D(`)m`λ(Rˆ)|`,m`〉 , (139)
where D(`)m`λ are the standard Wigner-D matrices and Rˆ is an active rotation from the zˆ-axis to the direction of the
total momentum of the two-particle system. Once R has been rotated to the helicity basis then S can be used to
block diagonalize
SRS† = RΛ1µ1 ⊕RΛ1µ2 ⊕ · · · ⊕ RΛnµn , (140)
where we assume that the angular-momentum space has been truncated, such that R overlaps n different irreps.
Finally note that one may formally attach projectors PΛµ to the current, J , in order to subduce the full relation,
Eq. (112), to a particular irrep∣∣∣〈Enf ,Pf , L,Λf , µf |J (0)|Eni ,Pi, L,Λi, µi〉∣∣∣2
L
=
1
L6
Tr
[
RΛiµi(Eni ,Pi)WΛiµi,ΛfµfL,df (Pi, Pf , L)RΛfµf (Enf ,Pf )WΛfµf ,ΛiµiL,df (Pf , Pi, L)
]
, (141)
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where
WΛiµi,ΛfµfL,df (Pi, Pf , L) ≡ PΛiµi
[
S WL,df(Pi, Pf , L)S†
]
PΛfµf , (142)
and similar with i and f exchanged. This expression demonstrates which elements of the transition amplitude
contribute to a finite-volume matrix element with finite-volume states in a given irrep.
VII. FINAL REMARKS AND CONCLUSION
In this work we have presented the first model-independent relation between two-body matrix elements and infinite
volume 2+ J → 2 transition amplitudes. The main result, Eq. (112), shows a multiplicative relation between finite-
and infinite-volume observables. We find that a great deal of new technology is required here relative to the derivation
for 1+ J → 2 processes in Ref. [41, 42]. This is manifested, in part, by a new type of finite-volume function, which
first appeared in Sec. III B. Our final result, which holds for energies below the lowest open three- or four-particle
threshold, accommodates any number of open two-particle channels. By including all angular momentum states we
can also quantify the effects of reduced rotational symmetry, encoded in the mixing of different partial waves via our
finite-volume functions.
In order to implement this result in analyzing two-body matrix elements obtained from LQCD, one needs to first
determine the 2→ 2 scattering amplitude, M and the 1+ J → 1 transition amplitude, w. The former is accessible
from the two-body spectrum using the Lu¨scher formalism (or extensions thereof) and the latter can be obtained
directly from one-body three-point functions. Given these, one can use an appropriate truncation of Eq. (112) to
arrive at the infinite-volume divergence-free transition amplitude, Wdf . This can be used to determine W since the
divergence-free and full transition amplitudes only differ by terms which depend on on on-shell M and w. This
multistep procedure is summarized in Fig. 2.
The presence of the divergence-free transition amplitude in our final result is conceptually related to the divergence-
free quantity arising in the analysis of three-body systems by one of us in Refs. [18, 19]. We suspect this is a very
general observation. These otherwise unrelated systems both include experimentally observable subprocesses, giving
rise to diagrams which contain two such processes separated by a long-lived intermediate state. In the present case
one finds diagrams where two particles scatter and then propagate for an invterval before one couples to the external
current (see Fig. 5(b)). Similarly, the three-body sector includes diagrams where two (or more) pairwise scatterings
are separated by potentially on-shell propagators. Similar divergences will be present for any tree-level process where
intermediate particles go on-shell (as well as higher-order diagrams in certain cases).
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Appendix A: Numerically evaluating F
In this appendix we describe how to reduce and numerically evaluate the kinematic function F that we introduced
in Subsection III A. We first note that it is more convenient to rewrite this in an alternative form that explicitly
separates the real and imaginary parts of the i prescription. This is achieved with the identity
1
2ωa2(E − ωa1 − ωa2 + i) =
ω∗a1
E∗(q∗2a − k∗2a + i)
+ S2 = ω
∗
a1
E∗
[
P 1
(q∗2a − k∗2a )
− ipiδ(q∗2a − k∗2a )
]
+ S2, (A1)
where S2 is a smooth function that will be annihilated by the sum-integral difference. Here P denotes the principal-
value pole prescription. We further reduce the expression by combining the two spherical harmonics into one
4piY`m(kˆ
∗
a)Y
∗
`′m′(kˆ
∗
a) = 4pi
∑
`′′m′′
Y`′′m′′(kˆ
∗
a)
∫
dΩp Y
∗
`m(pˆ
∗
a)Y
∗
`′′m′′(pˆ
∗
a)Y`′m′(pˆ
∗
a). (A2)
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Putting all the pieces together, we can rewrite Eq. (17) as
Fa`m,a′`′m′(P,L) = δaa′
iq∗a
8piE∗
ξa
[
δ``′δmm′ + i
∑
`′′m′′
(4pi)3/2
q
∗(`′′+1)
a
c∆a`′′m′′(q
∗2
a ;L)
∫
dΩ Y ∗`m(kˆ
∗
a)Y
∗
`′′m′′(kˆ
∗
a)Y`′m′(kˆ
∗
a)
]
,
(A3)
where c∆a`m(q
∗2
a ;L) is defined as
c∆a`m(q
∗2
a ;L) =
[
1
L3
∑
k
∫ ]
ω∗a1k
∗`
a
ωa1
P
√
4piY`m(kˆ
∗
a)
k∗2a − q∗2a
. (A4)
Alternatively, this function can be written in terms of the generalized Zeta functions [12]
c∆a`m(q
∗2
a ;L) =
√
4pi
γL3
(
2pi
L
)`−2
Z∆a`m[1; (q∗aL/2pi)2], Z∆a`m[s;x2] =
∑
r∈P∆
r`Y`m(rˆ)
(r2 − x2)s , (A5)
where
P∆ ≡
{
r
∣∣∣∣ r = γ−1(n− 12∆
)
, n ∈ Z3
}
, (A6)
∆ ≡ PL
2pi
(
1 +
m2a1 −ma22
E∗2
)
, (A7)
γ−1p ≡ γ−1p‖ + p⊥ = (E/E∗)−1p‖ + p⊥ , (A8)
and where p‖ and p⊥ are the parallel and perpendicular components of p with respect to the fixed total momentum
P. We close by giving a particularly efficient form for evaluating these quantities [14],
Z∆a`m(1, x
2) =
∑
r∈P∆
r`Y`m(rˆ)
r2 − x2 e
−(r2−x2) + γ
pi
2
δ`0δm0G(x)
+ γpi3/2
∫ 1
0
dt
etx
2
t3/2
(
pii
t
)`∑
n6=0
e−ipin·∆ |γn|`Y`m(γˆn)e−(piγn)2/t , (A9)
where γp ≡ γp‖ + p⊥ and
G(x) ≡
∫ 1
0
dt
etx
2 − 1
t3/2
− 2 . (A10)
Appendix B: Reducing G
In this appendix we describe how one to reduce the complicated function G,
Ga`fmf ,a′`′fm′f ;b′`′im′i,b`imi(Pf , Pi, L) ≡
δaa′δbb′
[
1
L3
∑
k
∫ ]
1
2ωa1
4piY`fmf (kˆ
∗
af )Y
∗
`′fm
′
f
(kˆ
∗
af )
2ωa2f (Ef − ωa1 − ωa2f + i)
(
k∗af
q∗af
)`f+`′f 4piY`′im′i(kˆ∗bi)Y ∗`imi(kˆ∗bi)
2ωb2i(Ei − ωb1 − ωb2i + i)
(
k∗bi
q∗bi
)`i+`′i
. (B1)
1. Single degenerate channel, Pi = Pf = (iE, 0), s-wave
To get started, we consider the simplest possible scenario, a single channel of degenerate scalar particles with total
momenta Pi = Pf = (iE, 0). As mentioned in the main text, W diverges for these kinematics. Nonetheless, Wdf is
finite and constraining its value here could help to determine the full 2+J → 2 transition amplitude away from this
singular point. In this subsection we further assume that scattering is dominated by the s-wave so that all higher
partial waves can be neglected. Then G reduces to a single function of E and L given by
G(E,L) ≡ GS(E,L)−GI(E) , (B2)
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where
GS(E,L) =
1
L3
∑
k
1
8ω3
1
(E − 2ω)2 , (B3)
GI(E) =
∫
dk
(2pi)3
1
8ω3
1
(E − 2ω + i)2 , (B4)
and where we have introduced the shorthand ω =
√
k2 +m2.
Our main task here is to reduce the integral. We begin by rewriting the integral in terms of the magnitude and
direction. The latter is trivial and so we reach
GI(E) =
4pi
(2pi)3
∫ ∞
0
dkk2
1
8ω3
1
(E − 2ω + i)2
∣∣∣∣
ω=
√
k2+m2
. (B5)
We now change variables, first by substituting dk = (ω/k)dω and then by shifting via x = ω − E/2
GI(E) =
∫ ∞
−a
dxf(x)
1
(x− i)2 , (B6)
where a ≡ E/2−m and
f(x) ≡ 1
2pi2
√
ω2 −m2
32ω2
∣∣∣∣
ω=x+E/2
. (B7)
To reduce further we substitute f(x) = f(x−i)−f(0)+f(0) = g(x)(x−i)+f(0) where g(x) ≡ [f(x−i)−f(0)]/(x−i)
has the same analytic properties as f(x)
GI(E) ≡
∫ ∞
−a
dxg(x)
1
(x− i) + f(0)
∫ ∞
−a
dx
1
(x− i)2 = P
∫ ∞
−a
dxg(x)
1
x
+ ipig(0)− f(0)
a
. (B8)
Substituting for g we conclude
GI(E) ≡ P
∫ ∞
−a
dx
f(x)− f(0)
x2
+ ipif ′(0)− f(0)
a
. (B9)
Finally we substitute the definition of f(x), Eq. (B7), and combine results to conclude
G(E,L) ≡ 1
L3
∑
k
1
8ω3
1
(E − 2ω)2 −
1
2pi2
P
∫ ∞
m
dω
[√
ω2 −m2
8ω2
−
√
E2/4−m2
2E2
]
1
(E − 2ω)2
+
1
2pi2
√
E2/4−m2
8E2(E/2−m) − i
1
2pi
√
E2/4−m2
[
E2/4 +m2
4E3
]
. (B10)
This is our final form for the simplest version of G(E,L).
2. Single degenerate channel, general Pi = Pf , general angular momentum
We now turn to the general case in which the poles coincide for all k. This occurs whenever the particles of channel
one have the same masses as those of channel two and also Pi = Pf = P . The two particles within each channel may,
however, still be nondegenerate. As already mentioned in the previous subsection, W diverges for these kinematics
but it may nonetheless be useful to constrainWdf . Unlike the previous subsection, here we also accommodate general
angular momentum. Again we focus on reducing the integral part of G
GI;`fmf ,`′fm′f ;`′im′i,`imi(P ) ≡∫
dk
(2pi)3
1
8ω1ω22
4piY`fmf (kˆ
∗
)Y ∗`′fm′f (kˆ
∗
)4piY`′im′i(kˆ
∗
)Y ∗`imi(kˆ
∗
)
(
k∗
q∗
)`f+`′f+`i+`′i [ 1
(E − ω1 − ω2 + i)
]2
. (B11)
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We begin by rewriting the integral as
GI(P ) =
∫
dk∗
(2pi)3
1
2ω∗1
F(k∗)(E∗ − ω∗1 + ω∗2)2
[
1
(E − ω1)2 − ω22 + i
]2
, (B12)
where we have left the harmonic indices on GI implicit and where
F(k∗) ≡ (E − ω1 + ω2)
2
4ω22(E
∗ − ω∗1 + ω∗2)2
4piY`fmf (kˆ
∗
)Y ∗`′fm′f (kˆ
∗
)4piY`′im′i(kˆ
∗
)Y ∗`imi(kˆ
∗
)
(
k∗
q∗
)`f+`′f+`i+`′i
. (B13)
Here we have also used the fact that dk/ω1 = dk
∗/ω∗1 . The next step is to rewrite the double pole in CM frame
variables
(E − ω1)2 − ω22 = [(E,P)− (ω1,k)]2 −m22 = [(E∗, 0)− (ω∗1 ,k∗)]2 −m22 = (E∗ − ω∗1)2 − ω∗22 . (B14)
Substituting this into Eq. (B12) and also substituting
F(k∗) ≡
∫
dΩ F(k∗) , (B15)
then gives
GI(P ) =
∫ ∞
0
dk∗k∗2
(2pi)3
1
2ω∗1
F(k∗)
(E∗ − ω∗1 − ω∗2 + i)2
. (B16)
The final step is to observe
1
E∗ − ω∗1 − ω∗2 + i
=
H(k∗)
q∗ − k∗ + i , (B17)
where E∗ =
√
m21 + q
∗2 +
√
m22 + q
∗2 and
H(k∗) =
(E∗ + ω∗1 + ω
∗
2)(E
∗2 − ω∗21 − ω∗22 + 2ω∗1ω∗2)
4E∗2(q∗ + k∗)
. (B18)
This equality follows from
(E∗2 − ω∗21 − ω∗22 + 2ω∗1ω∗2)(E∗2 − ω∗21 − ω∗22 − 2ω∗1ω∗2)
= E∗4 + (2k∗2 +m21 +m
2
2)
2 − 2E∗2(2k∗2 +m21 +m22)− 4(k∗2 +m21)(k∗2 +m22)
= E∗4 − 2E∗2(m21 +m22) +m41 +m42 − 2m21m22 − 4E∗2k∗2
= E∗2
(
E∗2 − 2(m21 +m22) +
(
m21 −m22
)2
E∗2
)
− 4E∗2k∗2
= 4E∗2(q∗2 − k∗2). (B19)
Finally, we can rewrite the integral as
GI(P ) =
∫ ∞
−q∗
dx
[
(x+ q∗)2
(2pi)3
1
2
√
(x+ q∗)2 +m21
F(x+ q∗)H(x+ q∗)2
]
1
(x− i)2 . (B20)
At this stage the integral be may reduced following the method outlined after Eq. (B6) above.
3. General Pi 6= Pf
In this section we analyze G for all scenarios in which the poles do not coincide. More precisely for all cases where
the set of k for which both poles diverge is a one-(or-less)-dimensional subspace of the three-dimensional k space.
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This is the case whenever Pi 6= Pf or whenever the current changes the incoming particle to a new species with a
different mass. As above our goal is to simplify
GI;a`fmf ,a′`′fm′f ;b′`′im′i,b`imi(Pf , Pi) ≡
δaa′δbb′
∫
dk
(2pi)3
1
2ωa1
4piY`fmf (kˆ
∗
af )Y
∗
`′fm
′
f
(kˆ
∗
af )
2ωa2f (Ef − ωa1 − ωa2f + i)
(
k∗af
q∗af
)`f+`′f 4piY`′im′i(kˆ∗bi)Y ∗`imi(kˆ∗bi)
2ωb2i(Ei − ωb1 − ωb2i + i)
(
k∗bi
q∗bi
)`i+`′i
. (B21)
As we will see in the course of this analysis, it turns out that one is justified to treat the two poles as independent
single poles. In other words, the fact that the two poles can diverge simultaneously does not complicate the integral
because the region where they coincide is at most a one-dimensional subspace of k space.
To see this in detail, first observe that the set of k for which both poles diverge forms a one-(or less)-dimensional
subspace of the three-dimensional k space. One can visualize this by first recalling that, in the incoming CM frame,
the momentum for which Ei−ωb1−ωb2i vanishes is a sphere with radius k∗bi = q∗bi. Boosting this to the finite-volume
frame gives an ellipsoid in that frame. Further, one can use the same analysis to define a second ellipsoid, for the set
of momentum for which Ef − ωa1 − ωa2f vanishes. Finally, for Pi 6= Pf , the intersection of these two ellipsoids is a
one-dimensional ellipse (or else a point or an empty set).
The fact that the double-pole space has a lower dimension than the single-pole space implies that it is not necessary
to specially treat the case of both poles simultaneously diverging. In short, no special treatment is needed because
the difference between the double and single pole expressions is measure zero and does not contribute to the integral.
This can be seen directly by evaluating the integral. As a simple example consider∫ 1
−1
dx
∫ 1
−1
dy
∫ 1
−1
dz
1
x+ z − i
1
x+ y + z − i =
∫ 1
−1
dx
∫ 1
−1
dz
1
x+ z − i log
[
x+ z + 1− i
x+ z − 1− i
]
. (B22)
Here the y integral reduces us the integrand to a single pole and the fact that both poles diverge for y = 0 and
x+ z = 0 does not require any special attention. We will see that GI(Pf , Pi) is very similar.
We begin by rewriting the integral as
GI(Pf , Pi) =
∫
dk
(2pi)3
1
2ωa1
Fi(k∗bi)
[
1
(Ef − ωa1)2 − ω2a2f + i
] [
1
(Ei − ωb1)2 − ω2b2i + i
]
, (B23)
where
Fi(k∗bi) ≡ δaa′δbb′(Ef − ωa1 + ωa2f )(Ei − ωb1 + ωb2i)
×
4piY`fmf (kˆ
∗
af )Y
∗
`′fm
′
f
(kˆ
∗
af )
2ωa2f
(
k∗af
q∗af
)`f+`′f 4piY`′im′i(kˆ∗bi)Y ∗`imi(kˆ∗bi)
2ωb2i
(
k∗bi
q∗bi
)`i+`′i
. (B24)
Note that one can express this as a function of only k∗bi, together with implicit Pi and Pf . The next step is to rewrite
all variables in the incoming CM frame. This is most straightforward for the incoming pole
(Ei − ωb1)2 − ω2b2i = [(Ei,Pi)− (ωb1,k)]2 −m2b2 = [(E∗i , 0)− (ω∗b1i,k∗bi)]2 −m2b2 = (E∗i − ω∗b1i)2 − ω∗2b2i . (B25)
For the outgoing pole we must introduce new notation. We define (E
(i∗)
f ,P
(i∗)
f ) by boosting (Ef ,Pf ) to the incoming
two-particle CM frame. This allows us to write
(Ef − ωa1)2 − ω2a2f = [(Ef ,Pf )− (ωa1,k)]2 −m2a2 = [(E(i∗)f ,P(i∗)f )− (ω∗b1i,k∗bi)]2 −m2a2 (B26)
= E∗2f +m
2
a1 −m2a2 + 2E(i∗)f ω∗b1i − 2P(i∗)f · k∗bi . (B27)
Substituting Eqs. (B25) and (B27) into Eq. (B23) we reach
GI(Pf , Pi) =
∫
dk∗bi
(2pi)3
1
2ω∗b1i
Fi(k∗bi)
[
1
E∗2f +m
2
a1 −m2a2 + 2E(i∗)f ω∗b1i − 2P(i∗)f · k∗bi + i
]
×
[
1
(E∗i − ω∗b1i)2 − ω∗2b2i + i
]
,
(B28)
=
∫
dk∗bik
∗2
bi dφdz
(2pi)3
1
2ω∗b1i
Fi(k∗bi, z, φ)
[
1
E∗2f +m
2
a1 −m2a2 + 2E(i∗)f ω∗b1i − 2P (i∗)f k∗biz + i
]
×
[
1
(E∗i − ω∗b1i)2 − ω∗2b2i + i
] , (B29)
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where z = cos θ. Note that with this boost we are treating the problem asymmetrically, arbitrarily focusing on the
incoming frame. We could just as well work with the outgoing frame. Either way, we have found that a CM frame
must be chosen to reduce the problem.
Next we split the second, z-independent pole into principal value and delta function and also substitute
F(k∗bi, z) =
∫ 2pi
0
dφF(k∗bi, z, φ) , (B30)
to reach
GI(Pf , Pi) =
∫
dk∗bik
∗2
bi dz
(2pi)3
1
2ω∗b1i
Fi(k∗bi, z)
E∗2f +m
2
a1 −m2a2 + 2E(i∗)f ω∗b1i − 2P (i∗)f k∗biz + i
P 1
(E∗i − ω∗b1i)2 − ω∗2b2i
− i q
∗
bi
32pi2E∗i
∫ 1
−1
dz
Fi(q∗bi, z)
E∗2f +m
2
a1 −m2a2 + 2E(i∗)f ω∗b1qi − 2P (i∗)f q∗biz + i
. (B31)
This separation is valid regardless over the entire range of both the k∗bi and z integrals. This observation gives precise
meaning to the statement made at the beginning of this subsection, that we can treat the two poles as independent.
Finally we break the remaining pole into principal value and delta function to conclude
GI(Pf , Pi) =
∫
dk∗bik
∗2
bi dz
(2pi)3
Fi(k∗bi, z)
2ω∗b1i
P 1
E∗2f +m
2
a1 −m2a2 + 2E(i∗)f ω∗b1i − 2P (i∗)f k∗biz
P 1
(E∗i − ω∗b1i)2 − ω∗2b2i
− i q
∗
bi
32pi2E∗i
∫ 1
−1
dz P Fi(q
∗
bi, z)
E∗2f +m
2
a1 −m2a2 + 2E(i∗)f ω∗b1qi − 2P (i∗)f q∗biz
− i q
∗
af
32pi2E∗f
∫ 1
−1
dz P Ff (q
∗
af , z)
E∗2i +m
2
b1 −m2b2 + 2E(f∗)i ω∗a1qf − 2P (f∗)i q∗afz
− q
∗
bi
32piE∗i
Fi(q∗bi, zi)
2P
(i∗)
f q
∗
bi
, (B32)
where zi ≡ (E∗2f +m2a1 −m2a2 + 2E(i∗)f ω∗b1qi)/(2P (i∗)f q∗bi).
To reach Eq. (B32) we have rewritten the first term appearing on the last line. This is the term that comes from the
delta-function part of the z pole and the principal-value part of the k∗i pole, in other words the “principal-value initial
state and delta-function final state” term. To rewrite this term we have used the fact that it is given by swapping all
i and f labels on the term of the second line. This is the “delta-function initial state and principal-value final state”
term, so it must be related to the first term on the last line by swapping labels as indicated. We are restoring some
of the symmetry that we lost when we chose to work in the incoming CM frame.
We next comment that the last term of Eq. (B32) is given by taking the delta function terms from both poles
− q
∗
bi
32piE∗i
Fi(q∗bi, zi)
2P
(i∗)
f q
∗
bi
= −pi2δaa′δbb′
∫
dk
(2pi)3
1
2ωa1
4piY`fmf (kˆ
∗
af )Y
∗
`′fm
′
f
(kˆ
∗
af )
2ωa2f
(
k∗af
q∗af
)`f+`′f
× 4piY`′im′i(kˆ
∗
bi)Y
∗
`imi
(kˆ
∗
bi)
2ωb2i
(
k∗bi
q∗bi
)`i+`′i
δ(Ef − ωa1 − ωa2f )δ(Ei − ωb1 − ωb2i) . (B33)
It is very important to remember that this term is only present if there exists some k for which (Ef − ωa1 − ωa2f ) =
(Ei − ωb1 − ωb2i) = 0. That is, the two ellipsoids in k-space, defined by the two pole conditions, must have some
non-zero intersection for this term to appear. Note also that this term is unchanged if we swap all i and f indices.
Even though this “double delta function” term is perfectly symmetric with respect to i and f , we can only solve the
integral by choosing a specific frame.
Finally we comment that the first term in Eq. (B32) is equivalent to
δaa′δbb′
∫
dk
(2pi)3
1
2ωa1
P
 4piY`fmf (kˆ∗af )Y ∗`′fm′f (kˆ∗af )
2ωa2f (Ef − ωa1 − ωa2f + i)
(k∗af
q∗af
)`f+`′f
× P
[
4piY`′im′i(kˆ
∗
bi)Y
∗
`imi
(kˆ
∗
bi)
2ωb2i(Ei − ωb1 − ωb2i + i)
](
k∗bi
q∗bi
)`i+`′i
. (B34)
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That is, it is just given by replacing the original two i poles with principal value poles. This is the only term in
Eq. (B32) which still contains a divergent integral. In a numerical evaluation this term will be combined with the
sum to reach a numerically tractable sum-integral-difference. The UV divergence of course cancels between the sum
and integral in this difference.
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