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The goals of the thesis were to identify the development of 3- to 7-year-old children’s 
comprehension and production of two contrasting temporal connectives - before and after - 
that signal the order of events in two-clause sentences, and to establish the reasons for 
difficulties with these linguistic devices. Chapter 1 reviews the literature that is considered 
relevant to the experimental work. 
In the experimental work (Chapters 2 to 4), children’s comprehension and production 
of two-clause sentences containing before and after was examined in separate groups of 
children aged 3 to 7 years. The sentence structures differed in their memory and also 
language demands. Independent measures of memory and language were related to 
performance. The design enabled a contrast of traditional memory capacity accounts (e.g., 
Just & Carpenter, 1992) versus more recent language-based accounts (e.g., Van Dyke, Johns, 
& Kukona, 2014) of why working memory explains variance in the processing of complex 
sentences. A capacity account predicts a direct relation between memory and sentence 
processing: specifically, that some sentence structures are more difficult to process than 
others because they require more information to be held in working memory than others. 
Alternatively, a language-based account proposes an indirect relation between memory and 
sentence processing, such that good language skills modulate the influence of memory on 
sentence processing, by influencing the accurate representation of information in verbal 
working memory. 
Experiment 1 (Chapter 2) was a touch-screen comprehension paradigm. Children 
listened to two-clause sentences linked by a temporal connective, before or after, while 
viewing animations of the actions in each clause. After each sentence, they were asked to 
select the event that happened first to assess their understanding of the temporal connective. 
The pattern of results suggested that the memory demands of specific sentence structures 
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limited children’s comprehension of sentences containing temporal connectives, supporting a 
memory capacity account. 
Experiment 2 (Chapter 3) further investigated comprehension of these sentences 
focusing on how memory and language influence the ease of processing. Children were 
trained to make speeded responses to the sentence structures investigated in Experiment 1. 
The findings support Experiment 1: memory capacity best predicted comprehension of these 
sentence structures. 
Experiments 3 and 4 (Chapter 4) examined production of the same sentence types. In 
two experiments (elicited production with blocked conditions, and sentence repetition), 
separate groups of children viewed an animated sequence of two actions, and were asked to 
describe the order of events. Instructions and practice trials were used to model the target 
sentence structures. In contrast to the comprehension experiments (Experiments 1 and 2), this 
work showed that children’s individual differences in the production of two-clause sentences 
linked by before or after were related to variability in language skills, rather than poor 
memory capacity. 
In Chapter 5, I conclude that Experiments 1-4 reveal a differential influence of 
working memory and language on children’s comprehension and production of two-clause 
sentences containing before and after. I argue that the existing theoretical accounts of the 
influence of memory and language on sentence processing (e.g., Just & Carpenter, 1992; Van 
Dyke et al., 2014) require much more detailed investigation within the sentence structures 
examined here, and across other complex sentences that are also considered to differ in their 
memory and language demands. I present several suggestions as to how this might be 
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1. Literature Review 
1.1. Introduction and outline  
We experience events in our everyday lives in the order in which they occur. In 
spoken or written discourse, however, temporal connectives such as before and after can be 
used to report the events in either their chronological order of occurrence, for example, ‘He 
finished his homework, before he played in the garden’ or in reverse order, for example, 
‘Before he played in the garden, he finished his homework’. Therefore, temporal connectives 
signal the actual order of occurrence. 
It is well known that adults recognise the difference between before and after, using 
them accurately in both comprehension (Münte, Habets, & Jansma, 1998; Ye et al., 2012) and 
production (Habets, Jansma, & Münte, 2008; Ye, Habets, Jansma, & Münte, 2011). However, 
although before and after appear in spontaneous speech from around 3 years of age (Diessel, 
2004), children display difficulties understanding and producing sentences containing these 
connectives up to at least early adolescence (e.g., Peterson & McCabe, 1987; Pyykkönen & 
Järvikivi, 2012). Therefore, it is not yet clear to what extent children can accurately use 
before and after to understand and signal the temporal relations between events (Cain & 
Nash, 2011; Pyykkönen & Järvikivi, 2012).  
My thesis presents a series of experiments that have used accuracy and timing  
measures of comprehension and production to investigate children’s understanding of two-
clause sentences containing the temporal connectives before and after in 3- to 7-year-olds. 
The main aims were to identify the age at which early competence emerges, and to elucidate 
the reasons for why children continue to experience difficulties in the comprehension and 
production of sentences containing temporal connectives once they demonstrate an 
appreciation of the difference between before and after. In turn, this work enabled an 
investigation into whether performance in comprehension was similar to production. I next 
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outline the relevant literature that motivates the experimental work presented in Chapters 2, 
3, and 4. 
1.2. Children’s understanding and production of connectives  
Connectives are cohesive devices such as before, because, and although, that help 
language users to establish coherence, because they signal the nature of the relation between 
events (Gernsbacher, 1997). Connectives are grouped into semantic classes that each signal a 
similar type of coherence relation. For example, temporal connectives (before, after) signal 
that the sequence of events relate in time; causal connectives (so, because) signal the causal 
relations between events, and adversative connectives (but, although) indicate information 
that is contrary to expectation.  
Skilled comprehenders access word meanings and assemble these into meaningful 
clauses. They go beyond single clauses and integrate these to form coherent sentences, and to 
link the meanings of sentences to build a coherent mental representation of the combined 
meaning of those various propositions (Gernsbacher, 1990; Johnson-Laird, 1983; Van Dijk & 
Kintsch, 1983; Zwaan & Radvansky, 1998). This mental representation is typically referred to 
as a mental model or situation model. In the same way, speakers produce discourse in which 
the individual clauses and sentences are interrelated in meaning to refer to a coherent overall 
topic or theme. 
Previous research shows that skilled adult comprehenders benefit from connectives in 
text. Take two events: ‘Tom drove fast. He loves going to football matches.’ When linked by 
the causal connective because, adults read the second sentence more quickly than when no 
connective is present, because it signals the need to make an inference about the causal 
relation between the events (Cozijn, Noordman & Vonk, 2011; Sanders & Noordman, 2000; 
Traxler et al., 1997). Findings such as these indicate that connectives help adult 
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comprehenders in the integrative and inferential skills that are necessary for linking clauses 
and establishing coherence (Zwaan, Langston, & Graesser, 1995).  
In contrast to the facilitative effects seen for adults, research with children suggests 
that connectives might hamper, rather than help, children’s text comprehension. Evidence for 
this comes from studies of 7- to 10-year-olds who have had difficulties with selecting an 
appropriate connective to join two clauses in cloze tasks (Cain & Nash, 2011; Cain, Patson, 
& Andrews, 2005). However, those studies found that children typically perform at above 
chance levels, which indicates some understanding about the function of connectives in a 
sentence and their specific meanings. Online processing paradigms have also indicated that 
children in this age range display knowledge of the function and meaning of connectives. In a 
self-paced reading paradigm, Cain and Nash (2011; Experiments 3 and 4) reported that 8-
year-olds performed like adults: they read a clause more quickly when it was linked to a 
preceding clause by an appropriate connective (e.g., Amy wanted a dog but she was not 
allowed one) than when no connective was present (e.g., Amy wanted a dog. She was not 
allowed one) or when and was used to link the clauses. This and other studies also suggest 
developmental improvements: between 8 and 10 years, children demonstrate a more refined 
understanding for the function of connectives in both offline and online tasks (Cain et al., 
2005; Cain & Nash, 2011).   
Turning to production, corpus and experimental studies indicate that children can 
produce a range of connectives from around 3 years of age (e.g., Spooren & Sanders, 2008; 
Winskel, 2003). However, studies by Peterson and McCabe (1983; 1987; 1991) indicate that 
young children who appear to be using connectives in their speech, are not yet fully 
competent in their use. An analysis of personal narratives showed that 9-year-olds were just 
as likely as 4-year-olds to use and instead of a more appropriate connective that specifies a 
specific semantic relation between the events. The authors suggest that these age groups use 
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connectives as general linking words between sentences rather than intending the same target 
meaning used by adults. Further, children frequently used connectives for pragmatic purposes 
such as narrative initiation or termination, rather than for semantic purposes, as demonstrated 
by examples i and ii below. 
i. Experimenter: ‘I bet you saw the sun come up this morning.’ 
Child: ‘But I saw the zoo…’ 
ii. Child (following description of a car crash incident: ‘…So they dead right now.’ 
Peterson and McCabe explained this pattern of usage from a developmental perspective: 
young children start out using a connective to signal a range of relations between events and, 
through experience, develop a more refined understanding for the function of specific 
connectives. Therefore, this work in production also suggests that children do not fully 
understand how to use semantically restricted connectives in the same way as adults. 
1.2.1. Why focus on temporal connectives? 
Within each of the semantic classes already outlined (e.g., temporal, causal, 
adversative), the characteristics of the connectives themselves (e.g., Evers-Vermeul & 
Sanders, 2009; Spooren & Sanders, 2008), as well as their frequency of occurrence from 
environmental input (Crosson & Le Saux, 2008), may influence ease, and therefore age, of 
acquisition. Therefore there is a need to investigate the comprehension and production of 
specific connectives within a given semantic class, particularly from a developmental 
perspective whereby some connectives may be more easily acquired than others (Cain & 
Nash, 2011). 
Temporal connectives typically appear in speech earlier than causal and adversative 
connectives (Bloom, Lahey, Hood, Lifter, & Fiess, 1980; Diessel, 2004; Shapiro & Hudson, 
1991). Temporal connectives can also be divided into two subgroups: sequential connectives 
(then, before and after) signal that event x follows event y; whereas simultaneous connectives 
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(while, whilst and as) signal that events happen at the same time. Sequential connectives are 
typically acquired earlier than simultaneous connectives (Atanassova, 2001; Keller-Cohen, 
1981, 1987; Silva, 1991; Vion & Colas, 2004; Winskel, 2003, 2004, 2007). Therefore, an 
investigation into children’s understanding of temporal connectives, particularly sequential 
ones, can indicate how early on in development children are able to use connectives to aid 
their comprehension and production of two-clause sentences. 
The experimental work in this thesis examined children’s understanding of before and 
after in two-clause sentences. It is unclear when children display the ability to comprehend 
and produce these sentences. As described earlier for comprehension, Cain and Nash (2011) 
reported that 8-year-olds performed above chance in offline comprehension tasks that 
required knowledge of before and after, and were faster in online tasks at integrating the 
relation between events when these connectives were used instead of a full stop (albeit the 
latter analysis did not examine specific connectives separately, but treated them as single 
class). Therefore, by 8 years, children display some level of competence in comprehending 
these connectives. However, those children were significantly less accurate compared to 
adults, and additional research has reported that children up to 12 years of age have 
difficulties in accurately comprehending two-clause sentences containing before and after 
(Pyykkönen & Järvikivi, 2012). Research on children’s ability to produce these connectives 
tells a similar story to comprehension: both corpus and experimental work shows that 
children regularly produce sentences containing before and after from as young as 3-years-
old (Diessel, 2004; Winskel, 2003), however, children display difficulties with correct 
production of these connectives up to at least 9 years (Peterson & McCabe, 1987; Winskel, 
2003).  
One reason for the lack of clarity about when children truly understand sentences 
containing before and after, is that these connectives can appear in a range of sentence 
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structures, and that children find some of these more difficult than others (e.g., Clark, 1971; 
Pyykkönen & Järvikivi, 2012). Specifically, when these connectives are used to signal the 
order of events, the events can be written in either their chronological order of occurrence, for 
example, ‘He finished his homework, before he played in the garden’, or in reverse order, for 
example, ‘Before he played in the garden, he finished his homework.’ As a result of this 
language flexibility, the same underlying temporal information can be expressed in four 
different sentence structures: before-chronological, after-chronological, before-reverse, and 
after-reverse (see Table 1.1). This means that studies of children’s competence for two-clause 
sentences containing before and after that do not consider the full range of possible sentence 
structures, may belie children’s full competence. The remainder of this chapter will review 
the factors within these sentence structures that may influence sentence comprehension and 
production, focusing on accounts that can inform our understanding of development. First, I 
outline the processes and mechanisms involved in constructing a coherent mental 
representation, and then I explore the factors that may affect how accurately children use 
temporal connectives to construct a mental representation that encodes temporal relations 
between events (section 1.4).  









Chronological and reverse order sentence structures containing before and after. 
 Before After 
 
Chronological 
He put on the sandals, 
before he ate the burger 
 
After he put on the sandals, 




Before he ate the burger, 
he put on the sandals 
 
He ate the burger, 
after he put on the sandals 
 
CHAPTER 1: LITERATURE REVIEW. 
8 
 
1.3. Mental representations of temporal information 
As noted, comprehenders construct a mental representation of the situation described 
by the text or discourse (Gernsbacher, 1990; Johnson-Laird, 1983; Van Dijk & Kintsch, 1983; 
Zwaan & Radvansky, 1998). The construction of the mental representation requires the 
simultaneous processing and storage of information in working memory, and is ultimately 
stored in long term memory. The majority of theoretical models (and empirical evidence) for 
how we mentally represent text and discourse focus on comprehension rather than production 
and, consequently, this section will describe the relevant processes with greater reference to 
comprehension. Of these theoretical models, the event-indexing model (Zwaan, Langston, & 
Graesser, 1995; Zwaan & Radvansky, 1998) speaks most to the present thesis because it 
separately indexes different dimensions, including time, which is the information provided by 
temporal connectives.  
With relevance to temporal information, the event-indexing model explains that the 
comprehender foregrounds a mental substructure for initial temporal information (e.g., the 
first clause), and will more easily incorporate incoming information (e.g., the second clause) 
into an updated version of the foregrounded substructure if it is coherent, for example within 
the same timeframe.1 Conversely, if incoming temporal information indicates a time shift 
from the foregrounded substructure, the comprehender will have difficulty integrating such 
information to their current representation. This would necessitate the encoding of a new 
foregrounded substructure, making the previous substructure less accessible in memory. The 
resulting mental representation is likely to consist of several branching substructures, each of 
which will differ by their levels of activation in memory. The strength of activation (or re-
                                                 
1 Note that the processes described here overlap in essence with Gernsbacher’s (1990) 
structure building framework: foregrounding is similar to the concept of ‘laying a 
foundation’; the updating of incoming information is similar to ‘mapping’; and the building 
of new substructures when information is incoherent is similar to ‘shifting.’ The event-
indexing model is unique in its separate indexing of dimensions such as time (Zwaan & 
Radvansky, 1998) 
CHAPTER 1: LITERATURE REVIEW 
9 
 
activation) for new or previous substructures is determined by the continuity of incoming 
information with those substructures.  
It is important to note that the construction of coherent mental representations of 
discourse meaning is also necessary for successful production.  For example, studies of 
schizophrenic adults, who display disordered discourse, have reported that in comparison to 
controls, they take longer pauses between clause boundaries when describing a story (e.g., 
Ditman & Kuperberg, 2010; Rochester & Martin, 1978; Traxler & Gernsbacher, 1995). The 
longer pauses between clause boundaries are interpreted as difficulties in foregrounding and 
updating mental structures of the discourse meaning. This indicates that, as in 
comprehension, production difficulties can be attributed to how easily the speaker can 
construct a coherent mental representation of discourse meaning. Recent research has also 
forcefully argued that adult comprehension and production share similar cognitive processes 
(see Pickering & Garrod, 2007; 2013). For example, both involve the prediction of upcoming 
language, and the processing of the language itself is largely determined by accessibility to 
knowledge of sentence structure and words (Pickering & Garrod, 2013). In addition, both 
speakers and comprehenders process information incrementally (Brown-Schmidt & 
Konopka, 2015; Ferreira, 1996). If the processes are similar, then children’s patterns of 
difficulty in producing sentences containing before and after and the factors underlying 
performance might be analogous to comprehension. The next section of the thesis explores 
how the processes involved in comprehension and production that have been outlined here, 
might be influenced by several factors within the sentence structure of two-clause sentences 
containing before and after.  
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1.4. Accounts of developmental gains in connective comprehension and production of 
two-clause sentences containing before and after 
1.4.1. A non-linguistic strategy 
             A critical factor that influences children’s understanding of two-clause sentences 
containing before and after is the degree to which they have an appreciation for the temporal 
information signalled by the different connectives. When young children have a fragile 
understanding of the relation signalled by a temporal connective, they can use different 
strategies to understand and represent the relation between two events, rather than using the 
precise linguistic information provided by the connective itself (Clark, 1971). Depending on 
the sentence structure, these strategies will sometimes result in accurate comprehension.  
              There are two non-linguistic strategies that children may use to interpret temporal 
order: an order of mention strategy or a world knowledge strategy. Each strategy can assist 
children’s comprehension accuracy for before and after in specific sentence structures, so can 
belie their understanding for the connective itself. No previous study has identified a 
preference for one strategy over the other.  
In support of the order of mention account, a number of comprehension studies have 
reported that 3- to 5-year-olds interpret sentences containing before and after more accurately 
when events are mentioned in a chronological order such as ‘He put on the jumper, before ate 
the cookies’, compared to a reverse order such as ‘Before he ate the cookies, he put on the 
jumper’ (Clark, 1971; French & Brown, 1977; Johnson, 1975). Specifically, the advantage for 
chronological sentences displayed by the younger children is a result of their below-chance 
accuracy for reverse order sentences. This pattern of performance suggests that young 
children may assume that the actual order of events corresponds to the order in which events 
are reported, rather than the order that is signalled by the connective. 
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A study by Clark (1971) confirms that an order of mention strategy is used by 
children when they do not appreciate the temporal information signalled by before and after. 
Clark mapped out three developmental stages in 3- to 5-year-olds’ comprehension of 
chronological and reverse order sentences containing before and after, measuring 
performance using an act-out task. A 75% accuracy criterion was chosen to indicate 
competence for each sentence type, whereas 25% or below reflected inaccuracy. Children in 
the first developmental stage were accurate on chronological sentences but not on reverse 
order sentences. The mean age for children at this stage was 3 years and 7 months. Clark 
concluded that these children did not have a sufficient understanding of either connective. 
Children in stage two performed accurately on before-reverse sentences as well as 
chronological sentences, but were inaccurate on after-reverse sentences (M = 4 years and 3 
months). This result suggests that these children were using an order of mention strategy only 
for after sentences, but had sufficient understanding of before. She attributed earlier 
competence for before relative to after to the semantic features of each term: before indicates 
the prior event, whereas after does not, making the latter more semantically complex. In the 
final stage, children (M = 4 years and 7 months) reached the accuracy criterion for all four 
sentences (before-chronological, after-chronological, before-reverse, and after-reverse), 
indicating an understanding of both before and after earlier than 5 years of age. 
Other research has reported that children employ a different non-linguistic strategy, 
interpreting events on the basis of the typical sequence of those events (world knowledge). In 
support of this view, 3- to 5-year-olds have been shown to be more accurate at acting out the 
sequence of events in a sentence when the sequence is typical and thus supported by world 
knowledge (e.g., He put on the socks, before he put on the shoes), compared to when event 
order was arbitrary and could not be supported by world knowledge (e.g., He put on the 
socks, before he ate the burger) (French & Brown, 1977; Keller-Cohen, 1987). When 
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sentences relate typical sequences of events the order can be inferred by world knowledge 
alone. When sentences relate events that share an arbitrary relation, the order cannot be 
inferred by world knowledge as the events can occur in either temporal order. Instead, the 
child must use the connective to identify the temporal order for accurate performance on all 
sentence types.  
1.4.2. Factors that influence sentence processing in the immediate years that follow the 
emergence of an initial understanding of these connectives. 
              From around 5 years of age, children no longer rely on non-linguistic strategies to 
understand and represent order (Clark, 1971). There are several factors that might influence 
older children’s comprehension and production of two-clause sentences containing before 
and after. These factors include the relation between the order of mention of the events and 
the order of events being described by the connective; the depth of understanding and ease of 
accessibility for the meaning of the connective; the position of the connective in a sentence, 
and the availability of world knowledge in a sentence. These may explain reasons for 
children’s inaccurate comprehension and production of these sentences in the immediate 
years that follow the emergence of an initial understanding of these connectives. Each will be 
discussed in turn. 
Order of mention. As noted, several studies have reported that 3- to 5-year-olds are 
more likely to be accurate in comprehension tasks for sentences in which the order of 
mention of events corresponds with the actual order of occurrence signalled by the 
connective. This has been used as evidence of an incomplete understanding of the meaning of 
before and after (e.g. Clark, 1971). However, even when an understanding for the connectives 
might be considered robust, as for adults, the order of mention of events appears to influence 
the processing effort that is required for sentence comprehension (Münte et al., 1998; Ye et 
al., 2012) and production (Habets et al., 2008; Ye et al., 2011).  
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It is established that the mental representation of event order maps onto the 
chronological order in which the events occur in real world situations: the first occurring 
event is followed by the second, and so forth (Coll-Florit & Gennari, 2011; Givón, 1991; 
Zwaan & Radvansky, 1998). As a result, the comprehender has a default expectation that new 
information (i.e., the event described in the second clause) will be temporally later than the 
most recent event in the current foregrounded substructure (i.e., the event described in the 
first clause) (Zwaan & Radvansky, 1998). Similarly, speakers also construct a mental 
representation of the events in the actual order that they occur (Bereiter & Scardamalia, 1987; 
Bos, Bjorn, de Koning, van Wesel, Boonstra, & van der Schoot, 2015). Therefore, reverse 
order sentences require more cognitive effort to comprehend and produce because the order 
of mention of events does not correspond with the linear mental representation of the events. 
This does not fully afford incremental word-by-word or clause-by-clause processing. 
The extra processing effort required for comprehending and producing reverse order 
sentences in comparison to chronological sentences has been demonstrated in ERP and fMRI 
studies with adults (Münte and colleagues, 1998, 2008, 2011, 2012). Most recently, Ye et al. 
(2012) asked adults to read chronological sentences (After the scientist submitted the paper, 
the journal changed its policy) and reverse order sentences (Before the journal changed its 
policy, the scientist submitted the paper). Reverse order sentences were associated with 
stronger activation of the caudate network as a whole, which has been strongly associated 
with mental imagery processes such as visual rotation of pictures (Kucian et al., 2007). 
Moreover, the left middle frontal/precentral gyrus, which is associated with maintaining 
temporal order information in working memory (see Wager & Smith, 2003), was activated 
most for reverse order sentences. Together, these findings indicate that reverse order 
sentences require the comprehender (or the speaker) to revise their mental representation, and 
that this places extra demands on working memory. 
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Connective meaning. A second factor that is likely to influence the processing 
demands of the sentence structures is the differences between the meaning and function of the 
connectives. Previous theoretical work has argued that before should be more difficult to 
acquire than after. According to Clark’s (1971) semantic features theory, words share a 
componential hierarchy and the positive value of a component is learned earlier than the 
negative value. Clark explained that before and after share three hierarchical components (+/-
Time, +/-Simultaneous, +/-Prior). At the top of the hierarchy, both before and after represent 
time and so are classified as ‘+Time.’ Second, both before and after represent a serial time 
relation, and so are classified as ‘-Simultaneous.’ The third function classifies the direction 
for the serial sequence described by before and after: before indicates the ‘Prior’ event 
(+Prior) whereas after does not. Thus, according to Clark, before should be easier to 
understand than after because they differ in the direction of the serial relation that they signal. 
That is, before is semantically simpler than after because it carries more positive values.  
In addition after may be more difficult than before because it functions more broadly 
as a grammatical device. Word frequency counts by Leech et al. (2001) from The British 
National Corpus (BNC) indicate that after functions more often (927 out of 1160 counts) 
than before (577 out of 882 counts) as a non-connective such as a preposition or adverb (e.g., 
The dog chased after). For that reason, it might be harder to learn the use of after as a 
connective. 
 Words that are typically more difficult to learn are processed by adults more slowly 
and less accurately than their less difficult to learn counterparts. For example, these 
difficulties have been demonstrated for words with a late age-of-acquisition (Carroll & 
White, 1973; Juhasz, 2005), a low frequency of occurrence (Coltheart, Rastle, Perry, 
Langdon, & Ziegler, 2001; Reichle, Pollatsek, Fisher, & Rayner, 1998) or a high ambiguity in 
meaning (Gunter, Wagner, & Friederici, 2003). Importantly, these processing costs are more 
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pronounced in comprehenders with low working memory span compared to comprehenders 
with high working memory span, which suggests that more difficult words place additional 
demands on working memory resources (Gunter et al., 2003). Together, this literature 
indicates that even once the child acquires an appreciation for the difference in meaning 
between before versus after, their processing of sentences containing these connectives may 
still be affected by the connective because they are likely to find it more taxing on their 
working memory resources when activating their knowledge of after as a temporal 
connective compared to before.  
Sentence position of the connective. Manipulating the order of mention for clauses 
that start with before and after also varies the position of the connective in the sentence. For 
example, when events are spoken in a chronological order, the connective appears in an 
initial position when after is used to establish the link (e.g., After she combed her hair, she 
put on her gloves), but appears in a medial position when before is used (e.g., She combed her 
hair, before she put on her gloves). The opposite applies to reverse order sentences. Children 
and adults display a preference for using temporal connectives in a medial position rather 
than an initial position (Diessel, 2004; 2008). A medial position is between the successive 
clauses, so the connective provides the linking information at a point close to when the events 
can be integrated during incremental processing (Cain & Nash, 2011; Traxler et al., 1997). 
Conversely, an initial position is associated with higher memory demands because it requires 
the individual to hold the connective information in working memory from the beginning of 
the sentence until the point at which the events can be integrated (Diessel, 2004; also see 
Hawkins, 2004). 
World knowledge. World knowledge may also influence the ease with which these 
sentences are processed in the immediate years that follow the emergence of an initial 
understanding of these connectives. Reading time studies show that adults (e.g., Cozijn et al., 
CHAPTER 1: LITERATURE REVIEW 
16 
 
2011) and children (e.g., Barnes, Ahmed, Barth, & Francis, 2015) make use of their world 
knowledge of the typical order of events to support sentence comprehension. For example, 
Barnes et al. reported that 11- to 18-year-olds were faster at reading sentences in which the 
events were typically related by a causal sequence (e.g., Jane took the aspirin. Her headache 
went away) than sentences in which the events were not typically associated (e.g., Jane 
looked for an aspirin. Her headache went away).  
The reason why world knowledge supports sentence processing can be explained by 
theoretical models of mental representations of text and discourse (e.g., Zwaan & Radvansky, 
1998). When incoming information is coherent with previous information it is highly 
activated in memory so is incorporated more easily into a foregrounded mental substructure. 
Therefore, when events follow a typical sequence, world knowledge can be used to infer 
order, for example that ketchup is typically poured on prior to eating a burger. For such an 
example, the order of events that is signalled by a temporal connective can be checked 
against world knowledge. In that way, world knowledge can support accurate sentence 
processing (Graesser et al., 1994; Metusalem, Kutas, Urbach, Hare, McRae, & Elman, 2012).                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           
1.5. Memory capacity vs. language-based accounts of sentence processing 
As noted, the construction of a mental representation of a sentence (or longer 
discourse) draws on working memory resources. Specifically, the processes of foregrounding 
and updating a mental representation require comprehenders (and speakers) to actively 
maintain the relevant substructures of meaning in working memory so that they can be 
integrated with incoming discourse and also with world knowledge (e.g., Zwaan & 
Radvansky, 1998). Indeed, a large number of studies have demonstrated that working 
memory predicts unique variance in comprehension for both adults (Carretti, Borella, 
Cornoldi, & De Beni, 2009; Daneman & Merikle, 1996) and children (Cain, Oakhill, & 
Bryant, 2004).  
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The classic theory concerning the role of working memory in sentence processing is 
the memory capacity account (e.g., Just & Carpenter, 1992). This posits that the structural 
demands of some sentences require a greater amount of information to be held in working 
memory, making it harder for the comprehender to retain a full and accurate representation. It 
follows that individuals with high working memory span should be more capable of 
maintaining relevant information to arrive at an accurate mental representation when 
comprehending text.  
The majority of research on whether the memory demands of different sentence 
structures influence sentence processing has been related to comprehension rather than 
production. Consequently, the present section gives greater reference to comprehension, but 
is nevertheless considered equally applicable to production, as noted by Carpenter, Miyake, 
and Just (1994):  
‘Although we have focussed on the role of working memory in language 
comprehension, clearly the demands for concurrent computation and storage are 
equally crucial in language production (p. 1112).’ 
The memory capacity account would predict that each of the factors outlined in 
section 1.4.2 influence sentence processing by varying the working memory demands. That 
is, working memory demands should be increased when a sentence has a reverse order of 
mention of events (see Ye et al., 2012), more difficult vocabulary (see Gunter et al., 2003) 
such as a later acquired connective (after; see Clark, 1971), an initial position of the 
connective (see Diessel, 2004), and when the order of events cannot be predicted by world 
knowledge (see Zwaan & Radvansky, 1998). Table 1.2 shows that before-chronological 
sentences should be easiest because their grammatical structure has no additional memory 
load (chronological order, earlier acquired connective, medial position), whereas the other 
structures each have two factors that increase the amount of information that must be held in 
CHAPTER 1: LITERATURE REVIEW 
18 
 
working memory: before-reverse (reverse order, initial position), after-chronological (initial 
position, later acquired connective), and after-reverse (reverse order, later acquired 
connective). In addition, since the availability of world knowledge in sentences is associated 
with lower working memory demands and can support accurate processing, the influence of 
working memory on sentence processing may be more likely in sentences where the events 
cannot be predicted by world knowledge (i.e., in world knowledge absent sentences). 
Critically, if these factors exceed the available working memory capacity of the 
comprehender or speaker, then the correct interpretation will decay and be forgotten. 
Therefore, independent measures of working memory would be expected to explain unique 
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Table 1.2.  
Sentence structures and their additional working memory load as influenced by a reverse 
order of mention of events, a later acquired connective, and an initial position of the 
connective. 
 Additional working memory load 
 Reverse order Later 
acquired 
connective 




(world knowledge present) 
No No No No 
After-chronological 
(world knowledge present) 
No Yes Yes No 
Before-reverse 
(world knowledge present) 
Yes No Yes No 
After-reverse 
(world knowledge present) 
Yes Yes No No 
Before-chronological 
(world knowledge absent) 
No No No Yes 
After-chronological 
(world knowledge absent) 
No Yes Yes Yes 
Before-reverse 
(world knowledge absent) 
Yes No Yes Yes 
After-reverse 
(world knowledge absent) 
Yes Yes No Yes 
 
Given that the amount of information that can be held in working memory is often far 
less than the length of a complex sentence, it has been argued that working memory capacity 
cannot alone be an adequate explanation of sentence processing difficulties (McElree, 2006; 
Van Dyke & McElree, 2006). Alternatively, a language-based account argues that memory 
limitations on sentence processing are determined by whether language knowledge is rich 
enough to allow target concepts to be easily retrieved from long term memory (e.g., Kidd, 
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2013; Klem, Melby-Lervåg, Hagtvet, Lyster, Gustafsson, & Hulme, 2015; Van Dyke et al., 
2014). That is, memory limitations are driven by the quality of the knowledge that must be 
retrieved from long term memory (e.g. Van Dyke et al., 2014), rather than by the quantity of 
retrieved information that can be maintained within working memory (e.g., Just & Carpenter, 
1992). This argument draws on the framework that, rather than being separate systems, 
working memory and long term memory are part of a unitary architecture in which working 
memory is a temporarily active portion of long term memory (Ericsson & Kintsch, 1995; 
McElree, 2006). Therefore, rich language knowledge should support the role of memory in 
building a robust mental representation because the comprehender (or speaker) quickly 
accesses and accurately retrieves the target concepts, freeing up resources for maintaining an 
accurate representation of information in memory. Conversely, poor knowledge of language 
is likely to result in a more fragile mental representation because the comprehender (or 
speaker) is less able to suppress competing concepts which share some similarity to the target 
concept, using up processing resources.  
Such a framework contrasts the memory capacity account (Just & Carpenter, 1992) 
outlined earlier, which draws on the framework that there are separate systems for working 
memory and long term memory (e.g., Baddeley, 2003; Baddeley & Hitch, 1974) to argue that 
the accurate representation of information is driven by the availability of processing resources 
that are specific to the working memory system. That is, memory limitations are driven by 
the quantity of information that can be stored within working memory. Since working 
memory is assumed to be an independent system, this effect should not be influenced by 
processes involved in the retrieval of information from long term memory. In support of a 
language-based account for sentence processing effects, recent research with adults has 
demonstrated that the specificity or distinctness of retrieval cues in the text (e.g., how well 
the meaning of the target connective is activated in relation to competing temporal 
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connectives, and how well other words in the sentence are activated in relation to competing 
words with similar meanings), rather than the quantity of individual text elements that must 
be held active in memory, can account for why some sentences are more difficult to process 
than others (Van Dyke & Johns, 2012; Van Dyke et al., 2014; Van Dyke & McElree, 2006). In 
these experiments, adult readers display greater processing difficulties for complex sentences 
(e.g., object relative clause sentences; It was the boat that the guy who lived by the sea fixed 
after 2 days) when they are preceded by a list of recall words that have similar meanings to 
the target cues in the sentence. For the given example, the recall words table, sink, and truck 
would make it more difficult to retrieve the target meaning of the object (boat) of the verb 
fixed because each could semantically serve as objects of the verb. Critically, processing 
difficulties are not displayed when the recall words do not share similar features to the target 
cue, nor do they vary by the quantity of recall words. Also, independent measures of working 
memory capacity do not predict performance once measures of language knowledge are 
additionally incorporated (e.g., vocabulary, see Van Dyke et al., 2014).  
Together, these findings indicate that performance is not driven merely by whether an 
additional load of information can be maintained within working memory. Instead, these 
experiments demonstrate that processing difficulties are determined by how well 
comprehenders use their language knowledge in the retrieval of the target information of the 
retrieval cues in the sentence. Thus according to this account, the influence of memory on 
processing difficulties is moderated by language knowledge.  
If language-based accounts (e.g., Van Dyke et al., 2014) can explain developmental 
differences in children’s comprehension and production of sentences containing before and 
after, then knowledge of the connective and of other words in the sentence should predict 
how well children perform with sentence structures that require more cognitive effort. In this 
thesis, knowledge of the connective was measured by manipulations within the experimental 
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sentences (before versus after). A vocabulary test was used to assess language and served as a 
proxy measure for knowledge of the words within the sentence. Therefore, sentences with 
greater cognitive demands (i.e., reverse order sentences) would be expected to be more 
difficult when linked by after, which has greater semantic complexity and is later acquired, 
and this pattern of performance should also be driven by vocabulary knowledge.  
Critically, the influence of these measures of language knowledge would be expected 
to override the effects of working memory that would be proposed by the memory capacity 
account (Just & Carpenter. 1992; as demonstrated by Van Dyke et al., 2014). For example, 
the memory capacity account predicts that since after is more complex than before, the 
presence of after in any sentence will increase the quantity of information that has to be 
actively maintained within an independent system of working memory. Therefore, the effect 
or interacting effect of the connective should be driven by working memory capacity alone. 
Conversely, the language-based account takes the perspective of a unitary storage system for 
long term memory and working memory (McElree, 2006), to argue that more processing 
resources are likely to be allocated to retrieval operations in long term memory for 
discriminating the meaning of after compared to before, so are less likely to be allocated to 
accurately representing complex sentences in memory (i.e., reverse order). Therefore, due to 
the association between language knowledge and working memory, the effects of working 
memory that are proposed by a memory capacity account (Just & Carpenter, 1992) would be 
expected to serve as a proxy for the processing difficulties that are moderated by language 
knowledge (e.g., Van Dyke et al., 2014).  
To date, only one study has related children’s difficulties with these sentences to 
additional processing demands during the construction of a mental representation, but it was 
not designed to disentangle the effects of memory versus language. Pyykkönen and Järvikivi 
(2012) asked 8- to 12-year-olds to read a sentence and to then circle whichever verb that they 
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thought was first to temporally occur. Most notably, 8- to 12-year-olds displayed a difficulty 
with reverse order sentences but only when linked by the connective after. The authors 
argued that children had difficulty with after-reverse sentences because the connective did not 
signal a reverse order until half-way through processing the sentence, thus disrupting 
construction of the mental representation. In contrast, interpreting a reverse order sentence 
linked by before may not require revision of the mental representation, as reverse order of 
mention is signalled from the beginning of the sentence. Therefore, the authors argued that 
after-reverse sentences require additional working memory computations to hold the concepts 
for later reconstruction of the mental representation. It must be noted however, that the 
difficulty with after-reverse sentences may also align to the prediction of language-based 
accounts that were outlined earlier, especially considering that a significant disadvantage for 
after over before was reported. As noted, to help dissociate memory accounts, the present 
experimental work used independent measures of memory and language, in addition to 
manipulating these as factors within the experimental sentences. 
1.6. Methodological limitations with previous research 
1.6.1. Definitions of competence  
Definitions of competence with temporal connectives can vary enormously. For 
example, overall competence could be explicated as (i) whether children are performing 
above chance overall (i.e., collapsed across conditions); (ii) whether children no longer 
display use of a non-linguistic strategy (i.e., they are performing above chance in each 
specific sentence structure); or (iii) whether children are performing near ceiling and 
therefore applying a full range of sentence processing skills. The majority of previous studies 
have been conducted in relation to the first two levels of competence outlined here (e.g., 
Clark, 1971). However, identifying the age that children perform above chance-level or when 
a non-linguistic strategy disappears can, at best, only inform of us of the age that children 
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begin to improve upon their fragile understanding for the meaning of the connective. 
Competence cannot be concluded by this alone, as children continue to have difficulties up to 
early adolescence (Cain & Nash, 2011; Peterson & McCabe, 1987; Pyykkönen & Järvikivi, 
2012). This motivated my experimental work to determine the reasons for why children 
continue to have difficulties with these sentences in the immediate years that follow the 
emergence of an initial understanding for the meaning of the connective. To do this, I 
contrasted the roles of memory and language skills to investigate how the structural demands 
of specific sentence structures influence processing.   
One way to examine the role of memory versus language demands on sentence 
processing is to consider how they are manipulated within the structural demands of the 
sentences (i.e., order of mention and connective). This consideration is absent in studies of 
the production of sentences with temporal connectives: no previous study has used a 
paradigm that examined all possible sentence structures. In addition, no previous 
comprehension or production study has used independent measures of memory or language to 
gain insight into whether these skills can predict variation in performance for sentences that 
carry different structural demands on processing (e.g., Just & Carpenter, 1992; Van Dyke et 
al., 2014). I now outline other limitations in previous studies of children’s comprehension and 
production of temporal connectives, which motivate the experimental work of the present 
thesis. 
 1.6.2. Comprehension tasks 
Limited sample sizes. Of the 11 previous studies on children’s comprehension of 
sentences containing before and after (Amidon & Carey, 1972; Clark, 1971; Crain, 1982; 
French & Brown, 1977; Gorrell, Crain, & Fodor, 1989; Hamburger & Crain, 1982; Keller-
Cohen, 1987; Johnson, 1975; Pyykkönen & Järvikivi, 2012; Stevenson & Pollitt, 1987; 
Trosborg, 1982), 10 have less than six items per condition (the exception being Clark, 1971). 
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Studies are typically recommended to have a minimum of eight items per condition (Field, 
2009), so these previous studies were short of reliable statistical power. This is important in 
the light of recommendations for more psychological studies to provide adequate power so 
that false positive and false negatives is minimised (see Cohen, 1992).  
Additional task demands. A major limitation of previous comprehension studies is 
that the paradigms used may have underestimated performance because of additional 
demands. Of the 11 previous studies on children’s comprehension of temporal connectives, 
10 have used an act-out task (the exception being Pyykkönen & Järvikivi, 2012). However, 
the requirement to act-out a sentence with toys creates additional memory demands because 
children must store both clauses in memory whilst planning and acting out the sequence 
(Ambridge & Lieven, 2011). Indeed, Amidon and Carey (1972) and French and Brown 
(1977) cited this as a likely reason for why 3- to 5-year-olds often only acted-out one of two 
clauses that were linked by before or after, in their studies.  
In addition, the concept of the act-out task may be difficult for children to understand. 
For example, to satisfy the presupposition in the instruction ‘Before you move the red plane, 
move the blue plane’, the intention for the action in the subordinate clause should be 
established. To do this, Hamburger and Crain (1982) established a playing context prior to 
each item by asking the child to choose which toy they would like to use. That toy would 
then feature in the subordinate clause of the instruction (e.g., Before you move the red plane). 
Results indicated that the satisfaction of presuppositions vastly improved performance and 
children no longer appeared to fall back on a non-linguistic strategy. Further confusion over 
the purpose of act-out tasks may be caused by the materials used. For example, Keller-Cohen 
(1987) included materials that required children to suggestively act-out events such as 
opening a toy can and pouring the (unopened) toy can even though the state of the object was 
unaltered (e.g., the lid did not open, and soup did not pour out the can). This may have caused 
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children to give a default response where they ignored the wording of the sentence and 
instead played with the toys in the order they considered to be most sensible (i.e., their 
natural tendency). For these reasons, previous research may have underestimated 
competence. 
One comprehension study that did not use an acting-out task, was Pyykkönen and 
Järvikivi’s (2012) written judgement paradigm, which was described in section 1.5. However, 
their study was of older children (aged 8 to 12) so does not examine the immediate years that 
follow the emergence of an initial understanding of the meaning of the connective. In 
addition, their study measured reading comprehension rather than listening comprehension. 
Therefore, word reading ability may have influenced performance, as it is a crucial 
requirement in reading comprehension (Cain et al., 2004; Gough & Tunmer, 1986; Juel, 
Griffith, & Gough, 1986). Further, in their task, children read the sentence, and then had to 
read a choice of answers (i.e., the first versus the second verb) and circle the one that they 
considered to have happened first. Similar to in act-out tasks, this may have increased 
processing demands because the child had to process additional information whilst 
maintaining their representation of the sentence in working memory. Together, these factors 
may provide an inaccurate picture of children’s early competence.  
One means to reduce the memory demands, is to use forced-choice paradigms such as 
picture-sequencing or touch-screen technology. Previous studies have examined children’s 
basic understanding of temporal order by asking them to organise pictures into a temporal 
sequence (Brown & French, 1976; Brown & Murphy, 1975; Trosborg, 1982). An even 
simpler requirement for children would be to use a touch-screen to indicate their 
understanding of the temporal order, for example, touching the first mentioned event. This 
reduces the additional memory demands that are associated with the time and effort required 
in making a response. Indeed, Friend and Kelpinger (2008) reported that vocabulary 
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performance in young infants was significantly better when using touch-screen technology 
compared to an analogous conventional picture identification task, indicating that the touch-
screen task had fewer additional demands.  
Furthermore, no previous developmental research has examined processing strategy 
for sentences containing before and after. Online research with children and adults has 
provided insights into the benefit of connectives in two-clause sentences and the processes 
involved in accurate reading comprehension (Cain & Nash, 2011; Cozijn, Noordman, & 
Vonk, 2011; Traxler et al., 1997). Only two previous studies have used online measures of 
children’s comprehension of two-clause sentences containing connectives, both choosing a 
self-paced reading task (Cain & Nash, 2011; Mouchon, Fayol, & Gaonac’h, 1995). Both of 
those studies reported that 8-year-olds read the second clause faster when it was linked by an 
appropriate connective to the previous clause compared to when it was linked by no 
connective or by an inappropriate connective. However, both studies examined the presence 
versus the absence of appropriate connectives in general, so do not speak directly to the focus 
of the thesis on temporal connectives. Self-paced reading cannot be used with the age group 
of interest in this thesis because it involves non- and beginner-readers (3- to 7-year-olds). 
Instead, a listening comprehension task with a two-option picture choice on a touch-screen 
was used to record accuracy and response times, which have been previously used with 
children as young as three as a reflection of their mental representations (Möhring, 
Newcombe, & Frick, 2014).  
1.6.3. Production tasks 
The majority of studies examining children’s production of sentences containing 
temporal connectives have used an elicited production paradigm. In this, the child is asked to 
describe the events after being shown a sequence of pictures (Silva, 1991; Vion & Colas, 
2004; Winskel, 2007) or after viewing an acting-out of events with toys (e.g., Atanassova, 
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2001; Clark, 1971; Weist, Lyytinen, Wysocka & Atanassova, 1997). Other more naturalistic 
work has examined the use of connectives in corpora of children’s language (e.g., Diessel, 
2004). The problem with elicited production and corpus studies is that they cannot 
experimentally manipulate whether the speaker uses the connectives in a specific sentence 
structure (Ambridge & Lieven, 2011). As noted, in order to display true competence, children 
must be able to produce before and after in each sentence structure (Ferreira, 1996).  
A sentence repetition task is one way to provide experimental control over target 
sentence structures, so that the design can be analogous to that used in comprehension studies 
(Ambridge & Lieven, 2011). This has been used by Winskel (2003; also see Keller-Cohen, 
1981) to elicit target sentence structures containing temporal connectives. Children aged 3 to 
7 years were asked to repeat sentences containing one of eight temporal connectives. The 
main analysis by Winskel focused on a research question that is not directly relevant to this 
thesis (acquisition of connectives marking sequential versus simultaneous order) and it did 
not include reverse order sentences. However, one finding is of direct interest. Children made 
frequent substitution errors for both before-chronological (45% by 4-year-olds; 38% by 5-
year-olds; 15% by 6-year-olds; 20% by 7-year-olds) and after-chronological (27% by 4-year-
olds; 27% by 5-year-olds; 43% by 6-year-olds; 10% by 7-year-olds) sentences. This finding 
reinforces the view that children have difficulties producing two-clause sentences containing 
before and after well beyond the period that they first occur regularly in their speech. Further, 
it motivated my experimental work to use sentence repetition as a measure of children’s 
ability to produce before and after in chronological and reverse order sentences.  
An additional advantage with sentence repetition is that, even when few errors are made, 
latency times can be used to tap into online processing constraints associated with the 
respective conditions (e.g., Bannard & Matthews, 2008). However, the task is not a measure 
of spontaneous production and the child also has to comprehend and store the narrated 
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sentence in memory prior to production. These extra requirements may reduce the sensitivity 
of this task as a measure of production. The only other paradigm for examining the 
production of specific sentence structures containing temporal connectives reported in 
published work, was used by Ye et al. (2011). Adults were presented with red and yellow cues 
that denoted which sentence structure was required. Whilst this method would be too 
demanding for young children, my experimental work drew on this concept to design blocked 
training conditions for each sentence structure (e.g., Huttenlocher, Vasilyeva, & Shimpi, 
2004). Blocked conditions can be used to examine spontaneous production, whilst removing 
the additional comprehension and memory demands associated with sentence repetition. The 
major limitation with a blocked design is that the child may remember the rules from one 
training phase better than for others, creating a bias for a specific block condition (see Müller, 
Heller, & Ziegler, 1995; Reali, Spivey-Tyler, & Terranova, 2006). Therefore, the 
experimental work in the present thesis uses both sentence repetition and a blocked design to 
examine children’s production of two-clause sentences containing before and after (see 
Chapter 4).  
1.7. Overview of the research 
1.7.1. Summary of literature review 
Previous research shows that connectives appear in children’s speech from a young 
age (Diessel, 2004), but that even in early adolescence, they are not fully understood (Cain & 
Nash, 2011; Pyykkönen & Järvikivi, 2012) or produced accurately (Peterson & McCabe, 
1987). Further, work with adults indicates that sentences with temporal connectives are more 
difficult to process in some sentence structures than others (e.g., Ye et al., 2012). For 
language users to take full advantage of the information signalled by the connective, they 
must not only develop an initial understanding of the connective so as to no longer rely on a 
non-linguistic strategy to understand and represent order (Clark, 1971), but also must have 
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the necessary sentence processing skills to make full use of the function of the connective in 
relation to the surrounding discourse (Cozijn et al., 2011; Traxler et al., 1997). This means 
that there is more than one reason for why performance may be inaccurate. First, young 
children are likely to make errors because they have a fragile understanding of the meaning 
of the connective. This is shown in comprehension tasks when children engage in the use of a 
non-linguistic strategy, rather than using the information provided by the connective (e.g., 
Clark, 1971). Second, when children no longer display a non-linguistic strategy, they may 
still have difficulties with sentences that carry additional structural demands on processing 
effort (Pyykkönen & Järvikivi, 2012).  
Note that the influence of connective knowledge that is proposed by a non-linguistic 
strategy hypothesis (Clark, 1971) differs to that proposed by accounts of sentence processing 
(Just & Carpenter, 1992; Van Dyke et al., 2014). A non-linguistic strategy hypothesis focuses 
on whether young children display below-chance accuracy for reverse order sentences: this 
would be a result of using a non-linguistic strategy, which is in turn a result of having a 
fragile understanding for the meaning of the connective. Conversely, an account of sentence 
processing (Just & Carpenter, 1992; Van Dyke et al., 2014) relates to when children perform 
above-chance at all sentence structures. Therefore, it focuses on the period that follows 
children’s initial understanding for the meaning of the connective, which is a later period of 
interest to the non-linguistic strategy hypothesis (Clark, 1971) and relates to a more fine-
grained understanding of the connective that can be used to contrast only the predictions of a 
memory capacity-constrained account (Just & Carpenter, 1992) and a language-based account 
(Van Dyke et al., 2014).  
Turning to production, it may be that children’s ability to produce temporal 
connectives maps onto the developmental sequence that is predicted for comprehension. 
Whilst comprehension and production are related and draw on many of the same cognitive 
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processes (Pickering & Garrod, 2013), we do not know how the additional planning demands 
of language production influence accurate use of sentences expressing different temporal 
orders of events. The problem with corpus and elicited production studies cited here is that 
they cannot experimentally manipulate whether the speaker uses the connectives in a specific 
sentence structure. The flexibility to produce these connectives in any given sentence 
structure without measuring competence in other sentence structures, may belie children’s 
true competence (Ferreira, 1996). There are two paradigms used in the present thesis to elicit 
specific sentence structures: sentence repetition (e.g., Winskel, 2003) and blocked conditions 
in elicited production (e.g., Huttenlocher et al., 2004).  
Taking comprehension and production together, the essential research question that 
my experimental work examines is why children continue to have difficulties processing two-
clause sentences containing before and after in the immediate years that follow the 
emergence of their use in speech. There are a number of limitations in previous research. One 
standout issue is that, whilst some research attributes variation in performance to the 
cognitive effort required for specific sentence structures (e.g., Pyykkönen & Järvikivi, 2012), 
there is a need for research to disentangle the specific contributions of memory and language. 
One way to do this, is to acknowledge the experimental manipulations of these factors within 
the sentence structure: order of mention manipulates the memory processing demands of the 
sentence whereas the connective manipulates language knowledge. A fundamental question is 
whether the influence of these factors on performance is predicted by memory capacity or 
vocabulary, as the decay of information from working memory that is proposed by the 
memory capacity account (Just & Carpenter, 1992) may be driven by language knowledge 
(e.g., Van Dyke & Johns, 2012; Van Dyke & McElree, 2006; Van Dyke et al., 2014). No 
previous research has directly related performance on these sentences to an independent 
measure of working memory or vocabulary.  
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In addition, there are a number of paradigms that can now be used to gain a clearer 
insight into early competence without the additional demands imposed by the act-out tasks 
(e.g., Friend & Kelpinger, 2008). An insight into when children use connectives to guide their 
understanding of multi-clause sentences and the factors that limit this is fundamental to the 
development of theoretical models of listening comprehension, critical skills for educational 
success.  
1.7.2. Objectives of the thesis 
The first aim of the present research was to determine the age that children can use 
before and after to understand and produce two-clause sentences with a sequential temporal 
order of events (Clark, 1971). The second aim was to elucidate the reasons for why children 
continue to have difficulties processing two-clause sentences containing connectives in the 
immediate years that follow the emergence of an initial understanding of the function of the 
connective. The third aim was to identify whether the pattern of difficulty for different 
sentence structures was the same or different for comprehension versus production. In the 
light of theoretical advances and experimental methods, these aims were investigated using 
accuracy and timing measurements of comprehension and production. 
Each experiment was designed to contrast two accounts of why working memory can 
influence variance in the processing of complex sentences: a memory capacity account (e.g., 
Just & Carpenter, 1992) and a language-based account (e.g., Van Dyke et al., 2014). The 
influence of memory capacity was investigated in two ways: by manipulating the structural 
demands of the sentences while holding vocabulary constant, and also by including an 
independent measure of memory in the analyses to better understand any effects. A memory 
capacity account (e.g., Just & Carpenter, 1992) would predict that before-chronological 
sentences should be performed most easily because the sentence structure has no additional 
load on working memory capacity (chronological order, medial position, earlier acquired 
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connective), whereas the other structures each have two factors that increase the amount of 
information that must be held active in working memory: before-reverse (reverse order, initial 
position), after-chronological (initial position, later acquired connective), and after-reverse 
(reverse order, later acquired connective). Critically, the independent measure of working 
memory would be expected to explain unique variance in performance across sentence 
structures. 
The role of language knowledge was also investigated in two ways: by manipulating 
connective difficulty (before, after), and also by including an independent measure of 
vocabulary to examine whether it drives performance effects. A language-based account (e.g., 
Van Dyke et al., 2014) would predict that language knowledge (i.e., connective, vocabulary) 
modulates how well children perform with sentence structures that require more cognitive 
effort. More specifically, children would be expected to have most difficulty for reverse order 
sentences linked by after, and the pattern of performance should be driven by vocabulary 
knowledge. 
Experiment 1 (Chapter 2) investigated 3- to 7-year-olds’ comprehension of temporal 
connectives using a forced-choice touch-screen paradigm, designed to simplify the demands 
of the task. Children aged between 3 and 7 years listened to two-clause sentences linked by a 
temporal connective, before or after, while viewing animations of the actions in each clause.  
In addition, to examine whether world knowledge supports early competence, temporal order 
was either predictable from world knowledge information in the sentence, or was not (He 
brushed his teeth, before he went to bed; vs. He brushed his teeth, before he walked in the 
rain). Following each sentence, children were asked to select the event that happened first to 
assess their understanding of the temporal order. The wide age range allowed the study to 
pinpoint the age at which children typically: (i) display a non-linguistic strategy when they do 
not yet possess robust understanding of these connectives, and (ii) display processing 
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difficulties that emerge in the immediate years that follow an initial understanding for the 
connective.  
In relation to the first point above, previous evidence suggests that young children 
who do not understand the meaning of the connective use a non-linguistic strategy to 
comprehend sentences containing connectives. However, no previous study has identified if 
there is preference for the two possible non-linguistic strategies that were investigated in the 
present thesis (order of mention, world knowledge). In relation to the second point above, the 
experiment built on recent research on adults’ processing of sentences containing 
connectives, which suggests that the structural demands of some sentences require greater 
cognitive effort to process (Münte et al., 1998; Ye et al., 2012). On that basis, this experiment 
examined whether a memory-capacity constrained (Just & Carpenter, 1992) or a language-
based (Van Dyke et al., 2014) account best predicted comprehension accuracy.  
Experiment 2 (Chapter 3) used the same paradigm and materials as Experiment 1 
(Chapter 2), but additionally assessed speed of response. Children were trained to make 
speeded responses to touch the thing that happened last. The use of a timed response 
measure, in addition to response accuracy, provided a sensitive means to assess whether 
different sentence structures differ in processing ease, as has been previously found for 
adults. It also provided an opportunity to replicate the findings of Experiment 1 (Chapter 2). 
Therefore this experiment provided an insight into how young children construct temporal 
representations of the meaning conveyed in spoken and written discourse. 
Experiments 3 and 4 (Chapter 4) examined production. Children viewed an animated 
sequence of two actions, and were asked to describe the order of events. Instructions and 
practice trials were used to model the target sentence structures. Accuracy and response 
latency were recorded. This work aimed to investigate what factors influence children’s 
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production of two-clause sentences linked by before or after, specifically whether any 
difficulties are best attributed to low working memory capacity or to weak language skills.  
Together the four experiments provided several forms of measurements to test the 
predictions of two accounts of the role of working memory on the processing of complex 
sentences containing temporal connectives. Online and offline measures were used to 
examine comprehension and production. The focus of the Discussion (Chapter 5) concerns 
which findings converge across the studies and which do not, with particular interest in 
whether performance converges for comprehension versus production. 
 




2. Young children’s comprehension of temporal relations in complex sentences: the 
influence of memory on performance 
 
Text as it appears in:   Blything, L. P., Davies, R., & Cain, K. (2015). Young children’s 
comprehension of temporal relations in complex sentences: the influence of memory on 
performance. Child Development, 86, 1922-1934. 
 






We investigated 3- to 7-year-olds’ (N=91) comprehension of two-clause sentences containing 
the temporal connectives before or after. The youngest children used an order of mention 
strategy to interpret the relation between clauses: they were more accurate when the 
presentation order matched the chronological order of events: ‘He ate his lunch, before he 
played in the garden’ (chronological) versus ‘Before he played in the garden, he ate his 
lunch’ (reverse). Between 4 to 6 years, performance was influenced by a combination of 
factors that influenced memory processing load: connective type and presentation order. An 
independent measure of working memory was predictive of performance. We conclude that 
the memory demands of some sentence structures limits young children’s comprehension of 
sentences containing temporal connectives. 
 
Keywords: temporal connectives, listening comprehension, incremental processing, memory, 
language acquisition.  
  




Successful comprehension results in an integrated and coherent mental representation 
of the state of affairs described in a text, rather than a verbatim record of the specific words or 
syntactic structures (Johnson-Laird, 1983; van Dijk & Kintsch, 1983). Critically, adult 
readers and listeners encode the relations between events on several dimensions, including 
temporality, the order in which events occur (Gennari, 2004; Zwaan, 2008; Zwaan & 
Radvansky, 1998). Temporal connectives such as before and after are one source of linguistic 
information that specifies the order of events and, as a result, they aid the comprehension of 
two-clause sentences and the construction of an accurate and coherent meaning-based 
representation (Costermans & Fayol, 1997). Although, temporal connectives are produced in 
children’s speech from around 3 years of age (Diessel, 2004), children have difficulty on 
tasks designed to assess the comprehension of these connectives up to at least 12 years of age 
(Pyykkönen & Järvikivi, 2012). That is, young school-aged children produce temporal 
connectives before they can comprehend them in spoken language.  
In this research, I focus on the development of comprehension of sentences containing 
the temporal connectives before and after in 3- to 7-year-olds. Our findings indicate the age 
at which competence emerges in the use of connectives, and how this is related to different 
sentence structures. Our observations advance understanding of the development of 
competence in temporal connectives by revealing the influence of memory skills in the 
improvements in performance evident during early childhood.  
When children do not understand a temporal connective, they can use different 
strategies to understand and represent the relation between two events in a two-clause 
sentence containing a temporal connective, rather than using the precise linguistic 
information provided by the connective itself (Clark, 1971). Two strategies that we consider 
are a world knowledge strategy and an order of mention strategy. World knowledge may 
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support correct interpretation of event order when the events typically occur in a set order, for 
example, ‘She put on her boots, after she put on her socks.’ The order of events in such 
sentences can be understood without using the information provided by the connective. When 
there is no typical order for two events, as in ‘She put on her hat, after she put on her scarf’, 
language comprehenders can only interpret the order correctly if they understand the relation 
signalled by the connective. Between 3 to 5 years of age, children appear to rely on world 
knowledge, rather than knowledge of the connective: they are better at comprehending the 
sequence of events expressed in sentences when the sequences are typical, and thus supported 
by world knowledge, compared to when event order is arbitrary (e.g., French & Brown, 1977; 
Keller-Cohen, 1987).  
Children may also construct a correct interpretation of the sequence of events 
expressed in a sentence by assuming that the event sequence corresponds to the order in 
which the events were mentioned: an order of mention strategy (Clark, 1971). If young 
children are using this strategy, they should find it easier to comprehend sentences in which 
the order of mention corresponds to the order of events, as in chronologically ordered 
sentences such as ‘She put on her hat, before she put on her scarf’ compared to reverse order 
sentences such as ‘She put on her scarf, after she put on her hat.’  An order of mention 
strategy will result in an incorrect interpretation of event order in the latter. Between the ages 
of 3 to 5 years, children perform more accurately on chronological sentences than on reverse 
order sentences (Clark, 1971; French & Brown, 1977; Johnson, 1975). This finding indicates 
that young children employ an order of mention strategy to comprehend the temporal order of 
events in multiple clause sentences. Thus, children can resort to two strategies, world 
knowledge or order of mention, to respond appropriately to connectives without fully 
understanding them. 
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These studies inform us that 3- to 5-year-old children do not have full understanding 
of the meaning of before and after and provide us with an insight into the strategies that 
young children might use to process complex sentences that include a temporal connective. 
However, as mentioned earlier, even 12-year-olds do not perform at adult levels in studies 
designed to assess the comprehension of sentences containing temporal connectives 
(Pyykkönen & Järvikivi, 2012). The question we ask is this: What factors drive the 
comprehension of complex sentences containing temporal connectives once children have 
developed an appreciation for the meaning of before and after?  
The extant literature suggests that three key factors may influence the comprehension 
of sentences that include connectives: the relative familiarity of the connective in terms of its 
frequency of occurrence in a child’s linguistic experience; the relation between the order of 
mention of the connective and the order of events being described by the connective; and the 
position of the connective in a sentence. Each effect can be explained in relation to the impact 
of variation in the demands on processing capacity imposed by sentences including 
connectives. Developmental improvements would be predicted by capacity theories of 
comprehension which propose that comprehenders with low working memory capacity are 
less likely to retain a full and accurate representation of a sentence during comprehension, 
particularly when that sentence carries high memory demands (e.g., Just & Carpenter, 1992). 
To establish the motivation for our study, we review relevant research. One factor that 
should be expected to affect comprehension performance is the relative familiarity of 
different temporal connectives according to the language experience of the child. Clark 
(1971) found earlier competence for before than for after in 3- to 5-year-olds. She attributed 
this difference in age of acquisition to the semantic features of each term: before indicates the 
prior event, whereas after does not, making the latter more semantically complex. Another 
reason for earlier competence for before relative to after is differential exposure to these 
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temporal terms. As is evident in large language corpora such as the British National Corpus 
(Leech, Rayson, & Wilson, 2001), after occurs more often than before as a preposition or 
adverb, as in ‘The dog chased after the ball’, in addition to its use as a temporal connective. 
As a result, it may be more difficult for children to activate their knowledge of after as a 
temporal connective compared to before.  
Another factor that may influence performance is the relation between the order of 
mention of the connective and the order of events being described by the connective. As 
noted, children who do not understand the semantics of a temporal connective are more likely 
to be accurate at comprehending sentences in which the order of mention of events is 
congruent with the chronological order of occurrence of the events (e.g. Clark, 1971). 
Importantly, once a competent understanding of the connective itself emerges, a processing 
difficulty for reverse order sentences may persist as a function of high demands on working 
memory (Ye, Kutas, St. George, Sereno, Ling, & Münte, 2012).  
It has long been known that the mental representation of a two-clause sentence 
encodes its meaning, not specific words or syntactic structures (Bransford, Barclay & Franks, 
1972). For a chronological order sentence, information about the sequence of events specified 
in two clauses linked by a connective can be assimilated into a congruent meaning 
representation for the sentence incrementally, as the events are mentioned. In contrast, the 
comprehender cannot incrementally construct a correct interpretation of the sequence of 
events for a reverse order sentence such as ‘Before she put on her scarf, she put on her hat’, 
but must wait until the second clause is presented. The greater demands on memory imposed 
by sentences in this account, can be expected to cause comprehension problems for young 
children. Consistent with this prediction, even adults find sentences with an initiating 
connective harder to process when the events are presented in reverse order (Münte, Schiltz, 
& Kutas, 1998; Ye et al., 2012).  
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The position of the connective in the sentence was not a factor directly manipulated in 
our study, but we consider it here because it will vary as a function of the connective (before 
vs. after) and manipulation of order (chronological vs. reverse). Temporal connectives can 
appear in either a sentence medial position, as in ‘She put on her hat, before she put on her 
scarf.’ or a sentence initial position, as in ‘Before she put on her scarf, she put on her hat.’ In 
an analysis of children’s natural language production, Diessel (2004) found a strong 
preference for the sentence medial position for temporal connectives in the productions of 
children aged between 2 and 5 years (see also Diessel, 2008, for similar work with adults). 
This preference can be explained by noting that if a connective occurs in a sentence medial 
position, incremental word-by-word processing of the sentence meaning is afforded, but that 
when a connective occurs in the sentence initial position, the comprehender (or producer) 
cannot simply process (or plan) the sentence word-by-word. Thus, the position of the 
connective in the sentence may influence comprehension through the variation in working 
memory demands that arise through sentence position. When processing sentences that 
contain connectives in the sentence initial position, the comprehender must maintain the 
information provided by the connective in memory while processing the event of the first 
clause, and then use the stored connective information to link the event specified in the first 
clause correctly with the event specified in the second clause.  
When processing a sentence medial connective, the information required to link 
events specified in the first and second clauses will be available roughly when it is required, 
reducing the period during which the content of the first clause must be maintained in 
working memory prior to linkage with the second clause. The assumption is therefore that 
connectives in the medial position are preferred because they can be processed accurately 
while making fewer demands on memory. Consistent with this account, studies of older 
children and adults have indicated the general use of an incremental processing strategy for 
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sentences joined medially by connectives (Cain & Nash, 2011; Traxler, Bybee, & Pickering, 
1997). For young children, who have low working memory capacity, a connective appearing 
in the sentence initial position may therefore be harder to comprehend.  
Only one study to date speaks to these three factors in relation to children’s (and 
adults’) mental representation. This study by Pyykkönen and Järvikivi (2012) found that, for 
8- to 12-year-olds, chronologically ordered sentences that could be processed incrementally 
(before-chronological) were easier to comprehend than reverse order sentences that also had a 
connective in the medial position, but which could not be processed incrementally (after-
reverse). Sentences in which the connective appeared in the initial position (before-reverse 
and after-chronological) were of similar and intermediate difficulty for the children, whereas 
adults performed at ceiling on all sentence types. Pyykkönen and Järvikivi’s study clearly 
demonstrates the need to consider that differences in sentence position, which will arise 
through the manipulation of connective and order, might influence the comprehension of 
sentences with temporal connectives. However, Pyykkönen and Järvikivi’s task allowed re-
reading and reflection on the sentence. For that reason, their findings cannot be interpreted 
directly in terms of the differing processing demands imposed by sentences with different 
structures involving temporal connectives. We set out to advance understanding of young 
children’s comprehension of connectives by considering the impact of order, connective type, 
and position, by using a task that promoted response types that would allow interpretation of 
effects in terms of demands on working memory. 
The present study 
Previous research has identified the strategies that very young children might use to 
process two-clause sentences containing temporal connectives, but has not investigated why 
these sentences remain hard for children to process for several years after they appear in their 
spoken language productions. We compared consecutive age groups between 3 to 7 years of 
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age to pinpoint the moment of developmental change. Our aim was to determine when 
children shift from using strategies such as order of mention or world knowledge to 
comprehend the chronological order of events in sentences that contain temporal connectives, 
to using the connective itself as a linguistic device that signals order. Further, we aimed to 
elucidate the reasons why these sentences are often misunderstood even after children 
appreciate the different orders signalled by before and after. We compared comprehension of 
two-clause sentences joined by before and after and manipulated whether the event sequence 
was presented in chronological or reverse order. In this way, position of connective varied as 
a function of these two factors. Thus, the design included the following sentence types: 
before-chronological order (medial position); before-reverse order (initial position); after-
chronological order (initial position); and after-reverse order (medial position). We also 
manipulated whether the events in the two clauses typically occurred in a set order (world 
knowledge present) or not (world knowledge absent). The manipulation of world knowledge 
in conjunction with these other factors allowed us to identify whether children used an order 
of mention strategy or relied on world knowledge when they did not possess robust working 
knowledge of the connective.  
Our interest in the language processing demands posed by connectives led us to select 
a task that had low cognitive performance demands. The majority of previous studies 
examining young children’s comprehension of temporal connectives have used an act-out 
task, which has high cognitive demands (Ambridge & Rowland, 2013). Here, to capture early 
competence and to minimise the processing demands, we assessed comprehension with a 
simple forced-choice task. Children listened to a two-clause sentence in which the order of 
two events was signalled by a connective (before or after) while viewing an image of each 
clause on a touch-screen monitor. After each sentence, they selected which of the two events 
happened first. The use of images depicting the events in sentence stimuli reduces memory 
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load (e.g., Vion & Colas, 2005). Previous successful use of touch-screen technology for 
capturing early comprehension competence has been reported with children as young as 18 
months (Friend & Keplinger, 2008).  
Knowledge of before should be acquired earlier than after according to both the 
semantic complexity and frequency of exposure accounts. Therefore, in general, before 
sentences should elicit a greater number of accurate responses than after sentences. We 
hypothesised that the youngest children’s pattern of performance would indicate that they did 
not have robust knowledge of the temporal relation signalled by the connective (in line with 
the previous research detailed above) and would rely on a strategy, using either order of 
mention or world knowledge to comprehend sentences. Previous research has not identified a 
preference for either strategy, so we did not make specific predictions on this point. We 
predicted that the older children would generally perform above chance on both connectives, 
because they had more secure knowledge of the specific meaning of the connectives.  
However, the previous literature discussed earlier motivated us to predict that older 
children’s performance would be affected by the processing demands of different sentence 
types (e.g., Pyykkönen & Järvikivi, 2012; Ye et al., 2012). Taken together, this literature 
identifies three key factors that vary the grammatical structure of sentences including 
connectives, namely: connective type, the order of events, and connective position. This 
variation may also impact the demands on processing capacity. In line with a memory 
capacity theory of comprehension, we expected that children would perform worse on 
sentences that inflict high demands on working memory during clause integration (e.g., Just 
& Carpenter, 1992). For example, before-chronological sentences such as ‘She put on her hat, 
before she put on her scarf’ were expected to elicit the most accurate level of performance 
because the order (chronological) and connective position (medial) combined to allow word-
by-word incremental processing. In comparison, before-reverse (initial position, reverse 
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order), after-chronological (initial position, later acquired connective), and after-reverse 
(reverse order, later acquired connective) sentences would elicit less accurate performance 
because such sentences each carry two features that add to the amount of information that 
must be held in working memory. 
Given the potential explanation of performance patterns in terms of processing load, 
we included an independent measure of memory in our analysis of comprehension 
performance to examine if the influence of sentence structure on comprehension would be 
modulated by children’s memory capacities. We predicted that memory would be a 
significant predictor of performance, in general. 
2.2. Method 
Participants 
Ninety-one children aged 3–7 years participated in the study. All were native English 
speakers from schools and preschools that served mixed socio-economic catchment areas in 
the North West region of England. No children had reported language disabilities. Children 
were in four different school year groups: 22 3- to 4-year-olds (aged 3;3-4;4, 13 boys), 21 4- 
to 5-year-olds (aged 4;5-5;5, 14 boys), 24 5- to 6-year-olds (aged 5;5 to 6;5, 11 boys), and 24 
6- to 7-year-olds (aged 6;5 to 7;4, 13 boys). A further two 3- to 4-year-olds participated but 
were excluded from the analysis because of either refusing to touch the screen (i.e., select an 
answer; N = 1) or being unresponsive after corrective feedback (N = 1). Data collection took 
place between January and July 2013. Written parental consent was obtained for all children, 
and children provided oral assent before each session. All children had age appropriate 
receptive language assessed using the British Picture Vocabulary Scales – III (Dunn, Dunn, 
Styles, & Sewell, 2009). Full details are reported below.  
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Materials and Procedure 
All children completed three assessments: a connective comprehension task, a 
measure of memory, and a measure of receptive vocabulary. The connectives task was 
administered over two separate sessions. Each session lasted no longer than twenty minutes. 
One session included the vocabulary assessment, the other the memory assessment. 
Connective comprehension task. Comprehension of before and after was measured 
using a touch-screen paradigm. Sixty-four two-clause sequences were constructed, each 
representing two events that were related by world knowledge. All sequences referred to one 
actor and two objects. Each of the 64 items was counterbalanced into one of eight lists. In 
each list there were 32 sentences assessing eight conditions (shown in Table 2.1) that resulted 
from three manipulated factors: presence or absence of world knowledge to support the 
relation between the two events; the temporal connective (before vs. after); and the 
presentation order of events (chronological vs. reverse). The manipulations of connective 
type and order of events in turn resulted in sentences in which for both before and after the 
connective could appear in either initial or medial position. Thus, for before sentences, the 
connective appeared in the medial position (as shown in Table 2.1) when events were 
presented in chronological order, and in the sentence initial position when the events were 
presented in reverse order. The reverse was true for sentences containing after. 
  








 Before After 
 Chronological Reverse Chronological Reverse 
World knowledge 
present 
He poured the ketchup,  
before he ate the burger 
Before he ate the burger, 
he poured the ketchup 
After he poured the ketchup,  
he ate the burger 
He ate the burger,  
after he poured the ketchup 
World knowledge 
absent 
He put on the sandals,  
before he ate the burger 
Before he ate the burger, 
he put on the sandals 
After he put on the sandals, he 
ate the burger 
He ate the burger,  
after he put on the sandals 




For each clause, an animated cartoon was created using Anime Studio Pro 9.1 (Smith 
Micro Software, 2012). Each cartoon depicted the actor, action and object of a clause (e.g., 
Tom pouring a ketchup bottle; Tom eating a hotdog). Each animated segment lasted for three 
seconds and explicitly encapsulated only the object (e.g., hotdog) from one clause, whilst the 
object (e.g., ketchup) from the other clause was not present. Each animation ended with a 
freeze-frame judged by the first and third authors to best represent the action of that clause. 
An example freeze frame is provided in Figure 2.1. Each visual stimulus (e.g., Tom eating a 
hotdog) was 486 pixels in height and did not exceed the left or right half of the presentation 
(486 x 872 pixels). 
 
Figure 2.1. Example presentation of an animation freeze-frame (cream, jelly). 
  
 Children first saw the two animations, shown sequentially. The animation on the right 
hand side of the screen was shown first, followed by the animation on the left hand side of 
the screen. Children were instructed to: ‘Listen carefully and touch the thing Tom/Sue did 
first’ (name selected to match gender of child) and the narration of the sentence was played 
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(over headphones). A response window was opened with a short beep and was closed by a 
blank screen once the child had responded. Both order of appearance and side of presentation 
for the visual representations of the target and non-target clauses were counterbalanced across 
trials. 
 The experiment was run using the PsyScript 3.2.1 (Slavin, 2013) scripting 
environment on a Macintosh laptop connected to a touch-screen monitor with items presented 
in a random order. Correct responses were recorded as those items for which the child 
touched the target action that was the first event to occur in the sentence. 
 Children practiced all four sentence types in which world knowledge was absent (see 
Table 1.2). Example items were not used in the test phase. Therefore, each child completed a 
minimum of four practice trials to ensure that they understood the procedure before the test 
phase. Children were excluded from the study if they were uncooperative in selecting an 
answer for each of the training items (i.e. they did not touch the screen on any trial), or if they 
were unresponsive after receiving corrective feedback. Practice trial instructions emphasised 
the importance of making judgements based solely on the narrated sentence, not the visual 
stimuli. Paired sample t-tests revealed no significant effect of order or side of presentation on 
accuracy (for all comparisons, p >.1; data was reflected and log transformed for the two 
oldest age groups because their data was not normally distributed). 
Vocabulary. Receptive vocabulary was assessed using the British Picture Vocabulary 
Scales – III (Dunn et al., 2009) to ensure that the sample had age-appropriate vocabulary 
skills. In this task, the child has to point to one of four pictures that best illustrates the 
meaning of a word spoken aloud by the researcher. Testing is discontinued when a specified 
number of errors have been made. All children had a standardised score above 85 and the 
mean scores (+/- SD) indicate that each age group was performing at an age-appropriate 
level: 3- to 4-year-olds=109.27 (10.37); 4- to 5-year-olds =111.76 (6.16); 5- to 6-year-olds 
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=105.83 (8.67); 6- to 7-year-olds =103.88 (8.02). Thus, no children were excluded for weak 
receptive language skills. 
Memory. Each child completed the digit span task from the Working Memory Battery 
for Children (Pickering & Gathercole, 2001) to assess memory. In this task, the child hears a 
string of digits, read out by the researcher, and is then asked to recall the digits in the same 
order. The easiest level comprises strings of two digits, and the number of items in the string 
is increased until the child cannot recall all of the digits after three successive attempts. This 
is the most suitable assessment of memory for our age range, because 4-year-olds perform at 
floor on more complex measures of working memory (Gathercole, Pickering, Ambridge, & 
Wearing, 2004). Raw scores were used for the analysis. The test-retest reliability reported in 
the manual for children aged 5-7 years is r = .81. 
Design 
           A 4 x 2 x 2 x 2 mixed design was used. The between-subjects independent variable 
was year group (3-4, 4-5, 5-6, and 6-7 years) and the within-subjects variables were world 
knowledge (present, absent), connective (before, after), and order (chronological, reverse 
order). The dependent variable was accuracy. 
2.3. Results 
A total of 5824 responses were recorded. Before analysis, data were screened to 
remove potential distortions from the norm. Three children from the oldest age group were 
removed (192 responses, 3.3%) because they were identified in by-age box plots as outliers 
who were performing at floor level in accuracy. Therefore, 5632 responses were included. 
The removal of these participants did not affect the pattern of the reported results. 
Analysis strategy 
A series of Generalised Linear Mixed-effects models (GLMMs) (Baayen, Davidson, 
& Bates, 2008; Barr, Levy, Scheepers & Tilly, 2013) were fitted to the data in the R statistics 
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environment (R Core Team, 2014) using the lme4 package (Bates, Maechler & Bolker, 2014). 
This method is essentially an extension of logistic regression, such that a GLMM analysis 
estimates the fixed effects due to experimentally manipulated variables while taking into 
account random error variance due to differences between participants or between stimulus 
items sampled for the study. We followed the recommendations of Barr et al. (2013) by 
estimating fixed effects in models that included random effects terms corresponding to both 
random differences between participants or items in overall accuracy of responses elicited 
(random intercepts) and random differences between participants or items in the slopes of the 
effects of world knowledge, connective and order condition. As a maximal random effects 
model did not converge, we used the likelihood ratio test (Barr et al., 2013; Pinheiro & Bates, 
2000) to test whether the inclusion of fixed or random effects was warranted by superior 
model fit to data. That is, we added as many slopes as were found to be warranted. Each of 
the final models incorporated random intercepts for both participants and item effects, and 
by-participant random slopes for both connective and order effects.  
The raw memory scores [mean (+/- SD)] demonstrated age-related improvements: 3- 
to 4-year-olds = 15.36 (3.50); 4- to 5-year-olds = 19.67 (2.94); 5- to 6-year-olds = 22.67 
(4.02); 6- to 7-year-olds = 25.42 (4.48). In addition, the standardised scores of memory were 
within the normal range of 85-115 for each age group:  4- to 5-year-olds = 91.90 (10.35); 5- 
to 6-year-olds = 97.75 (15.15); and 6- to 7-year-olds = 100.96 (20.42). Standardised scores 
are not provided for 3- to 4-year-olds.  
In the following, we first describe the optimum model for the full dataset, with age, 
order, and connective entered as fixed effects (Model 1, Table 2.2). We then further examined 
the significant interaction between age, connective, and order, found in the full dataset model, 
by conducting simple interaction analyses of the effects of connective and order for each 
group separately. Table 2.3 presents the analysis with different age groups to determine their 
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use of comprehension strategies. Finally, in Table 2.4 (Model 2), we returned to our analysis 
of the full dataset to examine whether a model with memory included as a fixed effect fitted 
the data better than a model without. In each analysis, world knowledge had no significant 
main effects nor any significant interactions (all ps > .14), and the fit of the model was 
improved upon its removal, χ2(8)= 22.53, p < .01. Therefore, following recommendations for 
obtaining an optimal model by Barr et al. (2013), the effect of world knowledge is not 
included in the models that we present. 
The inferential statistics for each model are presented in Tables 2.2, 2.3, and 2.4 
respectively. These summarise the main effects and interactions of age, order, and connective. 
The first column provides the coefficient estimates of effects (b) due to experimental 
conditions, which is the change in the log odds accuracy of response associated with each 
fixed effect. A positive coefficient indicates that the effect of differences between conditions 
was to increase the odds that a response would be correct while a negative coefficient 
indicates that the effect of a factor was to decrease the odds that a response would be correct. 
Main analysis 
Model 1 (Table 2.2) shows that accuracy of response was significantly affected by 
participant age, indicating a developmental improvement in accuracy from three to seven 
years. In general, chronological sentences were comprehended as well as reverse order 
sentences. Similarly, there was no difference between accuracy for before and after sentences. 
Order and connective effects did not interact with each other, or by age. There was a 
significant three-way interaction between age, order, and connective. Figure 2.2 shows the 
mean accuracy scores for all observations to each experimental condition (collapsed over 
world knowledge).  
Given the significant interaction between the effects of age, order, and connective 
conditions, we conducted simple interaction analyses to examine the effects of order and 
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connective on the responses for each age group considered separately. These are reported 
next and summarised in Table 2.3. 
Analyses of individual age groups. A main effect of order, only, was found in the 
analysis of the 3- to 4-year-olds’ data, because this youngest age group comprehended 
chronological sentences more accurately than reverse order sentences. There was no main 
effect of connective for the two youngest age groups, indicating that they comprehended 
before and after equally poorly. In contrast, there was a main effect of connective in the 
analysis of the data from the 5- to 6-year-olds and a similar, but non-significant, effect in the 
analysis of the 6- to 7-year-olds’ data. The interaction between order and connective was not 
significant for the youngest age group. In contrast, this interaction was significant for each of 
the three oldest age groups.  
 
Figure 2.2. Mean proportion correct (with standard error bars) for each experimental 























































The order by connective interaction for each of the three older age groups was 
explored further by examining performance for the before and after items separately (see also 
Figure 2.2). The two middle age groups displayed a main effect of order with before items, 
but not with after items. That is, before-chronological sentences were comprehended better 
than before-reverse sentences, whereas after-chronological sentences were comprehended as 
well as after-reverse sentences. Therefore, 4- to 6-year-olds displayed a significant preference 
for before sentences that were presented in chronological order. These effects were not 
significant for the oldest age group, for whom performance was much higher in general. 
 
Table 2.2.  
Summary of GLMM for the log-odds of accuracy responses: Effects and interactions of age, 
order and connective. 
Fixed Effects Estimated 
Coefficient 
(b) 
SE t p(>|z|) 
Intercept -2.42 0.66 -3.67 0.01 
Age 0.06 0.01 5.62 < 0.01 
Order 1.11 0.61 1.81 0.07 
Connective -0.63 0.73 -0.86 0.39 
Order:Connective -1.16 0.69 -1.67 0.09 
Age:Order -0.01 0.01 -1.47 0.14 
Age:Connective 0.02 0.01 1.44 0.15 
Age:Order:Connective 0.03 0.01 2.19 0.03 
Note (1) Fixed effects labels: Age = effect of age (in months); Order = effect of order, 
chronological (reference level) vs. reverse order; Connective = effect of connective, before 
(reference level) vs. after. (2) Interactions are reported as colons. (3) Bold = predictor is 









Summary of GLMMs (per age group) for the log-odds of accuracy responses: Effects and interactions of order and connective. 
 Age 3-4  Age 4-5  Age 5-6  Age 6-7 
 (b) SE z p  (b) SE z p  (b) SE z p  (b) SE z p 
Full models  
 
(Intercept) 0.17 0.22 0.76 0.44 
 
0.78 0.33 2.39 0.02 
 
1.52 0.33 4.65 <0.01 
 
3.18 0.37 8.64 
 
<0.01 
Order 0.56 0.26 2.18 0.03  0.36 0.37 0.97 0.33  0.43 0.29 1.46 0.15  -0.67 0.37 -1.78 0.08 
Connective 0.28 0.19 1.45 0.15  0.10 0.39 0.26 0.80  0.73 0.34 2.18 0.03  0.70 0.40 1.74 0.08 
Order: 
Connective -0.41 0.28 -1.45 0.15 
 
0.81 0.36 2.27 0.02 
 
2.95 0.81 3.66 <0.01 
 
2.16 0.89 2.44 
 
<0.01 
Simple effects models 
Before models 
(Intercept) – – – –  0.86 0.33 2.65 0.01  2.20 0.25 8.68 <0.01  3.79 0.49 7.81 <0.01 
Order – – – –  1.11 0.30 3.72 <0.01  3.75 0.77 4.88 <0.01  1.69 0.91 1.85 0.06 
 
After models 
(Intercept) – – – –  0.94 0.39 2.43 0.02  1.54 0.33 4.65 <0.01  2.87 0.33 8.62 <0.01 
Order – – – –  0.17 0.38 0.45 0.65  0.25 0.21 1.18 0.24  -0.50 0.28 -1.82 0.07 
Note (1) Fixed effects labels: Age = effect of age (in months); Order = effect of order, chronological (reference level) vs. reverse order; Connective = effect of 
connective, before (reference level) vs. after. (2) Interactions are reported as colons. (3) Bold = predictor is significant at p < .05 or better. 
 




Model 2 (Table 2.4) indicates that when working memory is incorporated in the model 
of the full dataset, it predicts performance over and above age. Indeed, this model was a 
significantly better fit to the data than when the same model was run without working 
memory, χ²(4) = 13.93, p < .01. There was a significant two-way interaction between order 
and connective. Of particular note, the three-way interaction between age, order and 
connective was no longer significant but, instead, the three-way interaction between working 
memory, order, and connective neared significance (p = .06). This latter finding provided 
converging evidence that age effects were partly a proxy for memory, a conclusion 
corroborated by the strong correlation between these two variables (r = .71).  
Of course, an alternative explanation of any working memory effects in 
developmental studies is variation in long-term knowledge of language (e.g., Kidd, 2013; 
Klem, Melby-Lervåg, Hagtvet, Lyster, Gustafsson, Hulme, 2015). To test this account, Model 
3 tested the same three factors as Model 2 (age; order of events; connective) but with the 
receptive vocabulary scores included instead of performance on the assessment of memory. 
This model (Model 3) was not a significantly better fit to the data than Model 1 χ²(4) = 8.82, 
p < .07. A final model (Model 4) was also tested that included the same factors as Model 1 
and with both memory and vocabulary included. Whilst this model was a significantly better 
fit than Model 1 (χ²(8) = 20.02, p = .01), it did not significantly improve the fit compared to 
Model 2 which included just working memory (χ²(4) = 6.07, p = .19). Together, these 
comparisons between models indicate that working memory, not vocabulary, is driving 
performance on our sentence comprehension task. For these reasons, we do not include the 
output for either of the models that incorporated vocabulary (Models 3 and 4: see appendix 
for this information). 
  




Summary of GLMM for the log-odds of accuracy responses: Effects and interactions of 
memory, age, order and connective. 
Main 
model 
 M (b) SE t p(>|z|) 
 (Intercept) -2.77 0.66 -4.23 <0.01 
 Age 0.03 0.01 2.10 0.04 
 Memory 0.10 0.04 2.68 <0.01 
 Order 1.11 0.63 1.77 0.08 
 Connective -0.42 0.74 -0.57 0.57 
 Order:Connective -1.44 0.71 -2.04 0.04 
 Age:Order -0.01 0.01 -0.98 0.33 
 Age:Connective 0.03 0.02 2.09 0.04 
 Memory:Order <0.01 0.04 -0.08 0.94 
 Memory:Connective -0.07 0.04 -1.46 0.14 
 Age:Order:Connective <0.01 0.02 0.13 0.89 
 Memory:Order:Connective 0.09 0.05 1.86 0.06 
Note (1) Fixed effects labels: Age = effect of age (in Age); Order = effect of order, 
chronological (reference level) vs. reverse order; Connective = effect of connective, before 
(reference level) vs. after. (2) Interactions are reported as colons. (3) Bold = predictor is 




The aim of the present study was to identify the age at which children accurately use 
before and after to understand the temporal relation between two events in a sentence and to 
elucidate reasons for why sentences containing these connectives can be hard to process. Our 
findings extend understanding of young children’s connective competence in several 
important ways. First, we show that at around 3 to 4 years of age, children perform above 
chance on these connectives, indicating that they have a basic understanding of these 
connectives, earlier than reported in previous research. Second, we find that between 6 to 7 
years of age children are performing at high levels of accuracy, demonstrating the emergence 
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of full competence earlier than has been reported previously (Cain & Nash, 2011; Pyykkönen 
& Järvikivi, 2012). Third, and critically, we demonstrate that children’s competence is 
substantially modulated by variation in sentence structure and that an independent measure of 
working memory influences success. These findings indicate that both cognitive and 
language demands influence the emergence of young children’s comprehension of temporal 
connectives.  
The 3- to 4-year-old children performed above chance but demonstrated fragile 
understanding of the meanings conveyed by before and after. We hypothesised that the 
youngest children’s pattern of performance would indicate that they did not have robust 
knowledge of the temporal relation signalled by the connective (in line with previous 
research detailed above) and would rely on a strategy of either order of mention or world 
knowledge to comprehend sentences. In line with this prediction, the pattern of performance 
for the youngest age group revealed that they relied on an order of mention strategy: the 
youngest age group were more accurate on chronological order than on reverse order 
sentences, consistent with some previous research (Clark, 1971; French & Brown, 1977; 
Johnson, 1975).  
We can turn to adult literature to understand better the mechanisms underlying this 
developmental change. In the world around us, we experience events in a chronological order. 
Therefore, even adult comprehenders appear to expect that language will map onto that 
experience, displaying processing difficulties when such mapping is violated (Ye et al., 2012; 
Zwaan & Radvansky, 1998). Therefore, it is likely that children are mapping the events based 
on their assumption that language maps onto order, rather than focusing on the linguistic 
information of the connective itself. 
In contrast to some previous studies (French & Brown, 1977; Keller-Cohen, 1987), 
there was no evidence that the children relied on world knowledge to process these sentences: 
CHAPTER 2: TEMPORAL RELATIONS IN CHILDREN’S COMPREHENSION. 
60 
 
within each age group, children performed comparably whether the order of the two events 
was supported by world knowledge or not. We believe that our finding for reliance on order 
of mention rather than world knowledge is robust because the large participant sample size 
and use of a linguistic sample considerably larger than the norm for this area of research 
vouchsafed a fair opportunity to observe a world knowledge effect if one were to be found. In 
addition and critically, our use of a task that minimised cognitive load in producing responses 
(compared to act out tasks, e.g., French & Brown, 1977; Keller-Cohen, 1987) was designed 
to ensure maximum sensitivity.  
Our findings show that the comprehension performance of 4- to 6-year-olds was 
governed by the varying demands on working memory by different sentence structures 
(Diessel, 2004; Pyykkönen & Järvikivi, 2012; Ye et al., 2012). Children were more successful 
in understanding the sequence of events if those events were presented in sentences in 
chronologically ordered clauses rather than in a reverse order, but this order effect was 
apparent for sentences containing the before connective not for sentences containing after. 
This interaction cannot be attributed to a lack of understanding of the connective before. 
Given that it is acquired earlier than after (Clark, 1971), it cannot be the case that 
understanding a before sentence is more susceptible to the effect of order because before is 
not understood as well.  
As noted in the Introduction, higher demands on working memory have been 
associated with when the sentence elements are presented in reverse order (Ye et al., 2012), 
when the connective is later acquired (after; Clark, 1971; Leech et al., 2001), and when the 
connective is in the sentence initial position (Diessel, 2004), The difference due to order is 
revealed only for before sentences because the before-chronological sentences make the 
lowest demands on memory. They remain easier to comprehend than before-reverse (initial 
position, reverse order) sentences consistently throughout the age range in our sample of 
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children. Like the before-reverse sentences, the after-chronological (initial position, later 
acquired connective) and after-reverse (reverse order, later acquired connective) sentences 
each possess two features taxing children’s working memory capacity. We note that previous 
studies that have reported adult processing difficulties for reverse order sentences have only 
included order as a factor (Münte et al., 1998; Ye et al., 2012). That is, connective position 
was held constant and connective type was a confounding variable. Our interest in 
developmental acquisition motivated us to include connective type in addition to order as a 
statistical factor, which in turn enabled us to discuss how different connective positions may 
have influenced findings. 
Our findings add to a growing body of research that has reported age-related 
differences in children’s understanding of temporal connectives (e.g., Clark, 1971). Of 
notable interest was the high accuracy of responses to before-chronological sentences which 
supports our prediction that chronological order, a more familiar connective (before), and a 
medial connective position are factors that do not tax additional working memory resources. 
Our findings indicate that children as young as four years of age process two-clause sentences 
accurately in this way. The main effect of working memory on accuracy indicates that 
children with higher memory capacities comprehend two-clause sentences more accurately. 
Critically, we found that memory could explain why children displayed sentence specific 
performance. This finding supports previous research which informed us that children’s 
comprehension of two-clause sentences containing before and after can be influenced by 
whether their memory capacity is sufficient to cope with the variability in the processing 
demands of our sentence structures (Just & Carpenter, 1992; Pyykkönen & Järvikivi, 2012; 
Ye et al., 2012).   
The observed effect of memory suggests that where age effects are found they may, as 
here, reflect a contribution due to the development of memory capacity. This finding 
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highlights the difficulty of distinguishing the impact of the development of memory capacity 
from the impact of more general and language development. In addition, our results also 
highlight the need to study specific connectives within a single temporal class (Cain & Nash, 
2011; Crosson & Le Saux, 2013). Our observations suggest that knowledge of before was 
more robust than knowledge of after. This may be due to their differences in semantics 
(Clark, 1971) or to their differing frequency of occurrence as temporal connectives (Leech et 
al., 2001).  
Recent literature suggests that working memory tests that have been used to support 
capacity theories might instead tap into long-term knowledge of language (Kidd, 2013; Klem 
et al., 2015). For that reason, we tested whether our proposed memory effects were a result of 
long-term knowledge of language by running two models that incorporated vocabulary 
scores, one with and one without memory. We concluded from model comparisons that 
vocabulary did not significantly improve the fit compared to equivalent models that did not 
include vocabulary. The findings confirmed that working memory was driving performance. 
In addition, it is important to note that we manipulated sentence structures while holding 
vocabulary constant. That is, vocabulary did not vary across experimental conditions (other 
than for the specific connective itself), which runs counter to this alternative explanation that 
vocabulary knowledge could be a proxy for the reported memory effects (see also Cain, 
Patson, & Andrews, 2005, for an example of the separation between vocabulary knowledge 
and connective comprehension in young children). 
We would not dismiss a language account completely. Of note our sentences differed 
by connective type and we believe that language knowledge variation could explain the 
general advantage for before. In addition, frequency of exposure to specific sentence structure 
can influence comprehension (Tomasello, 2003). Therefore, future work should consider both 
CHAPTER 2: TEMPORAL RELATIONS IN CHILDREN’S COMPREHENSION. 
63 
 
the frequency of our sentence structures and the use of before and after in parental input and 
examine whether this maps onto the pattern of development found in the present study.  
Convergent with the memory capacity explanation of children’s difficulties with 
temporal connectives in two-clause sentences, we found that the inclusion of an independent 
measure of working memory improved model fit. However, further evidence is needed to 
corroborate this account. We used the most sensitive behavioural measure of working 
memory that we could identify for our age groups, but believe that other techniques will 
support our findings and reveal critical pressure points in the moment-by-moment processing 
of these sentences. The extent to which the factors of event order, connective, and position 
influence the real time processing of connectives in young children may be studied with 
techniques that do not require a behavioural response, such as using eye-tracking within a 
visual world paradigm (Arnold, Eisenband, Brown-Schmidt, & Trueswell, 2000) or by 
recording ERPs to index processing difficulty, as has been done successfully in studies of 
adults’ production of connectives (Habets, Jansma, & Münte, 2008). These techniques would 
provide fine-grained measures of processing efficiency and processing cost in critical regions 
of two-clause sentences (Cozijn, Noordman & Vonk, 2011). Response times or evoked 
potential differences for regions where the cognitive demands were greatest, in particular, 
might be more strongly related to independent measures of memory.  
 In addition to the limitations discussed above, we note that we used experimenter-
constructed sentences, rather than sentences based on natural speech. Previous research on 
children’s understanding of complex sentences show that difficulties can disappear when 
target sentences are based upon naturalistic speech (Kidd, Brandt, Lieven, & Tomasello, 
2007; Rowland & Noble, 2010). However, we contend that these sentences parallel those 
found in naturalistic speech: Diessel reports examples of children’s (2004) and adults’ speech 
(2005, 2008) containing numerous examples of sentences containing temporal connectives 
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that are supported by world knowledge or not, just like our experimental manipulation. 
Therefore we do not believe this is the reason for our findings although various pragmatic 
manipulations could be explored in future research. Further, we did not programme the 
randomisation of items to prevent potential priming when the same sentence structure is 
presented twice in a row. Given the number of items (N=64) we do not believe that this 
feature unduly influenced our findings. However, it would be interesting in future work to 
test if such features could be used to support language comprehension of more difficult 
syntactic structures, as has been found for language production (e.g., Allen, Haywood, 
Rajendran, & Branigan, 2011).   
A final thought for future research is whether the same factors that influence 
comprehension of sentences with temporal connectives also influence production. Typically, 
in terms of language knowledge, comprehension generally precedes production for specific 
words and grammatical structures (Benedict, 1979; Fraser, Bellugi, & Brown, 1963). One 
reason for that difference may be the additional planning demands of language production 
(Diessel, 2004; MacDonald, 2013). However, comprehension and production are related and 
draw on many of the same cognitive processes (Pickering & Garrod, 2013). There is a clear 
need for comparison of children’s comprehension versus production of complex sentences 
containing connectives to provide insight into common sources of difficulty. Critically, it 
would be important to determine whether the processing patterns for specific sentence types 
reported by the present study, map onto performance in a production paradigm.  
In summary, the present study demonstrates substantial differences between 3- to 7-
year-old children in their comprehension of two-clause sentences containing before and after 
and the factors that influence performance. The 3- to 4-year-olds demonstrated poor 
knowledge of the distinction between the meanings of these two temporal connectives and 
tended to interpret the event order as the order of mention of events. Older children’s 
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performance indicated adequate understanding of these connectives, but the poorer 
performance of 4- to 6-year-olds relative to 7-year-olds, together with the relations with 
memory, indicated that comprehension may fail when additional information must be held in 
working memory. Further research using online measures of sentence processing measures is 
required to identify the locus of difficulty in these sentences to elucidate the role of 
processing resources in children’s comprehension of two-clause sentences. 




3. Children’s processing and comprehension of complex sentences containing temporal 
connectives: The influence of memory on the time course of accurate responses. 
 












































In a touch-screen paradigm, we recorded 3- to 7-year-olds’ (N = 108) accuracy and response 
times to assess their comprehension of two-clause sentences containing before and after. 
Children were influenced by order: performance was most accurate when the presentation 
order of the two clauses matched the chronological order of events: ‘She drank the juice, 
before she walked in the park’ (chronological order) vs. ‘Before she walked in the park, she 
drank the juice’ (reverse order). Differences in response times for correct responses varied by 
sentence type: accurate responses were made more speedily for sentences that afforded a 
linearly incremental processing of meaning. An independent measure of memory predicted 
this pattern of performance. We discuss these findings in relation to children’s knowledge of 
connective meaning and the processing requirements of sentences containing temporal 
connectives.  
 
Keywords: temporal connectives, incremental processing, memory, language acquisition, 
response times. 
 




Successful comprehenders form a coherent mental representation of the events 
described in spoken or written text (Johnson-Laird, 1983; Van Dijk & Kintsch, 1983; Zwaan 
& Radvansky, 1998). The construction of a coherent mental representation is guided by the 
presence and understanding of connectives, which aid the integration of clauses by signalling 
how events link together (Bestgen & Costermans, 1997; Cozijn, Noordman, & Vonk, 2011). 
In this paper, we focus on children’s processing of sentences containing the temporal 
connectives before and after, which encode the relation between events on a temporal 
dimension (Cain & Nash, 2011; Gennari, 2004). Whilst before and after appear regularly in 
speech from as young as 3 years of age (Diessel, 2004), 12-year-olds demonstrate difficulties 
in comprehending these connectives in specific sentence structures (Pyykkönen & Järvikivi, 
2012). In the current study, we investigate the influence of memory and language on 3- to 7-
year-old’s comprehension of complex sentences containing temporal connectives by 
investigating the influence of these skills on the accuracy and speed of responses using a 
touch-screen comprehension task. 
Our mental representation of event order corresponds to the chronological order in 
which the events occur in real world situations: the first occurring event is followed by the 
second, and so forth (Coll-Florit & Gennari, 2011; Givón, 1991; Zwaan & Radwansky, 
1998). However the order in which events are described does not necessarily map onto actual 
order: temporal connectives allow us to describe the events in both a chronological order, 
such as ‘She played in the park, before she drank the juice’, or in a reverse order ‘Before she 
drank the juice, she played in the park.’ Therefore, reverse order sentences violate the default 
expectation that newly encountered information follows the most recent event in the existing 
representation (Zwaan & Radvansky, 1998). This has implications for the processing of 
language. Children are more accurate at comprehending sentences which describe events in a 
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chronological order, compared to sentences which describe events in a reverse order (Clark, 
1971), and adults expend more cognitive effort when processing such sentences for meaning 
(Münte, Schiltz, & Kutas, 1998; Ye et al., 2012).  
A developmental perspective identifies two reasons for difficulty with reverse order 
sentences. First, children may not have an appreciation for the meaning of the connective 
itself. If so, they will be more likely to represent the sequence of events based on the 
assumption that language order maps onto real world order, rather than using the linguistic 
information provided by the connective to guide the construction of their mental 
representation. In line with this, several studies have shown that young children who display 
a poor knowledge of before and after use a strategy which assumes that the order of mention 
of events corresponds to the actual order of events, resulting in below-chance accuracy for 
reverse sentences (e.g., Clark, 1971). The second reason is based on previous adult studies 
which show that, even when knowledge of temporal connectives is robust, reverse order 
sentences are still more difficult to process than chronological sentences. This difficulty is 
attributed to the greater processing costs required to create a chronological mental 
representation from events that are described in a reverse order relative to when events are 
already described in a chronological order (Münte, Schiltz, & Kutas, 1998; Ye et al., 2012). 
For children, the differences in comprehension of chronological vs. reverse order sentences 
are modulated by the development of memory and vocabulary (Blything, Davies, & Cain, 
2015: this thesis). This set of findings motivated the current study to contrast memory 
capacity (e.g., Just & Carpenter, 1992) and language-based (e.g., Van Dyke, Johns, & 
Kukona, 2014) accounts in relation to young children’s comprehension of sentences 
containing temporal connectives. 
A memory capacity framework (e.g., Just & Carpenter, 1992) attributes the difficulties 
for reverse order sentences to the requirement to hold more information active in working 
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memory, and to the available memory capacity of the individual. Children and adults process 
complex sentences incrementally, word by word and clause by clause (e.g., Cain & Nash, 
2011; Traxler, Bybee & Pickering, 1997). As a result, reverse order sentences such as ‘Before 
she drank the juice, she played in the park’, are more difficult to process than chronological 
order sentences, because comprehenders do not process the first occurring event (played in 
the park) until part way through the sentence. As a result, they must then revise their mental 
representation. Conversely, a chronological order sentence such as ‘She played in the park, 
before she drank the juice’, allows incremental construction of the mental representation. Due 
to the memory demands associated with reverse order sentences, the memory capacity 
account would predict that individuals with low memory capacity would experience 
comprehension difficulties specifically for these constructions. Support for the memory 
capacity explanation comes from studies of both adults and children, with the difficulty for 
reverse order sentences being more pronounced in those who score low on a working 
memory capacity test (Blything et al., 2015; Münte et al., 1998).  
In addition, the connective used (before, after) may also influence the demands on 
working memory resources for these two-clause sentences. Young children have poorer 
knowledge of after as a connective compared to before because it has more complex 
semantics (Clark, 1971), and is used in ways other than as a connective (e.g., She is only after 
your money, see Leech, Rayson, & Wilson, 2001). Words that are typically more difficult to 
learn - as reflected by a late age of acquisition, a low frequency of occurrence, or a high 
ambiguity in meaning - are processed by adults more slowly and less accurately than their 
less difficult to learn counterparts (Carroll & White, 1973; Juhasz, 2005). Most important for 
the predictions of the memory capacity account, these processing costs are more pronounced 
in comprehenders with low working memory span compared to comprehenders with high 
working memory span (Gunter et al., 2003).  Therefore, due to the complexity of after, 
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sentences containing this connective may be more difficult to process because it is more 
taxing on working memory resources when activating knowledge of after as a temporal 
connective compared to before. Specifically, the influence of the connective on sentence 
processing should be driven by working memory capacity.  
Also, the position of the connective in the sentence may influence the amount of 
information that must be held active in working memory. By manipulating both order and 
connective, the position of the connective varies across sentences. For example, before occurs 
in a medial sentence position when events are spoken in a chronological order, but in an 
initial sentence position when events are spoken in reverse order. The reverse is true for after 
sentences. Position of the connective has also been hypothesised to influence the amount of 
information held active in working memory. A medial position provides the information of 
the connective roughly when it is required to link the two meanings of the two adjacent 
clauses. Conversely, when the connective is provided at the beginning of the sentence, 
individuals must maintain the meaning of the connective while processing the first clause, 
and then link the clauses together (Diessel, 2004). In support of the proposal that the 
connective and its sentence position influence processing, Blything et al. (2015) reported that 
4- to 6-year-olds displayed an advantage for chronological order sentences only when the 
sentence structure did not include these extra features which may increase demands on 
working memory resources. That finding was modulated by individual memory span, further 
supporting a memory capacity account (e.g., Just & Carpenter, 1992). 
An alternative hypothesis, is that the influence of memory on the processing of 
complex sentences is actually driven by the quality of language knowledge rather than by the 
quantity of information can be maintained within working memory (e.g., Kidd, 2013; Klem, 
Melby-Lervåg, Hagtvet, Lyster, Gustafsson, & Hulme, 2015; Van Dyke et al., 2014). The 
language-based account draws on the notion that, rather than being separate systems 
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(Baddeley, 2003; Baddeley & Hitch, 1974), working memory and long term memory are part 
of a unitary architecture in which working memory is a temporarily active portion of long 
term memory (Ericsson & Kintsch, 1995; McElree, 2006). Therefore, the current processing 
capacity of working memory is determined by the extent to which processing resources are 
devoted to the retrieval of target concepts from long term memory. That is, the ability to 
represent information in working memory is modulated by language knowledge. Poor 
language knowledge is likely to result in a fragile memory representation because the 
understanding for the meaning of target concepts is less distinct and robust, so the retrieval 
process is more susceptible to competition from other related concepts. Conversely, rich 
language knowledge supports the construction of a memory based mental representation 
because individuals can quickly access and accurately retrieve the precise target concepts. 
This reduces the likelihood of interference from related concepts, and frees up resources for 
constructing and maintaining an accurate mental representation.  
The language-based account contrasts the memory capacity account (Just & 
Carpenter, 1992), which views working memory as independent from language (e.g., 
Baddeley, 2003; Baddeley & Hitch, 1974). In support of a language-based account for 
sentence processing effects, recent research with adults has examined the specificity or 
distinctness of retrieval cues in the text, for example how well the meaning of the target 
connective is activated in relation to competing temporal connectives, and how well other 
words in the sentence are activated in relation to competing words with similar meanings. 
This work shows that such information, rather than the number of individual text elements 
that must be held active in memory, can account for why some sentences are more difficult to 
process than others (Van Dyke et al., 2014; Van Dyke & Johns, 2012; Van Dyke & McElree, 
2006). 
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Research to date has explained children’s difficulty in processing reverse order 
sentences using the framework of the memory-capacity constrained account (Blything et al., 
2015; Pyykkönen & Järvikivi, 2012). However, those studies have used tasks that measure 
only response accuracy, in which children as young as 6- to 7-years-old can perform at 
ceiling. These findings motivate the need for a more sensitive assessment of children’s 
sentence processing to study developmental and individual differences in performance. 
Studies of adults, for whom response accuracy is at ceiling, have used EEG and fMRI to 
index real-time processing (Münte, Schiltz & Kutas, 1998; Ye et al., 2012). This work 
demonstrates differences in the effort required to process chronological and reverse order 
sentences. Such findings have been explained within a memory-based account: reverse order 
sentences place higher demands on working memory. However, those studies used stimuli in 
which the connective was presented only in the sentence initial position, such that connective 
(before, after) was confounded with event order. This work has not included a design that 
compares order effects in sentences linked by both before and after. Further, the only 
previous studies that have examined online processing of these sentences have not included 
children, so they do not speak to developmental improvements. A fully factorial design is 
particularly important in developmental studies because children display developmental 
differences in their understanding of before and after (Clark, 1971).  
The current study was motivated by our review of previous research on children’s and 
adult’s processing of multiple clause sentences including temporal connectives, to examine 
the role of memory and language in children’s comprehension of such sentences. We 
measured the speed of children’s responses using a touch-screen comprehension task (for use 
of this method with preschool children, see Friend, Schmitt, & Simpson, 2012; Möhring, 
Newcombe, & Frick, 2014), in addition to response accuracy. Here, we provided strict 
training and practice instructions to encourage speeded responses. Slower responses can be 
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interpreted as a reflection of processing difficulties, which relate to the extra time needed to 
construct and revise a mental representation (Cain & Nash, 2011; Just, Carpenter & Wooley, 
1982; Pérez, Paolieri, Macizo, & Bajo, 2014; Zwaan & Radwansky, 1998).  
In addition to studying both accuracy and the time taken to make a response, our 
study differs from previous developmental studies by the nature of the task instructions. 
Pyykkönen and Järvikivi (2012) asked 8- to 12-year-olds to read a sentence reporting two 
events and to then indicate which occurred first, or whether they occurred at the same time.  
Even the oldest children were not at ceiling. In a study of the comprehension of similar 
sentences by much younger children, 6- to 7-year-olds were close to ceiling (Blything et al., 
2015). Procedural differences between these studies may explain the age differences in 
reported competence: Blything et al. (2015) minimised processing demands by using a simple 
forced-choice touch-screen comprehension task in which children were asked to select which 
event happened first from two images of the actions that were narrated in the sentence. 
However, Blything et al.’s (2015) ‘what happened first’ instruction may have artificially 
increased accurate responses for (more complex) reverse order sentences. When children hear 
a two-clause sentence, the most recently heard event will be more recently activated in the 
child’s memory than the first mentioned event. If children are asked ‘what happened first’, 
the most recent event maps onto the answer for reverse order sentences, but not chronological 
sentences. This could boost response accuracy for reverse order sentences. By asking which 
event happened last, we can investigate whether children display the same levels and patterns 
of accuracy as found in previous studies, with a different set of instructions, and in so doing 
assess the reproducibility of the main findings. 
The current study 
Children listened to a two-clause sentence containing before or after, with events 
narrated either in a chronological or reverse order. During the narration, an animation of the 
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event in each clause was shown, separately, on a touch-screen monitor. Children were then 
asked to touch the picture that represented which of the two events happened last. We did not 
explicitly manipulate the position of the connective but it varied by the nature of our two 
within-subject factors: order and connective type. Therefore, like others (e.g., Pyykkönen & 
Järvikivi, 2012), we can also relate our findings to connective position in the sentence.  
We hypothesized an overall advantage for sentences linked by before compared to 
sentences linked by after, as the latter is more semantically complex (Clark, 1971) and is 
used less consistently as a temporal connective because of its use as an adverb, adjective, and 
preposition (e.g., Leech et al., 2001). In addition, the youngest children were expected to use 
an order of mention strategy to compensate for a fragile understanding of the connective. 
Evidence for this would come from above chance performance for chronological sentences, 
but not for reverse order sentences. For the older children, we predicted a different pattern of 
performance, because they were expected to have more robust knowledge of the speciﬁc 
meaning of the connectives. Specifically, we expected these children to perform above 
chance for all sentence types, reflecting their ability to accurately encode the connective. 
However, we predicted that their accuracy for reverse order sentences would be lower than 
that for chronological order sentences, because of the higher processing demands of this 
sentence type. Our use of a timed response measure, in addition to accuracy, provides a 
sensitive means to assess whether different sentence structures differ in processing ease, as 
has been found for adults (Münte et al., 1998; Ye et al., 2012).  
Different patterns of performance are predicted by the memory capacity account (e.g., 
Just & Carpenter, 1992) and the language-based account (e.g., Van Dyke et al., 2014). 
According to a memory capacity account (e.g., Just & Carpenter, 1992) children should be 
more accurate and faster to respond to sentences that place the least demands on working 
memory. This account predicts the best performance for sentences with a chronological order 
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that are linked by before (medial position) because these permit incremental word by word 
processing. All other sentence combinations (before-reverse, after-chronological, and after-
reverse) carry two features that increase the amount of information that must be held in 
working memory (reverse order, more difficult connective, initial position). Further, this 
pattern of performance will be predicted by an independent measure of memory.  
A language-based account (e.g., Van Dyke et al., 2014) would predict that language 
knowledge, as measured by performance across connective (before, after) and by an 
independent measure of vocabulary, modulates how well children can process and 
comprehend sentence structures that require more computational effort. More specifically, we 
would expect slower and less accurate responses to reverse order sentences linked by after, 
and for the pattern of performance to be driven by our measure of vocabulary knowledge.  
As memory and language skills both typically improve within the age range of 
interest, we also predict that whichever skill best explains performance should also explain 
unique variance over and above the effects of age, thus accounting for developmental 
improvements. Our investigation will advance our knowledge for the role of memory and 
language in children’s processing and comprehension of two-clause sentences linked by 




The sample comprised 108 children aged 3 to 7 years from schools in socially mixed 
catchment areas of North West England. There were 27 3- to 4-year-olds (aged 3;7-4;6, 16 
boys), 28 4- to 5-year-olds (aged 4;8-5;7, 15 boys), 27 5- to 6-year-olds (aged 5;8 to 6;6, 15 
boys), and 26 6- to 7-year-olds (aged 6;7 to 7;8, 11 boys). Data collection took place between 
March and June 2015. Written parental consent was obtained for all children, and assent was 
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obtained from all children prior to assessment sessions. All children were native English 
speakers with no reported language disabilities.  
Materials and Procedure 
All children completed assessments of connective comprehension, memory, and 
receptive vocabulary. The connectives task was administered over two separate sessions. 
Each session lasted no longer than fifteen minutes. One session included the vocabulary 
assessment, the other the memory assessment. 
Connective comprehension task. Comprehension of before and after was measured 
using a touch-screen comprehension task. There were 32 sentences that reported events that 
are arbitrarily related (e.g., He put on the socks, before he ate the burger) (see Blything et al., 
2015). These thirty-two two-clause sequences were counterbalanced across four lists so that 
they each represented one of four sentence constructions that vary by order of mention of 
events (chronological or reverse) and connective type (before, after). The four sentence 
constructions are shown in Table 3.1.  
  







 Before After 
 
Chronological 
He put on the socks, 
before he ate the pie. 
After he put on the socks, 
he ate the pie. 
 
Reverse 
Before he ate the pie, 
he put on the socks. 
He ate the pie, 
after he put on the socks. 
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We created animated cartoons using Anime Studio Pro 9.1 (Smith Micro Software, 
2012). Each cartoon depicted the actor, action and object of the event represented by a clause 
(e.g., Tom putting on socks; Tom eating a pie). For each item, the animations were presented 
in a sequential order with the animation on the right hand side of the screen shown first, 
followed by the animation on the left hand side of the screen. The presentation of the two 
animations was counterbalanced by both order of appearance and side of presentation. First, 
the animations were presented to the children. A recorded instruction was then played over 
headphones (‘Listen carefully and touch the thing Tom/Sue did last’), followed by a narration 
of the sentence itself (e.g., ‘Tom/Sue put on the socks before he/she ate the pie’). A response 
window was opened with a short beep and was closed by a blank screen once the child had 
responded.  
Children practiced each of the four sentence conditions (Table 3.1). Practice items 
were not included in the test phase. Each child fulfilled the training requirements by 
providing answers (touching a side of the screen) and by responding to corrective feedback 
(i.e., either explicitly saying that they understand or by demonstrating an understanding by 
this time touching the correct side of the screen). Practice trial instructions emphasized the 
importance of making judgments based solely on the meaning of the narrated sentence, not 
the visual stimuli. Before each practice item, the experimenter provided a similar instruction 
to the recorded instruction that children were about to hear, but emphasised speeded response 
‘Listen carefully and touch the thing Tom/Sue did last - as fast as you can!’ The practice 
trials happened prior to both of the sessions, so that children would be more attentive to the 
purpose of the task and therefore remember these instructions more easily. One sample t-tests 
revealed no significant preference for order or side of presentation (ps >.15).  
The experiment was run using the PsyScript 3.2.1 (Slavin, 2013) scripting 
environment on a Macintosh laptop connected to a touch-screen monitor. Items were 
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presented in a random order and no experimental conditions were presented twice on a run at 
any point, preventing potential priming effects (e.g., Allen, Haywood, Rajendran, & 
Branigan, 2011). A response was recorded as correct when the child touched the event that 
was described as happening last. Response time (RT) was the time between the audio beep 
following the sentence narration and the child’s response. 
Vocabulary. Our measure of receptive vocabulary was the British Picture Vocabulary 
Scales – III (Dunn, Dunn, Styles, & Sewell, 2009), in which children have to point to one of 
four pictures that best illustrates the meaning of a word spoken aloud by the researcher. 
Testing was discontinued when a specified number of errors had been made, as per the 
guidelines in the manual. Raw vocabulary scores demonstrated age-related improvements: 3- 
to 4-year-olds = 64.85 (7.99); 4- to 5-year-olds = 78.71 (7.34); 5- to 6-year-olds = 91.26 
(6.74); 6- to 7-year-olds = 98.67 (8.56).  All children had a standardised score above 85 and 
the mean scores (SD) indicate that each age group was performing at an age-appropriate 
level: 3- to 4-year-olds = 108.89 (7.44); 4- to 5-year-olds = 104.43 (8.36); 5- to 6-year-olds = 
100.56 (5.62); and 6- to 7-year-olds = 98.38 (7.44). 
Memory. Each child completed the digit span subtest from the Working Memory 
Battery for Children (Pickering & Gathercole, 2001) to assess memory. This is the most 
suitable assessment of memory for our age range, because 4-year-olds perform at floor on 
more complex measures of working memory (Gathercole, Pickering, Ambridge, & Wearing, 
2004). In this task, children were asked to recall a string of digits in the same order that they 
were spoken by the experimenter. The easiest level comprises strings of two digits, and the 
number of items in the string is increased once three trials on level were answered correctly. 
Raw scores were used for the analysis. The raw memory scores [mean (SD)] demonstrated 
age-related improvements: 3- to 4-year-olds = 19.11 (3.23); 4- to 5-year-olds = 22.71 (3.14); 
5- to 6-year-olds = 25.78 (3.99); 6- to 7-year-olds = 26.81 (3.74). In addition, the 
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standardised scores of memory were within the normal range of 85-115 for each age group:  
4- to 5-year-olds = 103.86 (11.00); 5- to 6-year-olds = 108.70 (14.32); and 6- to 7-year-olds = 
106.73 (15.84).  Standardised scores are not provided for 3- to 4-year-olds. The test-retest 
reliability reported in the manual for children aged 5-7 years is good: r = .81. 
Design 
           A 4 x 2 x 2 mixed design was used. The between-subjects independent variable was 
age group (3-4, 4-5, 5-6, and 6-7 years) and the within-subjects variables were order 
(chronological, reverse order), and connective type (before, after). By manipulating order and 
connective, we also by nature varied the position of the connective (see Table 3.1). The 
dependent variables were accuracy and response times. 
3.3. Results 
We report the results for accuracy and response times separately. For each, a series of 
Generalised Linear Mixed-effects models (GLMMs; Baayen, Davidson, & Bates, 2008) were 
fitted to the data in the R statistics environment (R Core Team, 2012) using glmer (for the 
binomial accuracy dependent variable) and lmer (for the continuous response time dependent 
variable) from package lme4 (Bates, Maechler & Bolker, 2014). This method is essentially an 
extension of logistic regression, such that it allows both subject and item effects to be 
simultaneously treated as random. In other words, a GLMM simultaneously controls for 
(error) variance that is unexpectedly caused by specific items and specific participants rather 
than by the fixed effects themselves.  
The aim for each model was to have a maximal random effects structure: random 
intercepts for subjects and items, and random slopes where applicable to the design (Barr, 
Levy, Scheepers & Tilly, 2013). However, this process highlighted the problems associated 
with obtaining a maximum model that have been recently outlined by Bates, Kliegl, Vasishth, 
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and Baayen (submitted). Specifically, the information in typical data (i.e., the number of 
observations per subject and per item) is not sufficient to support the complexity of maximum 
models. As a consequence of this, our most complex models failed to converge. Using the 
recommendations of Bates et al. (submitted), fixed and random effects were incrementally 
added to a minimal model, and were justified by using the likelihood ratio test (Pinheiro & 
Bates, 2000) for comparing models. In addition, the models were pruned so that non-
significant factors were removed. 
Accuracy analysis 
We removed ten children from the analysis: four who performed at ceiling across the 
four sentences (100%), five who were identified as outliers in by-age by-sentence box plots, 
and one who was identified as the single outlier in by-age box plots of our independent 
measure of memory. This did not alter the main findings. Therefore, we report the main 
effects and interactions of memory, vocabulary, age, order and connective on the accuracy of 
responses by 98 children.  
An initial model (Table A.3.1, see appendix) was built that only examined the effects 
of age, order and connective. This showed no difference between accuracy for before and 
after sentences, and no interaction effects between variables (all ps > .15). Therefore, 
following recommendations to allow more complex models to be clearly interpretable and to 
be better supported by the data (see Bates et al., submitted), these non-significant effects were 
pruned. The pruning of non-significant factors did not alter the reported findings (Table 
A.3.2, see appendix), and together with the removal of data points, ensured a normal 
distribution of the data that, in turn, allowed convergence of the final reported model that 
incorporated the effects of memory and vocabulary (Table A.3.2). Memory and vocabulary 
were strongly correlated (r = .69), so were both centred. Memory (χ²(2) = 7.23, p < .03) and 
CHAPTER 3: PROCESSING SENTENCES CONTAINING TEMPORAL CONNECTIVES.  
83 
 
vocabulary (χ²(2) = 7.23, p < .03) were added separately to the pruned model (Table A.3.2 in 
Appendix), and both improved the fit. 
The inferential statistics are presented in Table A.3.2. The first column provides the 
parameter estimates (b) which can be interpreted the same way as a regression, such that each 
shows the change in the log odds accuracy of response associated with each fixed effect on 
the dependent variable. A positive value indicates that the effect will benefit accuracy 
whereas a negative value indicates that the effect will hinder accuracy. The by-age group 
mean (SD) accuracy scores for each sentence type are shown in Figure 3.1. There was a 
significant and sizeable effect of order, because chronological sentences were comprehended 
more accurately than reverse order sentences. There was also a main effect of memory, 
because children with higher working memory scores were significantly more accurate on the 
sentence comprehension task. There were no significant interactions between the variables. 
The influence of memory was over and above age and vocabulary, which were both non-
significant. This contrasts with the finding reported in the initial models that had not 
incorporated memory and vocabulary (Table A.3.1 and Table A.3.2, see appendix): these had 
reported a main effect of age, with each of the three older age groups performing significantly 
more accurate than the 3- to 4-year-olds. This indicates that the effects of age in those initial 
models served as a proxy for the role of memory. 
We also investigated a possible trade-off between accuracy and reaction times. 
However, the fit of the final reported model (Table 3.2), was not improved when reaction 
times were added as a fixed effect covariate (χ²(2) = 0.34, p < .84) or as item-wise random 
intercepts (χ²(1) = 0.83, p < .36). Similarly, these additions did not significantly improve the 
fit of the models reported in the appendix (Table A.3.1 and Table A.3.2), all ps > .90. 
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Figure 3.1. Mean proportion correct (with standard error bars) for each experimental 
condition by 3- to 7-year-olds
 
Table 3.2. 
Summary of GLMM: Main effect and interactions of memory, vocabulary, age, and order on 
the proportion of correct answers by 3- to 7-year-olds. 
Main model            M (b)    SE      z CI 
 2.5%    97.5% 
    p(>|z) 
(Intercept) 0.20 0.22 0.90 -0.24 0.64 0.37 
Memory 0.06 0.03 2.11 <0.01 0.11 0.04 
Vocabulary 0.02 0.01 1.56 0.00 0.04 0.12 
Four-to-Five 0.02 0.23 0.09 -0.44 0.48 0.93 
Five-to-Six 0.14 0.34 0.40 -0.53 0.80 0.69 
Six-to-Seven 0.28 0.38 0.74 -0.46 1.02 0.46 
Order 0.91 0.10 9.12 0.71 1.10 <0.01 
Memory : Order -0.03 0.03 -0.92 -0.09 0.03 0.36 
Vocabulary : Order 0.01 0.01 0.57 -0.01 0.02 0.57 

















































CHAPTER 3: PROCESSING SENTENCES CONTAINING TEMPORAL CONNECTIVES.  
85 
 
We followed up the main effect of order with one-sample t-tests to examine whether 
each age group performed above chance for chronological compared to reverse order 
sentences. Our youngest two age groups performed above chance for before-chronological 
sentences, [3- to 4-year-olds: t(26) = 2.93, p < .01; 4- to 5-year-olds: t(27) = 4.21, p < .01] 
and after-chronological sentences, [3- to 4-year-olds: t(26) = 2.82, p < .01; 4- to 5-year-olds: 
t(27) = 5.82, p < .01]. However, these children were not above chance level for before-
reverse sentences [3- to 4-year-olds: t(26) = -1.60, p = .94; 4- to 5-year-olds: t(27) = -0.85, p 
= .80], or after-reverse sentences [3- to 4-year-olds: t(26) = -1.17, p = .87; 4- to 5-year-olds: 
t(27) = -1.38, p = .09]. This pattern of performance indicates that their inaccuracy for reverse 
order sentences was likely a result of their fragile understanding for the meaning of before 
and after. Conversely, despite performing less accurately for reverse order compared to 
chronological sentences, our oldest two age groups still performed above chance for before-
reverse sentences [5- to 6-year-olds: t(26) = 3.56, p < .01; 6- to 7-year-olds: t(27) = 3.20, p < 
.01] and after-reverse sentences [5- to 6-year-olds: t(26) = 2.88, p < .01; 6- to 7-year-olds: 
t(27) = 4.87, p < .01]. This pattern of results indicates that the older children had better 
appreciation of the meanings of temporal connectives and understood both before and after. 
However, their performance was poorer when these connectives were used in sentences that 
expressed events in reverse order indicating that processing load may be a factor in children’s 
connective comprehension. 
Response time analysis 
We did not include responses by 3- to 4-year-olds because their longer response times 
suggested that they were not able to follow the instruction to respond as quickly as possible. 
The 1816 correct responses by 4- to 7-year-olds were screened following recommendations 
from Baayen and Milin (2010) to remove potential distortions from the norm and improve the 
convergence of models. We first removed extreme response times that exceeded 2.5 standard 
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deviations past the overall mean (49 responses over 9.5 seconds). Second, we removed 
remaining outliers that were more than 2.5 standard deviations above the mean response by 
subject (54 responses) and by item (42 further responses). Thus, a total of 8% of the original 
data points were removed as outliers. In addition, the data of one 6- to 7-year-old was 
removed because they were identified as an outlier in by-age box plots of our independent 
measure of memory. The mean (SD) response times in seconds by age group were 1.75 (1.40) 
for 4- to-5-year-olds; 1.19 (1.17) for 5- to 6-year-olds; and 1.11 (1.27) for 6- to 7-year-olds. 
Mean response times for all correct responses in each experimental condition are presented in 
Figure 3.2. Non-transformed means are reported for ease of interpretation. When 3- to- 4-
year-olds were screened using this method, their response times were 2.96 (2.20) seconds, 
hence their exclusion. 
A square root transformation was used for the inferential analysis so that the data were 
normally distributed. As in the accuracy analysis, an initial model was built which did not 
incorporate memory and vocabulary as covariates (Table A.3.4, see appendix). However, the 
response times model was not pruned, because age, order and connective each had either a 
significant main effect or were involved in an interaction. The same pattern of findings was 
found in a model of non-transformed response times (see Table A.3.3, Appendix), but our 
final model (Table 3.3) reports the square root transformation because the normal distribution 
reduced the stress on the model and, in turn, allowed the convergence of the additional effects 
of (centred) memory and (centred) vocabulary. In GLMMs of data with a continuous 
dependent variable, it is custom to present t-values and confidence intervals rather than p 
values because, for reasons beyond the current study, the statistical function lmer (from 
package lme4; Bates, Maechler & Bolker, 2012) does not provide p values. Reliably, a 
significant effect is indicated by a t-value exceeding 2, and when confidence intervals do not 
pass zero (Baayen, 2008).  
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Figure 3.2. Mean response times (with standard error bars) for each experimental condition 
by 4- to 7-year-olds 
 
 
Table 3.3 summarises the main effects and interactions of memory, age, order and 
connective on response times. Similar to the accuracy analysis, there was no main effect of 
age once memory was added as a covariate, indicating that working memory was driving the 
developmental improvement in the processing of sentences overall. In contrast to the analysis 
of the accuracy data, there was a main effect of connective: response times to sentences with 
before were faster than for sentences with after. Also in contrast to the analysis of accuracy 
data, the main effect of order was not significant: response times to chronological sentences 
were not significantly different to those for reverse order sentences.  
The main effect of connective was qualified by a three-way interaction between age, 
order and connective. The influence of age on the effects of order and connective indicates a 
developmental improvement in the processing of sentences. Therefore, the interaction was 
broken down by age. This is reported in Table 3.4 with by age group models of the effect of 
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significantly influenced by an interaction between order and connective, whereas older 
children’s response times were not. In the 4- to 6-year-olds, there was a main effect of order 
for before sentences, but not for after sentences. Specifically, before-chronological sentences 
were responded to significantly faster than before-reverse sentences, whereas response times 
to chronological and reverse order sentences containing after did not differ.  
In line with the accuracy data, the addition of memory to the model significantly 
improved the fit of the data, χ2(4) = 11.43, p = .02. Children with higher memory capacity 
made faster (correct) responses overall. Most notably, there was a significant two-way 
interaction between memory and order, and also one between memory and connective. These 
interactions indicate that memory predicted the effects of both connective and order. 
Vocabulary did not improve the fit of the data, χ2(4) = 6.53, p = .16. Therefore, we do not 
report models of response times that incorporate vocabulary. This indicates that processing 
times were driven by memory capacity rather than vocabulary per se. 
 
  




Summary of GLMM: Main effect and interactions of memory, age, order and connective on 
response times (with square root transformation) to correct answers by 4- to 7-year-olds. 
Main model M (b) SE t CI 
   2.5%     97.5% 
(Intercept) 1.10 0.07 16.18 0.97 1.24 
Memory -0.03 0.01 -3.06  -0.05 -0.01 
Five-to-Six -0.06 0.09 -0.59 -0.24 0.13 
Six-to-Seven -0.13 0.10 -1.37 -0.32 0.06 
Order 0.09 0.06 1.43 -0.03 0.21 
Connective 0.28 0.07 3.86 0.14 0.42 
Memory:Order 0.02 0.01 2.03 <0.01 0.04 
Five-to-Six:Order -0.15 0.09 -1.75 -0.32 0.02 
Six-to-Seven:Order -0.13 0.09 -1.56 -0.30 0.03 
Memory:Connective 0.02 0.01 2.49 0.01 0.04 
Five-to-Six:Connective -0.25 0.09 -2.62 -0.43 -0.06 
Six-to-Seven:Connective -0.33 0.10 -3.38 -0.52 -0.14 
Order:Connective -0.32 0.09 -3.49 -0.50 -0.14 
Memory:Order:Connective -0.02 0.01 -1.76 -0.05 0.00 
Five-to-Six:Order:Connective 0.22 0.12 1.75 -0.03 0.46 
Six-to-Seven:Order:Connective 0.33 0.13 2.60 0.08 0.58 
*Note: 1. Bold = predictor is significant at p<.05 or better. 2. See Table A.7.4 for zero order 
correlations (appendix). 




Summary of GLMMs: Simple effects age group models of the effect of order by connective type on response times (with square root 
transformation) to correct answers. 
 Age 4-5       Age 5-6             Age 6-7 












Before                  
(Intercept) 1.38 0.06 22.42 1.26 1.50  1.08 0.06 16.97 0.95 1.20  0.90 0.06 14.44 0.78 1.02 
Order -0.22 
 
0.06 -3.35 -0.34 -0.09  -0.18 0.06 -3.21 -0.28 -0.07  -0.04 0.05 -0.67 -0.14 0.07 
After                   
(Intercept) 1.19 0.06 19.72 1.07 1.30  1.02 0.06 16.10 0.90 1.15  0.94 0.08 12.34 0.79 1.09 
Order 0.04 0.06 0.61 -0.08 0.16  -0.04 0.05 -0.72 -0.14 0.06  -0.02 0.05 -0.43 -0.13 0.08 
Notes. 1. Bold = predictor is significant at p<.05 or better. 




This study was designed to identify the reasons why children continue to experience 
difficulties in comprehending sentences containing before and after beyond the age that they 
have begun to display an early competence for these connectives. There were developmental 
improvements in performance, such that sentences were understood more accurately and 
processed more quickly by older children. Consistent with previous research (e.g., Clark, 
1971), children were less accurate at comprehending reverse order compared to chronological 
sentences. In addition, response times were fastest for the chronological sentences that afford 
an incremental processing strategy. Responses were slowest for sentences that require the 
comprehender (or speaker) to maintain more information in working memory whilst 
constructing their mental representation. Critically, the developmental improvements, and the 
variation in performance across these sentence structures, were driven by children’s memory 
capacity. We first examine the findings of the accuracy analysis, and then turn to the analysis 
of response times, and discuss why variability in children’s comprehension of these sentences 
is best explained by a memory capacity account (e.g., Just & Carpenter, 1992). 
Our findings for response accuracy are convergent with the developmental findings 
reported by previous studies of children’s comprehension of sentences with temporal 
connectives (Blything et al., 2015; Clark, 1971; Pyykkönen & Järvikivi, 2012). Children aged 
3 to 5 years performed above chance on chronological order sentences, but not for reverse 
order sentences. This difference indicates that they did not take full advantage of the event 
order that is signalled by the connective, and compensated for this by defaulting to an 
expectation that language order maps onto the actual order of events (Clark, 1971). The 5- to- 
7-year-olds performed above chance for all sentence types, which reflects an appreciation for 
the meaning of the connectives. However, they were in general poorer on reverse order 
sentences. Since older children displayed an appreciation for the meaning of the connectives, 
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one reason for the lower accuracy for reverse order sentences is that these sentences have 
higher processing costs (Pyykkönen & Järvikivi, 2012). 
Performance on the accuracy task was best explained by memory rather than 
chronological age or vocabulary. This finding provides partial support for the memory 
capacity account (Just & Carpenter, 1992). That is, performance was driven by whether 
children’s memory capacity was sufﬁcient to cope with the processing demands of our 
sentences in general. However, the account is only partially supported because the inaccurate 
comprehension of reverse order compared to chronological sentences did not interact with 
memory. We argue that the absence of this interaction could be attributed to the task 
requirement to provide speeded responses. When children are required to respond quickly, 
they have less time to reflect on and revise the representation that they have constructed and 
stored in memory (see Marinis, 2010). As a result, the ability to accurately store and 
manipulate the contents of memory may have a weaker influence on accuracy. Therefore, we 
turn to our response time measure, to better understand our pattern of data and the processing 
difficulties experienced by children with these sentence types. 
Response times were analysed for only correct responses to determine if different 
connectives or structures differed in ease of processing. Thus, the pattern of data cannot be 
compared directly with the accuracy data. The response time analyses indicate that, even 
when sentences with temporal connectives are comprehended correctly, some are more 
difficult to process than others (e.g., Cain & Nash, 2011; Ye et al., 2012). The response time 
data support the memory capacity account (Just & Carpenter, 1992). Children responded 
most quickly to chronological order sentences linked by before (medial position), which 
allow incremental word by word processing; and more slowly to before-reverse sentences, 
which require a greater amount of information to be maintained in working memory. There 
was no effect of order for sentences containing after. After-chronological sentences (initial 
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position, later acquired connective) sentences and after-reverse sentences (reverse order, later 
acquired connective) each carry two features associated with taxing information to be held in 
working memory. This may be the reason for the absence of response time differences 
between these two sentence types. 
Importantly, the incorporation of memory significantly improved the fit of the model 
for response times, whereas vocabulary did not. Moreover, the main effect of age was no 
longer signiﬁcant when memory was added to the model. Instead, the main effect of memory 
can account for developmental improvements in the processing of these sentences. This 
suggests that, as in the accuracy findings, age effects were partly a proxy for the influence of 
memory. Of particular note, the variation in response times across our sentence structures 
was predicted by our independent measure of memory span. This indicates that demands on 
working memory are driving these effects. That is, children with higher working memory 
spans are better able to cope with the higher memory demands of difficult sentences, and so 
experience fewer problems, as do in adults (Just & Carpenter, 1992).  
In turn, the support we provide for a memory capacity account of sentence processing 
informs and maps onto our understanding of how the temporal information in these sentences 
is mentally represented (Gennari, 2004; Zwaan & Radvansky, 1998). We interpret the slower 
responses to sentences as a reflection of processing difficulties that relate to the extra time 
needed to construct and revise a mental representation (Cain & Nash, 2011; Just, Carpenter & 
Wooley, 1982; Pérez, Paolieri, Macizo, & Bajo, 2014; Zwaan & Radwansky, 1998). Those 
sentences carry additional memory processing demands because more information must be 
maintained in working memory whilst the mental representation is revised. It follows that 
children who have lower working memory capacity will be less capable of revising the 
mental representation into the desired accurate linear order. This provides additional support 
to previous studies that have attributed children’s inaccuracy with these sentence structures to 
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a difficulty in mentally representing sentences that carry higher memory processing demands 
(Blything et al., 2015; Pyykkönen & Järvikivi, 2012).  
Of course, the finding that before sentences were responded to faster than after 
sentences means that we should not dismiss language effects per se. On its own this pattern 
of performance supports a simple form of a language-based account, such that language 
knowledge (of the connective) directly influences ease of processing. However, children with 
a higher working memory capacity were less likely to display such effects. Therefore, these 
connective effects can be interpreted in line with a memory capacity framework (Just & 
Carpenter, 1992), such that sentences linked by the more complex connective after carry 
additional demands on working memory compared to sentences linked by before (Clark, 
1971; Leech et al., 2001). This fits the prediction that chronological sentences linked by 
before are processed most easily because it is the only sentence structure that does not carry 
any additional features that increase the amount of information to be held in working memory 
(easier connective, chronological order, medial position). 
A strength of our design was the manipulation of both memory and language 
processing requirements of our stimuli, in addition to the use of independent measures of 
memory and language to relate to performance. It is worth noting that language research is 
becoming increasingly aware of the need use an intensive battery of measures for individual 
differences in skills such as memory and vocabulary (Language and Reading Research 
Consortium, 2015). We selected a single measure of short-term memory with a low semantic 
load to better disentangle the effects of memory and language, noting that memory measures 
with greater semantic content are more strongly related to language processing ability in 
young children than digit based tasks (Cain, 2006; Seigneuric, Ehrlich, Oakhill, & Yuill, 
2000). Because of our age range, we were not able to use a measure of complex memory span 
(Gathercole, et al., 2004) and note that such a measure may be more strongly related to 
CHAPTER 3: PROCESSING SENTENCES CONTAINING TEMPORAL CONNECTIVES.  
95 
 
language processing than our short-term memory measure (Daneman & Merikle, 1996). 
Similarly, we measured only the breadth of vocabulary (i.e., number of words known or not 
known), a measure used frequently with our age cohort (e.g., Silva & Cain, 2015). However, 
depth of vocabulary knowledge (i.e., the richness of knowledge for a particular word) is also 
highly predictive of comprehension ability (Cain & Oakhill, 2014; Ouellette, 2006). 
Therefore, future work should explore the sensitivity and inclusion of more complex 
measures of memory and vocabulary when assessing the relation between these skills and 
language processing to provide a more accurate assessment of these constructs to relate to 
sentence comprehension. 
It is also worth noting that the accuracy findings inform us of the importance of the 
nature of the task itself. Children were less accurate overall relative to previous studies of the 
same age group (e.g., Blything et al., 2015). This is most likely a result of the requirement for 
children to produce speeded responses. However, relative to previous studies, children also 
displayed lower accuracy for reverse order sentences. That poor performance cannot be 
attributed to the speeded instructions alone, because accuracy for chronological sentences 
was equivalent to previous studies.2 In line with our predictions, we attribute this difference 
to the use of the ‘what happened last’ question. Therefore the current study suggests that, in 
forced-choice paradigms for these sentences, accuracy may be distorted by false positive 
answers whereby children are more likely to choose the target answer because it maps onto 
the event that had been most recently activated in memory. This highlights the motivation of 
the current study to inform existing accuracy data with a measure of processing ease 
(response times) in addition to accuracy. 
This is the first study to report a measure that indicates how efficiently children 
process two-clause sentences containing before and after. That is, it takes the first step to 
                                                 
2 Older children did display a slight reductions in accuracy for before-chronological sentences relative to the 
ceiling level achieved in a recent study by Blything et al, but these reductions are likely a result of ceiling 
performance being a less realistic opportunity with speeded responses. 
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supporting previous forced-choice accuracy studies that have attributed children’s inaccurate 
comprehension to a difficulty in representing sentences that are more taxing on working 
memory (Blything et al., 2015; Pyykkönen & Järvikivi, 2012). The specific measure was 
chosen because the paradigm was analogous to the touch-screen comprehension task used by 
Blything et al. The average response times were well within the range of those that have been 
previously reported by other touch-screen paradigms as a reflection of children’s mental 
representations (Möhring et al., 2014); and previous studies have also interpreted response 
times to comprehension accuracy tasks as a reflection of the time needed to construct and 
revise a mental representation (e.g., Cain & Nash, 2011; Pérez et al., 2014; Zwaan & 
Radwansky, 1998). However, in order to gain a full picture of how children process these 
sentences, further research must assess real time moment by moment processing in sentence 
comprehension (and production). For example, the reason that our memory measures were 
less likely to influence response times in children with increasing age, may be that, at their 
more advanced developmental stage, they are more capable of revising the mental 
representation during sentence presentation. A paradigm that included measurement of ERPs 
might usefully indicate where the cognitive demands were greatest and whether processing 
effort for particular sentence regions are more strongly related to independent measures of 
memory, as has been shown with adults (Münte et al., 1998). 
Overall, our analyses demonstrate age-related differences in 3- to 7-year-old’s 
understanding of temporal connectives (e.g., Clark, 1971). Our pattern of findings supports 
the conclusion that the 3- to 5-year-olds were inaccurate because they had a poor appreciation 
for the meaning of the connectives, so could not appropriately use the linguistic information 
about temporal order. The 5- to 7-year-olds demonstrated a robust understanding of the 
connective but displayed evidence of processing difficulties. Our critical processing time 
measure provided evidence that the processing difficulty can be attributed to the memory load 
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of the sentence structure and to the available memory resources of the individual (Just & 
Carpenter, 1992). Finally, we emphasise the need for future studies to test the generalisation 
of this conclusion with different independent measures of memory, more comprehension 
assessments of vocabulary knowledge, and online paradigms that provide an indicator of 
processing efficiency during the comprehension of the sentence itself.  
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4. The role of memory and language ability in children’s knowledge and production of 
two-clause sentences containing before and after. 
 
Text submitted to Cognition.  
  




We assessed 3- to 6-year-old’s production of two-clause sentences linked by before or after. 
In two experiments (Experiment 3 and 4 in this thesis), we manipulated whether the 
presentation order matched the chronological order of events: ‘He finished his homework, 
before he played in the garden’ (chronological order) vs. ‘Before he played in the garden, he 
finished his homework’ (reverse order). Children were significantly less likely to accurately 
produce target sentences when the presentation order of the two clauses did not match the 
chronological order of events, specifically for target sentences linked by after. An 
independent measure of vocabulary appeared to be a stronger predictor of performance than 
an independent measure of working memory. We conclude that children’s difficulties with the 
production of two-clause sentences linked by a sequential temporal connective arise because 
of weak language skills, rather than poor memory capacity.  
 
   
 
 




We experience events in the world around us in real time as they occur.  In the 
production of speech and text, however, the speaker or writer does not have to relate events in 
the order in which they occur; instead, linguistic devices such as the temporal connectives 
before and after may be used to refer to events in reverse order, for example, ‘Before he ate 
the cookies, he put on his jumper.’ Although children produce sentences containing before and 
after from around 3 years of age (Diessel, 2004), they have difficulties with correct usage up 
to at least 9 years (Peterson & McCabe, 1987; Winskel, 2003). That is, children’s production 
of sentences that include these expressions may belie their full competence, as they may have 
a better understanding of one construction over the other. In this study, we focus on 3- to 6-
year-olds’ production of two-clause sentences containing the connectives before vs. after. We 
demonstrate that language ability appears to have a stronger influence on performance than 
memory.  
Successful understanding of multiple clause sentences results in an integrated and 
coherent mental representation of the state of affairs described, rather than the specific words 
or syntactic structures used to relate the events (Johnson-Laird, 1983; van Dijk & Kintsch, 
1983). Importantly, a speaker’s mental representation is linear with the actual temporal order 
of events: the event that occurs first in time is followed by the event that occurs second 
(Givón, 1991). That is, the speaker essentially imagines the events being acted out (Bereiter 
& Scardamalia, 1987; Bos, Bjorn, de Koning, van Wesel, Boonstra, & van der Schoot, 2015). 
Therefore, when a speaker chooses to narrate events in reverse order, as in ‘She put on her 
gloves, after she had combed her hair.’, the language itself does not map onto the mental 
representation of events. It follows that incremental word-by-word or clause-by-clause 
planning and production is not afforded for a reverse order sentence. Instead, the speaker 
must draw upon greater processing resources because the clause sequence used for reverse 
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order sentences deviates from the linear mental representation (Ye, Habets, Jansma, & Münte, 
2011).  
Despite their greater processing demands, sentences with reverse order structures 
occur frequently in speech, as well as in writing (Diessel, 2005, 2008). This may arise 
because other linguistic and structural features of sentences with temporal connectives, 
namely connective and position of connective, may in themselves contribute to processing 
ease or difficulty. For example, if a speaker chooses to narrate events in a chronological 
order, they can use either before or after, and this in turn influences whether the temporal 
connective occurs in an initial position of the sentence (e.g., After she combed her hair, she 
put on her gloves) or in the medial position (e.g., She combed her hair, before she put on her 
gloves). Our first question is how do these features – order of events, connective, position of 
connective – individually or in combination influence young native speakers’ production of 
sentences containing temporal connectives? Our second question is what best explains any 
variation in performance between sentences and developmentally: a memory capacity 
account or a language-based account? We now consider these accounts, in turn.  
The primary emphasis of a memory capacity account (King & Just, 1991) is that some 
sentence structures are more difficult to process than others because they require more 
information to be held in working memory than other sentence structures. It follows that such 
processing difficulties are expected to be more likely in individuals with a low working 
memory capacity because they have fewer available resources for holding additional 
information in their working memory. 
The influence of working memory on children’s processing of before and after 
sentences has recently been demonstrated in comprehension. There is an advantage for 
sentences in which the events are narrated in their chronological order and this is greatest for 
sentences with before, in which the connective occurs in the sentence medial position 
CHAPTER 4: CHILDREN’S PRODUCTION OF BEFORE AND AFTER. 
102 
 
(Blything et al., 2015). This finding has been related to the processing demands imposed by 
different syntactic structures and event orders and there is support for this account from the 
prediction of children’s comprehension performance by an independent measure of working 
memory (Blything et al., 2015). The pattern of difficulty may apply to sentence planning for 
production. Comprehension and production are related and draw on many of the same 
cognitive processes (Pickering & Garrod, 2013). ERPs measured during sentence production 
reveal that adult speakers require greater processing resources to formulate reverse order 
sentences compared to chronological sentences (Ye et al., 2011). Also, processing resources 
may be increased when the speaker produces a connective in an initial position, because she 
has to hold the ordering information in working memory from the beginning of the sentence 
and throughout the first clause (Diessel, 2004; 2008). Conversely, a medially placed 
connective provides the linguistic information about temporal order at a point close to when 
the events can be integrated during incremental processing of language (Cain & Nash, 2011; 
Traxler, Bybee & Pickering, 1997).  
We do not yet know how the additional planning demands of language production 
influence children’s accurate use of sentences expressing different temporal orders of events. 
Developmentally, there are significant improvements in children’s memory capacity between 
3 to 6 years (Gathercole, Pickering, Ambridge, & Wearing, 2004). If a memory capacity 
account best explains children’s difficulties with accurately producing particular sentence 
structures, and also developmental improvements, we should find that independent measures 
of memory best predict sentence and developmental effects.   
An alternative account is that language knowledge underpins young children’s 
production of multi-clause sentences. There are subtle but important differences between 
before and after, which may lead to differences production and comprehension of sentences 
containing these connectives. Before is used more consistently as a temporal connective than 
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after, which is commonly used also as a preposition, as in ‘Watch out, he is only after your 
money’ (see The British National Corpus: Leech, Rayson, & Wilson, 2001). In addition, after 
is more semantically and cognitively complex than before (Clark, 1971). Together, these 
features may result in later age of acquisition for after relative to before. Recent work on 
children’s language comprehension shows that 3- to 7-year-olds find multiple clause 
sentences containing before easier to process than those in which the two events are linked by 
after (Blything et al., 2015). The authors concluded that the before advantage might arise 
because children have a greater appreciation of its meaning. For sentence production, we 
might therefore expect that language ability would directly influence the accuracy of 
production of sentences containing temporal connectives, and that developmental differences 
would also occur because older children would have more accurate knowledge of the 
distinction between before and after. 
A third viewpoint is another language-based account of sentence processing that 
proposes an indirect relation between memory and sentence processing modulated by 
language. According to this view, language knowledge influences sentence processing 
because good language skills support the accurate representation of information in verbal 
working memory (Klem, Melby-Lervåg, Hagtvet, Lyster, Gustafsson, & Hulme, 2015). Given 
that the amount of information that can be held in working memory is often far less than the 
length of a complex sentence, it has been argued that memory capacity alone cannot be an 
adequate explanation of sentence processing difficulties (Van Dyke & McElree, 2006; Van 
Dyke & Johns, 2012; Van Dyke et al., 2014). In support of this account, recent research with 
adults has demonstrated that the specificity or distinctness of retrieval cues in the text, rather 
than the distance between individual text elements, can account for why some sentences are 
more difficult to process than others (Van Dyke & Johns, 2012 Van Dyke et al., 2014).3 A 
                                                 
3 Full examples on page 20 (Chapter 1). 
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developmental account might posit that interference from competitors (i.e., temporal 
connectives other than the target connective, and words that share a similar but different 
meaning to the rest of the target words in the sentence) would be reduced with meaningful 
exposure to language, as lexical representations become more precise and robust. On this 
basis, younger language users may experience difficulties with processing complex sentences 
(i.e., reverse order) because the quality of their lexical representations is weaker.  
Overview of study aims, methods, and hypotheses 
The aim of the experiments reported in this paper was to determine whether a memory 
capacity (e.g., King & Just, 1991) or language-based account (e.g., Van Dyke et al., 2013) 
best explains young children’s production of sentences containing before and after. We 
manipulated the connective type (before, after), and whether the order of mention of events 
was chronological or reverse. As a result, the position of the connective was manipulated 
(medial or initial). Note that a reverse order sentence with after places the connective in the 
medial position, whereas a reverse order sentence with before places the connective in the 
initial position. Thus we manipulated language (choice of connective) and memory 
processing demands (chronological vs. reverse order) in our materials. To study the factors 
that influence performance, we also examined the extent to which independent measures of 
language (receptive vocabulary) and working memory explained variance in performance.  
The majority of studies examining the production of sentences containing temporal 
connectives have used an elicited production paradigm. In this, the child is shown a sequence 
of pictures and asked to describe the events (Atassanova, 2001; Clark, 1971; Silva, 1991; 
Weist et al., 1997; Winskel, 2007). These studies demonstrate that children as young as three 
have the ability to produce semantically specific connectives in two-clause sentences. 
However, the design of these studies does not restrict the speaker to use a specific sentence 
structure (Ambridge & Rowland, 2013). We report two experiments (Experiment 3 and 4 of 
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the thesis) designed to address this limitation: a sentence repetition task, and an elicited 
production task with a block design presentation.  
If memory capacity is a critical influence on children’s production of complex 
sentences, we would expect sentences that relate events in reverse order to be produced less 
accurately than those that relate events in chronological order. Specifically, before-
chronological sentences should be produced most accurately because they are associated with 
the factors that do not increase demands on working memory (chronological order, medial 
position, earlier acquired connective), whereas the other structures each have two factors that 
increase demands on working memory: before-reverse (reverse order, initial position), after-
chronological (initial position, later acquired connective), and after-reverse (reverse order, 
later acquired connective). Critically, our independent measure of memory should explain 
unique variance in performance. In addition, developmental improvements should serve as a 
proxy for memory once both age and memory have been incorporated into the model. That is, 
where age effects are found, they may be better reflected by the development of memory 
capacity. 
A language-based account would predict that language knowledge, as measured by 
performance across connective and on our independent measure of vocabulary, explains 
unique variance in overall performance and modulates how well children can cope with the 
cognitive demands of difficult sentence structures. A simple form of the account would 
predict a general disadvantage for after sentences, as children’s knowledge of after is more 
difficult to activate than before. A language-based account which acknowledges the influence 
of memory would provide a more specific prediction: an influence of memory (i.e., order of 
mention, memory capacity) would be expected, but would be indirect and modulated by 
language knowledge (Van Dyke, Johns, & Kukona, 2014). Children should display a 
difficulty in producing reverse order sentences only when they are linked by the connective 
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after: the planning of a reverse order sentence should be disrupted more easily when it 
contains after because knowledge of after is more difficult to activate than before. Critically, 
the language-based account would predict that vocabulary would modulate processing 
difficulties as limited vocabulary would be more likely to disrupt planning and production 
stages because it does not provide strong support for the representation of information in 
working memory. Relatedly, a developmental perspective would expect that since younger 
children have poorer language knowledge, age effects should serve as a proxy for vocabulary 
knowledge.  
4.2. Experiment 3 
In this experiment, we assessed sentence production using a sentence repetition task. 
In sentence repetition tasks, the participant hears a target sentence and is asked to repeat it. 
Sentence repetition is a sensitive measure of processing difficulties because the participant is 
required to process the syntactic and the semantic information, and then formulate the 
sentence themselves using the same sentence production mechanisms as in spontaneous 
speech (see Boyle et al. 2013; Klem et al., 2013; Lust, Lynn, & Foley, 1995). In general, 
children are less accurate when repeating sentences with more difficult structures. Previous 
studies of children’s production of temporal connectives using sentence repetition have 
contrasted sequential (e.g., then, before) and simultaneous (e.g., whilst, when) connectives 
(Keller-Cohen, 1981; Winskel, 2003). However, these do not speak to the issues addressed in 
this paper.   
4.2.1. Method 
Participants 
Sixty-seven monolingual, typically developing 3- to- 6-year-old children were 
recruited from schools of mixed socio-economic status in the North West region of England. 
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The data was collected between May and August 2013. Children were in three different 
school year groups: 20 3- to 4-year-olds (aged 3;5 to 4;7, 13 boys), 23 4- to 5-year-olds (aged 
4;9 to 5;9, 12 boys), and 24 5- to 6-year-olds (aged 5;9 to 6;8, 11 boys). Written parental 
consent was obtained, and children provided oral assent before each session.  
Materials and Procedure 
All children completed a sentence repetition task that was split into two sessions, each 
lasting no longer than twenty minutes. One session was followed by an assessment of 
receptive vocabulary, the other by an assessment of memory.  
Sentence repetition. Thirty-two two-clause sequences containing before and after 
were constructed (N=32). Each of the 32 items conveyed the temporal order of two events 
that were arbitrarily related (e.g., he put on the socks, before he ate the burger). These items 
were counterbalanced across four lists so that they each represented one of four sentence 
constructions (shown in Table 4.1). The four constructions were the product of manipulations 
of the order of mention of events (chronological or reverse) and the connective (before, 
after). 
We also created 32 filler sentences, in which the sequence of events in a sentence was 
typical and supported by world knowledge (e.g., he put on the socks, before he put on the 
shoes), rather than arbitrary. Sentences that relate typical sequences (world knowledge 
present) may reduce the working memory demands of the task by scaffolding the structure of 
the sentence (Zwaan & Radvansky, 1998). Previous work shows a benefit for children’s 
production of two-clause sentences in act-out tasks (French & Brown, 1977; Keller-Cohen, 
1987). We included these sentences to enhance the likelihood that children would produce 
full sentences in the task and to maintain their confidence.  
 
 









 Before After 
Chronological He put on the sandals, 
before he ate the burger 
After he put on the sandals,  
he ate the burger 
Reverse Before he ate the burger, 
he put on the sandals 
He ate the burger, 
after he put on the sandals 
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Each sentence was visually represented by cartoon animations, one for each clause 
and each lasting three seconds. These were created using Anime Studio Pro 9.1 (Smith Micro 
Software, 2012). Animations make children more likely to use the actor, action and object of 
the target sentence, thus reducing task demands (Ambridge & Lieven, 2011). Each animation 
segment explicitly showed an object (e.g., mustard) from one of the clauses, and the object 
(e.g., burger) from the other clause was not present. Each animation segment was followed by 
a freeze-frame judged by the researchers to best represent the action of that clause. Each 
segment (e.g., Tom eating a hotdog) was 486 pixels in height and did not exceed the left or 
right half of the presentation (486 x 872 pixels). The experiment was run using the PsyScript 
3.2.1 (Slavin, 2013) scripting environment on a Macintosh laptop connected to a monitor 
with items presented in a random order.  
Practice trials emphasised the importance of producing an exact copy of the narrated 
target sentence. Children practiced each of the four sentence types in Table 4.1. Children who 
were not able to repeat a sentence after four practice trials completed another set of four 
practice trials. With this level of practice, all children were able to perform the task above the 
exclusion criteria: Each child was able to copy at least one sentence. The animation on the 
left hand side of the screen was shown first, followed by the animation on the right hand side 
of the screen. An instruction began with: ‘Can you say…’, and was followed immediately by 
the narration of the target sentence. A response window was signalled by a short beep. The 
presentation order of the animation segments corresponded to the actual order of events, 
rather than the narrated order. This minimised the processing demands by ensuring that 
children understood the target order of events when required use the target sentence 
construction. Responses were recorded, later transcribed and finally scored. 
In scoring, an exact repetition was marked as correct. Based on recommendations by 
Lust, Lynn and Foley (1995), a response was also marked as correct if the only mistake was a 
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minor change to the specific wording of a subject (e.g., Sue, she), verb (e.g., put on, putted 
on), and/or object (e.g., ketchup, tomato sauce). This lenient criterion was used was because 
marking such changes as incorrect would create unnecessary noise when the main point of 
interest was to evaluate the variance that was caused by the factors we had hypothesised to 
affect children’s ability to accurately communicate the order of events using a temporal 
connectives. The time taken between the beep and when the child began producing their 
response was extracted using Audacity (Mazzoni, 2014). There were no significant 
differences between age groups or sentence types for correct responses, so these results are 
not reported. 
Errors were first categorised into three broad types: sense maintained, sense changed, 
and incomplete. We categorised responses as a sense maintained error if the child 
inaccurately repeated the target sentence, but successfully communicated the order of events 
by using a temporal connective as a linguistic device. Of course, since the sense of actual 
order is maintained, this might not be interpreted as an error per se. Nevertheless, the sense 
maintained errors were counted as errors because at least one critical feature of the target 
sentence was missed out (connective, order of mention, or position, see p183). That is, 
children did not display competence in the target structure that they were trained to produce. 
A sense changed error was defined as an inaccurate repetition of the target sentence in 
addition to inaccurate communication of the order of events (i.e. they changed the sense). 
Responses were categorised as incomplete when the child failed to respond, omitted a clause, 
failed to use a connective, or used the connective ‘and.’ Responses which used the connective 
and (42 total, 45% of the incorrect responses that were analysed, see results section) were 
categorised as incomplete because and does not explicitly specify order (Peterson & McCabe, 
1987), so we were unable to categorise whether the error maintained or changed the sense of 
order. Within each of the three broad error categories, we coded the specific error or 
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combination of errors that the child had made. Our supplementary materials include examples 
and frequency counts of each specific error type that falls within a broad error category (see 
Table A.4.1).  
A second coder blind to the hypotheses randomly selected individual children so that 
at least 10% of the data from each year group could be assessed for reliability. Agreement 
between the coders was very good for both the main analysis (Agreement: 99%; Cohen’s 
k=.96) and the error analysis (Agreement: 96%; Cohen’s k=.80). 
Memory. Working memory was assessed using the digit span task from the Working 
Memory Battery for Children (Pickering & Gathercole, 2001). In this task, children are 
required to retain and recall the order of a string of digits that are read aloud by the assessor. 
The number of digits in a string is increased until the child cannot successfully recall strings 
of that length on three separate trials. This assessment of memory was selected because it is 
most appropriate for our youngest children, who have been reported to perform at floor on 
more complex measures of working memory (Gathercole, Pickering, Ambridge, & Wearing, 
2004). Raw scores were used for the analysis. The test-retest reliability reported in the 
manual for children aged 5 to 7 years is high, r = .81. 
Vocabulary. Each child completed the British Picture Vocabulary Scale – III (Dunn, 
Dunn, Styles, & Sewell, 2009). In this task, children hear a word and are asked to point to 
one of four pictures that best illustrates the meaning. Testing is discontinued when a specified 
number of errors have been made.  
Design 
           A 3 x 2 x 2 mixed design was used. The between-subjects independent variable was 
year group (3-4, 4-5, and 5-6 years) and the within-subjects variables were connective 
(before, after), and order (chronological, reverse). The position of the connective was 
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manipulated as a function of the manipulations of connective type and order. The dependent 
variables were accuracy and error type. 
4.2.2. Results 
Method of analysis.  
The main analysis was completed using Generalised Linear Mixed-effects models 
(GLMMs) (Baayen, Davidson, & Bates, 2008; Barr, Levy, Scheepers & Tilly, 2013), 
followed by further models of data subsets in the event of any significant interactions. These 
were conducted using the lme4 package from the R statistics environment (R Core Team, 
2014) (Bates, Maechler & Bolker, 2014). We followed the recommendations by Barr et al. 
(2013) for obtaining an optimal model.  Our maximum random effects models did not 
converge, and so the decision to incorporate random intercepts and slopes for participants and 
items was determined by incremental likelihood ratio tests of whether each specific random 
effect significantly improved the fit of the model to the data (Barr et al., 2013).  We describe 
the optimum models for each respective dataset. The model statistics are reported in Tables 
4.2, 4.3, 4.4, and 4.5, in which the first column always provides the coefficient estimates of 
effects (b) due to experimental conditions, the change in the log odds accuracy of response 
associated with each fixed effect. A positive coefficient indicates that the effect of a factor is 
to increase the odds that a response would be correct while a negative coefficient indicates 
that the effect of a factor is to decrease the odds that a response would be correct. Age, order, 
and connective were entered as fixed effects.  
Memory.  
The raw memory scores [mean (SD)] demonstrated age-related improvements: 3- to 
4-year-olds = 21.65 (5.66); 4- to 5-year-olds = 22.65 (3.7); 5- to 6-year-olds = 25.42 (3.45). 
In addition, the standardised scores of memory were within the normal range of 85-115 for 
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each age group:  4- to 5-year-olds = 101.39 (12.43); and 5- to 6-year-olds = 105.96 (12.19). 
Standardised scores are not provided for 3- to 4-year-olds.  
Vocabulary.  
Raw vocabulary scores demonstrated age-related improvements: 3- to 4-year-olds = 
72.65 (26.16); 4- to 5-year-olds = 78.26 (9.76); 5- to 6-year-olds = 102.30 (8.59). All children 
had a standardised score above 85 and the mean scores (SD) indicate that each age group was 
performing at an age-appropriate level: 3- to 4-year-olds = 111.35 (13.08); 4- to 5-year-olds = 
101.22 (9.14); 5- to 6-year-olds = 101.54 (9.10).  
Analysis of accuracy data.  
A total of 2144 responses were recorded. Figure 4.1 shows the means for each 
sentence structure by age. The 5- to 6-year-olds were excluded from the analysis because they 
performed at ceiling. For the two younger groups, 19 responses were removed because they 
were inaudible, leaving 1357 responses for analysis. Only 13 responses were judged to be 
inappropriate responses (nonsense or no response), thereby indicating that children 
understood the purpose of the task. Table 4.2 reports the inferential statistics and summarises 
the main effects and interactions of age, order and connective.  
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Figure 4.1. Mean percentage correct (with standard error bars) for each experimental 

















































Summary of GLMM: Main effect and interactions of age, order and connective on accuracy 
responses by 3- to 4- and 4- to 5- year-olds in the sentence repetition task. 
Main model  M (b) SE t p(>|z|) 
 (Intercept) -3.09 2.47 -1.25 0.21 
 Age 0.05 0.04 1.11 0.27 
 Order 1.21 1.97 0.62 0.54 
 Connective 2.16 2.29 0.94 0.35 
 Age:Order <0.01 0.03 -0.02 0.99 
 Age:Connective -0.02 0.04 -0.54 0.59 
 Order:Connective -5.26 2.25 -2.34 0.02 
 Age:Order:Connective 0.07 0.04 1.79 0.07 
Before only      
 (Intercept) 0.52 0.44 1.17 0.24 
 Age 0.06 0.60 0.11 0.92 
 Order  -0.45 0.36 -1.28 0.20 
 Age:Order 0.87 0.50 1.74 0.08 
After only      
 (Intercept) -0.39 0.52 -0.75 0.45 
 Age 0.02 0.73 0.02 0.98 
 Order  1.20 0.42 2.85 <0.01 
 Age:Order 0.03 0.60 0.05 0.96 
*Note: 1. Bold = predictor is significant at p<.05 or better. 2. See Table A.7.5 for zero order 
correlations (appendix). 
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Response accuracy was not significantly affected by participant age, indicating that 
performance did not significantly improve between 3 and 5 years. There was no main effect 
of order or connective. However, order and connective effects were involved in a significant 
two-way interaction. We further examined the significant interaction by conducting simple 
interaction analyses of the effects of order for each connective type separately. A main effect 
of order was displayed for after sentences, but not for before sentences. That is, children 
found it more difficult to accurately repeat after-reverse sentences compared to after-
chronological sentences, whereas accuracy was equivalent for before-chronological and 
before-reverse sentences.  
We also built upon the optimum model by incorporating memory and vocabulary as 
additional factors to age, order and connective (Table 4.3). The addition of these factors 
significantly improved the fit of the model, χ2(8) = 45.05, p < .01. Memory and vocabulary 
both significantly influenced performance, such that stronger sets of skills in both domains 
improved performance. The order by connective interaction remained significant, and there 
was no three way interaction with either memory or with vocabulary.  
 
  




Summary of GLMM: Main effect and interactions of age, memory, vocabulary, order and 
connective on 3- to 4- and 4- to 5- year old’s accuracy responses in the sentence repetition 
task.  
Main model  M (b) SE t p(>|z|) 
 
(Intercept) -10.58      2.39 -4.43 
    
<0.01 
 Age -0.05 0.04 -1.41     0.16 
 Memory 0.40 0.08 4.94     0.01 
 Vocabulary 0.06 0.03 2.22     0.03 
 Order 3.06 2.54 1.20     0.23 
 Connective 2.79 2.89 0.96     0.33 
 Order:Connective -8.25 2.97 -2.78     0.01 
 Age:Order 0.02 0.04 0.48     0.63 
 Age:Connective <0.01 0.05 -0.07     0.95 
 Memory:Order -0.08 0.09 -0.96     0.34 
 Memory:Connective -0.13 0.10 -1.32     0.19 
 Vocabulary:Order -0.01 0.03 -0.54     0.59 
 Vocabulary:Connective 0.02 0.03 0.53     0.60 
 Age:Order:Connective 0.04 0.04 1.00     0.32 
 Memory:Order:Connective 0.13 0.10 1.34     0.18 
 Vocabulary:Order:Connective 0.02 0.03 0.70     0.48 
 *Note: 1. Bold = predictor is significant at p<.05 or better. 2.  See Table 
A.7.6 for zero order correlations (appendix). 
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Analyses of error types 
The frequency of different types of error was investigated to determine whether 
particular types of error were associated with specific experimental conditions and/or age 
group. This provided the opportunity to examine additional support for either the memory or 
the language accounts, outlined in the Introduction. We excluded responses from the oldest 
age group due to ceiling performance. All 775 correct responses by the youngest two age 
groups were excluded, leaving a total of 582 errors for analysis. The majority of errors 
involved a change of sense to the target sentence’s meaning (sense changed = 358: 61% of 
errors), whereas fewer errors maintained the sentence meaning (sense maintained = 131: 
23%) or were incomplete (incomplete responses = 93: 16%).  
To examine error type further, we calculated the percentage of sense changed errors 
that involved a connective, order, or a position substitution. For this error type, a notable 
observation was that connective substitution was the most common error (252; 70%), 
whereas position (109; 30%) and order (78; 22%) changes were fewer. These values add up 
to more than 100% because the error types are not mutually exclusive such that children 
could make more than one error per response. We conducted a further analysis to examine the 
variance in the percentage of the total errors for each experimental condition that was caused 
by the most common error type: sense changed errors that involved a substitution of the 
target connective. Because these categorical decisions are not independent, we first 
excluded errors involving connective substitutions other than before and after (e.g., then, and 
then, when). There were 218 remaining errors - substitutions of before instead of after, 
or after instead of before. These errors were involved in a significantly larger percentage of 
the overall errors for reverse order sentences (47%) compared to chronological sentences 
(33%). The errors did not make up a significantly different percentage of the total by-age 
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group or by-connective errors, and did not feature in any significant interactions. A model 
summary for this error analysis is available in the supplementary materials (Table A.4.2).  
4.2.3. Discussion 
The sentence repetition task was successful at eliciting production of complete two-
clause sentences linked by an appropriate temporal connective, yielding very few incomplete 
responses (0.7% of total responses by the two youngest age groups). Together our analyses 
demonstrate support for both the memory capacity (King & Just, 1991) and the language-
based (e.g., Van Dyke et al., 2014) accounts of sentence production. First, our experimental 
manipulations of connective and sentence order demonstrated an influence of processing load 
and connective type: children demonstrated a difficulty in producing events in a reverse 
order, most notably for after-reverse sentences. Second, performance on independent 
measures of memory and vocabulary improved the overall fit of the model. 
The difficulty with reverse order sentences was found only for sentences containing 
after. Taken together, these findings do not provide unanimous support for the memory 
capacity account. Instead they can be interpreted as support for a language-based explanation 
that proposes an indirect relation between memory and sentence processing modulated by 
language, because the difficulty with reverse order sentences appears to be modulated by 
connective type. On this view, young children’s lexical representations for after are less 
precise and secure than those for before, because the former is used less consistently as a 
temporal connective. For that reason, it may be more difficult to accurately plan and maintain 
in memory multi-clause sentences linked by after sentences during language production, 
particularly when the event order is reversed. In that way, variation in language knowledge 
may lead to difficulties with sentences that have a high processing load.  
We need to be cautious in this language-based interpretation, because there was no 
main effect of connective to confirm that before was generally easier than after. However, our 
CHAPTER 4: CHILDREN’S PRODUCTION OF BEFORE AND AFTER. 
120 
 
analysis of error subtypes provided additional support for the language-based account, 
because connective substitution errors that used before and after to communicate an incorrect 
event order (sense changed errors) were more likely for reverse order than for 
chronological order sentences. This pattern indicates that an inaccurate representation of the 
connective itself is more likely to interfere with the production of reverse order rather than 
chronological order sentences.  
4.3. Experiment 4 
Experiment 4 sought to replicate these findings using a different method to elicit 
sentence productions. A limitation with the sentence repetition paradigm used in Experiment 
3 is that there are additional demands on memory because the child has to store the narrated 
sentence prior to production. For that reason, sentence repetition may be an insensitive 
method to differentiate memory capacity and language-based accounts of children’s 
difficulties with sentence production. Experiment 4 comprised four blocked sessions that 
were each independently assigned to elicit one of the four target sentence constructions (e.g., 
Huttenlocher, Vasilyeva, & Shimpi, 2004). These blocked conditions were designed to 
complement Experiment 3 by minimising the contributions of sentence comprehension and 




A new set of participants were recruited (N = 68). They were 23 3- to 4-year-olds 
(aged 3;8 to 4;11, 10 boys), 24 4- to 5-year-olds (aged 4;9 to 5;9, 13 boys), and 21 5- to 6-
year-olds (aged 5;10 to 6;9, 10 boys).  
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Materials, Procedure, and Design 
Children completed the same independent measures of memory and receptive 
vocabulary as in Experiment 3. Sentence production was assessed using an elicited 
production task with a blocked design over two separate sessions. Each session lasted no 
longer than twenty minutes. One session included the vocabulary assessment, the other the 
memory assessment.  
Elicited production: Blocked design. The same stimuli from Experiment 3 were 
used. The 64 items (32 fillers) were split into four testing blocks, each preceded by a training 
phase in which children were instructed to use a specific target sentence structure. Depending 
on which block children were first counterbalanced to perform, the experimenter provided the 
instruction: ‘In this game, I am going ask you to watch two videos and to say what happened 
using the word before/after. I want you to tell me the order that he/she did these things, and4 I 
want you to use before/after in the middle/at the start of your sentence. Corrective feedback 
was provided for all four practice items, and training was repeated. Three 3- to 4-year-olds 
and one 5-to 6-year-old were excluded from testing after this phase because they each failed 
to correctly produce a target structure.  
As in Experiment 3, the order that the animations were presented corresponded to the 
order of events described by the target sentence.  An instruction was narrated: ‘Can you tell 
me the order that Tom did these things?’. A response window was signalled by a short beep. 
The four blocked conditions were counterbalanced. Responses were recorded and were later 
transcribed and scored. 
We employed the same criteria for scoring accuracy and categorisation of errors as 
Experiment 3. We did not analyse the time taken to start a response because this measure was 
shown not be sensitive in Experiment 3. Agreement between the coders was very good for 
                                                 
4 (‘and’ replaced by ‘but this time’ for the 2nd, 3rd, and 4th training block sessions) 
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both the main analysis (Agreement: 99%; Cohen’s k=.97) and the error analysis (Agreement: 
96%; Cohen’s k=.96). 
4.3.2. Results 
Data Extraction. 
A total of 45 responses (2%) were excluded because they were inaudible or 
interrupted, leaving 1345 responses. Figure 4.2 reports the mean accuracy scores to each 
experimental condition, by age group. We report the optimum model with age, order, and 
connective entered as fixed effects (Table 4.4) and an additional model that incorporates 
memory and vocabulary as additional factors to age, order and connective (Table 4.5). 
 
Figure 4.2. Mean percentage correct (with standard error bars) for each experimental 




The raw memory scores [mean (SD)] demonstrated age-related improvements: 3- to 
4-year-olds = 21.15 (2.12); 4- to 5-year-olds = 22.57 (2.12); 5- to 6-year-olds = 25.05 (4.95). 
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each age group:  4- to 5-year-olds =100.52 (14.85); and 5- to 6-year-olds = 105.9 (12.73). 
Standardised scores are not provided in the manual for 3- to 4-year-olds.  
Vocabulary.  
The raw memory scores [mean (SD)] demonstrated age-related improvements: 3- to 
4-year-olds = 70.85 (7.78); 4- to 5-year-olds = 82.48 (12.02); 5- to 6-year-olds = 90.95 
(9.90). All children had a standardised score above 85 and the mean scores (SD) indicate that 
each age group was performing at an age-appropriate level: 3- to 4-year-olds = 111.75 (7.07); 
4- to 5-year-olds = 100.45 (14.85); 5- to 6-year-olds = 102.15 (16.26).  
Analysis of accuracy data.  
The inferential statistics for the accuracy analysis are presented in Table 4.4. The 
pattern of data differs from that found in Experiment 3. There were main effects of age, order, 
and connective, and also significant two-way interactions between these variables. The 
effects were qualified by a significant three-way interaction. We examined the significant 
interaction by conducting simple interaction analyses for the effects of age and order for each 
connective type separately. For after sentences, there were main effects of age and order and 
these were also involved in a significant two-way interaction; for before sentences, only the 
main effect of age reached statistical significance (see Table 4.4 for a full breakdown of 
results and Figure 4.2 for graphs of these effects by sentence type). In sum, children found it 
more difficult to accurately repeat after-reverse sentences compared to after-chronological 
sentences; whereas accuracy was equivalent for before-chronological and before-reverse 
sentences. This effect was more pronounced in younger children. 
We tested three additional models, as follows. The addition of memory to the original 
model significantly improved the fit of the data, χ2(4) = 20.11, p = .01. Of note, there was a 
significant three-way interaction between memory, order and connective. This finding 
suggests that memory modulated the interaction between connective and order. In a second 
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model, we added vocabulary to the original model and also found improved the fit compared 
with the original model, χ2(8) = 33.57, p = .01. In a third model, we included both vocabulary 
and memory. The inclusion of vocabulary resulted in an improved the fit compared with the 
memory model, χ2(4) = 12.08, p = .02. There was a main effect of vocabulary, but not 
memory. In addition, the memory by order by connective interaction was not evident when 
vocabulary was also present (see Table 4.5). We include a copy of the memory alone model in 
the supplementary material (Table A.4.3). 
  




Summary of GLMM: Main effect and interactions of age, order and connective on accuracy 
responses by 3- to 6- year-olds in the elicited production task. 
Main model  M (b) SE t p(>|z|) 
 (Intercept) -32.09 4.37 -7.35 <0.01 
 Age 0.46 0.07 6.90 <0.01 
 Order 14.38 4.32 3.33 <0.01 
 Connective 14.16 2.39 5.93 <0.01 
 Age:Order -0.17 0.07 -2.63 0.01 
 Age:Connective -0.19 0.04 -5.29 <0.01 
 Order:Connective -11.00 2.96 -3.72 <0.01 
 Age:Order:Connective 0.14 0.04 3.17 <0.01 
Before only      
 (Intercept) -33.62 8.20 -4.10 <0.01 
 Age 0.53 0.13 4.12 <0.01 
 Order -4.19 11.92 -0.35 0.73 
 Age:Order 0.10 0.19 0.52 0.60 
After only      
 (Intercept) -50.59 11.29 -4.48 <0.01 
 Age 0.72 0.17 4.29 <0.01 
 Order 29.92 10.95 2.73 0.01 
 Age:Order -0.38 0.16 -2.35 0.02 








Summary of GLMM: Main effect and interactions of age, memory, vocabulary, order and 
connective on 3- to 6- year old’s accuracy responses in the elicited production task. 
Main model   M (b) SE t p(>|z) 
 
(Intercept) -37.87 5.37 -7.06 
    
<0.01 
 Age 0.38 0.08 4.56 <0.01 
 Memory -0.12 0.17 -0.73 0.47 
 Vocabulary 0.16 0.06 2.78 0.01 
 Order 17.26 5.55 3.11 <0.01 
 Connective 14.41 3.10 4.66 <0.01 
 Order:Connective -11.50 3.72 -3.09 <0.01 
 Age:Order -0.19 0.08 -2.22 0.03 
 Age:Connective -0.29 0.05 -5.83 <0.01 
 Memory:Order 0.12 0.17 0.70 0.49 
 Memory:Connective 0.35 0.09 3.82 <0.01 
 Vocabulary:Order -0.06 0.06 -0.96 0.34 
 Vocabulary:Connective -0.02 0.03 -0.71 0.48 
 Age:Order:Connective 0.26 0.06 4.40 <0.01 
 Memory:Order:Connective -0.19 0.12 -1.65 0.10 
 Vocabulary:Order:Connective -0.04 0.04 -0.97 0.33 
 *Note: 1. Bold = predictor is significant at p<.05 or better. 2. See Table A.7.8 
for zero order correlations (appendix). 
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Analyses of error types 
Responses by 5- to 6-year-olds were excluded because they made too few errors for 
analysis (152, 15% of total errors by the three age groups). We analysed the 867 errors made 
by 3- to 4-year-olds and 4- to 5-year-olds. The highest percentage of errors was sense 
maintained (410; 47%), followed by incomplete (305, 35%). Sense changed errors made up 
the lowest percentage of the total errors (152; 18%). These findings contrast with the 
sentence repetition task, which found a high percentage of sense changed errors. The different 
error types did not vary significantly by experimental conditions, although 3- to 4-year-olds 
(220; 42%) made a substantially larger number of incomplete errors compared to 4- to 5-
year-olds (85; 25%).  
To examine error type further, we calculated the percentage of sense maintained 
errors that involved a connective, order, or a position substitution. As noted in Experiment 3, 
these error types do not add up to 100% because more than one error can be made for a single 
response. A notable observation was that connective substitution was the most common type 
of sense maintained error (313; 76%), but position (237; 58%) and order (256; 62%) changes 
were also both involved in over half of the total errors that maintained the sentence meaning. 
Of the 313 sense maintained errors, there were only 129 connective substitution errors that 
involved the direct replacement of before for after, or after for before.  Therefore, unlike 
Experiment 3, there were too few errors of this type for further analysis.  
4.3.3. Discussion 
The elicited production task replicated the main finding in Experiment 3: a 
pronounced difficulty in producing reverse order sentences linked by the connective after. 
That is, we again found that difficulty with reverse order sentences was modulated by 
connective type: this effect was limited to after-reverse sentences. In contrast to Experiment 
3, there was a main effect of connective, because after was more difficult than before, in 
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general. A critical difference between the two experiments was that inaccurate production of 
after-reverse sentences was not modulated by children’s working memory capacity in 
Experiment 4, when we accounted for the variance of vocabulary. Together, these findings 
suggest that language knowledge, rather than memory, is the stronger determiner of accurate 
sentence production. Our error analysis revealed a lower proportion of errors involving a 
change of sense, compared with Experiment 3.  
4.4. General Discussion 
These two experiments set out to examine why young children have difficulties in 
producing two-clause sentences containing before and after in the developmental period that 
follows their emergence in spontaneous speech. The findings complement previous work 
(Diessel, 2005) by showing that, when 3- to 6-year-olds produce sentences containing before 
and after as temporal connectives, their competence is not yet robust. That is, children do not 
fully understand how to use semantically restricted connectives to specify the temporal 
relation between events in the same way as adults (Peterson & McCabe, 1987; also see 
Winskel, 2003). Specifically, in both experiments, children up to 6 years of age had 
difficulties in producing reverse order sentences linked by the connective after. The results 
also show developmental improvements in performance: the oldest children performed at 
ceiling in Experiment 3, and the difficulties reported in Experiment 4 were less likely with 
increasing age. Our experiments offer a significant advance in our understanding of the 
factors that influence young children’s sentence production, demonstrating that difficulties 
are more likely attributed to weak language knowledge rather than limited memory capacity, 
thus supporting a language-based account of sentence production (Van Dyke et al., 2014).  
We contrasted two opposing accounts for why some sentence structures are more 
difficult than others. Both accounts predict that reverse order sentences would be more 
difficult to produce accurately than chronological order sentences, in line with our findings. A 
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memory capacity account (King & Just, 1991) explains this finding on the basis that such 
sentences require more information to be held active in working memory. Additional support 
for this account would be demonstrated by improved prediction of performance when an 
independent measure of memory capacity was fitted to the data. We did not find such an 
effect. The contrasting language-based account proposes that the effects of working memory 
are not direct, but rather the result of its relation with language knowledge (Van Dyke et al., 
2014; see also Klem et al., 2015). According to this viewpoint, the ability to represent 
information accurately in short-term memory (a requirement for good performance on a 
sentence production task) is influenced by the quality of language knowledge. We found 
support for this account in several ways: a difficulty with reverse order sentences was limited 
to the connective after, and an independent measure of language ability explained 
performance over and above our independent measure of memory. Further, our error analysis 
in Experiment 3 demonstrated that a poor representation of our target connectives was 
significantly more likely to affect the production of reverse order than chronological order 
sentences.  
Although the main prediction of language-based account, a difficulty for after-reverse 
sentences, was replicated across both our experiments, there are at least two reasons to 
remain cautious about accepting this explanation for children’s difficulties with sentence 
production. First, although we found a significant interaction between connective and order in 
both experiments, the main effect of connective type was significant only in Experiment 4. A 
language-based account would predict this main effect, so we must consider the possibility 
that order effects are modulated by a confounding variable, connective position, rather than 
connective type. Second, we must address why the stronger influence of vocabulary over 
memory (determined by examining model fit) was apparent only in Experiment 4. These 
limitations are considered, in turn, below. 
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A natural consequence of our design was that the interaction between connective type 
and order was influenced by the fact that position of the connective also differs across 
sentence structures. For example, after is used in a sentence initial position when the order of 
events is presented in chronological order (After he put on the socks, he ate the burger), but 
is used in a sentence medial position when events are presented in reverse order (He ate the 
burger, after he put on the socks). The reverse applies to before sentences. Thus, an 
alternative explanation for a specific difficulty with reverse order sentences is that position 
of the connective modulates the effects of order. That is, a reverse order sentence in which 
the temporal sequence is cued by before may be easier to represent than its after counterpart, 
because the initial position of the connective signals from the beginning that events will be 
narrated in a reverse order. This viewpoint is supported by evidence that speakers have 
cognitive biases to highlight certain referents at the beginning of the sentence that act as cues 
to reduce ambiguity for the listener, in our case the temporal connective (e.g., Chafe, 1984; 
Grice, 1975; Myachykov, Garrod, & Scheepers, 2012; Silva, 1991). Conversely, reverse 
sentences that contain after may be more difficult to plan and narrate because the critical 
information about event order is provided midway through the sentence, which may place 
greater demands on representation in memory.  
We believe that this account (that connective position rather than connective type 
modulates order effects) does not adequately explain our pattern of findings. First, if position 
accounted for our results, we would have expected that the difficulty for after-reverse 
sentences would arise because the late signalling of reverse order places greater demands on 
memory capacity. However, we found that vocabulary was a stronger predictor of 
performance than memory. Moreover, as cited in the Introduction, corpus work suggests that 
speakers have a preference for relating information using the connective in a medial position 
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(Diessel, 2005). Clearly, more experimental work is needed to investigate the role of 
connective position on sentence processing.  
The second reason for caution in fully accepting a language-based account was that in 
Experiment 3, our independent measures of memory and vocabulary did not explain unique 
variance in children’s specific difficulty with after-reverse sentences. This may be because 
sentence repetition (Experiment 3) requires the child to comprehend the target sentence 
before they plan and produce it, whereas elicited production (Experiment 4) does not. 
Therefore, the extra requirements of sentence comprehension and memory in sentence 
repetition tasks may make it an insensitive method to differentiate memory capacity and 
language-based accounts of children’s sentence production, for the following reasons.   
Production and comprehension share similar cognitive processes such that both 
involve the prediction of upcoming language. The processing of the language itself is largely 
determined by accessibility to knowledge of sentence structure and words (Pickering & 
Garrod, 2013). However, the retrieval process should be less easily disrupted in 
comprehension compared to production because the comprehender has already been given 
the appropriate structure and words, so their knowledge should be more easily activated and 
therefore accessible. Conversely, a speaker is required to search for the appropriate target 
structures and words as well as retrieve their meaning from memory (Gennari & MacDonald, 
2009). Therefore, one can argue that, despite similar cognitive processes across the two 
domains, the effect of memory and processing demands on children’s performance is 
influenced by language knowledge in an elicited production task than one that involves 
comprehension.  
This explanation may also explain why the pattern of findings across sentence 
structures differs to that found in a recent paper using an analogous touch-screen 
comprehension study (Blything et al., 2015). Blything et al. reported a similar pattern of 
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results to the present study for the same age groups (3- to 6-year-olds): reverse order 
sentences that contained after were the most difficult. However, in contrast to the findings of 
this production study, the difficulty for after-reverse sentences was not statistically significant 
in comprehension (Experiments 1 and 2); instead it was the advantage for before-
chronological order sentences that drove the effect. Further, in the comprehension study, an 
independent measure of memory accounted for significant variance in performance, whereas 
an independent measure of vocabulary did not, in contrast to the current findings. Of course, 
these differences may be spurious. However, our replication for a difficulty with after-reverse 
sentences, in addition to stronger effects of vocabulary over memory capacity, suggests a 
different explanation is required to that used for comprehension.  
Of course, it may be that production tasks are simply more demanding than forced-
choice comprehension tasks (Pickering & Garrod, 2013). The touch-screen comprehension 
task used by Blything et al. (2015) minimised the processing memory load of the task itself 
because once children had decided on their response, they were required only to select their 
response by touching the target item on a computer monitor, from a choice of two visual 
representations. Both of our production tasks called on additional memory processing 
resources: as described earlier, once the child decided on an answer, there were additional 
demands involving utterance planning and formulation. Therefore, it is possible that children 
with weaker memory skills did not display benefits from the low memory load of before-
chronological sentences because their working memory capacity was already limited by task 
demands. A simple way to test this would be to investigate whether the touch-screen 
comprehension results (Blything et al., 2015) are replicated under a series of conditions that 
increase task working memory load (e.g., increasing sentence length by adding additional 
words or clauses).  
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Limitations, implications, and future research 
A strength of our work was the replication of the main finding across two different 
tasks: children up to 6 years of age had difficulties in producing reverse order sentences 
linked by the connective after.  However, the error analysis highlighted the differences in the 
nature of our two experiments, which we believe is informative for researchers whom are 
considering a marriage of the two paradigms. First, incomplete errors contributed to 35% of 
the total errors that we analysed in the elicited production task (Experiment 4), compared to 
only 0.7% in the sentence repetition task (Experiment 3). This may be because a sentence 
repetition task may provide more scaffolding for the child and is an easier task to tap 
children’s production skills. Another notable difference between the experiments was that 
sense maintained errors made up the largest percentage in elicited production (Experiment 4), 
whereas sense changed errors contributed to a large percentage of errors in the sentence 
repetition (Experiment 3). In sense-maintained errors, the children produced a temporal 
connective as a linguistic device to successfully communicate order, but did not use the target 
structure. This indicates that the elicited production paradigm, which elicited a high number 
of sense maintained errors, is more likely to lead children to revert back to a sentence 
structure that they are familiar with, when required to signal temporal order with a 
connective. Overall, the difference in error types, along with the differences in the nature of 
the tasks themselves, highlights that replication across both paradigms is highly corroborative 
for conclusions in the production domain. 
Age differences in Experiment 4 persisted even when memory and vocabulary were 
incorporated in the model. This finding shows that the ability to produce these two-clause 
temporal sentences increases with age, and that the influence of language-knowledge was less 
likely in older children. The latter finding, coupled with ceiling performance and non-
significant speech onset times by 5- to 6-year-olds in Experiment 3, motivates the need to 
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conduct assessments of online processing during both comprehension and production. 
Therefore, sensitive measures of online processing are needed to reveal more subtle 
individual differences in the efficiency of incremental planning and production. A previous 
adult online study using fMRI demonstrated a difficulty for producing reverse order 
compared to chronological sentences (Ye et al., 2011). However, that study only examined 
the effect of order (not connective) on processing, so a future study using an online measure 
suitable for children is needed to extend that finding to children, and to use a full factorial 
design of all four sentence structures. In addition, another advantage of an online measure is 
that it would provide a more sensitive means to examine the connection between the two 
domains, and whether differences in results are due to differences in task demands or not.  
Our two production experiments lend support to recent arguments for a language-
based account of young children’s sentence processing (Kidd, 2013; Klem et al, 2015; Van 
Dyke et al., 2014). As shown in both experiments, language knowledge influences the quality 
of the representation of information in verbal working memory, which in turn effects sentence 
processing. Therefore, children’s representation during their planning and production of 
reverse order sentences was more fragile when linked by after. One critical implication is that 
a memory capacity account of sentence processing (King & Just, 1991) is likely too 
simplistic on its own and needs to factor in the influence of the specificity or distinctness of 
retrieval cues (i.e., language knowledge). Indeed, converging evidence has been provided in 
other areas of language development such as inference generation, which have reported that 
the effects of memory are indirect and modulated through vocabulary knowledge (e.g., Currie 
& Cain, 2015). 
A next question for the language-based account regards what an individual has to 
acquire to consolidate their language knowledge. The central aspect of the account is that 
processing difficulties occur when the quality of lexical representations is less precise and 
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robust. It follows that more precise lexical representations lead to superior language skills 
(Perfetti, 2007; Van Dyke & Johns, 2012). A straightforward assumption from a 
developmental perspective is that language representations become stronger as a result of 
frequency of occurrence in language (Wells, Christiansen, Race, Acheson, & MacDonald, 
2009; Van Dyke & Shankweiler, 2014). Future corpus work would be beneficial for 
investigating whether some referential cues have more probabilistic regularities than others 
(e.g., before versus after), and whether regular exposure to those cues can reduce 
susceptibility to interference.  
On a final note, it would be hoped that the present experiments encourage future 
studies to investigate the commonalities between production and comprehension, namely 
examining the role of memory and language across both domains. There is little research on 
the role of memory in sentence production (Hartsuiker & Barkhuysen, 2006), in contrast to 
the debate about the role of memory in sentence repetition and recall tasks (e.g., Klem et al., 
2015). A likely reason for this is that production is inherently more difficult to study than 
simple repetition, because it is difficult for the experimenter to elicit constructions that the 
speaker may typically opt out of using. We believe that the present study highlights the 
advantages of using sentence repetition and blocked elicited production paradigms together in 
order to restrict speakers to use specific target sentence structures (Ambridge & Rowland, 
2013). Most impressively, both experiments complement each other by using different ways 
to elicit speech whilst replicating the main finding of children’s difficulty in producing 
reverse order sentences linked by the connective after.  
In conclusion, 3- to 6-year-olds showed a significant difficulty in producing reverse 
order sentences that were linked by the temporal connective after. Our findings from 
independent measures of vocabulary and memory indicated that language knowledge, not 
working memory capacity per se, modulated these effects.  Further experimental work is 
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needed to understand how these factors influence the language retrieval processes involved in 
sentence planning and production, and to elucidate the commonalities and differences in their 
influence on language production and comprehension.
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5. General Discussion 
The general aim of this thesis was to investigate young children’s understanding of 
the temporal connectives before and after, and the factors that influence performance. 
Previous research shows that usage of these connectives develops over a significant period of 
childhood: temporal connectives appear in children’s speech from around 3 years of age 
(Diessel, 2004), but they are not fully understood (Cain & Nash, 2011; Pyykkönen & 
Järvikivi, 2012) or produced accurately (Peterson & McCabe, 1987) until early adolescence. 
To examine the development of connective competence, the experimental work aimed to (i) 
determine the age that children display an early appreciation for the meaning of before and 
after for understanding and producing two-clause sentences with a sequential temporal order 
of events; (ii) identify the reasons why children display difficulties with before and after in 
the immediate years that follow an appreciation for their meaning; and (iii) investigate 
whether the pattern of difficulty for different sentence structures is the same or different for 
comprehension and production. In this final chapter, I discuss the findings and the theoretical 
implications from my experimental work in relation to these three research aims. I then 
discuss the methodological and educational implications and, in doing so, I outline the 
motivation for future research. This is followed by my conclusions. 
The experimental work was designed to contrast how two critical factors, working 
memory resources and language knowledge, influence children’s comprehension and 
production of two-clause sentences linked by before and after using a cross-sectional 
developmental design. In addition to manipulating the memory and language demands of the 
experimental sentence conditions, performance in each experiment was directly related to 
independent measures of working memory and vocabulary.  
Experiment 1 (Chapter 2) and Experiment 2 (Chapter 3) examined comprehension. To 
do this, 3- to 7-year-olds’ understanding of before and after was investigated using a forced-
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choice touch-screen paradigm, designed to simplify the demands of the task. For each 
sentence, the child viewed two short animations depicting the two events and heard the 
sentence. The two events were then shown as two static clips from the animation. I 
manipulated whether the presentation order matched the chronological order of events or not, 
and also whether the temporal order was arbitrary or predictable from world knowledge. 
Children’s understanding of temporal connectives was assessed by asking them to touch the 
picture showing what the character did first, rather than a verbal response or an acting out 
task, both used in previous research (e.g., Clark, 1971; Trosborg, 1982). In this way, task 
demands were minimised so that performance more directly reflected understanding of the 
sentence, rather than planning or production of a response. To replicate the findings of 
Experiment 1 (Chapter 2), the second experiment (Chapter 3) required children to identify 
what happened last. To extend the findings of Experiment 1, response times were recorded to 
indicate how efficiently children processed the different sentence structures. Training and 
practice were provided to encourage speeded responses. 
Experiments 3 and 4 (Chapter 4) investigated 3- to 6-year-olds’ production of two-
clause sentences linked by before or after. In these two experiments, children viewed an 
animated sequence of two actions, and were asked to describe the order of events. 
Instructions and practice trials were used to model target sentence structures, which were 
analogous to those assessed in the comprehension experiments. In a sentence repetition task 
(Experiment 3), the participant heard a target sentence and was asked to repeat it. In an 
elicited production task (Experiment 4), four blocked conditions were each preceded by a 
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5.1. Aim 1: When do children display an early appreciation for the meaning of before 
and after? 
For comprehension, both experiments (Chapters 2 and 3) demonstrated that 3- to 4-
year-olds performed at above chance levels in their comprehension of two-clause sentences 
containing before and after. This finding indicates an early understanding of before and after, 
which is at a younger age than reported in previous research (e.g., Clark, 1971). However, the 
results of both experiments indicated that the 3- to 4-year-olds used an order of mention 
strategy, because their overall performance was higher for chronological compared to reverse 
order sentences. Thus, it cannot be said that these children truly understood the meaning of 
the connective; rather their response pattern suggests that they defaulted to an expectation 
that language order maps onto the actual order of events (Clark, 1971). Further, in 
Experiment 2 where the instructions emphasised a speeded response, 4- to 5-year-olds also 
showed this response pattern. This differs from Experiment 1, where an order of mention 
strategy was only evident for 3- to 4-year-olds. I provide reasons for why the findings in 
these two experiments differ in a discussion of methodology (Section 5.4). Together, the 
findings of these two experiments suggest that an initial understanding for the temporal order 
specified by before and after is not apparent until at least 4 to 5 years of age. Note that these 
conclusions are not relevant to sentence processing accounts (e.g., Just & Carpenter, 1992; 
Van Dyke et al., 2014), which focus on a more fine-grained understanding of the connective 
in the immediate years that follow an initial understanding for its meaning. 
The experimental work was also able to determine whether performance was 
enhanced when the sequence of events could be interpreted by world knowledge. Previous 
studies have reported better performance when materials conform to the likely order of events 
in the real world (French & Brown, 1977; Keller-Cohen, 1987; Trosborg, 1982). That finding 
was not replicated in the experimental work in this thesis. Of note, Experiment 1 found that 
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when the order of events was typical and predictable from world knowledge (e.g., He put on 
the socks, before he put on the shoes), performance was not enhanced relative to when event 
order was arbitrary and not supported by world knowledge (e.g., He put on the socks, before 
he ate the burger). This finding was replicated in both production experiments (Experiments 
3 and 4). Note that the world knowledge manipulation was not included in Experiment 2. The 
replication of the absence of an effect of world knowledge when included as an experimental 
manipulation, with different samples of children, strongly suggests that this finding is robust 
and an accurate reflection of sources of influence on young children’s sentence processing.  
  Early competence with temporal connectives was also demonstrated in two 
production studies (Experiments 3 and 4, Chapter 4). That is, just as 3- to 4-year-olds 
performed above chance in comprehension tasks (Experiments 1 and 2), that age group also 
displayed an early form of appreciation for the meaning of the connective by frequently 
employing before and after as a linguistic device to accurately signal temporal order. The two 
production experiments reported in this thesis are the first to investigate production across 
each of the four sentence structures. Replication of this main finding in two experiments with 
different samples of children suggests that this finding is robust.  
Unlike comprehension, in production there is no certain method for identifying the 
age at which children use information other than that provided by the connective (such as 
world knowledge). Specifically, in forced-choice comprehension tasks, children can be 
accurate for some sentences without using the information provided by the connective, for 
example, an order of mention strategy results in choosing the correct response for 
chronological sentences. Conversely, in the production tasks, children who do not have robust 
working knowledge of the connective will be inaccurate at all sentence structures, because 
the materials presented do not provide the target connective so the child might get the order 
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correct but still produce a non-target response (e.g., He ate the burger. He put on the 
sandals).  
None of the age groups (aged 3 to 6) displayed full competence at producing two-
clause sentences containing before and after, that is none were at ceiling levels of 
performance. This is consistent with previous research which has suggested that children 
have difficulties in producing two-clause sentences up until at least 9 years of age (Peterson 
& McCabe, 1987). Therefore, as in comprehension, consideration of the processing demands 
of each sentence structure is needed in order to investigate how and when competence 
develops in the use of temporal connectives to signal temporal order.  
5.2. Aim 2: The influence of memory capacity vs. language knowledge on sentence 
processing 
 Experiments 1 to 4 demonstrated that in the immediate years that follow an early 
appreciation for the meaning of the connective, performance was not uniform across sentence 
structures. One possibility is that performance on some structures was poor because of 
differences in the processing demands of those sentence structures. As noted, the design of 
the experimental work in this thesis contrasted the role of working memory resources versus 
language knowledge on processing. This enabled a test of whether processing difficulties 
were best explained by a memory capacity account (e.g., Just & Carpenter, 1992) or a 
language-based account (e.g., Van Dyke et al., 2014). A memory capacity account posits that 
performance will be driven by an individual’s working memory capacity and that processing 
ease will be influenced by the amount of information that must be held in working memory 
for a specific sentence structure. A language-based account posits that an individual’s 
performance is not dependent on their working memory capacity per se, rather, it is 
dependent on the support for an accurate representation of information in working memory 
that is provided by language knowledge. These accounts are discussed in turn. 
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5.2.1. Evidence in support of memory capacity accounts 
 In the two comprehension experiments (1 and 2), children aged 5 years and older 
were above chance for each sentence structure, so demonstrated an appreciation for the 
meaning of the connective. However, these children were typically most accurate 
(Experiment 1) and fast at processing (Experiment 2) sentences in a chronological order 
linked medially by before (e.g., He put on the sandals before he ate the burger) compared to 
the other sentence types. This superior performance for before-chronological sentences has 
been explained in relation to the additional demands that are made on working memory when 
a sentence has a reverse order (Ye et al., 2012), a more difficult vocabulary (Gunter et al., 
2003), or an initial position for the connective (Diessel, 2004). Before-chronological 
sentences carry none of these additional demands, and afford incremental processing. 
Conversely, before-reverse (reverse order, initial position), after-chronological (initial 
position, difficult connective), and after-reverse (reverse order, difficult  connective) 
sentences each carry two of these additional demands, so require the comprehender (or 
speaker) to maintain more information in working memory whilst constructing their mental 
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Table 1.2.  
Sentence structures and their additional working memory load as influenced by a reverse 
order of mention of events, a later acquired connective, and an initial position of the 
connective. 
 Additional working memory load 
 Reverse order Later acquired 
connective 
Initial position 
Before-chronological No No No 
After-chronological No Yes Yes 
Before-reverse Yes No Yes 
After-reverse Yes Yes No 
 
 Critically, in both comprehension experiments, the advantage reported for before-
chronological sentences was predicted by performance on an independent measure of 
working memory. Therefore, the overall findings for comprehension support a memory 
capacity account (Just & Carpenter, 1992), such that children’s comprehension of two-clause 
sentences containing before and after is influenced by an individual’s memory capacity 
resulting in poorer performance for sentence structures that carry additional memory load 
(Just & Carpenter, 1992; Pyykkönen & Järvikivi, 2012; Ye et al., 2012).  
In contrast to the comprehension experiments, the production studies (Experiments 3 
and 4) did not provide support for a memory capacity account: children did not display an 
advantage for before-chronological sentences, and the independent measure of working 
memory did not predict unique variance in performance. The production data support the 
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predictions of a language-based account (e.g., Van Dyke et al., 2014), discussed further 
below. 
5.2.2. Evidence in support of language-based accounts  
Although the comprehension experiments provide strong support for a memory 
capacity account (Just & Carpenter, 1992), some of those findings can be explained by 
language knowledge. For example, the advantage for chronological sentences displayed by 
the younger children, suggests that when children do not have an appreciation for the 
meaning of a temporal connective, they will use a non-linguistic strategy to understand and 
represent the relation between two events. Also, a general advantage found for before in both 
comprehension experiments, supports a simple form of a language-based account, such that 
language knowledge (of the connective) directly influences ease of processing.  
As detailed in the literature review (Chapter 1), a language-based account that 
acknowledges the influence of memory proposes that the relation between memory and 
sentence processing is indirect and that, rather, good language skills modulate the accurate 
representation of information in verbal working memory (e.g., Van Dyke et al., 2014). 
According to this account, working memory should not explain unique variance in 
performance after individual differences in language knowledge have been taken into account 
(Klem et al., 2015). The comprehension experiments did not support these predictions: in 
Experiments 1 and 2, an independent measure of working memory explained unique variance 
in performance over and above an independent measure of language knowledge. 
In contrast to comprehension, the production experiments (Experiments 3 and 4) 
support a language-based account of the role of working memory in sentence processing (Van 
Dyke et al., 2014). In both a sentence repetition task (Experiment 3) and an elicited 
production task (Experiment 4), children were significantly less accurate at producing target 
sentences when the presentation order of the two clauses did not match the chronological 
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order of events, but this difficulty was specific to target sentences linked by after. Further, in 
elicited production, vocabulary explained unique variance in this pattern of performance. 
Critically, as noted in Section 5.2.1, an independent measure of working memory did not 
explain unique variance in either of the production experiments. Together these findings 
suggest that language knowledge modulated children’s ability to cope with the cognitive 
demands of producing reverse order sentences. 
5.2.3. Does position of connective provide an adequate explanation for the difficulty in 
producing after-reverse sentences? 
It should be noted that an additional influence on children’s specific difficulty in 
producing reverse order sentences linked by after (Experiments 3 and 4), may be the position 
of the connective. In reverse order sentences linked by after, the connective appears in the 
medial position (He ate the hotdog, after he put on the jumper); when linked by before, the 
connective appears in the initial position (Before he ate the hotdog, he put on the jumper). 
Although a medial position is generally proposed to carry lower demands on working 
memory than an initial position (Diessel, 2005), speakers may have a pragmatic preference to 
place the connective in the initial position in order to foreground critical information that can 
guide the listener’s understanding (see Chafe, 1984; Gernsbacher, 1997; Junge, Theakston, & 
Lieven, 2013; Myachykov, Garrod, & Scheepers, 2012; Silva, 1991). Therefore, there may be 
two reasons why a reverse order sentence presents difficulties only in production when it is 
linked by after. First, as argued by a language-based account, after is the later-acquired 
connective and is used less consistently as a connective than before. Second, a reverse order 
of events signalled by after is difficult to plan and produce because the speaker only provides 
the critical information that the events occur in reverse order, part way through the sentence.  
This explanation fits the findings in Experiment 1 and 2 that children are most 
accurate at comprehending and processing sentences that fully afford incremental processing. 
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However, it does not account for the pattern of results in Experiments 3 and 4 as adequately 
as the explanation that is provided by the language-based account in section 5.2.2. The first 
reason for this was that corpus and experimental work suggest positioning the connective in 
the medial position enables incremental processing (Cain & Nash, 2011; Diessel, 2004). As a 
result, medially placed connectives in after-reverse sentences should not be problematic for 
the speaker (or comprehender). Second, if the late (medial) signalling of reverse order in after 
sentences is the true explanation for the results, it should tax working memory resources 
because more information has to be held in working memory while the mental representation 
is revised. However, as noted, working memory did not explain unique variance over and 
above language knowledge. I return to the issue of determining the influence of connective 
position on sentence processing in Section 5.3 and in Section 5.4.2. 
5.3. Aim 3: Comprehension versus production 
In this work, a number of commonalities, as well as differences, were apparent for 
children’s comprehension versus production of two-clause sentences containing before and 
after. The most notable commonality was that 3- to 4-year-olds displayed an early 
competence in understanding and producing these sentences, and this was followed by a 
period of development extending (at least) 3 years in which performance was limited either 
by working memory capacity or language knowledge. The relation between task performance 
and the independent measures of memory and language were the most salient differences 
between comprehension and production. Working memory directly influenced 
comprehension, but did not directly influence production; instead language had a direct 
influence on production. As noted, this means that the comprehension data was best 
explained by a memory capacity account (Just & Carpenter, 1992), whereas the production 
data was best explained by a language-based account (e.g., Van Dyke et al., 2014). This 
section will explore the potential reasons for those differences. 
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In the literature review, I described the general consensus that comprehension and 
production draw on similar cognitive processes (Pickering & Garrod, 2013). However, the 
two domains differ by their inherent input and output: comprehenders must map language 
form onto meaning, whereas speakers must map meaning onto language form (Grimm, 
Müller, Hamann, & Ruigendijk, 2011; Pickering & Garrod, 2013; Vigliocco & Hartsuiker, 
2002). More specifically, comprehenders are provided with the appropriate language form 
and structure through input, and are required to create a meaningful mental representation of 
the state of affairs and events described. In contrast, speakers begin with a mental 
representation and are required to find the appropriate language form and structure in order to 
convey that meaning. Therefore, there may be greater demands on language knowledge in 
production compared to comprehension tasks: comprehenders receive input on the details of 
the form so only have to use their language knowledge to work out an interpretation of its 
meaning, whereas speakers must use their language knowledge to specify every level of 
detail of the form themselves (i.e., syntactic, morphological, phonological, and articulatory), 
so that it is mapped onto the intended meaning (see Garrett, 1980; Gennari & MacDonald, 
2009; Vigliocco & Hartsuiker, 2002).  
Support for the above explanation of the differences in comprehension versus 
production, can be provided by everyday life encounters of ‘tip of the tongue’ states. These 
states are a product of disruption in the retrieval processes that are involved in constructing 
language form (i.e. production), and occur more often than their comprehension counterpart 
which involves a difficulty in accessing the meaning of a word that has already been provided 
in form (Brown, 1991). This indicates that retrieval operations may be more likely to be 
disrupted in production compared to comprehension tasks, so the former should benefit most 
from high quality language representations.  
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Further support for this explanation can be provided by a computational acquisition 
model of how a child learns to comprehend and produce language (Chater, McCauley & 
Christiansen, 2016). The Chunk-based learner (CBL) model draws on Pickering and Garrod’s 
(2013) model of adult language processing, that comprehension and production both rely 
entirely on the ability to process language, which is viewed as a unified skill across each 
domain. Critically, CBL is able to store chunks (i.e., one or more words) of distributional 
information and linguistic units that are learned from input. This inventory of learned chunks 
enables rapid incremental processing because the chunks can be activated ‘just in time’ so 
that they are accurately held in memory for when new material must be comprehended or 
produced.5  
Despite using the same processes for each domain, the CBL exhibits a developmental 
lag in its ability to produce sets of randomly selected test utterances, relative to 
comprehension. This resembles the comprehension-production asymmetry that is typically 
displayed by young children across different aspects of language (Benedict, 1979; Fraser, 
Bellugi, & Brown, 1963). Chater et al. (2016) argue that these asymmetries are a result of the 
differences between the nature of the two tasks (i.e., input and goals). Specifically, the 
rudimentary understanding of grammatical constructions that is provided through chunking, 
allows the child (or CBL) to form a ‘good enough’ interpretation of an utterance to give the 
appearance that they are fully representing it in a comprehension task. This is commonly 
known as shallow parsing, whereby the final representation of the sentence is underspecified 
but is nevertheless a plausible reflection of the arguments and their verbs (see Ferreira, Bailey 
& Ferraro, 2002; Karimi & Ferreira, 2016). It applies equally that when the child (or CBL) is 
unable to model a fully detailed and accurate representation in sentence comprehension, they 
                                                 
5 Such a framework overcomes the risk of the decay of an accumulation of existing representations in favour of 
the incoming new material. Note that this means that the framework can operate under a severely limited 
working memory capacity (i.e., it is unable to store the entire information of a complex sentence), thereby 
corresponding more to a language-based account (Van Dyke et al., 2014) than a memory capacity account (Just 
& Carpenter, 1992). 
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cannot appropriately retrieve and sequence chunks for production. Critically, due to the 
nature of production tasks, which require speakers to ‘get the details of the form right in 
every instance’ (Garrett, 1980, p. 216), children will display a developmental lag compared to 
their performance in comprehension tasks, despite both domains drawing on the same chunks 
of distributional information and linguistic units that were learned from input. Therefore, the 
asymmetry should effectively disappear once grammatical constructions are mastered in full. 
That is, the asymmetry should be overcome with sufficient linguistic experience, as predicted 
by a language-based account (Van Dyke et al., 2014). 
5.3.1. An integrated framework for comprehension and production 
An integrated framework is needed to explain the findings across the four experiments 
in this thesis. In each experiment, children performed better with chronological compared to 
reverse order sentences, and, before-chronological sentences were typically performed best 
whereas after-reverse sentences were typically performed worst. For example, although not 
statistically significant, the pattern of comprehension accuracy in Experiment 1 was strikingly 
similar to the pattern of results in both production experiments (Experiments 3 and 4):  
reverse order sentences that contained after were notably the most difficult. Similarly, 
although not statistically significant, the production experiments showed strong performance 
for the same sentences that comprehenders found easiest (before-chronological).  
It is important to note that these two sentences (before-chronological, after-reverse) 
were never directly compared in statistical analyses. To follow this up, additional by-age 
group GLMM analyses are reported in the Appendix (Table A.5), in which the medial 
position is held constant and just these two sentence types compared. Each age group 
performed more poorly on the after-reverse sentences and the difference reached statistical 
significance for at least one age group in each experiment. This suggests a degree of 
commonality across comprehension and production.  
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It is also worth note that, since these two sentences were both compared in the 
experimental work to sentences with a connective in the initial position (i.e., before-
chronological vs. before reverse; after-reverse vs. after-chronological,), it is possible that the 
different findings for the two domains are due to position effects, rather than order effects. 
That is, children may have performed differently in their comprehension compared to their 
production of sentences with a connective in the initial position (i.e., after-chronological, 
before reverse). For comprehension, sentences linked by the connective in an initial position 
(before-reverse, after-chronological) were both performed equivalently to after-reverse 
sentences, which has the connective in the medial position. In contrast, for production, these 
sentences were both performed equivalently to before-chronological sentences, which has the 
connective in the medial position. This difference may be linked to the possible pragmatic 
preferences outlined earlier for using an initial position specifically in speech production, so 
further research on sentence position is clearly needed (see Section 5.4.2). 
Another common finding across the experiments is that, when considered alone, the 
independent measure of working memory explained variance across sentence structures in 
Experiment 1 (comprehension accuracy), Experiment 2 (comprehension response times), and 
Experiment 4 (elicited production). However, the influence of memory across sentence 
structures in production was not significant in Experiment 3 (sentence repetition), and was 
not significant over and above language knowledge in Experiment 4. This finding is 
supported by a language-based account (e.g., McElree, 2006; Van Dyke et al., 2014), which 
argues that the specificity or distinctness of retrieval cues in the text, rather than the number 
of individual text elements that must be held active in memory (e.g., Just & Carpenter, 1992), 
can account for why some sentences are more difficult to process than others. Importantly, 
these two apparently contrasting accounts do have a common core: they seek to explain why 
memory limitations effect sentence processing. Of course, an alternative explanation for these 
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differences is that they arise because of methodological differences between the 
comprehension and production tasks. This is explored in the next section.  
5.4. Methodological implications 
This work has highlighted emerging competence for before and after. Specifically, 
children display a long period of development, throughout which competence most notably 
varies by accuracy (e.g., demonstration of an appreciation for the meaning of the connective 
versus full range of sentence processing skills), sentence structure (e.g., competence in one 
structure does not mean competence in another), and the domain of language use (e.g., 
comprehension versus production). An implication for the study of language competence in 
general, is that researchers should not define accuracy based on a single choice of definition 
or measurement, but instead should take advantage of a broad range of measures that can 
together explicate the multifaceted skills involved in language competence. In this section, I 
will highlight the advantages of the methodologies used in my comprehension and production 
experiments, and will also suggest methodological improvements for future research. 
5.4.1. Comprehension 
The touch-screen paradigm used in this work was intended to minimise the task 
processing load compared to previous comprehension tasks (e.g. Clark, 1971). Children were 
required only to select their response by touching the target item on a computer monitor from 
a choice of two visual representations (e.g., Friend & Kelpinger, 2008) rather than having to 
produce a response that would require additional processing such as an act-out task (e.g., 
Clark, 1971) or verbal response (Trosborg, 1982). This technique has revealed an earlier 
competence than has been reported previously for children’s understanding of before and 
after, exemplified by the finding in Experiment 1 that 3- to 4-year-olds were above chance 
overall and 6- to 7-year-olds were at ceiling.  
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Another advantage of the touch-screen methodology is that it enables speed of 
response to be measured. Critically, in Experiment 2, response times mapped onto the pattern 
of findings for accuracy: children took longer to respond to sentence structures for which they 
demonstrated poor accuracy both in this thesis (Experiment 1 and Experiment 2) and in other 
work (Pyykkönen & Järvikivi, 2012). Overall, this informs future research that response 
times in touch-screen paradigms can be used to identify difficult sentence structures that 
require extra time to represent mentally (also see Möhring et al., 2014). 
Surprisingly, the findings of Experiment 2 indicated that an order of mention strategy 
was used by 4- to 5-year-olds, which contrasts with Experiment 1 where this immature 
strategy was evident only for 3- to 4-year-olds. This difference is attributed to the instructions 
for children to (i) produce speeded responses, and (ii) to select ‘What happened last.’ Whilst 
speeded instructions were necessary for measuring the processing ease of sentence 
comprehension, a unique aspect of Experiment 2 was that these instructions did not allow 
extra time for the comprehender to reflect on the representation that they had constructed and 
stored in memory (see Marinis, 2010). As a result, the children in Experiment 2 who did not 
fully comprehend the meaning of the text during initial parsing, may not have engaged in 
post-presentation processing, because of the need to make fast responses. This task 
requirement may make them more likely to default to a non-linguistic strategy.  
An additional reason for this difference between experiments could be attributed to 
the different questions: ‘What happened first?’ in Experiment 1 versus ‘What happened last?’ 
in Experiment 2. In these experiments, children may have been more likely to select the last 
mentioned event because it was the most recent. This maps onto the correct answer for 
chronological sentences in Experiment 2, but onto the correct answer for reverse order 
sentences when children are asked ‘What happened first?’ (Experiment 1). This would boost 
the advantage for chronological over reverse order sentences in Experiment 2, thus providing 
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a reason for why it reported that 4- to 5-year-olds showed evidence of an order of mention 
strategy and Experiment 1 did not.  
Experiment 2 is the first study that we know of to provide a timing measure that 
indicates how efficiently children process two-clause sentences containing before and after. 
The time to touch the screen was chosen as a processing time measure because it provided the 
same method for measuring accuracy that was used in Experiment 1 and provided an 
opportunity to test the replicability of those findings. However, the finding that children were 
fastest at processing before-chronological sentences, in turn motivates the need to gain a full 
picture by using more sensitive measurements of sentence processing as it happens. For 
example, measurement of processing ease in critical regions of two-clause sentences would 
remove the need for a behavioural response, and might provide insight into difficulty when it 
occurs.  
Adult studies that have used ERP and fMRI to study sentence processing suggest that 
greater memory processing resources are required for reverse order sentences compared to 
chronological sentences (Münte et al., 1998; Ye et al., 2012). These measures reflect 
processing costs (e.g., semantic or syntactic violations) by displaying the changes in the 
electric potentials (ERP) or in blood oxygenation levels (fMRI) that occur during particular 
regions of the sentence (Kuhl & Rivera-Gaxiola, 2008). ERP is typically considered more 
child friendly than fMRI because the latter requires children to remain perfectly still, and 
because the loud MRI sounds are considered distracting (Dehaene-Lambertz, Dehaene, & 
Hertz-Pannier, 2002). In an ERP study, similar findings to those reported by Münte et al. 
(1998) would be expected with children, such that ERP components should elicit a 
progressively larger negativity over left frontal regions (associated with memory processing 
resources) for reverse compared to chronological sentences. However, adult studies to date 
(including the fMRI study by Ye et al., 2011) have used stimuli in which the connective was 
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presented only in the sentence initial position, such that connective (before, after) was 
confounded with event order. From a developmental perspective, a full factorial design of all 
four sentence structures is essential, as children display developmental differences in their 
understanding of before and after (Clark, 1971).  
More sensitive timing measurements of sentence processing can also be used to 
determine how early young children (e.g., 3- to 4-year-olds) are able to use temporal 
connectives to support discourse comprehension. An option would be a visual world 
paradigm, which presents children with visual stimuli on a screen and uses eye tracking to 
examine where the child looks in relation to a narrated sentence (e.g., Nation, Marshall, & 
Altmann, 2003). Children would be informed that their task is to listen to spoken sentences 
and to judge whether a picture that follows the narration is of the first event that occurred in 
that sentence (yes/no). Following the sentence narration, an additional narration would be 
played: ‘First, Tom did…’. The narrations would play whilst the screen displays the two 
animations of the actions in each clause (counterbalanced for left and right screen sides). 
However, the additional narration (‘First, Tom did…’) would be followed by a picture on its 
own in the centre of the screen. On half the trials, this would be a picture of the thing that 
happened first (i.e., the correct picture) and in the other half of trials, this would be a picture 
of the thing that happened second (i.e., the incorrect picture). The children would be informed 
that the computer is supposed to show a picture of thing that happened first, but that 
sometimes it gets it wrong. They would be trained to make their judgements using ‘yes’ or 
‘no’ buttons, which interfere less with eye tracking compared to verbal judgement.  
 Typically, visual world paradigms might examine where the child looks whilst 
listening to the sentence itself. However, due to the nature of the experimental sentences, eye 
gaze would not provide meaningful information during sentence presentation. For example, if 
narrated ‘Tom ate the ice cream before he put on the boots’, the child is likely to look at the 
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respective pictures upon immediate hearing of the nouns ice cream and boots. Instead, the 
additional narration ‘First, Tom did…’ is an ambiguous cue phrase that is expected to focus 
gaze on the event that the child considers to have occurred first, therefore reflecting whether 
they understand the order signalled by the connective. If children understand the temporal 
connective, they would be expected to look immediately at the event that occurred first. The 
experiment would additionally measure whether this understanding, as demonstrated by eye 
gaze, is also demonstrated in the judgement task. 
5.4.2. Production  
As already noted, in comparison to comprehension, it is inherently more difficult to 
measure production of specific sentence structures because it is difficult for the experimenter 
to elicit specific target constructions (Ambridge & Rowland, 2013). My work (Experiments 3 
and 4) highlighted the advantages of using sentence repetition (Experiment 3) and blocked 
elicited production (Experiment 4) paradigms to elicit the production of these structures in 
young children. Critically, these two paradigms provided converging evidence: the main 
finding of a greater difficulty in producing reverse order sentences linked by the connective 
after, was found in both experiments. It is hoped that this work inspires future studies of 
production so that research can continue bridging the gaps between measuring 
comprehension and production.  
Surprisingly, vocabulary knowledge predicted the difficulty for after-reverse 
sentences in the elicited production task (Experiment 4) but not in the sentence repetition task 
(Experiment 3). One reason for this may be that sentence repetition requires the 
comprehension and storage of the narrated sentence prior to production, so those additional 
requirements may provide an inaccurate account of the role of memory and language skills in 
children’s sentence production. In turn, this would support the explanation outlined earlier in 
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Section 5.3, that production tasks may place greater demands on language knowledge 
retrieval processes relative to comprehension.  
An important benefit of eliciting children’s production of the full target range of 
sentence structures is that it provides an opportunity to compare performance to 
comprehension. However, the differences found between comprehension and production 
might be because paradigms used to measure production are generally considered to have 
additional task-related demands compared to paradigms used to measure comprehension 
(Treiman, Clifton, Meyer, & Wurm, 2003). The touch-screen comprehension paradigm used 
in Experiments 1 and 2 required children to respond in a certain way, so they had a one in two 
chance of responding correctly. This minimises task-related demands, and also increases the 
likelihood of false positives. Conversely, the production paradigms were less limited in the 
range of possible answers than the comprehension paradigms, which means that false 
positives are less likely but that additional task-related demands are high. These additional 
demands may be too demanding for a child’s limited processing resources. Therefore, it is 
possible that children with weak memory skills did not display benefits from the low working 
memory load of before-chronological sentences because their working memory capacity was 
already limited by the additional demands of the production paradigms. As outlined in 
Experiments 3 and 4, a simple way to test this would be to investigate whether the touch-
screen comprehension results (Experiments 1 and  2) are replicated under a series of 
conditions that increase task working memory load (e.g., increasing sentence length by 
adding additional words or clauses, see Cain, 2007).  
Future research should use production paradigms with simplified demands in an 
attempt to make a fairer comparison with comprehension. One option would be a structural 
alignment paradigm, in which participants take turns with an experimenter in describing a set 
of events (see Pickering & Branigan, 1998; Rowland, Chang, Ambridge, Pine & Lieven, 
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2012). Participants typically show a preference to align their choice of sentence structure with 
that of the experimenter (Bock, 1986). This paradigm could be used as an additional test for 
replication: support for the accuracy data in Experiments 3 and 4 would be provided with less 
frequent production of sentence structures that are associated with higher demands on 
language knowledge. Critically, this improves the ecological validity of the task because 
children do not receive explicit instructions in the training nor in the test phase. The 
disadvantage is that, as outlined in Chapter 1, less explicit instructions in production do not 
match the constrained experimental manipulations offered by comprehension tasks and fewer 
target sentence structures may be produced. Nevertheless, this task may provide the means to 
allow future research to investigate whether the difficulty in producing after-reverse 
sentences (driven by poor language knowledge) holds even when task-related demands are 
minimised. 
In addition, more fine grained comparisons between comprehension and production 
would be enabled if timing measures for children’s production are improved so that they are 
more sensitive to processing costs in critical regions. The measurement of onset times in the 
sentence repetition task (Experiment 3) did not predict performance across different sentence 
structures. It would be problematic to measure processing times once the child has begun her 
utterance (e.g., total time to produce the sentence), as young children often alter certain words 
in the sentence that are not part of the central interest of the study (e.g., tomato sauce instead 
of ketchup; see Lust et al., 1995). An alternative for providing a timing measure is to examine 
older children so that there is enough data where the precise words have been produced. This 
could potentially be extended into an fMRI study, a research tool that can be used for both 
comprehension and production (e.g., Ye and colleagues, 2011, 2012). For example, after-
reverse sentences would be expected to be the greatest activator of brain areas such as the left 
medial frontal gyrus (associated with maintaining temporal order information in working 
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memory; see Wager & Smith, 2003) and the left medial temporal gyrus (associated with the 
retrieval of language knowledge; see Indefrey & Levelt, 2004).  
It is also worth note that the measurement of processing costs induced in critical 
regions of sentences for comprehension versus production may provide a better 
understanding of whether preferences for connective position differ across the two domains, 
as outlined earlier as an alternative reason for the difficulty in producing after-reverse 
sentences (see 5.2.3, and also 5.3.1).  
5.4.3. Methodological improvements for future studies 
The experimental work was designed to disentangle the role of memory and language 
in the acquisition of two-clause sentences containing before and after. As noted, the main 
difference between the findings for comprehension and production was that memory capacity 
was a stronger predictor of children’s performance in comprehension than in production; 
whereas for the latter, language knowledge was the more significant influence. I have 
explained this asymmetry by drawing on Chater et al.’s (2016) framework that the two 
domains share the same cognitive processes but that they differ by the nature of the tasks 
themselves (i.e., different input and goals), which may place different demands on language 
retrieval processes. However, at this point it is important to recall that a key difference 
between the memory capacity (Just & Carpenter, 1992) and the language-based (Van Dyke et 
al., 2014) accounts is their viewpoint on the architecture of the memory systems: the former 
assumes that short term and long term memory are independent systems, whereas the latter 
assumes that they are unified. Critically, if we assume that comprehension and production 
share the same processes and mechanisms (Chater et al.; Pickering & Garrod, 2013), then 
they must share the same memory architecture. Therefore, as future research becomes more 
fine-grained in comparing comprehension and production, we should expect to find an 
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overlap in terms of which sentence processing account best explains comprehension and 
production.  
In addition to improving the experimental paradigms used to assess comprehension 
and production (see 5.4.1, 5.4.2), one way to follow this issue up is to use a more intensive 
battery of measures for individual differences in memory and vocabulary skills (Language 
and Reading Research Consortium, 2015). Ideally, working memory tasks should measure the 
storage and manipulation (processing) of information, thereby tapping the two critical 
functions of working memory (Oberauer & Lewandowsky, 2010). However, as noted, 
Gathercole et al. (2004) have reported that 5-year-olds find it too difficult to perform such 
complex span tasks. Specifically, the sentence processing demands of a listening recall task 
(Daneman & Carpenter, 1980), resequencing demands of numbers in a backward digit recall 
task (Morra, 1994), and dot counting in counting recall tasks (Case, Kurland, & Goldberg, 
1982) led to floor performance by 4- and 5-year-olds. Nevertheless, to build upon the single 
measure of working memory storage in the present thesis (forward digit recall), a future study 
of older children (i.e., 6 years onward) should include these as multiple measures of working 
memory in order to have a more comprehensive assessment of this construct (Kidd, 2013).  
It is also important to note that Daneman and Blennerhassett (1984) have previously 
demonstrated a version of the listening recall task that can be used with 3-year-olds. In their 
task, children are presented with sets that contain between 1 to 5 sentences, and must recall 
those sentences in verbatim. However, as with other listening recall tasks (e.g., Daneman & 
Carpenter, 1980), the verbal nature of this task means that if it displays any influence on 
comprehension,  that can be attributed to the notion that it is simply tapping into the language 
knowledge that underlies language processing (Kidd, 2013; MacDonald & Christiansen, 
2002). Therefore, digit based tasks can be advantageous because they are less strongly related 
to language processing ability in young children than outright verbal tasks (Cain, 2006; 
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Seigneuric, Ehrlich, Oakhill, & Yuill, 2000). For these reasons, the forward digit recall task 
was the most suitable single measure for the experimental work of the present thesis.  
To build upon the measure of the breadth of vocabulary that was used in the present 
thesis, the depth of vocabulary knowledge should also be measured in order to take into 
account the richness of knowledge for particular words (Cain & Oakhill, 2014; Ouellette, 
2006). Breadth and depth of word knowledge is important for testing the assumption of a 
language-based account that lexically rich representations support a more accurate 
representation of information in working memory (e.g., Van Dyke et al., 2014). Similarly, 
tests of grammatical knowledge (e.g., TROG; Bishop, 1983) should be included as a 
measurement of language knowledge, as rich grammar representations should influence the 
role of working memory on language processing in the same way that vocabulary is proposed 
to (Van Dyke et al., 2014). Note, however, that the measures used in the present thesis were 
strongly predictive of performance, and that these suggestions are for developing a more fine-
grained picture of the influence of memory and language knowledge. 
5.4.4. Corpus studies of spoken language 
Of course, children’s ability to understand and use before and after in two-clause 
sentences cannot be entirely explained by the inherent memory and language demands of the 
sentence structure itself (e.g., Just & Carpenter, 1992; Van Dyke et al., 2014). An alternative 
but not mutually exclusive explanation for poor performance would be a usage-based account 
(e.g., Tomasello, 2003). In its simplest form, this posits that the understanding and processing 
ease for specific sentence structures is influenced by their distributional frequencies in the 
input. The more children hear a specific sentence structure, the more able they are to 
understand an utterance that takes the form of that sentence structure. 
The role of input in language acquisition has been well supported in a host of other 
sentence constructions that essentially provide another test bed for investigating the interplay 
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of factors that influence complex sentence acquisition (e.g., Kidd, Brandt, Lieven & 
Tomasello, 2007; Goldberg, Casenhiser, & Sethuraman, 2004, Huttenlocher, Vasilyeva, 
Cymerman, & Levin, 2002; Theakston, Lieven, Pine, & Rowland, 2004). A notable example 
is the relative clause sentence, in which children sometimes find it more difficult to 
comprehend and produce object relative clauses (e.g., This is the dog that the cat chased) 
compared to subject relative clauses (e.g., This is the dog that chased the cat). This difference 
in performance has previously been explained using theories that focus on the inherent 
memory (e.g., Just & Carpenter, 1992) and language demands (e.g., Van Dyke et al., 2014) of 
the sentence structure itself (see Finney, Montgomery, Gillam, & Evans, 2014). However, 
Kidd et al. (2007) have shown that children’s difficulty with relative clauses is also predicted 
by their frequency of occurrence in naturalistic speech.  
Despite the previous research on the role of input frequency on the acquisition of 
various complex sentence structures, there has not yet been an empirical demonstration of its 
influence on the acquisition of two-clause sentences containing before and after. Therefore, 
an aim for future research should be to use corpus methods to analyse the frequency with 
which children hear these different sentence structures in various outlets, such as adult 
speech, children’s books, and children’s television programs. Only a comprehensive account 
which considers the role of input frequency in conjunction with the inherent memory and 
language demands of the sentence structure, can fully reveal how children learn to construct a 
coherent representation of the information provided in the discourse.  
5.5. Educational implications 
 Skilled language users benefit from connectives by using them to understand and 
signal the relations between sentences (Cozijn, Noordman, & Vonk, 2011; Sanders & 
Noordman, 2000; Traxler, Bybee, & Pickering, 1997). The National Curriculum in England 
(DfE, 2014) outlines that teachers should first introduce temporal connectives (including 
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before and after) at 7- to 8-years-old (Year 3). These are taught explicitly as grammatical 
concepts, and children are encouraged to note and explore their use in speech, writing, and 
book reading. However, the findings of this thesis show that children display competence 
with before and after earlier than previously thought, for example 3- to 4-year-olds can 
perform at above chance overall and 5- to 6-year-olds can perform at ceiling (Experiment 3). 
Therefore, given that children who understand connectives find it easier to integrate two-
clause sentences when the clauses are linked by a connective (e.g., Cain & Nash, 2011), an 
earlier focus of connectives such as before and after in the curriculum may be advantageous 
for improving early educational attainment.  
Teachers should also be made aware of the findings in this thesis that connectives 
such as before and after may be less easily understood when they are used in particular 
sentence structures. The first reason for this is that teachers may need to allocate extra time 
and instruction for teaching children to understand and use these connectives in more difficult 
sentence structures, such as reverse order sentences. The second reason is that classroom 
instructions which provide information about the order that things will happen, are more 
likely to be understood by 3- to 7-year-olds when the events are presented in easier sentence 
structures such as chronological order: ‘You will have to finish your work before you go out to 
play’.  
5.6. Final conclusions  
The research in this thesis provides an insight into how early children acquire an 
understanding of two-clause sentences containing before and after, so provides a fundamental 
insight into how young children construct temporal representations of a text’s meaning. My 
findings indicate earlier competence than previously reported: children were above chance 
level from as young as 3- to 4-years-old (Experiment 1) and performed at ceiling as young as 
5- to 6-years-old (Experiment 3). However, the 3- to 4-year-olds typically demonstrated poor 
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knowledge of the distinction between the meanings of before and after, and tended to 
interpret the event order as the order of mention of events. Older children displayed an 
adequate understanding of these connectives, but the reason for their failure shifted to 
sentence processing limitations. The explanations for why children displayed these 
processing difficulties differed for comprehension versus production, but were replicated 
within each respective domain. Specifically, working memory capacity best predicted the 
processing difficulties in comprehension (Experiments 1 and 2) and language knowledge best 
predicted the processing difficulties in production (Experiments 3 and 4). This highlights the 
importance for language researchers to seek converging evidence across a variety of 
measurements before defining full competence and reaching final conclusions. A key aim for 
future theoretical and experimental work is to examine the interplay of the role of working 
memory capacity and language retrieval processes, along with other factors such as the 
distributional frequencies in the input, on sentence processing in order to elucidate the 
commonalities and differences in their influence on language comprehension and production. 
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Summary of GLMM: Justification for pruning the non-significant main effect and interactions 
of age, order and connective on the proportion of correct answers by 3- to 7-year-olds. 
Main model M (b) SE z CI 
2.5%    97.5% 
p(>|z) 
(Intercept) -0.25 0.22 -1.14 -0.68 0.18 0.25 
Four-to-Five 0.64 0.31 2.04 0.02 1.25 0.04 
Five-to-Six 1.21 0.33 3.67 0.56 1.85 <0.01 
Six-to-Seven 1.21 0.35 3.51 0.54 1.89 <0.01 
Order 0.81 0.23 3.49 0.35 1.26 <0.01 
Connective -0.13 0.25 -0.51 -0.61 0.36 0.61 
Four-to-Five:Order 0.01 0.34 0.04 -0.65 0.67 0.97 
Five-to-Six:Order -0.27 0.36 -0.74 -0.97 0.44 0.46 
Six-to-Seven:Order 0.02 0.39 0.06 -0.74 0.79 0.95 
Four-to-Five:Connective -0.51 0.35 -1.45 -1.21 0.18 0.15 
Five-to-Six:Connective -0.23 0.37 -0.63 -0.95 0.49 0.53 
Six-to-Seven:Connective -0.03 0.39 -0.07 -0.79 0.74 0.95 
Order:Connective 0.14 0.29 0.49 -0.42 0.71 0.62 
Four-to-Five:Order:Connective 0.29 0.42 0.68 -0.54 1.12 0.49 
Five-to-Six:Order:Connective 0.39 0.45 0.86 -0.50 1.28 0.39 
Six-to-Seven:Order:Connective 0.25 0.50 0.49 -0.74 1.24 0.62 
*Note: 1. Bold = predictor is significant at p<.05 or better.  
  




Summary of GLMM: Main effect of age and order on the proportion of correct answers by 3- 
to 7-year-olds. 
Main model            M (b)    SE      z CI 
 2.5%    97.5% 
    p(>|z) 
Fixed effects:       
(Intercept) -0.34 0.15 -2.22 -0.64 -0.04 0.03 
Four-to-Five 0.47 0.20 2.37 0.08 0.86 0.02 
Five-to-Six 1.02 0.21 4.91 0.62 1.43 <0.01 
Six-to-Seven 1.25 0.22 5.60 0.81 1.69 <0.01 
Order 0.90 0.10 9.12 0.71 1.10 <0.01 
*Note: 1. Bold = predictor is significant at p<.05 or better.  
  




Summary of GLMM: Main effect and interactions of age, order and connective on response 
times (without square root transformation) to correct answers by 4- to 7-year-olds. 
Main model M (b) SE t CI 
2.5%     97.5% 
(Intercept) 1.66 0.17 9.62 1.32 2.00 
Five-to-Six -0.35 0.24 -1.47 -0.82 0.12 
Six-to-Seven -0.46 0.24 -1.91 -0.93 0.01 
Order 0.12 0.16 0.75 -0.19 0.43 
Connective 0.56 0.17 3.33 0.23 0.88 
Five-to-Six:Order -0.22 0.22 -1.01 -0.65 0.21 
Six-to-Seven:Order -0.19 0.22 -0.86 -0.62 0.24 
Five-to-Six:Connective -0.41 0.22 -1.89 -0.84 0.01 
Six-to-Seven:Connective -0.60 0.22 -2.72 -1.03 -0.17 
Order:Connective -0.69 0.21 -3.27 -1.10 -0.28 
Five-to-Six:Order:Connective 0.44 0.28 1.56 -0.11 1.00 
Six-to-Seven:Order:Connective 0.60 0.28 2.10 0.04 1.15 
*Note: 1. Bold = predictor is significant at p<.05 or better.  
  




Summary of GLMM: Main effect and interactions of age, order and connective on response 
times (with square root transformation) to correct answers by 4- to 7-year-olds. 
Main model M (b) SE t CI 
2.5%     97.5% 
(Intercept) 1.18 0.06 18.52 1.05 1.30 
Five-to-Six -0.16 0.09 -1.83 -0.33 0.01 
Six-to-Seven -0.24 0.09 -2.75 -0.42 -0.07 
Order 0.05 0.06 0.78 -0.07 0.16 
Connective 0.22 0.07 3.20 0.08 0.35 
Five-to-Six:Order -0.08 0.08 -1.04 -0.24 0.07 
Six-to-Seven:Order -0.06 0.08 -0.81 -0.22 0.09 
Five-to-Six:Connective -0.16 0.09 -1.82 -0.33 0.01 
Six-to-Seven:Connective -0.23 0.09 -2.62 -0.41 -0.06 
Order:Connective -0.26 0.09 -3.08 -0.43 -0.10 
Five-to-Six:Order:Connective 0.14 0.12 1.17 -0.09 0.36 
Six-to-Seven:Order:Connective 0.24 0.12 2.05 0.01 0.46 
*Note: 1. Bold = predictor is significant at p<.05 or better.  
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Table A.4.1.  
Frequency counts of each individual error types made by 3- to 5-year-olds in the sentence repetition 
and blocked elicited production task. 
Error type Example target:  






Sense maintained   131 410 
Connective only  Tom ate the burger, when he poured the ketchup 22 69 
Connective and order  Tom poured the ketchup, before he ate the burger  41 104 
Connective and position  Before Tom ate the burger, he poured the ketchup 22 88 
Connective, order and 
position  
When Tom poured the ketchup, he ate the burger 17 52 
Order and position  After Tom poured the ketchup, he ate the burger 29 97 
Sense changed   358 152 
Connective only  Tom ate the burger, before he poured the ketchup 189 33 
Connective and order  Tom poured the ketchup, when he ate the burger  16 3 
Connective and position  When Tom ate the burger, he poured the ketchup 29 4 
Connective, order and 
position  
Before Tom poured the ketchup, he ate the burger 18 11 
Order only  Tom poured the ketchup, after he ate the burger  62 26 
Position only  After Tom ate the burger, he poured the ketchup 44 69 
Incomplete     93 305 
No response  No response made or nonsensical 13 112 
Clause omission  Tom ate the burger after he…I’ve forgotten 36 24 
Full stop, no connective  Tom ate the burger. He poured the ketchup 2 75 
‘And’ used as 
connective  
Tom ate the burger and he poured the ketchup 42 95 
Total errors  582 867 
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Table A.4.2.  
Summary of GLMM: Main effect and interactions of age, connective, and order on the 
percentage of connective substitution errors in relation to the total errors by 3- to 4- and 4- to 
5- year-olds in the sentence repetition task 
Main model  M (b) SE t p(>|z|) 
 (Intercept) 0.36 0.39 0.94 0.35 
 Age -0.44 0.54 -0.82 0.41 
 Order -1.14 0.50 -2.26 0.02 
 Connective -0.68 0.40 -1.71 0.09 
 Age:Order 0.60 0.69 0.87 0.38 
 Age:Connective 0.61 0.56 1.10 0.27 
 Order:Connective 0.60 0.60 1.01 0.31 
 Age:Order:Connective -0.87 0.86 -1.01 0.31 
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Table A.4.3.  
Summary of GLMM: Main effect and interactions of age, memory, order and connective on 3- to 
6- year-old’s accuracy responses in the elicited production task. 
 Main model  M (b) SE t  p(>|z|) 
 (Intercept) -35.51 5.25 -6.76 <0.01 
 Age 0.51 0.08 6.18 <0.01 
 Memory 0.01 0.18 0.05 0.96 
 Order 17.04 5.15 3.31 <0.01 
 Connective 13.42 2.58 5.21 <0.01 
 Order:Connective -11.69 3.23 -3.62 <0.01 
 Age:Order -0.25 0.08 -3.10 <0.01 
 Age:Connective -0.30 0.05 -5.98 <0.01 
 Memory:Order 0.09 0.17 0.53 0.59 
 Memory:Connective 0.34 0.09 3.72 <0.01 
 Age:Order:Connective 0.24 0.06 4.11 <0.01 
 Memory:Order:Connective -0.24 0.11 -2.10 0.04 








Summary of GLMMs (medial position sentences only, by age group) for the log-odds of accuracy responses to sentences: Effect of order. 
Accuracy Age 3-4  Age 4-5  Age 5-6  Age 6-7 
 (b) SE z p  (b) SE z p  (b) SE z p  (b) SE z p 
Exp. 1                    
Intercept 0.24 0.19 1.27 0.21  0.79 0.33 2.42 0.02  1.58 0.33 4.81 <0.01  2.83 0.32 8.88 <0.01 
Order 0.55 0.21 2.65 0.01  1.20 0.50 2.40 0.02  2.13 0.50 4.27 <0.01  2.28 0.69 3.33 <0.01 
Exp. 2                    
Intercept -0.26 0.21 -1.25 0.21  0.45 0.27 1.66 0.10  1.10 0.33 3.35 <0.01  0.97 0.28 3.47 <0.01 
Order 0.82 0.30 2.76 0.01  0.79 0.34 2.34 0.02  0.47 0.34 1.40 0.16  0.98 0.31 3.18 <0.01 
Exp. 3 
Intercept -0.36 0.40 -0.90 0.37  -0.57 0.68 -0.84 0.40 -  -    -      -  - - - - 
Order 0.50 0.38 1.32 0.19  1.87 0.65 2.87 <0.01 - -     -    -   - - - - 
Exp. 4 
Intercept -5.01 1.00 -4.99 <0.01  -8.67 4.31 -2.01 0.04  1.69 0.93 1.82 0.07  - - - - 
Order -5.61 6.97 -0.80 0.42  13.68 4.62 2.96 <0.01  5.81 2.59 2.24 0.02  - - - - 
RTs Age 4-5       Age 5-6             Age 6-7 












Exp. 2                  
Intercept 1.19 0.06 19.48 1.07 1.30  1.02 0.06 16.57 0.90 1.14  0.94 0.07 14.37 0.81 1.06 
Order <0.01 0.06 -0.04 -0.12 0.12  -0.12 0.05 -2.22 -0.22 -0.01  -0.07 0.05 -1.27 -0.17 0.04 
Note (1) Fixed effects labels: Order = effect of order, chronological vs. reverse (2) Bold = predictor is significant at p < .05 or better. 






Mean (SD) proportion correct for each sentence type by 3- to 7-year-olds in Experiment 1  
 3 to 4 years 4 to 5years 5 to 6 years 6 to 7 years 
Before-chronological 0.72 ( 0.45) 0.81 (0.39) 0.92 (0.27) 0.96 (0.19) 
Before-reverse 0.66 (0.47) 0.67 (0.47) 0.87 (0.33) 0.93 (0.24) 
After-chronological 0.67 (0.47) 0.71 (0.45) 0.79 (0.41) 0.87 (0.33) 
After-reverse 0.57 (0.5) 0.64 (0.48) 0.77 (0.42) 0.91 (0.28) 






Mean (SD) proportion correct for each sentence type by 3- to 7-year-olds in Experiment 2. 
 3 to 4 years 4 to 5 years 5 to 6 years 6 to 7 years 
Before-chronological 0.63 (0.49) 0.70 (0.46) 0.82 (0.38) 0.86 (0.34) 
Before-reverse 0.42 (0.49) 0.45 (0.50) 0.63 (0.49) 0.66 (0.47) 
After-chronological 0.63 (0.49) 0.75 (0.43) 0.80 (0.40) 0.84 (0.37) 
After-reverse 0.44 (0.50) 0.58 (0.49) 0.69 (0.46) 0.69 (0.46) 









Mean (SD) response times for each sentence type by 4- to 7-year-olds in Experiment 2. 
 4- to 5-year-olds 5- to 6-year-olds 6- to 7-year-olds 
Before-chronological 
1.60 (1.35) 1.02 (1.16) 0.95 (0.96) 
Before-reverse 
2.11 (1.37) 1.42 (1.34) 1.04 (1.3) 
After-chronological 
1.76 (1.44) 1.17 (1.13) 1.11(1.23) 
After-reverse 
1.67 (1.41) 1.17 (1.06) 1.12 (1.33) 





Table A.6.4.  
Mean (SD) proportion correct for each sentence type by 3- to 6-year-olds in Experiment 3. 
 3- to 4-year-olds 4- to 5-year-olds 5- to 6-year-olds 
Before-chronological 0.53 (0.50) 0.65 (0.48) 0.89 (0.32) 
Before-reverse 0.59 (0.49) 0.62 (0.49) 0.88 (0.33) 
After-chronological 0.64 (0.48) 0.62 (0.49) 0.84 (0.36) 
After-reverse 0.44 (0.50) 0.47 (0.50) 0.76 (0.43) 





Mean (SD) onset times (seconds) for each experimental condition by 5- to 6-year-
olds in Experiment 3. 
Before-chronological 0.73 (0.55) 
Before-reverse 0.79 (0.64) 
After-chronological 0.71 (0.42) 
After-reverse 0.75 (0.5) 







Mean (SD) proportion correct for each experimental condition by 3- to 6-year-olds in a blocked 
elicited production paradigm. 
 3- to 4-years 4- to 5-years 5- to 6-years All ages 
Before-chronological 0.28 (0.45) 0.61 (0.49) 0.81 (0.39) 0.57 (0.50) 
Before-reverse 0.15 (0.36) 0.55 (0.50) 0.74 (0.44) 0.48 (0.50) 
After-chronological 0.17 (0.38) 0.63 (0.48) 0.82 (0.39) 0.55 (0.50) 
After-reverse 0.01 (0.08) 0.27 (0.45) 0.68 (0.47) 0.32 (0.47) 




Zero-order correlations between the main effects and interactions of age, order, and connective in Experiment 1 (a follow up for Table 2.2). 
 
 1 2 3 4 5 6 7 
1. Age 
 
       2. Order 
 0.46 
      3. Connective 
 0.45 0.21 
     4. Age:Order 
 -0.47 -0.98 -0.21 
    5. Age:Connective 
 -0.46 -0.21 -0.98 0.22 
   6. Order:Connective 
 -0.22 -0.45 -0.43 0.45 0.43 
  7. Age:Order:Connective 
 0.21 0.42 0.41 -0.44 -0.44 -0.98 
  
  




Zero-order correlations between the main effects and interactions of age, memory, order, and connective in Experiment 1 (a follow up for Table 2.4). 
 





          
 
2.Memory -0.71 
         
 
3.Order 0.25 0.12 
        
 
 
4.Connective 0.23 0.11 0.23 
       
 
 
5.Order:Connective -0.11 -0.06 -0.45 -0.42 
      
 
 
6.Age:Order -0.51 0.38 -0.49 -0.11 0.23 
     
 
 
7.Age:Connective -0.46 0.34 -0.11 -0.52 0.24 0.25 
    
 
 
8.Memory:Order 0.37 -0.52 -0.24 -0.06 0.11 -0.72 -0.18 

























Zero-order correlations between the main effects and interactions of age, order, memory and vocabulary on accuracy in Experiment 2 (a follow up 
for Table 3.2). 
 1 2 3 4 5 6 7 8 
1.Four-to-Five         
2.Five-to-Six 0.70        
3.Six-to-Seven 0.69 0.80       
4.Order -0.01 0.00 0.01      
5.Memory -0.11 -0.17 -0.10 -0.02     
6.Vocabulary -0.44 -0.59 -0.65 -0.02 -0.41    
7.Memory : Order -0.02 -0.02 -0.02 0.06 -0.61 0.32   
8.Vocabulary : Order -0.01 0.00 0.01 0.09 0.41 -0.47 -0.66  
 





Zero-order correlations between the main effects and interactions of memory, age, order, and connective on response times in Experiment 2 (a follow up for 
Table 3.3). 
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1.Memory 
           
    
2.Five-to-Six -0.36 
          
    
3.Six-to-Seven -0.39 0.58
         
    
4.Order -0.16 0.39 0.39 
        
    
5.Connective -0.14 0.34 0.34 0.48 
       
    
6.Memory:Order -0.47 0.18 0.19 0.35 0.16 
      
    
7.Five-to-Six: 
Order 0.18 -0.52 -0.31 -0.76 -0.37 -0.35 
     
    
8. Six-to-Seven: 
Order 0.19 -0.31 -0.50 -0.76 -0.37 -0.39 0.59 
    
    
9.Memory: 
Connective -0.43 0.17 0.17 0.16 0.35 0.46 -0.18 -0.19 
   
    
10.Five-to-Six: 
Connective 0.16 -0.46 -0.28 -0.38 -0.79 -0.18 0.50 0.30 -0.37 
  
    
11.Six-to-Seven: 
Connective 0.17 -0.28 -0.44 -0.38 -0.79 -0.18 0.30 0.48 -0.41 0.64 
 
    
12.Order: 
Connective 0.11 -0.27 -0.26 -0.67 -0.77 -0.24 0.51 0.51 -0.27 0.61 0.61 
    
13.Memory: 
Order: 





   
14.Five-to-Six: 
Order: 
































Zero-order correlations between the main effects and interactions of age, order, and connective on accuracy in Experiment 3 (a follow up for Table 
4.2). 
 
1 2 3 4 5 6 
1. Age 
      2. Order 0.32 
     3. Connective 0.41 0.22 
    4. Age:Order -0.33 -0.99 -0.22 
   5. Age:Connective -0.42 -0.22 -0.99 0.22 
  6. Order:Connective -0.16 -0.50 -0.39 0.50 0.39 
 7. Age:Order:Connective 0.16 0.50 0.39 -0.50 -0.39 -0.99 
 
  




Zero-order correlations between the main effects and interactions of age, memory, vocabulary, age, order, and connective on accuracy in Experiment 3 (a 
follow up for Table 4.3). 
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1. Age 
               
2. Memory -0.34 
              
3. Vocabulary -0.27 -0.23 
             
4. Order 0.18 0.15 0.20 
            
5. Connective 0.23 0.17 0.24 0.27 
           
6. Order:Connective -0.09 -0.09 -0.10 -0.49 -0.39 
          
7. Age:Order -0.46 0.18 0.12 -0.42 -0.10 0.20 
         
8. Age:Connective -0.57 0.20 0.15 -0.10 -0.43 0.15 0.27 
        
9. Memory:Order 0.17 -0.48 0.09 -0.30 -0.09 0.16 -0.34 -0.11 
       
10. Memory:Connective 0.20 -0.59 0.12 -0.10 -0.30 0.14 -0.11 -0.33 0.30 
      
11. Vocabulary:Order 0.13 0.09 -0.45 -0.42 -0.12 0.20 -0.28 -0.07 -0.21 -0.05 
     
12. Vocabulary:Connective 0.16 0.12 -0.57 -0.12 -0.42 0.16 -0.07 -0.29 -0.05 -0.21 0.26 
    
13. Age:Order:Connective 0.26 -0.11 -0.07 0.20 0.16 -0.43 -0.53 -0.42 0.20 0.16 0.15 0.12 
   
14. Memory:Order:Connective -0.11 0.29 -0.05 0.17 0.14 -0.35 0.20 0.16 -0.56 -0.43 0.11 0.07 -0.31 
  
15. Vocabulary:Order:Connective -0.07 -0.05 0.25 0.21 0.16 -0.41 0.15 0.13 0.11 0.07 -0.52 -0.39 -0.30 -0.17 
  
  



























Zero-order correlations between the main effects and interactions of age, order, and connective on accuracy in Experiment 4 (a follow up for Table 
4.4). 
 
1 2 3 4 5 6 
1. Age 
      
2. Order 0.73 
     
3. Connective 0.39 0.42 
    
4. Age:Order -0.73 -0.99 -0.40 
   
5. Age:Connective -0.39 -0.41 -1.00 0.40 
  
6. Order:Connective -0.32 -0.47 -0.81 0.46 0.81 
 
7. Age:Order:Connective 0.31 0.47 0.79 -0.46 -0.79 -0.99 





Zero-order correlations between the main effects and interactions of age, memory, vocabulary, order, and connective on accuracy in Experiment 4 (a follow up 
for Table 4.5). 
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1. Age 
               
2. Memory -0.27 
              
3. Vocabulary -0.38 -0.25 
             
4. Order 0.35 0.17 0.30 
            
5. Connective 0.28 -0.05 0.19 0.42 
           
6. Order:Connective -0.23 0.04 -0.15 -0.47 -0.83 
          
7. Age:Order -0.70 0.20 0.22 -0.47 -0.28 0.30 
         
8. Age:Connective -0.42 0.22 -0.01 -0.28 -0.56 0.46 0.43 
        
9. Memory:Order 0.19 -0.69 0.15 -0.25 0.05 -0.01 -0.27 -0.22 
       
10. Memory:Connective 0.27 -0.34 0.08 0.10 0.10 -0.08 -0.27 -0.59 0.34 
      
11.Vocabulary:Order 0.22 0.15 -0.69 -0.39 -0.19 0.19 -0.35 0.00 -0.23 -0.08 
     
12. Vocabulary:Connective -0.01 0.07 -0.28 -0.23 -0.56 0.46 0.01 -0.13 -0.07 -0.20 0.29 
    
13. Age:Order:Connective 0.36 -0.18 0.00 0.30 0.47 -0.55 -0.47 -0.84 0.21 0.50 0.03 0.11 
   
14. Memory:Order:Connective -0.21 0.27 -0.07 -0.05 -0.08 -0.04 0.24 0.46 -0.42 -0.78 0.11 0.15 -0.44 
  
15. Vocabulary:Order:Connective 0.00 -0.06 0.22 0.21 0.43 -0.45 0.03 0.11 0.11 0.15 -0.35 -0.78 -0.20 -0.27 
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