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We calculate the entanglement entropy of a slab of finite width in the pure Maxwell theory. We
find that a large part of entropy is contributed by the entanglement of a mode, nonlocal in terms
of the transverse magnetic field degrees of freedom. Even though the entangled mode is nonlocal,
its contribution to the entropy is local in the sense that the entropy of a slab of a finite thickness is
equal to the entropy of the boundary plus a correction exponential in thickness of the slab.
I. INTRODUCTION
The entanglement properties of the vacuum of gauge theories is a very interesting subject. In particular entangle-
ment entropy between two regions of space in quantum field theories has been a focus of many investigations triggered
by the discovery of topological entropy in the context of quantum information theory[1],[2]. It can provide comple-
mentary information to standard correlation properties, in particular with theories with global degrees of freedom
and a probe of possible long range dynamics.
Technically such a calculation provides a challenge even in simple abelian theories.
A calculation of von Neumann entropy is a complicated endeavor [3] and to date it has been performed either in
conformal field theories using CFT methods [4], or in free field theories [5]. Even in free theories this calculation is not
entirely straightforward. In particular there is no consensus to date on the result for entropy in abelian gauge theories
[6–9]. The early calculation using Euclidean formulation found a nonstandard contact term [10] whose existence is
still controversial [11]. In 2+1 dimensions pure Maxwell theory the calculation can be performed essentially using
the equivalence of the theory of a free photon to that of a single massless scalar [12, 13]. Due to the fact that the
bosonization techniques available to low dimensions do not generalize to higher dimensions, the separation of locally
physical degrees of freedom in a gauge invariant way turns into a nontrivial matter. [14, 15].
In the previous paper [16] we have calculated the entropy of entanglement between two halves of space in pure
Maxwell theory, using a straightforward approach of integrating part of degrees of freedom in the vacuum wave
function. A nontrivial aspect of this calculation is the necessity to choose gauge invariant physical degrees of freedom
in order to reduce the Hilbert space. We chose to use the two components of magnetic field, parallel to the plane
separating the two halves of space (transverse components) as our physical basis. This required us to solve the no-
monopole condition in order to express the longitudinal component of the magnetic field in terms of the unconstrained
Bi.
The entanglement entropy turned out to be proportional to the area of the transverse plain with finite entropy
density (for a given transverse momentum mode). An interesting feature of the calculation however, is that a final
fraction of the entanglement entropy is contributed by a mode which is nonlocal in the longitudinal direction. The
question to ask then is whether this signals a genuinely nonlocal long range entanglement, or whether the apparent
nonlocality is due to the fact that the longitudinal magnetic field (after solving the no-monopole condition) is a
nonlocal function of the transverse magnetic field components [18].
To address this question in the current note we extend the calculation in [16] to a situation that has more structure.
We consider a bipartite system that consists of a slab of a finite width d and infinite transverse dimension and its
complement consisting of two half spaces R and L, to the right and the left of the slab respectively. We integrate out
the degrees of freedom in the slab and calculate the reduced density matrix and associated entanglement entropy for
the remaining system L⊕R.
If the theory exhibits genuine long range entanglement we would expect that due to the integration out of the fields
inside the slab, the magnetic fields in L should become strongly entangled with the magnetic fields in R and this
entanglement should be reflected in the entanglement entropy. Our results do not support this expectation. We find
that the entanglement entropy does not exhibit such long range features, and instead approaches direct sum of the
entropy in L and in R. In a local theory we expect that the correction to the sum of entanglement entropies in L
and R should decrease with the thickness of the slab as ∆Se ∝ e−knd, where k is the transverse momentum of the
field mode in question, and d - the thickness of the slab and n is some integer. We indeed find such a correction with
n = 2 to the contribution of the entropy due to entanglement of the transverse mode. For the longitudinal mode
we also find an exponentially suppressed correction. Interestingly, this contribution is suppressed by and additional
factor d/L, where L is the linear size of the system, ∆S ∝ dLe−2kd. We suspect that this apparent ”super locality” is
due to our omission of the mixing of this mode with additional modes localized at the boundary of the slab.
We conclude that the apparent nonlocality arising in the calculation is merely due to the fact that the longitu-
dinal mode of magnetic field is expressed nonlocally in terms of the transverse components. Nevertheless since the
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2longitudinal component itself is a local field, the physical effect of entanglement is local.
II. GENERALITIES
We consider free Maxwell fields in 3+1 dimensions. The vacuum wave functional of the theory of a free photon can
be written in terms of magnetic field
〈A|ψ〉 = ψ0[ ~A] = Nexp
{
− 1
(2pi)2
∫
d3xd3y
Bi(x)Bi(y)
|x− y|2
}
i = 1, 2, 3 (2.1)
To define an unconstrained set of degrees of freedom we need to solve the “no monopole” condition
∂iBi = 0, i = 1, 2, 3 (2.2)
We do this in the same way as in [16], namely by eliminating the third component of the magnetic field
B3(x, z) = B3(x, 0)−
∫ z
0
dz′∂iBi(x, z′) i = 1, 2 (2.3)
where x stands for the transverse coordinates, and from now on we use i to denote transverse indexes only. We find
it convenient to separate the magnetic field Bi into (two dimensionally) transverse and longitudinal components
∂iBi(x, z) = χ(x, z); ij∂iBj(x, z) = ζ(x, z) (2.4)
Defining
φ(x) ≡ B3(x, 0); (2.5)
we have (where now by x and z we denote the transverse and longitudinal coordinates respectively)
B3(x, z) = φ(x)−
∫ z
0
dz′χ(x, z′) (2.6)
The integration measure for the functional integral over the magnetic field is thus the Cartesian measure for the
(planar) magnetic field Bi(x, z) or equivalently χ and ζ, and the planar field φ(x) which is defined as φ(x) = B3(x, z =
0).
The vacuum wave functional ψ has the product form
ψ[ζ, χ, φ] = ψ[ζ]ψ[χ, φ] (2.7)
The calculation therefore can be performed separately in the transverse and longitudinal sectors.
Consider the following geometry depicted on Fig. 1.
z=−d/2 z=d/2
L M R
FIG. 1: Decomposition of the space into three pieces denoted by L,M, and R.
Our goal is to integrate all physical degrees of freedom in side the slab, −d/2 < z < d/2 and calculate the von
Neumann entropy of the resulting reduced density matrix on the Hilbert space of degrees of freedom living in L⊕R.
3Note that since the geometry preserves translational invariance in the transverse direction, we can decompose the
fields into transverse momentum modes which decouple in the wave function. We will use this Fourier representation
and will perform the calculation for a given transverse momentum mode k. We decompose the fields as
ζ(k, z) = ζL(k, z)Θ(−z − d/2) + ζM (k, z)Θ(z + d/2)Θ(d/2− z) + ζR(k, z)Θ(z − d/2) (2.8)
χ(k, z) = χL(k, z)Θ(−z − d/2) + χM (k, z)Θ(z + d/2)Θ(d/2− z) + χR(k, z)Θ(z − d/2) (2.9)
We will reduce the vacuum density matrix over ζM , χM and φ, and calculate the von Neumann entropy of the reduced
density matrix. Note that integrating over these variables is equivalent to integrating over both Bi and B3, and thus
all local degrees of freedom inside the slab.
III. THE TRANSVERSE SECTOR.
The factor in the wave function that depends only on transverse fields is given by
ψ[ζ] = Nζexp
{
−
∫
dzdz′ζ(k, z)
K0(k(z − z′))
k2
ζ(−k, z′)
}
(3.1)
where K0 is the Bessel function. The partial trace of the density matrix for a given transverse momentum k is given
by
ρ[ζL, ζR, ζL
′
, ζR
′
] = N
∫
DζMψ[ζL, ζR, ζM ]ψ†[ζL
′
, ζR
′
, ζM ]
= N
∫
DζMexp
{
−
[∫
LL
.
[
ζL(k, z)
K0[k(z − z′)]
k2
ζL(−k, z′) + ζL′(k, z)K0[k(z − z
′)]
k2
ζL
′
(−k, z′)
]
+
∫
RR
[
ζR(k, z)
K0[k(z − z′)]
k2
ζR(−k, z′) + ζR′(k, z)K0[k(z − z
′)]
k2
ζR
′
(−k, z′)
]
+ 2
∫
RL
[
ζR(k, z)
K0[k(z − z′)]
k2
ζL(−k, z′) + ζR′(k, z)K0[k(z − z
′)]
k2
ζL
′
(−k, z′)
]
+ 2
∫
MM
ζM (k, z)
K0[k(z − z′)]
k2
ζM (−k, z′)
+ 2
∫
ML{R}
ζM (k, z)
K0[k(z − z′)]
k2
[
ζL(−k, z′) + ζL′(−k, z′) + ζR(−k, z′) + ζR′(−k, z′)
] ]}
(3.2)
where we have introduced the abbreviations
∫
M
=
∫ d/2
−d/2,
∫
L
=
∫ −d/2
−∞ ,
∫
R
=
∫∞
d/2
.
The Gaussian integration over ζM amounts to the substitution of the solution of the ”classical equations of motion”∫
M
K0[k(z − z′)]ζM (k, z′) = −1
2
(∫
L
K0[k(z − z′)][ζL(k, z′) + ζL′(k, z′)] +
∫
R
K0[k(z − z′)][ζR(k, z′) + ζR′(k, z′)]
)
(3.3)
For convenience let us define
f1(z) =
√
1
8pik(d/2 + z)
e−k(d/2+z) f2(z) =
√
1
8pik(d/2− z)e
−k(d/2−z) Fij ≡
∫
M
dzkfi(z)fj(z) (3.4)
As in [16] we will work in the local approximation, namely assume that the main contribution to physical quantities
of interest arise from the longitudinal distances such that kz > 1. In this approximation the classical solution reads
ζM (k, z) = −f1(z)[ζL(k,−d/2) + ζL′(k,−d/2)]− f2(z)[ζR(k, d/2) + ζR′(k, d/2)] (3.5)
After the substitution of (3.3) into the density matrix (3.2), in this local limit we get
4ρ = Nexp
{
− pi
k3
[∫
L
ζL(k, z)ζL(k, z) +
∫
L
ζL
′
(k, z)ζL
′
(k, z) +
∫
R
ζR(k, z)ζR(k, z) +
∫
R
ζR
′
(k, z)ζR
′
(k, z)
+
2
k
e−kd√
2pikd
ζL
(
k,−d
2
)
ζR
(
−k, d
2
)
+
2
k
e−kd√
2pikd
ζL
′
(
k,−d
2
)
ζR
′
(
−k, d
2
)
− 2
k
F11
[
ζL
(
k,−d
2
)
+ ζL
′
(
k,−d
2
)][
ζL
(
k,−d
2
)
+ ζL
′
(
k,−d
2
)]
− 2
k
F22
[
ζR
(
k,
d
2
)
+ ζR
′
(
k,
d
2
)][
ζR
(
k,
d
2
)
+ ζR
′
(
k,
d
2
)]
− 4
k
F12
[
ζL
(
k,−d
2
)
+ ζL
′
(
k,−d
2
)][
ζR
(
k,
d
2
)
+ ζR
′
(
k,
d
2
)]]}
(3.6)
It is clear from eq. (3.6) that the leading contribution to the entanglement is coming from the fields that are
pinned at ±d/2, since for any other mode the reduced density matrix is in the product form. Keeping only the modes
ζ(k, z = ±d/2) we have
ρ = Nexp
{
− pi
k4
[
ζL(k,−d
2
)ζL(k,−d
2
) + ζL
′
(k,−d
2
)ζL
′
(k,−d
2
) + ζR(k,
d
2
)ζR(k,
d
2
) + ζR
′
(k,
d
2
)ζR
′
(k,
d
2
)
+ 2
e−kd√
2pikd
ζL
(
k,−d
2
)
ζR
(
−k, d
2
)
+ 2
e−kd√
2pikd
ζL
′
(
k,−d
2
)
ζR
′
(
−k, d
2
)
− 2F11
[
ζL
(
k,−d
2
)
+ ζL
′
(
k,−d
2
)][
ζL
(
k,−d
2
)
+ ζL
′
(
k,−d
2
)]
− 2F22
[
ζR
(
k,
d
2
)
+ ζR
′
(
k,
d
2
)][
ζR
(
k,
d
2
)
+ ζR
′
(
k,
d
2
)]
− 4F12
[
ζL
(
k,−d
2
)
+ ζL
′
(
k,−d
2
)][
ζR
(
k,
d
2
)
+ ζR
′
(
k,
d
2
)]]}
(3.7)
We have discretized the longitudinal direction with the UV ”cutoff” k consistently with the local approximation. The
density matrix (3.7) is of the form
ρ = Nexp {− [α(X − F )α+ α′(X − F )α′ − 2αFα′]} (3.8)
where
α =
(
ζL(k,−d/2)
ζR(k, d/2)
)
X =
pi
k4
(
1 e−kd/
√
2pikd
e−kd/
√
2pikd 1
)
F =
pi
k4
(
γ e−kd/4
e−kd/4 γ
)
(3.9)
with γ a pure number
γ =
1
4pi2
∫ ∞
0
dxK20 (x) ≈ 0.0625 (3.10)
For the density matrix (3.8) the entanglement entropy reads [17]
Sζ =
1
2
tr
[
log
{
U − 1
4
}
+
√
Ucosh−1
{
U + 1
U − 1
}]
U = (X − 2F )−1X (3.11)
To understand better this expression we consider the regime of large slab width, i.e. kd  1. This obviously can
also be interpreted as high momentum regime. Physically one expects that the main contribution to entanglement
entropy comes from these sort of momenta, since for momenta lower than the inverse slab width we expect the wave
function to be practically unaffected by integrating ou the fields inside the slab. Thus no entanglement entropy should
be associated with momentum modes with kd 1.
For large slab the off diagonal terms in X are suppressed by a power of kd relative to those in F , and can be
neglected. Expanding to second order in e−kd, the eigenvalues of the matrix U are
λ∓ = λ
(
1∓ 1
2
λe−kd +
1
4
λ2e−2kd
)
λ =
1
1− 2γ (3.12)
5We need to keep second order terms in e−kd , since as we will see, the first order terms cancel in the expression for
entropy. With this we get
S =
(
log
(
λ− 1
4
)
+
√
λ cosh−1
(
λ+ 1
λ− 1
))
+
1
32
e−2kd
(
3λ5/2 cosh−1
(
λ+ 1
λ− 1
)
− 2λ
3
λ− 1
)
(3.13)
This expression exhibits the expected properties. The leading term at large kd is equal to twice the result of [16]
where we have calculated the entropy due to one boundary by integrating magnetic fields in half space. For a local
theory we indeed expect that each boundary will contribute to the entropy independently if they are far apart. The
first correction is exponentially suppressed in kd indicating that momentum k plays the role of the inverse length
over which the transverse degrees of freedom (ζ) are entangled in the longitudinal direction. We also note that the
correction to the leading term in entropy due to the finite width of the slab is negative. This is again expected in the
local theory since for a finite slab width there is a finite amount of coherence left in the density matrix between the
right and left half spaces, and thus the entropy is lower than in the d → ∞ limit. Those are all expected properties
in the transverse sector, as the apparent nonlocality observed in [16] pertains to the longitudinal sector only.
It is nevertheless interesting to note, that although the longitudinal scale that appears in the solutions to the
”classical equations of motion” is the inverse of the momentum k, the final result for the entanglement entropy does
not contain terms of order e−kd. Although such terms are present in the eigenvalues of the matrix U , eq.(3.12), they
cancel in the expression for the entanglement entropy, and the leading correction is of order e−2kd. This is natural if
the entropy depends not on the field B, but only on its square B2,
We now turn to the calculation in the longitudinal sector.
IV. THE LONGITUDINAL SECTOR.
Let us now consider the density matrix for the longitudinal fields.
The longitudinal field dependent factor in the wave function is
ψχ = Nχ exp
{
−
∫
dzdz′
∫
d2k
{
χ(k, z)
K0[k(z − z′)]
k2
χ(−k, z′) +
[
φ−
∫ z
0
duχ(k, u)
]
K0[k(z − z′)]
[
φ−
∫ z′
0
dvχ(−k, v)
]}}
(4.1)
6or in terms of our field decomposition
ψχ = Nχ exp
{
− 2piL
k
φ(k)φ(−k) (4.2)
+
2pi
k
φ(k)
[ ∫ d/2
0
(L− z)χM (−k, z)−
∫ 0
−d/2
(L+ z)χM (−k, z) +
∫ L
d/2
(L− z)χR(−k, z)−
∫ −d/2
−L
(L+ z)χL(−k.z)
]
−
∫
RR
χR(k, z)
[
1
k2
K0(k(z − z′)) +
∫
u>z; v>z′
K0(k(u− v))
]
χR(−k, z′)
−
∫
LL
χL(k, z)
[
1
k2
K0(k(z − z′)) +
∫
u<z; v<z′
K0(k(u− v))
]
χL(−k, z′)
−2
∫
LR
χL(k, z)
[
1
k2
K0(k(z − z′))−
∫
u<z;v>z′
K0(u− v)
]
χR(−k, z′)
−
∫
z>0,z′>0
χM (k, z)
[
1
k2
K0(k(z − z′)) +
∫
u>z; v>z′
K0(k(u− v))
]
χM (−k, z′)
−
∫
z<0,z′<0
χM (k, z)
[
1
k2
K0(k(z − z′)) +
∫
u<z; v<z′
K0(k(u− v))
]
χM (−k, z′)
−2
∫
z>0,z′<0
χM (k, z)
[
1
k2
K0(k(z − z′))−
∫
u>z; v<z′
K0(k(u− v))
]
χM (−k, z′)
−2
∫
z>0,R
χM (k, z)
[
1
k2
K0(k(z − z′)) +
∫
u>z; v>z′
K0(k(u− v))
]
χR(−k, z′)
−2
∫
z<0,L
χM (k, z)
[
1
k2
K0(k(z − z′)) +
∫
u<z; v<z′
K0(k(u− v))
]
χL(−k, z′)
−2
∫
z>0,L
χM (k, z)
[
1
k2
K0(k(z − z′))−
∫
u>z; v<z′
K0(k(u− v))
]
χL(−k, z′)
−2
∫
z<0,R
χM (k, z)
[
1
k2
K0(k(z − z′))−
∫
u<z; v>z′
K0(k(u− v))
]
χR(−k, z′)
}
where we have introduced an infrared cutoff L regulating the longitudinal extent of space.
In the local approximation we can use the asymptotic form of the Bessel function. In this approximation we have∫
u>z; v<z′
K0(k(u− v)) = 1
k2
K0(k(z − z′)); for z > z′ (4.3)
We also have∫
u>z; v>z′
K0(k(u− v)) =
∫
u>z; v
K0(k(u− v))−
∫
u>z; v<z′
K0(k(u− v)) = pi
k
(L− z)− 1
k2
K0(k(z − z′)); for z > z′∫
u<z; v<z′
K0(k(u− v)) =
∫
u; v<z′
K0(k(u− v))−
∫
u>z; v<z′
K0(k(u− v)) = pi
k
(z′ + L)− 1
k2
K0(k(z − z′)); for z < z′(4.4)
The relations eq.(4.4) are only valid as long as |z−z′|  k−1. We therefore have to be careful using them especially if
the integration over z and z′ contains the vicinity of the point z = z′. Close to this point we should not use eq.(4.4),
but instead we can neglect the terms of the form
∫
u,v
K0(k(u − v)) relative to the unintegrated Bessel function in
eq.(4.2). The latter ones with our resolution should be approximated by the delta function, K(x) ≈ piδ(x). With this
in mind we can simplify the wave function as follows
7ψχ = Nχ exp
{
− 2piL
k
φ(k)φ(−k) (4.5)
+
2pi
k
φ(k)
[ ∫ d/2
0
(L− z)χM (−k, z)−
∫ 0
−d/2
(L+ z)χM (−k, z) +
∫ L
d/2
(L− z)χR(−k, z)−
∫ −d/2
−L
(L+ z)χL(−k.z)
]
− pi
k3
∫
z
χR(k, z)]χR(−k, z)− 2pi
k
∫
RR;z>z′
χR(k, z)(L− z)χR(−k, z′)
− pi
k3
∫
z
χL(k, z)]χL(−k, z)− 2pi
k
∫
LL;z>z′
χL(k, z)(L+ z
′)χL(−k, z′)
− pi
k3
∫
z
χM (k, z)]χM (−k, z)
−2pi
k
∫
z>z′>0
χM (k, z)(L− z)χM (−k, z′)− 2pi
k
∫
z<z′<0
χM (k, z)(L+ z)χM (−k, z′)
−2pi
k
∫
z>0,R
χM (k, z)(L− z′)χR(−k, z′)− 2pi
k
∫
z<0,L
χM (k, z)(L+ z
′)χL(−k, z′)
To obtain the reduced density matrix, we trace over χM and φ
ρχ = Nχ
∫
DχMDφ exp
{
− 4piL
k
φ(k)φ(−k) (4.6)
+
4pi
k
φ(k)
[ ∫ d/2
0
(L− z)χM (−k, z)−
∫ 0
−d/2
(L+ z)χM (−k, z)
]
+
2pi
k
φ(k)
[ ∫ L
d/2
(L− z)[χR(−k, z) + χ′R(−k, z)]−
∫ −d/2
−L
(L+ z)[χL(−k.z) + χ′L(−k, z)]
]
− pi
k3
∫
z
χR(k, z)χR(−k, z)− 2pi
k
∫
RR;z>z′
χR(k, z)(L− z)χR(−k, z′)
− pi
k3
∫
z
χ′R(k, z)χ
′
R(−k, z)−
2pi
k
∫
RR;z>z′
χ′R(k, z)(L− z)χ′R(−k, z′)
− pi
k3
∫
z
χL(k, z)χL(−k, z)− 2pi
k
∫
LL;z>z′
χL(k, z)(L+ z
′)χL(−k, z′)
− pi
k3
∫
z
χ′L(k, z)χ
′
L(−k, z)−
2pi
k
∫
LL;z>z′
χ′L(k, z)(L+ z
′)χ′L(−k, z′)
−2pi
k3
∫
z
χM (k, z)χM (−k, z)
−4pi
k
∫
z>z′>0
χM (k, z)(L− z)χM (−k, z′)− 4pi
k
∫
z<z′<0
χM (k, z)(L+ z)χM (−k, z′)
−2pi
k
∫
z>0,R
χM (k, z)(L− z′)[χR(−k, z′) + χ′R(−k, z′)]−
2pi
k
∫
z<0,L
χM (k, z)(L+ z
′)[χL(−k, z′) + χ′L(−k, z′)]
}
As before, we should solve the ”classical equations of motion” that follow by differentiating the ”action” in eq.(4.6)
8with respect to χM and φ
−4pi
k3
χM (k, z)− 4pi
k
θ(z)
[
(L− z)
∫ z
0
χM (k, z
′) +
∫ d/2
z
(L− z′)χM (k, z′)
]
−4pi
k
θ(−z)
[
(L+ z)
∫ 0
z
χM (k, z
′) +
∫ z
−d/2
(L+ z′)χM (k, z′)
]
−2pi
k
θ(z)
∫
R
(L− z′)[χR(k, z′) + χ′R(k, z′)]−
2pi
k
θ(−z)
∫
L
(L+ z′)[χL(k, z′) + χ′L(k, z
′)]
+θ(z)
4pi
k
(L− z)φ(k)− θ(−z)4pi
k
(L+ z)φ(k) = 0
2Lφ(k) =
[ ∫ d/2
0
(L− z)χM (−k, z)−
∫ 0
−d/2
(L+ z)χM (−k, z)
]
+
1
2
(cR − cL) (4.7)
with
cR ≡
∫
R
(L− z)[χR(−k, z) + χ′R(−k, z)]; cL ≡
∫
L
(L+ z)[χL(−k.z) + χ′L(−k, z)] (4.8)
We differentiate the first equation twice to obtain for z 6= 0
d2
dz2
χM (k, z) = k
2χM (k, z) (4.9)
with the solution
χM (k, z) = θ(z)[a1e
kz + a2e
−kz] + θ(−z)[b1ekz + b2e−kz] (4.10)
The coefficients are determined by substituting this form of the solution back into the equations of motion:
φ(k) =
1
k
(a2 − a1) = 1
k
(b2 − b1) (4.11)
a2e
−kd/2(d/2− L+ 1
k
)− a1ekd/2(d/2− L− 1
k
) = −k
2
cR
b1e
−kd/2(d/2− L+ 1
k
)− b2ekd/2(d/2− L− 1
k
) = −k
2
cL
a1 + a2 = b1 + b2 (4.12)
Approximating L− d/2− 1k ≈ L− d/2 etc. for large kd we get
a1 = b1 =
k
4(d/2− L) sinh(kd)
[
cLe
−kd/2 + cRekd/2
]
(4.13)
a2 = b2 =
k
4(d/2− L) sinh(kd)
[
cLe
kd/2 + cRe
−kd/2
]
φ =
1
4(d/2− L) cosh(kd/2) [cL − cR]
χM (z) =
k
2(d/2− L) sinh(kd) [cL cosh(k(z − d/2)) + cR cosh(k(d/2 + z))] (4.14)
9Finally, substituting the solution back into the ”action” we obtain for the reduced density matrix
ρχ[χL, χR;χ
′
L, χ
′
R] = Nχ exp
{
− pi
k3
∫
z
χR(k, z)χR(−k, z)− 2pi
k
∫
RR;z>z′
χR(k, z)(L− z)χR(−k, z′)
− pi
k3
∫
z
χ′R(k, z)χ
′
R(−k, z)−
2pi
k
∫
RR;z>z′
χ′R(k, z)(L− z)χ′R(−k, z′) (4.15)
− pi
k3
∫
z
χL(k, z)χL(−k, z)− 2pi
k
∫
LL;z>z′
χL(k, z)(L+ z
′)χL(−k, z′)
− pi
k3
∫
z
χ′L(k, z)χ
′
L(−k, z)−
2pi
k
∫
LL;z>z′
χ′L(k, z)(L+ z
′)χ′L(−k, z′)
+
pi
k
φ(k)
[ ∫ L
d/2
(L− z)[χR(−k, z) + χ′R(−k, z)]−
∫ −d/2
−L
(L+ z)[χL(−k.z) + χ′L(−k, z)]
]
−pi
k
∫
z>0,R
χM (k, z)(L− z′)[χR(−k, z′) + χ′R(−k, z′)]−
pi
k
∫
z<0,L
χM (k, z)(L+ z
′)[χL(−k, z′) + χ′L(−k, z′)]
}
where now χM and φ are given by eqs.(4.10,4.11). This can be simplified
ρχ[χL, χR;χ
′
L, χ
′
R] = Nχ exp
{
− pi
k3
∫
z
χR(k, z)χR(−k, z)− 2pi
k
∫
RR;z>z′
χR(k, z)(L− z)χR(−k, z′)
− pi
k3
∫
z
χ′R(k, z)χ
′
R(−k, z)−
2pi
k
∫
RR;z>z′
χ′R(k, z)(L− z)χ′R(−k, z′) (4.16)
− pi
k3
∫
z
χL(k, z)χL(−k, z)− 2pi
k
∫
LL;z>z′
χL(k, z)(L+ z
′)χL(−k, z′)
− pi
k3
∫
z
χ′L(k, z)χ
′
L(−k, z)−
2pi
k
∫
LL;z>z′
χ′L(k, z)(L+ z
′)χ′L(−k, z′)
+
pi
k
φ(k)
[
cR − cL
]
− pi
k
∫
z>0
χM (k, z)cR − pi
k
∫
z<0
χM (k, z)cL
}
Calculating the relevant integrals
pi
k
cR
∫ d/2
0
χM (z) = − picR
2kLsinh(kd)
{
cL sinh(k(z − d/2)) + cR sinh(k(z + d/2))
}∣∣∣∣∣
d/2
0
= − picR
2kLsinh(kd)
{
cR sinh(kd) + sinh(kd/2)(cL − cR)
}
∼ − pi
2kL
cR
{
cR
(
1− e−kd/2
)
+ cLe
−kd/2
}
(4.17)
pi
k
cL
∫
z<0
χM (z) = − picL
2kLsinh(kd)
{
cL sinh(kd) + sinh(kd/2)(cR − cL)
}
∼ − pi
2kL
cL
{
cL
(
1− e−kd/2
)
+ cRe
−kd/2
}
(4.18)
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we finally obtain
ρχ[χL, χR;χ
′
L, χ
′
R] = Nχ exp
{
− pi
k3
∫
z
χR(k, z)χR(−k, z)− 2pi
k
∫
RR;z>z′
χR(k, z)(L− z)χR(−k, z′)
− pi
k3
∫
z
χ′R(k, z)χ
′
R(−k, z)−
2pi
k
∫
RR;z>z′
χ′R(k, z)(L− z)χ′R(−k, z′)
− pi
k3
∫
z
χL(k, z)χL(−k, z)− 2pi
k
∫
LL;z>z′
χL(k, z)(L+ z
′)χL(−k, z′)
− pi
k3
∫
z
χ′L(k, z)χ
′
L(−k, z)−
2pi
k
∫
LL;z>z′
χ′L(k, z)(L+ z
′)χ′L(−k, z′)
+
pi
2kL
(
1 +
pi
2kL
(kd− 2coth(kd))
)
(c2R + c
2
L)−
pi
k2L2
csch(kd)cLcR
}
(4.19)
This expression is quite different from the analogous expression for the transverse field. Most notably the entan-
glement is due to the last term in eq.(4.19), which entangles the nonlocal modes of χ. To calculate the entropy we
therefore follow a similar root to [16] and decompose the field in the basis which in particular contains the integrals
of χL and χR over the corresponding space region. In other words we write
χL(k, z) = χL0 (k) + χ˜
L(k, z) : χL0 (k) =
1
L− d/2
∫
L
χL(k, z′) 0 =
∫
L
χ˜L(k, z′)
χR(k, z) = χR0 (k) + χ˜
R(k, z) : χR0 (k) =
1
L− d/2
∫
R
χR(k, z′) 0 =
∫
R
χ˜R(k, z′)
(4.20)
The fields χ˜L and χ˜R can themselves be decomposed in the basis of functions orthogonal to χ
0
L,R. We will not pursue
the exact form of such basis functions. The reason is that we are interested only in calculating the contribution to
the entropy due the nonlocal mode χ0. Thus although one does expect a contribution due to the modes χ˜ or their
mixing with χ0 which will be localized on the boundary of the slab (just like the contribution from ζ in the transverse
case), we will not study these contributions. Therefore the exact form of the basis for χ˜ is of no importance to us.
The terms in the density matrix that involve the interesting modes are (discarding the terms that vanish in the limit
L/d→∞, Lk →∞)
ρ[χL0 , χ
L′
0 , χ
R
0 , χ
R′
0 ] ≈ exp
{
− piL
3
3k
[χL0 (k)χ
L
0 (−k) + χL
′
0 (k)χ
L′
0 (−k)]
− piL
3
3k
[χR0 (k)χ
R
0 (−k) + χR
′
0 (k)χ
R′
0 (−k)]
+
piL3
8k
(
1 +
pi
2kL
(kd− 2coth(kd))
)(
[χL0 (k) + χ
L′
0 (k)]
2 + [χR0 (k) + χ
R′
0 (k)]
2
)
− piL
2
4k2
csch(kd)
(
[χL0 (k) + χ
L′
0 (k)][χ
R
0 (k) + χ
R′
0 (k)]
)}
(4.21)
Or
ρ[χ, χ′] = N exp
{
− piL
3
2k
[
χXχ+ χ′Xχ′ − 2χY χ′
]}
(4.22)
where χ ≡ (χL, χR), χ′ ≡ (χ′L, χ′R) and
X =
2
3
− Y Y =
(
dk−2 coth(dk)+2kl
8kl − csch(dk)4kl
− csch(dk)4kl dk−2 coth(dk)+2kl8kl
)
(4.23)
Or
ρ[χ, χ′] = N exp
{
− piL
3
2k
[
χ(µ+ λ)χ+ χ′(µ+ λ)χ′ − 2χ(−µ+ λ)χ′
]}
(4.24)
with
11
µ =
(
−3dk+6 coth(dk)+2kl
24kl
csch(dk)
4kl
csch(dk)
4kl
−3dk+6 coth(dk)+2kl
24kl
)
λ =
1
3
(
1 0
0 1
)
(4.25)
To calculate entropy we need the eigenvalues of µ−1λ, which are
λ1 = 4 +
6
(
dk − 2 coth (dk2 ))
kL
+
9
(
dk − 2 coth (dk2 ))2
k2L2
+O(L−3)
λ2 = 4 +
6
(
dk − 2 tanh (dk2 ))
kL
+
9
(
dk − 2 tanh (dk2 ))2
k2L2
+O(L−3)
(4.26)
We use
σL =
1
2
tr
{
ln
[
µ−1λ− 1
4
]
+
√
µ−1λ cosh−1
[
µ−1λ+ 1
µ−1λ− 1
]}
(4.27)
Keeping only the leading contribution and the first exponential correction we obtain[19]
σL = log
(
27
4
)
− 6 ln 3
kL
e−2kd (4.28)
Integrating over all transverse momentum modes we finally obtain
S =
L2⊥
a2
[
log
(
27
4
)
− 6 ln 3
kL
e−2kd
]
(4.29)
Where 2pia is the ultraviolet cutoff on the transverse momentum integration and L⊥ is the size of the system in the
transverse direction.
The first term like for the transverse contribution is equal to twice the entropy of the single boundary case. The
correction is negative, as expected and decays with the same exponential factor as in the transverse case. The
surprising feature of eq.(4.28) is that the correction is suppressed by a factor 1/kL. Thus the contribution of the
nonlocal mode is ”superlocal” - no correction due to the final width of the slab is present in the thermodynamic
limit[20].
V. CONCLUSIONS
In this note we have calculated the entanglement entropy of pure Maxwell fields in the slab geometry. Our main
interest was in the contribution of the (2D) longitudinal nonlocal mode of the magnetic field. Our main result is
eqs.(4.28, 4.29). The striking result is that even though the entangled field modes are nonlocal (integrals of χ over
the two semi infinite regions of space), the contribution to the entropy does not betray any signs of nonlocality. It is
consistent with the entanglement entropy that originates mostly in the boundary region (the first term in eq.(4.28),
with a correction which exponentially decreases with the width of the slab as e−2kd. This type of behavior is intuitively
expected in a local theory where the range of entanglement is of the same order as the correlation length.
Recall that to set up our calculation in terms of independent degrees of freedom, we have expressed the third
component of magnetic field B3 via the components of magnetic field parallel to the slab surface. The resulting
expression for B3 in terms of χ has apparent nonlocality. Nevertheless in physical terms B3 is a local field, i.e. its
canonical commutation relations with the energy density and electric field are local, and thus it would be natural that
its effects on all physical observables including entanglement entropy should be like that of a local field.
Indeed consider the definition eq.(2.6). If one assumes that fields decay at infinity, i.e. B3(z → ±∞) → 0, this
definition implies
χL0 (k) = B3(k, z = −d/2); χR0 (k) = B3(k, z = d/2) (5.1)
Thus the entanglement arising in the longitudinal sector is precisely due to the entanglement of the modes of B3 at
the boundary of the slab[21].
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