Abstract. This paper presents a new learning algorithm, Multi-Population Cooperative Particle Swarm Optimizer (MCPSO), for neural network training. MCPSO is based on a master-slave model, in which a population consists of a master group and several slave groups. The slave groups execute a single PSO or its variants independently to maintain the diversity of particles, while the master group evolves based on its own information and also the information of the slave groups. The particles both in the master group and the slave groups are co-evolved during the search process by employing a parameter, termed migration factor. The MCPSO is applied for training a multilayer feed-forward neural network, for three benchmark classification problems. The performance of MCPSO used for neural network training is compared to that of Back Propagation (BP), genetic algorithm (GA) and standard PSO (SPSO), demonstrating its effectiveness and efficiency.
Introduction
Artificial neural networks (ANNs) have been widely used in many areas. Especially, the back-propagation (BP) network [1] has been successfully adopted to solve many problems, such as systems control, data compression, and optimization problems. The error back propagation is one of the most popular methods used for training BP neural networks. However, it is based on the gradient information of an objective function, easily trapped in local minima, and is limited for applications in complex optimization problems. The advent of evolutionary computation (EC) has enhanced as a new technique, the optimal design of neural networks [2] .
Recently, a swarm intelligence method, particle swarm optimization (PSO), has been applied to many problems, including neural network design [3] . As already has been mentioned by Angeline [4] , the original PSO, while successful in the optimization of several difficult benchmark problems, presented problems in controlling the balance between exploration and exploitation, namely when fine tuning around the optimum is attempted.
Shi and Eberhart [5] introduced a linear decreasing weight approach to control this balance, i.e., decreasing the inertia weight from a relatively large value ( ) max w to a small value ( ) min w through the course of the PSO run. Clerc [6] has also introduced a constriction factor approach to balance between the global exploration and local exploitation abilities of the swarm. In this work we present a new approach to control the exploration / exploitation balance by introducing a multi-population cooperative scheme [7, 8] . The proposed scheme (MCPSO) consists of a master group and several slave groups in a population. The slave groups can perform independently and produce many new promising particles, which are in the positions giving the best fitness values. The master group will collect the information of these particles from time to time during the evolution process and then update its own particles states using the best current positions discovered by all the particles both in the slave groups and its own. The interactions between master group and slave groups influence the balance between exploration and exploitation and maintain some diversity in the population, even when it is approaching convergence, thus reducing the risk of convergence to local sub-optima.
The proposed scheme, MCPSO, is applied to train a multilayer feed-forward neural network, for three benchmark classification problems. Experimental results are presented to illustrate the effectiveness and competitiveness of MCSPO.
Review of Standard PSO (SPSO)
In PSO, the potential solutions, called particles, fly in a D-dimension search space with a velocity that is dynamically adjusted according to its own experience and that of its neighbors. The th i particle is represented as
are the lower and upper bounds for the th d dimension, respectively. The velocity for particle i is represented as
which is clamped to a maximum velocity vector
The best previous position of the th i particle is recorded and represented as ( , , ..., ), 1 2 P P P P i iD i i = which is also called . pbest The index of the best particle among all the particles in the population is represented by the symbol , g and P g is called . gbest At each iteration step t , the particles are manipulated according to the following equations:
where w is inertia weight; 1 c and 2 c are acceleration constants; and , 
MCPSO Algorithm
The initial inspiration for the PSO was the coordinated movement of groups of animals in nature, e.g. schools of fish or flocks of birds. It reflects the cooperative relationship among the individuals within a group. However, in a natural ecosystem, many species have developed cooperative interactions with each other to improve their survival. Such cooperative-----also called symbiosis-----co-evolution can be found in organisms going from cells to superior animals, including the common mutualism between plants and animals [9] . Inspired by the phenomenon of symbiosis in the natural ecosystem, a master-slave mode is incorporated into the SPSO, and the Multi-population (species) Cooperative Optimizer (MCPSO) is thus presented. In our approach, the population consists of a master group and several slave groups. The slave groups encourage the global exploration (moving to previously not encountered areas of the search space), while the master group promotes local exploitation, i.e., fine-tuning the current search area. The symbiotic relationship between the master group and slave groups can keep a right balance of exploration and exploitation, which is essential for the success of a given optimization task. The master-slave communication model is shown in Fig.1 , which is used to assign fitness evaluations and maintain algorithm synchronization. 
where M represents the master group, M p g and S P g are the best previous particle among all the particles in master group and slave groups, respectively. 3 R is a random value between 0 and 1. 3 c is acceleration constant. For a minimization problem, Φ is migration factor, given by: The pseudocode of the MCPSO algorithm is listed in Table 1 . 
Experiment Studies
In order to demonstrate the performance of the MCPSO, it is applied to the training of multilayer feed-forward neural networks (MFNNs) for classification problems. The performance of the MCPSO is also compared with that obtained using BP, GA and SPSO training.
Training MFNNs Using MCPSO Algorithm
Upon adopting MCPSO to train a MFNN, two key problems must be resolved, namely encoding the MFNN and designing the fitness function. For a three-layer MFNN, the free parameters to be coded include weights and biases, which can be defined as a one-dimensional matrix, i.e., 
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In particular, each particle in MCPSO contains a set of weights and biases of MFNN. The dimension of each particle is same as the size of the above matrix, i.e. D. The MFNN is trained using MCPSO by moving the particles among the weight space to minimize the mean-squared error (MSE) :
where d kp is the k-th node of desired output and y kp is the -th k network output.
Numerical Examples
Three benchmark classification problems, i.e., Iris, New-thyroid and Glass are used for testing. The data sets for those three problems can be obtained from the UCI repository. The network configurations are listed in Table 2 . In applying MCPSO, the number of slave groups K=3, the population size of each swarm 20 = n , are chosen, i.e., 80 individuals are initially randomly generated in a are the same as those defined in MCPSO. In GA, the population size is set as 80, the parameters of crossover probability 0.4 P c = and the mutation probability 0.1 P m = is used. In BP, the learning rate η and the momentum α are set as 0.3 and 0.9, respectively. In each experiment, each data set was randomly divided into two parts: 2/3 as training set and 1/3 as test set. All results reported below are the averages computed over 10 runs. Table 3 shows the experimental results averaged 10 runs of the four algorithms. Where Train Correct and Test Correct are the correct rate of classification and generalization averaged 10 runs for the training and test sets, respectively. MSEt and MSEg refer to mean square error averaged 10 runs on the training and test set, respectively. It should be note that the BP-based MFNN is evolved for 3000 generations repeated for 10 runs.
With regards to the smallest network (Iris problem), the training performance of MCPSO is far better than that of BP and GA but slightly worse than that of SPSO. However, among the four types of methods, it achieves the highest classified accuracy in the test part, which demonstrates that the results found by MCPSO are more stable than that of other methods. Regarding New-thyroid and Glass problems, SPSO slightly outperformed GA and BP. However, average results generated by MCPSO are significantly superior to those generated by any other approaches. Results obtained clearly state the competitiveness of MCPSO with classical algorithms, like BP, GA and SPSO.
We may conclude that MCPSO can compete both with other evolutionary approaches and more classical techniques, at least in some data sets, in terms, not only of accuracy, but also of robustness of the results.
Conclusions
This paper has proposed a new optimization method, MCPSO, for neural network training. MCPSO is in a master-slave mode. The evolution of slave groups is likely to amplify the diversity of individuals of populations and consequently to generate more promising particles for the master group. The master group updates the particle states based on both its own experience and that of the slave groups. This new method is less susceptible to premature convergence and less likely to be stuck in local optima. The feasibility of the MCPSO was demonstrated for three benchmark classification problems, in comparison with other algorithms.
