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Abstract
We study homogenization of iterated randomized singular integrals and homeomor-
phic solutions to the Beltrami differential equation with a random Beltrami coefficient.
More precisely, let (Fj)j≥1 be a sequence of normalized homeomorphic solutions to the
planar Beltrami equation ∂zFj(z) = µj(z, ω)∂zFj(z), where the random dilatation sat-
isfies |µj | ≤ k < 1 and has locally periodic statistics, for example of the type
µj(z, ω) = φ(z)
∑
n∈Z2
g(2jz − n,Xn(ω)), (0.1)
where g(z, ω) decays rapidly in z, the random variables Xn are i.i.d., and φ ∈ C∞0 . We
establish the almost sure and local uniform convergence as j →∞ of the maps Fj to a
deterministic quasiconformal limit F∞.
This result is obtained as an application of our main theorem, which deals with
homogenization of iterated randomized singular integrals. As a special case of our
theorem, let T1, . . . , Tm be translation and dilation invariant singular integrals on R
d,
and consider a d-dimensional version of µj , e.g., as defined above or within a more
general setting, see Definition 3.4. We then prove that there is a deterministic function
f such that almost surely as j →∞,
µjTmµj . . . T1µj → f weakly in Lp, 1 < p <∞ .
1 Introduction and statement of results
1.1 Background and motivation - a birds eye view
The purpose of this paper is twofold: We initiate a systematic study of random quasiconfor-
mal homeomorphisms, and we develop a framework for homogenization of iterated singular
integrals. Our main results regarding the former topic will be obtained as consequences of our
results regarding the latter, which are of independent interest. Since the precise statements of
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our results require some preparation, in this section we give a brief and informal description
of our work.
Recall that quasiconformal maps are homeomorphic W 1,2loc−solutions of the Beltrami equa-
tion
∂zF = µ∂zF, (1.1)
and that for any measurable function µ : C→ C with ‖µ‖∞ < 1 there is an essentially unique
quasiconformal solution. Recent developments have shown an emerging need for a theory of
random quasiconformal maps. For example, simple closed planar curves can be described via
their welding homeomorphism, and random loops such as those associated with the Schramm-
Loewner evolution SLE lead to random circle homeomorphisms. Beginning with the work of
Sheffield, these welding homeomorphisms can be described in terms of Liouville Quantum
Gravity. It is still open to analytically solve the “welding problem” of re-constructing the
loops from these homeomorphisms. The standard approach of solving welding problems is via
the Beltrami equation (1.1), leading to random Beltrami coefficients µ in the case of random
weldings. Progress towards solving this problem has been made in [7].
There are also other cases in random geometry where quasiconformal mappings arise nat-
urally. For instance, certain scaling limits of domino tilings [11], and more generally of dimer
models [18], exhibit different limiting phases. Quasiconformal mappings appear particularly
useful in describing their geometry [4]. Moreover, there is a connection to homogenization of
random conductance models, which in turn can be thought of as a special case of Brownian
motion in a random environment. Here we refer to the review [9].
In another direction, in material sciences it is important to understand random materials
structures, modelled by elliptic PDE’s, and look for global or homogenised properties of the
material. From the vast literature on homogenization of random PDE’s we mention as exam-
ples [20],[14], [3], where the last mentioned monograph contains an extensive bibliography.
In the present paper we will approach the Beltrami equation (1.1), with a random coef-
ficient µ, via the method of singular integral operators. We will mostly work with solutions
normalized by
F (w) = w for w ∈ {0, 1,∞}. (1.2)
However, in the special deterministic case where µ happens to be compactly supported, it is
often more convenient to work with the unique homeomorphic solution to (1.1) that has the
hydrodynamic normalization
F (z)− z = o(1) as z →∞. (1.3)
This so-called principal solution to (1.1) can be obtained from the Neumann series1
∂zF = µ+ µTµ+ µTµTµ+ . . .
1Operators and multipliers in this paper are always applied from right to left unless otherwise specified,
thus for instance µTµTµ = µT (µTµ).
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with T a specific singular integral operator, the Beurling transform, see (1.16) below.
Therefore we are naturally led to the study of homogenisation phenomena for iterated
singular integral operators. Here it is useful to consider the problem from a broader point
of view. Our main result on homogenised iterated singular integrals shows that this can
be carried out in surprising generality, allowing for flexibility and a wide range of potential
applications:
Theorem 1.1. For each 1 ≤ k ≤ m−1 let Tk be a translation and dilation invariant singular
integral. Further, let µ(1) = µ
(1)
δ , . . . , µ
(m) = µ
(m)
δ be stochastic multiscale functions. Then for
any p ∈ (1,∞) the iterated singular integral
hδ := µ
(m)
δ Tm−1µ
(m−1)
δ . . . µ
(2)
δ T1µ
(1)
δ
converges weakly in Lp(Rd) to a deterministic limit function as δ → 0 (convergence in prob-
ability). For the subsequence h2−k the weak convergence takes place almost surely.
The stochastic multiscale functions above are a large class of random functions with
δ−periodic statistical structure. Their precise definition is given in Section 3, and Section
4 is devoted to the proof of Theorem 1.1. In general, the multiscale functions need not be
bounded or compactly supported. An example of such function is provided by (0.1).
In the next subsection we present a variety of natural and specific random Beltrami equa-
tions ∂zFδ = µδ∂zFδ, where the coefficients µδ are stochastic multiscale functions with ‖µ‖∞
bounded by some k < 1. To complete the picture we then need methods more specifically
related to quasiconformal mappings to show that the corresponding random solutions Fδ have
almost surely a unique deterministic normalised quasiconformal limit F∞, see e.g., Theorem
1.6 below.
Finally, we mention that Theorem 1.1 also applies to many basic homogenization problems
of random partial differential operators, see Example 1.11 in Section 1.3.
1.2 Quasiconformal homogenization
In this subsection we state our main results on quasiconformal homogenization and illustrate
them by means of several model examples of coefficients µδ. We consider both deterministic
and random quasiconformal maps, though our main emphasis is on the latter case. It will be
convenient to adopt the following rescaling notation:
Definition 1.2 (Rescaling notation). If δ > 0, n ∈ Zd, and g : Rd → C is a function, we
define the rescaled function g[n,δ] : R
d → C by the formula
g[n,δ](x) := g
(x
δ
− n
)
.
3
For instance, we will apply this convention to the weight
〈x〉 := (1 + |x|2)1/2
so that
〈x〉[n,δ] =
(
1 +
∣∣∣x
δ
− n
∣∣∣2)1/2
for any x ∈ Rd, δ > 0, and n ∈ Zd.
More generally, if g : Rd × Ω → C is a function of a spatial variable x ∈ Rd and a
supplementary variable ω ∈ Ω, we define g[n,δ] : Rd × Ω→ C by the formula
g[n,δ](x, ω) := g
(x
δ
− n, ω
)
.
We extend this convention to the complex plane C by identifying C with R2 (and Z2 with
the Gaussian integers Z[i].
We will typically apply this convention with functions g that are concentrated near the
unit ball B(0, 1), in which case the rescaled function g[n,δ] will be concentrated near the ball
B(nδ, δ). Conversely, the weight 〈·〉[n,δ] is small in B(nδ, δ) and large elsewhere.
Model 1: The deterministic function
µδ(z) := ϕ(z)
∑
n∈Z2
a[n,δ](z), (1.4)
where ϕ ∈ C∞0 (C) is a test function and a : C → C is a smooth non-constant function
supported on [0, 1]2, and the rescaling a[n,δ] is defined by Definition 1.2. One assumes that
‖ϕ‖∞‖a‖∞ < 1.
Model 2: Here µδ is a random function given by either
µδ(z) := a1Q0(z)
∑
n∈Z2
εn(1Q0)[n,δ](z)
= a1Q0(z)
∑
n∈Z2
εn1nδ+[0,δ]2(z),
(1.5)
or
µδ(z) := a
∑
n∈Z2
εn1nδ+[0,δ]2(z), (1.6)
where a ∈ C satisfies |a| < 1, and Q0 := [0, 1]2 is the unit square with corners 0, 1, i, 1 + i,
the εn ∈ {−1,+1} are i.i.d. random signs, and nδ + [0, δ]2 is the square of sidelength δ and
4
bottom left corner equal to nδ, n ∈ Z2. We could as well allow the εn to be arbitrary i.i.d.
random variables with |εn| ≤ 1.
Model 3: A more general model is obtained by allowing the independent ‘bumps’ to have
non-compact support and adding an envelope factor that varies the size of µ locally, and is
independent of the scaling δ. Thus, let g be a rapidly decreasing function and define the
random ‘bump field’
Bδ =
∑
n∈Z2
εng[n,δ], (1.7)
where εn are any i.i.d random variables, the g[n,δ] are defined by Definition 1.2 and we assume
the pointwise bound |Bδ| ≤ 1. Then set
µδ := φ1UBδ, (1.8)
where the ‘envelope function’ φ satisfies the pointwise bound |φ| ≤ k for some k < 1 and
is Ho¨lder continuous with some exponent α > 0, and U ⊂ C is a domain with piecewise
Ho¨lder-boundary (e.g., U could as well be the whole plane).
If we specialize to the case φ ≡ a, where a is a complex constant with |a| < 1, µδ becomes
a constant multiple of the random bump field (1.7):
µδ(z) := aBδ(z). (1.9)
In each of the above model cases, let Fδ be the unique solution to the (random or deter-
ministic) Beltrami equation
∂zFδ = µδ ∂zFδ (1.10)
with 3-point normalization (1.2). The basic question of quasiconformal homogenization then
asks if the sequence F2−k converges as k → ∞. We answer this question by showing that
there is almost sure convergence to a deterministic limit homeomorphism.
We will prove a general result that covers all the above models as special cases, and
is substantially of more general nature. In order to state the result we need to define the
admissible envelope functions and random bump fields.
Definition 1.3 (Random bump fields). We define random bump data to be a pair (g,X),
where X is a random variable taking values in2 R, and g : C × R → C be a measurable
function with rapid decrease in the first variable,
|g(z, y)| ≤ CM〈z〉−M for all M ≥ 1 and z ∈ C, y ∈ R (1.11)
2We place our random parameter in the space R for sake of concreteness, but this space could be replaced
by a more general measurable space, e.g., Rd for any d, if one wished.
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which obeys the pointwise bound ∣∣∣∣∣∑
n∈Z2
g(z − n, yn)
∣∣∣∣∣ ≤ 1
for all z ∈ C and all real sequences (yn)n∈Z2 . We define a random bump field with data (g,X)
and scaling parameter δ > 0 to be a random field of the form
Bδ(z) :=
∑
n∈Z2
g[n,δ](z,Xn) (1.12)
where the rescaling g[n,δ] is defined by Definition 1.2, and Xn, n ∈ Z2 are independent copies
of the random variable X.
In turn, the admissible envelope functions are as follows:
Definition 1.4 (Beltrami envelope functions). A measurable function φ : C→ C is a Beltrami
envelope function if there is k ∈ (0, 1) such that |φ(z)| ≤ k for almost every z ∈ C and φ
is locally Ho¨lder-continuous in L1-norm: there is α > 0 such that for any R > 0 there is
CR <∞ with
‖∆h(1B(0,R)φ)‖L1(C) ≤ CR|h|α, for |h| ≤ 1
where the difference operator ∆h is defined by
∆hf(x) := f(x+ h)− f(x). (1.13)
Example 1.5. Assume that φ : C → C is α-Ho¨lder continuous and satisfies |φ| ≤ k < 1.
Assume also that U ⊂ C is a domain with locally Ho¨lder-regular boundary. Then it is easy to
verify that 1Uφ is a Beltrami envelope function. This holds also true if (locally) the Minkowski
dimension of ∂U is strictly less than 2.
In each of the models 1-3 above the random dilatation can be written in the form µδ = φBδ,
where φ is a Beltrami envelope function and Bδ a random bump field. Hence our result on
quasiconformal homogenization , to be stated next, covers all these cases.
Theorem 1.6. Let (g,X) be random bump data, and let φ be a Beltrami envelope function.
For δ > 0 let
, µδ(z) = φ(z)Bδ(z),
where Bδ is the random bump field (1.12) determined by g,X. Denote by Fj, j ≥ 1, the
3-point normalized solution to the random Beltrami equation
∂zFj = µ2−j∂zFj . (1.14)
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(i) There is a unique deterministic limit function F∞ such that F∞ : C→ C is a quasicon-
formal homeomorphism and as j →∞, almost surely
Fj → F∞ locally uniformly.
(ii) Assume that the envelope function φ is continuous at z0. Then the dilatation µF∞ of the
limit function F∞ is continuous at z0, and µF∞(z0) depends only on the random bump
data (g,X) and on the value φ(z0). More precisely, one has
µF∞(z0) = h(g,X)(φ(z0)),
where the function h(g,X) : {|z| < 1} → {|z| < 1} is continuous.
(iii) If the random variables εn are symmetric, the limit F∞ in both cases of Model 2, (1.5)
and (1.6), is given by the identity map, F∞(z) = z for all z. This is not necessarily the
case in the more general setting of (1.9).
The proof of this theorem is contained in Section 5, which also contains other related results
and remarks. In particular, the above theorem applies as well to the deterministic homoge-
nization problem. We also stress that the coefficient µ need not be compactly supported, in
spite of the fact that the proof is based on the Neumann series.
Remark 1.7. One should note that in the above result there is no need for the stochastic
bump fields corresponding to different δ’s to be independent. Indeed, their stochastic relation
can be arbitrary. This can be understood by by writing the dilatation of Fj in the form
µFj(z) = φ(z)
(∑
n∈Z2
g[n,2−j ](z,Xn,j)
)
,
where Xn,j ∼ X, for each n, j, and only for each fixed j the random variables Xn,j, n ∈ Z2,
are assumed to be independent. Thus there can be arbitrary stochastic relations between the
different layers (Xn,j)n∈Z2 and (Xn,j′)n∈Z2 for j 6= j′. In particular, this possible dependence
structure between different scales does not affect the deterministic limit function F∞, which
depends only on the triplet (φ, g,X). The main reason for this is that the failure probability
in our main estimate (Theorem 3.8) decays polynomially in δ (and hence exponentially in j
if δ = 2−j).
Let us also point out that for the sake of simplicity we leave out many considerations
that would be possible via the techniques of the present paper. For example, one may relax
the speed of convergence to zero in the subsequence B2−j , and it is possible to consider
quasiconformal maps between arbitrary domains.
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Figure 1: A random qc-map obtained by Model 2 with a = 1/2. We thank David White for
help in producing the picture.
We also present a homogenization result for mappings of finite distortion, i.e. we consider
random dilatations µδ with ‖µδ‖L∞(R2) = 1. An example of this kind of dilatation is given by
Model 4 A random function as in the model example (1.5)
µδ(z) := 1Q0(z)
∑
n∈Z2
εn(1[0,1]2)[n,δ](z)
= 1Q0(z)
∑
n∈Z2
εn1nδ+[0,δ]2(z),
(1.15)
but now with random i.i.d. variables εn such that |εn| < 1 and (1 − |εn|)−1 has sufficiently
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fast exponential decay. Theorems 5.8, 5.12 and 5.13 in Section 5 generalize Theorem 1.6 to
the degenerate case (1.15) and beyond.
It is tempting to try to prove almost sure convergence of Fδ in the above examples solely
using weak convergence of µδ. However, it is important to note that this is impossible, as
the following example illustrates. Some deeper properties of µδ and their interaction with
singular integrals are involved here.
Example 1.8. Let a ∈ (−1, 1) and define the Beltrami coefficient ν(z) that is 2-periodic in
the x-variable and constant in the y-variable by setting
ν(z) :=
{
a if x ∈ [2n, 2n+ 1), n ∈ Z,
−a if x ∈ [2n+ 1, 2n+ 2), n ∈ Z.
Write b = 1−a
1+a
and observe that the function
g(x+ iy) :=
{
(x− 2n) + n(1 + b2) + iby if x ∈ [2n, 2n+ 1), n ∈ Z,
b2(x− (2n+ 1)) + n(1 + b2) + 1 + iby if x ∈ [2n+ 1, 2n+ 2), n ∈ Z
solves gz = νgz. Now consider the homogenized dilatation µj(z) := ν(2jz) for any integer
j ≥ 1 and let Fj satisfy
∂zFj = µj ∂zFj
with the three-point normalization, so that
Fj(z) =
g(2jz)
j(1 + b2)
.
As j →∞, it is clear that µj converges locally weakly to zero. However, by the above formulas
we see that there is the uniform convergence Fj → F∞, where
F∞(x+ iy) = x+
1− a2
1 + a2
iy,
and µF∞ ≡ a2 identically. By considering the sequence µ˜j, where µ˜2j = µj and µ˜2j+1 = 0 we
obtain a locally weakly null sequence of dilatations for which the homogenization limit does
not exist. Finally, we observe that its is easy to localize this observation and obtain the same
phenomenon for compactly supported dilatations (see Lemma 5.4 below).
Remark 1.9. In a recent interesting work [16], Ivrii and Markovic provide a more elementary
geometric proof of some special cases of our results on quasiconformal homogenization, also
allowing for non-uniform ellipticity, and give an application to random Delaunay triangula-
tions.
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1.3 Further remarks on Theorem 1.1
As explained in Section 1.1, the application of Theorem 1.1 to quasiconformal homogenization
and solutions to Beltrami equation (1.1) comes via the Beurling transform
Tg(z) := − 1
pi
p. v.
∫
C
g(w)
(z − w)2 dw. (1.16)
Namely, since T ◦ ∂z = ∂z on W 1,2(C), finding a solution to ∂zfδ = µδ∂zfδ, with the hydrody-
namic normalization fδ(z)− z = o(1) at z →∞, is equivalent to solving the integral equation
(1− µδT )∂zfδ = µδ. One then finds the solution via the L2-Neumann series representation
∂zfδ = µδ + µδTµδ + µδTµδTµδ + . . . ,
and the theorem allows us to deduce the weak convergence of each single summand in the
above formula.
The Beurling transform extends to all of L2(C) as an isometric isomorphism. Moreover,
it commutes with dilatations and translations. The class of singular integrals in Rd allowed
in Theorem 1.1 shares these two basic symmetries:
Definition 1.10 (Singular integral operator). A dilation and translation invariant singular
integral operator is any bounded linear operator T : L2(Rd)→ L2(Rd) of the form
Tf(x) = p.v.
∫
Rd
Ω((x− y)/|x− y|)
|x− y|d f(y) dy, for f ∈ C
∞
0 (R
d),
where Ω : Sd−1 → C is smooth and has mean zero.
The definition of the general class of random multipliers considered in Theorem 1.1, the
stochastic multifunctions, is slightly opaque as it employs the notion of stochastic tensor
products. Both these notions will be explained in Section 3 below. However, to give a perhaps
more intuitive idea of these notions, we describe here in detail a special class of multifunctions
which fits well with the notions of bump-fields and Beltrami envelope functions discussed in
the previous Section 1.2. Thus, working in arbitrary dimension d ≥ 1, fix m ≥ 1 and consider
for each index 1 ≤ ` ≤ m the random function
µ
(`)
δ (x) = φ`(x)
∑
n∈Zd
(g`)[n,δ](x,Xn), (1.17)
where we assume for each fixed ` that:
• The ‘envelope function’ φ` does not depend on δ. Moreover, φ` ∈ Lp(Rd) for every
p ∈ (1,∞) with the Ho¨lder bound
‖∆hφ`‖Lp(Rd) ≤ C(p)|h|αp , for |h| ≤ 1, where αp > 0.
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• The random variables {Xn}n∈Zd are independent and identically distributed, Xn ∼ X
for all n ∈ Zd.
• The ‘bump function’ g`(·, ·) satisfies an d-dimensional analogue of condition (1.11).
Lemma 3.10 below implies that such µ
(`)
δ is a stochastic multifunction, covered by Theorem
1.1.
As a last aspect, Theorem 1.1 applies easily to homogenization of many random differential
operators:
Example 1.11. For each ` = 1, . . . , L, let P`(D) be a constant coefficient second order
differential operator on Rd. Also let µ
(`)
δ be random multipliers as in Theorem 1.1. For
simplicity we assume that d ≥ 3, and that the µ(`)δ are supported on a fixed ball B ⊂ Rd.
Our basic ellipticity assumption is that they satisfy a.s.
L∑
`=1
a`‖µ(`)δ ‖L∞(B) ≤ k < 1 for all δ ∈ (0, 1), (1.18)
where the constants aj will be soon defined. We consider the following PDE on R
d with
random coefficient functions
∆uδ +
L∑
`=1
µ
(`)
δ P`(D)uδ = h. (1.19)
Here the right hand side h ∈ L2(Rd) is fixed, and is also supported in the ball B. We normalize
the solutions uj of (1.19) by demanding that uj(x)→ 0 as x→∞.
We claim that this problem has a unique solution uδ ∈ W˙ 2,2(Rd) converging strongly (in
probability) in W˙ s,2(Rd) for every s < 2 towards a deterministic function u∞ ∈ W˙ 2,2(Rd) as
δ → 0. Thus the present homogenization problem is solvable with a deterministic limit.
In order to sketch the argument, let us denote by T` the homogeneous Fourier multiplier
T` := ∆
−1P`(D) and note that it is a scaling and translation invariant singular integral3 on
Rd. We choose a` := sup|ξ|=1 |P (ξ)| in condition (1.18), i.e., a` is the L2-norm of the operator
T`. Then fj := ∆u ∈ L2(B) satisfies the equation
fj +
L∑
`=1
µ(`)Tfj = h,
3 Strictly speaking the T` might not be precisely of the form in Definition 1.10 because there may be an
identity component in addition to a principal value integral; however it is a routine matter to extend the
analysis in this paper to this more general setting.
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which can be uniquely solved in L2(Rd) by the Neumann series and, via condition (1.18), we
obtain an L2-convergent series
fj = h+
∑
1≤`1,...,`m≤L
m≥1
(−1)mµ(`1)T`1µ(`2)T`2 · · ·µ(`m)T`mh. (1.20)
By applying the fundamental solution of the Laplacian, we see that uj = cd| · |2−d ∗ fj solves
(1.19) with the right behaviour in the infinity, as d ≥ 3. Since any other solution has the
same Laplacian, they must differ by a harmonic function that vanishes at infinity, and hence
their difference is zero.
Theorem 1.1 applies to each term in the sum (1.20), and together with the uniform con-
vergence in δ of the series in L2 we deduce that fδ → f∞ weakly in L2(Rd), where f∞ is also
supported in B. The rest of the claim follows from the standard properties of the fundamental
solution cd| · |2−d.
We finally note that above the operators Pj may well have lower order terms since those
produce compact Fourier multipliers between functions on fixed compact subsets of Rd. Hence
the terms in the Neumann-series containing them can be taken care of by multiple applica-
tion of Theorem 1.1. Actually, we could instead of differential operators Pj with constant
coefficients consider as well classical pseudodifferential operators of order 2 whose principal
part is a homogeneous Fourier multiplier.
Similarly, the technique applies to fractional Laplacians, and in many other type of ho-
mogenization problems. In order to spell out one more specific example – completely without
details – consider the homogenization of the general conductivity equation in the plane.
∇ · (A(x)∇u(x)) = 0,
where the 2× 2 matrix A(x) = (δj,k + µjk(x))j,k=1,2 is measurable and uniformly elliptic, and
each µj,k is a stochastic multifunction. One may reduce this to the study of the generalized
Beltrami equation
∂zf + η1∂zf + η2∂zf,
where the coefficients ηj’s are expressed in terms of in the matrix coefficients µj,k, see e.g. [6,
Theorem 16.1.6]. The structure of the ηj’s allows them be approximated in a suitable sense
by multifunctions (see footnote 3 in this connection). The generalized Beltami-equation may
be solved by a 2× 2-matrix valued Neumann series, and the analysis can be then carried out
analogously to the case of the classical Beltrami equation.
For classical treatments of homogenization of the above PDE’s (however, not including
the case of more general case of Fourier multipliers we allow for), we refer to [20], [21], and
[2].
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1.4 Structure of the paper
Section 2 develops the homogenization of deterministic iterated singular integrals. This is
much easier than the random setting, but has its own interest, and it will provide a handy
tool in treating the stochastic case later on. The admissible class of deterministic multipliers
will be called called multiscale functions (see Definition 2.12). They are defined using the
notion of ‘multiscale tensor product’ (Definition 2.10), which generalizes the product of an
envelope function and a bump field. Our deterministic homogenization result is stated as
Corollary 2.25.
Section 3 first defines the probabilistic analogues of the deterministic notions, especially
the ‘stochastic multiscale tensor product’ (Definition 3.2) is used to define stochastic multiscale
functions (Definition 3.1), which are quite a bit more general than the multipliers we discussed
in Section 1.2. The general form of our main result on homogenization of randomized iterated
singular integrals is formulated in Theorem 3.8 and Corollary 3.9. Lemma 3.10 then verifies
that the random multipliers (1.17) are particular instances of a stochastic multiscale tensor
product.
The proof of Theorem 1.1 is carried out in Section 4, where it is obtained as a consequence
of Theorem 3.8 and Corollary 3.9. Somewhat surprisingly, a considerable effort needs to be
spent in establishing the convergence of the expectation of the iterated randomized integrals.
Finally, Section 5 applies Theorem 1.1 to quasiconformal homogenization. There we com-
bine Theorem 1.1 with methods from the theory of planar quasiconformal mappings in order
to show that the corresponding random solutions Fδ almost surely have a unique normalised
deterministic quasiconformal limit F∞, see e.g., Theorem 1.6.
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2 Deterministic multiscale functions
In the sequel we use extensively the notations X . Y or X = O(Y ) to denote the estimate
|X| ≤ CY where C is an absolute constant. If we need the constant C to depend on some
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parameters, we shall indicate this by subscripts, or else indicate the dependence in the text.
For instance, X .p Y or X = Op(Y ) means that |X| ≤ CpY for some constant C depending
on p.
Our arguments in the following three sections are not specific to the Beurling transform in
the plane, and so we shall work in the more general context of singular integral operators in
a Euclidean space. Accordingly, we fix a dimension d ≥ 1; in the application to the Beltrami
equation, we will have d = 2. We shall work with the standard Euclidean space Rd, the
standard lattice Zd, and the standard torus Td = Rd/Zd. We also have a scale parameter
0 < δ < 1, which we shall think of as being small; several of our functions shall depend on
this parameter, and we shall indicate this by including δ as a subscript.
Before we can state the main result, it will be convenient to introduce a certain calculus
regarding various classes of functions (namely, envelope functions, localized functions, negli-
gible functions, and multiscale functions; we will define these classes later in this section). To
set up this calculus we shall need a certain amount of notation and basic theory.
Definition 2.1 (Ho¨lder space). If 1 < p < ∞ and α ∈ (0, 1), we let Λα,p(Rd) denote the
space of functions f whose norm
‖f‖Λα,p(Rd) := ‖f‖Lp(Rd) + sup
0<|h|<1
‖∆hf‖Lp(Rd)
|h|α
is finite, where ∆h was defined in (1.13).
Remark. One could also use Sobolev spaces Wα,p(Rd) instead of Ho¨lder spaces Λα,p(Rd) in
what follows, but we have elected to use Ho¨lder spaces as they are slightly more elementary.
Also note that we usually use the symbol φ for a Beltrami envelope function, c.f. Definition
1.4.
We recall the following definition from p. 10.
Definition 2.2 (Envelope function). An envelope function is a function f : Rd → C (not
depending on the scale parameter δ) such that for every 1 < p < ∞ there exists α > 0 such
that f ∈ Λα,p(Rd). Thus the space of all envelope functions is⋂
1<p<∞
⋃
α∈(0,1)
Λα,p(Rd).
Example 2.3. If Q is a cube in Rd, then one checks that 1Q ∈ Λα,p(Rd) for α ∈ (0, 1/p) so
that the indicator function 1Q is an envelope function. Any function in the Schwartz class is
an envelope function.
Lemma 2.4. The product of two envelope functions is again an envelope function.
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Proof. From Ho¨lder’s inequality one quickly sees that the product of two functions in Λα,p(Rd)
lies in Λα,p/2(Rd). The claim follows.
Definition 2.5 (Localized function). A (deterministic) localized function is a function g :
Rd → C (not depending on the scale parameter δ) such that for every 1 < p <∞ and N > 0,
the function 〈·〉Ng lies in Lp(Rd), where 〈·〉 is as in Definition 1.2. Thus the space of all
localized functions is ⋂
1<p<∞
⋂
N>0
〈·〉−NLp(Rd),
Example 2.6. The indicator function 1Q of a cube is a localized function, as is any function
in the Schwartz class.
We shall often exploit the ability of localized functions to absorb arbitrary powers of
〈·〉[n,δ] via the following lemma, which improves upon the triangle inequality in Lp at the cost
of inserting different localizing weights 〈·〉[n,δ] on each summand.
Lemma 2.7 (Localization lemma). Let δ > 0 and let 1 < p <∞. Then we have the estimate
‖
∑
n∈Zd
fn‖Lp(Rd) .p,d (
∑
n∈Zd
‖〈·〉d[n,δ]fn‖pLp(Rd))1/p
for any sequence fn ∈ Lp(Rd) of functions.
Proof. We can rescale δ = 1. It will suffice to prove the pointwise inequality
|
∑
n∈Zd
fn| .p,d (
∑
n∈Zd
〈·〉pd[n,1]|fn|p)1/p.
By Ho¨lder’s inequality, it is enough to show that pointwise
(
∑
n∈Zd
〈·〉−p′d[n,1] )1/p
′ .p,d 1
where p′ = p/(p − 1) is the dual exponent of p. But this can be established by direct
calculation.
Let us record couple of elementary properties of localized functions.
Lemma 2.8.
(i) The product of two localized functions is a localized function.
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(ii) For any localized function g and any sequence (an) it holds that
‖
∑
n∈Zd
ang[n,δ]‖Lp(Rd) .p,g δd/p‖(an)‖`p , 1 < p <∞
where g[n,δ] is given by Definition 1.2.
Proof. Claim (i) follows from Ho¨lder’s inequality, and claim (ii) is an immediate consequence
of Lemma 2.7.
Definition 2.9 (Discretization). Let f be an envelope function, and let 0 < δ < 1. We define
the discretization [f ]δ : Z
d → C of f at scale δ to be the function
[f ]δ(n) :=
1
δd
∫
nδ+[0,δ]d
f,
thus [f ]δ(n) is the average value of f on the cube nδ + [0, δ]
d.
Definition 2.10 (Multiscale tensor product). Let f be an envelope function and g be a
localized function. We define the multiscale tensor product f ⊗δ g : Rd → C of f and g to be
the function
f ⊗δ g :=
∑
n∈Zd
[f ]δ(n)g[n,δ]
where g[n,δ] is defined by Definition 1.2.
Definition 2.11 (Negligible function). A function F = Fδ : R
d → C depending on the
parameter 0 < δ < 1 is said to be negligible if for every 1 < p < ∞ there exists εp > 0 and
Cp > 0 such that
‖Fδ‖Lp(Rd) ≤ Cpδεp
for all 0 < δ < 1.
Remark. Note in particular that if F is negligible, then Fδ converges to zero in L
p norm as
δ → 0 for every 1 < p <∞, and furthermore the same is true even if one multiplies Fδ by an
arbitrary power of (log 1
δ
). This freedom to absorb logarithmic factors in δ will be useful for
technical reasons later in this paper.
Definition 2.12 (Multiscale function). A function F = Fδ : R
d → C depending on the
parameter 0 < δ < 1 is said to be a (deterministic) multiscale function if it has an expansion
Fδ =
J∑
j=1
fj ⊗δ gj +Gδ
where J ≥ 1 is an integer, f1, . . . , fJ are envelope functions, g1, . . . , gJ are localized functions,
and Gδ is a negligible function. If Fδ and F˜δ are two multiscale functions such that the
difference Fδ − F˜δ is negligible, we say that Fδ and F˜δ are equivalent.
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Example 2.13. If Q is a cube, and g is a localized function, then the function
Fδ(x) :=
∑
n∈Zd
1Q(nδ)g[n,δ](x)
can be easily verified to be a multiscale function. To this end we use Lemma 2.8(ii) to estimate
‖Fδ − 1Q ⊗δ g‖Lp(Rd) ≤
∥∥∥∥∥∥
∑
n : d(nδ,∂Q)≤2√dδ
|g[n,δ]|
∥∥∥∥∥∥
Lp(Rd)
.
(
δ(1−d)
)1/p
δd/p = δ1/p.
Hence the difference Fδ − 1Q ⊗δ g is negligible. A similar statement is true if 1Q is replaced
by a Schwartz function.
Example 2.14. The function µδ defined in (1.4) is a multiscale function. Indeed, µδ is
equivalent to ϕ⊗δ a. More generally, we will prove in Lemma 3.10 below that if g is bounded
and quickly decaying,
|g(x)| ≤ CN〈x〉−N for all N ≥ 1 and x ∈ Rd,
then for any envelope function f the stochastic multiscale tensor product f ⊗δ g is equivalent
to the function f
∑
n∈Zd
g[n,δ].
We continue with basic discretization estimates for envelope functions, encoded in the
following two lemmas.
Lemma 2.15. Let f be an envelope function.
(i) One has ‖[f ]δ‖`p(Zd) .p,d ‖f‖Lp(Rd)δ−d/p for all 0 < δ < 1 and 1 < p <∞.
(ii) For any r ∈ Zd we have
‖∆r[f ]δ‖`p(Zd) .p,f,d (rδ)εpδ−d/p
for some εp > 0 independent of δ or r.
Proof. From Ho¨lder’s inequality followed by Fubini’s theorem we have
‖[f ]δ‖`p(Zd) ≤
∥∥∥∥∥
(
1
δd
∫
nδ+[0,δ]d
|f |p
)1/p
n∈Zd
∥∥∥∥∥
`p(Zd)
= δ−d/p‖f‖Lp(Rd)
and (i) follows since f ∈ Lp(Rd). For (ii), observe that
∆r[f ]δ = [∆δrf ]δ.
The claim now follows from (i) as f ∈ Λεp,p(Rd) for some εp > 0.
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Also, discretization and multiplication almost commute:
Lemma 2.16. Let f, F be envelope functions. Then for every 1 < p <∞ there exists εp > 0
such that ‖[fF ]δ − [f ]δ[F ]δ‖`p(Zd) .p,f,F,d δ−d/p+εp.
Proof. From Fubini’s theorem we have
[fF ]δ(n)− [f ]δ(n)[F ]δ(n) = 1
δ2d
∫
δn+[0,δ]d
∫
δn+[0,δ]d
f(x)(F (x)− F (y)) dxdy.
Writing y = x+ r we can thus estimate
|[fF ]δ(n)− [f ]δ(n)[F ]δ(n)| ≤ 1
δ2d
∫
[−δ,δ]d
∫
δn+[0,δ]d
|f(x)∆rF (x)| dxdr,
and hence by Minkowski’s inequality
‖[fF ]δ − [f ]δ[F ]δ‖`p(Zd) ≤
1
δd
∫
[−δ,δ]d
∥∥∥∥ 1δd
∫
δn+[0,δ]d
|f(x)∆rF (x)| dx
∥∥∥∥
`pn(Zd)
dr.
Lemma 2.15(i) allows us to conclude
‖[fF ]δ − [f ]δ[F ]δ‖`p(Zd) ≤
δ−d/p
δd
∫
[−δ,δ]d
‖f∆rF‖Lp(Rd) dr,
and finally by Ho¨lder’s inequality and the fact that f ∈ L2p(Rd) and F ∈ Λε2p,2p(Rd) for some
ε2p > 0 we see that for r ∈ [0, δ]d
‖f∆rF‖Lp(Rd) .p,f,F δε2p
and the claim follows.
Next we consider the basic properties of multiscale functions. For this purpose we need a
couple of useful lemmas.
Lemma 2.17. Assume that f is an envelope function and g a localized function. Then for
any δ > 0
‖f ⊗δ g‖Lp(Rd) .p,d ‖f‖Lp(Rd)‖〈·〉dg‖Lp(Rd). (2.1)
Proof. We apply the localization lemma (Lemma 2.7) to estimate
‖f ⊗δ g‖Lp(Rd) = ‖
∑
n∈Zd
[f ]δ(n)g[n,δ]‖Lp(Rd)
.p
(∑
n∈Zd
[f ]pδ(n)‖〈·〉d[n,δ]g[n,δ]‖pLp(Rd)
)1/p
.p,d δ−d/p‖f‖Lp(Rd)δd/p‖〈·〉dg‖Lp(Rd)
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where we applied Lemma 2.15(i) and the observation ‖〈·〉[n,δ]g[n,δ]‖pLp(Rd) = δd‖〈·〉g‖pLp(Rd) for
all n.
In particular, if supp(g) ⊂ [0, 1]d, then the above lemma yields the simple estimate
‖f ⊗δ g‖Lp(Rd) .p,d ‖f‖Lp(Rd)‖g‖Lp(Rd).
The following lemma reduces us to considering multiscale tensor products f ⊗δ g with g
supported in [0, 1]d.
Lemma 2.18. Assume that f is an envelope function and g is either a localized function, or
(more generally) that it satisfies for each p ∈ (0,∞)
‖g1k+[0,1]d‖Lp(Rd) .g,p 〈k〉−a, k ∈ Zd, (2.2)
with some a > d. Then f ⊗δ g is a multiscale function that is equivalent to f ⊗δ g˜, where g˜
is supported in [0, 1]d and given explicitly by the formula
g˜(x) := 1[0,1]d(x)
∑
k∈Zd
g(x+ k). (2.3)
Proof. Observe first that any localized function satisfies (2.2). The idea of the proof is to use
the Ho¨lder type continuity of f to show that one may actually treat f locally as a constant
in the relevant scales. To show this, fix p ∈ (1,∞) and observe that by Lemma 2.17 we have
‖f ⊗δ 1[0,1]dg‖Lp(Rd) . ‖f‖Lp(Rd)‖1[0,1]dg‖Lp(Rd). (2.4)
From Definition 2.10, for any δ > 0 we may decompose
f ⊗δ g(x) =
∑
k∈Zd
(
f(·+ kδ)⊗δ (1[0,1]dg(· − k))
)
(x).
Hence
Hδ := f ⊗δ (g − g˜) =
∑
k∈Zd
(∆kδf)⊗δ 1[0,1]dg(· − k).
By the envelope property of f there is ε ∈ (0, a− d) so that ‖∆kδf‖Lp(Rd) . (|k|δ)ε. Hence an
application of (2.4) and our assumption on g yield that
‖Hδ‖Lp(Rd) .
∑
k∈Zd
(|k|δ)ε‖1[0,1]dg(· − k)‖Lp(Rd) . δε,
and the neglibility of Hδ follows.
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We remark that later on when we deal with stochastic multiscale functions then the
natural analogue of the above lemma is no longer valid, causing some additional technical
complications.
We now describe the weak convergence of multiscale functions in the limit δ → 0.
Lemma 2.19. Let F = Fδ be a multiscale function and 1 < p < ∞. Then ‖Fδ‖Lp(Rd) is
bounded uniformly in δ. Furthermore, there exists F0 ∈ Lp(Rd) such that Fδ converges weakly
in Lp(Rd) to F0. Actually, there is ε > 0 such that for any test function φ ∈ C∞0 (Rd)∣∣∣∣∫
Rd
(F0(x)− Fδ(x))φ(x)dx
∣∣∣∣ .φ,Fδ δε
Proof. By linearity it suffices to treat the cases when F is either a multiscale tensor product
or a negligible function. The claims are trivial in the latter case, so assume that Fδ = f ⊗δ g
for some envelope function f and localized function g.
The uniform boundedness of ‖Fδ‖Lp(Rd) follows immediately from Lemma 2.17. In order
to establish the weak convergence let us first consider the model case in which g = 1[0,1]d .
Then for a.e. x we have Fδ(x) = [f ]δ(n), where n is the integer part of x/δ. We thus see that
Fδ(x)− f(x) = 1
δd
∫
nδ+[0,δ]d
f(y)− f(x) dy
and so by the triangle inequality
|Fδ(x)− f(x)| ≤ 1
δd
∫
[−δ,δ]d
|∆rf(x)| dr.
Taking Lp norms, applying Minkowski’s inequality, and using the fact that f ∈ Λεp,p(Rd) for
some εp > 0 we conclude that Fδ converges strongly in L
p(Rd) to f , which certainly suffices.
By subtracting a constant multiple of this model case, we may assume in general that g
has mean zero. We claim that Fδ now converges weakly to zero. Let φ ∈ C∞0 (Rd) be a test
function. We need to show that∫
Rd
∑
n∈Zd
[f ]δ(n)g[n,δ](x)φ(x) dx→ 0
as δ → 0. Using the mean zero nature of g, we can rewrite the left-hand side as
δd
∑
n∈Zd
[f ]δ(n)
∫
Rd
g(r)∆rδφ(nδ) dr.
Since φ is a test function and g is localized, the inner integral has magnitude O(δ), and further-
more vanishes unless n = Oφ(1/δ). Thus the whole expression is bounded by δ
∫
|x|<c(φ)/δ |f |,
and the Lemma follows.
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Parts (i) and (iii) of the the following corollary follow immediately from the above proof,
and (ii) is a consequence of (i).
Corollary 2.20.
(i) If f is an envelope function then f − f ⊗δ 1[0,1]d is negligible.
(ii) Every envelope function is a multiscale function.
(iii) If Fδ is a multiscale function with expansion Fδ =
∑J
j=1 fj ⊗δ gj + Gδ (where Gδ is
negligible), then for any p ∈ (1,∞)
Fδ −→
δ→0
J∑
j=1
cjfj weakly in L
p with cj :=
∫
Rd
gj, j = 1, . . . , J.
We remark that conclusion (iii) makes precise the intuitively obvious statement that a multi-
scale tensor product approximates in some natural sense (a multiple of) the envelope function
as δ → 0.
The sum of two multiscale functions is clearly a multiscale function. We proceed to
give other closure properties of multiscale functions, the first one being the closure under
multiplication.
Proposition 2.21. If F = Fδ and G = Gδ are multiscale functions, then FG = FδGδ is also
a multiscale function.
Proof. If either F or G is negligible, then by Lemma 2.19 and Ho¨lder’s inequality we see
that FG is also negligible. Hence by linearity we may assume that F,G are multiscale tensor
products, e.g., F = f ⊗δ g and G = f ′ ⊗δ g′. By Lemma 2.18 we may assume in addition
that supp(g) ⊂ [0, 1]d and supp(g′) ⊂ [0, 1]d. Then, by observing that g[n,δ], g′n′,δ have disjoint
supports if n 6= n′ we get
FG(x) =
∑
n∈Zd
[f ]δ(n)[f
′]δ(n)g′′[n,δ],
where g′′ := gg′ is a localized function. From Lemma 2.16 we see that∑
n∈Zd
([f ]δ(n)[f
′]δ(n)− [ff ′]δ(n))g′′[n,δ]
is negligible. Hence FG is equivalent to∑
n∈Zd
[ff ′]δ(n)g′′[n,δ]
which equals (ff ′) ⊗δ g′′(x). Since g′′ is localized, and (by Lemma 2.4) ff ′ is an envelope
function, the claim follows.
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Corollary 2.22. Assume that f, f ′ are envelope functions and g, g′ are localized functions.
Then the product (f⊗δg)(f ′⊗δg′) is a multiscale function equivalent to either of the multiscale
tensor products ff ′ ⊗ g˜1, ff ′ ⊗ g˜2, where
g˜1(x) := 1[0,1]d(x)
∑
n,m∈Zd
g(n+ x)g′(m+ x)
and
g˜2(x) :=
∑
n∈Zd
g(n+ x)g′(x).
Proof. The statement concerning g˜1 follows directly from examining the proofs of Lemma 2.18
and Proposition 2.21. The second statement in turn follows from Lemma 2.18 by observing
that g˜2 is localized and g˜1(x) = 1[0,1]d(x)
∑
k∈Zd g˜2(x+ k).
Interestingly enough, the multiscale property is also preserved under (translation and
scaling invariant) singular integrals. This is not at all evident a priori since Tg is usually not
even integrable if g is a localized function. Recall from standard Caldero´n-Zygmund theory
(see e.g., [23]) that T extends to a bounded linear operator on Lp(Rd) for all 1 < p <∞.
Proposition 2.23. If F = Fδ is a multiscale function, and T is a (translation and dilation
invariant) singular integral operator (independent of δ), then TF = TFδ is also a multiscale
function.
Proof. If F is negligible, then TF is negligible also since T is bounded on every Lp(Rd) space.
So we may assume that Fδ = f ⊗δ g for some envelope function f and localized function g.
To simplify the notation we now allow all implicit constants to depend on f, g, T, d.
First suppose that g = 1[0,1]d . By Corollary 2.20 Fδ differs from f by a negligible function,
thus TFδ differs from Tf by a negligible function. Since f is an envelope function, and T
is translation-invariant and bounded on every Lp(Rd), we conclude that Tf is an envelope
function, and thus a multiscale function again by Corollary 2.20, and the claim follows.
By linearity it now suffices to treat the case when g has mean zero. Using the translation
and dilation invariance of T , we observe that
TF =
∑
n∈Zd
[f ]δ(n)T (g[n,δ]) =
∑
n∈Zd
[f ]δ(n)(Tg)[n,δ].
If Tg were a localized function we would now be done, but this clearly not true in general.
However, Tg(x) decays roughly like 〈x〉−d−1 or, more precisely, we have for any x ∈ Rd and
1 < p <∞ that
‖Tg‖Lp(B(x,1)) .p 〈x〉−d−1, (2.5)
whence Lemma 2.18 applies and the desired conclusion follows. In order to verify 2.5, observe
first from the Lp boundedness of T that the claim is easy for |x| ≤ 4, so we may assume |x| > 4.
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We then use the localized mean zero nature of g to decompose g into a piece g1 of L
p norm
Op(〈x〉−d−1) supported in Rd \B(0, |x|/8) and mean zero, and a mean zero localized function
(with quantitative bounds independent of x) g2 supported in B(0, |x|/4). The contribution
of g1 is acceptable by the L
p boundedness of T ; the contribution of g2 is acceptable by using
the mean zero nature of g2 to write for x
′ ∈ B(x, 1)
Tg2(x
′) =
∫
B(0,|x|/4)
(K(x′, y)−K(x′, 0))g2(y),
where K(x, y) = Ω( x−y|x−y|)/|x − y|d is the singular kernel of T , and then using the triangle
inequality, the Caldero´n-Zygmund type bounds on K,i.e.
|K(x′, y)−K(x′, 0)| ≤ C|y||x′|−d−1 for |y| < 2|x′|,
and the localized nature of y 7→ g2(y)|y|.
Corollary 2.24. For any envelope function f , localized function g and singular integral T
the application T (f ⊗δ g) is equivalent to the multiscale function ATf + f ⊗δ g′ where
A :=
∫
Rd
g and g′(x) := T
(
g − A1[0,1]d
)
(x).
Iterating Proposition 2.21 and Proposition 2.23, we obtain our deterministic homogeniza-
tion result for iterated singular integrals:
Corollary 2.25. Let µ = µδ be a multiscale function, and let T be a singular integral op-
erator. Let m ≥ 1, let 1 < p < ∞, and define µm = µm,δ recursively by µ1,δ := µδ and
µm,δ := µδTµm−1,δ for m > 1. Then µm,δ is bounded in Lp(Rd) uniformly in δ, and is weakly
convergent to a limit µm,0 ∈ Lp(Rd).
Remark. In principle it is possible to deduce a formula for the limit µm,0 by a repeated
application of Lemma 2.19 and Corollaries 2.22 and 2.25.
3 Stochastic multiscale functions
We now turn to a generalization of the above theory, in which the localized functions g are
allowed to be stochastic. We fix a probability space Ω, and then define a product probability
space
Ω˜ := ΩZ
d
:= {(ωn)n∈Zd : ωn ∈ Ω for all n ∈ Zd}.
We often write ω˜ := (ωn)n∈Zd for an element of Ω˜.
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Definition 3.1 (Stochastic localized function). A stochastic localized function is a function
g : Rd × Ω → C (not depending on the scale parameter δ), where Ω is a probability space,
such that for every 1 < p < ∞ and k > 0, the function 〈x〉kg(x, ω) lies in Lp(Rd × Ω). We
view g as a random function from Rd to C.
Definition 3.2 (Stochastic multiscale tensor product). Let f : Rd → C be an envelope
function and g : Rd×Ω→ C be a localized function. We define the multiscale tensor product
f ⊗δ g : Rd × Ω˜→ C of f and g to be the function
f ⊗δ g(x, ω˜) :=
∑
n∈Zd
[f ]δ(n)g[n,δ](x, ωn) (3.1)
where g[n,δ] is defined by Definition 1.2. One can view f ⊗δ g as a random function from Rd
to C.
Remark. In the above definition we of course could have instead spoken of independent
copies of random functions g(·, ·) without introducing the product space Ω˜. However, the
product space perhaps makes things slightly more transparent, at least for readers with little
background in probability.
Definition 3.3 (Stochastic negligible function). A function F = Fδ : R
d× Ω˜→ C depending
on the parameter 0 < δ < 1 is said to be negligible if for every 1 < p <∞ there exists εp > 0
and Cp > 0 such that
‖Fδ‖Lp(Rd×Ω˜) ≤ Cpδεp
for all 0 < δ < 1. We view Fδ as a random function from R
d to C.
Definition 3.4 (Stochastic multiscale function). A function F = Fδ : R
d×Ω˜→ C depending
on the parameter 0 < δ < 1 is said to be a stochastic multiscale function if we can write
Fδ =
J∑
j=1
fj ⊗δ gj +Gδ
where J ≥ 1 is an integer, f1, . . . , fJ are envelope functions, g1, . . . , gJ are stochastic localized
functions, and G = Gδ is a stochastic negligible function.
As in the previous section, we say that functions Fδ and F
′
δ are equivalent if their difference
is a stochastic negligible function.
Example 3.5. For each n ∈ Zd, let εn ∈ {−1, 1} be an i.i.d. collection of signs, and let Q be
a cube in Rd. Then the random function
Fδ(x) := 1Q(x)
∑
n∈Zd
εn1nδ+[0,δ)d(x)
is a stochastic multiscale function (setting Ω = {−1, 1} with the uniform distribution, and εn
to be the nth coordinate function of Ω˜ = ΩZ
d
).
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Remark. In the case when the probability space Ω is trivial, stochastic multiscale functions
are essentially the same as deterministic multiscale functions.
Lemma 2.7 and its proof immediately generalize, so that we have∥∥∥∥∥∑
n∈Zd
fn(x, ωn)
∥∥∥∥∥
Lp(Rd×Ω˜)
.p,d,N (
∑
n∈Zd
‖〈x〉d[n,δ]fn(x, ω)‖pLp(Rd×Ω))1/p. (3.2)
In a similar vein, Lemma 2.17 also generalizes to the stochastic setup, one just replaces
‖〈·〉dg‖Lp(Rd) by ‖〈·〉dg‖Lp(Rd×Ω) on the right hand side. In particular, we obtain
Lemma 3.6. Let F = Fδ : R
d×Ω˜→ C be a stochastic multiscale function, and let 1 < p <∞.
Then ‖Fδ‖Lp(Rd×Ω˜) is bounded uniformly in 0 < δ < 1.
Remark. Exactly the same proof actually shows that ‖Fδ‖Lp(Rd×Ω˜) stays bounded in δ for
more general functions of the form
Fδ(x, ω˜) =
∑
n∈Zd
[f ]δ(n)(gn)[n,δ](x, ω˜)
assuming only the uniform localization supn∈Zd ‖〈·〉Ngn(·, ·)‖Lp(Rd×Ω˜) < ∞ for N ≥ 1 and
p ∈ (1,∞).
In turn, Proposition 2.21 has the following counterpart:
Proposition 3.7. If F ′ = F ′δ is a deterministic multiscale function and F = Fδ is a stochastic
multiscale function, then F ′F = F ′δFδ is a stochastic multiscale function.
Proof. It is enough to treat the case F = f ⊗δ g and F ′ = f ′ ⊗δ g′, where f, f ′ are envelope
functions, g is a stochastic localized function and g′ is a deterministic localized function.
Furthermore, by Lemma 2.18 we may assume that g′ has support in [0, 1]d. Fix p > 1 and
observe that by the definition of localized functions and Ho¨lder’s inequality we have
‖〈·〉dg′(· −m)g(·, ·)‖Lp(Rd×Ω˜) .g,g′,p,a 〈m〉−a (3.3)
for all a > 1, in particular for a = d + 1. It follows that g˜ is a stochastic localized function,
where g˜ is defined by g˜(x, ω) :=
∑
m∈Zk g
′(x − m)g(x, ω). By Lemma 2.4, the proposition
follows as soon as we show that F ′δFδ is stochastically equivalent to (ff
′)⊗δ g˜. Note that by
Lemma 2.16 and the stochastic counterpart of Lemma 2.17 the latter function is equivalent
to Hδ :=
∑
n∈Zd [f ]δ(n)[f
′]δ(n)g˜[n,δ](·, ωn), so it suffices to show that the difference F ′δFδ −Hδ
is negligible. To that end we compute
(FδF
′
δ −Hδ)(x, ω˜) =
∑
m∈Zd
(∑
n∈Zd
[f ]δ(n)
(
∆m[f
′]δ(n)
)
g′[m+n,δ](x)g[n,δ](x, ωn)
)
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Using 3.3, first applying the stochastic version of Lemma 2.7, and then Lemma 2.15 together
with Ho¨lder’s inequality, we obtain
‖FδF ′δ −Hδ‖Lp(Rd×Ω˜) ≤ δd/p
∑
m∈Zd
‖[f ]δ∆m[f ′]δ‖`p(Zd)〈m〉−d−1
.f,f ′,p,g,g′ δd/p
∑
m∈Zd
〈m〉−d−1|mδ|ε2pδ−d/2pδ−d/2p
. δε2p .
We can now state our main technical result about stochastic multiscale functions:
Theorem 3.8 (Main estimate on stochastic multiscale functions). Let m ≥ 1, let µ(1) =
µ
(1)
δ , . . . , µ
(m) = µ
(m)
δ be stochastic multiscale functions, and let T1, . . . , Tm−1 be singular inte-
gral operators. Define µm = µm,δ : R
d × Ω˜→ C recursively by
µ1,δ := µ
(1)
δ ; µm,δ := µ
(m)
δ Tm−1µm−1,δ for m > 1. (3.4)
Then µm,δ is bounded in L
p(Rd×Ω˜) uniformly in 0 < δ < 1, for any p ∈ (1,∞). Furthermore,
there exists a (deterministic) limit function µm,0 ∈ Lp(Rd) and ε > 0 with the property that
given any test function φ ∈ C∞0 (Rd) we have
P(|
∫
Rd
[µm,δ(x, ω)− µm,0(x)]φ(x) dx| ≥ δε|) .m,d,ε,µ(1),...,µ(m),T1,...,Tm−1,φ δε (3.5)
where P denotes the probability measure on Ω˜.
The proof of this theorem is lengthy and shall occupy the next section. Later, in Section
5 we shall give applications to random Beltrami equations through the following immediate
consequence:
Corollary 3.9 (Almost sure convergence). Let µm,δ be as in Theorem 3.8 and assume that
a ∈ (0, 1). Then almost surely µm,aj → µm,0 weakly in Lp(Rd) as j →∞, for all p ∈ (1,∞).
Proof. The almost sure weak convergence, when tested against a test function follows immedi-
ately from Theorem 3.8 and the Borel-Cantelli lemma. For the rest it is enough to recall that
the sequence µm,aj is uniformly bounded in each L
p(Rd) and that one may pick a countable
set of test functions that is dense in every Lp(Rd), with 1 < p <∞.
Theorem 1.1 then follows from Theorem 3.8 and Corollary 3.9.
We finish this section by observing that in the case where g is bounded with quick decay
as x → ∞, our definition of a deterministic multiscale function is equivalent to the product
of the envelope function and the ‘bump field defined via g’.
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Lemma 3.10. Assume that g is bounded and has quick decay in the first variable:
|g(x, ω)| ≤ CN〈x〉−N for all N ≥ 1 and x ∈ Rd, ω ∈ Ω.
Then for any envelope function f the stochastic multiscale tensor product f ⊗δ g is equivalent
to the function f(x)
( ∑
n∈Zd
g[n,δ](x, ωn)
)
.
Proof. Observe first that by the decay assumption g is a stochastic localized function and the
bump field is uniformly bounded:
|
∑
n∈Zd
g[n,δ](x, ωn)| ≤ C for all x ∈ Rd.
Combining this with Corollary 2.20(i) we see that the product f(x)
( ∑
n∈Zd
g[n,δ](x, ωn)
)
is
equivalent to fδ(x)
( ∑
n∈Zd
g[n,δ](x, ωn)
)
, where
fδ := f ⊗δ 1[0,1)d =
∑
n∈Zd
[f ]δ(n)1nδ+[0,δ)d .
By using for each n ∈ Zd the trivial identities [f ]δ(n) =
∑
k∈Zd [f ]δ(n)1(n+k)δ+[0,δ)d and fδ =∑
k∈Zd [f ]δ(n+ k)1(n+k)δ+[0,δ)d we may use (3.2) to estimate for any p ∈ (1,∞)
Qp :=‖f ⊗δ g − fδ
( ∑
n∈Zd
g[n,δ](x, ωn)
)
‖Lp(Rd×Ω˜)
=
∥∥∥∥∥∑
k∈Zd
(∑
n∈Zd
(
∆k[f ]δ(n)
)
1(n+k)δ+[0,δ)d(x)
)
g[n,δ](x, ωn)
)∥∥∥∥∥
Lp(Rd×Ω˜)
.
∑
k∈Zd
(∑
n∈Zd
∣∣∆k[f ]δ(n)∣∣p ∥∥1(n+k)δ+[0,δ)d(x)〈x〉d[n,δ]g[n,δ](x, ωn)∥∥pLp(Rd×Ω˜)
)1/p
.
∑
k∈Zd
‖∆k[f ]δ‖`p(Zd)‖1kδ+[0,δ)d(x)〈x〉d[0,δ]g[0,δ](x, ω)‖Lp(Rd×Ω) .
By assumption ‖1kδ+[0,δ)d(x)〈x〉d[0,δ]g[0,δ](x, ω)‖Lp(Rd×Ω) . 〈k〉−2dδd/p, and hence an application
of Lemma 2.15 yields that
Qp .
∑
k∈Zd
(kδ)εpδ−d/pδd/p
〈k〉2d . δ
εp ,
which completes the proof.
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4 Proof of Theorem 3.8
The purpose of this section is to prove Theorem 3.8. To abbreviate the notation we allow all
implied constants to depend on m, d, T1, . . . , Tm−1, µ(1), . . . , µ(m), φ.
We first settle the claim that µm,δ is uniformly bounded in L
p(Rd× Ω˜), stating this result
as a separate lemma:
Lemma 4.1. Define µm,δ(·, ω) as in Theorem 3.8. Then ‖µm,δ‖Lp(Rd×Ω˜) is uniformly bounded
in δ > 0.
Proof. Fix ω ∈ Ω˜. Since T1, . . . , Tm−1 are bounded on Lq(Rd) for every 1 < q < ∞, we see
from Ho¨lder’s inequality and induction on m that
‖µm,δ(·, ω)‖Lp(Rd) .p
m∏
j=1
‖µ(j)δ (·, ω)‖Lmp(Rd). (4.1)
Namely, if this is true for the value m − 1, we choose q > 1 with 1
q
+ 1
mp
= 1
p
and use the
Lq-boundedness of Tm−1 to estimate
‖µm,δ(·, ω)‖Lp(Rd) ≤‖µ(m)δ (·, ω)‖Lmp(Rd)‖Tm−1µδ,m−1(·, ω)‖Lq(Rd)
.‖µ(m)δ (·, ω)‖Lmp(Rd)‖µδ,m−1(·, ω)‖Lq(Rd)
.‖µ(m)δ (·, ω)‖Lmp(Rd)
m−1∏
j=1
‖µ(j)δ (·, ω)‖L(m−1)q(Rd),
and as (m − 1)q = mp, the desired inequality (4.1) with index m follows. Finally Fubini’s
theorem and another application of Ho¨lder’s inequality yields
‖µm,δ‖Lp(Rd×Ω˜) .p
m∏
j=1
‖µ(j)δ ‖Lmp(Rd×Ω˜). (4.2)
The claim then follows from Lemma 3.6.
Remark. The above bound also holds if the stochastic multiscale functions µ
(j)
δ are replaced
by more general ones described in Remark 3.
Next, by multilinearity, we may assume that each of the stochastic multiscale functions
µ
(j)
δ is either a stochastic negligible function, or is a stochastic multiscale tensor product. If
at least one of the µ
(j)
δ is stochastically negligible, we see by (4.2) that for every 1 < p < ∞
there exists ε > 0 such that
‖µm,δ‖Lp(Rd×Ω˜) .p,ε δε.
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By applying p = 2 (say) and setting µm,0 :≡ 0 we easily obtain the claim (3.4).
We may thus assume that for each 1 ≤ j ≤ m we have
µ
(j)
δ = fj ⊗δ gj (4.3)
for some envelope functions fj and some stochastic localized functions gj. We allow all implied
constants to depend on fj and gj.
Next, we shall make the qualitative assumption that the envelope functions fj are com-
pactly supported in Rd. This is purely in order to justify certain interchanges of summation,
as now all sums in the multiscale functions are finite for a fixed δ > 0. At the very end of the
proof we describe how this assumption can be dispensed with by a standard limit argument.
For the next reduction, we observe that it suffices to show for each φ ∈ C∞0 (Rd) that there
exists a limit z = zφ ∈ C such that
P
(∣∣∣∣∫
Rd
µm,δφ(x) dx− z
∣∣∣∣ ≥ δε|) .ε δε
for some ε > 0 independent of φ, δ. Indeed, the map φ 7→ zφ is then a continuous (by the
uniform boundedness of ‖µm,δ(·, ω)‖Lp(Rd)), linear, and densely defined functional on Lp(Rd)
for every 1 < p <∞, and can then be used to reconstruct µm,0 by duality.
By (4.3) and (3.1) we can write
µ
(j)
δ (x, ω) =
∑
nj∈Zd
µ
(j)
δ,nj
(x, ωnj)
where
µ
(j)
δ,nj
(x, ωnj) := [fj]δ(nj)(gj)δ,nj(x, ωnj). (4.4)
We can therefore expand out the expression∫
Rd
µm,δ(x, ω)φ(x) dx (4.5)
using (3.4) as ∑
~n∈(Zd)m
Xδ,~n (4.6)
where ~n := (n1, . . . , nm), and Xδ,~n is the complex-valued random variable
Xδ,~n :=
∫
Rd
[µ
(m)
δ,nm
(·, ωnm)Tm−1 . . . T1µ(1)δ,n1(·, ωn1)](x)φ(x) dx. (4.7)
Note that our qualitative hypotheses ensure that for each fixed δ, only finitely many of the
Xδ,~n are non-zero, and that each of the random variables Xδ,~n are bounded.
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To obtain the concentration result (3.5) we use Chebyshev’s inequality. From that in-
equality we see that it suffices to show a first moment estimate
|
∑
~n∈(Zd)m
E(Xδ,~n)− z| .ε δε (4.8)
together with a second moment estimate of the form
E
∣∣∣∣∣∣
∑
~n∈(Zd)m
Xδ,~n − E(Xδ,~n)
∣∣∣∣∣∣
2
.ε δε (4.9)
for some ε > 0 (independent of δ and φ). (One can also control higher moments, but the
second moment will suffice for our application.)
4.1 The second moment estimate
Let us first settle the second moment estimate (4.9). We can expand the left-hand side as∑
~n,~n′∈(Zd)m
E(Xδ,~nXδ,~n′)− E(Xδ,~n)E(Xδ,~n′).
Now observe from (4.7) that Xδ,~n and Xδ,~n′ are independent and the corresponding term in
the above sum vanishes, unless we have nj = n
′
j′ for some 1 ≤ j, j′ ≤ m. Thus by the triangle
inequality and Cauchy-Schwarz we can estimate the previous expression by
2
∑
1≤j,j′≤m
∑
~n,~n′∈(Zd)m:nj=n′j′
E(|Xδ,~n|2)1/2E(|Xδ,~n′ |2)1/2.
It therefore suffices to establish an estimate of the form∑
~n,~n′∈(Zd)m:nj=n′j′
E(|Xδ,~n|2)1/2E(|Xδ,~n′ |2)1/2 .ε δε (4.10)
for all 1 ≤ j, j′ ≤ m.
Fix j, j′. We now pause to give a basic estimate on the size of each of the Xδ,~n. Define the
kernel K0 by setting
K0(n) :=
1
〈n〉d .
Proposition 4.2 (Size estimate). If 1 < p <∞ and ~n ∈ (Zd)m, then
E(|Xδ,~n|p)1/p .p δd〈δ|nm|〉−2d
(
m∏
i=1
|[fi]δ(ni)|
)
m−1∏
i=1
K0(ni+1 − ni).
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For the proof of the proposition we shall need the following weighted version of the Lp
bounds for singular integrals.
Lemma 4.3 (Localized singular integral bounds). Let T be a singular integral operator. If
n, n′ ∈ Zd, δ > 0, 1 < p <∞, and N > d, then we have the bound
‖〈·〉−Nn′,δTf‖Lp(Rd) .T,p,d,N K0(n− n′)‖〈·〉N[n,δ]f‖Lp(Rd),
where f is any function for which the right-hand side is finite.
Proof. By scaling we may set δ = 1. We have
‖Tf‖Lp(B(n′,1)) .T,p,d K0(n− n′)‖f‖Lp(B(n,1))
for all n, n′ ∈ Zd and all f ∈ Lp(B(n, 1)) (extending f by zero outside of this ball). Namely,
if |n − n′| ≥ 2 then the claim follows simply by using the integral representation of T and
the triangle inequality (and Ho¨lder’s inequality). If |n− n′| < 2 the claim instead follows by
using the boundedness of T on Lp(Rd). It then follows that
‖〈·〉−Nn′,1Tf‖Lp(Rd) .
∑
k∈Zd
〈k〉−N‖Tf‖Lp(B(n′+k,1))
.
∑
k∈Zd
〈k〉−N
(∑
`∈Zd
〈n′ + k − n− `〉−d‖f‖Lp(B(n+`,1))
)
.
( ∑
k,`∈Zd
〈k〉−N〈n′ + k − n− `〉−d〈`〉−N
)
‖〈·〉N[n,1]f‖Lp(Rd).
This yields the stated estimate, since the last written sum is easily estimated to be less
than O
(〈n− n′〉−d) by considering separately the case max(|k|, |`|) ≤ |n − n′|/4 and its
complement.
Proof of Proposition 4.2. Pick p ∈ (1,∞) and fix ω ∈ Ω˜. Denote
g(·, ω) := 〈x〉3dnm,δ[µ(m)δ,nm(·, ωnm)Tm−1 . . . T1µ
(1)
δ,n1
(·, ωn1)](x)
so that we may write
|Xδ,~n| =
∣∣∣ ∫
Rd
g(x, ω)〈x〉−Nnm,δφ(x)dx
∣∣∣ ≤ ‖g(·, ω)‖Lp(Rd)‖〈·〉−3dnm,δφ‖Lp′ (Rd). (4.11)
By an inductive application of Lemma 4.3 and Ho¨lder’s inequality as in the proof of (4.1), we
see that
‖g(·, ω)‖Lp(Rd) .
m−1∏
i=1
K0(ni+1 − ni)
m∏
i=1
‖〈·〉6dni,δµ(i)δ,ni(·, ωni)‖Lpm(Rd). (4.12)
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Since φ is a Schwartz function one easily verifies that
‖〈·〉−3dnm,δφ‖Lp′ (Rd) .
δd/p
′
〈δnm〉2d .
Moreover, (4.4) and the localized nature of gi yield that(
E‖〈·〉6dni,δµ(i)δ,ni(·, ωni)‖pmLpm(Rd)
)1/pm . δd/mp|[fi]δ(ni)|.
By combining these estimates with (4.11) the desired estimate follows by Ho¨lder’s inequality
and the relation 1/p+ 1/p′ = 1.
In order to utilize the above proposition we need to introduce discrete fractional integrals.
To that end, given any real number α ∈ [0, d), define the more general kernels Kα : Zd → R+
on the integer lattice by
Kα(n) :=
1
〈n〉d−α . (4.13)
The convolution of functions defined on the lattice Zd is defined in the usual manner:
F ∗G(n) :=
∑
m∈Zd
F (m)G(n−m).
By direct computation we have the convolution estimate
Kα ∗Kβ .α,β,n Kα+β (4.14)
whenever α, β > 0 and α+β < d. These estimates are unfortunately not true at the endpoints
α = 0 or β = 0, due to the logarithmic failure of summability of K0. However, from Young’s
inequality we easily see that
‖K0 ∗ f‖lq(Zd) .d,p,q ‖f‖`p(Zd) (4.15)
for all 1 ≤ p < q ≤ ∞ and all f ∈ lp(Zd).
Finally, we are ready to estimate the left-hand side of (4.10) by
. S := δ2d
∑
~n,~n′∈(Zd)m:nj=n′j′
〈δnm〉−2d(
m∏
i=1
|[fi]δ(ni)|)
m−1∏
i=1
K0(ni+1 − ni) (4.16)
× 〈δn′m〉−2d(
m∏
i′=1
|[fi′ ]δ(n′i′)|)
m−1∏
i′=1
K0(n
′
i′+1 − n′i′).
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Writing nj = n
′
j′ = n, we can rewrite this expression using the convolution operator TK0f :=
f ∗K0 and by denoting Φδ(n) := 〈δn〉−2d as∑
n∈Zd
|[fj]δ(n)||[fj′ ]δ(n)|H1,δ(n)H2,δ(n)G1,δ(n)G2,δ(n) (4.17)
with4
H1,δ(n) :=
(
TK0(|[fj+1]δ|) . . . TK0(|[fm]δ|Φδ)
)
(n)
H2,δ(n) :=
(
TK0(|[fj′+1]δ|) . . . TK0(|[fm]δ|Φδ)
)
(n)
G1,δ(n) :=
(
TK0(|[fj−1]δ|) . . . TK0(|[f1]δ|)
)
(n)
G2,δ(n) :=
(
TK0(|[fj′−1]δ|) . . . TK0(|[f1]δ|)
)
(n).
In order to bound these functions, observe first that for given p > 1, for any ε˜ > 0, and for
an arbitrary sequence (a(n))n∈Zd
‖a[fi]δ‖`p(Zd) ≤ ‖a‖`p(Zd)‖[fi]δ‖`∞(Zd) .fi,p,ε˜ δ−ε˜‖a‖`p(Zd), (4.18)
since Lemma 2.15 yields that ‖[fi]δ‖`∞(Zd) ≤ ‖[fi]δ‖`q(Zd) . δ−d/q for all q > 1 and we just
take q large enough. Fix ε > 0. Using alternately the above estimate (with a very small value
of ε˜) and the boundedness of TK0 : `
p(Zd)→ `q(Zd) for any 1 < p < q <∞ we obtain that
‖Hk,δ‖`2+ε(Zd) . δ−ε‖Φδ‖`2(Zd) . δ−ε−d/2, k = 1, 2. (4.19)
Set q = q(ε) = 4ε−1(2 + ε) so that 2/q + 1/(2 + ε) = 1/2, and use (4.18) to similarly obtain
the estimate
‖Gk,δ‖`q(Zd) . δ−ε‖[f1]δ‖`q−ε′ (Zd) . δ−ε−d/(q−ε
′) . δ−(d+1)ε, k = 1, 2, (4.20)
where we just picked ε′ > 0 small enough. Finally, plugging the above bounds in (4.17), using
2/(1 + ε) + 4/q = 1 and the fact that ‖[f1]δ‖`q(Zd) . δ−dε we obtain via Ho¨lder’s inequality
S ≤ δ2d‖H1,δ‖`2+ε(Zd)‖H2,δ‖`2+ε(Zd)‖G1,δ‖`q(Zd)‖G2,δ‖`q(Zd)‖[fj]δ‖`q(Zd)‖[fj′ ]δ‖`q(Zd)
. δ2dδ−ε−d/2δ−ε−d/2δ−2(d+1)εδ−2dε
. δd−O(ε).
If j = 1 (resp. j′ = 1), the term G1,δ (resp. G2,δ) is not present in (4.17), and the above
argument goes through with obvious modifications. The desired estimate follows as ε > 0 is
arbitrary.
4Below the definitions of H1,δ and its analogues are to be interpreted as follows: starting from the right, one
alternatively performs either a pointwise multiplication a sequence |[fk]δ| or an application by the operator
TK0 .
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Remark. One way to understand the obtained bound for the second moment is to observe
that a computation analoguous to the above one could also be used e.g., to estimate the
quantity E‖Xδ,~n,c‖2, which we know to be bounded. However, direct implementation the
above method would give us a divergent upper bound of the form δ−O(ε), due to the logarithmic
non-boundedness of the kernel K0 on `
p-spaces, as we are ignoring nontrivial cancellations
that are behind Proposition 4.2. Roughly speaking, what saves us above is that the condition
nj = n
′
j′ , due to independence, reduces the number of terms by a factor δ
d.
4.2 The first moment estimate
It now remains to establish the first moment estimate (4.8), whose proof is more combina-
torial in nature. We can split the left-hand side into finitely many components, depending
on the equivalence class that n1, . . . , nm generates. Given any surjective coloring function
c : {1, . . . ,m} → {1, . . . , k} which assigns a “color” in some finite set of integers {1, . . . , k}
to every integer {1, . . . ,m}, let (Zd)mc denote the set of all ~n ∈ (Zd)m such that nj = nj′
if and only if c(j) = c(j′). Clearly we can partition (Zd)m into finitely many of the (Zd)mc .
Thus it will suffice to show that for each coloring function c there exists a complex number
zc (independent of δ, but depending on all other parameters) for which we have
|
∑
~n∈(Zd)mc
E(Xδ,~n)− zc| .ε δε.
Fix c. We can reparameterise this as
|
∑
~n∈(Zd)k6=
E(Xδ,~n,c)− zc| .ε δε.
where (Zd)k6= is the space of all k-tuples (n1, . . . , nk) ∈ (Zd)k with n1, . . . , nk distinct, and
Xδ,~n,c : Ω
k → C is the complex-valued random variable
Xδ,~n,c :=
∫
Rd
[µ
(m)
δ,nc(m)
(·, ωnc(m))Tm−1 . . . T1µ(1)δ,nc(1)(·, ωnc(1))](x)φ(x) dx.
Observe from the inclusion-exclusion principle that the sum
∑
~n∈(Zd)k\(Zd)k6= E(X~n,c) can be
expressed as a finite linear combination of expressions of the form
∑
~n∈(Zd)k′ Ec(X~n,c′) where
k′ < k and c′ : {1, . . . , n} → {1, . . . , k′} is a surjective coloring, and c is a refinement of c′ (i.e.,
c(j1) = c(j2) implies that c
′(j1) = c′(j2)). Thus by induction on k it in fact suffices to show
that for every pair of colorings (c, c′) with c finer than c′ there exists a complex number z′c,c′
for which we have
|
∑
~n∈(Zd)k
Ec(Xδ,~n,c′)− z′c,c′ | .ε δε,
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where we used the notation
EcXδ,~n,c′ :=
∫
Rd
E[µ
(m)
δ,nc′(m)
(·, ωc(m))Tm−1 . . . T1µ(1)δ,nc′(1)(·, ωc(1))](x)φ(x) dx.
Let us now use Fubini’s theorem to write∑
~n∈(Zd)k
Ec(X~n,c′) =
∫
Rd
Tc,c′,δ(1)(x)φ(x) dx,
where Tc,c′,δ is the (deterministic) operator
Tc,c′,δh(x) :=
∑
~n∈(Zd)k
E[µ
(m)
δ,nc′(m)
(·, ωc(m))Tm−1 . . . T1µ(1)δ,nc′(1)(·, ωc(1))h](x).
Let us next verify the uniform boundedness of our ‘colored’ sum:
Lemma 4.4. Assume that h = hδ is a deterministic multiscale function. Then
‖Tc,c′,δhδ‖Lp(Rd) ≤ C <∞ for δ > 0. (4.21)
Proof. We double the number of coordinates in our probability space and consider the product
(probability) space Ω˜ × Ω˜′ whose elements we can write as sequences (ω˜, ω˜′) = (ωn, ω′n)n∈Zd ,
and choose unimodular random variables Yk,j : Ω˜ → {1,−1} for k = 1, . . . ,m and j ∈ Zd
such that EY1,n1 · Ym,nm is equal to 1 if (n1, . . . , nm) respects the coloring c′ (i.e., n` = n`′
for those `, `′ ∈ {1, . . . ,m} that have the same color with respect to c′), and otherwise this
expectation is zero. For example, in the case m = 2 and one color (i.e., c′(1) = c′(2) = 1)
one may take Y1,j = Y2,j = Θj, where (Θj) is a Bernoulli sequence. In the general case one
associates independent copies of such sequences for all the pairs (k, k′) that have the same
color. More explicitly, one can set Ω˜′ := {−1, 1}A with the Bernoulli measure where A is the
set of triples (n, `, `′) with n ∈ Zd and `, `′ ∈ {1, . . . ,m} with c′(`) = c′(`′), and set
Yr,n(ω˜
′) =
∏
(n,`,`′)∈A: r∈{`,`′}
ω˜′n,`,`′
for any ω˜′ = ω˜′(n,`,`′)∈A, r ∈ {1, . . . ,m}, and n ∈ Zd.
We may then write
Tc,c′,δhδ(x) = EΩ˜×Ω˜′
( ∑
~n∈(Zd)m
[µ˜
(m)
δ,nm
(·, ωc(m), ω˜′)Tm−1 . . . T1µ˜(1)δ,n1(·, ωc(1), ω˜′)h](x),
)
(4.22)
where for k ∈ {1, . . . ,m} and n ∈ Zd we set
µ˜
(k)
δ,n(x, ω˜, ω˜
′) := µ(k)δ,n(x, ω˜)Yk,n(ω˜
′).
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In particular, we may write
Tc,c′,δh = EΩ˜×Ω˜′H
(m)
δ Tm−1 . . . H
(1)
δ hδ, (4.23)
with
H
(k)
δ (x, ω˜, ω˜
′) =
∑
n∈Zd
[fk]δ(n)(gk)[n,δ](x, ωc(k))Yk,n(ω˜)
Recalling Remark 3, the argument of Lemma 3.6 applies as before since the additional factors
Yk,n or having the variable ωc(k) instead of ωn do not affect our old estimates, whence
‖H(k)δ ‖Lp(Rd×Ω˜×Ω˜) ≤p C for all δ > 0, p ∈ (1,∞).
Finally, Lemma 4.1 (together with Remark 4) and Ho¨lder’s inequality yields the desired
result.
We pause to clarify by an example the role of colorings introduced above.
Remark. In order to illustrate the use of the colorings and the division to cases ‘split and
‘non-split’ (the latter notions will introduced shortly below in the proof of Proposition 4.5)
let us consider in case m = 3 the expectation
S := E
 ∑
(n1,n2,n3)∈Z3
Xn1TYn2TZn3
 ,
that is of the type we have to handle. Here the Xn = Xn(x, Un), Yj = Yn(x, Un), Zn =
Zn(x, Un) (n ∈ Z) are (say bounded) random functions, and the Uj are i.i.d random variables.
The linear operator T could be e.g., a singular integral operator. In the first step one uses
independence and Fubini to write the above sum in the form (the extra subindex 6= indicates
that one sums only over triples or tuples consisting of unequal indices)
S =
∑
n1,n2,n3, 6=
(EXn1)T (EYn2)T (EZn3) +
∑
n1,n2 6=
(
E(Xn1TYn1)
)
TEZn2
+
∑
n1,n2 6=
E
(
Xn1T (EYn2)TZn1
)
+
∑
n1,n2 6=
(EXn1)TE(Yn2TZn2) +
∑
n1
E
(
Xn1TYn1TZn1
)
=: S1 + S2 + S3 + S4 + S5.
(4.24)
In the next step uses the inclusion exclusion principle to rewrite the sums so that one sums
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over all indices. For example, we obtain
S1 =
∑
n1,n2,n3
(EXn1)T (EYn2)T (EZn3)−
∑
n1,n2
(EXn1)T (EYn1)T (EZn2)−
∑
n1,n2
(EXn1)T (EYn2)T (EZn1)
−
∑
n1,n2
(EXn1)T (EYn2)T (EZn2) + 2
∑
n1
(EXn1)T (EYn1)T (EZn1)
:= S11 − S12 − S13 − S14 + 2S15.
Each of these terms can be expressed via a pair of colourings (c, c′), let c`k and c′`k stand
for the colours of the term S`k. At most three colours are needed. We have c1` = (1, 2, 3) for
each ` ∈ {1, . . . 5}. In turn, c′11 = (1, 2, 3), c′12 = (1, 1, 2),c′13 = (1, 2, 1), c′11 = (1, 2, 2), and
c′15 = (1, 1, 1).
In similar vein the term S2 can be rewritten as
S2 =
∑
n1,n2
(
E(Xn1TYn1)
)
TEZn2 −
∑
n1
(
E(Xn1TYn1)
)
TEZn1
=: S21 − S22.
Now the colourings are c21 = c22 = (1, 1, 2), c
′
21 = (1, 1, 2) and c
′
22 = (1, 1, 1). The terms
S3 and S4 are analogous, and finally the term S5 needs no further subdivision and one has
c5 = c
′
5 = (1, 1, 1).
Among the terms S11, S12, S13, S14, S15, S21, S22 and S5 the terms S11, S12, S14 and S21 will
later on be designated as split, and the remaining ones as nonsplit. This means the following:
for a split term one can concretely divide the defining sum to independent left side and right
hand side summations, and also the expectations split accordingly. E.g., we may write
S21 = fTg with f :=
n∑
j1
E(Xj1TYj1) and g :=
n∑
j2
EZj2 .
We return to the main course of the argument and note that, in view of Lemma 2.19, it
suffices to show that
Proposition 4.5 (Main proposition). If c : {1, . . . ,m} → {1, . . . , k} is surjective, and h = hδ
is a (deterministic) multiscale function, then Tc,c′(h) = Tc,c′,δ(hδ) is also a (deterministic)
multiscale function.
The remainder of this section is devoted to the proof of this proposition.
We first observe that one proves easily (e.g., compare the proof of Proposition 3.7) that
if we know the claim (for a given colouring c′) in the special case hδ = 1, then it is true (for
the given colouring c′) in the general case. Namely, the proof of Proposition 3.7 applies as
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such to the product term H
(1)
δ hδ in representation (4.23) verifying that it can be replaced by
H˜(1), which is of the same form as H(1), and by decoupling the representation we obtain an
expression with 1 in place of hδ.
We induct on k, i.e., the number of colors in c′. If there is only one color in c′, then
Tc,c′,δ(1)(x) :=
∑
n∈(Zd)
Ec[µ
(m)
δ,n (·, ωc(m))Tm−1 . . . T1µ(1)δ,n(·, ωc(1))](x)
=
[ ∑
n∈Zd
( m∏
j=1
[fj]δ(n)
)
g[n,δ](x)
]
,
where
g(·, ω) =: Egm(·, ωc(j))Tm−1 . . . T1g1(·, ωc(j))
Obviously g is a localized function, and hence Lemma 2.16 and Proposition 2.21 verify that
Tc,c′,δ(h) is a multiscale function. Now we suppose inductively that k > 1, and that the claim
has already been proven for all smaller values of k.
We begin by disposing of the split case, in which there exists a non-trivial partition
{1, . . . ,m} = {1, . . . , j} ∪ {j + 1, . . . ,m} with 1 ≤ j < m such that c′({1, . . . , j}) and c′({j +
1, . . . ,m}) are disjoint. By relabeling colors if necessary we may assume that c′({1, . . . ,m}) =
{1, . . . , k′} for some 1 ≤ k′ < k. Then, we let c′1 : {1, . . . , j} → {1, . . . , k′} be the restriction of
c to {1, . . . , j}, and c′2 : {1, . . . ,m− j} → {1, . . . , k− k′} be the function c′2(i) := c′(i+ j)− k′.
The restrictions c1, c2 are defined analoguously using the fact that c refines c
′. Observe by the
definition of Ec that
Tc,c′,δ(1)(x)
:=
∑
~n∈(Zd)k−k′
Ec2 [µ
(m)
δ,nc′2(m−j)
(·, ωc2(m−j))Tm−1 . . . Tj+1µ(j+1)δ,nc′2(1)(·, ωc2(1))TjTc1,c′1,δ(1)](x).
By induction hypothesis, Tc1,c′1,δ(1) is a deterministic multiscale function, and then by Propo-
sition 2.23 TjTc1,c′1,δ(1) is also. The claim then follows by another application of the inductive
hypothesis.
Finally, we deal with the more difficult non-split case in which no non-trivial partition of
the above type exists. In other words, we need to show that
Tc,c′δ(1)(x) =
∑
~n∈(Zd)k
E
(
µ
(m)
δ,nc′(m)
(·, ωc(m))Tm−1 . . . T1µ(1)δ,nc′(1)(·, ωc(1))
)
(x)
is a multiscale function. Using (4.4) and the fact that all the T1, . . . , Tm−1 commute with
dilations, we can rewrite Tc,c′,δ1(x) as
Tc,c′δ1(x) :=
∑
~n∈(Zd)k
(
m∏
i=1
[fi]δ(nc′(i)))(G~n)[0,δ](x)
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where
G~n(x) := E
(
gm(· − nc′(m), ωnc(m))Tm−1 . . . T1g1(· − nc′(1), ωnc(1))
)
(x).
Using the translation-invariance of the T1, . . . , Tm−1, we can rewrite this as
Tc,c′,δ1(x) :=
∑
n∈Zd
∑
~r∈(Zd)k:rc(m)=0
(
m∏
i=1
[fi]δ(n+ rc(i)))(G~r)[n,δ](x).
To estimate this expression, we observe that exactly as in (4.12) we have for any ~r ∈ (Zd)k,
N > 0, and 1 < p <∞ the estimate
‖〈·〉NG~r‖Lp(Rd) .N,p
m−1∏
i=1
K0(rc(i+1) − rc(i)) (4.25)
We combine this lemma with the non-split nature of c to obtain the following.
Lemma 4.6. For any N > 0 and 1 < p <∞ there exists α > 0 such that
‖〈·〉N
∑
~r∈(Zd)k:rc(m)=0:R≤〈~r〉<2R
|G~r|‖Lp(Rd) .p,N,α R−α
for all R ≥ 1.
Proof. In view of (4.25) and the triangle inequality, it suffices to show that
∑
~r∈(Zd)k:rc(m)=0:R≤〈~r〉<2R
m−1∏
i=1
K0(rc(i+1) − rc(i)) .α R−α
for α sufficiently small. Now recall the kernels Kα defined in (4.13). From the triangle
inequality (and the surjectivity of c) we see that
m−1∏
i=1
K0(rc(i+1) − rc(i)) .α Rα
m−1∏
i=1
Kα(rc(i+1) − rc(i))
whenever R ≤ 〈~r〉. Thus it will suffice to show that
Sα(c) :=
∑
~r∈(Zd)k:rc(m)=0
m−1∏
i=1
Kα(rc(i+1) − rc(i)) .α 1 (4.26)
for all α ≤ α0(m) > 0.
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In order to prove this we need a simple lemma on colorings. For that end we need some
terminology. Let c : {1, . . . ,m} → {1, . . . k} be a (surjective) coloring. Fix k′ ∈ {1, . . . k},
and denote ` = #c−1(k′). One defines in an obvious way the coloring c′ : {1, . . . ,m − `} →
{1, . . . k− 1} that is obtained by removing color k′ from c. More precisely, if c is thought as a
sequence of length m containing integers from {1, . . . k}, the sequence c′ is obtained by taking
of all occurrences k from c, keeping the order of the remaining elements, and replacing every
j > k′ by j − 1.
Lemma 4.7. Let c be a non-split coloring with at least 3 colors. Then we may remove from
c a color (different from c(m)) so that the remaining coloring is also non-split.
Proof. We begin by defining the convex support of a color k′ as the interval {j, j + 1, . . . , j′},
where j = min{i ∈ {1, . . . , k} : c(i) = k′} and j′ = max{i ∈ {1, . . . , k} : c(i) = k′}. To prove
the Lemma, note first that in case c(1) = c(m) we may remove any other color and what
remains is non-split. In case c(m) 6= c(1) we first try to remove the color c(1). If the outcome
is non-split we are done. If the outcome is split it means that there must be a color k′ whose
convex support is contained in the convex support of c(1), especially that color is different
from c(m). When color k′ is removed it is clear that remaining coloring is non-split.
We return to the proof of (4.26) and induct on the number of colours in c. If there is only
one color the statement is obviously true. Assume then that c contains k different colors with
k ≥ 2 and the statement is true if the number of colors does nor exceed k− 1. Now, if k ≥ 3,
according to the previous lemma there is a color k′ that can be removed from c so that the
remaining coloring c′ is non-split. If k = 2 we just pick k′ to be the color different from c(m).
Then, since c is non-split, we may pick 1 ≤ j < j′ ≤ k so that j ≤ j′ − 2 and c(i) = k′ for all
i with j′ < i < j′, but c(i) 6= k′ for i = j, j′. We obtain
∑
rk′∈Zd
j′−1∏
i=j
Kα(rc(i+1) − rc(i)) =
∑
m∈Zd
Kα(m− rc(j))Kα(rc(j′) −m)
.α K2α(rc(j) − rc(j′)).
We thus obtain
Sα(c) ≤ S3α(c′) . 1,
and by induction the claim follows if we take (say) α ≤ α0 := 3−(m+1) initially.
Now we can finally show that Tc,δ1 is a multi-scale function. Fix 1 < p < ∞, let N > d
be large, and let ε0 > 0 be a small number to be chosen later. Let us first consider the
“non-local” contribution when 〈~r〉 ≥ R := δ−ε0 . From Lemma 2.15 (applied with p close to
infinity) we see that
‖[fi]δ‖l∞(Zd) .ε δ−ε
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for all ε > 0. From Lemma 4.6 and the triangle inequality we thus see that
‖〈·〉N
∑
~r∈(Zd)k:rc(m)=0
|~r|
(
m∏
i=1
[fi]δ(n+ rc(i)))G~r‖Lp(Rd) .p,N,ε δ−εR−α|[fm]δ(n)|
for some α > 0, assuming |~r| ≥ R, and so
‖〈·〉N[n,δ]
∑
~r∈(Zd)k:rc(m)=0
(
m∏
i=1
[fi]δ(n+ rc(i)))(G~r)[n,δ]‖Lp(Rd) .p,N,ε δ−εδd/pR−α|[fm]δ(n)|
for all n ∈ Zd. Taking lp(Zd) norms of both sides and using Ho¨lder and Lemma 2.15 we obtain
(if N is large enough)
‖
∑
n∈Zd
∑
~r∈(Zd)k:rc(m)=0
(
m∏
i=1
[fi]δ(n+ rc(i)))(G~r)[n,δ]‖Lp(Rd) .p,N,ε δ−εR−α
which is negligble by the choice of R if we let ε be sufficiently small. Thus we only need to
consider the “local” contribution when 〈~r〉 < R. We split this local contribution into three
pieces: the main term
∑
n∈Zd
∑
~r∈(Zd)k:rc(m)=0;〈~r〉<R
[
m∏
i=1
fi]δ(n)(G~r)[n,δ](x), (4.27)
a first error term
∑
n∈Zd
∑
~r∈(Zd)k:rc(m)=0;〈~r〉<R
(
m∏
i=1
[fi]δ(n)− [
m∏
i=1
fi]δ(n)
)
(G~r)[n,δ](x) (4.28)
and a second error term∑
n∈Zd
∑
~r∈(Zd)k:rc(m)=0;〈~r〉<R
[
m∏
i=1
[fi]δ(n+ rc(i))−
m∏
i=1
[fi]δ(n)](G~r)[n,δ](x). (4.29)
Let us first consider the main term (4.27). By Lemma 2.4,
∏m
i=1 fi is an envelope function.
From Lemma 4.6 we see that the function ∑
~r∈(Zd)k:rc(m)=0;〈~r〉<R
G~r
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is a localized function. By Definition 2.10, we thus see that (4.27) is a multiscale tensor
product of an envelope function and a localized function, and is thus a multiscale function.
To conclude the proof of Proposition 4.5, and hence Theorem 3.8, it suffices to show that
the expressions (4.28) and (4.29) are negligible. For this we shall just use (4.25) rather than
the more sophisticated estimate in Lemma 4.6 (in particular, we do not need the non-split
hypothesis).
Now we turn to (4.28). Let 1 < p <∞, and pick any N > d. Using the triangle inequality,
followed by Lemma 2.7, we can estimate the Lp(Rd) norm of (4.28) by
.p,N
∑
~r∈(Zd)k:rc(m)=0;〈~r〉<R
(
∑
n∈Zd
(|
m∏
i=1
[fi]δ(n)− [
m∏
i=1
fi]δ(n)|‖〈·〉N[n,δ](G~r)[n,δ](x)‖Lp(Rd))p)1/p.
Applying a rescaled version of (4.25), we can estimate this by
.p,N δd/p
∑
~r∈(Zd)k:rc(m)=0;〈~r〉<R
m−1∏
i=1
K0(rc(i+1) − rc(i))‖
m∏
i=1
[fi]δ(·)− [
m∏
i=1
fi]δ(·)‖`p(Zd).
Observe that on the ball of radius R, K0 has an `
1 norm of Oε(δ
−ε) for any ε. Thus we can
estimate the previous expression by
.p,N,ε δd/p−ε‖
m∏
i=1
[fi]δ(·)− [
m∏
i=1
fi]δ(·)‖`p(Zd)
for any ε > 0. Applying Lemma 2.16 and Ho¨lder’s inequality repeatedly, we can thus estimate
this expression by
.p,N,ε δεp−ε
for some εp > 0 depending on p. Setting ε := εp/2 (say) we see that (4.28) is negligible as
desired.
Finally, we estimate (4.29). Again let 1 < p <∞, and pick any N > d. Arguing as before,
especially using the `1 norms on K0 on ball of radius R we can estimate the L
p(Rd) norm of
(4.29) by
.p,N,ε δd/p−ε‖
m∏
i=1
[fi]δ(·+ rc(i))−
m∏
i=1
[fi]δ(·)‖`p(Zd).
Using the crude estimate∣∣∣∣∣
m∏
i=1
ai −
m∏
i=1
bi
∣∣∣∣∣ .
m∑
i=1
|ai − bi|
∏
j 6=i
(|ai|+ |bi|),
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the triangle inequality, and the already familiar estimate
‖[fi]δ(·+ rc(i))− [fi]δ(·)‖`q(Zd) . δ−d/q+εq
we get by Ho¨lder that the Lp(Rd)-norm of (4.29) has the upper bound .p,N,ε (Rδ)εmpδ−ε,
where εmp > 0. By choice of R we see by choosing ε sufficiently small that (4.29) is negligible
as required. This proves Proposition 4.5.
The only thing that remains to be done to complete the proof of Theorem 3.8 is to get
rid of the assumption that the envelope functions are compactly supported. Recall (4.5)
and denote in the general case Zδ :=
∫
Rd
µm,δ(x, ω)φ(x) dx and for R > 0 set Zδ,R :=∫
Rd
µR,m,δ(x, ω)φ(x) dx, where µR,m,δ is obtained from µm,δ by replacing each envelope func-
tion fj in its definition by fj1B(0,R). Then for a suitably chosen sequence Rk ↑ ∞ we have
‖Zδ,Rk − Zδ‖L2(Rd×Ω˜) ≤ 2−k as k → ∞, according to (4.2), and combined with Ho¨lder’s in-
equality this easily implies that Zδ,Rk → Zδ almost surely as k →∞. We know that there are
complex numbers zk and c, ε > 0 so that
P(|Zδ,Rk − zk| > δε) ≤ cδε, (4.30)
and the argument in the present section verifies that c is independent of k ≥ 1. As E|Zδ,Rk |2
is uniformly bounded in δ and k, we deduce that the sequence (zk) is uniformly bounded, and
by moving to a subsequence we may assume that zk → z as k →∞. One obtains the desired
inequality simply by letting k →∞ in (4.30). The proof is complete.
5 Quasiconformal homogenization
Our next task is to apply Theorem 3.8 with Corollary 3.9 to homogenization of quasiconformal
maps. Here it turns out convenient to proceed via the principal solutions, c.f., Subsection 1.1.
This, on the other hand, requires us to first make use the Theorems in the setting of compactly
supported envelope functions. Once that is done the application to general quasiconformal
homogenization poses no substantial difficulties. However, for the reader’s convenience we
present rather complete details.
We refer to e.g., [10, Section 1] for a quick account of basic facts about planar quasicon-
formal maps, and to [6] for a comprehensive exposition on the topic. Throughout this section
T stands for the Beurling operator (1.16). Recall from the introduction that a (quasicon-
formal) complex dilatation µ is a complex valued measurable function on the plane whose
sup-norm is strictly less than 1, that a 3-point normalized homeomorphism of the extended
plane f : C→ C fixes points 0, 1 and∞, and that the measurable Riemann mapping theorem
quarantees existence and uniqueness of a 3-point normalized homeomorphic W 1,2loc -solution to
the Beltrami equation ∂zf = µ∂zf for any quasiconformal dilatation.
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In preparation for the proof ot Theorem 1.6(i), we begin with a few simple deterministic
lemmas, which are modifications of well-known methods in the theory of planar quasiconfor-
mal mappings. Our first lemma shows that weak convergence of each individual term in the
Neumann series is enough to guarantee uniform convergence of the corresponding principal
solutions and locally uniform convergence of the 3-point normalized solutions.
Lemma 5.1. Let us assume that for any j ≥ 1 the dilatation µj satisfies ‖µj‖∞ ≤ k < 1 and
supp(µj) ⊂ B, where B ⊂ C is a ball. Denote the m-th term in the Neumann series for µj
by
ψm,j := µjTµj . . . Tµj,
where µj appears m times, m ≥ 1. Assume also that for every fixed m there is the weak
convergence in Lp(C)
ψm,j
w→ ψm as j →∞,
for all 1 < p <∞. Then the solution Fj of the Beltrami equation ∂zFj = µj∂zFj, normalized
by the 3-point condition, converges locally uniformly to a k-quasiconformal limit F∞ : C→ C.
Proof. Let first fj be the principal solution that has the representation
fj = z +
∞∑
m=1
Cψm,j,
where C is the Cauchy transform. All the functions ψm,j are supported in the ball B, and
by the standard properties of T (see [6, Section 4.5.1]), we have ‖ψm,j‖Lp(B) ≤ cam for all j,
where a = a(p, k) < 1 as soon as if we fix p > 2 close enough to 2.
It is well-known that for p > 2 the map C : Lp(B)→ Cα(C) is bounded and compact e.g.,
[6, Thms 4.3.11 and 4.3.14] for α ∈ (0, 1− 2/p). Here clearly the homogeneous norm for Cα
used in [6] can be replaced by the non-homogenous norm
‖f‖Cα(C) := ‖f‖L∞(C) + sup
z,w
|f(z)− f(w)||z − w|−α
by the good decay of the Cauchy transforms of compactly supported functions. We may thus
deduce from the weak convergence of ψm,j in L
p(B) that for each m ≥ 1 the term Cψm,j
converges in the Cα(C)-norm to an element gm ∈ Cα(C). Moreover, we have the uniform
bounds ‖Cψm,j‖Cα(C) ≤ Cam and ‖gm‖Cα(C) ≤ Cam for all m, j ≥ 1. This clearly yields the
uniform convergence of the principal solutions
fj → f∞ = z +
∞∑
m=1
Cψm as j →∞. (5.1)
The limit f∞ is k-quasiconformal from the normal family property of hydrodynamically nor-
malized k-quasiconformal maps with dilatations supported in a fixed ball.
44
Finally, to treat the 3-point normalized solutions Fj, simply observe we may write them
in terms of the principal solution as
Fj(z) = (fj(1)− fj(0))−1(fj(z)− fj(0)).
Thus (Fj) converges uniformly to the k-quasiconformal map
F∞(z) := (f∞(1)− f∞(0))−1(f∞(z)− f∞(0)).
Our second auxiliary result verifies that normalized k-quasiconformal maps whose dilata-
tions agree in a large ball are close to each other near the center of the ball.
Lemma 5.2. Let k < 1 and assume that both f : C→ C and g : C→ C are k-quasiconformal
homeomorphisms that satisfy the 3-point normalization and, moreover
µg = µf in B(0, L),
where L ≥ 1. Then for any R < L we have
sup
|z|≤R
|g(z)− f(z)| ≤ ε(L, k,R),
where limL→∞ ε(L, k,R) = 0 for any fixed k,R.
Proof. First of all, quasisymmetry (see [6, Def. 3.2.1 and Thm 3.5.3]) and the normalization
of g imply that g(B(0, R)) ⊂ B(0, r1) and g(B(0, L)) ⊃ B(0, r2) with r1 = r1(R, k) and
r2 = r2(L, k)→∞ as L→∞. Writing f = h ◦ g, it follows that h is analytic in B(0, r2) with
h(0) = 0 and h(1) = 1. Then the function
H(z) := r−12 h(r2z)
is analytic and univalent in B(0, 1) and satisfies the normalization H(0) = 0, H(1/r2) = 1/r2.
By the Koebe type estimates ([6, (2.74)]) it is clear that H ′(0) → 1 as L → ∞. Since the
second derivative of H has a universal bound on say B(0, 1/2) ([10, Thm. 1.8]) we deduce
that for any given ε > 0 we have for large enough L
|H(z)− z| ≤ ε|z| ≤ εr1/r2 for |z| < r1/r2.
This implies that |f(z)− g(z)| < εr1 for |z| < R, proving the lemma.
Next we have a global variant of Lemma 5.1.
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Lemma 5.3. Let the dilatations µj satisfy |µj| ≤ k < 1 for j = 1, 2, . . .. For any L > 1
we write µj,L := µj1B(0,L) and set ψm,j,L := µj,LTµj,L . . . Tµj,L, where µj,L appears m times.
Assume that for every m ≥ 1 and L > 1 there is the weak convergence
ψm,j,L
w→ ψm,L as j →∞
in Lp(C) for all 1 < p <∞. Then the 3-point normalized solution Fj of the Beltrami equation
∂zFj = µj∂zFj converges locally uniformly on C to a k-quasiconformal homeomorphism F .
Proof. Fix R > 0. For any L = 1, 2, 3, . . . let Fj,L be the 3-point-normalized solution to the
Beltrami equation
∂zFj,L = µj,L∂zFj,L.
By Lemma 5.1, for every L ≥ 1 we have uniform convergence Fj,L → F∞,L as j →∞, where
F∞,L is a k-quasiconformal homeomorphism. Given ε > 0, Lemma 5.2 shows that we may
choose L0 := L0(k, ε, R) so that
|Fj,L − Fj,L′| ≤ ε in z ∈ B(0, R), for L,L′ ≥ L0.
A fortiori,
|F∞,L − F∞,L′| ≤ ε in z ∈ B(0, R), for L,L′ ≥ L0.
We deduce that the sequence (F∞,L)L≥1 is Cauchy in C(B(0, R)), so that F∞,L → F∞
uniformly on B(0, R). Since R was arbitrary, we see that F∞ is a 3-point normalized k-
quasiconformal homeomorphism of the plane.
It remains to check that also Fj → F∞ uniformly on B(0, R) for any given R ≥ 1. To this
end, take L ≥ L0 and estimate
lim sup
j→∞
‖Fj − F∞‖C(B(0,R))
≤ lim sup
j→∞
‖Fj − Fj,L‖C(B(0,R)) + lim sup
j→∞
‖Fj,L − F∞,L‖C(B(0,R)) + ‖F∞,L − F∞‖C(B(0,R))
≤ ε+ 0 + ε = 2ε,
where we used Lemma 5.2 again to estimate the first term.
We are ready to establish the first statement in Theorem 1.6(i).
Proof of Theorem 1.6(i). Let us first assume that the Beltrami envelope function φ in the
statement of Theorem 1.6(i) (see Definition 1.4) is compactly supported. Observe that in this
case φ is an envelope function in the sense of Section 2 (Definition 2.2), since taking R large
enough in Definition 1.4 we may apply the bound |φ| ≤ 1 to obtain for any 1 < p <∞.
‖∆hφ‖Lp(C) ≤ 21−1/p|supp(φ)|1/p‖∆hφ‖1/pL1(C) ≤ C ′|h|α/p for |h| ≤ 1.
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Lemma 3.10 shows that φBδ is a stochastic multiscale function. By Corollary 3.9, for
each m ≥ 1 there exists a (deterministic) limit function ψm such that, with probability one,
ψm,j := µ2−jTµ2−j . . . Tµ2−j converges weakly to ψm in L
p(C) for each 1 < p < ∞ and each
m. The statement of part (i) then follows from Lemma 5.1.
In the case where the envelope φ is not compactly supported, we use Lemma 5.3 to reduce
to the compactly supported case. For this reduction it is enough to note that φ1B(0,R) is an
envelope function if φ is a Beltrami envelope function, by essentially the same argument as
above – one uses additionally the observation that a characteristic function of a ball is an
envelope function.
Lemma 5.4. Assume that k ∈ [0, 1) and let (fj) and (gj) be sequences of locally uniformly
convergent k-quasiconformal maps in a domain Ω ⊂ C such that the limit functions f =
limj→∞ fj and g = limj→∞ gj are non-constant. Assume also that |µfj − µgj | ≤ ε in Ω for all
j ≥ 1. Then
|µf − µg| ≤ ε1 + k
2
1− k2 in Ω.
Proof. Take any ball B(z0, R) ⊂ Ω. By considering fj(z) − fj(z0) and gj(z) − gj(z0) in-
stead, we may assume that gj(z0) = fj(z0) = 0 for all j. The assumptions together with
the quasisymmetry property of the maps imply that if r > 0 is taken small enough, then
B(0, r) ⊂ gj(B(z0, R)) for all j ≥ j0, and hence the map fj ◦ g−1j is well-defined in B(0, r) for
j ≥ j0. We may compute (see [6, (13.37)])
µfj◦g−1j (w) =
(
µfj − µgj
1− µfjµgj
∂zgj
∂zgj
)
◦ g−1(w), for a.e. w ∈ B(0, r). (5.2)
In particular, |µfj◦g−1j | ≤ ε(1 − k2)−1 and letting k → ∞ we infer by the local uniform
convergence that |µf◦g−1| ≤ ε(1 − k2)−1 in the neighbourhood of z0. In particular, applying
formula (5.2) to f and g we obtain
|µf − µg| ≤ (1 + k2)
∣∣∣∣ µf − µg1− µfµg
∣∣∣∣ ≤ (1 + k2)|µf◦g−1| ≤ ε1 + k21− k2 .
Our next auxiliary result is quite specialized to our situation. Note that the existence of
the deterministic homogenization limit F∞ is guaranteed by part (i) of Theorem 1.6 that we
already verified.
Lemma 5.5. Suppose in Theorem 1.6(i) the Beltrami envelope function φ is constant on the
complex plane. Then the dilatation µ of the homogenization limit F∞ : C→ C is constant on
C, and therefore F∞ is linear:
F∞(z) =
1
1 + A
z +
A
1 + A
z,
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where the constant A = µF∞ satisfies |A| < 1.
Proof. Let Fj be defined via (1.14), and let B2−j be the random bump field defined by (1.12).
Denote by Q2d the set of dyadic rational points in C, i.e., numbers of the form (n + mi)2
−`,
where m,n and ` ≥ 1 are integers. Since now µFj = aB2−j , where a is a constant with |a| < 1,
we have for any b ∈ Q2d
µFj(·+b) ∼ µFj(·) for j ≥ j0(b)
where ∼ stands for equivalence in distribution. As a consequence of the 3-point normalization
we may write for j ≥ j0(b)
Fj(z) ∼ ajFj(z + b) + cj,
where aj = (Fj(b+ 1))− Fj(b))−1 and cj = −ajFj(b). In the limit j →∞ we thus obtain
F∞(z) = aF∞(z + b) + c
with constants a 6= 0 and c that depend only on b. This implies that
µF∞(z) = µF∞(z + b),
where the equality is in the sence of L∞-functions.
Therefore µ is periodic on C with dyadic rational periods, and this easily implies that µ
is constant. Finally, for any A ∈ D the linear map z 7→ 1
1+A
z + A
1+A
z satisfies the 3-point
normalization and has dilatation A, whence it is the unique quasiconformal homeomorphism
C→ C with these properties.
We are now ready to prove the second statement of Theorem 1.6.
Proof of Theorem 1.6(ii). We first define the function h(g,X) with the help of a reference ho-
mogenization limit. For any a ∈ {|w| < 1} let Fa be the unique deterministic limit map of
the homogenization problem
∂zFa,j(z) = aB2−j(z)∂zFa,j.
By Lemma 5.5 Fa has constant dilatation in the whole plane; let us denote by h(g,X)(a) its
value. Part (i) of Theorem 1.6 and Lemma 5.4 yield immediately that the map a→ h(g,X)(a)
is continuous.
Assume next that the envelope function φ is continuous in a neighbourhood of z0. with
φ(z0) = a. Then the dilatations of the sequences Fa,j and Fj (where Fj is as in the Theorem,
see (1.14)) are ε-close in a small enough neighbourhood U of z0. Thus Lemma 5.4 shows
that the dilatation of the homogenization limit F∞ differs from h(g,X)(a) by less than ε(1 +
k2)(1− k2)−1 in a small enough neighbourhood U , and we deduce the continuity of µF∞ and
the equality µF∞(z0) = h(g,X)(a) = h(g,X)(φ(z0)).
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We state one more auxilary result which actually contains a more general statement than
what is needed in the last part of Theorem 1.6.
Lemma 5.6. Assume that g is invariant under rotation by the angle pi/2:
g(z, t) = g(iz, t) for all z ∈ C, t ∈ R.
Moreover, assume that X is such that the random field g(·, X) is symmetric, i.e g(·, X) ∼
−g(·, X). Then h(g,X)(a) = 0 for every a ∈ D.
Proof. Let Bδ be the random bump field defined by (1.12). The symmetry of g together with
the indepence of the Xn implies the symmetry of Bδ. Fix a ∈ D. For j ≥ 1, let Fj solve the
random Beltrami equation
∂zFj = aB2−j(z)∂zFk, (5.3)
and denote F˜j(z) = (Fj(i))
−1Fj(iz). One computes that µF˜j(z) = −µFj(iz). The assumptions
of the lemma thus verify that
µF˜j ∼ µFj ,
whence in the limit j → ∞ we deduce that F∞(z) = cF∞(iz) with a constant c 6= 0. By
lemma 5.5 we obtain the identity
1
1 + A
z +
A
1 + A
z = c
( 1
1 + A
iz − Ai
1 + A
z
)
for all z ∈ C.
The above identity is possible only if c = −i and A = 0. Thus hg,X(a) = A = 0 as was to be
shown.
Proof of Theorem 1.6(iii). The statement that for both of the models (1.5) and (1.6) the
deterministic limit map is the identity map follows immediately from Lemma 5.6 and Theorem
1.6(ii).
Finally, we show that in the generic case, the limit map is not the identity or equivalently,
that the Beltrami coefficient of the limiting map is not zero. To this end, we consider a very
simple case of the general model. Fix a bump function g ∈ C∞0 ((0, 1)2) with ||g||∞ ≤ 1 and
consider the sequence of random dilatations µj,a that depend on the complex parameter a ∈ D
µj,a(z) = a1[0,1]2(z)
∑
n∈Z2
εng(2
jz − n),
where the εn are an independent sequence of random signs±1. Let fj,a be the principal solution
of the corresponding Beltrami equation, and denote by fa the almost sure deterministic limit
function fa = limj→∞ fj,a. Using notation as in Lemma 5.1 (with µj = µj,a) we see from (5.1)
that fa has the (power series) representation
fa(z) = z +
∞∑
m=1
(Cψm)(z) = z +
∞∑
m=1
am(Cψ˜m)(z),
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with ψ˜m = limj→∞ ψ˜m,j, where ψ˜m,j := µj,1Tµj,1 . . . Tµj,1 and where the almost sure weak
convergence to the (deterministic) limit ψ˜m in L
p(C) for each p > 1 again follows from
Corollary 3.9. We claim that fa is non-linear (equivalently, the 3-point normalized limit is
not the identity) for all but countably many values of a ∈ D, unless ψ˜m is identically 0 for
all m : To see this, notice that fa(z) − z → 0 as z → ∞, so that fa cannot be linear unless
fa(z)−z is independent of z. By interpreting (Cψ˜m)(z) as the Taylor coefficients in the power
series representation of a 7→ fa(z)− z above, we see that fa is non-linear for all but countably
many values of a unless Cψ˜m(z) is independent of z for all m, or equivalently ψ˜m ≡ 0.
It thus suffices to give an example with ψ˜2 6≡ 0. Let h ∈ C∞0 (C) be a compactly supported
test function that equals 1 on [0, 1]2. For j ≥ 1 set
Yj :=
∫
C
hψ˜2,j =
∫
[0,1]2
µj,1Tµj,1 and Y :=
∫
C
hψ˜2 =
∫
[0,1]2
ψ˜2.
Then almost surely Y = limj→∞ Yj and Y is a deterministic constant. We note that in this
special case, the convergence is not difficult to prove directly without resorting to our general
theory. In any case, we claim that the limit is non-zero for a suitable choice of g. As the
random variables Yj are uniformly bounded, we actually have Y = limj→∞EYj. Since the
supports of g(2jz−n) are disjoint for different values of n, and Eεnεn′ = δn,n′ we may compute
EYj =
∑
n∈Z2: 2−jn∈[0,1)2
∫
C
g(2jz − n)Tg(2jz − n)dz =
∫
C
g(z)Tg(z)dz, (5.4)
where in the last step we used the translation and scaling invariance of T.
It remains to verify that g ∈ C∞0 ((0, 1)2) can be chosen so that the last integral in (5.4)
is not identically zero. The following example can be generalized to all kernels that are
not odd. Fix any ϕ ∈ C∞0 (D) with 0 ≤ ϕ ≤ 1 and ϕ 6≡ 0. If
∫
C
ϕTϕ = 0, then setting
ϕA := ϕ(· − A) + ϕ(· + A) we have
∫
C
ϕATϕA ∼ 2 × −1pi (
∫
ϕ)2(2A)−2 6= 0 as A → ∞. By
scaling and translating the support may be taken to be in (0, 1)2, and the choice g = ϕA for
large enough A completes the proof of Theorem 1.6.
We next sketch an alternative statement of the solution to the homogenization problem,
replacing ‘almost sure convergence’ by ‘convergence in probability’. Then there is no need to
restrict to subsequences of δ → 0. In order to rephrase Theorem 1.6 in this manner, consider
the principal solution fδ of the homogenization problem
∂zFδ = φBδ∂zFδ. (5.5)
In the case where the envelope function φ is compactly supported, we know that the terms
ψm,δ in the corresponding Neumann-series are all supported in a ball B(0, R), where R is
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independent of δ. Each term in the series converges weakly in probability in Lp(B(0, R)) as
δ → 0, i.e., for any h ∈ Lp′ there is the convergence in probability∫
C
hψm,δ →
∫
C
hψm.
Moreover, the Neumann series converges Lp(C), with an exponentially decaying remainder
term, uniformly with respect to δ > 0. All this easily implies a norm convergence in Cα
(compare the proof of Lemma 5.1), i.e.
P
(‖fδ − f‖Cα(C) > t) < t
for all t > 0 as soon as δ < δ0(t). In particular, fδ → f locally uniformly in probability. Finally,
we may argue exactly as in the proof of Theorem 1.6 and dispense with the assumption that
the envelope has compact support. Let us record our conclusion as a theorem:
Theorem 5.7. Let µδ be as in Theorem 1.6 and denote by Fδ the 3-point normalized solution
to the Beltrami equation (5.5). Then, Fδ → F∞ locally uniformly in probability as δ → 0,
where F∞ is the deterministic limit map given by Theorem 1.6. In other words, for any R > 0
and ε > 0 one has for δ < δ0(ε, R) that
P
(‖Fδ − F‖L∞(B(0,R)) > ε) < ε.
As our final application to quasiconformal homogenization we consider some random map-
pings of finite distortion, i.e., homeomorphisms for which the assumption ‖µ‖∞ ≤ a < 1 is
relaxed. This leads to the study of solutions to the Beltrami equation ∂z¯f = µ∂zf where we
only have |µ(z)| < 1 almost everywhere. From the general theory of quasiconformal mappings
and mappings of finite distortion one knows that in order to have a viable theory one needs
some control on the size of the set where |µ(z)| is close to 1. For basic properties of planar
maps of finite distortion we refer to [6, Chapter 20] or [5].
There is a well-established theory for mappings of G. David type, i.e., maps whose distor-
tion function
K(z) :=
1 + |µ(z)|
1− |µ(z)|
is exponentially integrable, namely exp(aK(z)) ∈ L1loc for some a > 0. With this theory in
mind, a natural model for degenerate random Beltrami coefficients is
µj(z) :=
∑
n∈Z2: 2−jn∈[0,1)2
εj,ng(2
jz − n). (5.6)
where ‖g‖L∞(C) = 1, one has supp(g) ⊂ [0, 1]2, and for each j ≥ 1 we assume that εj,n (n ∈ Z2)
are complex valued i.i.d. random variables taking values in D. Their common distribution is
assumed to be independent of j. In this situation we have the following result:
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Theorem 5.8. Assume the uniform tail estimate
P
(
1 + |εj,n|
1− |εj,n| > t
)
≤ e−γ t (5.7)
for some γ > 2. Define the (possibly degenerate) Beltrami coefficients µj as in (5.6). Then
the 3-point normalized solutions Fj of the Beltrami equation ∂zFj = µj∂zFj converge almost
surely locally uniformly to a deterministic limit homeomorphism F : C→ C.
Proof. We start the proof with a couple of auxiliary observations. First of all, we again use
that convergence of the 3-point normalizations is equivalent to convergence of the hydrody-
namically normalized ones.
Thus, we again consider the principal solution
fj(z) := z + C
( ∞∑
m=1
ψm,j
)
, (5.8)
of the Beltrami equation, where as before ψm,j = µjTµj . . . Tµj with µj occuring m times.
This series is well-defined since almost surely each µj satisfies
‖µj‖L∞(C) ≤ max{|εj,n| : n ∈ Z2, 2−jn ∈ [0, 1)2} < 1.
By Corollary 3.9, almost surely each of the terms ψm,j converges weakly to a limit ψm in
Lp for every 1 < p < ∞, and C(ψm,j)(z) converges locally uniformly on C. Therefore we
expect that the limit map can be written again as
f∞ = z + C
( ∞∑
m=1
ψm
)
, (5.9)
and in proving the convergence one only needs to control the tail of this series. Our main tool
will be the following statement:
lim
M→∞
sup
j≥1
∞∑
m=M
‖ψm,j‖L2(C) = 0 almost surely . (5.10)
The proof of (5.10) is based on the following basic estimate [5, Theorem 3.1] (see also [12])
with R = 2 on the decay of the L2-norm of the terms in the Neumann series.
Lemma 5.9. Assume that the dilatation µ is compactly supported, supp(µ) ⊂ B(0, R). If for
some p > 0 we have
A :=
∫
B(0,R)
epK(z)dz <∞, (5.11)
where K := 1+|µ|
1−|µ| , then for any q ∈ (0, p/2) the m-th term in the Neumann-series satisfies the
bound
‖ψm‖L2(C) ≤ CR,q,Am−q (5.12)
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Denote the distortion function of fj by Kj(z) :=
1+|µj(z)|
1−|µj(z)| , where µj is as in (5.6). In view
of the above lemma, (5.10) follows as soon as we verify that there is p > 2 such that
sup
j≥1
∫
[0,1]2
epKj(z)dz <∞ almost surely . (5.13)
To this end, choose q ∈ (1, 2) and p > 2 so that pq < γ, where γ > 2 is from condition (5.7).
Denote by Y a random variable with the distribution
Y ∼ exp
(
p
(1 + |ε|
1− |ε|
))
−M with M := E exp
(
p
(1 + |ε|
1− |ε|
))
,
where ε has the same distribution as all of the variables εj,n. The expectation M above is
finite according to our assumption (5.7), in fact EY q < ∞. The very definition of µj yields
that ∫
[0,1]2
epKj(z)dz ≤M + Zj,
with
Zj ∼ 2−2j
22j∑
`=1
Yj,`
where for each j ≥ 1 the random variables Yj,` are identically distributed copies of Y. In order
to estimate the tail of Zj, we recall the von Bahr and Esseen estimate [8] that states for
centered i.i.d. random variables X1, . . . , XN the inequality
E |X1 + . . . XN |q ≤ Cq
N∑
s=1
E |Xs|q , 1 ≤ q ≤ 2.
We obtain
P(Zj > 1) ≤ EZqj ≤ 2−2jqCq22jEY q = O(2−2(q−1)j),
and the Borel-Cantelli lemma yields that almost surely eventually Zj ≤ 1. This proves (5.13),
and we have finished the verification of (5.10).
We will prove Theorem 5.8 using the Arzela-Ascoli theorem. To this end we need uniform
modulus of continuity estimates for both sequences (fj) and (f
−1
j ). Here note first that (5.10)
implies the uniform bounds (with a random constant C)
‖∂zfj‖L2(C) = ‖∂zfj − 1‖L2(C) ≤ C, for all j ≥ 1. (5.14)
Since the support of each µj is contained in 2D, this estimate together with the properties of
the Cauchy transform shows that, outside 3D, the functions fj are uniformly equicontinuous
and fj(z)− z is uniformly bounded. Thus uniform equicontinuity in all of C follows from the
following useful result (see [15],[6, Theorem 20.1.6]).
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Lemma 5.10 (Gehring, Goldstein and Vodopyanov). Assume that f ∈ W 1,2(4D) is a home-
omorphism. Then, if z1, z2 ∈ 4D one has
|f(z1)− f(z2)|2 ≤
9pi
∫
2D
|∇f |2
log(e+ 1/|z1 − z2|) .
Next, the equicontinuity of the inverse maps is dealt with by another lemma (whose proof
actually reduces the situation to Lemma 5.10, see [17],[6, Lemma 20.2.3]).
Lemma 5.11 (Iwaniec and Sverak). Assume that f is a (homeomorphic) principal solution
of the Beltrami equation with distortion function K, and with µ supported in B(0, R′). Then,
for z1, z2 in the disc B(0, R), the inverse map g := f
−1 satisfies
|g(z1))− g(z2)|2 ≤ C(R,R
′)
log(e+ 1/|z1 − z1|)
∫
B(0,R′)
K(z)dz.
The original version assumes that µ is supported in D, but the more general statement follows
again by scaling. Now (5.13) entails that in our case
∫
B(0,R)
Kj(z)dz is uniformly bounded,
and we obtain a (locally) uniform modulus of continuity for the inverse maps f−1j .
Now Theorem 5.8 follows quickly. Almost surely, we have local uniform equicontinuity for
both sequences (fj) and (f
−1
j ), uniform boundedness of fj(z) at every point z outside 3D,
and thus locally uniform subsequential convergence to a homeomorphism by Arzela-Ascoli.
Moreover, as before in the proof of Lemma 5.1, almost surely each term in the series (5.8)
converges locally uniformly. Also, (5.10) implies that the VMO-norm of the remainder in (5.8)
converges uniformly to zero ([6], Theorem 4.3.9). Put together, we deduce the convergence in
VMO(3D) of the whole sequence fj. Since the fj are analytic outside 2D, this implies the
uniqueness of the subsequential limit in C and establishes almost sure locally uniform converge
fj → f∞, where the limit f∞ is a self-homeomorphism of the plane given by (5.9).
Let us finally observe that the above proof actually yields the following more general
results, stated both for the deterministic and random homogenization problem.
Theorem 5.12. Let µ = µδ be a compactly supported deterministic multiscale function such
that for every 0 < δ < 1, we have |µδ(x)| < 1 for almost all x, and furthermore the dilatation
Kµδ(x) :=
1+|µδ(x)|
1−|µδ(x)| is such that
∫
C
epKµδ is bounded uniformly in δ for some p > 2. Then the
associated normalized solutions Fδ with dilatation µδ converge locally uniformly in distribution
to a homeomorphism F∞ : C→ C as δ → 0.
Theorem 5.13. Let µ = µδ be a stochastic multiscale function such that for δ > 0 we have
almost surely |µδ(x)| < 1 for almost all x, and furthermore for some p > 2 almost surely
supj≥1
∫
C
e
pKµ
2−j < ∞. Then the associated normalized solutions Fµ
2−j are almost surely
locally uniformly convergent as j →∞.
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