The representation of nonlinear shallow water flows poses severe challenges for numerical modeling. The use of contour advection with contour surgery for potential vorticity (PV) within the contour-advective semi-Lagrangian (CASL) algorithm makes it possible to handle near-discontinuous distributions of PV with an accuracy beyond what is accessible to conventional algorithms used in numerical weather and climate prediction. The emergence of complex distributions of the materially conserved quantity PV, in the absence of forcing and dissipation, results from large scale shearing and deformation and is a common feature of high-Reynolds number flows in the atmosphere and oceans away from boundary layers. The near-discontinuous PV in CASL sets a limit on the actual numerical accuracy of the Eulerian, grid-based part of CASL. For the spherical shallow water equations, the limit is studied by comparing the accuracy of CASL algorithms with second-order centered, fourth-order compact, and sixth-order super compact finite differencing in latitude in conjunction with a spectral treatment in longitude. The comparison is carried out on an unstable mid-latitude jet at order one Rossby number and low Froude number that evolves into complex vortical structures with sharp gradients of PV. Quantitative measures of global conservation of energy and angular momentum, and of imbalance as diagnosed using PV inversion by means of Bolin-Charney balance, indicate that fourth-order differencing attains the highest numerical accuracy achievable for such nonlinear, advectively dominated flows.
Introduction
The construction of "accurate" and "efficient" numerical models for the shallow water equations on the sphere plays a central role in global modeling of the atmosphere. From the two questions of accuracy and efficiency, the former has proved more challenging to assess. A fundamental problem here is the definition and measure of accuracy for complex shallow water flows when no exact solution is known. The complexity comes from the advective nonlinearity and the presence of all scales, from large to small, due to the formation of sharp gradients by advection. Together with novel numerical algorithms, novel ways of defining and measuring accuracy for such flows have to be employed. To this end, we borrow from the ideas of balance and potential vorticity (PV) inversion (Hoskins et al. 1985, McIntyre and Noton 2000) . For our purpose here, balance can be understood as a functional relation between the wind and mass fields, referred to as a "balance relation" or a "balance condition", generalizing the well-known geostrophic relation. Although there is strong evidence that balance holds only in an approximate sense, for a large subset of atmospheric-oceanic motions of interest the breakdown of balance is believed to be small (McIntyre and Norton 2000, Dritschel 2001, hereafter MD01, Dritschel and Viúdez 2006) . Such flows can be decomposed into a balanced, vortical part determined and controlled by PV, and a residual, unbalanced part representing inertia-gravity waves. Here, we apply this process, called "wave-vortex decomposition", in two novel and inter-related ways. The two applications are: (i) in the design of highly accurate numerical algorithms to cope with the complexity due to advective nonlinearity and (ii) in the design of novel ways of measuring accuracy. The two applications are explained below.
To design highly accurate numerical algorithms, for reasons to be explained shortly, we can equip our algorithms with a suitable built-in PV inversion without actually imposing any balance relation. This is made possible by using PV as a prognostic variable and transforming the shallow water equations appropriately. For reference, numerical algorithms with explicit use of PV as a prognostic variable are called PV-based. Early attempts in designing PV-based algorithms for the shallow water equations (Bates et al. 1995 , Thuburn 1997 , Dritschel et al. 1999 used only the material conservation of PV in the absence of forcing and dissipation. No balance was exploited. For the f -plane shallow water equations, it was shown in Dritschel et al. (1999) that the use of the "Contour-Advective Semi-Lagrangian" (CASL) algorithm for advecting PV can bring a significant improvement over conventional non-PV-based pseudo-spectral algorithms as well as the PV-based algorithms with standard diffusive semi-Lagrangian advection of PV. The improvement in the representation of PV in CASL comes from its ability to handle sharp gradients of PV -a commonly-occurring fundamental feature of atmospheric-oceanic flows -with only a minimal amount of sub-grid scale diffusion carried out by contour surgery (Dritschel 1988 , 1989 , Dritschel and Ambaum 1997 . The handling of complex PV structures by CASL has implications for the representation of both the balanced and unbalanced parts of the flow (Mohebalhojeh and Dritschel 2000 , hereafter MD00, Mohebalhojeh and Dritschel 2004, hereafter MD04) . A false breakdown of balance and thus misrepresentation of imbalance can happen. The built-in PV inversion is specifically designed to effectively remove this false breakdown of balance.
In the second application, a suitable PV inversion is used to decompose the flow into a dominant, balanced part and a residual, unbalanced part. The representation of balance and imbalance can then be quantified using various norms or global measures. Exploiting the fact that numerical errors tend to generate imbalance, such measures of imbalance can help us assess the accuracy of numerical algorithms. The usefulness of this approach is demonstrated by assessing the accuracy of various CASL algorithms with latitudinal finite differencing of different orders. The applicability and usefulness of wave-vortex decomposition in assessing the accuracy is however not limited to PV-based numerical algorithms. In a preceding work on the f -plane multi-isopycnal layer equations (MD04), we have successfully applied wave-vortex decomposition to a conventional pseudo-spectral algorithm with vorticity, layer depth and divergence as the prognostic variables.
The CASL algorithm developed for the shallow water equations on the sphere in Dritschel (2004) and Smith and Dritschel (2006) , hereafter SD06, is built upon a spectral method in longitude and second-order centered finite differencing in latitude. In addition to avoiding the costly Legendre transforms required for a spectral method in latitude, second-order finite differencing was motivated by the fact that for a vorticity or PV discontinuity the accuracy of the spectral method is no greater than that of second-order finite differences (Shipton and Dritschel 2007) . The increasing use of higher order finite differencing in lieu of spectral methods for the spherical shallow water equations (Spotz et al. 1998 , Tolstykh 2002 , Nihei and Ishii 2003 compels us to examine latitudinal finite differencing in the presence of the sharp PV gradients captured by CASL. To this end, we compare the numerical accuracy of the second-order centered with the fourth-order compact and the sixth-order super compact (Esfahanian et al. 2005 ) finite differencing in latitude, each combined with a spectral method in longitude and contour-advection for PV in CASL. For a proper assessment, the test case of a perturbed, mid-latitude unstable zonal jet introduced in Galewsky et al. (2004) , hereafter GSP04, was chosen for the generation of complex vortical flows with neardiscontinuous vorticity distributions. In order to retain complexity, the test case is performed without applying any explicit diffusion 1 . This is a major point of departure from the main body of numerical results presented in GSP04, where numerical convergence were attained by the use of a strong explicit diffusion.
The paper is organized as follows. The underlying formulation of the spherical shallow water CASL algorithms is presented in Section 2. The implementation of fourth-order compact and sixth-order super compact differencing for the solution of the various elliptic equations and a description of the CASL algorithms examined are given in Section 3 and the appendix. Qualitative and quantitative results on accuracy are given in Section 4. Finally, Section 5 summarizes the main conclusions.
Formulation
The spherical shallow water equations can be written in a momentum-mass representation as
where D/Dt = ∂/∂t + V·∇ is the material derivative, V is the velocity vector,h ≡ (h − H)/H is the dimensionless perturbation depth with h being the actual depth and H the domain-area average depth, c = gH is a gravity wave speed with g the acceleration due to gravity. On the sphere, f = 2Ω E sin φ is the Coriolis parameter,
where Ω E is the Earth's rotation rate and φ is latitude. In writing (2.1) and (2.2) neither dissipation nor forcing has been included. Takingẑ·∇× and ∇· of (2.1),ẑ being the unit vector in the local vertical direction, we arrive at the vorticity and divergence equations,
where u and v are velocity components in the longitudinal (λ) and latitudinal (φ) directions, respectively, a is the Earth's radius, and
contains all the linear terms in the right-hand side of (2.4). Note: γ = ∇·(DV/Dt). The relative vorticity ζ and divergence δ are related to the velocity components by
Equations (2.2) and (2.3) can be combined to express the material conservation of PV, denoted by Q, DQ Dt = 0, where
Equations (2.8), (2.2) and (2.4) can be used to construct the CASL algorithm with prognostic variables (Q ,h , δ), the same variables used in the spherical shallow water model of Bates et al. (1995) . Disregarding the reconstruction of the velocity field from ζ and δ described below, the use of (Q ,h , δ) entails no use of any balance relation and thus built-in PV inversion. A PV inversion relation mimicking the leading-order linear balance relation can be accommodated in the CASL algorithm (Dritschel 2004, SD06) without restricting the motion by using the prognostic variables (Q , δ , γ). The shallow water equation for γ is
where B ≡ c 2h + 1 2 |V| 2 is the Bernoulli pressure, and Z = f (f + ζ). The primitive variables V andh are found from the prognostic variables (Q , δ , γ) as follows. With the Helmholtz decomposition of the velocity field into rotational and divergent parts,
the streamfunction ψ and divergence potential χ satisfy
But ζ depends onh through the definition of PV,
Inserting ζ from (2.12) into the definition of γ (2.5) gives
The built-in PV inversion relation in the algorithm with prognostic variables (Q , δ , γ) is this equation forh. We note that PV inversion by means of the leading-order balance expressed by δ = γ = 0 entails the same equation as (2.13) with γ = 0 and u replaced by u ψ , the rotational zonal velocity. That is, the leading-order balance relation is explicitly contained in (2.13). This property has been repeatedly observed to have a positive impact on the representation of balance in the presence of sharp gradients of PV (MD00, Dritschel and Viúdez 2003, MD04) . While the inversion equations (2.10), (2.11), (2.12), and (2.13) are coupled, they are linear, an exceptional property. Numerically, they are solved iteratively by rewriting (2.13) as
14)
obtained by subtracting f 2h from both sides of the definition of γ. Each iteration of (2.14) involves solving a modified Helmholtz equation. Since by definition h = 0, representing the domain area average, each iteration of (2.14) enforces h = 0 and thus mass conservation is satisfied globally. A further modified Helmholtz equation with operator (∇ 2 − 1/(c∆t) 2 ), ∆t being the time step, arises from the semi-implicit time stepping of δ and γ using (2.4) and (2.9).
Elliptic equation solvers
The procedure to solve the elliptic equations involved, that is, the two modified Helmholtz equations and the Poisson equations for ψ and χ deserves attention. The secondorder centered procedure developed for the elliptic equation is with minor changes the same as that described in Moorthi and Higgins (1993) and will not be repeated here. A detailed description is given here for the fourth-order compact inversion. The sixth-order super compact inversion is left for the appendix.
The fourth-order compact inversion
A fourth-order compact procedure different from that described in Tolstykh (2002) is developed here. The procedure of Tolstykh (2002) suffers from a loss of formal order of accuracy from fourth to third due to problems with pole boundary conditions. To circumvent these problems with pole boundary conditions, the use of a grid shifted half the latitudinal grid spacing ∆φ from the poles (Fornberg 1995) proves crucial. The grid points φ j = −π/2 + (j − 1/2)∆φ (j = 1, 2, . . . , N ) and φ * j = −π/2 + j∆φ (j = 0, 1, . . . , N ) are referred to as half and full grids, respectively. For clarity of exposition, for a function F the discrete representations on the half and full grids are denoted by F j and F * j , respectively. Let us consider the modified Helmholtz equation
where F represents the right-hand side in (2.14) divided by c 2 . For simplicity of presentation the constant Earth radius a has been removed from the Laplacian. For each longitudinal Fourier component F =F m (φ)e imλ of the source F with wavenumber m, the solution of the linear equation (3.1) is of the formh =ĥ m (φ)e imλ , withĥ satisfying
Using the auxiliary variableΓ = dĥ/dφ, and the fourth-order compact relations for the first and second latitudinal derivatives ofĥ (Esfahanian et al. 2005) ,
2) is recast into a 2 × 2 block tridiagonal matrix form for points on the half grid. The result is
, and A j , B j , and C j are the 2 × 2 matrices
for points j = 2, 3, . . . , N − 1. For j = 1 and j = N , a special treatment is needed. To be able to use the differencing relations (3.3) and (3.4), the independent variable φ has to vary monotonically when crossing the poles. This is possible by noting that (3.2) is valid if the independent variable φ is extended periodically from [−π/2, π/2] to [−π/2, 3π/2] in crossing the north pole and to [−3π/2, π/2] in crossing the south pole. Consequently, sign changes in the cos and tan functions have to be considered in crossing the poles.
For odd m, we haveĥ 0 = −ĥ 1 ,Γ 0 =Γ 1 andF 0 = −F 1 because of a sign change by a π phase shift coming from the harmonic factor e imλ when crossing the south pole. Note that forΓ there is a further sign change in crossing the pole coming from the latitudinal derivative. The above relations together with cos φ 0 = − cos φ 1 and tan φ 0 = − tan φ 1 are used to remove contributions from the point j = 0 in equation (3.5) for j = 1 (note, A 1 is not used). In the same way,ĥ N +1 = −ĥ N ,Γ N +1 =Γ N ,F N +1 = −F N , cos φ N +1 = − cos φ N , and tan φ N +1 = − tan φ N are used to remove contributions from the point j = N + 1 in equation (3.5) for j = N (now, C N is not used). The result is
For even m, we haveĥ 0 =ĥ 1 ,Γ 0 = −Γ 1 ,F 0 =F 1 ,ĥ N +1 =ĥ N ,Γ N +1 = −Γ N , and F N +1 =F N . These result in similar relations for B 1 and B N :
the same relations are used for non-zero m (omitting f 2 /c 2 ). For m = 0, the Poisson equation is singular and the zonally averaged solutionψ is known only to within a constant. The dynamically important quantity is the latitudinal derivative ofψ and notψ itself. To this end, we use the auxiliary variableῩ = cos φ(dψ/dφ). Multiplying (3.6) by cos φ, the equation for m = 0 becomes
To discretize (3.7), we use the fourth-order compact relation relating the derivative of a function at half-grid points to the function values at full-grid points (Esfahanian et al. 2005 , Tolstykh 2002 ),
The boundary condition at the south and north poles areῩ * 0 =Ῡ * N = 0, and (3.8) is solved for j = 1, 2, . . . , N − 1. For consistency with the boundary conditions, we require that
To enforce this consistency requirement, we modify F j to F j − C where C is a constant to be determined by the consistency condition. A straightforward calculation gives
Note thatḠ 0 =F 0 cos φ 0 = −F 1 cos φ 1 = −Ḡ 1 and thusῩ * 1 = ∆φ 24 (21Ḡ 1 +Ḡ 2 ) which enables us to solve (3.8) forῩ * recursively:
The full gridῩ * is then interpolated to the half grid using the fourth-order compact interpolation (Esfahanian et al. 2005) :
to solve forῩ 1 ,Ῡ 2 , . . . ,Ῡ N . In crossing the poles, there are two sign changes forῩ, one due to cos and one due to the latitudinal derivative, givingῩ 0 =Ῡ 1 andῩ N +1 =Ῡ N . Therefore, equation (3.11) for j = 1 and j = N becomes
which together with (3.11) for j = 2, . . . , N − 1 constitute a tridiagonal system.
CASL algorithms
The second-order centered in latitude CASL algorithms developed in Dritschel (2004) and SD06 use a full-grid distribution of grid-based dynamical variables. For reference, the algorithms are called CA . The time stepping for the prognostic variables used alongside PV is a three-time-level semi-implicit scheme. A modified Helmholtz equation for perturbation depthh arises from the semi-implicit time stepping in the CASL algorithms with prognostic variables (h , δ). As for the modified Helmholtz equation arising from the use of (δ , γ) as prognostic variables, i.e. either (2.13) or (2.14), the condition h = 0 is readily enforced and thus global mass conservation is maintained. The contour-advective algorithm used for PV in all the CASL algorithms is the spherical extension of the algorithm developed in Dritschel and Ambaum (1997) .
The following measures are taken for numerical regularisation and stability. In the contour representation for PV, thin filaments are removed by "contour surgery" (Dritschel 1988 , 1989 , Dritschel and Ambaum 1997 at a tenth of ∆φ. The prognostic variables used alongside PV undergo a Robert-Asselin time filtering at each time step and their time tendencies are damped by a 'Broutman' spectral filtering (for approximate de-aliasing) applied in longitude only (SD06). No other damping of any kind was applied to the fields, unlike in GSP04. We note that the dissipation associated with contour surgery is substantially less than that associated with hyperdiffusion in pseudo-spectral algorithms or interpolation in semi-Lagrangian algorithms using the same spatial resolution (Dritschel et al. 1999 and Viúdez 2003) .
It is worth pointing out that the counterparts of the CASL algorithms based on a standard semi-Lagrangian advection of PV have also been constructed. When compared with the CASL algorithms, for the inviscid, unforced problem considered here, the main features of the semi-Lagrangian solution for PV are essentially those already studied in Dritschel et al. (1999) and MD00 for the f -plane. We leave a further comparison of CASL and semi-Lagrangian algorithms to the spherical shallow water problem with thermal forcing (Polvani et al. 1995 ) to a further study.
Numerical results

Initial conditions
The initial conditions are constructed as follows. First a zonal jet (with v = 0) is prescribed as a function of latitude φ (GSP04),
for φ 0 < φ < φ 1 and zero otherwise, where u max is the maximum speed, φ 1 is the latitude of the northern boundary of the jet, φ 0 is the latitude of the southern boundary of the jet, and e n is a normalizing factor making u(φ, 0) equal to u max at the center of the jet. The constants used are:
, and the dimensional u max = 80 ms −1 . The zonal jet's mid-point is located at φ = π/4. The depth field associated with the zonal jet (4.1) denoted byh z is obtained by solving the relationh
In (4.2), a is the radius of the Earth and the constant µ is determined by the condition of zero averageh z . To this basic flow, a perturbationh is added in the form of
for −π < λ < π, where µ is another constant to be determined by the condition of zero averageh . The amplitude of the perturbation ε is set to 120m. For consistency with GSP04, the mean layer depth H is set to 10 4 + 120 cos φe −(3λ) 2 e −[15(π/4−φ)] 2 . We non-dimensionalize lengths by a and time by one day T day = 2π/Ω E , where Ω E = 7.292 × 10 −5 s −1 . That is, our unit of length is the radius of Earth and our unit of time is one day. The non-dimensional c is then equal to gH(T day /a) ∼ 4.25, where we have used g = 9.80616 ms −2 and a = 6.37122 × 10 6 m. The dimensional mean layer depth is H ∼ 10000.33 m.
For readers familiar with the details of the test case presented in GSP04, our definition of the perturbation depth may appear slightly different from that in Eq. (3) of GSP04. Our dimensional mean layer depth is a little greater than the value of 10000 m stated in GSP04. However, there is no inconsistency of any kind. Note that GSP04 first use the value of 10000 m to determine the constant of integration in their Eq. (3) for the depth field balanced with the zonal jet. Then they add a perturbation depth in their Eq. (4) that has a nonzero domain area average. This increases the actual mean layer depth H to 10000.33 m. The momentum-depth (or height) based algorithms do not rely on an exact value for H. But the PV-inversion part of the PV-based algorithms in the (Q , δ , γ) representation requires the exact value of H. The introduction of the constant µ is only to remove the nonzero perturbation depth of GSP04.
To solve (4.2), we have used the compound trapezoid rule with a sufficiently large number of points in each grid interval in φ to achieve machine precision accuracy forh z . However, a repeat of the numerical experiments of Section 4 withh z computed only to second-order accuracy shows that none of the main results reported here depend critically on a machine precision computation ofh z . In fact such numerical errors in the solution forh z add only a small amount of zonally-symmetric imbalance relative to that generated by the introduction of the perturbation (4.3). It should be noted that the zonally-symmetric imbalance can also be removed by inverting the zonal vorticity profile corresponding to the zonal jet (4.1) using the Bolin-Charney balance with the same discretization as that used in the primitive-equation algorithm (see Section 4.4). For zonally-symmetric states, Bolin-Charney balance is exact. This provides a much better way of achieving a discrete balanced jet than computingh z from (4.2) to machine precision. The application of the discrete Bolin-Charney inversion would, however, result in slight differences in initial conditions used for different primitive-equation algorithms, which is undesirable for our comparisons.
Figure (1) presents the profiles of non-dimensional zonal velocity u, unperturbed layer depthh z , and a contour plot of perturbation depthh . For the CASL algorithms, the initial PV field Q(x, 0) = (f + ζ(x, 0))/(1 +h(x, 0)) is computed from the initial velocity and depth fields on the grid and converted to a contour representation using the grid-to-contour conversion algorithm described in Dritschel and Ambaum (2006) . A unit of Q in our non-dimensionalization corresponds to
, where Q max (0) and Q min (0) denote the maximum and minimum values of the PV at t = 0. The contour interval used for contouring Q(x, 0) is ∆Q = π/8 ∼ 0.39, giving adequate resolution of the PV field, in a Lagrangian sense (∆Q/Q max (0) ∼ 0.02). Furthermore, δ(x, 0) = 0 and γ is computed from ζ,h and u. Note that all the algorithms use the same discrete initial conditions. In this way, all the differences in the subsequent time evolution result from differences in the algorithms and not from differences in the initial conditions.
The results reported here use the same number of grid points in latitude N and in longitude M . That is, the latitudinal angular resolution is twice that of the longitudinal angular resolution. This is done to compensate for the lower formal order of accuracy of finite differencing in latitude compared to spectral transforms in longitude (see SD06). For reference, resolution is denoted by M × N . A small time step with a fixed Courant number c∆t/∆φ ∼ 0.9 is used as a compromise between the adverse effect of semiimplicit time stepping at large time steps (cf. SD06) and computational cost. A Courant number of order unity ensures comparable resolutions of temporal and spatial scales. The grid resolutions and the time steps used here are listed in Table 1 . For comparison, also added in Table 1 are the number of points used in triangular spectral truncations as well as the Courant numbers used in GSP04. 
Qualitative flow development
To begin with, we separate the flow into two stages: (i) the linear, Rossby adjustment stage where PV is almost inactive; and (ii) the nonlinear, spontaneous-adjustment emission (SAE, see Ford et al. 2000) stage where the flow is controlled by PV advection. In the Rossby adjustment stage, the imbalance arising from the introduction of the initial perturbation depthh generates a small-amplitude, small-scale and highfrequency inertia-gravity wave packet, propagating rapidly in meridional direction (see Section 3.1 in GSP04 for details). It is important to emphasize that in this stage CASL offers little advantage over conventional algorithms, simply because the flow is not controlled by PV. Although weak, the wave packet can sufficiently displace the PV contours in the meridional direction to trigger the instability of the zonal jet (4.1). The jet then rolls up into complex vortical structures with increasingly sharp gradients of potential vorticity. The complexity is well manifested in the contour maps of vorticity field shown in Fig. 2 for the CASL algorithm CA 4−hg δ,γ at t = (0, 2, 4, 6, 8, 10) days even for 128 × 128 resolution. This is the second stage, the focus of our study. The domainmaximum values of local Rossby number Ro max , where Ro = |ζ|/2Ω E , and local Froude number Fr max , where Fr = |V|/(gh) 1/2 , starting from Ro max = 0.72 and Fr max = 0.25 at t = 0, then fluctuate and grow, attaining Ro max = 1.00 and Fr max = 0.30 at the peak of instability around t = 8, then decay to Ro max = 0.50 and Fr max = 0.20 by the end of simulation at t = 25. The choice of the domain-maxima for Ro and Fr as opposed to e.g. the root-mean-square values is motivated by the fact that the principal breakdown of balance and SAE, dynamical and numerical alike, happen around the jet and the maxima provide a better quantification of the strength of the jet (MD00)
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The complexity of the vortical flow generated has a marked impact on the evolution of the variables δ and γ as compared to the primitive variables u, v, andh. Here, we present the results of the algorithms CA 
Energy and angular momentum
The energy E and angular momentum J about the Earth's rotation axis,
are conserved in the absence of forcing and dissipation. As before, represents the domain area average and thus E and J are defined per unit area in (4.4) and (4.5), respectively. The much larger time-independent contributions c 2 to energy and Ω E cos(φ) to angular momentum have not been included. In Fig. 4 , the time variation of percentage change in E, E rel = [(E(t) − E(0))/E(0)] × 100 and in angular momentum J for the first 25 days of integration is shown for the algorithms CA For energy, the contrast between the second and higher order algorithms becomes evident starting from time t = 6, in the nonlinear stage, where the second-order algorithms exhibit a decrease followed by a marked increase in E. The algorithms CA exhibit, respectively, a 50%, 39% and 31% increase in E(t = 25) relative to E(t = 0) at 128 × 128 resolution. The corresponding values are 1% increase for CA 4−hg h,δ , 2% decrease for CA 4−hg δ,γ , and 5% decrease for CA 6−hg δ,γ . The gain in conservation of energy is significant by going from second-order centered to fourth-order compact latitudinal differencing. No further gain is observed for sixth-order differencing compared with fourth-order differencing. The reduction in E rel with increasing resolution is more noticeable for the second-order algorithms.
For angular momentum, again in the nonlinear stage around time t = 8 the secondorder algorithms start a marked deviation from the higher order algorithms. The improvement shown by sixth-order over fourth-order differencing is much less significant than that by fourth-order over second-order differencing. The spatial differences in CA 4−hg h,δ and CA 4−hg δ,γ as seen in Fig. 3 , for example, are masked in the global conservation measures of both energy and angular momentum. The situation is clarified by the quantitative measures of imbalance presented in Section 4.4. The significant changes in J starting around t = 10 in the fourth-and sixth-order algorithms result from the loss of J arising from the removal of thin filaments of PV by contour surgery (Dritschel 1988 ). Since J is not sign-definite, large relative changes to J in turbulent flows with filaments formed dominantly in the zonal direction are not unexpected. Furthermore, if we include the background, time-independent contribution Ω E cos(φ) to angular momentum, this would reduce the percentage changes markedly. For example, the percentage decrease in J(t = 25) relative to J(t = 0) is 88% disregarding Ω E cos(φ) and only 1.9% when including Ω E cos(φ) for CA 4−hg δ,γ at 128 × 128 resolution.
Imbalance
As shown in MD00 and MD04, the numerical errors due to the presence of sharp gradients of PV lead to a false breakdown of balance and thus a false generation of imbalance, overestimating spontaneous-adjustment emission. The decomposition of a flow into a balanced part controlled by PV and an unbalanced part representing free inertia-gravity waves -known as wave-vortex decomposition -can therefore help in diagnosing numerical errors. In the present study, we have used the BolinCharney balance conditions or balance relations for wave-vortex decomposition (for further discussion see Mohebalhojeh and McIntyre 2007 , MD01, McIntyre and Norton 2000 , and Whitaker 1993 . To put it simply, the Bolin-Charney balance relations are obtained by setting the variable Ξ and its first time derivative to zero, where
is just the divergence equation (2.4) without terms involving δ or ∂δ/∂t. The balance relation Ξ = 0 together with the definition of PV (2.12), the Poisson equation for ψ in (2.11), and
constitute a closed system of equations to solve forh, ζ, ψ, and V ψ from the known instantaneous distribution of PV. The balanced divergence δ is obtained from ∂Ξ/∂t = 0, which gives
where
With (4.9), (2.10) and the Poisson equation for χ in (2.11), Eq. (4.8) can be solved to determine δ and V. The balanced fields thus determined can be subtracted from the actual shallow water fields to define the unbalanced fields. For the state vector (u , v ,h) of the system, we define the L 2 norm (MD01, MD04)
The factor H/2 is simply used to make ||X|| 2 a linearized available energy with a physical meaning as well. We measure imbalance by ||X imb || = ||X − X b ||, where ||X||, ||X b ||, and ||X imb || stand for the actual, balanced, and unbalanced state vectors. at 128 × 128 and 256 × 256 resolutions. For consistency, in each case the Bolin-Charney balance relations are solved with the same formal order of accuracy for latitudinal differencing as that in the CASL algorithm. In this way, a priori none of the latitudinal differencings are assumed to be numerically more accurate. The remarkable property of the imbalance diagnosis presented is in how well it captures some of the properties of the algorithms. The significant loss of accuracy in the secondorder algorithms is evident. With an increase in flow complexity, second-order centered differencing starts to overestimate imbalance (SAE) around t = 4 at 128×128 resolution and around t = 7 at 256 × 256 resolution. For CA 2−hg δ,γ , the imbalance saturates at t = 10 and stays nearly flat for the rest of the integration. Therefore, the steady increase in energy and decrease in angular momentum observed for t > 10 for CA Noticeably, all the CASL algorithms exhibit virtually identical levels of ||X imb || 2 during the early Rossby adjustment stage of the flow. The latitudinal differencings employed are all centered, and combined with semi-implicit time stepping, lead only to dispersion errors for linear wave propagation. Global measures like ||X imb || 2 do not capture dispersion errors. This is why it is useful to consider several measures of error.
Rate of numerical convergence with resolution
We next compare the numerical algorithms as regards the rate of numerical convergence with resolution. To this end, for each algorithm the numerical solution for the highest resolution available is taken as the reference solution for that algorithm. The numerical error at each resolution is then estimated globally for a field ξ by
where ξ ref is the reference solution (Williamson et al. 1992 ).
To start with, Fig. 6 presents L 2 (h) and L 2 (ζ) over the first 12 days of the simulation for each doubling of resolution from 64×64 to 512×512 and the algorithms CA and CA 4−hg δ,γ . The reference solution for each algorithm is taken from its 1024 × 1024 numerical solution. For each resolution, the interpolation of half-grid points to the reference 1024 × 1024 half grid is carried out consistent with the latitudinal differencing, that is, using second-order centered interpolation for CA 2−hg δ,γ and fourth-order compact interpolation for CA 4−hg δ,γ . For the smoother depth field, second-order differencing exhibits higher values for the L 2 norm of error. The distinction between the two latitudinal differencings is less clear for the vorticity field. From the onset of instability at around t = 4 the rate of reduction of L 2 (ζ) with resolution decreases with time for both differencings. The effect is more dramatic for t > 10. The behavior of L 2 (ζ) is quantitatively comparable with the results reported in Fig. 5 of GSP04 for the first 6 days, where the shallow water equations are solved using a spectral-transform method. The L 2 differences between CA 2−hg δ,γ and CA 4−hg δ,γ at the reference 1024 × 1024 resolution (circles in Fig. 6 ) overtake the 512 × 512 results for both L 2 (h) and L 2 (ζ) at around t = 8. The rapid divergence of the two reference solutions makes any comparison based on such error measures meaningless for t > 8.
A further, important point of distinction between the behavior of the depth and vorticity fields needs to be explained. During the initial Rossby adjustment stage, while L 2 (ζ) remains almost constant, L 2 (h) sharply increases with time. The behavior comes from the misrepresentation of the fast, small-scale inertia-gravity wave packet generated initially. While almost absent in the vorticity field, the wave packet leaves a clear signature in the depth field. In fact, during the Rossby adjustment stage the error norms for the balanced depth L 2 (h b ) and the balanced vorticity L 2 (ζ b ) remain constant with time (these balanced fields are computed by inverting the instantaneous distribution of PV by means of Bolin-Charney balance). We have verified by using smaller time steps that the misrepresentation of the wave packet results from inertia-gravity wave dispersion errors of the combined time-and space-differencing. For small-amplitude, linear waves the contribution of space differencing to dispersion errors reduces noticeably by going to higher orders and diminishes for spectral methods (Esfahanian et al. Table 1 ) shows that much smaller values of the Courant number are required to remove these dispersion errors. Our quest for a proper convergence test will become hugely demanding, however, if we use a much smaller Courant number. Given our focus on nonlinear, advectively dominated flows, we have not sought to achieve higher levels of convergence for the initial adjustment stage. The misrepresentation of the inertia-gravity wave packet has also an effect on the convergence rate for the depth field as explained below.
To compare the rates of numerical convergence with resolution,
, and L 2 (ζ b ) at two selected times are shown in Fig. 7 . The selected times are t = 1 in the linear Rossby adjustment stage and t = 6 in the nonlinear stage. For visual comparison, the slopes for first-, second-, and fourth-order convergence rates have also been plotted. The main findings are summarized as follows. The rates for the two latitudinal differencings are (i) almost the same and (ii) below that expected for formal second-order accuracy with the exception of the balanced depth field at t = 1. For the full depth field, the accuracy is nearly first order at t = 1 and increases by t = 6 while remaining less than second order. The balanced depth field, however, exhibits a reverse behavior. That is, a second-order rate at t = 1 becomes slower by t = 6, indistinguishable from that for the full depth field. The decrease in rate with time for the balanced depth is consistent with the increase in complexity and dynamical activity of PV. The increase in rate for the full depth is an artefact of the dispersion errors on the inertia-gravity wave packet. Indeed, for the vorticity field, the rate of numerical convergence barely exceeds first order! The convergence rates of the full and balanced vorticity fields are indistinguishable. This is consistent with the negligible signature of imbalance in ζ in this low Froude number flow. The results for (not reported) show no significant change in the rate of numerical convergence. The systematic decrease of error nevertheless indicates eventual convergence. This is consistent with the existence of regular solution at these times. Further evidence is provided in Fig. 8 where the vorticity field ζ is plotted for different resolutions including the reference solution at time t = 6 (cf. The slow rates of numerical convergence below formal second order accuracy may come as a surprise. However, for realistic atmospheric flows it has already been observed in several studies. Even the spectral-transform results in GSP04 fall short of a secondorder rate for the depth field in the adjustment stage. Furthermore, Spotz et al. (1998) report a first-order rate for the height field in the Test Case 7 of Williamson et al. (1992) using various shallow water algorithms including one using spectral transforms. Also Bates et al. (1995) find a first-order convergence rate for the geopotential height on a test of their PV-based shallow water algorithm using observed data.
As far as our main objective is concerned, the negative result on the indistinguishable rate of numerical convergence reveals more than anything the importance of dynamical diagnostics like various measures of imbalance in assessing the accuracy of numerical algorithms. for the resolutions 128 × 128, 256 × 256, 512 × 512 and 1024 × 1024 from top to bottom, respectively. The contour interval is 2 (days) −1 , the solid and dotted lines represent positive and negative contours. The zero contour has not been plotted for clarity. Only the northern hemisphere is shown.
Conclusion
Several measures of accuracy including one using wave-vortex decomposition were applied to assess various PV-based CASL algorithms for the shallow water equations on the sphere. The accuracy of second-order centered, fourth-order compact, and sixthorder super compact differencings in latitude in conjunction with spectral methods in longitude was assessed for the CASL algorithms. The assessment was carried out for the test case introduced in GSP04, a mid-latitude zonal jet instability leading to the formation of a complex vortical flow with sharp gradients of PV and vorticity. In both the global conservation and imbalance diagnostics presented, a noticeable improvement is shown for fourth-order differencing over second-order differencing. The improvement is attributed to more accurate advection. Sixth-order differencing, however, fails to achieve any further improvement over fourth-order differencing. This is particularly the case for the imbalance diagnostics presented. The results indicate that fourthorder differencing attains the highest numerical accuracy achievable in the presence of near-discontinuous vorticity distributions for nonlinear flows involving strong jets and vortices at order one Rossby-number and low Froude-number shallow-water flows. This has an important implication: for such nonlinear flows the use of costly spectral methods in latitude is not likely to achieve any higher numerical accuracy than fourthorder differencing. The advantages that the spectral methods may offer for the present test case seem to be limited to a better representation of the linear inertia-gravity wave propagation. It should be noted that even this advantage may be offset by the dominance of time-stepping errors when more realistic Courant numbers are used in practical applications.
The use of wave-vortex decomposition for the diagnosis of imbalance proves to be an effective tool in analysing the quality of the numerical solutions as regards the amplitude of spontaneous-adjustment emission by vortical flows. Not only does it capture the deficiency of second-order differencing compared with higher-order differencings, but also it reveals what is masked by global conservation diagnostics: how well balance is represented in primitive-equation algorithms. The success of wave-vortex decomposition becomes particularly important when the more standard method of comparing the rate of numerical convergence with resolution fails to distinguish the numerical algorithms in terms of accuracy. Consistent with findings obtained in the f -plane geometry (MD00, MD04), the imbalance diagnostics confirm the advantage of the prognostic variables (δ , γ) over (h , δ) used in earlier PV-based spherical shallow water algorithms (Bates et al. 1995 , Thuburn 1997 . The global diagnostics for the magnitude of imbalance presented reveal no significant difference between the latitudinal differencings in the Rossby adjustment stage. The same is true for the global conservation of energy and angular momentum. The purely dispersive errors of the latitudinal differencings combined with the semi-implicit time-stepping have little discernible effect on the global diagnostics.
As a final remark, the theoretical cost of latitudinal differencing for each of the implementations employed in this paper depends linearly on N . However, to minimize the actual cost for each differencing requires a substantial code optimization. The two CASL codes CA Appendix: the sixth-order super compact inversion A full derivation of the super compact differencing relations of various orders is beyond the scope of the present paper. The derivation can be found in Esfahanian et al. (2005) and references therein. The objective here is to take the super compact finite difference relations and illustrate the way they can be used to solve the elliptic equations. Let h (n) denote the nth latitudinal derivative of the longitudinal Fourier component m witĥ h (0) =ĥ. Sixth-order super compact finite differencing leads to four relations couplinĝ 4) . Together with the governing equation (3.2), the sixth-order super compact relations constitute a 5 × 5 block tridiagonal system,
for j = 2, 3, . . . , N − 1, and C = A except that C 11 = 1. Paying attention to the sign changes coming from taking latitudinal derivatives and the phase shift from the harmonic factor, for j = 1, N and n = 0, 1, 2, 3, 4, we have
These relations are used to remove contributions from point j = 0 in (A1) for j = 1 and from point j = N + 1 in (A1) for j = N . The result is for odd m. It should be noted that the sixth-order super compact relations can be used to derive direct expressions relatingĥ (1) andĥ for first derivatives, andĥ (2) andĥ for second derivatives (see Eq. (10) in Esfahanian et al. 2005) . The latter expressions then can be used in much the same way as that carried out in the fourth-order compact inversion, leading to a 2 × 2 block penta-diagonal system. In the work reported here, (A1) has been solved.
For the Poisson equation (3.6), a procedure similar to that in the fourth-order differencing is carried out. Here, we use the sixth-order super compact relation (see Eq. (11) in Esfahanian et al. 2005 , Spotz et al. 1998 , and compare with the fourth-order compact relation (3.8)), dῩ dφ =Ḡ = 320(12 + ∆ 2 ) 1920 + 240∆ 2 + ∆ 4 Λ (A2) whereΛ j = (Ῡ * j −Ῡ * j−1 )/(2∆φ), and ∆ 2 and ∆ 4 are the second-order and fourth-order centered differencing operators. For a general discrete field X defined on the half grid, we define (∆ 2 X) j ≡ X j−1 − 2X j + X j+1 , (∆ 4 X) j ≡ X j−2 − 4X j−1 + 6X j − 4X j+1 + X j+2 , using which (A2) can be written in the matrix form Having thus foundῩ * , we interpolate it to the half-grid points using the sixth-order super compact relation (Esfahanian et al. 2005) For the full implementation of the sixth-order super compact inversion, we also need to compute the first and second latitudinal derivatives of a given field from its known half grid values. For the fieldh, for example, the first and second derivative relations lead to the matrix relations 
