Employing a geometric setting inspired by the proof of the Fundamental Lemma, we study some counting problems related to the average size of 2-Selmer groups and hence obtain an estimate for it.
Introduction
Let E be an elliptic curve over a global field K, then it is known that the group E(K) of K-rational points of E is a finitely generated abelian group, by the Mordell-Weil theorem. One hundred years have passed since Mordell proved this theorem for the field of rational numbers , but the rank of E(K), called the Mordell-Weil rank, remains a rather mysterious invariant. For example, it is not known if the ranks are bounded when E ranges over all elliptic curves over a number field. Over function fields, by the work of Ulmer, the ranks are known to be unbounded even when one restricts to the case where E is nonisotrivial (see [Ulm02] ). In a recent breakthrough, Bhargava and Shankar were able to prove in [BS10a] and [BS10b] an upper bound for the average rank of E( ), when E varies in the infinite set of elliptic curves defined over .
An attractive feature of their work is its rather elementary nature. Bhargava and Shankar bound the average rank by estimating the average size of the 2-Selmer groups Sel 2 (E) of E. This computation is then carried out as the solution to a problem of geometry of numbers consisting of counting integral points in certain fundamental domain built out of the action of PGL 2 on the space of (real) binary quartic polynomials.
The aim of this work is to introduce certain moduli spaces, also built out of the action of PGL 2 on binary quartics, which should be viewed as the geometric analog of this problem in geometry of numbers in the case when the global field is the field of rational functions of a curve defined over a finite field. Counting points on these moduli spaces, which is roughly counting torsors for suitable quasi-finite group schemes over the curve, will then help estimate the average size of the 2-Selmer groups, and hence the average rank of elliptic curves in the function field case. This gives a (weakened) function field analog of the main result of [BS10a] Theorem. Let K be a global function field over a finite field q with q > 32 and char q > 3.
Then the average size of 2-Selmer groups of elliptic curves over K when ordered by height is bounded above and below by explicit functions 3 + F(q) and 3 − G(q). Furthermore F(q), G(q) tend to 0 as q → ∞.
More precise statements of our result are given in subsection 2.2. We also remark that the results of [dJ02] give upper bounds for the size of 3-Selmer groups of a similar nature for the case K = k( 1 ) = q (t). Very recently, we learned from J. Ellenberg that Y. Zhao in
[Zha13] has also obtained results in the case of cubic polynomials using an argument which is in part similar to ours. Unfortunately, we have been unable to obtain the exact analog of Bhargava-Shankar's result, namely that the average size of 2-Selmer is exactly 3. This seems to be an artifact of the fact that the moduli spaces we study count torsors over complete curves with conditions imposed over residue fields of each point (or infinitesimal neighborhoods up to a fixed order), rather than conditions imposed over the punctured formal neighborhood of each point, which seem to be necessary to capture the Selmer condition precisely. The nature of the count shares some similarities with the work of Bhargava-Shankar: the count is broken into a "stable" part which contributes a 2 in the answer, and an "unstable" part contributes a remainder term. Interestingly, the discrepancy in the asymptotics of our torsor count and the expected asymptotic of 2-Selmer groups comes from the unstable part, which is analogous to the "cusps" in [BS10a] . Nevertheless, there are geometrically natural families of elliptic curves which have positive density (although not density 1) in the family of all elliptic curves where the torsors we count are exactly the Selmer classes, and over such family we get the exact average size to be 3 (see theorem 2.2.4). It seems to us that our methods will be applicable for more general coregular representations, for example the ones studied in [Jac13] , and we hope to return to this in future work.
Height and Minimal Weierstrass Model
We will now recall the statements of the necessary results, and refer the readers to the literature for the proofs. We will in fact bundle everything we need in the following theorem. 
The associated family E is then called the minimal Weierstrass model of E K .
Proof. See [Liu06, section 9.4] and [SM70] .
Definition 2.1.2 (Height). Let E K be an elliptic curve over K, then the height of E K , denoted by h(E K ), is defined to be the smallest deg in the theorem above.
A couple of remarks are in order.
Remark 2.1.3. Let ( , A, B) as in the theorem above, then the discriminant ∆(A, B) = −(4A 3 + 27B 2 ) ∈ Γ(C, ⊗12 ) defines a divisor on C, the discriminant divisor, which is supported at those points x of C such that E x is singular. By abuse of notation, we will sometimes use ∆(E K ) to denote the discriminant associated to the minimal Weierstrass model E of E K .
Remark 2.1.4. Instead of starting with an elliptic curve E K over K, we can start with the triple ( , A, B) and we see easily that each triple defines a family of generalized elliptic curves E (cusps and nodes are allowed) over C. It is known that for such a family, the triple ( , A, B) is unique up to isomorphism, in the same sense as in the last part of theorem 2.1.1 above. We can thus define the height of a family E by h(E) = h(E/C) = deg . We then have
Remark 2.1.5. Conversely, given a family of generalized elliptic curves p : E → C (or more generally, over any scheme X ), there exists a triple ( , A, B) that gives back E via the Weierstrass equation, and moreover, this is unique in the same sense as in the theorem above. Thus, for any such family E, we denote (E) = in the triple ( , A, B). In fact, from the proof of theorem 2.1.1, we know that ( ) = p * ω E/C . If E K is an elliptic curve over K, then we denote (E K ) = (E), where E is the minimal Weierstrass model of E K over C.
Statements of the main theorems
We will now state the main results of the paper. First, we introduce the following notations for the average size of the 2-Selmer groups as well as the average rank of those elliptic curves whose height is less than d,
Similarly, we denote AS( ) and AR( ) to be similar to AS(d) and AR(d) except that we restrict ourselves to those elliptic curves whose minimal models are given by the fixed (see theorem 2.1.1). Note that it makes sense to talk about AS and AR since the number of isomorphism classes of elliptic curves over K with bounded heights is finite.
We will now come to the statements of the results. In all the results below, we make the mild assumption that the base field k has more than 32 elements. The source of this restriction is explained in subsection 6.2. 
In particular,
Proof. This is a direct consequence of corollary 2.2.2.
When we restrict ourselves to the case where ∆(E K ) square-free then we get a better estimate for the average size of the 2-Selmer groups, and hence, also for the average rank. For brevity sake, we denote AS As above, the first statement of theorem 2.2.4 implies all the others. The rest of the paper will be devoted to the proofs of theorems 2.2.1 and 2.2.4.
A Representation of PGL 2
The main strategy to our counting problem is the introduction of a morphism of stacks → parametrized by line bundles on C. parametrizes families of generalized elliptic curves over C given by the line bundle (see remark 2.1.4). It would then be ideal if parametrized elements in the 2-Selmer groups associated to those elliptic curves parametrized by . However, to fit Selmer classes into a family, we have to, roughly speaking, modify it.
In this section, we will prove several preliminary results needed for the constructions of the moduli stacks mentioned above. The actual constructions will be done in the next section.
Binary Quartic Polynomials
Let V = Spec k [a, b, c, d , e] be the space of binary quartic polynomials with coeficients a, b, c, d and e, i.e. a point f ∈ V (k) can be written as
We can view V as a representation of GL 2 by identifying V with Sym 4 std ⊗ det −2 , where std stands for the standard representation of GL 2 . The center of GL 2 , Z(GL 2 ) = m , acts trivially on V , which makes this into a representation of G = PGL 2 . From the classical theory of invariants, we know that the GIT quotient of
, where
and we denote π : V → S the quotient map. Thus, this also gives us a section to π on the level of quotient stacks, which will also be called the Weierstrass section.
The Stable Orbits
The stack quotients encode information about both the orbits and stabilizers, which will be studied in this subsection. Let f ∈ V (k), then we can write f in the following form
Thus, f is thus one of the following types based on how many roots f has
(1, 1, 1, 1), (1, 1, 2), (1, 3), (2, 2), (4), and f = 0.
More precisely, type (1, 1, 1, 1) includes those f with no multiple root, while type (1, 1, 2) includes those with exactly one double root, and so on. 
, which concludes the proof for these cases. For type (2, 2), using an action of G, we can bring the quartic polynomial to the form f = c x 2 y 2 , with c = 0. But then, the values of the invariants, A( f ) = −c 2 /3 and B( f ) = 2c 3 /27, completely determine c, and hence, g. For type (4), using an action of G, we can bring the quartic polynomial to the form f = c y 4 , with c = 0. But now, for any c ′ = 0, we can use the matrix
to bring f to c ′ y 4 . The case where f = 0 is trivially true.
Remark 3.2.2. By computing the invariants A and B of each type, we see that when ∆(A, B) = 0, the geometric fiber over (A, B) of V → S has precisely one orbit, and it is of the type (1, 1, 1, 1). When ∆(A, B) = 0, but (A, B) = (0, 0), each geometric fiber has two orbits, which are of types (1, 1, 2) and (2, 2). And finally, when (A, B) = (0, 0), the geometric fiber has three orbits, which are of types (1, 3), (4) and f = 0.
Let I be the universal stabilizer of the action of G on V , that is
Then, I is a group scheme over V . We have the following result regarding the infinitesimal behavior of I. Proof. Since the representation V is obtained by twisting Sym 4 std of GL 2 , the corresponding representation of SL 2 and hence, of g = Lie(G) = Lie(SL 2 ) = sl 2 is in fact Sym 4 std, with a basis given by monomials of degree 4 on the variables x, y. Suppose 0 = X ∈ sl 2 is in the stabilizer of a form f . If X is semi-simple, it can be conjugated under SL 2 to an element of the form a 0 0 −a .
Such an element can only annihilate x 2 y 2 . This shows that f must be of type (2, 2) in this case. It is also clear that for this f , X spans its stabilizer.
If X is not semi-simple, it must be nilpotent, and hence can be conjugated under SL 2 to an element of the form 0 1 0 0 .
This element kills exactly the span of x 4 . This shows that f must be of type (4) in this case. It is also clear that for this f , X spans its stabilizer. Proof. This is immediate from proposition 3.2.3.
We can actually compute the geometric stabilizers. Proof. By proposition 3.2.3, there is no infinitessimal stabilizer. Thus, it suffices to compute the k points of I f . The proof of the case where f is of type (1, 1, 1, 1) is postponed, and will be proved in proposition 4.2.1 below. For the moment, we note only that the size of the stabilizer in this case is necessarily 4 = |S 4 |/|S 3 | since they must preserve the cross ratio of the four roots of f and since PGL 2 acts 3-transitively on 1 . If f is of type (1, 1, 2), by an action of G, we can assume that f = c x y(x − y) 2 . Thus, an element in the stabilizer must fix the multiset {0, ∞, 2·1}. There are only two options: either they fix all three points, or exchange 0, ∞ and fix 1. Since an element of G is completely determined by its action on three points on 1 , the stabilizer in this case must be 2 .
For type (1, 3), as above, we can assume that f = c x 3 y. An element in the stabilizer must therefore fix the multiset {3 · 0, ∞), which means it has to fix both 0 and ∞, and send 1 to some λ = 0. Such an element must have the form λ 0 0 1 .
But this sends f = c x 3 y to g = cλx 3 y. Requiring f = g forces λ to be 1 and we are done.
The stable orbits together form an open subscheme V reg of V . First, we need the following lemma. Proof. Explicitly, m is given as follows
Since both target and domain are flat over S, it suffices to prove étale-ness of m on geometric fibers over a geometric point (A, B) of S. Moreover, since G is a group, it suffices to show that the map is étale at the identity of G. But in this case, the map on tangent spaces is
where V (A,B) is the geometric fiber over (A, B). But since s(A, B) is not of type (2, 2), (4) or 0, proposition 3.2.3 says that the map is injective. Since both vector spaces have dimension 3, the map on tangent spaces is an isomorphism, and we are done. Proof. This is a direct consequence of the fact that G × S is smooth over S and proposition 3.2.7 above.
We end this subsection with the following result on I| V reg .
étale. Hence, I is a étale group scheme over V reg .
Proof. It suffices to check the statement on the geometric fiber over a geometric point (A, B) of S, and at the points
. The tangent map at this point is
Because s(A, B) ∈ V reg , proposition 3.2.3 above shows this map is injective. Since both sides are 6-dimensional, it must be an isomorphism.
Link to Elliptic Curves
So far, elliptic curves and the 2-Selmer groups have not entered the picture. In this section, we will introduce them in a geometric setting that allows us to estimate our averages.
Elliptic Curves as Jacobians
We introduce elliptic curves in a couple of steps that can be summarized as follows
Step 1. Construct a family of genus-one curves D over V reg .
Step 2. Let E = Pic 0 D / V reg , then E is a family of generalized elliptic curves over V reg .
Step 3. Descend E from V reg to S and prove that E is the universal family of generalized elliptic curves over S defined by
For the first step, we let D be a family of quartic curves over V reg defined by the equation
where f varies over all the binary quartic polynomials coming from V reg . We can make sense of this equation in the following way. This relative quartic curve can be constructed first over V and then restrict to V reg . Note that V has the following moduli interpretation: it is the moduli space of sections from 1 to 1 (4). Let f be the universal section, then the curve D can be defined as the pull-back of f along the squaring map
Alternatively, we can view D as a closed subscheme of V reg (1, 1, 2) defined by the equation z 2 = f (x, y), where deg x = deg y = 1 and deg z = 2. It is easy to see that the two constructions agree, and the resulting D is a flat family of geometrically integral curves of genus 1 over V
reg . From what we have said above, it is easy to see that E = Pic 0 D / V reg is a family of generalized elliptic curves over V reg . In particular, over a binary quartic form of types (1, 1, 1, 1), (1, 1, 2) and (1, 3), E is an elliptic curve, m and a respectively.
We will now use faithfully flat descent to descend E from V reg to S. Observe that the action of I on V reg extends to D in an obvious way. Namely
By functoriality of Pic 0 , this automatically induces an action of I on E. By chasing the definitions, we see easily that a descent datum can be obtained if I acts on E trivially, which is the content of proposition 4.1.5. But first, we start with a couple of observations. Proof. Showing that the action is trivial is the same as showing that the action map I × V reg E → E is just the projection map onto the second factor. Since everything is flat over V reg , it suffices to do this over a geometric point f of V reg (see [Mil80, Remark II.3 .1d]). Namely, it suffices to show that I f × V reg E f → E f is the projection map to the second factor. By an action of G, we can assume that the geometric point on V reg lies in the Weierstrass section, that is f = y(x 3 + Ax y 2 + B y 3 ). Now, we do a case by case analysis. When f is of type (1, 3), then by 3.2.5, I f is trivial and hence, there is nothing to do. When f is of type (1, 1, 2), then we can assume that f (x, y) = c x y(x − y) 2 . In fact, for simplicity, we will assume that c = 1 also without changing the argument. Now, the curve D sm f has a point at infinity, and we can therefore identify it with its Jacobian. The action now is just by translation, and hence, we are done if we can show that the action of the stabilizer is also by translation.
By [Sil86, Theorem III.2.5], we know that the following map
induces an isomorphism between E f and m . Translating by −1 can then be written explic-
We will now show that the only nontrivial stabilizer of f , which is γ = 0 1 1 0 acts on [x : y : z] in the same way. Indeed, we have
Using z 2 = x(x − 1) 2 , we know that
and therefore
This is precisely the translation by −1 computed above, and we are done with the case (1, 1, 2).
For type (1, 1, 1, 1), we can assume that f is of the Weierstrass form f = y(x 3 + Ax y 2 + B y 3 ). D f is now visibly a Weierstrass elliptic curve z 2 = x 3 +Ax +B. By rigidity of morphisms between abelian varieties, we know that an action of I is the composition of a translation and an automorphism (as abelian varieties). The translations are characterized by the property that they induce a trivial action on the Jacobian. By an explicit computation similar to above, we see at once that the invariant differential d x/2z is preserved by action of any element in G. Hence, we are done.
By faithfully flat descent, we can descend E from V reg to S, which we will still use E to denote. When confusion might occur, we will write E/V reg and E/S to distinguish between the two families. E/S admits a very explicit model.
Proposition 4.1.6. E/S is the universal Weierstrass elliptic curve over S, i.e. E is isomorphic to (the smooth locus of) the closed subscheme of
2 S given by
Proof. Since V reg → S admits a section, namely, the Weierstrass section s. The descended E is isomorphic to the pull back of E/V reg to S via s, and we are done. 
I-torsors
In this subsection, we will present the key observations that allow us to give a link between the 2-Selmer groups and what we have said above. The actual link will be given in the next subsection. 
. Now, observe that the map I → E[2] is injective, since if an element γ of I f is sent to 0, then γ must fix all four roots of f , which implies that γ is the identity element. By cardinality consideration, we see at once that this map is an isomorphism.
Indeed, if f is of type (1, 1, 2) and (1, 3) then proposition 3.2.5 gives us the desired cardinality. The computation of the stabilizer of type (1, 1, 1, 1) is delayed in proposition 3.2.5. However, in the proof there, we computed that the size of the stabilizer in this case is 4. Thus, we are done.
Since E can be descended to S, so can E[2], and hence I also. Note that since the conjugation action of I on itself is trivial, since I is abelian, we can also descend I to S independently.
Proposition 4.2.2. We have the following isomorphism over
Proof. 
Proof. It suffices to show that π : [V reg /G] → S is an I-gerbe. Indeed, let X be any S-scheme with structure morphism s : X → S. We will show that there is an étale cover X ′ → X such that the induced map X ′ → X factors through [V reg /G]. Since V reg → S is smooth by corollary 3.2.8, we can find an étale cover X ′ → X such that X ′ → S factors through V reg , and hence, also through [
Since G is smooth, any G-torsor is trivial étale-locally. Thus, we can lift u and v to morphisms u
where X ′ is an étale cover of X . This gives us a morphism h :
reg is smooth by proposition 3.2.9, we can lift h to a map
But this means precisely that u and v are isomorphic étale-locally. Therefore, [V reg /G] is a gerbe over S.
The fact that this is indeed an I-gerbe can be seen easily by observing that the stabilizer of any point in V reg is precisely I, which means the automorphism of any t : X → [V reg /G] is just the pull-back of I via the induced map X → S. Thus, we are done.
Remark 4.2.4. From the proof above, we see that if X is any scheme over k, the composition
where is the line bundle associated to
where w(u) is the composition of u and the Weierstrass section. The left hand side is the universal I-torsor via the isomorphism
naturally, the right hand side is canonically isomorphic to R u .
Link to 2-Selmer Groups
In this subsection, we denote e a morphism e : C → [S/ m ], where, according to our conventions, C is a smooth, complete, geometrically connected curve over k such that C(k) = . This gives us a family of elliptic curves over C by pulling back E over [S/ m ] via e. Note that this is a family of Weierstrass curve as in remark 2.1.4. We can also pull-back E[2] ∼ = I to C via e. If no confusion arises, we will still use E, E[2] and I to denote these pull-backs instead of e * E, e * E[2] and e * I. Recall that giving a morphism C → BI compatible with e is the same as giving a class in
). We will now prove that this class, when restricted to k(C), gives a 2-Selmer class for E k(C ) .
But by Lang's theorem, we know that H 1 (Spec v , E) = 0 since E is connected and we are done.
Recall that a morphism C → [S/ m ] is a m -torsor T on C and a section from C to S C × m T . But note that giving a m -torsor T is the same as given a line bundle = 1 × m T and unwinding the action of m on S, we see that S C × m T ∼ = ⊗4 ⊕ ⊗6 and thus, a section to this is a pair of sections A, B to ⊗4 and ⊗6 respectively.
Definition 4.3.2. A morphism C → [S/ m ] is said to meet the discriminant locus transversally if the effective divisor defined by
) gives rise to a reduced subscheme of C.
Proposition 4.3.3. When e : C → [S/ m ] is transversal to the discriminant locus, then
via the natural map in proposition 4.3.1.
Proof. We will first show injectivity. Suppose T 1 and T 2 are two I-torsors whose images in Sel 2 (E K ) ⊂ H 1 (K, I) are the same. This means, that they are isomorphic over K = k(C), and hence isomorphic over an open dense subset U ⊂ C. The T i are classes in the étale cohomology group H 1 (C, I), therefore we must show that the restriction map H 1 (C, I) → H 1 (U, I) is injective. Since C \ U is a finite set of closed points, it suffices to show that the restriction map from open subsets V = U ∪ {x} to U is injective. The relative cohomology sequence for étale cohomology (note I is a constructible étale sheaf on C) gives
where i : x → V is the inclusion of the closed point x and j : U → V is the inclusion of its open complement. The hypercohomology 1 (x, Ri ! I) can be computed form the hypercohomology spectral sequence
Thus to show injectivity of the restriction map, it suffices to show 1 (x, Ri ! I) = 0, and this in turn will follow from the fact that the complex Ri ! I has no cohomology in degree ≤ 1. If the image of x is not in the discriminant locus, this follows from the fact that I is a locally constant /2 étale sheaf and absolute cohomological purity. At any rate, to show that Ri ! I has no cohomology in degree ≤ 1, it suffices to do so over Spec sh x . If x is in the pullback of the discriminant locus, first note that we have the following exact sequence
But in fact something much better is true: giving a constructible étale sheaves over Spec R, a DVR (which is sh x in our case), is the same as to give a triple (M , N , f : N → M I ) where M is a Gal(K)-module, N is a Gal(k)-module, where K = FracR, k = residue field of R, I the inertia group, and f is Gal(k)-equivariant (see [Maz] ). Under this description, the functor j * sends M to the triple (M , M I , M I = M I ). In our situation, E[2] is the 2-torsion of the Néron model of the Tate curve with v( j) = −1, and therefore the Galois module M = j * E[2] is a non-split extension of Z/2 by µ 2 , even under the action of I (this is because one needs to introduce a square-root of the Tate parameter q to split it, which means we need to make a ramified extension). Hence we see that M I = µ 
and thus the isomorphism above shows that R k i ! I has no stalk atx, hence is zero for k ≤ 1. For surjectivity, let T be a class in Sel 2 (E K ). It gives in particular an E[2] = I-torsor over the generic point of C, and hence a torsor over an open dense subset U of C. We wish to show that the Selmer condition implies that T can be extended to an I torsor over the whole curve. 
Since our curve C intersects the discriminant locus transversally, the special fiber of the Néron model of E K v over v is the reduction of E, removing the non-smooth points, since E K v is either the Tate curve with discriminant valuation 1 or has good reduction and hence the special fiber of the Néron model is connected (note also that transversality implies minimality of the curve E). In other words, the Néron model of E K v over Spec v is the smooth locus of E over Spec v . Thus, the morphism x : Spec K v → E extends uniquely to x ′ : Spec v → E, which gives us an I-torsor over Spec v using a similar cartesian square as above. This gives the required extension of T .
In the case where e is not transversal to the discriminant locus, then we only have inequalities. This is one of the reasons why we have a better estimate for the average rank when we restrict to the transversal case (see theorem 2.2.4). 
Proof. From the proof of proposition 4.3.3, we always have
where is the Néron model of E k(C ) over C, since we can always lift a Selmer class to a torsor of [2] over C. Note that in the proof of proposition 4.3.3, we lift the Selmer class to an E[2] torsor over C, exploiting the isomorphism E ∼ = in the situation considered there. From the short exact sequence of group schemes over C
where Q is a sky-scraper sheaf, we have the following long exact sequence
Since H 1 (Q) is a sky-scraper sheaf, its cohomology groups are just direct sums of Galois cohomology groups of finite fields. Note that the Galois groups of finite fields areˆ . We must therefore have
Using multiplicative Euler characteristic, and the fact that |H 0 (I)| = 1 (when E[2](C) = 0) or 1 ≤ |H 0 (I)| ≤ 4 in general, we get the desired result.
The Geometric Setting
Now, we can finally define and . First, let
We clearly have a map → , compatible with the natural map to Bun m = Hom(C, B m ). Let ∈ Bun m (k) be a line bundle over C, then we denote and the fiber of and over . As a direct consequence of proposition 4.2.2, we have ∼ = Bun I . 
Recall that (k) is a G-torsor T and a section to
(V reg × G T ) ⊗ ⊗2 .
Densities
Having established the link between the size of the 2-Selmer groups and the number of Itorsors, our aim is to estimate the average size of the 2-Selmer groups in terms of I-torsors. Thus, we need first to count the number of I-torsors, or equivalently, number of k-points in .
If we were to compute maps from C to [V /G × m ], the task would be easier since this is essentially counting number of sections to vector bundles. The difficulty with is that it is not simple to detect which global sections lie in the regular part. Since our aim is to compute certain averages, it suffices to know only the assymptotic behavior of the number of sections to the regular parts in terms of all sections. This section is devoted to the study of this assymptotic behavior.
Some Results on Density
In this section, we will prove a density result that allows us to compute the difference between the number of sections to the regular part and the number of all sections. The main ideas are already presented in [Poo03] . Thus, for the proof, we will only indicate the necessary modifications. The main point of this result is that the density can be computed as the product of local densities, which are the factors in the product on the RHS of the formula above. Before starting the proof, we first have the following lemma. ( q ) is a finite set, there are finitely many points P i that appear above and thus, if we let S be the union of all the Q i and P i , then S is a finite set and let n = |S|.
where
By the previous paragraph, we know that Remark 5.1.3. From the proof of the lemma, we see at once that the set S can always be made arbitrarily large.
Following [Poo03, theorem 3.1], we will prove proposition 5.1.1 by showing that we can compute the density as the limit of a finite product of densities over closed points where the sizes of the residue fields are bounded. The following lemma enables us to do so. 
Proof. This statement is more or less a restatement of what is already proved in the first part of the proof of [Poo03, theorem 8.1] (see also [Poo03, lemma 5.1]). We will thus only indicate why this is the case.
Since we are only interested in the case where M ≫ 0, we can throw away as many points of C as we want. Thus, we can replace C by any open affine subscheme C ′ such that is free over C ′ . Now, lemma 5.1.2 implies that we can choose C ′ such that our limit has the same form as the limit defined in [Poo03, theorem 8.1].
Observe that Poonen proves his limit for the case where X | C ′ is defined by 2 equations that are generically relative primes. But note that since X is of codimension at least 2, we can find such f , g that both vanish on X (see the proof of [Poo03, lemma 5.1]). 
Proof
Note that the linear map
is surjective when deg ≫ 0 due to the vanishing of
where c x is defined as in proposition 5.1.1.
Using a similar argument, we have the following result also. 
where c x is the number of elements s in
Proof. The proof of this proposition is almost identical to the one above. As we have seen, all we need to do is to prove the analog of lemma 5.1.4 for this case. As we already observed, we only need to prove such a lemma for a suitable open affine sub-curve C ′ which can be chosen such that | C ′ and | C ′ are free. Then, d is just a generically square-free polynomial with coefficient in
If X is an empty scheme, this is already done in [Poo03, theorem 8.1]. When X is not empty then we see that the error term is bounded above by the sum of the error term in the case where X is empty and the error term given in 5.1.4 above. But since both go to zero as M goes to infinity, we are done.
Some Density Computations
Proposition 5.2.1. The density of reg inside is ζ(2) −1 .
1
Proof. By proposition 5.1.1, it suffices to show that the local density at a point x ∈ |C| of the regular part is 1 − |k(x)| −2 . For this, we first count the number of points in the non-regular part. By the classification of different orbits on V , we know that a point f in the non-regular part must be of type (2, 2) or (4) or 0. Thus, we see at once that up to a scalar multiple, f is a square of a quadratic polynomial. Note that the squaring map (from quadratic to quartic polynomials) is a two to one map, except at the 0 polynomial. The image of the map is not surjective on the non-regular part, and the missing points are precisely those which are a scale of a point in the image by a non-square element in k(x) × . Thus, the number of points in the non-regular part is |{non-zero binary quadratic polynomials}|
Thus, the local density of the regular part is (
Proof. By proposition 5.1.5, it suffices to show that the local density at a point x ∈ |C| of the transversal part is 1 − 2|k( 
Thus, the local density of transversal pairs is
where we have used |R| 2 = |k(x)| 4 . 
Proof. The strategy is similar to what we have done above. Here, we also compute the complement of the described condition on . As in the previous lemma, we let x ∈ |C| and
. In this computation, for brevity sake, we denote k = q = k(x), and hence, q = |k(x)|. The number of points that fail the described condition is
where q 3 comes from the computation made in proposition 5.2.1 above. Observe that if P ∈ V reg (k), then geometrically, namely, over q , P is in the same orbit as y(x 3 + A(P)x y 2 + B(P) y 3 ). The condition ∆(P) = 0, then implies that P can only be of type (2, 1, 1) or (3, 1) . We see easily that type (2, 1, 1) and type (3, 1) can only occur in the second and third summands, respectively, of (5.2.4).
We will now compute the number of P ∈ V (k) of type (2, 1, 1). We see at once that the double root must be rational and hence, over k, we have P = c(x − a y) 2 (x 2 + ux y + v y 2 ). Thus, the number of such P can be computed as
Similarly, the number of P of type (3, 1) can be computed as
To compute the | ker d∆ P | factors, we note that the map V reg → S is smooth by corollary 3.2.8, and the smooth locus of ∆ : S → 1 is precisely S − {(0, 0)}. This enables us to compute the dimension of ker d∆ P , and hence its size, at some point P ∈ V reg (k). Indeed, for type (2, 1, 1). Indeed, for type (2, 1, 1) and (3, 1), | ker d∆ p (k)| is q 3 q = q 4 and q 3 q 2 = q 5 respectively. Gathering all the results above, we have
Thus, the number of transversal and regular points in V (R) is
The density of such things is therefore
By a similar method, we also have the following densities computations, which is a consequence of Let T be a PGL 2 -torsor,
and V reg the regular part of V. The filtration 6.1.1 on F induces an obvious filtration on V
We have the following cases Case 1: n > 2d. When d is sufficiently large, the exact sequence (6.1.1) splits, and we have F ∼ = ′ ⊕ C , which implies that
By degree consideration, n > 2d, there is no section to the last 2 summands. Thus, any section f to V will have the form
where a, b, c are sections of the first three summands in the same order. Observe that b 2 − 4ac ∈ H 0 (C, ′⊗2 ⊗ ⊗4 ) necessarily vanishes somewhere, since at that point, f is of type (2, 2), which is not in the regular part.
The contribution to the average is thus 0 in this case. 
since there is no section to ⊗−2 . But now, we can bring this section to the form y(
We have thus shown that all regular sections in this case actually factor through the Weierstrass section. Thus, the contribution to the average is precisely 1.
Case 3: d < n < 2d. As above, where d is sufficiently large, the exact sequence (6.1.1) splits, and we have F ∼ = ′ ⊕ . This also splits V into a direct sum of
as in (6.1.3). Using Riemann-Roch for the first three summands, we see that the number of I-torsors, weighted by the size of the automorphism groups, coming from this range is majorized by
Thus, the contribution to the average is bounded above by
From the computation above, we also see that T can be chosen such that it only depends on the genus of T . Indeed, when 2d − n > g, Sym 2d−n C is a fibration of 2d−n−g over Pic 2d−n C ∼ = Jac C . But the number of points of Jac C can be bounded in terms of C, using the fact that H * (Jac C , l ) ∼ = * H 1 (C, l ) and the Weil bound. When 2d − n ≤ g, one can give upper estimates by bounding the dimension of the cohomology groups of Sym 2d−n C in terms of g.
which induces a splitting of the filtration on V. We then see that
Thus, if we let A = |Pic But this goes to 0 when d goes to infinity, which means that there is no contribution to the average from this case.
by Riemann-Roch, we see at once that when d is large enough,
When F is semi-stable, then by result of Harder (see [Har69] ), we know that up to a twist by a line bundle, there exists an exact sequence
where ′ is a line bundle such that −2g ≤ deg ′ ≤ 0. In partcular, deg ′ is bounded by a fixed number independent from n and d. Thus, by the same reason as above, we see that when d is large enough, dim
Thus, when 0 < n < d − g − 1 or F is semi-stable, we always have
To complete the computation in this case, we need one extra ingredient.
Proposition 6.1.4. We have,
Proof. This comes directly from the well-known fact that the Tamagawa number of G is 2, i.e. τ(G) = 2, and the definition of the Tamagawa measure.
The contribution of this part to the average can now be computed as follows (here, the measure on Bun G ( q ) is just the counting measure, weighted by the size of the automorphism group)
The equality at (6.1.5) is due to the dominated convergent theorem, and the integrand is bounded by 1, and the actual value of the limit is due to proposition 5.2.1. The equality at (6.1.6) is due to proposition 6.1.4. Altogether, we have
The Case E[2](C) is Non-trivial
We have estimated the average number of I-torsors. 
When d = deg is sufficiently large, then we can use Riemann-Roch to compute the size of all the spaces involved. Hence, we see that the number of such pairs (A, B) is bounded by q 6d+2(1−g) . We know that the number of points on C, where the fiber of E fails to be smooth is bounded by deg ∆(A, B) = 10d. Let C ′ be the complement of these points in C, then from an argument similar to that of proposition 4.3.4, we know that
Observe that we have the following map This goes to zero as d goes to infinity if q 4 > 4 10 or equivalently, when q > 32. This is the only source of restriction on the size of our base field.
The Average in the Transversal Case
We will show that the average in this case is precisely 3, which is the content of theorem 2.2.4. The main observation is that we can completely ignore the case where deg < deg ′ < 2 deg , or in the notation we have been using, d < n < 2d. (by subsection 6.1) Theorem 2.2.1 then follows from this computation and the following remarks. First, note that in the above, we counted over families of generalized elliptic curves E over C with (E) ∼ = instead of elliptic curves E K over K with (E K ) ∼ = , that is to say we did not impose minimality of the Weierstrass equation (see remark 2.1.5). To impose this, we use propositions 5.2.5 and 5.2.6 to feed into case 5 of subsection 6.1 and note that the extra factor ζ(10) in the density computations for both V and S miraculously cancel each other and still give us the number 2. Using the trivial estimate for case 3, we see that the constant T will pick up an extra factor of ζ(10), but the resulting constant still only depends on the curve C. Now, we are still over counting since (A, B) and (c 4 A, c 6 B) are both counted, even though they give the same family. This requires us to divide out the action of m for both nominator and denominators, which gives the |Aut (E K )| factors. Finally, in the computation above, we did not exclude those families E such that ∆(E) = 0. By [Poo03, Lemma 4.1], we know that the density of such things is 0, which does not affect the final result. We have thus concluded the proof of the first part of theorem 2.2.1.
For the lower bound, we have, The same remarks as above apply, and we conclude the proof of theorem 2.2.1.
