In this study we construct a time-space finite element (FE) scheme and furnish cost-efficient approximations for one-dimensional multi-term time fractional advection diffusion equations on a bounded domain Ω. Firstly, a fully discrete scheme is obtained by the linear FE method in both temporal and spatial directions, and many characterizations on the resulting matrix are established. Secondly, the condition number estimation is proved, an adaptive algebraic multigrid (AMG) method is further developed to lessen computational cost and analyzed in the classical framework. Finally, some numerical experiments are implemented to reach the saturation error order in the L 2 (Ω) norm sense, and present theoretical confirmations and predictable behaviors of the proposed algorithm.
Introduction
In recent years, fractional differential equations (FDEs) have burst onto the scientific computing scene as a powerful instrument in descriptions of memory and hereditary that has yielded a wide variety of applications in physics, hydrology, finance and other fields [1] . Since the vast majority couldn't be solved accurately, or their analytical solutions (if luckily derived) always contain specific 5 infinite series resulting in sharp costs of evaluations, numerical solutions to FDEs becomes very practical and prevalent. Numerous numerical (unconditionally stable and efficient) methods arise, e.g. finite difference (FD) [2] [3] [4] [5] [6] , finite element (FE) [7] [8] [9] [10] [11] [12] [13] , finite volume [14] and spectral (element) methods [15] [16] [17] [18] .
Fractional advection diffusion equations (FADEs) are known as one of the foremost models in depictions for transport process in complex systems governed by the abnormal diffusion and nonexponential relaxation patterns [19] . Fundamental and numerical solutions for FADEs with singleterm, two-term and multi-term time fractional derivatives have been investigated in [7, [20] [21] [22] [23] [24] [25] [26] .
Nonetheless, from the survey of references, there are no calculations regarding the time-space FE discretization for FADEs in literature. In this paper we focus on this topic to the one-dimensional version of multi-term time fractional advection diffusion equations (MTFADEs)
∂|x| 2γ + f (x, t), t ∈ I = (0, T ], x ∈ Ω = (a, b) (1)
u(a, t) = u(b, t) = 0, t ∈ I
u(x, 0) = ψ 0 (x), x ∈ Ω (3) with orders 0 < α s < · · · < α 1 < α 0 < 1, β ∈ (0, 1/2) and γ ∈ (1/2, 1), constants a 0 > 0, fractional derivatives [33] . Jiang and Xu constructed optimal GMG approaches for two-dimensional 25 SFDEs to get FE approximations [34] . Chen et al. generalized an algebraic multigrid (AMG) with line smoothers to fractional Laplacian problems through localizing them as nonuniform elliptic equations [35] . Zhao et al. considered the adaptive FE V-cycle GMG for one-dimensional SFDEs using hierarchical matrices [36] . Chen and Deng exploited GMG's coarsening strategy and grid-transfer operators, equipped with Galerkin coarse-grid operator to produce a robust multigrid but with much 30 lower convergence rate for nonlocal models with a finite range of interactions [37] . More recently,
we developed and analyzed a straightforward adaptive AMG through condition number estimations for one-dimensional time-space Caputo-Riesz FDEs [38] . To the best of our knowledge, cost-efficient AMG resolutions for MTFADEs by fully time-space FE schemes are still limited.
The goal of this paper is to design a time-space FE scheme and develop a fairly robust and 35 efficient solver for problem (1)- (3) . The remainder proceeds as follows. Section 2 contains a review of preliminary knowledge on fractional derivative spaces, covers the constitution and fundamental properties of the fully discrete FE discretization. In section 3, condition number estimation on the coefficient matrix is discussed, followed by the construction and convergence analysis of an adaptive AMG method. Section 4 reports and analyzes numerical results to showcase the benefits, and some
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concluding remarks with follow-up work are given in section 5.
For simplicity, symbols , and ≃ are used throughout the paper:
are positive constants independent of step sizes and variables.
Time-space FE scheme for MTFADEs
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In this section we will briefly draw some fractional derivative spaces and several relevant auxiliary results, which is the basis of our description of the time-space FE scheme in section 2.2, where also address numerous features of the resulting stiffness and coefficient matrices.
Reminder on fractional calculus
Definition 1. (Left and right fractional derivative spaces) For any constant µ > 0, define norms
and let J 
and let
sense, whereũ is the Fourier transform of u.
Lemma 2. (see [7] , Lemma 2.4) For any constant µ > 0 and real valued function u, we have
Derivation and characterizations of the time-space FE scheme
Utilizing Lemma 1, referring to (1), we can derive the variational formulation:
where (
To give a description of our time-space FE scheme, we firstly make a temporal mesh 0 = t 0 < t 1 < · · · < t N = T and a uniform spatial discretization of the interval Ω by points x i = a + ih
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(i = 0, 1, · · · , M ) with constant spacing h = (b − a)/M . We set
Next, we introduce the FE spaces in tensor products
where
P k denotes the space of all polynomials of degree ≤ k.
We now get ready to define the time-space FE numerical scheme of problem (4): for
along with u hτ (x, 0) = ψ 0,I (x), where ψ 0,I (x) ∈ V n satisfies ψ 0,I (
To go a little further, let
Note that, in view of (2), the definition of V * n leads to the relation
where φ l (x) plays the role of the so-called shape function at point x l . For the monolithic represen-
, by direct calculations and taking
and the left Riemann-Liouville integral of order 1 − 2β
into account, one can derive
and therefore, obtain the desired linear system of equations
whose coefficient matrix
right-hand side vector
where the vector
the mass matrix
and the stiffness matrices
with each entry of the same form
Remark 1. The equation (6) follows via multiplying both members of (5) by Γ(3−α 0 )τ An important property on the coefficient matrix A n hτ by (7) is stated in the under-mentioned lemma, as a natural consequence of the symmetric Toeplitz-like structures of matrices M h by (8), Some important properties of A γ h , the stiffness matrix regarding the diffusion term of (1), have 90 been already established in [38] , which are stated below.
Lemma 5. (see [38] , Theorem 1) The stiffness matrix A γ h satisfies
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As a result, A γ h is an M-matrix. Moreover, for the particular case when h ≤ 1/7, we have
Now, a few characterizations on A β h , the stiffness matrix from the advection term in (1), can be also obtained with some important differences. At this point we denote by β 0 the unique root of the equation 3 3−2β − 2 5−2β + 7 = 0 in the interval (0,1/2).
Theorem 1.
The stiffness matrix A β h holds the following properties.
Thus A β h is an M-matrix if and only if β ≥ β 0 . Moreover, for the particular case when h ≤ 1/7, we have
Proof. Property 1 follows immediately since 4 − 2β ∈ (3, 4) and cos(βπ) > 0. It is clear that if
The rest of the property 2 is equivalent to the condition
Hereafter we assume that Ω = (0, 1) without loss of generality. By making use of Taylor's expansion with x l = lh, yields
We note that the inequality
is clearly true because of the simple observation that the inequality
This gives a derivation of (12).
To prove the property 3, it is sufficient to validate
Let ς = 3 − 2β ∈ (2, 3) for short. For the cases i = 1 and i = M − 1, by Taylor's formula, we have to provê
which is an immediate consequence of the relation
On the other hand, all that is needed is the inequalitỹ
In fact, using 6-order Taylor series expansion, it can be easily shown that the inequality
follows by observing that
One further can similarly derive
Thus, combining the fact that x ς−3 i
which completes the proof of (13).
Another step is that
The converse implication is also true. On this basis, the problem reduces to prove that (A β h ) −1 is nonnegative, which can be done easily by contradiction, see reference [39] for a proof.
It remains to prove (11) . As the proof of the property 3, for the case when h ≤ 1/7, by simple algebraic manipulations, we deduce
Furthermore, together with (14), (11) is proved immediately.
For the purpose to ensure that A n hτ is an M-matrix, below are two classes of sufficient conditions.
Class 2. β < β 0 with a suitably small h satisfying
and (15) concerning a given τ n .
The upcoming theorem is singled out as an immediate consequence of Lemma 5 and Theorem 1.
Theorem 2. The following properties are true for the coefficient matrix
It is strictly diagonally dominant. 
2 cos(γπ)Γ(4 − 2γ) < 0 valid, which further gives, due to τ
For the case β ≥ β 0 , by Theorem 1 and (17), we can conclude that
For the opposite β < β 0 , we have ( 
Condition number estimation and an adaptive AMG
This section is devoted to the derivation of the condition number estimation on A n hτ and the
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proposal of an appropriate solver.
Condition number estimation
Theorem 3. For the matrix A n hτ defined by (7), we have
Proof. Obviously, there is a spectral equivalence
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It is worthwhile to point out that the expressions
have been obtained by us based on Lemma 2, 3 and 5, as well as the Cauchy-Schwarz inequality [38] . Similarly, according to Lemma 2 and 3, we get
on account of Theorem 1, we arrive at, for β 0 ≤ β < 1/2,
and, for 0 < β < β 0 ,
As the vector v h is arbitrary, the above expression can be rewritten as
Combining (20), (21), (22) and noting that C 0 = a 0 > 0, K 1 > 0 and K 2 > 0, give rise to
which completes the proof. 
Classical AMG with convergence analysis and its adaptive variant
Nowadays, classical AMG is quite mature and capable of various ill-conditioned Toeplitz systems.
Most of the existing AMG software packages (e.g. FASP [40] , BoomerAMG [41] and AmgX [42] ) are built on it. It has Setup and Solve phases. The former phase builds all the ingredients required by a hierarchy of grids, the finest to the coarsest, while the latter phase runs V-cycle, W-cycle or 170 F-cycle until the desired convergence is achieved, where the smoother and the coarse-grid correction are crucial components. It should be emphasized that damped-Jacobi becomes a favorable smoother for the system (6), since it can be executed by FFT to retain the O(M log M ) complexity.
Next we turn to the theoretical analysis when A n hτ is a strictly diagonally dominant M-matrix. We here only assess two-level V(0,1)-cycle, viz., 0 pre-smoothing but 1 post-smoothing step is performed 175 per V-cycle. It is advantageous to reorder the system (6) and the coarse-to-fine interpolation P in reference to a given C/F splitting
with I CC as the identity. Another basic tools are specific norms of any vector
It can easily be derived that the two-level iteration matrix to be considered is
where S h is the post-smoothing iteration matrix. Using the two-level convergence theory in [28] and 180 Theorem 2, the following theorem states an uniform upper bound for M h,H .
Theorem 4.
Let S h be damped-Jacobi or Gauss-Seidel relaxation and P be the direct interpolation. For a given C/F splitting, under either Class 1 or Class 2 of sufficient conditions, there exist constants σ 2 ≥ 1 > σ 1 > 0 independent of step sizes τ n and h, such that
Proof. By Theorem A.4.1 and A.4.2 in [28] , (24) is valid if we provide that S h satisfies the smoothing
and P meets the accuracy property
for all e h = (e
We start with (25) . According to Theorem A.3.1 and A.3.2 in [28] , it is valid for damped-Jacobi relaxation (parameter 0 < ω < 2/η) with σ 1 = ω(2 − ωη), and for Gauss-Seidel relaxation with
T is an arbitrary vector with w and A n hτ w both being positive. Recall Theorem 2, one immediately obtains 0 < γ − < 1, 0 < γ + < 1 and
These indicate σ 1 ≤ 1/η < 1 for damped-Jacobi and σ 1 ∈ (1/4, 1) for Gauss-Seidel, both independent of e h , τ n and h. It is worth noting that Jacobi relaxation is always available, since there exists a Notice the fact that Ruge-Stüben coarsening strategy retains i − 1 ∈ P i or i + 1 ∈ P i using properties of A n hτ . It implies that σ 2 ≥ 1 independent of e h due to a 
and
.
Plugging (15), along with (16) when β < β 0 , (31) suggests that σ 2 isn't tied to τ n and h. Therefore (24) is proved. It is well to be reminded that multigrid V(1,1)-cycle in CF-relaxation is of a larger practical value in applications. In this situation, the impact becomes rather serious. Table 2 shows the results of α 0 = 0.7, α 1 = 0.5, β = 0.15, γ = 0.95. FDEs [38] , where ǫ 0 is some small number. However, it may cause the method lack of convergence optimality because of positive minor diagonal elements of A β h when β < β 0 , e.g. in Table 2 , a hτ 1,3 /a hτ 1,2 ≈ 0.035285 for the case M = 512, but 0.03529 isn't the optimal value of θ. A natural cure technique for this is to employ
for the k-th coarse-level Galerkin matrix
to obtain the optimal convergence. The other is the required cost of O(M 2 ) at each time step. This drawback hampers the acceptance of the method in large linear systems. The primary reason is that it is impossible to make A 1 = P T A 0 P Toeplitz-like by direct interpolation in a straightforward way.
This requests for a modification to P. The following lemma provides a proper manipulation.
Lemma 6. If P F C admits 1/2 as all nonzero entries based on the choice (28), then A 1 must be a 225 symmetric Toeplitz matrix.
Proof. Obviously, A
where M 1 is the number of columns of P F C . This completes the proof.
Remark 5. It can easily be seen that just O(M 1 ) operations are required to generate A 1 (only M 1 different entries), whose cost is negligible relative to that of direct interpolation.
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More interestingly, the two-level convergence for the modified interpolation is also uniform as a result of the following theorem. 
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Proof. To estimate the right part, we note
On the other hand, we can estimate
employing Schwarz inequality and the fact that Ruge-Stüben coarsening strategy guarantees i − 1 or i + 1 inside of set P i at F-point i. The previous estimations (29) and (30) imply (26), if relations 
It indicates that σ 2 ≥ 1 independent of e h . Furthermore, observing (7), (8) , (10) and (11), yield
, where
Plugging (15), along with (16) when β < β 0 , (31) suggests that σ 2 isn't tied to τ n or h at all. This establishes the result.
It should be stressed that these previous procedures can be performed similarly with multigrid to 245 render all A k (k ≥ 2) Toeplitz-like. Two practical benefits involve computational cost of O(M log M ) and matrix-free storage of O(M ). Additionally, it is easy to verify that A k (k ≥ 1) could also be an M-matrix for small k constrained by (15) with h being replaced by 2 k h, together with (16) if β < β 0 .
We conclude this section by developing an adaptive AMG algorithm, which exploits features of FFT, Toeplitz-like structures of A k (k ≥ 0) and at most 2 nonzeros per row in interpolations, while
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Corollary 1 as our clear distinction.
Algorithm 1.
An adaptive AMG for the system (6).
Step 1. If A n hτ satisfies the estimation (23), then solve (6) by conjugate gradient (CG) algorithm.
Step 2. Apply the improved classical AMG to solve (6) until convergence.
Setup phase.
255 2.1.1 Set ǫ 0 = 10 −8 , max cdofs, max levels, j = 0 and
, and set Ω (j+1) = C (j) .
2.1.3
Construct the modified P (j) and A j+1 = (P (j) ) T A j P (j) .
2.1.4
If |Ω (j+1) | ≤max cdofs or j + 1 =max levels, then Stop; else j = j + 1, goto 2.1.2. • Run Jacobi relaxation once to
2.2.2
Solve A j+1 U j+1 = F j+1 by using Gaussian elimination without pivoting.
For
• Run Jacobi relaxation once to A k U k = F k .
Numerical results
In this section we will present some numerical experiments to illustrate the convergence of our time-space FE numerical scheme (5), the correctness of our condition number estimation and the 270 effectiveness of our solver. All examples are implemented in C on a 64 bit Fedora 18 platform with an -O2 optimization parameter, double precision arithmetic on Intel Xeon (W5590) with configurations 24.0 GB RAM and 3.33 GHz.
In our implementations, all integrals are calculated by a quadrature formula. In tables below, 
The exact solution is u(x, t) = 100(t 2 + 1)(x 2 − x 3 ). Table 3 and 4 show the results of errors and convergence rates with typical α 0 , α 1 , β and γ for two specific cases: h = τ and h = √ τ , respectively.
An interpretation is that the time-space FE solution possesses the saturation error order O(τ 2 + h 2 ). 2 (1 − x) 2 and
The exact solution is u(x, t) = 100(t 2 + 1) Table 6 : Error results and convergence rates in spatial direction with α 0 = 0.8, In this test, we examine the effectiveness of our estimation (19) in three situations: τ = h, 295 τ = h 2 and τ = 1/64. Results are summarized in Table 7 , 8 and 9. We observe that they all coincide uniformly with Theorem 3. expected, the results shown in Table 10 declare that condition numbers are independent of K 2 when K 2 is large enough. Table 11 : Number of iterations and wall time for the case τ = h. Table 11 , 12 and 13 respectively give the results for cases τ = h, τ = h 2 and τ = 1/64, which illustrate that CAMG and iCAMG both converge robustly with respect to mesh sizes and fractional orders, while CG is only suitable for τ = h 2 because of (23) . iCAMG adaptively adjusts to be CG in such circumstance. Here our emphasis is on computational effort. The cost of iCAMG increases O(M log M ), yet CAMG bears O(M 2 ) to achieve convergence. Hence, iCAMG exhibits a significant 310 advantage over CAMG, runs 9.2 and 11.0 times faster for τ = h, 25.8 and 31.6 for τ = h 2 , 10.5 and 11.6 for τ = 1/64 at the size of M = 4096.
Conclusion
Classical AMG is an O(M 2 ) solution process for SFDEs. We have proposed a lossless in robust- 
