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Based on the previous researches of the Gas-Kinetic Uniﬁed Algorithm (GKUA) for ﬂows 
from highly rareﬁed free-molecule transition to continuum, a new implicit scheme of cell-
centered ﬁnite volume method is presented for directly solving the uniﬁed Boltzmann 
model equation covering various ﬂow regimes. In view of the diﬃculty in generating 
the single-block grid system with high quality for complex irregular bodies, a multi-
block docking grid generation method is designed on the basis of data transmission 
between blocks, and the data structure is constructed for processing arbitrary connection 
relations between blocks with high eﬃciency and reliability. As a result, the gas-kinetic 
uniﬁed algorithm with the implicit scheme and multi-block docking grid has been ﬁrstly 
established and used to solve the reentry ﬂow problems around the multi-bodies covering 
all ﬂow regimes with the whole range of Knudsen numbers from 10 to 3.7E−6. The implicit 
and explicit schemes are applied to computing and analyzing the supersonic ﬂows in near-
continuum and continuum regimes around a circular cylinder with careful comparison 
each other. It is shown that the present algorithm and modelling possess much higher 
computational eﬃciency and faster converging properties. The ﬂow problems including 
two and three side-by-side cylinders are simulated from highly rareﬁed to near-continuum 
ﬂow regimes, and the present computed results are found in good agreement with the 
related DSMC simulation and theoretical analysis solutions, which verify the good accuracy 
and reliability of the present method. It is observed that the spacing of the multi-body 
is smaller, the cylindrical throat obstruction is greater with the ﬂow ﬁeld of single-body 
asymmetrical more obviously and the normal force coeﬃcient bigger. While in the near-
continuum transitional ﬂow regime of near-space ﬂying surroundings, the spacing of the 
multi-body increases to six times of the diameter of the single-body, the interference 
effects of the multi-bodies tend to be negligible. The computing practice has conﬁrmed 
that it is feasible for the present method to compute the aerodynamics and reveal ﬂow 
mechanism around complex multi-body vehicles covering all ﬂow regimes from the gas-
kinetic point of view of solving the uniﬁed Boltzmann model velocity distribution function 
equation.
© 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC 
BY license (http://creativecommons.org/licenses/by/4.0/).
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With development of aerospace vehicles with different demands, the complex multi-body aerodynamic problems [1–3]
covering various ﬂow regimes including continuum, near-continuum transitional, high rareﬁed and free-molecular ﬂow 
regime, have attracted considerable interest to deal with the space debris disintegrated from the uncontrolled spacecraft in 
expiration of enlistment around the near-earth space environments [4,5]. The gaseous properties in different ﬂow regimes 
are much different, especially in the near-continuum slip transitional regimes which are diﬃcult to obtain trusty aero-
dynamic data either experimentally or theoretically [6–10]. In order to simulate multi-body reentry aerothermodynamics 
covering various ﬂow regimes accurately, there are still many obstacles to overcome, one is how to handle complex ﬂow 
conﬁgurations. Under the concept of the structured grid, the so-called zonal methods [11–13] may help for this. This type of 
techniques using the overset grid concept allows us to create a computational grid for each body component and thus alle-
viate the burden of creating the computational grid over a complex body conﬁguration. The uniﬁed zonal method based on 
the fortiﬁed Navier–Stokes solution algorithm can be developed for complex ﬂow physics and complex body conﬁgurations. 
To this aim, the use of overlapping multi-block body ﬁtted grids can be very useful to obtain both a proper description of 
each particular region in the computational domain and an accurate prediction of the boundary layer while maintaining 
a good mesh quality. Moreover, block-structured grids with partial overlapping can be fruitfully exploited to control grid 
spacing close to solid walls [14,15]. On the other hand, the hypersonic rareﬁed ﬂow about two side-by-side plates and 
cylinders, toroidal balloon, plate and cylinder over a plane surface of varying small aspect ratios, has been simulated using 
the Direct Simulation Monte Carlo (DSMC) technique [16–18]. In continuum ﬂow regimes, many studies have focused on 
the two-cylinder ﬂow-control mechanism and behaviors around two side-by-side circular/square cylinders [19–22] with dif-
ferent diameters and separation gap between each of the double cylinders. The ﬁnite-volume method using the multi-block 
grid technique has been developed to investigate the two-dimensional ﬂow pattern around a pair of adjacent cylinders, in 
which matching grids were used at the interface between blocks, and the boundary conditions are imposed around the 
periphery to exchange physical values across the interface [23]. However, both methods are totally different in nature, and 
the computational results are diﬃcult to link up smoothly with various ﬂow regimes. So, it is needed and closely concerned 
to develop uniﬁed theory models and numerical methods for current or intending aerospace engineering.
As the basic equation of the kinetic theory of gases, the Boltzmann equation [24,25] depicts the evolutionary process 
of the molecular velocity distribution function from non-equilibrium to equilibrium state at arbitrary time in gases. It can 
describe the microscopic molecular transport phenomenon covering continuum ﬂow to free-molecular ﬂow regimes. The 
Euler and Navier–Stokes equation based on continuum medium assumption in macroscopic ﬂuid dynamics can be obtained 
according to the zeroth-order and ﬁrst-order Chapman–Enskog [24,26] expansion of the Boltzmann equation, respectively. 
And one can prove that, for simple gases, when the number of simulated molecules approaches to inﬁnite, the solutions 
of the DSMC method, which has been widely using in rareﬁed gas dynamics, will be converged to that of the Boltzmann 
equation [27,28]. But, the collision term of the Boltzmann equation is concerned and related to the concrete model of 
molecular collision impact force, due to the complexity and uncertainties [25,29–31] of the nonlinear multidimensional 
integral–differential properties of the Boltzmann equation, it is very diﬃcult directly and exactly to solve the Boltzmann 
equation.
To take full advantage of collision relaxation and transport characteristics of the Boltzmann equation, several approx-
imate solution methods have been developed commendably, such as the Chapman–Enskog expansion [24,32], linearized 
Boltzmann equation [25,33], moment method [34–38], Monte-Carlo ﬁnite difference method [39,40], and model equation 
method [41–44]. In these techniques, the model equation methods have been widely used due to its simple frame and 
common numerical techniques [45–57]. By using a simpliﬁed collision relaxation model to replace the collisional integral 
of the Boltzmann equation, the kinetic model equation retains the basic properties of the kinetic Boltzmann equation, such 
as the Boltzmann’s H-theorem and conservation invariant condition. The most famous kinetic model is the BGK model [41]
for monatomic gases. However, the BGK model leads to the Prandtl number Pr = 1, while its correct value is about 2/3
for monatomic gases. In order to get correct Pr, some modiﬁed equations based on the BGK model such as the ES model 
by Holway [42] and the Shakhov model [43] were introduced. During the last two decades, the Lattice Boltzmann Method 
(LBM) [58–61], the KFVS [62,63], a series of gas kinetic BGK-type schemes and direct modeling methods such as GKS, UGKS 
etc. [64–76], and the asymptotic relaxation schemes [77,78,74] etc., have been developed.
With the development of powerful computers, the discrete direct solution methods of the kinetic models of the Boltz-
mann equation have been presented [45,46] since the 1990s. For establishing uniﬁed numerical model to study aerodynamic 
problems covering various ﬂow regimes, Li et al. [47,48,50,51,53,56,79–81] have deeply developed the solving methods and 
parallel computing techniques of the Boltzmann model equation. The Discrete Velocity Ordinate (DVO) method and the cor-
responding discrete velocity numerical integral techniques have been presented to simulate the gas ﬂows with the whole 
range of Mach numbers 1.2 ∼ 20, and the Boltzmann model velocity distribution function equation is discretized and cast 
into a series of hyperbolic conservative equations based on time and physical space at every DVO points to eliminate its 
continuity dependency on velocity space. The Gas-Kinetic Uniﬁed Algorithm (GKUA) has been established to solve the one-, 
two- and three-dimensional Boltzmann model equations by using the time-splitting technique, in which a second-order 
Runge–Kutta method is used to solve the collision relaxation term, and the NND scheme [82] is used to discretize the con-
vective term. So far, the GKUA has been applied to solving the aerothermodynamics of complex vehicles and micro-channels 
covering various ﬂow regimes [53,56,81,83–87].
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space and physical space, especially for the three-dimensional Boltzmann model equation, which is a six-dimensional 
(x, y, z, Vx, V y, Vz) function, large computational memory is consumed when directly solving the kinetic model equation, 
and it is very important how to improve the eﬃciency of numerical computation for three-dimensional hypersonic ﬂows 
around complex bodies. It has been indicated from [51,53,56,80,81,84] that, due to the limit of stability conditions of nu-
merical schemes, the computational time step of explicit schemes would be very small for hypersonic ﬂows around complex 
irregular vehicles, especially at continuum and near continuum ﬂow regimes of near-space ﬂying surroundings. So, it is nec-
essary to construct the gas-kinetic implicit schemes [85,88–92] to shorten the computing convergence time and improve the 
computational eﬃciency. On the other hand, it is diﬃcult to use one-block grid system to describe complex irregular bodies, 
whether the computed grid layout is reasonable or the quality is good has a direct inﬂuence on the convergent eﬃciency 
[93,14,22,23].
In order to explore the capability of gas-kinetic implicit scheme and grid generation technique, and to improve the eﬃ-
ciency and engineering practicability of the GKUA in simulating multi-body reentry aerodynamic problems covering all ﬂow 
regimes for the ﬁrst time in this study, the LU-SGS [94] implicit scheme and the cell-centered ﬁnite volume method will be 
constructed to solve the uniﬁed Boltzmann model equation under the frame of the GKUA. On the aspect of grid generation 
of the ﬂow ﬁeld, a multi-block patched grid technique will be built for irregular multi-body ﬂows, in which the grid points 
on both sides of joint interface are completely patched by one to one, and the discrete distribution functions and macro-
scopic ﬂow variables for computation are transferred by the interfaces between blocks. After constructing the numerical 
algorithm, the multi-body circular/square cylinder ﬂows covering various ﬂow regimes are simulated. First, the algorithm 
is tested and applied to solving the circular cylinder ﬂow and the plate laminar boundary layer ﬂow in the continuum 
and near-continuum ﬂow regimes in order to verify the computational eﬃciency and correctness of the implicit gas-kinetic 
scheme. Then, the supersonic ﬂows around two and three side-by-side cylinders in circular and square cross-section are 
simulated with different gap distances between the center points of cylinders and different Knudsen numbers. The remain-
ing parts of this paper are organized as follows: The governing equations and implicit numerical scheme are introduced in 
Section 2. The multi-block patched structure grid generating technique is proposed in Section 3. The numerical results and 
analysis are presented in Section 4, followed by conclusions and the expectation of the future work in Section 5.
2. Governing equations and implicit gas-kinetic numerical scheme
2.1. Basic equation
Based on the gas-kinetic collisional relaxation theory [24,25], the Boltzmann-BGK model equation can be modiﬁed by 
introducing the molecular collisional relaxation parameters and the local equilibrium distribution function. The local equi-
librium distribution function f N can be obtained on the basis of the Shakhov model [43,45], in which the asymptotic 
expansion of the Hermite polynomial is used on the basis of the Maxwell distribution function fM as a weight function. The 
ﬂow state controlling parameters, macroscopic ﬂow variables, viscosity transport characteristics, thermodynamic effect and 
molecular interaction rules are related with the molecular collision frequency ν and f N covering all ﬂow regimes [48,51,53]. 
The uniﬁed distribution function governing equation in describing complex ﬂow transport phenomena can be obtained, as 
follows:
∂ f
∂t
+ ⇀V · ∂ f
∂
⇀
r
= v( f N − f ) (1)
f N = fM
[
1+ (1− Pr) ⇀c · ⇀q (c2/(RT )− 5)/(5P RT )] (2)
fM = n
(2π RT )3/2
exp
(
− c
2
2RT
)
(3)
v = 16
5
√
R
2π
· T
χ−1/2∞
n∞
· 1
λ∞
· n
Tχ−1
(4)
Eq. (1) describes gas ﬂows statistically from molecular kinetic theory by representing the changing rate of the velocity 
distribution function f relative to physical space, velocity space and time. When the distribution function f is known, the 
macroscopic ﬂow variables of gas dynamics, such as density, ﬂow velocity, temperature, pressure, shear stress and heat 
ﬂux, can be obtained by integrating f multiplied by some function form of the molecular velocity on the velocity space 
[51,53,56].
n(
⇀
r , t) =
∫
f (
⇀
r ,
⇀
V , t)d
⇀
V ,ρ(
⇀
r , t) =mn(⇀r , t), (5)
n
⇀
U (
⇀
r , t) =
∫
⇀
V f (
⇀
r ,
⇀
V , t)d
⇀
V , (6)
3
nRT (
⇀
r , t) =
∫
1
c2 f (
⇀
r ,
⇀
V , t)d
⇀
V , (7)
2 2
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p(
⇀
r , t) = n(⇀r , t)kT (⇀r , t), (8)
τi j =m
∫
cic j f (
⇀
r ,
⇀
V , t)d
⇀
V −pδi j, (9)
⇀
q=m
∫
1
2
c2
⇀
c f (
⇀
r ,
⇀
V , t)d
⇀
V . (10)
Here, m denotes molecular mass, R is the gas constant, 
⇀
c denotes molecular thermal velocity, k is the Boltzmann constant, 
δi j is the Kronecker symbol, i, j = 1, 2, 3.
All of the variables in Eqs. (1)–(10) or in the following need to be non-dimensionalized. The characteristic variables are 
referred to its free-stream equilibrium values at inﬁnity, such as number density n∞ , temperature T∞ , the most probable 
velocity cm∞ = √2RT∞ , time t∞ = L/cm∞ , where L is a characteristic length of the problem, force mn∞c2m∞/2, heat ﬂux 
mn∞c3m∞/2 and the distribution function n∞/c3m∞ . And the Knudsen number is deﬁned as Kn = λ∞/L, where λ∞ is the 
mean free path in the free stream ﬂow.
The changing of the distribution function f depends on physical space, velocity space and time. For one- and two-
dimensional ﬂows, the reduced distribution functions [46–52] are introduced based on the direction in which the macro-
scopic ﬂow velocity component is equal to zero, and the discrete velocity ordinate method is used, then the velocity 
components are discretized and reduced in the number of dimensions. The Boltzmann model equation can be transferred 
into a group of partial differential equations with non-homogeneous and hyperbolic conservation [47,48,50,51,53,56] on 
time and physical space at every discrete velocity ordinate points.
2.2. Implicit central-type ﬁnite volume scheme for solving Boltzmann model equation
In the GKUA of direct solution of the Boltzmann model equation, the molecular velocity distribution function is solved si-
multaneously in the discretized velocity space and physical space, so how to use the least discrete cell elements to describe 
the continuous change feature of the velocity distribution function is a very important way to improve the computational 
eﬃciency. Usually, the ﬁnite volume method (FVM) [95,96,15] discretize and characteristize unit domain by using the av-
erage values rather than cell point values, and avoids to construct interpolating functions on cells, which makes the FVM 
good adaptability on generating physical grid and eases the implementation diversity on constructing schemes like ﬁnite 
difference method (FDM). So, in this paper, under the frame of the GKUA, the LU-SGS implicit schemes based on the cell 
central-type FVM are constructed to directly solve the Boltzmann model equation.
For 2D ﬂows, the Boltzmann model equation discretized by the DVO method can be written as:
∂ fσ ,δ
∂t
+ ∂(Vxσ fσ ,δ)
∂x
+ ∂(V yδ fσ ,δ)
∂ y
= Sν, Sν = ν
(
f Nσ ,δ − fσ ,δ
)
.
Using the FVM, in the cell central-type control volume ΩI J (see Fig. 1), the integral equation can be got
∂ f¯ I J
∂t
+ 1
ΩI J
∮
∂Ω
⇀
F · ⇀n ds = S¯ v I J . (11)
Here, 
⇀
F = (Vxσ fσ ,δ)i + (V yδ fσ ,δ)j, ⇀n is the normal vector on boundaries of the control volume, X¯ I J is the average value of 
XI J on ΩI J .
The second term in the left hand side of Eq. (11) can be rewritten as:
1
ΩI J
∮
⇀
F · ⇀n ds = 1
ΩI J
(HI+1/2, J − HI−1/2, J + HI, J+1/2 − HI, J−1/2) (12)
∂Ω
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A I+1/2, J = nxVx + nyV yI+1/2, JsI+1/2, J
If using the Steger–Warming ﬂux vector splitting (FVS) method, the ﬂuxes on the interface of the control volume can 
be split as positive and negative ﬂuxes, where the positive and negative ones can be obtained by the f LI+1/2, J and f RI+1/2, J , 
respectively. One can obtain
HI+1/2, J = H+I+1/2, J
(
f LI+1/2, J
)+ H−I+1/2, J ( f RI+1/2, J )= A+I+1/2, J f LI+1/2, J + A−I+1/2, J f RI+1/2, J . (13)
Here, f LI+1/2, J and f RI+1/2, J can be obtained by the reconstruction method. In this paper, the NND scheme [82] is used.
f LI+1/2, J = f I + 0.5min mod( f I+1 − f I , f I − f I−1)
f RI+1/2, J = f I+1 − 0.5min mod( f I+1 − f I , f I+2 − f I+1)
Because the dissipation of FVS method is much large for some special problems, such as boundary layer ﬂows, a ﬂux 
difference splitting (FDS) method like Roe scheme [97] is used. The Roe scheme can be written as
HI+1/2, J = 0.5
(
H
(
f LI+1/2, J
)+ H( f RI+1/2, J ))− 0.5|AI+1/2, J |( f RI+1/2, J − f LI+1/2, J )
Finally, the controlling equation becomes
∂ f¯ I J
∂t
= RHSI J , RHSI J = − 1
ΩI J
(HI+1/2, J − HI−1/2, J + HI, J+1/2 − HI, J−1/2) + S¯ v I J . (14)
If using the explicit scheme, one can use the second-order Runge–Kutta method [98] with TVD property to solve this 
equation, which can be written as
f¯ n+1/2I J = f¯ nI J + dt · RHS
(
f¯ nI J
)
f¯ n+1I J = 0.5 ·
(
f¯ nI J + f¯ n+1/2I J + dt · RHS
(
f¯ n+1/2I J
))
(15)
To improve computational eﬃciency, the implicit scheme based on the LU-SGS [94] is constructed to solve the Boltzmann 
model equation, as follows.
At tn+1, the control equation becomes
∂ f¯ n+1I J
∂t
+ 1
ΩI J
∮
∂Ω
⇀
F n+1· ⇀n ds − S¯n+1v I J = 0. (16)
In both sides of the equation, plus
RHSnI J = −
1
ΩI J
∮
∂Ω
⇀
F n· ⇀n ds + S¯nv I J .
One obtains
∂ f¯ n+1I J
∂t
+ 1
ΩI J
∮
∂Ω
(⇀
F n+1− ⇀F n)· ⇀n ds − ( S¯n+1v I J − S¯nv I J )= RHSnI J , (17)
Deﬁne  f I J = f¯ n+1I J − f¯ nI J , then
 f I J
t
+ 1
ΩI J
∮
∂Ω
An f I J ds − Av f I J = RHSnI J . (18)
Here, An = A· ⇀n , A = ∂
⇀
F
∂ f = (Vx)i + (V y)j, Av = ∂ S¯ v∂ f . Generally, the collision term, S¯ v is a function of the discrete velocity 
distribution functions fσ ,δ with the real-time updating of f Nσ ,δ from Eq. (11). But it is very diﬃcult to solve the Jacobi 
matrix of the collision term exactly. In this work, the −ν is used to replace the Jacobian of the source term approximately, 
that is Av ≈ −ν .
Using the Steger–Warming ﬂux vector splitting [62,63] method,∮
∂Ω
An f I J ds
=
∮ (
A+n  f I J + A−n  f I J
)
ds∂Ω
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 f I, J + A−n,I+1/2, J f I+1, J )sI+1/2, J − (A+n,I−1/2, J f I−1, J + A−n,I−1/2, J f I, J )sI−1/2, J
+ (A+n,I, J+1/2 f I, J + A−n,I, J+1/2 f I, J+1)sI, J+1/2 − (A+n,I, J−1/2 f I, J−1 + A−n,I, J−1/2 f I, J )sI, J−1/2,
Then
 f I J
(
ΩI J
t
+ A+n,I+1/2, JsI+1/2, J − A−n,I−1/2, JsI−1/2, J + A+n,I, J+1/2sI, J+1/2 − A−n,I, J−1/2sI, J−1/2 −ΩI J Av
)
+ A−n,I+1/2, J f I+1, JsI+1/2, J + A−n,I, J+1/2 f I, J+1sI, J+1/2 − A+n,I−1/2, J f I−1, JsI−1/2, J
− A+n,I, J−1/2 f I, J−1sI, J−1/2
= ΩI J RHSnI J (19)
Deﬁne
αI J = ΩI J
t
+ A+n,I+1/2, JsI+1/2, J − A−n,I−1/2, JsI−1/2, J + A+n,I, J+1/2sI, J+1/2 − A−n,I, J−1/2sI, J−1/2 −ΩI J Av
αI+1, J = A−n,I+1/2, JsI+1/2, J ,αI, J+1 = A−n,I, J+1/2sI, J+1/2
αI−1, J = −A+n,I−1/2, JsI−1/2, J ,αI, J−1 = −A+n,I, J−1/2sI, J−1/2,bI J = ΩI J RHSnI J
Then, Eq. (19) can be written as
αI J f I J + αI+1, J f I+1, J + αI, J+1 f I, J+1 + αI−1, J f I−1, J + αI, J−1 f I, J−1 = bI J (20)
This is a ﬁve-diagonal linear equations system. If the FDS method is used, one can get the similar equation. The approximate 
LU decomposition method is used to solve it. Deﬁne,
D = αI J f I J , U = αI+1, J f I+1, J + αI, J+1 f I, J+1, L = αI−1, J f I−1, J + αI, J−1 f I, J−1
Then,
bI J = D + L + U ≈ (D + L)D−1(D + U ) = L¯ D¯−1U¯ f I J (21)
Here, L¯, D¯, U¯ denotes the operators as L¯ f I J = D + L, D¯ f I J = D , U¯ f I J = D + U , respectively.
Eq. (21) can be solved by two steps.
bI J = L¯ f ∗I J (22)
 f ∗I J = D¯−1U¯ f I J (23)
Finally, based on the LU-SGS method, the following steps are designed to solve Eq. (19).
Step 1: Calculating the right side term RHSnI J by the explicit method.
Step 2: Scanning upwards. From Eq. (22), one can get
αI J f
∗
I J − A+n,I−1/2, J f ∗I−1, JsI−1/2, J − A+n,I, J−1/2 f ∗I, J−1sI, J−1/2 = ΩI J RHSnI J
 f ∗I J =
(
ΩI J RHS
n
I J + A+n,I−1/2, J f ∗I−1, JsI−1/2, J + A+n,I, J−1/2 f ∗I, J−1sI, J−1/2
)
/αI J . (24)
Step 3: Scanning downwards. From Eq. (23), one can get
αI J f I J + A−n,I+1/2, J f I+1, JsI+1/2, J + A−n,I, J+1/2 f I, J+1sI, J+1/2 = αI J f ∗I J
 f I J =  f ∗I J −
(
A−n,I+1/2, J f I+1, JsI+1/2, J + A−n,I, J+1/2 f I, J+1sI, J+1/2
)
/αI J (25)
Step 4: Advancing in time,
f n+1I J = f nI J +  f I J . (26)
Then, a boundary condition is needed. Let 
⇀
n s be the unit normal vector to the solid wall, pointing to the gas ﬂow from 
the wall. The diffusive scattering boundary condition with complete thermal accommodation to the wall temperature Tw is 
used. The non-dimensional distribution function of reﬂected molecules from the stationary object surface is assumed as a 
Maxwellian distribution, which is
fw = nw
(π Tw)3/2
exp
(
− V
2
x + V 2y + V 2z
Tw
)
. (27)
Because of zero mass ﬂux through the stationary wall [25,51,53], one can obtain∫
Vn f
ind
⇀
V +
∫
Vn fwd
⇀
V= 0, Vn =
⇀
V · ⇀n s . (28)
Vn<0 Vn>0
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Here, f in can be obtained by the computation from the interior ﬂow ﬁeld to the wall. The discretized distribution 
functions obtained by the cell central-type FVM are generally located at the center of the control volumes, so the discretized 
distribution functions on the wall surface can be determined by one-sided interpolation of those in the control volumes 
nearby the surface. Then, the number density reﬂected from the wall nw is
nw = Ni/Nr, Ni = −
∫
Vn<0
Vn f
ind
⇀
V , Nr =
∫
Vn>0
Vn
(π Tw)3/2
exp
(
− V
2
x + V 2y + V 2z
Tw
)
d
⇀
V . (29)
After obtaining f n+1I J in every control volume, all of the macroscopic ﬂow variables can be evaluated and updated 
by the quadrature methods [48,50,51,53,56], such as the modiﬁed Gauss–Hermite formula, the Gauss–Legendre numerical 
quadrature rule, and the composite Newton–Cotes integration method. In order to improve quadrature precision, the Gauss–
Legendre quadrature rule is applied to this study, in which, for example Ma∞ = 3, the Vx ∈ [−6.4, 9.6] and V y ∈ [−6.4, 6.4]
are used, then the velocity space grid is 40 × 32.
The time step t in the implicit scheme is less strict than that of the explicit schemes. In this study, the time step is set 
as
t = C F L · min
i
(li)/max
σ ,δ
(Vxσ , V yδ) (30)
Where, the CFL number is set to 0.5 initially and equably increased to 10 with the time step growing to a certain number. 
li is the characteristic linear size of the i-th grid element. Vxσ and V yδ are the discretized velocity components in Vx- and 
V y-directions, respectively.
Following the general deduction process based on the 2D Boltzmann model equation, the reduced velocity distribu-
tion functions in one-dimension and the distribution functions in three-dimensional problems can be solved by the same 
discretized way. Similar procedures can be employed [50,51,53,56,80] and the details will not be repeated.
3. Developing multi-block docking grid generating technique
For the complex ﬂow around the aircraft, the general domain of physical space is a computational region of the known 
closed boundary with complex geometry, and the corresponding values of the calculated coordinates are given in the closed 
boundary. This is a typical boundary value problem of elliptic partial differential equation. By solving the elliptic Poisson 
equation, the non-homogeneous term can be used to adjust the spacing of the grid in the computational domain, and the 
corresponding ﬂow ﬁeld grid layout can be got. The body-ﬁtted coordinate technique can be applied to the description of 
aircraft surface shape to generate the body-ﬁtted structured grids of the ﬂow ﬁeld. Compared to unstructured grid, the 
structured grid has been applied extensively due to simple data conﬁguration, convenience of designing programs and high 
computational eﬃciency and precision. However, for aircrafts with complex and irregular shape in engineering applications, 
it is very diﬃcult to generate single block structural grids with high quality in discretizing the ﬂow ﬁeld in physical space. 
So, the multi-block grid needs to be implemented. Even though for the ﬂow ﬁeld around some simple shapes, in order 
to generate high quality structural grid, the multi-block grid technique is also needed [93,99]. In this paper, a multi-block 
docking grid technique is presented for solving the Boltzmann model velocity distribution function equation, in which the 
grid points on both sides of the patched interfaces are completely docked by 1-to-1, respectively. Fig. 2 is the schematic 
diagram of multi-block patched grid division, in which block 1 and block 2 are linked in the two rows of the grids by the 
interface.
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Here, the connection information between blocks can be used to handle arbitrary docking relation, and the ﬂow param-
eters needed in iterative calculation are transferred by docking interfaces to avoid extending virtual cells and ﬂow variable 
interpolations. Cells near interfaces are treated as inner points to guarantee that numerical ﬂuxes are conserved availably 
and it easily ﬁts to simulate the ﬂow around complex shape aircraft. Then, a multi-block docking grid method based on data 
transmission between blocks is designed by the way of the 1-to-1 patched interfaces in Fig. 2. When designing programs, 
a one-dimensional array is used to memorize the messages in several layers of grid near the interface in the local block 
(such as block 1), which is treated as ghost cells for the block (such as block 2) linked with the local block. The array 
is connected with the current block with input variable information, and the one-by-one corresponding relations are built 
according to the connection information. On this basis, a multi-block docking grid generation technique for the GKUA is 
founded to solve the multi-body reentry ﬂow problems covering various ﬂow regimes. Fig. 3 shows the multi-block dock-
ing grids of side-by-side cylinders in square cross-section, which establish the studying foundation to compute multi-body 
reentry ﬂows produced from the disintegration of uncontrolled large-scale spacecraft in fall around the end of life.
4. Results and discussion
4.1. Algorithm testing and veriﬁcation
In order to verify the validity and converging eﬃciency of the present GKUA implicit scheme, the near-continuum ﬂow 
state Kn∞ = 0.005, Ma∞ = 3, Tw/To = 0.1, Pr = 0.67 for circular cylinder ﬂow is computed, and the results of the present 
implicit scheme and the explicit scheme based on the second-order Runge–Kutta and NND [82] method are compared, 
where the physical space grid of half ﬂow ﬁeld is 81(circumferential direction)×51(normal direction) with the minimum 
grid spacing of 0.01 in normal direction on wall surface. Fig. 4 shows the error converging curves by the implicit and 
explicit schemes, where the solid line is obtained by the present implicit scheme and the dashed line denotes the results 
from the explicit scheme. It is indicated that the computational eﬃciency of the implicit scheme is much higher than that 
of the explicit scheme. Fig. 5 displays the pressure contours of two schemes, which shows that the results are just in good 
agreement.
Moreover, pressure coeﬃcients along the upper surface of the cylinder are displayed in Fig. 6, in which the abscissa is the 
angle between the local position on wall surface and the free-stream stagnation line, the solid line with  is obtained by 
the implicit scheme and the dashed line with  denotes the results from the explicit scheme. Fig. 7 shows the distributions 
of pressure and Mach number along the stagnation line, where the symbols  are obtained by the implicit scheme and 
the symbols  denote the results from the explicit scheme, the solid lines denote pressure distribution and the dashed 
lines denote Mach number distribution. From Figs. 6 and 7, the results of two schemes agree very well along with both the 
stagnation line and the cylinder surface. It is shown that the implicit scheme used in the present GKUA has high credibility. 
At the same time, the CPU time per time step cost by the implicit scheme is about half of that by the explicit scheme, so 
the computational eﬃciency of the implicit scheme is very high.
In order to verify the validity and accuracy of the present GKUA with the implicit scheme in solving ﬂow problems 
from continuum ﬂow regime, a state Kn∞ = 0.0001, Ma∞ = 3 for circular cylinder ﬂow is studied, where the gas medium 
is Ar. The physical space grid of half of the ﬂow ﬁeld is 101(circumferential direction)×111(normal direction) with the 
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Fig. 5. Pressure contours distribution in the ﬂow ﬁeld around cylinder with Kn∞ = 0.005, Ma∞ = 3.
minimum grid spacing of 0.001 in normal direction on wall surface. Fig. 8 depicts the comparison of the upwind wall 
pressure distribution obtained by the present implicit GKUA and the continuous theoretical solution, where the symbols 
“” denote the results from the implicit GKUA, and the symbols “” are taken from the solutions of the N–S equation as 
continuous ﬂow distribution. The two methods use the same physical space grid. Overall, the two sets of results are in good 
agreement with almost complete coincidence. The biggest deviation error is at the stagnation point, which is about 0.82%. 
The computed drag coeﬃcient from the GKUA is 0.6462, and the result from the N–S solver is 0.6395. The relative error is 
only 1.047%.
To further validate the accuracy of the GKUA in solving the boundary layer ﬂow in the continuum ﬂow regime, a plate 
laminar boundary ﬂow is tested by the present GKUA with the comparison of the Blasius analytical solution. The deﬁned 
ﬂow state is the same as ref. [100] with the free-stream Mach number Ma∞ = 0.3, Reynolds number Re∞ = 1E5 and 
T∞ = Tw = 288.15K , where the length of the plate is 1 m, so that the free-stream Knudsen number is Kn∞ = 3.7E−6. 
As a well standard continuum ﬂow case, in terms of the very small Knudsen number and computational principle of the 
conservative numerical method [101], the physical space grid of the ﬂow ﬁeld is divided by the 151 (horizontal direction, 
51 points on the wall) × 51 (normal direction) with the minimum grid spacing of 0.00075 in normal direction on wall 
surface. Fig. 9 shows the velocity distribution along η = y√Re/(xLref ) at x = 0.5 with the comparison of the GKUA and 
Blasius solutions. In Fig. 9(a), the GKUA computation used the Roe scheme and the NND scheme, respectively, is compared 
with each other for Re∞ = 1E5. It can be found that the thickness of boundary layer simulated by the GKUA with the 
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NND scheme is bigger than the Roe scheme. The reasons are that the dissipation of the NND scheme is larger than that of 
the Roe scheme, and the boundary layer ﬂow is dominant by viscosity. It also shows that the result of the GKUA with the 
Roe scheme is in good agreement with Blasius solution, the biggest relative error is about 2.5%. The another ﬂow state for 
Re∞ = 1E4 (Kn∞ = 3.7E−5) is also solved here by the present GKUA with the Roe scheme and compared with the result of 
N–S equation and the Blasius solution, respectively, shown in Fig. 9(b). It is also seen that the three results are conformable 
completely. Figs. 8 and 9 verify the validity and precision of the present GKUA in the continuum ﬂow regime.
4.2. Computation and analysis of ﬂows around two side-by-side cylinders in near-continuum transitional ﬂow regime
As a studying basis of reentry spacecraft multi-body dynamics in near-continuum transitional ﬂow, the implicit cell-
central FVM scheme of the GKUA based on multi-block docking grid presented in Section 2 and Section 3 is used to 
simulate ﬂows around two side-by-side cylinders. Fig. 10 displays the docking grid layout and multi-block division structure 
for two side-by-side cylinders, where the ﬂow ﬁeld is divided into three patched blocks, and the coordinate origin is located 
at the midpoint of the upper and lower cylinders. Because of symmetry, only half of the ﬂow ﬁeld is simulated. In Fig. 11, 
the solid red line appears in the background, and the thin solid lines between the blocks of the grid in Figs. 11 to 13 denote 
the multi-block interfaces. H is deﬁned as the distance between the two cylindrical centers, and D is the cylinder diameter. 
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Fig. 9. Velocity distribution along η = y√Re/(xLref ) at x = 0.5 for the laminar boundary layer ﬂow with comparison of the GKUA, the Blasius analytical 
solution and the N–S solver.
The physical space grids are set as 6200 cells, 10400 cells and 14600 cells relative to the ﬂow states of H = 2D , 4D and 
6D , respectively.
Figs. 11 to 13 show the number density, temperature and Mach number contour distribution around the two side-by-side 
cylinders for the states of Kn∞ = 0.05, Ma∞ = 3 with H = 2D , 4D and 6D , respectively, where the “GKUA” denotes the 
present computation and the “DSMC” denotes the data simulated by the DSMC method from Bird’s DS2V software [16]. 
Comparative analysis shows that the agreement between the results simulated by the GKUA and the DSMC is good in three 
different intervals of H = 2D , 4D and 6D . And the ﬂow ﬁeld contours computed by the present GKUA are smoother and 
clearer than these from the DSMC simulation, and there are no statistical ﬂuctuations in the GKUA results. For the ﬂow state 
with small gap spacing between two cylinders, the ﬂow ﬁeld structure from the DSMC simulation is in full accord with that 
of the GKUA computation.
According to the distribution features of ﬂow variable contours with the changes of H , when H = 2D , because of the 
throat choking action between two cylinders, a detached bow shock appears at about x/D = −2, similar to the supersonic 
ﬂow ﬁeld around a single cylinder. With H increasing, when H = 4D , the effect of throat obstruction is decreased, a normal 
shock wave locates at about x/D = −1.5. A low-temperature and low-pressure area is formed in the backside of the throat 
for these two cases of H = 2D and 4D . When H increases to 6D , a normal shock is more close to the body at about 
x/D = −0.5. In this condition, the structure of ﬂow ﬁeld is rather different from the previous two cases, the detached bow 
shock wave has developed as a saddle-type wave with sinking forward to the throat between the two cylinders. At the 
same time, the subsonic area behind the wave has become very small and mostly concentrates in the vicinity of the wall 
surface. The effect of the throat ﬂow ﬁeld on the cylinders is further decreased. Computational analysis shows that the 
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Fig. 11. Contours of number density, temperature, Mach number and streamlines past two side-by-side circular cylinder for Kn∞ = 0.05, Ma∞ = 3 with 
spacing H = 2D .
Fig. 12. Contours of number density, temperature, Mach number and streamlines past two side-by-side circular cylinders for Kn∞ = 0.05, Ma∞ = 3 with 
spacing H = 4D .
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normal shock wave between the two cylinders would be further backward with the increase of Ma∞ or decrease of Kn∞
or enlargement of H when other conditions remain unchanged. And under certain conditions, the two bow shock waves 
would be formed on both sides of upper and lower cylinders, which interact and emerge the complex ﬂow ﬁeld structure 
with shock, expansion wave and compression wave system.
To quantitatively compare the ﬂow characteristics and distinguishing features on cylindrical surfaces at different gap 
spacing ratio conditions for the two side-by-side cylinders, Figs. 14 to 16 show that pressure, temperature jump and velocity 
slip distributions along the upper and lower surface of the top cylinder for the three ﬂow states corresponding to Figs. 11 
to 13. Here, the abscissa is deﬁned as the angle between the horizontal direction of the left side free-stream and the 
unit normal vector at the local position on the surface, and the ordinate Pwall/P∞ denotes the non-dimensional pressure, 
the T jump/T∞ denotes the (T − Tw)/T∞ which is the non-dimensional temperature jump, and the Vslip/V∞ denotes the 
tangential velocity on the surface Vτ /V∞ which is the non-dimensional velocity slip. The symbols  and  denote the 
results of the GKUA at the upper and lower wall surfaces, respectively, and the solid and dashed lines are from the results 
of the DSMC at the upper and lower surfaces, respectively. By comparison with the results of the DSMC method, the 
changing trends of the present GKUA results are completely the same as those of the DSMC data, and the two results are 
consistent with each other well in the three cases of H = 2D , 4D and 6D . This indicates that the multi-block structural 
docking grid technique and the implicit FVM scheme are correct and reliable. From these ﬁgures, one can ﬁnd that the 
temperature jump has big ﬂuctuation along with the surface of the cylindrical tail, mainly due to ﬂow separation, very low 
pressure and small ﬂow velocity at the tail zone. But overall, the results from the present GKUA are smoother and have 
smaller statistical ﬂuctuations than those values from the DSMC simulation.
It is indicated from Figs. 14(a)–(c) that the differences of pressure, temperature jump and velocity slip between the upper 
and lower cylindrical surface of the top cylinder are obvious, in which the serious asymmetry of ﬂow is manifested with the 
effect of the side-by-side cylinder ﬂow. Especially, Fig. 14(a) displays that the surface maximum pressure occurs at θ = 20◦
with the velocity slip Vslip/V∞ = 0, which indicates that this location is the stagnation point of the ﬂow around the top 
cylinder according to the stagnation pressure distribution law for smooth body ﬂow. With H increasing from 2D to 4D , the 
stagnation point position (pwall is maximum with Vwall = 0) moves forward, gradually from the lower cylindrical surface 
(θ = 20◦ ) to the front-end point (θ = 0◦), and the asymmetry of ﬂow becomes weak from Fig. 14 to Fig. 16. When H = 6D , 
the stagnation point is almost at the front-end point of cylinders (θ = 0◦), which is compatible with the ﬂow features (see 
Fig. 13). And the pressure, temperature jump and velocity slip distributions on the upper surface almost superpose with 
these on the lower surface shown in Figs. 16(a)–(c), respectively. This means that the effect of ﬂow interference from two 
side-by-side cylinders on the single cylinder can be neglected, and the ﬂow around the upper and lower surfaces becomes 
symmetrical, where the normal force of the single cylinder approaches zero in the side-by-side cylinder ﬂow of H = 6D and 
Kn∞ = 0.05.
Tables 1 and 2 list the single cylindrical axial force coeﬃcients and normal force coeﬃcients obtained by GKUA and 
DSMC in three cases H = 2D , 4D , 6D with different Knudsen numbers Kn∞ = 0.05 and 0.5. From the two tables, it can 
be seen that with H increasing, the interference effect of ﬂow between two side-by-side cylinders on the axial and normal 
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Fig. 15. Flow variables distribution along upper and lower surface of cylinder for Kn∞ = 0.05, Ma∞ = 3 with H = 4D .
Fig. 16. Flow variables distribution along upper and lower surface of cylinder for Kn∞ = 0.05, Ma∞ = 3 with H = 6D .
force coeﬃcients decrease. For the state of H = 6D , Ma∞ = 3 and Kn∞ = 0.05, the effect of the two side-by-side cylinders 
on the ﬂow ﬁeld around a single cylinder (see Fig. 13) has become to be very little, and the pressure distribution along the 
upper and lower surfaces of the same cylinder almost coincides, which causes that the normal force coeﬃcient is extremely 
small. The axial forces of single-cylinder obtained by the present GKUA are consistent with the DSMC results from the 
rareﬁed gas ﬂow of Kn∞ = 0.5 to the near-continuum transition ﬂow of Kn∞ = 0.05, where the maximum relative error 
is only 1.26% between the GKUA results and the DSMC data. Because of the normal force acted on single cylinder coming 
from the interference effects of ﬂow between two side-by-side cylinders, the spacing of cylinders is smaller, the cylindrical 
throat obstruction is greater, which will cause the ﬂow ﬁeld of single cylinder asymmetrically more obviously and the 
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Axial force coeﬃcients of single cylinder in different states for the ﬂow around two side-by-side cylinders.
H/D Kn∞ = 0.05, Ma∞ = 3 Kn∞ = 0.5, Ma∞ = 3
GKUA DSMC Error (%) GKUA DSMC Error (%)
2 1.685 1.674 0.657 2.197 2.194 0.137
4 1.648 1.633 0.919 2.265 2.261 0.177
6 1.608 1.588 1.26 2.242 2.237 0.224
Table 2
Normal force coeﬃcients of single cylinder in different states for the ﬂow around two side-by-side cylinders.
H/D Kn∞ = 0.05, Ma∞ = 3 Kn∞ = 0.5, Ma∞ = 3
GKUA DSMC Error (%) GKUA DSMC Error (%)
2 0.5143 0.5076 1.32 0.5844 0.5976 2.21
4 0.3186 0.3068 3.85 0.4501 0.4575 1.62
6 3.351E−2 3.498E−3 – 0.2411 0.2401 0.416
normal force coeﬃcient become bigger. Whereas when the spacing of cylinders increases, the cylindrical throat obstruction 
becomes small, causing the normal force coeﬃcient tending to zero. These changing rules are shown in Table 2. When force 
coeﬃcients aren’t small values without the statistical ﬂuctuation of the DSMC method, the present results from GKUA are 
in good agreement with DSMC values, where the maximum error is less than 4% for the ﬂow states of H = 2D and 4D and 
the high rareﬁed ﬂow state of H = 6D , Kn∞ = 0.5 and Ma∞ = 3.
But for the state H = 6D , Kn∞ = 0.05 and Ma∞ = 3 in near-continuum ﬂow regime, the normal force coeﬃcient for 
single cylinder from the present GKUA is 0.03351, while the DSMC simulated value is almost smaller than the GKUA result 
for an order of magnitude, which is 0.003498. For the state which have greater spacing and smaller ﬂow interference effects 
between two side-by-side cylinders (see Fig. 13(a)), it has bigger statistical ﬂuctuations for the DSMC random statistical 
model to capture the weaker ﬂow information, so that the DSMC results of normal force for the state H = 6D and Kn∞ =
0.05 appear to be inconsistent with the numerical simulation from the present GKUA.
Overall, by comparing and analyzing the ﬂow ﬁeld contours, aerodynamics coeﬃcients from GKUA with those from DSMC 
at different Knudsen numbers and different spacing ratios, the good agreement validates the accuracy and feasibility of the 
present method in solving multi-body aerodynamic characteristics covering various ﬂow regimes. From Tables 1 and 2, it 
is also shown that when the Mach number in the incoming ﬂow and the gap spacing of two side-by-side cylinders are 
ﬁxed, the axial and normal force coeﬃcients will increase along with the free-stream Knudsen number increasing. Variation 
features of the above computed results are consistent with the theoretical prediction analysis.
In order to compare and analyze the computing eﬃciency of the present implicit and explicit scheme, the ﬂow state 
Kn∞ = 0.05 and Ma∞ = 3 with H = 4D in this section is computed by the GKUA with 16 processes. The implicit GKUA 
takes about 19.5 hours to obtain the converged ﬂow distribution with about 1.282 s/step. If using the explicit GKUA [50,51,
53,56] with the second-order Runge–Kutta method, it takes about 40.5 hours with about 2.331 s/step when the computation 
is convergent. It is indicated that the computing eﬃciency of the implicit scheme is much higher than that of the explicit 
scheme in simulating multi-body aerodynamic characteristics and it is important for the present implicit GKUA to save the 
computational time at one time for the practical engineering applications to carry out a large number of calculations.
4.3. Computation and analysis of ﬂows around two side-by-side square cylinders covering various ﬂow regimes
In order to analyze the reentry ﬂow properties around two side-by-side square cylinders, the square cylinder ﬂows with 
different Knudsen numbers of 0.01 ≤ Kn∞ ≤ 10 and different distances of H = 2L, 4L and 6L are solved by the present 
implicit GKUA, where the physical space grids, respectively, are set as 24900 cells, 34200 cells and 43500 cells, and H is 
deﬁned as the distance between the centers of two square cylinders and L denotes the square cylinder side length. Figs. 17 
to 19 show the number density, temperature, Mach number contour distribution and streamlines structure around the 
two side-by-side square cylinders for the states of Kn∞ = 0.05, Ma∞ = 3, Tw/To = 1 with H = 2L, 4L and 6L, where the 
“GKUA” denotes the present computation and the “DSMC” denotes the data simulated by the DSMC method from Bird’s 
DS2V software [16]. It can be seen that the results computed by the present GKUA are in good agreement with the DSMC 
data at different space ratios, and the ﬂow ﬁeld contours from the GKUA are smoother, however, the DSMC results exist 
some statistical ﬂuctuations more obvious with H increasing.
According to the distribution features of ﬂow variable contours with the changes of H , when H = 2L, because of the 
throat choking interaction between two square cylinders, a detached bow shock appears at about x/L = −2.8. With H
increasing, when H = 4L, the effect of throat obstruction is decreased, a normal shock wave locates at about x/L = −2.4. 
A low-temperature and low-pressure zone is formed in the backside of the throat for these two cases of H = 2L and 4L. 
When H increases to 6L, a normal shock appears at about x/L = −1.6, and the two square cylinders are overspread with 
saddle-type bow wave. It can be seen that the low-temperature and low-pressure zone is moving along x axis to far ﬁeld 
with H increasing.
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Fig. 18. Contours of number density, temperature and Mach number and streamlines past two side-by-side square cylinder for Kn∞ = 0.05, Ma∞ = 3 with 
spacing H = 4L.
Comparing with the ﬂow ﬁeld (Figs. 11–13) of two side by side circle cylinders, the detached distance of the head bow 
shock formed by two side by side square cylinders is much farther than that of the circle cylinders, and the ﬂow disturbance 
between circle cylinders changes faster and the interference wave are thicker with H increasing, which is determined by 
their shapes. The overall ﬂow structures are similar to both square cylinders and circle cylinders, however, because of the 
irregular properties of square cylinder surface and the low Reynolds number effect, the ﬂow streamlines around two side by 
side square cylinders show that the separating vortexes formed in the tail ﬂow are very small, and appears only in a position 
close to the wall. It is indicated from Figs. 17–19 that there exist different ﬂow ﬁeld structures from two side-by-side circle 
cylinders even having the same Reynolds number.
Figs. 20 to 22 show the pressure, temperature jump and velocity slip distributions along the upper square cylinder 
surface for the three ﬂow states corresponding to Figs. 17 to 19, respectively. Here, the abscissa is deﬁned as the ratio of 
the arc length distance S starting from lower-left point of the upper square cylinder along the clockwise direction to the 
square side length L, and the longitudinal coordinate is deﬁned accordingly like Subsection 4.2. The symbols  and  with 
solid line denote the results of the GKUA and DSMC methods, respectively. As shown as previous comparison around two 
side-by-side circular cylinders, the changing trends of the present GKUA and DSMC results are completely the same, and the 
two results are consistent with each other well for the three cases of H = 2L, 4L and 6L, which illustrates further accuracy 
and reliability of the present GKUA with the implicit FVM scheme and the multi-block structural docking grid technique in 
solving complex ﬂow interference of side-by-side ﬂying bodies. From these ﬁgures, it is also indicated that the DSMC results 
exist an obvious statistical ﬂuctuation in the small quantity distribution of temperature jump and velocity slip, especially at 
the leeward region of the square cylinder (S/L = 1 ∼ 3), which is mainly due to the ﬂow separation, low pressure and small 
ﬂow velocity. But overall, the GKUA results are much smoother with high resolution.
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Fig. 20. Flow variables distribution along surfaces of upper square cylinder for Kn∞ = 0.05, Ma∞ = 3 with H = 2L.
Fig. 21. Flow variables distribution along surfaces of upper square cylinder for Kn∞ = 0.05, Ma∞ = 3 with H = 4L.
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Table 3
Axial force coeﬃcients of upper square cylinder in different states around two side-by-side square cylinder.
H/L Kn∞ = 0.05, Ma∞ = 3 Kn∞ = 0.5, Ma∞ = 3 Kn∞ = 1, Ma∞ = 3 Kn∞ = 5, Ma∞ = 3
GKUA DSMC Error (%) GKUA DSMC Error (%) GKUA DSMC Error (%) GKUA DSMC Error (%)
2 2.004 1.973 1.57 2.571 2.558 0.51 2.814 2.798 0.57 3.367 3.349 0.537
4 1.941 1.929 0.62 2.712 2.681 1.16 2.986 2.983 0.10 3.465 3.438 0.785
6 1.910 1.895 0.79 2.688 2.661 1.01 3.006 2.999 0.23 3.499 3.473 0.749
8 1.933 1.919 0.73 2.633 2.607 1.00 2.983 2.972 0.37 3.516 3.492 0.687
10 1.956 1.939 0.88 2.618 2.586 1.24 2.956 2.938 0.61 3.522 3.496 0.744
Table 4
Normal force coeﬃcients of upper square cylinder in different states around two side-by-side square cylinder.
H/L Kn∞ = 0.05, Ma∞ = 3 Kn∞ = 0.5, Ma∞ = 3 Kn∞ = 1, Ma∞ = 3 Kn∞ = 5, Ma∞ = 3
GKUA DSMC Error (%) GKUA DSMC Error (%) GKUA DSMC Error (%) GKUA DSMC Error (%)
2 0.8359 0.8217 1.73 0.8332 0.8239 1.13 0.7485 0.7624 1.82 0.4636 0.4451 4.15
4 0.5531 0.5409 2.26 0.7036 0.6998 0.54 0.6577 0.6695 1.76 0.3248 0.3003 8.16
6 0.3312 0.3101 6.80 0.502 0.5024 0.08 0.5062 0.5122 1.17 0.2755 0.2577 6.91
8 7.42E−4 1.56E−3 – 0.2058 0.1965 4.73 0.3273 0.3363 2.68 0.2393 0.2254 6.16
10 6.34E−4 2.47E−4 – 4.54E−2 4.36E−2 4.22 0.1811 0.1827 0.87 0.2015 0.2013 0.099
Tables 3 and 4 list the single square cylindrical axial force coeﬃcients and normal force coeﬃcients obtained by GKUA 
and DSMC at different spacing H = 2L, 4L, 6L, 8L, 10L for different Knudsen numbers Kn∞ = 0.05, 0.5, 1, 5, respectively. 
It is indicated from the tables that the maximum relative error of axial force coeﬃcients between present GKUA and DSMC 
results is only 1.57%, while the normal force coeﬃcients rapidly decrease and the ﬂow interference weakens with H increas-
ing, and the relative errors of normal force coeﬃcients between present GKUA and DSMC results exist ﬂuctuating data as the 
quantity of normal force coeﬃcient is small with serious statistical ﬂuctuation of the DSMC simulation. Overall, the present 
axial and normal force coeﬃcients for high rareﬁed ﬂow to near-continuum ﬂow with Knudsen numbers 0.05 ≤ Kn∞ ≤ 5
are in good agreement with the DSMC results, which check the good reliability of the present GKUA. In order to analyze 
the distinguishing feature of axial force coeﬃcients at different states covering various ﬂow regimes, Fig. 23 shows axial 
force coeﬃcients of the upper square cylinder around two side-by-side square cylinders with Ma∞ = 3 at different Knudsen 
numbers of Kn∞ = 10 (solid line with !), Kn∞ = 5 (solid line with E), Kn∞ = 1 (solid line with P), Kn∞ = 0.5 (solid 
line with e), Kn∞ = 0.1 (solid line with e), Kn∞ = 0.05 (solid line with P) and Kn∞ = 0.01 (solid line with 1) from 
highly rareﬁed free-molecule to near-continuum ﬂow regimes along with gap spacing of 2 ≤ H/L ≤ 10, in which the axial 
force coeﬃcients of single square cylinder ﬂow with Ma∞ = 3 are drawn with symbol “+” at the point of H/L = 11 for 
corresponding Knudsen number states so as to compare and analyze the effect of gap spacing of two side by side square 
cylinders. It can be seen that, with H increasing, the axial force coeﬃcients decrease ﬁrstly from H/L = 2 to H/L = 6, and 
then increase until equaling to those of single square cylinder for the near-continuum ﬂow with Kn∞ = 0.01, 0.05 and 0.1. 
For the rareﬁed transitional ﬂow of Kn∞ = 0.5, 1, the axial force coeﬃcients increase ﬁrstly from H/L = 2 to H/L = 4, then 
decrease to those of single square cylinder with H increasing. However, for high rareﬁed free-molecular ﬂow of Kn∞ = 5
and 10, the axial force coeﬃcients increase continuously with H increasing. The reason is, in the near continuous ﬂow 
regime, because of the inﬂuence of detached bow shock and throat blocking between two side-by-side square cylinders, the 
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axial force coeﬃcient will decrease with H increasing, but the inﬂuence of throat blocking will gradually disappear when 
increasing H to a certain suitable value from H/L = 6 to H/L = 10, the axial force coeﬃcient will increase to an unchanging 
certain value which is equal to that of single square cylinder. On the other hand, with the increasing of Kn∞ , the impact 
of rareﬁed effect will be more signiﬁcant and the detached bow shock wave degenerates, so that the varying tendency of 
axial force coeﬃcient with H is completely the opposite to that in the near-continuous ﬂow regime. Further, in high Knud-
sen number ﬂow of Kn∞ = 5 and 10, there only exists strong disturbance nearby the ﬂying body and propagates farther 
from the side-by-side square cylinders, the axial force coeﬃcients increase continuously with H increasing from H/L = 2 to 
H/L = 10.
It has been realized from the computation (Table 2, Table 4, Fig. 23) on two side-by-side circular and square cylinders 
that the ﬂow interference from side-by-side multi-bodies becomes to be negligible when the gap spacing increases over 
six times of side length or diameter for near-continuum ﬂow regime with Knudsen numbers of Kn∞ ≤ 0.1, which may 
be important designing rule for the simulation of multi-body aerothermodynamics from the disintegration of uncontrolled 
spacecraft in near-space ﬂying surrounding.
4.4. Numerical investigation on three side-by-side square cylinder ﬂows in near-space ﬂying surrounding
Large-scale spacecraft in uncontrolled falling will disintegrate into multi-bodies in near-space ﬂying surrounding during 
its reentry passing through the atmosphere. In order to study the ﬂow interference between multi-bodies, the ﬂows of 
three side-by-side square cylinders are simulated by the present GKUA for Kn∞ = 0.001, Ma∞ = 3 with zero attack angle. 
As previous, H is deﬁned as the distance between the centers of the upper and middle square cylinders, and L is the square 
cylinder side length. The ﬂow state cases with different gap spacing of H = 2L, 4L, 6L, 8L and 10L are considered with the 
physical space grids set as 46600 cells, 58000 cells, 75100 cells, and two same 84600 cells, respectively. Figs. 24 to 28 show 
the number density, temperature, Mach number contours and the corresponding ﬂow streamlines relative to the six cases 
of H = 2L, 4L, 6L, 8L and 10L, respectively. It can be seen that ﬂow phenomena similar to the two side-by-side square 
cylinder ﬂows (Figs. 17–19) are revealed in Figs. 24–26 for H = 2L, 4L and 6L, respectively. In addition, when H = 2L, 
a series of interference shock waves appear in the zone after the throat, disturb the tail ﬂow, and lead to a very complex 
ﬂow ﬁeld. As H increases, the interference shock waves move backward, when H = 6L, the ﬂow interference interaction 
become very weak with saddle-type bow wave. When H increases to 8L, a Mach stem wave system is formed by the 
interaction of the bow head shock waves. Behind the Mach stem, two oblique shock waves are formed and act on the 
tail ﬂow, resulting in a series of shock waves and rarefaction waves. When H = 10L, the Mach stem disappears, and two 
oblique shock waves are formed by the detached head shock waves. It is indicated from the ﬂow streamline structures of 
Fig. 24(d)–Fig. 27(d) that trailing vortices appear behind each square cylinder with the increase of gap spacing distance from 
H = 2L to H = 8L, respectively, and because of ﬂow interference among three side-by-side cylinders, the trailing vortices 
after the upper square cylinder are not symmetrical. The trailing vortices become large by H increasing. When H increases 
to 10L (Fig. 28(d)), because of the shock interaction, a new separation vortex generates and appears at x/L = 7 behind the 
middle square cylinder. At this time, the ﬂow interference between the side-by-side square cylinders becomes very small, 
and the trailing vortexes behind the upper square cylinder are almost symmetrical. The separated vortex would disappear 
when H increases to a certain value. Figs. 24–28 reveal the varying features of multi-body ﬂow in the continuum ﬂow 
regime with different gap spacing and the inﬂuential range of the ﬂow interference among the multi-body side-by-side 
square cylinders.
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with spacing H = 2L.
Fig. 25. Contours of number density, temperature and Mach number and streamlines past three side-by-side square cylinder for Kn∞ = 0.001, Ma∞ = 3
with spacing H = 4L.
Fig. 26. Contours of number density, temperature and Mach number and streamlines past three side-by-side square cylinder for Kn∞ = 0.001, Ma∞ = 3
with spacing H = 6L.
Fig. 27. Contours of number density, temperature and Mach number and streamlines past three side-by-side square cylinder for Kn∞ = 0.001, Ma∞ = 3
with spacing H = 8L.
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5. Concluding remarks
In this paper, an implicit gas-kinetic uniﬁed algorithm has been presented to directly solve the Boltzmann model equa-
tion and applied to the multi-body reentry ﬂows from free-molecular to continuum ﬂow regimes around the side-by-side 
circular/square cylinders. The implicit cell-centered ﬁnite volume numerical scheme is constructed to capture the evolution 
of molecular velocity distribution function on the basis of the LU-SGS implicit scheme and the ﬁnite volume method. The 
multi-block patched grid generating technique is built for irregular multi-body ﬂows, in which data transmission between 
blocks is designed by the 1-to-1 patched interfaces, and the updating evaluation of the discrete velocity distribution func-
tions and macroscopic ﬂow variables in physical space is transferred by the joint interfaces between blocks. By using the 
implicit and explicit schemes under the framework of GKUA for continuum and near-continuum ﬂows around a cylinder 
and a plate laminar boundary ﬂow, it is veriﬁed that the present implicit GKUA possesses high computational eﬃciency and 
strong convergence properties in solving aerodynamics problems covering all ﬂow regimes, especially in near-space ﬂying 
surrounding.
The present algorithm has been used to compute ﬂows around two side-by-side circular/square cylinders with different 
ratios 2 ≤ H/(D)L ≤ 10 of gap spacing and Knudsen numbers 0.01 ≤ Kn∞ ≤ 10 from near-continuum ﬂow to highly rareﬁed 
free-molecular ﬂow. By comparing the ﬂow ﬁeld and aerodynamics coeﬃcients with those obtained by the DSMC, it is 
shown that the GKUA results are very consistent with the DSMC simulation excluded from statistical ﬂuctuation, and the 
maximum deviation of axial force coeﬃcients obtained by two methods is less than 1.57%, however, the quantities of normal 
force coeﬃcients, temperature jump and velocity slip on body surface are small with serious statistical ﬂuctuation of the 
DSMC simulation, especially at the leeward region of the square cylinder (S/L = 1 ∼ 3). Overall, the GKUA results are much 
smoother with high resolution than those values from the DSMC, which conﬁrms the good reliability and accuracy of the 
present GKUA in simulating multi-body reentry ﬂows. It has been indicated from the preliminary GKUA studies for the 
Ma∞ = 3 ﬂows around two side-by-side square cylinders that, with H increasing, the axial force coeﬃcients decrease ﬁrstly 
from H/L = 2 to H/L = 6, and then increase until equaling to those of single square cylinder for the near-continuum ﬂow 
with Kn∞ ≤ 0.1. For the rareﬁed transitional ﬂow of Kn∞ < 5, the axial force coeﬃcients increase ﬁrstly from H/L = 2 to 
H/L = 4, then decrease to those of single square cylinder with H increasing. However, for high rareﬁed free-molecular ﬂow 
of Kn∞ ≥ 5, the axial force coeﬃcients increase continuously with H increasing.
Spacecraft in uncontrolled falling will disintegrate into multi-bodies during its reentering into near-space surrounding. 
Multi-body ﬂow interference around side-by-side ﬂying bodies with variation in separation gap spacing is of greatest practi-
cal interest. It has been realized from the present GKUA computation on two side-by-side circular/square cylinder ﬂows that 
the ﬂow interference from side-by-side multi-bodies is negligible when the gap spacing between ﬂying bodies increases 
over six times of side length or diameter in near-continuum ﬂow regime of Kn∞ ≤ 0.1, which may be an important design-
ing rule for the simulation of multi-body aerothermodynamics around space debris. It is found from the computed results 
of near-continuum ﬂow of Kn∞ = 0.05 and Ma∞ = 3 around two side-by-side circular cylinders that the ﬂow ﬁeld structure 
and the shape of front bow shock have a dependency relationship with the separation spacing between the cylinders. When 
H = 2D , the detached head shock is a bow shock wave placed at about 2D in front of cylinders. When H increases or Mach 
number increases and Knudsen number decreases, the detached bow shocks move back to the surfaces. When H = 4D , the 
detached shock becomes a normal shock placed at about 1.5D in front of two side-by-side cylinders. When H increases to 
6D , the detached shock wave moves back further, places at about 0.5D in front of cylinders and appears as a saddle-type 
bow wave, which results in a normal shock on the symmetry plane between the cylinders. And when H further increases, 
the subsonic region between the cylinders decreases rapidly, the interaction of throat obstruction between the cylinders is 
weakened ﬂeetly and disappears, and the ﬂow interference and effect on aerodynamic force around cylinders, especially 
on normal force, aren’t taken into account. The overall ﬂow structures are similar to both square and circle side-by-side 
cylinders, however, because of irregular square cylinder surface, the detached distance of the head bow shock formed by 
square cylinders is farther from the body surface than that of circle cylinders. It is experienced from the GKUA computed 
results of three side-by-side square cylinder ﬂows for Kn∞ = 0.001 and Ma∞ = 3 in the continuum ﬂow regime that, except 
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ﬂow behind the throat between the cylinders, when H increases to 8L, a Mach stem wave system is formed with a series of 
shock waves and rarefaction waves, and when H = 10L, the Mach stem disappears and two oblique shock waves are formed 
by the interaction of the detached head shock waves.
As this work is only the beginning of the implicit GKUA study of side-by-side multi-body ﬂows covering various ﬂow 
regimes by directly solving the Boltzmann-type velocity distribution function equation, further investigations on the three-
dimensional irregular multi-body ﬂows with real gas effects involving internal energy, and the improvement of the present 
method and combination with the gas-kinetic scheme [66,67,76] in simulating complex hypersonic ﬂows around disinte-
grating debris of uncontrolled spacecraft in near-space ﬂying environment et al., need to be studied in the future.
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