In this section, we will introduce the details of data pre-processing procedures in this study, especially the generating the training dataset and independent test dataset including general and kinase-specific phosphorylation sites. For general sites, firstly, we collected all the verified phosphorylation sites of human proteins from database Phospho.ELM (Diella, et al., 2004) , PhosphositePlus (Hornbeck, et al., 2011) , HPRD (Peri, et al., 2004), dbPTM (Lu, et al., 2012) and SysPTM (Li, et al., 2009 ). Secondly, we removed all the repetitive sites from all the verified sites. Thirdly, to avoid over fitting, we used the CD-HIT (Huang, et al., 2010) tool with similarity threshold of 40% by following previous study (Peri, et al., 2004) to all the phosphorylation proteins. Then we extracted all these phosphorylation sites from the filtered proteins as positive examples, and randomly selected a subset of the other S/T and Y sites to match the number of positive examples (Gnad, et al., 2010) . In this way, we constructed the general phosphorylation dataset with the same number of positive examples and negative examples. In order to evaluation our method, we adopted a common performance evaluation strategy used in deep learning methods for sequence analysis (Min, et al., 2017; Zhou and Troyanskaya, 2015) to randomly separates our dataset into training, validation and independent test dataset. And ~10% of the total general phosphorylation sites dataset were put aside to serve as independent test dataset (Ismail and Newman, 2016), which can be used to evaluate the prediction performance of the method. As for kinase-specific phosphorylation sites datasets, similar pre-processing procedures were used, and we then cluster all the 8130 phosphorylation sites with kinase annotations into group, family, subfamily and kinase level as described in previous study (Xue, et al., 2008) . Accordingly, various kinases with their verified phosphorylation sites can be cluster into different kinase group/family/subfamily. Take kinase PRKCa as example, the corresponding phosphorylation sites can be cluster into subfamily PKCa, family PKC and group AGC. In this way, the dataset for different kinase-specific phosphorylation can be constructed. Finally, since the sample sizes of kinase-specific datasets are limited, we randomly drew ~20% of them as independent test dataset by following previous study (Li, et al., 2015) , and use the remaining samples as training and validation dataset.
1 Architecture and parameters used in CNN model: the model contain five layers, including the input layer, the convolutional neuron network layer, the flatten layer, the fully connected layer and the softmax layer, the loss fuction used here is cross-entropy, the optimizer used here is Adam.
1.Input layer: the input is protein sequences, the window size of sequences is set as 33, which are embedding into one-hot codings for next layer. If the length of the protein sequence is less than L, the remaining position will be filled with a symbol. 2.Convolutional neuron network layer: in the convolutional layer, it has 64 feature maps, the kernel size is 5, strides is 1, activation function is ReLU. 3.Flatten layer: in the flatten layer, the feature maps are flatten as one-dimensional features. 4.Fully connected layer: in the fully connected layer, there are 32 neurons, and activation function is ReLU.
5.Softmax layer: the output layer, which has 2 neurons corresponding to phosphorylation and nonphosphorylation, activation function is softmax.
2 Architecture and parameters used in RNN model: the model contain four layers, including the input layer, the recurrent neural network layer, the fully connected layer and the softmax layer, the loss fuction used here is crossentropy, the optimizer used here is Adam. 1.Input layer: the input is protein sequences, the window size of sequences is set as 33, which are embedding into one-hot codings for next layer. If the length of the protein sequence is less than L, the remaining position will be filled with a symbol. 2.Recurrent neural network layer: in the recurrent neural layer, it has 64 feature maps, activation function is ReLU. 3.Fully connected layer: in the fully connected layer, there are 32 neurons, and activation function is ReLU. 4.Softmax layer: the output layer, which has 2 neurons corresponding to phosphorylation and nonphosphorylation, activation function is softmax.
3 Architecture and parameters used in LSTM model: the model contain four layers, including the input layer, the long short term memory layer, the fully connected layer and the softmax layer, the loss fuction used here is crossentropy, the optimizer used here is Adam. 1.Input layer: the input is protein sequences, the window size of sequences is set as 33, which are embedding into one-hot codings for next layer. If the length of the protein sequence is less than L, the remaining position will be filled with a symbol. 2.Long short term memory layer: in the long short term memory layer, it has 64 feature maps, activation function is ReLU. 3.Fully connected layer: in the fully connected layer, there are 32 neurons, and activation function is ReLU. 4.Softmax layer: the output layer, which has 2 neurons corresponding to phosphorylation and nonphosphorylation, activation function is softmax.
3 Architecture and parameters used in FCNN model: the model contain three layers, including the input layer, the the fully connected layer and the softmax layer, the loss fuction used here is cross-entropy, the optimizer used here is Adam. 1.Input layer: the input is protein sequences, the window size of sequences is set as 33, which are embedding into one-hot codings for next layer. If the length of the protein sequence is less than L, the remaining position will be filled with a symbol. 2.Fully connected layer: in the fully connected layer, there are 32 neurons, and activation function is ReLU. 3.Softmax layer: the output layer, which has 2 neurons corresponding to phosphorylation and nonphosphorylation, activation function is softmax. Figures   Fig.S2：Convolution operation for one-dimensional protein sequences. The input is sequence features by one-hot codings of given sequence with length L, then the convolution operation with n kernel is applied to the input. Next step is to activate neurons, а refers to activation function (here is ReLU). Finally, the feature maps are generated by the concatenation of different activation neurons. 
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