The development of a parallel reservoir simulator is a more complex task than nonparallel simulators. Problems related to parallel implementation such as parallel communication, model division among processors, and the management of data distributed among processors, and other issues should be addressed and solved in addition to the already complex task of reservoir simulator development. Hence, the development of parallel reservoir simulators is more time intensive than the traditional development on single processor computers. In this work, a framework was developed to aid the development of parallel reservoir simulators. The framework developed in this work implements and handles the parallel processing complexity and provides easy-to-use programming interfaces to accelerate the development of new parallel reservoir simulators or the parallelization of existing ones. Additionally, The University of Texas Compositional Simulator was used in conjunction with the framework developed in this work to create a parallel reservoir simulator. Case studies are used to verify accuracy and to test parallel performance of our new parallel reservoir simulator.
Introduction
Reservoir simulation is widely used in reservoir development. A reservoir model serves as a virtual sandbox in which many scenarios can be evaluated. The results from a reservoir simulation study aid in the selection of the best scenarios to be applied in a real reservoir. These reservoir studies can require many simulation runs (hundred or thousands). Each simulation is computationally expensive and requires long time to finish. Additionally, lately, there is an increasing trend in reservoir model size (could be multimillion cells for full-field high-resolution cases) and complexity of the processes simulated (e.g. enhanced oil recovery processes). Consequently, the time required to finish a single simulation run could be in the order of days or weeks. Given that a reservoir study could require hundreds of simulations; if a single simulation takes days to finish, it could make the reservoir study unpractical.
A solution to this problem is to use parallel reservoir simulation. Parallel reservoir simulation makes use of several computer processors at the same time. The reservoir model is divided into several parts and each part is assigned to a computer processor. The actual time required to finish the simulation is thus reduced because the work load is divided into several processors. Furthermore, parallel reservoir simulation is capable of running bigger models than nonparallel reservoir simulation. This is because the biggest simulation model that can be run is limited by the available memory. Parallel reservoir simulation is not limited to single computer memory; the available memory increases as more computers are used. Hence, the capability to run bigger simulation models increases as more computers are used.
All advantages offered by parallel reservoir simulation are compelling reasons for reservoir engineers to use it. However, for reservoir simulator developers, the creation of a parallel reservoir simulator is a more complex task than nonparallel simulators. This is because development of a parallel reservoir simulator requires to solve the following additional problems during its development. of communication usually is dependent on the architecture of the parallel machine and the programming approaches available.
Reservoir model division.
One of the first steps during a simulation performed in parallel is the dividing or decomposing of the reservoir (domain) into small parts. How to perform such division is a problem that needs to be solved; there are many ways to divide the domain. The aim of a domain decomposition algorithm is to evenly distribute each domain so that the memory requirements for each processor are fairly equal, as well as the amount of computational work required to solve each domain. If the domain decomposition is not performed correctly, it could lead to load imbalance, for which the computational work is not evenly distributed and some processors will finish their assigned task earlier and will need to wait for the processor with a heavier load. Load imbalance could be more severe in reservoirs with lots of inactive cells in which big parts of the reservoir model are not considered for computations.
Additionally, each processor needs to be aware of how many neighbors it has, and how the communication pattern among domains is going to be performed. This needs to be done after the domain decomposition.
1.1.3. Spatially distributed properties. Spatially distributed properties are associated with the reservoir grid, these are porosity, permeability, pressure, and compositions among others. The definition and management of these properties is greatly impacted by the parallel division of the reservoir, specifically these are the problems that need to be addressed; memory allocation for each reservoir domain in each processor; association of data to a property; use of data stored in a property during the simulation; retrieving a property from scattered to output; and data communication for properties.
1.1.4. Well management. Similar to spatially distributed properties, wells are associated with the reservoir grid. Each well needs to be assigned to a processor. Also, there is the problem when a well crosses multiple domains. This will be explained later in the article.
1.1.5. Input processing. If not done properly, the processing of input data could become a bottleneck and cause a negative impact on the performance of the parallel application. This issue is particularly important when the reservoir model contains millions of cells. Also, it is required to have the capability to input complex data. This capability should be flexible to adapt to further need.
1.1.6. Output processing. Output processing could become a bottleneck, specially when generating output of spatially distributed properties for visualization.
These added requirements create an additional level of complexity to the already daunting task of reservoir simulator development; hence, increases simulator's development time.
In this article, we describe our solutions to the additional problems that incur when developing parallel reservoir simulator and our framework to aid in the development of parallel reservoir simulators. Followed by an application of our framework in conjunction with The University of Texas Compositional (UTCOMP) Simulator to create a highly capable parallel reservoir simulator.
Background
Since the early days of parallel vector processor systems, development of parallel reservoir simulators has been advancing in tandem with the new technological advancements in parallel computing. Most of the works done in parallel reservoir simulation has been focused in either linear, nonlinear solvers and preconditioners (Barua and Horne, 1989; Briens et al., 1990; Cheshire and Bowen, 1992; Khait, 2009; Killough and Wheeler, 1987; Liu et al., 2000; Scott et al., 1987; Wallis et al., 1991; Yu et al., 2012) , new parallel simulator development (Atan et al., 2006; Chien et al., 1987; DeBaun et al., 2005; Dogru et al., 2013; Maliassov et al., 2013; Rutledge et al., 1992; Wheeler and Smith, 1990) , or the conversion of nonparallel reservoir simulators (Beckner et al., 2015; Ghori et al., 1995; Kårstad et al., 1988; Killough and Bhogeswara, 1991; Rame and Delshad, 1995; Van Daalen et al., 1989; Wang and Killough, 2014) .
Creation of frameworks to aid the development of parallel reservoir simulators has been less active over the recent past. Parashar et al. (1997) and Wang et al. (1997) developed a fully implicit equation of state compositional parallel simulator. They separated the reservoir simulator development from the parallel development. Parashar et al. (1997) described the parallel solving environment called Integrated Parallel Accurate Reservoir Simulator (IPARS). This environment used different programming languages such as C and FORTRAN. The communication between processors was done by message passing interface (MPI). They also integrated distributed adaptive grid hierarchy, an object-oriented data management infrastructure into IPARS framework. Wang et al. (1999) developed the General Purpose Adaptive Simulator (GPAS), a fully implicit parallel equation of state (EOS) compositional simulator. They used Peng-Robinson EOS and Portable Extensible Toolkit for Scientific computation (PETSc) linear solvers. The simulator was developed under the IPARS framework. GPAS has been extended for a surfactant phase behavior chemical model (John et al., 2004) , a fully implicit chemical flood model , a multiple-interactingcontinua dual porosity model (Naimi-Tajdar et al., 2007), a coupled finite-element method geomechanics model (Pan et al., 2007) , an asphaltene precipitation model (Fazelipour et al., 2008) , and a three-phase extended chemical model (Delshad et al., 2009) . Ghasemi Doroh (2012) developed a parallel version of the UTCOMP simulator using IPARS framework. DeBaun et al. (2005) created an extensible architecture for parallel reservoir simulation based on an objectoriented approach. Parallel processing is handled by a parallel framework that uses MPI for communication between processors. This architecture unifies the treatment of structured and unstructured grids. Huang (2009) developed a thermal parallel reservoir simulator using a modularized framework. This framework solves the problem of reservoir simulation using two modules, a physical model that characterizes the reservoir problem and defines the governing equations and a discretization method that provides specific calculation of the flux. Parallel computation is provided by a semi-independent submodule in the physical model. Maliassov et al. (2013) used the Trillinos project as a framework for parallel development to develop a three-phase black oil reservoir simulator on unstructured meshes. Guan et al. (2015) developed a parallel reservoir simulator with a black oil model using the Parallel eXtension Framework (PXF). PXF is written in Cþþ and uses MPI for communication. Liu et al. (2015 Liu et al. ( , 2016 ) created a parallel framework written in C, based on MPI and OpenMP for structured grids. Based on this framework, Wang et al. (2016) developed a multicontinuum multiphase parallel reservoir simulator, and Zhong et al. (2016) developed a parallel thermal reservoir simulator.
Framework
Our approach to alleviate the complexity of implementing the parallel aspects in a parallel reservoir simulator is to divide the development focus in parallel development and reservoir simulator development. This approach makes sense since most of the parallel development is independent of the reservoir simulator development. Also, the grouping of all parallel functions in one place makes it easy to reuse them for future simulator development.
Our first step was to find solutions to each of the problems that arise from the parallel development described above. If no solution was found we developed one. Then, we developed a structure and workflow that defined the order of the simulation and provides all the necessary tools in each step.
As the result, we developed a framework that is specially crafted to speed up the development process of parallel reservoir simulators. This framework implements and handles the parallel complexity and provides the reservoir simulator developer with high-level access through defined subroutines. The framework also controls the flow of the simulation and provides specific points in the workflow in which reservoir simulator developers can attach the simulator code into the framework.
Our approach is different than one used by more general libraries such as Trilinos 1 or INMOST, 2 in which their objective is to provide several general tools for solving system of partial differential equations in parallel with no specific application. They do not provide a solution to all the parallel development problems encountered during parallel reservoir simulator development, for example, well management. It is up to the simulator developer to fill any missing part, and this results in longer development times.
Additionally, our approach differs from the more traditional approach of specific parallel reservoir simulator development. In such approach, reusability of the code, extensibility beyond the specific application, and a clear distinction between parallel development and reservoir simulator development are of less importance and in many cases not taken into account. As a result, many components of a parallel reservoir simulator done using this approach would have to be re-implemented in any new parallel reservoir simulator, increasing development time.
The language used for the development of the framework is Fortran. Fortran is a programming language that has been used by scientific and engineering communities since its introduction in 1957. Fortran is selected because of the excellent performance of computationally intensive programs. Standard Fortran has been in continuous revision (90/95, 2003, 2008, 2015) , adding new features to the language, such as memory management, derived types, object-oriented programming, among others; always taking into account compatibility with prior versions (Metcalf et al., 2011) .
Furthermore, a lot of reservoir simulators has been written in Fortran, some in old standards (i.e. Fortran 77). As each new Fortran standard thrives to remain compatible with prior versions of the standard, there is no need to rewrite or convert previous written code into a different language. Such conversion would be very expensive in terms of human labor and time spent. Many programs were developed and have matured through decades of continuous enhancement and testing, and some are very domain specific requiring specific knowledge just to convert them. Moreover, usually the process of conversion is not straightforward.
Our framework makes possible to use previous developed serial reservoir simulator codes to solve each of the parts that the reservoir is divided into. Hence, when our framework is used, only few modifications to old code are required in order make such an old code to work in a parallel environment.
2.1. Solutions to parallel development problems 2.1.1. Parallel communication. For this work, we use the MPI standard to communicate between processors. Specifically, we use the version of the MPI standard equal to or higher than 3.0 because there is better Fortran support through the module mpi_f08. Also there is type and argument number checking for MPI subroutines (Gropp et al., 2014) .
The advantages of using MPI are that it can be used in distributed and shared memory systems. It provides pointto-point (two-sided) and remote memory access (onesided) communication models. It is portable across several hardware systems. Furthermore, there are many libraries that implement the MPI standard.
MPI provides low-level functions to perform the communication. On top of MPI's low-level functions, our framework provides functions focused on the specific problem of reservoir simulation. These higher level functions are easier to use for simulator developers than the low-level MPI functions.
Reservoir model division.
We used Cartesian grids; each grid division (domain) is a rectangular block. However, our approach to domain distribution is irregular; hence, the size and location of each domain is not fixed and one domain could have many domain neighbors.
In order to perform the domain decomposition, we use the recursive coordinate bisection (RCB) algorithm (Berger and Bokhari, 1987) . RCB divides the domain into two parts with equal load using a straight cutting plane orthogonal to the axis; the model's cells are assigned to each processor based on each cell's position relative to the cutting plane. Each domain is divided recursively until the number of subdomains required is obtained. Advantages of this method are as follows: It maintains geometric locality of cells within a processor, the resulting domains are regular and easy to describe and it is a fast algorithm. We use a weight factor to pass the information to the RCB algorithm, which cells are inactive and have a low impact on the load for the domain, given by Weight ¼ 1:0 Active cell 0:0001 Inactive cell ð1Þ Figure 1 shows an example of domain decomposition using RCB in a grid with inactive cells. The impact on resulting domains can be observed when inactive cells are taken into account.
We use the implementation of the RCB algorithm from the Zoltan library. Zoltan is a library that provides a suite of partition algorithms and dynamic load balancing (Devine et al., 2002) .
The method of communication between domains used during this work is through ghost layers. Each domain allocates an additional layer on its boundaries. These layers represent the neighboring cells owned by other processors required for local cells during the simulation. Neighbors through cell faces are considered. Every time the values of a property are updated in a neighbor processor, their values need to be updated in the ghost cells. Non-blocking communication is used to update the ghost cells.
We defined a communication setup process that all processors use to discover how many neighbors each processor has and how many cells should be sent to and received from each neighbor. This process consists on the creation of four lists that contain the necessary information to efficiently update the ghost cells between processors. Table 1 shows the description of the lists created during the communication setup process. For a detailed description of the process, see Barrios Molano (2017) . Tables 2 and 3 show the results of the communication setup process for a two-dimensional grid with three domains. The grid is shown in Figure 2. 2.1.3. Spatially distributed properties. To solve the problem of spatially distributed properties, we created Parallel Arrays (PArrays). PArrays are arrays that are distributed among processors. They take the results from the grid division and allocate the memory needed in each processor. Access to the data contained in a PArray is done through Fortran pointers. PArrays also provide a function to update ghost cells. 2.1.4. Well management. Our framework provides several subroutines and a workflow to efficiently handle wells. Figure 3 shows a schematic view of the workflow to handle wells. First wells are read from input file. Then, the coordinates of perforated intervals are converted to i, j, and k indexes from the cells of the reservoir grid. After this, each well is assigned to the processor owner of its perforated cells. If a well crosses more than one domain, the well perforations are distributed between those processors. During the simulation, each processor solves its assigned domain with the assigned wells or portion of wells and well results are stored locally. At the end of the simulation, when the well results are going to be written into a file, all processors communicate their local results to the processor in charge of writing. If wells are added or removed during the simulation, this workflow is repeated.
2.1.5. Input processing. The input processing for the framework makes use of Lua. 3 Lua is a scripting language designed to be embedded within applications and it aims to be simple, fast, and portable (Ierusalimschy et al., 1996 (Ierusalimschy et al., , 2007 . To be able to use Lua from Fortran, we use Advanced Options and Tables in Universal Scripting   4 (Aotus); it is a library that provides a Fortran wrapper for the Lua's C-API using Fortran's interoperability with C from Fortran 2003 standard (Roller et al., 2012) . Aotus is developed by the University of Siegen in Germany.
We use Lua library together with Aotus library to process the input data for the framework. In addition to Aotus, we developed easy to use high-level Fortran subroutines for the specific input in reservoir simulation. A scheme of these functions can be seen in Figure 4 . The biggest advantage of using a scripting language for input processing is that it is flexible and powerful; it is possible to use conditionals, loops, and functions within the input data. This leaves the door open for future extensibility.
PArray data are the biggest kind of input data read. This is specially true for reservoir models with several million cells. Input of PArray data is done by separate files referenced in Lua input. The preferred way to read PArray data is from unformatted binary files because binary files use less disk space and are faster to read. The framework provides utilities to create binary files from text files. To further improve performance during input of PArray data, the framework uses the parallel I/O capabilities of MPI (MPI-IO) to read such files in parallel. Each processor reads only the portion of the file that contains the data for its part of the PArray.
There written. This gives us the flexibility to define the most adequate format for input and output, or to add the capability to read or write in parallel for formats that previously were not working in parallel such the S3graf 7 output format we talk in the next topic.
2.1.6. Output processing. To overcome the potential performance problem while writing PArray data for visualization, our framework provides two output formats with different approaches.
S3graf Format: S3graf 7 is a post-processing software for reservoir simulation. This format uses binary files. In order to avoid performance bottlenecks, MPI-IO was employed whenever PArray data are written into files. VTK Format: The visualization toolkit (VTK) 8 is an open source system for 3-D visualization. VTK files can be visualized in several visualization applications, such as VisIt, 9 ParaView, 10 Mayavi, 11 among others. We used Lib_VTK_IO, 12 a Fortran library to write files in VTK format. VTK supports parallel files in which each processor writes its part of the data in a separate file; hence, there is no need for centralized output.
Framework design
The framework was designed as separate modules supported by external libraries as shown in Figure 5 . Each module can be extended without the need to modify the others. Figure 6 shows the detailed framework structure. The external libraries used are as follows:
MPI to communicate among processors and to provide parallel input/output; Zoltan to perform domain decomposition; Lua þ Aotus to process input data; and Lib_VTK_IO to write output in VTK format. PETSc provides data structures and routines to solve linear and nonlinear systems of equations on parallel computers (Balay et al., 2016) . We use PETSc to solve systems of linear equations.
2.2.1. Core module. This module contains the solutions to the parallel development problems previously discussed. It encapsulates the parallel implementation and provides interfaces to the other framework modules to use the parallel tools.
2.2.2. Integrator module. This module defines the simulation workflow; it controls the execution of the simulation. This module uses the tools provided by the core module, defines variables common to any type of simulation model, and provides subroutines for each step of the simulation process. The subroutines provided by this module serve as links to similar subroutines in the simulator module that contains model-specific processes.
Simulator module.
This module provides link subroutines that are called by the framework module. These subroutines handle the call to the simulator. The simulator is where the reservoir model-specific subroutines are defined, for example, flash calculation subroutines.
Framework capabilities
The framework developed in this work has the following capabilities.
Input data processing using Lua scripting language provides easy, flexible, and expressible ways to give data to the framework that goes beyond keyword-based input. Parallel reading of properties avoids possible bottlenecks for multimillion cell models. Cartesian grids with PArrays for distributed property management. RCB algorithm for domain decomposition that takes into account inactive cells creates regular domains distributed in an irregular manner. Multiple output formats for visualization (VTK, S3graf) optimized for parallel output. Modular framework allows future modification of existing capabilities or addition of new ones, Easy-to-use user interface to the parallel tools provided by the framework accelerates the development of new parallel reservoir simulators or the parallelization of existing ones.
Framework requirements
For any new parallel simulator or existing nonparallel simulator to be able to use the functionality provided by our new framework, it needs to comply with the following requirements: Capability to handle spatial variables in i, j, and k indexes. Flexible limits, that is no hard written start and end numbers, when looping through spatial variables. Capability to handle inactive cells before performing calculations.
Overview of UTCOMP simulator
UTCOMP is The University of Texas compositional reservoir simulator. During the 27 years since its initial development, UTCOMP has continuously added new capabilities and it has been evolving to the fully featured reservoir simulator that today it is capable of modeling a variety of reservoir models. UTCOMP can model threephase flash calculation, four-phase flow, higher order finite difference methods, fully physical dispersion tensor, polymer flood, miscible gas flood, gas-foam flood, asphaltene precipitation, CO 2 sequestration among others.
UTCOMP uses an IMPEC scheme, in which the pressure equation is solved implicitly using saturations and physical properties from the previous time step. Subsequently, the material balance equations are solved explicitly to compute overall compositions. Then, phase compositions are calculated using pressure and overall composition already computed and flash calculations. For a detailed description of UTCOMP solution scheme and formulation, see Chang (1990) .
We created a parallel reservoir simulator as a way to prove the usability of our framework. This parallel reservoir simulator was developed using UTCOMP in conjunction with our framework. Consequently, it inherits all the features of our framework and contains all the features of UTCOMP.
Case studies
Here, we show three case studies that verify the usability and assert the parallel performance of our new parallel reservoir simulator. Results are compared with UTCOMP. These cases were run on Lonestar 5 supercomputer from the Texas Advanced Computing Center (TACC). Lonestar 5 has 1252 computing nodes each of them with 24 cores, a total of 30,000 cores. Table 4 shows Lonestar 5 specifications for a compute node (TACC, 2017).
Verification case study
The objective of this case study is to verify the simulation results and accuracy of the new parallel reservoir simulator. A gas mixture of 95% of CO 2 is injected into the reservoir. The general description of the model is shown in Table 5 . Component properties and compositions are shown in Table 6 . Relative permeability data are shown in Table 7 . The production well is controlled at a constant bottom hole pressure (BHP) of 1100.0 psi. The injector well is controlled at a constant BHP of 1250.0 psi.
Simulation results are shown in Figures 7 and 8. Average reservoir pressure and surface oil production rate are compared with UTCOMP. The results are consistent for any number of processors used. It can be observed from Figure 8 an excellent agreement on the results between UTCOMP and our new simulator. The number of processors used were 1, 2, 4, and 8. Figure 9 shows the domain decomposition when different number of processors were used. Figure 10 shows the CPU time versus the number of processors used. These models are very small; hence, it does not scale well above four processors. When more than four processors are used, the simulator takes more time communicating between processors than doing calculations, this is expected for such a small model.
Strong scalability case study
The objective of this case study is to test the parallel performance of our new parallel reservoir simulator. The size of the model is kept constant and the number of processors used is increased. This case simulates a waterflooding process in a highly heterogeneous reservoir. Table 8 shows the Figure 11 . Inactive cells are not considered for computation. Component properties and compositions are shown in Table 9 . Relative permeability data are shown in Table 10 . Production wells are controlled at a constant BHP of 3050 psi. Injector wells are controlled at a constant water injection rate of 1000 STB/day with a BHP limit of 5000 psi. Up to 1024 processors were used in this model. There was not possible to obtain results with one processor because the model cannot fit in the available random access memory (RAM) of a single compute node. Figures 12 and 13 show the simulation results. The results are consistent for any number of processors used. Figure 14 shows the domain decomposition when different numbers of processors were used. It can be observed how the RCB algorithm for (a) 0 100 200 300 400 500 600 700 800 900 1000 1100 0 100 200 300 400 500 600 700 800 900 1000 1100
Time ( domain decomposition distributes the domains with inactive cells. The zones with inactive cells are assigned to fewer processors than the zones with only active cells. Total execution CPU time and speedups obtained for different numbers of processors are shown in Figure 15 . CPU time was decreased from 14 h and 46 min using two processors to 5 min and 57 s using 1024 processors. It is worth mentioning that the total CPU times reported include input and output time, and the requested output format for distributed properties is VTK format. We do not observe any penalty in writing multiple output files for each (c) Figure 13 . Simulation results plots from strong scalability case study. (a) Average reservoir pressure, (b) surface oil production rate, and (c) surface water production rate.
processor partially because Lonestar 5 supercomputer uses Lustre 13 parallel distributed file system that improves I/O efficiency.
The model is very close to ideal behavior up to 32 processors. When more than 32 processors are used, although total CPU time keeps decreasing with more processors used, parallel performance of the simulator deviates more from ideal behavior. To understand better, the performance of the simulator is necessary to observe the performance of the specific sections of the simulator. Figure 16 shows the time spent on specific sections of the simulator in seconds and as percentage of the total CPU time. A brief description of each section timed is shown in Table 11 . For a compositional reservoir simulator, it is expected that the section that consumes most of the CPU time is the phase composition calculation. As more processors are used and computation work load is distributed, the time each processor spends in computations is reduced to the point that other sections of the simulation increase their relative impact on total CPU time. For this specific case, it can be observed from Figure 16 that the sections that influence most of the total CPU time are phase composition calculation, update of ghost cells (parallel communication), and linear solver.
By analyzing the behavior of the sections of the simulation that have the biggest impact on total CPU time, we can have a better understanding of the overall parallel simulator performance. Figure 17 compares total CPU time, the time taken for phase composition calculations, the time taken for the linear solver, and the time taken for parallel communication.
Using more processors increases the amount of ghost cells communicated; however, the amount of information communicated per processor will decrease. We can observe a general decrease in communication time with more processors used, although it is far from ideal behavior. Additionally, the parallel communication section requires frequent access to memory; thus, it is closely influenced by the availability of memory channels from processors to RAM memory. When the memory channels are full, this is 16 processors and more, an increase in communication time is observed. Linear solver time uses a mix of internal parallel communication and computation handled by PETSc, and its behavior is ideal up to 16 processors when the memory channels are full. After this, its performance deviates from ideal. At 1024 processors, it is not scalable anymore.
The phase composition calculation section is a purely computation section and thus behaves ideally, every time the number of processors is doubled the speedup is doubled. Depending on the number of processors used, these three sections have different influence over total CPU time.
From two to eight processors: The total CPU time is mainly influenced by the phase composition calculation section. This section obtains a slight superlinear speedup and it is observed in the total CPU time speedup. From 16 to 32 processors: All memory channels are being used causing an increase in communication time and a decrease in linear solver efficiency. However, the total CPU time is still heavily influenced by the phase composition calculation section and the deviation from ideal behavior in the total CPU time is small. From 64 to 512 processors: More than two compute nodes are being used. The total CPU time is heavily influenced by linear solver and parallel communication. At 1024 processors: Phase composition calculation section no longer influences total CPU time. Parallel 
Weak scalability case study
This case simulates a waterflooding process in a homogeneous reservoir. The description of the model is shown in Table 12 . Components and compositions used in this model are shown in Table 9 . Relative permeability data are shown in Table 10 . Production wells are controlled at a constant BHP of 3500 psi. Injector wells are controlled at a constant water injection rate of 10,000 STB/day with a BHP limit of 6000 psi. This case tests another aspect of parallel performance. In a weak scalability test, the workload per processor is kept constant. The size of the model increases when the number of processors increases. Table 13 shows the grid size of the model at each number of processors used. We started with 122,000 cells using one processor and were able to run a model with half a billion (501.6 million) cells using 4096 processors. Figure 18 shows the domain decomposition and different sizes of the models used at different numbers of processors.
Total execution CPU time and the ratio of CPU time over the CPU time when one processor is used are shown in Figure 19 . Ideally, the CPU time when any number of processors are used should be the same as the CPU time when one processor is used, this does not consider communication costs. Our results are very close to the ideal behavior. When using four and eight processors, the performance of our simulator is better than the ideal. We were able to simulate a model 4096 times bigger than our initial model with only taking approximately two times the initial CPU time. Figure 20 shows the time spent on specific sections of the simulator. It can be observed that the increase in total CPU time when more processors are used is mainly because the parallel communication time increases. An exception is when four and eight processors are used; in these cases, the parallel communication time decreases allowing for a better performance than ideal performance.
Summary and conclusions
We developed a framework to aid the development of parallel reservoir simulators. Our framework was designed to be modular, maintainable, extensible, and compatible with code already developed. The framework was developed completely in Fortran. MPI was used for inter-processor communication and input/output of spatial related data. RCB was used for domain decomposition. A customized algorithm based on lists of ghost cells was developed to identify neighbor processors and define communication patterns. Lua scripting language was used to provide input processing. A parallel reservoir simulator was developed using our framework and UTCOMP. This parallel reservoir simulator has all the features of UTCOMP. Three case studies were shown to verify accuracy and to test parallel performance. The main conclusions of this work are as follows.
The framework developed in this work provides the necessary tools to reduce the complexity associated with parallel programming during the development of parallel reservoir simulators. The use of MPI for input and output of spatial properties avoids the bottlenecks related with sequential input and output. RCB algorithm for domain decomposition distributes regular domains in an irregular pattern. This allows to efficiently divide the reservoir when there are inactive cells. To the extent of our knowledge, this is the first time a reservoir simulator uses Lua scripting language as input processing. This allows greater flexibility compared with traditional keyword-based input. We were able to develop a new parallel reservoir simulator in short time using the framework developed in this work. Very good strong scalability performance was obtained using our reservoir simulator. Up to 1024 processors were used with a 5.1 million cells model. Communication between processors and the linear solver became computational bottlenecks when large number of processors are used. Very good weak scalability performance was obtained using our reservoir simulator. Our simulator was able to handle a model with half a billion cells using 4096 processors. The main factor affecting weak scalability performance is communication between processors.
