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E-mail address: dherrero@um.es (D. Herrero-PérThis paper presents a localization method using fuzzy logic to represent the different facets
of uncertainty present in sensor data. Our method follows the typical predict-update cycle
of recursive state estimators to estimate the robot’s location. The method is implemented
on a fuzzy position grid, and several simpliﬁcations are introduced to reduce computa-
tional complexity. The main advantages of this fuzzy logic method compared to most cur-
rent ones are: (i) only an approximate sensor model is required, (ii) several facets of
location uncertainty can be represented, and (iii) ambiguities in the sensor information
are directly represented, thus avoiding having to solve the data association problem sepa-
rately. Our method has been validated experimentally on two different platforms, a legged
robot equipped with vision and a wheeled robot equipped with range sensors. The exper-
iments show that our method can solve both the tracking and the global localization prob-
lem. They also show that this method can successfully cope with ambiguous observations,
when several features may be associated to the same observation, and with robot kidnap-
ping situations. Additional experiments are presented that compare our approach with a
state-of-the-art probabilistic method.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Uncertainty is a term used in diverse scientiﬁc ﬁelds, including philosophy, statistics, economics, ﬁnance, engineering and
science. Depending on the ﬁeld, uncertainty may refer to predictions of future events, to physical measurements already
made, or to the unknown. When this term is used in the ﬁeld of Robotics, it usually refers to noisy measurements which
are represented in terms of a range of values which are expected to enclose the actual value of the observed variable. From
a probabilistic point of view, this uncertainty is usually modeled using a probability distribution, whose parameters are iden-
tiﬁed by repeating the measure under the same conditions a large number of times. In other words, probabilistic functions
should be experimentally calculated, which requires the ability to reproduce the measure in similar conditions. Unfortu-
nately, reproducing the factors that inﬂuence a measurement is not always possible, because these factors are often
unknown.
In the ﬁeld of mobile robotics, the localization problem consists of answering the question ‘‘Where am I?” from the robot’s
point of view [1], given a representation of the robot’s world and measurements from the robot’s sensors. Measurements
may refer to the robot’s perception of its own motion (sometimes called proprioception), or to the robot’s perception of
its surrounding environment (sometimes called exteroception). Unfortunately, when using real physical sensors, these mea-
surements are commonly affected by uncertainty of different types, including vagueness, imprecision, ambiguity, unreliabil-
ity, and random noise. Measurements may also be affected by several simultaneous factors, which are not necessarily. All rights reserved.
ez).
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system. In particular, the used uncertainty representation formalism should be able to capture the different types of uncer-
tainty and to account for the differences between them. Fuzzy logic [2] has been shown to provide expressive tools and tech-
niques to represent and handle the different facets of the uncertainty in the measurements [3]. Techniques based on fuzzy
logic have already been successfully used in several domains related to robotics, such as fuzzy control [4,5], fuzzy modeling
[6,7], fuzzy geometric reasoning [8,9], and fuzzy information fusion [10,11].
In this paper, we show how fuzzy logic can be used to build an integrated framework that addresses the robot localization
problem in an effective way. This framework takes inspiration from early ideas proposed by Buschka [12] and Herrero [13],
and generalizes them into a comprehensive framework for fuzzy robot localization. The key move to the realization of this
framework has been to combine two general schemas, respectively coming from the tradition of fuzzy systems and the tra-
dition of position estimation:
 the entire framework follows the typical Fuzziﬁcation–Fuzzy inference–Defuzziﬁcation schema of most fuzzy systems;
 the fuzzy inference part follows the typical Predict–Update cycle of recursive state estimators.
The method proposed in this paper uses fuzzy logic to account for errors, imprecision and ambiguity in the perceptual
information, as well as for the uncertainty in the estimates of the robot’s motion. An important advantage of the ability
to handle ambiguity is that our method does not need to rely on a separate data association step to uniquely associate sensor
readings to environmental features. This helps to increase the robustness of our method, since data association is one of the
most common reasons for failures in robot localization.
The method presented in this paper has been experimentally validated on several different platforms. In this paper, we
show representative experiments on two different testbeds: a legged robot in the RoboCup environment, and a wheeled ro-
bot in an indoor ofﬁce environment. The two testbeds use different types of sensors: color vision in the ﬁrst case, and a laser
rangeﬁnder in the second one. We demonstrate the ability of our method to solve the robot localization problem both during
normal robot navigation and in pathological situations where the robot is manually picked-up and moved to a new location –
the so-called ‘‘kidnapped robot problem”. We also demonstrate the ability of our method to correctly handle ambiguity, by
showing experiments in which multiple indistinguishable features may generate the same observations.
The rest of this paper is structured as follows: Section 2 discusses the relevant related literature. Section 3 presents the
fuzzy framework for robot localization in general terms. Section 4 presents a concrete instance of this framework based on
the use of fuzzy position grids. The robotic platforms and the environments used to experimentally validate our method are
introduced in section 5. Sections 6 and 7 present the experimental results obtained on the legged and on the wheeled plat-
forms, respectively. Finally, conclusions are presented in Section 8.2. Related work
The localization methods in the ﬁeld of mobile robotics are usually classiﬁed according to the type of problem they attack
[14], the most common distinction being the one between tracking or local techniques, and global techniques. Global local-
ization methods address the problem without a priori knowledge of the initial robot’s location, i.e., the robot is placed some-
where in the environment and has to localize itself from scratch. Tracking localization methods aim to compensate small
dead-reckoning errors under the assumption that the initial position is known. Commonly, local techniques present advan-
tages in accuracy and efﬁciency, while global techniques are much more robust [15], mainly because they are able to recover
from failures. Therefore, these techniques are sometimes combined; the process usually consists of combining a technique
that solves the global localization problem with other that solves the local localization problem with more accuracy and less
computational cost [16–18].
In order to address the localization problem, robots usually have access to relative (also called dead-reckoning) and abso-
lute (reference-based systems) position measurements [19]. These measurements are provided by different sensors which
give the feedback about the actions performed by the robot and the observations around its pose. What makes this problem
difﬁcult is the presence of uncertainty in the position measurements, thus uncertainty representation is a key point to solve
it. The most used approaches are based on probabilistic techniques, since these provide powerful statistical tools to manage
noisy measurements. These techniques usually rely on probabilistic models of the measurements that take a frequentist
interpretation of the underlying noise. The accuracy of the estimates produced depends on the howwell these models reﬂect
the real noise affecting the measurements. Moreover, these models often assume that errors are normally distributed and
that they are small enough to allow linear approximations. Unfortunately, practical experience suggests that these assump-
tions are often violated in reality for robotic systems.
Another, arguably less developed family of approaches makes use of fuzzy sets to represent the different facets of uncer-
tainty that affect to the measurements. Fuzzy techniques also provide a wide set of tools to combine those measurements,
and to address matching problems based on the similarity interpretation of fuzzy logic [20]. Moreover, fuzzy logic based
techniques may be applicable in domains where the assumptions of other methods are not satisﬁed: for instance, they have
often been used in cases when a stochastic sensor model cannot be easily elicited [21]. These arguments have induced to
several authors to make use of fuzzy sets as uncertainty representation of locations in diverse problems and applications
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multi-robot sensor fusion, and Simultaneous Localization and Map Building (SLAM) problems.
Some authors have approached the map building problem building models of the world (maps) based on fuzzy logic, such
as fuzzy segment maps [22] or fuzzy grid maps [21]. The former approach represents the location uncertainty of the features,
line-segments, by fuzzy sets that incorporate different sources of uncertainty, including dead-reckoning, sensor noise, and
clustering errors. The features are then combined by fuzzy matching, grounded on the similarity interpretation of fuzzy logic.
The latter approach aggregates the sensor data over time into two fuzzy grid representations of the world, one representing
the empty (traversable) space and one representing the occupied (non-traversable) space. Data aggregation is performed
using fuzzy operators.
Fuzzy logic has also been used to address the localization problem, namely using some form of fuzzy matching [23,24], or
combining position measurement information (landmark-based) using fuzzy aggregation operators [25]. The former ap-
proach deﬁnes the localization problem as the problem of ﬁnding the best correspondence between a local map obtained
from observations using fuzzy metric features, and a fuzzy model of the environment. The latter approach treats each obser-
vation as a source of partial location information for combining relative and absolute position measurements. The method
proposed in [12] combines ideas from the Markov localization approach proposed in [26] with ideas from the fuzzy land-
mark-based approach. Fuzzy logic has also been used to improve the accuracy and robustness of other localization methods;
in particular controlling some aspects of the localization method or switching between localization methods with different
properties. For instance, on-line adaptation of the gain of an Extended Kalman Filter, which weights the importance of abso-
lute and relative position measurements, it using fuzzy membership functions for improving the accuracy and robustness of
the localization method [27,28]. In order to make use of the advantages of probabilistic Markov Localization [14] and Monte
Carlo Localization [29] methods, fuzzy membership functions are used to model the uncertainty of both methods using dif-
ferent heuristics to enable the adaptation of the resulting method [30–32] to different levels of noise and other speciﬁc prop-
erties of such a methods, like sparsity.
A related problem that has been addressed using fuzzy logic is the problem of fusing location information in a multi-robot
system. In [33,34], the object’s position is represented in a fuzzy grid taking into account both the uncertainty in the obser-
vations and in the self-localization of the observing robot, which is propagated to the object-position estimation. Fuzzy grids
corresponding to the observations from different robots are fused using fuzzy operators into a combined fuzzy grid, which
represents the consensus among the robots. On the other hand, methods based on Bayesian approaches [35,36] aim to esti-
mate a compromise between the different sources of information, and thus they can incur well-known problems when infor-
mation is unreliable [33]. For example, most current Bayesian based techniques average information from different robots in
order to obtain a trade-off, which generates uncertain estimations when unreliable measurements.
Finally, a few works exist which have addressed the Simultaneous Localization and Mapping (SLAM) problem using tech-
niques based on fuzzy logic. For example, Gasós and colleagues [37,38] propose to extract metric features from range data,
thus building a local representation, and then to match them to a global representation of the world. The matching process
results in a new estimate of the robot’s position, which indicates either the area of the local representation was previously
explored or not. In the former case, the local representation is added to the global one; in the latter, the global representation
is updated with the local one. Other examples [39] make use of fuzzy logic for inferring the uncertainty in robot’s location
after motion commands, and then matching process is performed using genetic algorithms, which search the most probable
map given the location information. The correspondence problem is solved exploiting the property of natural selection,
which supports better performing individuals to survive in the competition.3. Overall localization framework
In our approach, we consider the robot self-localization problem as a fuzzy estimation problem. At any point in time during
navigation, the robot has a belief about where it is based on the information collected so far. This belief is not represented as
a single location, but as a fuzzy set over the space of possible locations: each location has a degree of membership that re-
ﬂects how much this location could be the actual one. The localization problem consists of maintaining this belief as the ro-
bot moves and collects new noisy measurements.
Burgard and colleagues [26] proposed a similar approach to the robot localization problem based on a probabilistic frame-
work. In their approach, calledMarkov Localization, the robot’s belief is represented by a probability density over the space of
possible locations. This approach constitutes the basis of several currently used localization methods; it combines informa-
tion from multiple sensors in the form of relative and absolute measurements to form a combined probabilistic belief in the
robot’s location. Although Markov localization is stated as a Bayesian estimation problem, many ideas and assumptions are
suitable and can also be exploited in a fuzzy framework. In particular, theMarkov assumption, which states that given knowl-
edge of the current state, the future is independent of the past, and vice versa. In other words, once the previous robot’s loca-
tion xt1 is known, it does not matter how this location was reached or what has been sensed.
In the rest of this section, we describe the main components of our fuzzy localization framework. We ﬁrst present the
notion of fuzzy locations, our main device to represent uncertain locational information, and how these are used to represent
the robot’s belief about its own location. We then discuss the way to model the effect of actions and of new observations over
Fig. 1. Four examples of fuzzy locations in a 2D space that illustrate different types of spatial uncertainty: (a) imprecision, (b) vagueness, (c) unreliability,
and (d) combined. Grey levels indicate membership values, with white representing 0 and black representing 1.
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tion process.
3.1. Fuzzy locations
In this paper, we deal with location information of objects (mainly, of a robot) in a given set X of all possible spatial loca-
tions. For instance, X can be a six-dimensional space encoding the position coordinates (x,y,z) of the object together with its
(h,/,g) orientation angles.
In order to represent uncertain information about the location of objects, we introduce the notion of fuzzy locations. A
fuzzy location for a given object is a fuzzy subset l :X? [0,1] of the spatial set X.1 We adopt a possibilistic interpretation
of the membership values [40]: for any x 2 X, the value of l(x) is read as the degree of possibility that the target object is located
at x, given the available information. Total ignorance is represented by the fuzzy location l(x) = 1 for all x 2 X.
Fuzzy locations allow us to represent different types of locational uncertainty. As an illustration, consider the four exam-
ples of fuzzy locations shown in Fig. 1, cast in a two-dimensional space (X,Y) for graphical simplicity. Fuzzy location (a) rep-
resents the item of imprecise information ‘‘the object is at position (3 ± 1,2 ± 1)”. Imprecisionmay, for instance, originate from
the limited resolution of a sensor; in the shown example, all the positions in the dark square are equally and fully possible,
but positions outside it are impossible. Fuzzy location (b) is a way to represent the item of vague information ‘‘the object is
approximately at position (3,2)”. Vagueness may, for instance, originate from a linguistic input; in the shown example, posi-
tion (3,2) is fully possible, and the degree of possibility of other positions decreases with their (Manhattan) distance from
(3,2). Fuzzy location (c) represents the item of unreliable information ‘‘the object may be at position (3,2)”, where unreliabil-
ity may originate in uncertainty in data association, e.g., the measurement could actually refer to a different object. In the
shown example, position (3,2) is fully possible, but all other positions are also possible to a small degree, as indicated by
the uniform gray background. This corresponds to the fact that, should the information be wrong, the object can be located
just anywhere. Finally, fuzzy location (d) represents information affected by all of the above types of uncertainty, including
ambiguity. Here, the positions in the square (3 ± 1,2 ± 1) are fully possible, and positions in the proximity of it are partly pos-
sible; there is also a mild possibility for positions around (2,4), e.g., due to a second, weaker observation; ﬁnally, a small uni-
form degree of possibility is assigned to all other positions, reﬂecting the partial unreliability of this fuzzy location – e.g., the
information may be out of date.
3.2. Robot’s belief
At any point in time t, the robot maintains a belief Gt about its own location. In this work, we represent this belief by a
fuzzy location Gt :X? [0,1] over the n-dimensional set X of all possible locations. Thus, the fuzzy self-localization problem is
deﬁned as the problem of maintaining Gt in time, given the motion of the robot and the observations from the robot’s sen-
sors. Intuitively, the goal of self-localization is to keep this belief as close as possible to the real location of the robot. In the
ideal case, Gt is a distribution with a single peak of value 1 at the real robot location, and zero values everywhere else. In
practice, because of noise and errors in sensing and acting, Gt will always be affected by uncertainty.
3.3. Fuzzy action model
Our fuzzy localization framework follows the typical predict-update cycle of recursive state estimators: at every cycle, the
next belief state is predicted from the previous one using information on how the robot has moved; then, this prediction is1 For the sake of notational simplicity, in this paper we shall identify fuzzy subsets A of X with their membership functions lA :X? [0,1].
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robot’s motion, and the information about new observations are all modeled as fuzzy sets. Correspondingly, the prediction
and update functions are deﬁned through operations on fuzzy sets.
In order to predict the belief state Gt, we rely on operators from fuzzy mathematical morphology [41]. Fuzzy mathemat-
ical morphology extends traditional mathematical morphology [42,43] to fuzzy sets, and it provides a wide range of well-
founded tools to deal with fuzzy objects and fuzzy relations in digital images. By seeing fuzzy locations on the set X as fuzzy
objects in an image space, we can use these tools to process fuzzy locations [44]. In particular, we can use fuzzy dilation to
account for the transformation of the belief state Gt after a robot’s motion.
Fuzzy dilation is an operator that performs a global transformation of a fuzzy subset G of X, by repeatedly applying a local
transformation around each element x 2 X. The transformation is deﬁned by a fuzzy ‘‘structuring element” B, itself a fuzzy
subset of X. Formally, the fuzzy dilation of G by B, denoted G  B is deﬁned by2:2 OthðG BÞðxÞ ¼ sup
y2X
TðGðxÞ;Bðy xÞÞ; ð1Þwhere T is a triangular norm, or t-norm [45], expressing dilation operation as a degree of intersection [46]. Intuitively, the
result of a fuzzy dilation is a fuzzy distribution which is spatially expanded from G, where B determines the shape of the
expansion. If B is isotropic, then G is expanded in all directions; if the center of mass of B is displaced with respect to its ori-
gin, then G is expanded more in the direction of the displacement; if B has fuzzy contours, then the contours of G are blurred;
and so on.
In our approach, we model the motion of the robot from time t  1 to time t by a structuring element Bt. We read the
value of Bt(x) as the degree of possibility that the robot has moved to position x at time t, given that it was at the origin
of B at time t  1. In other words, Bt encodes our fuzzy action model. Given the robot’s belief Gt1 at time t  1, then, we com-
pute the robot’s predicted belief at time t, denoted by G0t, byG0t ¼ Gt1  Bt : ð2Þ
Typically the action model Bt is given by the composition of three components: a translational component, a rotational
component, and a blurring component. The ﬁrst two components are computed from the robot’s odometric data, and their
effect is to displace the values in the Gt1 distribution from its center to account for the measured motion. The third com-
ponent accounts for the uncertainty introduced by the noise in the odometric measures, and its effect is to blur the Gt1 dis-





properties of fuzzy dilation guarantee that the result obtained by applying these three elements one after the other is the
same as applying the combined element [44].
3.4. Fuzzy sensor models
The observations that provide location information are also represented in our framework using fuzzy locations. Given a
sensor observation r obtained from sensor i at time t, we let SitðjrÞ : X ! ½0;1 be a fuzzy location that represents the infor-
mation provided by this observation about the robot’s location. Thus, for any n-dimensional location x 2 X, SitðxjrÞ represents
the degree of possibility that the robot is at x given that sensor i has made observation r.
We call Sit the fuzzy sensor model of sensor i. Note that S
i
t is an inverse model, since it represents the belief of being at
location x given an observation, and not vice versa. The way Sit is deﬁned depends on the speciﬁc sensor and the speciﬁc type
of feature observed: if the same sensor can observe multiple types of features, multiple sensor models are required for it. In
the next sections, we shall show examples of the fuzzy sensor models deﬁned in our domain.
All the observations {r1, . . . ,rn} made at time t are used in our fuzzy estimation cycle to update the predicted belief G
0
t .
More precisely, we combine G0t with the fuzzy locations S
i
tðjriÞ; i ¼ 1; . . . ;n as follows:GtðÞ ¼ G0tðÞ \ Sitðjr1Þ \ Sitðjr2Þ \ . . . \ SitðjrnÞ: ð3Þ
The \ operator denotes fuzzy intersection, deﬁned by:AðxÞ \ BðxÞ ¼ TðAðxÞ;BðxÞÞ;
where T is a t-norm as above. There are many options for choosing the T operator, corresponding to different independence
assumptions made about the items being combined [10]. In the experiments reported below, we assume that all observa-
tions are independent, and therefore we use the product operator for T, which reinforces the effect of consonant
observations.
Whatever the choice of T, the belief Gt will be stronger on those locations x that are regarded as possible according both to
the prediction, and to all the observations. Eq. (3) thus computes the consensus among all the available sources of informa-
tion about the current robot’s location. Notice that the prediction G0t from the previous belief Gt1 is treated as just another
source of information in this schema.er deﬁnitions exist, the one adopted here is taken from [41].
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ciativity of the T operator. In some cases, however, a normalization may be performed after each individual intersection: it
should be noted that in this case the order of combination becomes relevant, since the normalized intersection operator is
not associative. In general, if normalization is performed after each intersection, the result will be most strongly inﬂuenced
by the fuzzy locations that have been combined last. This behavior may be desirable in some domains, e.g., in highly dynamic
domains in which more recent observations should be regarded as more reliable. The RoboCup domain used in one of our
testbeds is an example of such a domain.
3.5. Overall localization process
We now have all the ingredients needed to deﬁne our fuzzy localization process. Below we describe this process in ab-
stract terms; a concrete instantiation of this process will be shown in the next section.
Our fuzzy localization process follows the schema of the well-known predict-observe-update cycle of recursive state esti-
mators [47], where the robot’s location is estimated using relative and absolute noisy perceptions, and where uncertainty
representation plays a crucial role.
The overall process is graphically shown in Fig. 2. The process follows the classical structure of a fuzzy system, consisting
of a fuzziﬁcation stage, a fuzzy inference stage, and a defuzziﬁcation stage. The fuzzy inference stage, on the other hand, fol-
lows the classical structure of a recursive state estimation: a (fuzzy) estimate of the current state is maintained through a
predict-update cycle. A dual way to interpret this process is to see it as a classical recursive state estimator, which has been
‘‘fuzziﬁed” by embedding it at the core of a classical fuzzy system architecture.
In more detail, the fuzziﬁcation part takes as input raw sensor data that provide two types of measurements: exterocep-
tive and proprioceptive. Exteroceptive measurements come from sensors that observe the status of the environment outside
the robot, e.g., vision sensors, and induce information about the absolute position of the robot. Proprioceptive measurements
come from sensors that observe the status of the robot’s parts, e.g., motion encoders, and induce information about relative
displacement. For both types of measurements, the induced items of information can be affected by uncertainty in several
ways. These items of information are represented by the fuzzy sets Sit for the exceroceptive sensors, and by the fuzzy set
(structuring element) Bt for the proprioceptive sensors, as discussed above. The process of building these fuzzy sets from
the available sensor data at each time t is called ‘‘fuzziﬁcation” in the ﬁgure, for its resemblance with the corresponding
phase in a typical fuzzy system architecture.
The ‘‘fuzzy reasoning” phase takes the fuzzy sets produced by the above fuzziﬁcation at time t, together with the location
belief Gt1 computed in the previous cycle, and produces the new location belief Gt in two steps. First, the action model Bt
built from proprioceptive data is used, through formula (2) above, to generate a predicted belief G0t from the previous belief
Gt1. Second, the predicted belief is combined, though formula (3), with the fuzzy sets S
1
t ; . . . ; S
n
t built from the exceroceptive
data, resulting in the updated belief Gt. A key assumption behind this cycle is the Markov assumption, which allows us to
only consider the belief state at time t  1 in order to compute the belief state at time t, ignoring all the previous states.Fig. 2. Fuzzy localization framework. The process follows the typical Fuzziﬁcation–Fuzzy reasoning–Defuzziﬁcation stages of fuzzy systems. The Fuzzy
reasoning stage follows the typical predict-update cycle of recursive state estimators.
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by the other sub-systems in the robot. Many systems, however, need a point estimate of the robot’s location as opposed to a
fuzzy one. The purpose of the last phase in our process, ‘‘defuzziﬁcation”, is to extract this estimate, e.g., by computing the
center of gravity of the Gt fuzzy set. Note that this computation is only done for the purpose of producing a crisp output, and
it does not inﬂuence the localization process. In particular, defuzziﬁcation does not modify the Gt set that will be used in the
next localization cycle.
In addition to the above crisp value, other measures can be extracted from the Gt estimate that give an indication of the
quality of this estimate. Two measures that we use in our implementation are:3 ForFocusðGtÞ ¼ kXk  kcoreðGtÞkkXk  1 ð4ÞandRelðGtÞ ¼ 1 inf
x2X
GtðxÞ: ð5ÞThe ﬁrst one indicates how much the information in Gt is focused on a small area, as opposed to being spread over many pos-
sible locations. This is obtained by measuring the size of the core relative to the whole space. In practice, core (Gt) is approx-
imated by a bounding box that contains the cells whose value exceeds a given relative threshold, and Focus(Gt) is computed
so that it is 1 when core (Gt) is a single cell, and it is 0 when core (Gt) is the whole space.
The second measure, Rel(Gt), indicates how much the information in Gt is reliable. Recall from Fig. 1(c) that unreliable
location information is represented by introducing a uniform belief over the entire space, representing the fact that the loca-
tion might be everywhere irrespective of the information. Accordingly, Rel(Gt) measures the amount of belief which is uni-
formly allocated to all positions in the space, that is, the minimum value of Gt(x) over the full space X.
We consider that Gt provides an overall good estimate when both the value of Focus(Gt) and of Rel(Gt) are high. In the
ideal case, when Gt is a distribution with value 1 in a single cell and 0 everywhere else, both values are 1. These measures
can be extremely useful to the other sub-systems of the robot. For example, in our RoboCup application, if the robot must
reach a strategic position but the reliability measure is too low, the robot stops and tries to acquire visual landmarks in order
to improve its self-localization. If, on the other hand, the reliability is high but the focus is low, the robot may not need to
improve its estimate if an approximate positioning is sufﬁcient for the task. In a different situation the robot may even act
regardless of the quality of self-localization: for instance, when it perceives both the ball and the opponent net in front of it,
the robot will kick the ball irrespective of the quality of localization.
4. Fuzzy grid based self-localization
We now describe a particular instance of the general fuzzy self-localization process described in the previous section. In
this instance, both the robot’s belief and fuzzy locations are represented on a regular grid, and some simpliﬁcations are made
in order to reduce the computational cost of the method.
4.1. Representing fuzzy locations
Fuzzy locations were deﬁned in the previous section in general terms. When it comes to concrete implementation, one
way to represent fuzzy locations is by using a fuzzy position grid. This is an n-dimensional array that represents a tessellation
of the robot’s workspace Xn: each cell (i1, . . . , in) in the array represents a region in this tessellation, centered on (x1, . . . ,xn). We
associate each cell with a number in [0,1], which represents the degree of possibility that the object is located inside the
corresponding cell. In the rest of this paper, we focus our attention to regular square tessellations in either 2 or 3 dimensions.
In order to represent the robot’s pose, we need a three-dimensional grid, including two dimensions for the (x,y) position
and one for the orientation h. Using a full 3D representation, however, would lead to a relatively high computational com-
plexity, both in time and space. To mitigate this, we use a 2D grid to represent the (x,y) position, and we represent the uncer-
tainty in the robot’s orientation by associating to each cell (x,y) a trapezoidal fuzzy set lx,y of height hx,y – see Fig. 10 below
(top) for an example. The trapezoidal fuzzy set lx,y associated to each cell is deﬁned on the [p,p] interval, and it is repre-
sented by its center h and by the size of its core and support. The core and support respectively represent the imprecision and
the vagueness in the orientation. The height of the trapezoid measures the overall degree of possibility that the robot is lo-
cated at (x,y) irrespective of its orientation. As a limit case, a trapezoid lx,y of height h = 0 (i.e., lx,y(h) = 0 for any h) indicates
that the robot cannot be possibly located at (x,y), no matter what its orientation.
For any given cell (x,y),3 lx,y can be seen as a compact representation of a full possibility distribution over the cells
{(x,y,h) jh 2 [p,p]} of a full 3D grid. We call this representation a 2 12D fuzzy grid. Assuming angular resolution of one degree,
a 2 12D fuzzy grid reduces the complexity of two orders of magnitude with respect to a 3D one. The price to pay is the inability to
handle multiple hypothesis about the robot’s orientation at a given (x,y) position. Notice however that multiple hypotheses
about the robot’s (x,y) position can still be represented.notational simplicity, we indicate by (x,y) the cell (i, j) which is associated to the region in space centered on (x,y).
Fig. 3. Example of the action model of the fuzzy self-localization method using a grid. The fuzzy robot’s belief is translated and rotated (motion model), and
blurred (uncertainty model) using tools from fuzzy image processing.
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a 2 12D possibility grid. Fig. 3 shows four examples of fuzzy locations: the grey level in each cell indicates the height of the
trapezoid in the cell, that is, the degree of possibility that the robot is located at that cell’s position (darker cells indicate
higher degrees). The shape of the orientation trapezoid in each cell is not represented for graphical simplicity. Below, we
shall see how the information provided by sensor observations is also represented by fuzzy locations over a 2 12D grid,
and how all these items of information are processed in the predict-observe-update cycle of our fuzzy recursive estimator.
4.2. Representing the action
When the robot moves, its belief Gt1 is updated to G0t (prediction stage) through Eq. (2) above, using a model B of the
robot’s motion. In our realization of the framework, B is a fuzzy structuring element whose parameters are dynamically com-
puted from the robot’s translation and rotation measured by odometry. Dilation of Gt1 by B results in a corresponding trans-
lation and rotation of the Gt1 distribution, followed by a uniform blurring to account for the uncertainty in the above
measurement.
In our implementation, the action model Bt is designed to translate, rotate and blur the robot’s belief Gt1 represented by
the 2 12D possibility grid. The translation consists in the convolution of the 2D grid, representing the (x,y) position, with a
mask constructed from odometric data. When the displacement is larger than the grid resolution, multiple convolution steps
are applied. The rotation consists in shifting the center of the trapezoidal fuzzy sets that represent the orientation of each
cell. The uniform blurring adds uncertainty in both the position and the angular information. The former is introduced in
the 2D grid by the convolution with a 8-connected circular mask, which introduces uncertainty in all directions, whose size
depends on the amount of motion. The latter is introduced in the trapezoidal fuzzy sets by increasing the size of the top and
support according to the amount of motion.
Fig. 3 shows an example of how the Gt robot’s belief is updated as the robot’s move, in the case of an AIBO robot in the
RoboCup domain (see Section 5.1 below). Note that extensive blurring is performed in all directions: as we shall see, this is
due to the fact that the motion of the AIBO robots is affected by large and highly unpredictable errors.
4.3. Representing the observations
At every cycle t, sensor observations are used to update the predicted robot’s belief G0t and produce the new Gt. Each
observation typically consists of a vector r representing the range and bearing to a perceived feature. Knowing the position
of the feature in the map, this observation induces a belief in the robot about its own position in the environment, repre-
sented by the fuzzy location St(jr).
This fuzzy location induced by an observation may include several types of uncertainty that affect the measure, which de-
pend on the sensor and on the type of feature. For example, an observation from robot camera that detects a uniquely iden-
tiﬁed object is affected by imprecision depending on the pixel size, and by unreliability due to the possibility that the object has
been wrongly identiﬁed. These can be modeled in a way similar to the examples in Fig. 1(a) and (c) above, respectively. More
precisely, given the observation r = (q,h) of a detected object at range q and bearing h, we build two fuzzy trapezoidslq and lh
which represent the uncertainty in range and bearing, respectively. Then, we build St(jr) as follows. For any cell (x,y), the ori-
entation trapezoid stored in St(x,y jr) has center a: the angle at which the objectwould be seen if the robotwere placed at (x,y).
The height of this trapezoid is set to the value of lq(d), where d is the distance at which the object would be seen if the robot
were placed at (x,y). The other parameters of this orientation trapezoid are taken from lh.
Fig. 4(a) shows the belief induced by the visual observation of a uniquely identiﬁed landmark (the yellow net) in the Rob-
oCup domain. Given the observed range and bearing to the feature, and the limited resolution of the camera, the robot could
be located anywhere in the dark circle (albeit with different orientations, not represented here). The circle has a trapezoidal
Fig. 4. Examples of belief induced by observations in two different domains: using vision in a RoboCup ﬁeld, (a) and (b), and using range sensors in a large
indoor area, (c) and (d). (a) Unique feature; (b) non-unique feature; (c) unique feature that can be observed from both sides; and (d) non-unique feature that
can only be observed from one side.
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The cells outside the base of the trapezoid (support) represent those locations which are deemed impossible given the obser-
vation. A small uniform ‘‘bias” is included in all the cells to account for the possibility that the observation be a false positive,
in which case the robot can be just anywhere (unreliability).
As another example, consider the case in which a non-uniquely identiﬁed object is observed through the robot camera.
The corresponding fuzzy location is affected by ambiguity, since multiple locations are possible depending on what is the
actual object which has produced the observation. Fig. 4(b) shows the belief induced by the visual observation of a
white-line corner on the ground in the RoboCup domain. Since there are several white-line corners in the environment that
could be associated to the observed feature (six, in this case), the induced belief is a multi-modal distribution that corre-
sponds to the fuzzy union of six possible fuzzy locations. Fig. 4(c) and (d) shows two additional examples of belief induced
by ambiguous observations in a different domain: a robot equipped with a range sensor in a large indoor environment – see
Section 5.1 below. In (c), the sensor has detected a uniquely identiﬁed wall, but the robot could be on either side of the wall.
In (d), the identity of the wall cannot be established.
It is important to note that the above way to represent ambiguous observations does not require a separate data associ-
ation step. Instead, data association is an integral part of the modeling of an observation, and multiple data association
hypotheses are implicitly represented in the corresponding St(jr) fuzzy location, and are then automatically incorporated
into the fusion process. Data association is one of the problematic aspects in most current self-localization techniques,
and one of the most current reasons for failure.4.4. Localization process
The top-level grid based localization process is an instance of the general localization process outlined in the previous
section. More concretely, the process is summarized as follows.
0 Initialize: When the localization system is initialized (t = 0), the Gt distribution on the 2 12D fuzzy grid is set to represent
total ignorance: at every cell (x,y), lx,y is assigned the uniformly 1 set – that is, lx,y(h) = 1 for any x, y, h.
1 Predict: At time t, use the data from odometry to evaluate the motion between t  1 and t, and compute a fuzzy struc-
turing element Bt that represent this motion, together with the corresponding noise. Compute G0t from Gt1 and Bt accord-
ing to Eq. (2).
2 Observe: For each observation ri collected between t  1 and t, compute a fuzzy distribution SitðjriÞ on the 2 12 grid using
the corresponding sensor model.
3 Update: Compute the new robot’s belief Gt by combining all the above distributions S
i
tðjriÞ and the G0t according to Eq. (3).
Normalize the resulting distribution.
4 Defuzzify: Compute a crisp position estimate gt of the robot’s position by taking the center of gravity of Gt, together with
the two quality indicators (Focus and Rel) deﬁned in Eqs. (4) and (5) above.
5 Loop: Repeat steps 1–4 above.
After the initialization step (0) the grid represents total ignorance, and it will remain so until an observation is made: pre-
dictions from total ignorance will simply result in total ignorance. As soon as the ﬁrst observation is made, the information in
the grid will be updated. This typically results in a more informative distribution, that is, one with lower values.
The update step (3) follows Eq. (3) in general, combining the predicted belief G0t with the fuzzy distributions S
i
tðjriÞ from
observations. In practice, in our 2 12D grid, we use the product operator to intersect the trapezoidal (orientation) fuzzy set in
each cell of G0t with the corresponding one in S
i
tðjriÞ. We use product t-norm because it reinforces the effect of consonant
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computing the outer trapezoidal envelope of the intersection. This is then stored in the corresponding cell of Gt.
Fig. 5 shows an example of the update step 3 above, in a case where the previous belief Gt1 was the empty (uniformly 1)
distribution. This corresponds to performing an initial (global) localization with no prior estimate. This example is taken
from the RoboCup domain – see Section 5.1 below. The three distributions correspond to the beliefs induced by three distinct
visual observations. The ﬁrst and third distributions come from the observation of two uniquely identiﬁed features: the yel-
low net, and a colored landmark. The second distribution comes from the observation of a non-unique feature: a T-intersec-
tion between the white lines painted on the ground. The combination of these three fuzzy locations gives the robot’s belief Gt
represented on the right.
Fig. 6 shows another example of initial localization, taken from the indoor domain – see Section 5.1. The four distributions
correspond to the beliefs induced by four range observations produced by four walls. Each observation is ambiguous since
the walls cannot be uniquely identiﬁed, and it induces a fuzzy location with a high degree of ambiguity. The intersection of
these four fuzzy locations, however, produces a uni-modal and fairly focused fuzzy location, shown at the right. We empha-
size once again that no separate data association step is needed in our approach, but association happens implicitly through
the intersection operation performed in the update step.
Finally, it should be noted that the above process has nice computational properties, since all the operations involved
(computation of the action and sensor models, fuzzy dilation, fuzzy intersection, and center of gravity computation) are lin-
ear in the number of cells.5. Experimental evaluation
We now describe several sets of experiments performed with the aim to validate and evaluate the proposed method. The
experiments were performed on very different platforms and environments, in order to test our method under very different
conditions. In what follows, we report experiments performed on a small legged robot using vision data, and on a larger
wheeled robot using laser range data. These platforms present interesting differences in terms of the types and sources of
uncertainty in the sensor data.Fig. 5. Example of the update phase: belief resulting from the intersection between the beliefs induced by two unique and one non-unique feature.
Fig. 6. Another example of the update phase: belief resulting from the intersection between the beliefs induced by four walls (non-unique features).
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The legged robot is an AIBO ERS-7, a commercial four-legged platform manufactured by Sony; it includes an embedded
computer, a low-resolution color camera, and 18 actuated joints with encoders. The main sensor used in our experiments
is the camera, used to detect a ﬁxed set of environmental features. The wheeled robot is an ATRV-Jr, manufactured by iRobot;
it includes a computer, a stereo camera system, a ring of ultrasonic sensors, a SICK LMS laser rangeﬁnder, and a powerful
differential drive mechanism with skid steering. The main sensor used in our experiments is the laser rangeﬁnder, which
gives a 180 degrees frontal view and provides high accuracy ranges if it is not pointing to a transparent or to a fully reﬂective
surface. We have implemented our fuzzy localization method on several other platforms, including a two-legged humanoid
robot Nao manufactured by Aldebaran Robotics. Fig. 7 shows some of the used platforms. In this section, we only report the
results obtained on the AIBO and the ATRV-Jr robots since these are representative of all the others.
Both platforms provide sensor data which are affected by uncertainty to a large extent, although for different reasons. In
the case of the AIBO robot, there is a large uncertainty in the odometric data. AIBO odometry is estimated in open-loop based
on a simple motion model. However, due to the inherent problems of legged locomotion, this estimate may be far away from
the real motion performed. Sources of error include the unpredictable slippage of the feet, the ampliﬁed effect of even minor
disturbances in the timing of each leg motion, the difﬁculty to control the body posture which may cause stumbles and drag-
ging, the non-modeled dependency of the walking performance on the type of surface, and the inﬂuence of the battery level.
Notice that these errors affect both the measurements of rotation and of translation. In addition to odometric uncertainty,
visual landmark observations are also affected by large uncertainty. This is mainly due to the low quality of the camera,
which is used as sole exteroceptive sensor, and to noise and errors in estimating the camera position based on the encoders
in the robot’s neck joints. These factors strongly affect the estimate of the distance to observed features, and to a smaller
extent the estimate of their bearing.
In the case of the ATRV-Jr robot, the main source of odometric uncertainty is the use of skid steering: two wheels on each
side are linked, which inevitably results in sliding whenever a rotation is performed, making odometric estimation quite
unreliable in these cases. Interesting, this type of motion uncertainty is different from the one that affects the AIBO – e.g.,
odometric estimation during straight motion is quite reliable on the ATRV-Jr, while it is not on the AIBO.5.2. Environments
The experiments were also performed in very different environments. The legged robot operates in the standard environ-
ment used in RoboCup for the Four-Legged League in 2006 [48], and its tasks involve navigation among other robots and ball
manipulation. The features of interest in this environment are the standard color-coded objects used in this league (nets,
landmarks, ball, and other robots), as well as the white lines painted on the ﬁeld ground. Both types of features are detected
using the on-board color camera.
The vision techniques that we used in the RoboCup domain are divided into two groups; (i) processing based on colors
and (ii) processing based on features [13,49]. The ﬁrst group aims to detect and identify the color-coded objects in the envi-
ronment, using prior information about their dimension, location and colors. The second group of techniques aims to detect
and identify ﬁeld features in the environment. In all cases, the vision processes have been developed to run in real time using
the limited processing on-board resources available in the AIBO robots.
The environment used for the wheeled robot is a relatively large indoor environment, and the only task considered here is
navigation. The features of interest are the environment walls, detected by the extraction of line-segments from the readings
of the laser rangeﬁnder. We use a Split-and-Merge algorithm for this, since its high speed makes it adequate for real-time
applications [50]. More precisely, we use a simpliﬁed version of this method, namely Iterative-End-Point-Fit method [51].
The local coordinates of the wheeled robot and the line-segments sensed in an indoor environment are shown in
Fig. 8(b), where dashed lines represent the sensed walls and the arrows the parameters of the line segments in normal form.Fig. 7. Some of the platforms on which our method has been tested: (a) AIBO; (b) ATRV-Jr; and (c) Nao.
Fig. 8. Example of the perceptions given by the (a) vision and (b) range systems of the legged and the wheeled robot, respectively.
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taken into account in the localization algorithm. To do so, we follow the proposal by Gasós [22] who represents the uncer-
tainty in the location of the segments using fuzzy segments. An interesting feature of fuzzy segments is that a degree of sim-
ilarity can be easily deﬁned, thus allowing to match nearby segments in an effective way. A fuzzy segment represents the
uncertainty of the q parameter of normal form of the line segment. This uncertainty includes the effects of the noise in
the reading as well as in the uncertainty in the robot’s pose when the readings have been collected.
The fuzzy models for both platforms have been designed from heuristic knowledge based on authors’ experience, who
have estimated the approximate type and extent of the uncertainty affecting perception and odometry. The fuzzy sensor mod-
els consist in two trapezoidal fuzzy sets, lq and lh, representing the uncertainty in range q and orientation h to the perceived
object. These fuzzy sets are deﬁned by ha,D,d,h,bi, where a is the center of the set, D and d are the width of the core and
support respectively, h is the height and b is the bias (representing unreliability). In the case of the AIBO, the values of D
and d for lq are proportional to the distance to perceived object; this is because distance is estimated based on the object’s
elevation in the image, a method which incurs in larger errors as the distance increases. The values of D and d for lh depend
on the size of perceived objects and on the resolution of the camera, since errors in the estimation of orientation depend
mostly on pixelation. The height h is 1 for all sensor models, while the bias value b depends on the degree of reliability pro-
vided by the image processing routines. In the case of the ATRV-Jr, the parameters of the lq and lh fuzzy sets are provided by
the fuzzy segment extraction routines [22], which are rather accurate thanks to the precision of laser sensor. As for the fuzzy
action models, these depend on two coefﬁcients, bq and bh, which weight the amount of blurring depending on the rotation
and translation received. The AIBO platform always introduces high uncertainty when moving, while the ATRV-Jr is rather
precise in linear motion but introduces high motion error when it rotates.
The above parameters (lq, lh, bq and bh) are all the parameters that inﬂuence the performance of our method. In our
experience, the setting of these parameters is not critical: the experiments reported below have been made using rough set-
tings based on intuitive knowledge, and slightly different settings did not results in substantially different performance. A
more systematic analysis aimed at determining the robustness of the results with respect to the values of the parameters
might be part of our future work, but it was not deemed necessary at this stage.
Ground truth measurements were obtained during all the experiments in order to enable the quantitative evaluation of
the quality of the estimates computed by the tested methods. In particular, for the experiments with the wheeled robot we
have used an external vision system, described below; while for the experiments using the wheeled robot we have used tri-
angulation from manual measurements.6. Results on a legged robot
We now present the results of the experimental evaluation performed on the AIBO legged robots. In the experiments, the
robot used the method proposed in this paper to self-localize based on the observable features available in a standard Rob-
oCup ﬁeld. These features include artiﬁcial color-coded landmarks (beacons and goals) and natural ﬁeld features like the
white lines on the ground and their intersections. The purpose of the experiments was to test the capabilities of our local-
ization method under several conditions, including both normal navigation and kidnapping. Kidnapping is not unusual in
this RoboCup league: when robots are penalized, they are manually moved by the referees outside the ﬁeld for some time,
and then manually moved back into the ﬁeld in some unpredictable position.
Two experiments are reported below: (i) a typical navigation sequence of a goalkeeper that comes off its area, and (ii) a
kidnapping situation. In both experiments, we evaluate the results quantitatively with the help of an external vision-based
tracking system to establish the ground truth. We also run both experiments using a state-of-the-art stochastic localization
method, a variant of Monte Carlo localization (MCL), and compare the quality of the estimate produced by that method with
the one produced by our fuzzy grid based approach.
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The set-up is the ofﬁcial ﬁeld used in the Four-Legged Robot League from RoboCup 2006. In order to evaluate the quality of
the localization during the experiments, an external vision system has been developed to provide us with ground truth. This
system can track the position and orientation of several color-coded markers placed on the back of the robots. The system is
composed of an overhead camera with wide angle lens, mounted on an aluminum structure at a height of 2.5 m – see Fig. 9.
The wide angle lens allows the camera to cover half of the ﬁeld from its mounting point, but introduce distortions in the
image which must be compensated for a correct tracking of the markers. In addition, other sources of error should be con-
sidered, including pixelation, errors in color segmentation, and errors in the transformation from the camera plane to the
world frame. To estimate these errors, we have collected measurements from markers placed on a known 8  10 grid on
the ﬁeld. We have performed more than ﬁfty experiments using different camera and color segmentation calibrations,
and we have determined that the position error from the external vision system is less than 5 cm in average, and bounded
to 10 cm. The heading error is less than 10 in average, and bounded to 18. We consider that these errors are small enough
to justify the use of this external vision system as the ground truth in this domain.6.2. The reference method
The experiments reported in this section have a double aim: to show that the proposed fuzzy localization method is able
to effectively address the self-localization problem, and to compare this method with a probabilistic localization method.
The reference method is a variant of Monte Carlo localization (MCL) [29], in which the probability density is represented
by maintaining a set of samples that are randomly drawn from it. This variant has been developed by the Upennalizer team
for the same RoboCup domain as the one considered here [52], and it uses a hybrid representation of the probability density
to reduce computational cost. The pose probability is factorized as a distribution over a discrete set of angles and continuous
translational coordinates; the distribution over poses (x,y,h) is ﬁrst generically decomposed into the product
Pðx; y; hÞ ¼ PðhÞ  Pðx; yjhÞ ¼PiPðhiÞ  Pðx; yjhiÞ, which is a kind of Rao-Blackwellization of the state space [53]. The distribution
P(h) is modeled as a discrete set of weighted samples hi, and the conditional likelihood P(x,yjh) as simple two-dimensional
Gaussian. This approach has the advantage of combining discrete Markov updates for the orientation with Kalman ﬁlter up-
dates for the translational degrees of freedom.
In order to make the comparison between our fuzzy localization technique and the probabilistic reference method as fair
as possible, we have used similar sensor and action models. How to do this, however, is not obvious since fuzzy and prob-
abilistic techniques are semantically different: we interpret fuzzy sets to represent degrees of possibilities, while probabil-
ities are more naturally interpreted in terms of stochastic events. Moreover, stochastic methods need sensor models based
on frequencies, hence the probability function that models the sensor should be experimentally obtained, whereas methods
based on fuzzy logic make use of qualitative sensor models. In our experiments, we have ignored these semantic differences,
and have used probabilistic sensor models that directly reﬂect the fuzzy ones. Fig. 10 shows an example of the sensor models
used and the relation between them. The fuzzy sensor model incorporates a combination of several types of uncertainty,
including: imprecision, represented by the width of the core of the fuzzy set; vagueness, represented by the slopes of the
fuzzy set; and unreliability, represented by the uniform ‘‘bias” in the fuzzy set. The height h indicates the degree of possi-
bility that the robot is located within the width of the core. This fuzzy sensor model can be read as ‘‘the object is believed
to be approximately within the core, but this belief might be wrong”. The stochastic sensor model is represented by a two-
dimensional Gaussian function, whose parameters are chosen so that the core and the support of the fuzzy model correspond
to two and four standard deviations of the stochastic Gaussian function, respectively. In all our experiments the height hwas
set to 1, although it can be set to a lower value in other sensor models (as it is the case in the example shown Fig. 10). Notice
that there is no relation between the value of h and the height of the Gaussian Probability Density Function (PDF). In par-
ticular, in the fuzzy case there is no constraint that the values integrate to one. Also notice that the fuzzy sensor models used
here are symmetric in order to reﬂect the Gaussian PDF. However, symmetry is not a necessary constraint, and asymmetric
models can be used without any change in our method.Fig. 9. Experimental set-up of the experiments using the legged robot: (a) aluminum frame holding the external vision system, (b) overhead camera with
wide angle lens, and (c) a robot wearing a color-coded mark.
Fig. 10. Sensor models used to perform the comparison experiments; correspondence between (upper) fuzzy set and (lower) stochastic Gaussian
distribution.
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ison with the reference method, and a discussion of the results.6.3. Experiment 1: goalkeeper coming off its line
This experiment reproduces a common situation in RoboCup games: the goalkeeper comes off its area to narrow the angle
of an opponent player, and then needs to returns to its place. The experiment was performed by letting the robot execute theFig. 11. Goal-keeper experiment; ground truth (dark continuous line) and estimate trajectories using fuzzy grid based (blue dotted line) andMonte Carlo (red
dashed line) localization methods. (For interpretation of the references in colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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site net, then it is forced into the ‘‘cut-opponent” behavior, which makes it come off its line to narrow down the opponent’s
angle, and it is ﬁnally forced into the ‘‘go-back” behavior, which makes it return to its goal area. The experiment is initialized
with a belief uniformly distributed on the whole ﬁeld, i.e., the robot does not know its own initial location. Then, the robot
starts scanning its surroundings by moving its head from left to right. As soon as a feature is sensed, it is incorporated into
the localization process. Fig. 11 shows the estimates of the robot’s pose during the experiment using our fuzzy localization
method and using the reference method, together with the ground truth provided by the external vision system.
The quantiﬁed errors of the two methods are shown in Fig. 13 below. The magnitude of the position error is smaller in
average using the fuzzy method than using the reference method. No noticeable difference can be observed for the heading
errors.6.4. Experiment 2: kidnapping
The next experiment is intended to verify the ability of our method to cope with ‘‘kidnapping” situations, i.e., the robot is
manually transported from one location in the ﬁeld to another one, without receiving any sensor data during the displace-
ment. The robot should be able to detect that it has been kidnapped, and to ﬁnd out its new location. In this experiment, the
robot does not perform any walking: only measurements from the camera are used, which are collected while the head scans
the environment horizontally. As in the previous experiment, the localization methods are initialized with a belief uniformly
distributed along the whole ﬁeld, i.e., the robot does not know its own initial location.
The experiment is performed as follows. First, the robot is placed at the initial position, and it scans the environment for
some seconds thus incorporating enough observations into the localization process to assess its initial position; then the ro-
bot is kidnapped and transferred to another, pre-deﬁned location. Each experiment is repeated three times. Fig. 12 shows the
locations used for this experiment, together with the features that can be observed by the robot from these locations. The
locations have been chosen so that the robot can see different types of features at different locations, given its limited ﬁeld
of view: Table 1 lists what features are observable from what location.Fig. 12. Kidnapping sequence, including robot’s locations and sensed objects.
Table 1
Robot’s positions in kidnapping experiment (millimeters and degrees), and the sensed features from such positions.
Initial position Kidnapping 1 Kidnapping 2 Kidnapping 3
Kidnapping experiment sequence
(x,y) (282,2489) (478,778) (1010,524) (1068,356)
h 122 146 113 52
NET 1 X X
NET 2 X X
LM 1 X X
LM 2 X
LM 3 X X X X
LM 4 X X X
Ci X
T3 X
D. Herrero-Pérez et al. / International Journal of Approximate Reasoning 51 (2010) 912–932 927The position and heading errors of the experiment are shown in Fig. 13. Like in the previous experiment, errors are com-
puted with respect to the ground truth provided by the external vision system. The vertical dashed lines indicate the mo-
ments when the robot was kidnapped. These moments are also clearly visible in the peaks in the position error caused by
the sudden discrepancy between the real and the estimated location. After the robot is kidnapped, it continues to collect
measurements and to incorporate these into the localization process. The new measurements are clearly inconsistent with
the previous robot’s belief, and eventually both the localizationmethods manage to correct the robot’s belief and reduce both
the position and the heading errors.Fig. 13. Comparison between fuzzy grid based and a variant of Monte Carlo localization methods in different experiments.
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reference method, but that the reference method eventually provides a more accurate estimate. This is mainly due to the fact
that the reference method works on a continuous metric representation, while the fuzzy localization method is based on a
grid with coarse resolution, which clearly limits its accuracy. For what concerns the heading error, no major difference could
be observed between the two methods. After the second kidnapping, the fuzzy localization method takes longer than the
reference method to converge again to the correct orientation estimate. We attribute this fact to the fact that the orientation
between the positions before and after the kidnapping are fairly similar, so new observation lead only to smooth changes in
the fuzzy grid. By contrast, when the difference is large the inclusion of new observations into the fuzzy grid leads to an
inconsistent situation, represented by a nearly uniform fuzzy estimate Gt; the following observations then have a strong
immediate impact on this uniform estimate, causing Gt to converge quickly.7. Results on a wheeled robot
We now present the results of the experimental evaluation performed on a wheeled platform, the ATRV-Jr robot. We use
the fuzzy grid based self-localization method based on features extracted from laser data. In particular, we use fuzzy seg-
ments, linear features obtained from the observation of wall segments, which include an estimate of their position uncer-
tainty. The purpose of these experiments is to test our localization method on a different type of platform, and on larger
environments. Moreover, these experiments show how our method handles perceptual ambiguity, since the same observa-
tion of a wall segments can originate from several different walls in the environment.
7.1. Experimental set-up
The experiment using the wheeled robot was performed in a relative large indoor environment, the basement of a build-
ing of approximately 15  43 meters, partially shown in Fig. 14. The environment included long corridors, radiators, doors,
and ofﬁce furniture, and was not modiﬁed to perform the experiment. The robot was driven manually using a joystick, with
the operator walking behind the robot. The environment was static, i.e., nothing was changed during the experiment except
the position of the robot. While the robot moved, the readings from its laser rangeﬁnder were used to generate fuzzy seg-
ments representing the robot’s observation through its fuzzy sensor model, and the readings from its odometric encoders
were used to generate the fuzzy structuring element representing the fuzzy action model.
7.2. Indoor experiment
The environment was represented using a fuzzy grid with cell resolution of 10 cm, which was empirically determined as a
good trade-off between accuracy and computational cost. In our environment, this resulted in a fuzzy grid of 153  426 cells.
In order to quantitatively evaluate the estimates produced by our method, we have computed a ground-truth reference as
follows. We manually inspect the recorded laser data at selected moments during the run, and extract from them the per-
pendicular distance to the walls. We then determine by visual inspection what laser data correspond to what wall at that
moment, and use this information to compute the real position and heading of the robot by manual triangulation. This com-
putation provides us with ground truth measurements at a set of pre-deﬁned strategic locations. The quality of the robot’s
estimate is evaluated with respect to these measurements.
As in all the previous experiments, our localization method is initialized with a uniform belief distributed along the whole
environment: the robot does not know its location at start. Then, the robot starts moving and collecting range measure-
ments. As soon as a feature is sensed or an action is performed, it is incorporated into the localization process. The resulting
beliefs and the features sensed are shown in the sequence of the Fig. 15, together with the map provided to the robot, whichFig. 14. Wheeled robot in the indoor environment where the experiment is performed.
Fig. 15. Experiment of wheeled robot in an indoor environment; (a) ground truth (red dotted line), estimated trajectory (blue dotted line) and bounding
boxes (green empty boxes) indicating the estimation of errors at different times using the fuzzy grid based localization method; sequence of sensed (b)
fuzzy segments; and (c) estimated robot’s belief. (For interpretation of the references in colour in this ﬁgure legend, the reader is referred to the web version
of this article.)
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Fig. 16. (a) Position and (b) heading errors of wheeled robot indoor localization using the fuzzy grid based method.
930 D. Herrero-Pérez et al. / International Journal of Approximate Reasoning 51 (2010) 912–932consists of a set of line-segments representing the walls in the environment. The ﬁgure also shows the actual and estimated
trajectories during the experiment, and the bounding boxes representing the uncertainty of the robot’s belief in each dimen-
sion during the navigation.
As it can be seen in the ﬁgure, the robot needs to collect observations from several different locations in order to obtain an
estimate that represents a unique position, since each observation may have multiple possible origins. In fact, the robot can-
not arrive to a unique estimate using only the observations taken from the initial position, no matter how many of these. At
the start of the sequence shown in Fig. 15(c), the robot’s belief Gt is distributed along the whole ﬁeld; after some observa-
tions, Gt presents more than eight possible clouds where the robot could be located, i.e., the localization method is not able to
ﬁnd out the robot’s pose up to several seconds navigating. Only after the robot has traveled some distance, the ambiguity is
solved and the possible clouds in Gt are reduced to one. In the remaining part of the experiment, the localization method is
able to correctly maintain the robot’s belief about its location. The actual robot’s trajectory, plot in Fig. 15(a), is inside the
uncertainty bounding box for the entire duration of the experiment.
Fig. 16 shows the position and orientation errors, computed when the self-localization method provides high reliability
value for its position estimate, i.e., once it has converged. The position error shows many peaks. This is due to the fuzzy mo-
tion model that we have used, which includes a high degree of uncertainty in the robot’s belief in all directions; we have
decided to use such a rough motion model to account for the unreliable odometry of our robot, mostly due to the use of skid
steering. The robot’s belief increases continuously while the robot is in motion, and until a new relevant observation is made.
This is a typical problem for most localization methods in long corridors: motion makes the robot’s uncertainty to increase in
all directions, but observations of the side walls only reduce uncertainty in the lateral direction. Longitudinal uncertainty
then grows continuously, until a distinctive feature is observed in the longitudinal direction, e.g., a door, or the end of the
corridor. Despite this problem, the results show that the position error is bounded to less than 25 cm for most of the exper-
iment and never larger than 65 cm during the entire experiment. The heading error is less than 7 degrees in average, and it is
never larger than 16 degrees.8. Conclusions
We have presented a localization method for mobile robots based on the use of fuzzy logic. The key idea of our method is
to include the predict-update cycle of recursive state estimators as the core of a typical fuzzy system. The key steps to do so
are: (1) the robot’s location belief is represented as a fuzzy set on a (discretized) representation of the robot’s environment;
(2) a fuzziﬁcation step is used to convert both relative and absolute position measurements to fuzzy sets on the above rep-
resentation; (3) the predict-update cycle is re-deﬁned in terms of manipulation of fuzzy sets; and (4) a defuzziﬁcation step is
used to convert fuzzy belief to position estimates to be used by the other sub-systems in the robot. We have described a
concrete implementation of our method based on a fuzzy position grid, including several simpliﬁcations aimed at reducing
its computational complexity. Our implementation runs on-board the resource-limited AIBO robots at 10 Hz.
D. Herrero-Pérez et al. / International Journal of Approximate Reasoning 51 (2010) 912–932 931The main advantages of the presented method are: (i) the use of fuzzy logic allows us to represent different facets of the
uncertainty that affects the measurements; (ii) the sensor models are approximate and can be deﬁned from heuristic knowl-
edge; and (iii) ambiguity in observations is handled as part of the method, and does not require a separate data association
step. We have presented experiments conducted using different robotic platforms and in different environments. The exper-
iments conﬁrm that our method is able to solve both position tracking and global localization while correctly handling ambi-
guities. The experiments have also shown that our method provides more stable estimates than a state-of-the-art
probabilistic localization method in situations of high motion uncertainty. The price to pay for these advantages is a conse-
quence of its grid based representation: on the one hand, accuracy depends on the size of the cells; on the other hand, a ﬁner
grid resolution leads to increased computational cost. In general, the computational complexity of the method grows linearly
with the size of the environment, somehow limiting its scalability over very large environments. In the domains considered
in this paper, characterized by high uncertainty, these disadvantages are largely compensated by the stability of the method
and its robustness.
Our future work includes mainly three points. First, the development of hierarchical representations to improve the sca-
lability of our method to very large environments. Second, a deeper study of suitable conﬁdence measures and an experi-
mental validation of their value as indicators of the real quality, at any moment, of the produced location estimate.
Finally, we would like to verify the applicability of our method to an even wider set of robotic platforms, especially in out-
door domains.
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