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NOMENCLATURE 
A matrix coefficients of state variables model 
A^ area of the nozzles 
A area of the orifice 
0 
Ay area of servovalve spool 
B input matrix of state variables model 
viscous damping coefficient of armature 
Bg dampint coefficient of spool 
C output matrix 
Cj orifice discharge coefficient 
discharge coefficient of nozzle 
total pump leakage coefficient 
D volumetric displacement of swashplate control actuator 
nozzle diameter 
dp specific volumetric displacement of pump 
F vector of optimal feedback coefficients 
M electrical current, input to servovalve 
J armature moment of inertia 
a 
Jgp inertia of swashplate and pistons 
torsional spring constant of armature pivot 
total flow-pressure coefficient of the valve-controlled actuator 
magnetic spring constant of torque motor 
Kp coefficient of swashplate torque due to pressure 
Kq flow gain of control valve 
iv 
torque motor constant 
coefficient of swashplate torque due to swashplate angle 
K „ coefficient of swashplate torque due to swashplate angular velocity 
My spool mass 
P matrix that is the solution to the Riccati equation 
Pj pressure differential across the pump 
P^ supply pressure to servovalve 
Q weighting coefficient matrix 
Qg flow into the load system 
r distance between armature pivot point and spool 
R weighting coefficient of control effort 
T torque on the swashplate due to pumping loads 
u input vector 
V volume of discharge systems of the pump 
initial volume of end spool chamber 
W flow area gradient 
X state variable vector 
Xy position of control valve spool 
a swashplate angular position 
a angular velocity of swashplate 
g bulk modulus of fluid 
0 angular displacement of armature 
^ servovalve damping ratio 
(*) pump shaft rotational velocity 
Wy servovalve natural frequency 
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I. INTRODUCTION 
Axial piston pumps are important since they are used in aircraft, 
industrial, and agricultural systems; they can transmit large specific 
powers and their flow rates can be varied. The control of flow or 
pressure of axial piston pumps is achieved by changing the swashplate 
angle. The swashplate actuator is controlled by an electrohydraulic 
servovalve, which may be either a single-stage or two-stage design. 
Single-stage servovalves consist of a torque motor directly attached to 
a four-way spool valve. The spool valve is positioned by the torque 
motor and directs controlled flow to the hydraulic actuator (see Fig. 
1). Two-stage servovalves have a hydraulic preamplifier that multiplies 
the force output of the torque motor to a level sufficient to overcome 
flow and stiction forces, and forces resulting from acceleration or 
vibration. Flapper, jet pipe, and spool valves may be used as a 
first-stage, while the second-stage is almost universally of the spool 
type. The physical model of the axial piston pump controlled by a 
two-stage servovalve with flapper-nozzle pilot stage and direct position 
feedback control system is shown in Fig. 2. 
Historically, the stability and response of the single-stage 
servovalves have been somewhat superior to those using two stages, but 
since weight is of paramount importance in aerospace systems, a great 
deal of recent effort has gone toward perfecting the two-stage 
servovalve, which is lighter in weight. However, the close engineering 
tolerances required and other factors have led to high costs; thus, it 
2 
is more likely that single-stage valves will be used for industrial 
applications where it is essential to remain competitive in the 
marketplace. In addition, designers of fluid power components are 
seeing as a necessity the generation of relatively large spool forces. 
Such forces (approximately lOON), currently not achievable in the 
spools of two-stage valves, are required to sever metal or other chips, 
which inevitably are present in hydraulic oil and which sometimes lodge 
at the valve seats. 
Several studies have been conducted in an attempt to investigate 
and improve the dynamic control systems of axial piston pumps. Harpur 
[1] and Merritt [2] used linearized perturbation analysis to investigate 
a three-way servovalve with differential area jack and a four-way 
servovalve with equal-area jack control systems. Green and Crossley [3] 
have analyzed the control stability of the variable, delivery-control 
mechanism. Their results indicated that the three-way servovalve is 
less stable and is affected by fluctuation in the supply pressure, while 
the four-way valve system is affected only when the load is 
pressure-sensitive. Yamaguchi and Ishikawa [4] investigated the 
characteristics of the two-way servovalve control mechanisms used in 
both a swashplate type piston pump and in a bent-axis type piston pump. 
Dreymuller [5] analyzed optimal performance of axial piston pumps by use 
of a Routh coefficients array. Mack et al. [6] examined the feasibility 
of interfacing a microcomputer to a variable displacement pump for the 
purpose of controlling flow rate and providing pressure compensation for 
the pump action. Bitner et al. [7] studied the control properties of a 
3 
load sensing pump by the use of the small-signal analysis of the 
nonlinear equations. More recently, Zeiger and Akers [8] applied 
optimal control theories to the design of a pressure regulator for an 
axial piston pump. Their results showed that a straight-linear, optimal 
control method did not provide adequate pressure stiffness to flow 
disturbances. However, the augmented optimal control provides a good 
solution to the pump regulator problem because of its capability to 
offset flow disturbances. Their work did not take into account the type 
of servovalve to be used; an assumption was made as to what 
representative values could be obtained for frequency and damping of 
such a device. The lack of an associated servovalve was regarded as 
being a sufficiently serious deficiency to warrant a full investigation 
into the effects of using different servovalve designs with the pump. 
In this work a mathematical model of the axial piston pump system 
is developed from which the state equations are also derived. In 
addition, actuation of the swashplate of the pump by means of both 
single-stage servovalve and two-stage servovalve is modeled, and a 
comparison is made between the pressure time-response curves obtained 
and those obtained by Zeiger and Akers [8]. 
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Figure 1. Physical model of an axial piston pump with a single-stage 
electrohydraulic servovalve 
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Figure 2. Physical model of an axial piston pump with a two-stage 
electrohydraulic servovalve 
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II. DYNAMICAL MODEL OF THE SYSTEMS 
Two dynamical models, controlled by single-stage and two-stage 
servovalves, of the axial piston pump are considered in the study. 
A. Axial Piston Pump with a Single-Stage Electrohydraulic 
Servovalve 
The physical model of the axial piston pump controlled by a 
single-stage servovalve is shown in Fig. 1. The spool valve is 
positioned by the torque motor and directs controlled flow to the 
hydraulic actuator. 
1. Load flow analysis 
A general expression for the load flow of a valve can be written as 
OL = (Xy'^L) (2-1) 
This function can be expressed as a Taylor's series about a 
particular operating point = 0^^. Therefore, 
QL = Qli + OQ^/aXy)! AXy + OQl/3PL)I + ^OT (2-2) 
When we assume conditions in the vicinity of the operating point, 
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the higher order terms are negligibly small, then the linearized 
equation of the load flow around the null point becomes 
AOL = Kq AKy " *0 (2-3) 
Where ÛQl = " ^ Lo 
Kq = 3Q^/9X^ = flow gain 
^c ~ 9Q^/9P^ = flow-pressure coefficient 
The flow continuity into the control actuator neglecting the effect 
of compressibility, is expressed as 
D&= Kq Xy - Kc PL <2-4) 
Flow continuity in the control volume is expressed by 
dp, 0 dV 
Equation (2-5), when applied to the control volume in the discharge 
line of the pump, becomes 
Pj =( P/V)(-ClPJ + dpOXx-Q^) (2-6) 
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The instantaneous torque on the swashplate at any angular position 
0 of the pistons has been obtained in Ref. [9]. Thus 
rj n (A P-M X. ) (Rsin0.+asina+e) 
T = HPI (Rco^tana) + Z E E_J —1 (2-7) 2 j=l cos a 
j-1 
where 6. = 8 + (2n) 
and the average torque on the swashplate is 
2ii/N 
J T(e)de 
The above analysis permits the linearized torque equation to be 
expressed as 
T • Vd - * JspK (2-9) 
The torque exerted on the swashplate is balanced by the actuators, 
which have spring and pressure forces acting on them. Thus, 
Vd ^ V» V" V (2-1°) 
The permanent-magnet torque motor used to move the spool of the 
9 
servovalve can produce torque or force proportional to the input 
current. The torque developed on the armature of the torque motor due 
to electrical current input for operation near null point can be 
expressed as 
Tj = K^ai + K^0 (2-11) 
Applying Newton's second law to the armature, we obtain 
J. .. B . K 
Td = --^:v + %v + ?! (2-12) 
r r r 
The stroking flow forces acting on the valve spool have been 
analyzed in Ref. [2]. Assuming that the valve is matched and 
symmetrical, the flow forces on the spool can be written as 
•'R = 2CjCy»cose(Pg_PL)Xv * (L2-Li)CjW/»(P3-PL)dX/dt 
(2-13) 
Thus, the equation of motion of the valve spool can be expressed as 
where = (L2-L^)CjW/p(Pg-P^) = damping coefficient 
due to transient flow force 
10 
Kg = ZCjCyWcoseCPg-P^) = O.ASwCPg-P^) 
= flow force spring rate 
The load torque on the armature then becomes 
+ rBfXy + rK^X^ (2-15) 
Substitution of Eq.(2-15) into Eq.(2-12) yields 
J. " B . K 
T ( -A +rMy ) + ( -^ + rBg ) + ( ^  + rKg )X^ 
r r r 
(2-16)  
Combining Eqs.(2-ll) and (2-16) and linearize at the null point to 
yield, after some algebraic manipulation, 
B t r'Sf . K -K »0.43r^»P 
a V a V 
rK 
^ M (2-17) 
-•a 
Equation (2-17) can be modeled by 
(2-18)  
11 
„ K - K + 0.43r^WP 
,  2 a m  s  
where w = 
2 (  Vr\) (WO. ASr^WPg )} ° * ^  
K 
rK. 
K -K +0.43r WP 
am s 
2. Formation of state and output equations 
Equations (2-3), (2-4), (2-6), (2-10), and (2-18) are necessary 
dynamic equations to model the axial piston pump with a single-stage 
servovalve. The assigned state variables are as follows: 
= APj: Xg = Aa; X3 = Ai; X^ = ÛX^; X^ = ÛX^ 
and two controlled inputs are u^ = Ai; Ug = AQ^ 
From the assigned state variables, we can obtain 
X3 = Xg: and X5 =X^ (2-19) 
Equations (2-3), (2-4), (2-6), (2-10), (2-18), and (2-19) can be 
12 
put into the state and output equation form: 
rv \ 
X„ 
\ 
4 J 
'3 0 0 0 
V V 
0 0 1 0 0 
VoD*"' 0 
^sp "^sp Vsp Kc'sp 
0 0 0 0 1 
0 0 0 
-2^ 
rx. 
Xn 
Y = [ l  0 0 0 0 0 ]  (2-21)  
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The block, diagram of the axial piston pump controlled by a 
single-stage servovalve is shown in Fig. 3, which shows how the 
functional components are connected and the mathematical equations that 
determine the response of each component. 
B. Axial Piston Pump with a Two-Stage Electrohydraulic 
Servovalve 
The physical model of the axial piston pump controlled by a 
two-stage servovalve is illustrated in Fig. 2. The dynamic equations to 
describe load flow Q^, flow continuity in the control actuator, 
swashplate torque, and control volume in the discharge line of the pump 
are of the same formsas of the system with single-stage servovalve. 
However, three dynamic equations are needed to describe the dynamic 
behavior of the two-stage servovalve and the the associated pump 
components. 
With a positive current differential (or i^ > ig) the flapper 
deflects to the left, increasing the pilot pressure P^^ and decreasing 
simultaneously, which in turn causes the spool to move to the left. 
Spool motion ceases when the flapper is again centered between the 
nozzles. The main spool valve follows the pilot flapper valve directly 
because the spool carries the nozzles of the flapper valve. 
If we assume that a four-way, critical, center-spool valve with 
14 
matched and symmetrical orifices is used, then the pressure-flow 
relation can be expressed as 
«L • |A 
X, f\ r 
If the rectangular ports are used with an area gradient of W for 
each port, then, Eq. (2-22) becomes 
QL = W ^ — <Ps - 17T ^L> <2-23) 
P 1^1 
1. Force on a four-way flapper valve 
The flapper is driven by a torque motor where the torque motor 
armature also serves as the flapper. The pressure exerted on the 
flapper can be obtained from Bernoulli's equation: 
Pi = Pip + (1/2)puj^ (2-24) 
P g  =  P g p  +  ( 1 / 2 ) ( 2 - 2 5 )  
where u^ and Ug are the fluid velocity at the plane of the nozzle 
diameter and is given by 
15 
u, ^ (2-26) 
^ 4q % 
where X, = X^ - X 
a r V 
Substituting Eq. (2-26) into Eq. (2-24.) yields 
16C,f2(x _x )2 
P, = P, [1 + 2 1 (2-27) 
' h 
Similarly, the equation for the pressure Pg can be written 
as 
16C.f2(x +x )2 
P, = P. [1 + ^ ] (2-28) 
The net pressure acting on the flapper is 
16C.f2 „ 
^1-^2 = :'ip-:'2p+-rM(^fo-^d) :'ip-(^fo+^d) ^ 'zp] 
(2-29) 
The equilibrium value for both P^^ and Pg^ is 0.5 P^ with the 
design criterion given by (CjjfA£/C^QA^)=l. Thus, the steady-state 
pressure value can be approximately estimated by Pip=P2p~^'^^s' 
Linearizing Eq. (2-29) around the null point Xj^=0, where 
^lpor^2po=0'5Ps' ^lo"^2o"®' yields 
16 
16C.f2 
= ^Lp + -4^Xfo^Lp-2Ws^d] (2-30) 
"n 
where AP^ = AP^ - APg = net pressure acting on the flapper 
APj^p = - APgp = pressure differential between 
two nozzles 
The net force exerting on the flapper can be written as 
ÛF . (V*®<i£^*£o^>'®'Lp - S'Cdf^Xfofs('KE-'Kv' 
(2-31) 
2. Torque motor equation 
The total torque developed on the armature due to electrical 
current input for operation near null is given in Eq. (2-11) and torque 
equation for the armature is provided in Eq. (2-12). Combining Eqs. 
(2-11), (2-12), and (2-31) and then linearizing we obtain the torque 
motion equation as 
+8itr^Cjj^Xj^PgûX^ = rK^Ai (2-32) 
17 
3. Force on servovalve spool 
If we assume no net damping length and no flow force compensation, 
then the forces acting on the servovalve spool consist of inertia, 
steady state flow force, and reaction of the nozzle flow force on the 
spool. That is. 
••LP*. - Vv + 0.43.(P;_PL)X, . F (2-33) 
After linearization and substitution of Eq. (2-31), Eq. (2-33) 
becomes 
= 0 (2-34) 
Applying the flow continuity equation to the control volume at the 
both ends of the valve we obtain 
_ l-Vv * Vo /<3/')<Ps-Plp) - Vlpl 
0 V V 
(2-35) 
g 
^2p • _ 'Vv - CjA. A2/p>(P2p -P;) - Vzpl 
O V v' 
(2-36) 
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Subtracting Eq. (2-36) from (2-35) yields 
e 
("o " "v " ' 
+ f Cia(Pip*P2p)Xv 
Equation (2-37) is now linearized around the null point where 
^o = %o = ^Ip = -^2p Plpo = ^2po = ^s- Applying the 
binomial theorem to the expressions and ~^Lp 
neglecting higher order terms, the results derived are; 
e /2^  2gA . 
<*Lp = :-2 (CdAoA/'-^ <^:LAPs)4:v " 4%, 
^o " ^0 
g C, ec, /~w~ 
- — (C.+ ^  ° )AP. - ^ °/ (2-38) 
'o 
4. Formation of state and output equations 
The assigned state variables for the two-stage servovalve system 
are as follows: 
19 
Xj = ÛP^; Xg = ûa; X_ = Aa; X^ = ÛX^ 
X5 - AX^; Xg - AP^pi Xy - AXf: 
and two controlled inputs are 
= Ai 
"2 = 
From the assigned state variables we can obtain 
Xg = AXg (2-39) 
Xg = AX^ (2-40) 
Xg = AX^ (2-41) 
Equations (2-4), (2-6), (2-10), (2-32), (2-34), (2-38), (2-39), 
(2-40), and (2-41) can be put into the state and output equation form; 
X = A X + B u (2-42) 
Y = C X (2-43) 
Where 
20 
BC^ pd u) 
-r 
0 0 1 0 
Kp Kg ^ KgP 
J " J " KcJ 
sp sp sp KcJsp 
0 0 0 0 
(0.43u)P +8nC,A. P ) 
s df £e s 
"v 
J 
a 
21 
M, % 5" 
p/c 
2gA 'vit) 
V 
0 
r ^V^"Cdf^L ) _ ^df ^a 
•^ a " ' T a a 
22 
0 
e 
V 
0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 1 
0 0 0 
^a 
0 0 
and 
C = [ 1 0 0 0 0 0 0 0 ]  
The block diagram of the axial piston pump controlled by 
two-stage servovalve is shown in Fig. 4. 
Xj X; - X, 
I-rf 
-K 
K „K„ + 
aD c 
sp f - ^ I  
-Ur 
wdp I 
X3 Xg - Xg Xg 
-2SW. -J -c, 
-Kr 
Figure 3. Block diagram of an axial piston pump with a single-stage 
electrohydraullc servovalve 
2BA, 
/ -
K AR 
c sp 
1 -
-
Figure 4. Block diagram of an axial piston pump with a two-stage 
electrohydraulic servovalve 
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III. OPTIMAL CONTROL FORMULATION 
The objective of optimal control theory is to determine the control 
signals that will cause a process to satisfy the physical constraints 
and simultaneously minimize or maximize some performance criterion. To 
solve an optimization problem, we must first define a goal or a cost 
function for the process we are attempting to optimize. This requires 
an adequate definition of the problem in physical terms and a 
translation of this physical description into mathematical expressions. 
With a knowledge of the cost function, and the system states and 
parameters, we then determine the best control which minimizes (or 
maximizes) the cost function. In this section, some important aspects 
of optimal control theory; formulation of Hamilton-Jacobi equation, 
performance measures of the linear regular problem, and the Riccati 
equation will be discussed. 
A. Formulation of Hamilton-Jacobi Equation 
[10,11,12]  
Consider a control process 
X(t) = f(X(t),u(t),t) (3-1) 
This is to be controlled to minimize the cost function given by 
26 
tf 
J(X(t),t,uJ = h(X(t,),t.) + J g(X(T),U(T),T)dT (3-2) 
t 
where the admissible controllers u(t) are all bounded measurable 
functions on a fixed finite time interval t < t < t^. The function J is 
the cost of operation over the interval [t,.t^] given initial condition 
X(t). The minimum cost function of Eq. (3-2) is 
J*(X(t),t) = min ^g(X(T),u(T),T)dT + h(X(tj),tj) (3-3) 
Ht ^ 
By subdividing the control interval, we obtain 
* t+6t 
J (X(t),t) = min g(X(T),u(T),T)dT 
Ht ^ 
tf 
+ J g(X(T),u(T),T)dT + h(X(t.),t.)^ (3-4) 
t+At 
Using the principle of optimality, we can write 
* t+At * 
J (X(t),t) = min g(X(T),u(T),T)dT + J (X( t+At ), t+At) }• 
u(T) t 
t<T<t+At 
(3-5) 
where J*(X(t+At),t+At) is the minimum cost of the process 
for the time interval t+At^T^t^ with the initial state 
27 
t+At * 
X(t+At) = X(t) + ; f(X(T),u (T),T)dT= X(t) + M (3-6) 
t 
* 
Expansion of J (X+ÛX,t+At) in a Taylor series about the 
point (X(t),t) yields 
* t+At * 
J (X(t),t) = rain g(X(T),u(T),T)dT + J (X(t),t) 
u(T) t 
t<T<t + At 
9J (X(t),t) 0J (X(t),t) T 
+ [ ]At + [ ] + H.O.T.(At) J. 
at ax 
(3-7) 
* aj*(x(t),t) 
Since the terms J (X(t),t) and do not depend on 
at 
u(t), they can be removed out of the minimization. Thus, we 
obtain 
aj t+At 
0 = (X(t),t)At + min g(X(t) ,u(t) , T)dT 
at u(t) t 
t<T<t+At 
aj (X(t),t) ^  
+ [ ] M + H.O.T.(At) \ (3-8) 
ax 
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Dividing both sides of Eq. (3-8) by At and taking the limit 
as At -> 0 we obtain 
8J*(X(t),t) 9J*(X(t),t) 
0 = + min ^ g(X(t),u(t),t) + [-
at u(t) ax 
f(X,u,t)^ (3-9) 
Define the Hamiltonian H as 
aj*(X(t),t) 3J*(X(t),t) T 
H(X(t),u(t), ,t) = g(X(t),u(t),t) + [ ] 
" " ax ax 
f(X,u,t) (3-10) 
Equation (3-9) can be rewritten as 
aj (x(t),t) aj (x(t),t) 
0 = + min { H(X(t),u(t), ,t)^ (3-11) 
at u(t) ax 
The minimizing control is 
* * aj*(x(t),t) 
u = u (X(t), , t) (3-12) 
ax 
Substituting u* for u in Eq. (3-11) to obtain the 
Hamilton-Jacobi equation as 
29 
3J*(X(t),t) 
+ H*(X(t), 
8J*(X(t),t) 
,t) (3-13) 0 = 
at 9X 
B. Performance Measures for Optimal Control Problems 
[13,14,15] 
For the linear regulator problem, the process to be controlled is 
described by the state equations 
The cost function or the performance measure to be minimized 
is 
where S and Q are real symmetric positive semi-definite matrices 
and R is real, symmetric positive definite matrix. Both the initial 
time t^ and the final time t^ are specified, and u(t) and X(t) are not 
constrained by any boundaries. The solution of this general form of the 
continuous linear regulator problem may be obtained via the 
X(t) = A(t)X(t) + B(t)u(t) (3-14) 
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Harailton-Jacobi equation or the maximum principle. Here, the former 
method will be employed. 
The Hamiltonian is 
H[X(t),u(t),J(t),t] = -xT(t)Q(t)X(t) + - u^(t)R(t)u(t) 
2 2 
+ /(X(t),t)A(t)X(t) + /(X(t),t)B(t)u(t) (3-16) 
A required condition for u(t) to minimize the Hamiltonian H 
is that 
9H 
= 0 
3u 
Thus, 
3H T 
— [X(t),u(t),J(t),t] = R(t)u(t) + r(t)J(X(t),t) = 0 
9u 
(3-17) 
Solving Eq. (3-17) for the optimal control lav u (t) gives 
u*(t) = - R~^(t)B^(t)J(X(t),t) (3-18) 
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Substitute Eq. (3-18) into Eq. (3-16) to obtain 
H[X(t),u(t),J(t),t] = -X'^QX + - J^BR Vj + 
- j'^ BR B^^ J 
or 
H = - X^QX - - J^BR'^B^J + J^AX (3-19) 
The Hamilton-Jacobi equation is 
J^*[X(t),t] + H[X(t),u*(X(t),J^*,t),J^*(t),t] = 0 (3-20) 
The boundary condition can be obtained from Eq. (3-19) as 
J*(X(tf),tf) = ^xT(tf)SX(tf) (3-21) 
Substitute Eq. (3-19) into Eq. (3-20) to yield 
J * + - X^QX - - J *'^BR ^B^J * + J *^AX = 0 (3-22) 
t 2 ~ — 2 — ~ — 
Assume the solution of J*(X(t),t) as the form of 
J*(X(t),t) = -X^(t)P(t)X(t) (3-23) 
2 
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where P(t) is a real symmetric positive-definite matrix that 
is to be determined. 
Substitute Eq. (3-23) into Eq. (3.22) to yield 
- X^PX + - X^QX - - X^PBR'^B^PX + X^PAX = 0 (3-24) 
And PA can be written as 
PA = - [PA + (PA)T] + - [PA - (PA)T] (3-25) 
2 2 
The first terra of Eq. (3-25) is a symmetric part and the second 
T T T 
term an unsymmetric part. Using the properties of (CD) = D C and the 
transport of a scalar equals itself, it can show that only the symmetric 
part of PA has contribution to Eq. (3-24). Eq. (3-24) then can be 
written as follows 
I m .  I T  ^ T T  
- X PX + - X QX - - X PBR B PX + - X^PAX + - X A PX = 0 
(3-26) 
The Eq. (3-26) must hold for all X(t), thus 
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P(t) = -Q(t) + P(t)B(t)R l(t)BT(t)P(t) - P(t)A(t) 
- A^(t)P(t) = 0 (3-27) 
With the boundary condition 
P(tf) = S (3-28) 
Equation (3-27) is a differential equation of the Riccati type, and 
is referred to as the Riccati equation. The P(t) matrix can be 
determined by numerical integration of Eq. (3-27) from t=t^ to t=t^ by 
using the boundary condition P(t£)=S. Once P(t) has been determined, 
the optimal control law, then, is given by 
u*(t) = -R~\t)B'^(t)P(t)X(t) (3-29) 
or 
u*(t) = K(t)X(t) (3-30) 
where the time-varying feedback gain matrix is 
K(t) = -R l(t)BT(t)P(t) (3-31) 
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Although the gain matrix K(t) is time varying, if the system is 
controllable and observable, as t^ -* «, then the solution of the Riccati 
equation (3-27) for finite t converges to a constant (steady-state) 
value, which can be found by setting P = 0 in Eq. (3-27) and solving the 
-1 T 
resulting equation for P. This means that K = -R~ B P also approaches a 
constant value and the control system becomes time invariant in steady 
state. This implies that if the terminal time t^ is sufficiently far in 
the future, the effect of the first term in Eq. (3-15) becomes 
negligible, and the cost function to be minimized in Eq. (3-15) becomes 
J = f ^[x'^(t)QX(t) + u'^(t)Ru(t)]dt (3-32) 
The optimal control law which minimized the cost function, Eq. 
(3-32), may be specified as 
u*(t) = KX(t) ( 0 < t < ® ) (3-33) 
where the feedback gain matrix is 
K = -R"VP (3-34) 
where P is the symmetric, positive definite solution of the 
steady-state Riccati equation 
A^P + PA - PBR'^B"^? + 0 = 0 (3-35) 
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The solution of P from Eq. (3-35) minimizes the J given by Eq. 
(3-31). Since P is independent of the initial condition X(t^), thus, 
the minimum value of the performance measure J given in Eq. (3-35), 
where X(<») = 0, is 
min J = J*(X(0)) = X'^(0)PX(0) (3-36) 
Equation (3-35) is a basic and result in the theory of optimal 
control. Once the matrices Q and R which represent assessment of the 
relative importance of the various terms have been specified in Eq. 
(3-32), the solution of Eq. (3-35) specifies the optimal control law Eq. 
(3-33). Then, the optimal closed-loop system can be obtained as 
X = (A + BK)X 
Y = ÇX (3-37) 
The eigenvalues of [A+BK] are poles of the system. The weighting 
matrices Q and R may be changed to obtain desirable transient response. 
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IV. DETERMINATION OF PARAMETER DATA 
The derivation of some data for the Sundstrand series 22 axial 
piston pump, for the single-stage servovale, and two-stage servovalve 
are presented in this section. 
1. Area gradient (V) 
The area gradient is defined as the rate of change of orifice area 
with stroke. For the linear valve, area gradient of the orifice is the 
2 
single most significant parameter and can be expressed as mm /mm. The 
appropriate value of area gradient is difficult to determine. Merritt 
[2] suggests the following two criteria for determination of the maximum 
area gradient: 
A. Derivation of Parameter Data 
W = nd (4-1) 
0.25ii(d^-d > 4WX 
r vm 
(4-2) 
where d= spool diameter 
d^ = spool rod diameter 
The maximum area gradients of the spool orifice of the servovalve 
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2 2 
are 40 mm per mm and 62 mm per mm for using criteria given in Eqs. 
2 (4-1) and (4-2) respectively. A value of 25.4 mm per mm is chosen for 
area gradient in this study. 
2. Valve coefficients 
The flow gain coefficient and flow-pressure coefficient can be 
derived from the general equation for the pressure-flow curves of an 
ideal critical center valve with matched and symmetrical orifices. If 
rectangular ports are used with an area gradient of W for each port, the 
pressure-flow equation becomes 
v 
(4-3) 
The linearized form of Eq. (4-3) can be written as 
(4-4) 
where 
v 
Evaluation of K and K at the null point, which is Q, = P 
q c L 
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= Xy = 0, gives the null coefficients for the ideal critical 
center valve as 
(4-5) 
P 
(4-6) 
Merritt [2] indicates that the computed values for is far from 
that obtained in tests of practical center valves. He further points 
out that a more realistic value for the null flow-pressure coefficient 
can be derived from the leakage performance of the valve. The 
approximate value for the null flow-pressure coefficient of a practical 
critical center valve can be expressed as 
nWr 
c 
2 
K (4-7) 
where r^ = radial clearance between spool and sleeve 
jjl = absolute viscosity 
-5 3 
In the valve considered in the study, = 3.73(10) m /MPa-sec, 
3 
and K = 0.63 m /m-sec. 
qo 
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3. Damping coefficient of the spool 
The damping coefficient of the spool can be obtained from the fluid 
shearing force equation, that is 
du 
F = u A (4-8) 
dy 
Apply Eq. (4-8) to the assumed geometry of the valve to 
obtain the following result: 
X 
F = ju —^ (2itLd) (4-9) 
fc 
Thus, the damping coefficient of the spool becomes 
ZimLd 
Bg = (4-10) 
^c 
The value of is 0.654 N-sec/m in this study. 
4. Volumetric displacement of swashplate control actuator (D) 
Without considering leakages, the volumetric displacement of 
swashplate control actuator is given by 
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Qr 
D = —^ (4-11) 
Load flow Qj^ can be expressed as 
= Av (4-12) 
where v = R& = linear velocity of swashplate 
2 A = nd /4 = cross-sectional area of actuator 
Combine Eqs. (4-11) and (4-12) to yield the volumetric 
displacement as 
D = iid^R/4 (4-13) 
Volumetric displacement of swashplate control actuator is 
289(10)"^ m^/rad in this study. 
5. Leakage coefficient [9] 
The leakage flow can be approximately estimated by the 
relation of 
Ql = (4-14) 
Linearize Eq. (4-14) to obtain 
30, 
Q = Q + —L 5P + HOT (4-15) 
L Li ap J-
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Combination of Eqs. (4-14) and (4-15) yields 
• k  
SQ^  = 2P Cj__5P (4-16) 
or 5Q^ = CL*ôP (4-17) 
where = 2P*C^ 
A value of 6.56(10)"^ (m^/s)/MPa is calculated from the 
chosen pump geometry and operating conditions. 
6. Displacement coefficient 
For the series 22 pump, the maximum flow rate displacement 
-5 3 (Dp) is 6.98(10) m /rev. at 18 degrees of swashplate angle or 
-5 3 1.11(10) m /rad. Thus, the displacement coefficient per radius 
of swashplate angle can be expressed by 
D^ 
d = —E- (4-18) 
^ a 
The displacement coefficient per radius of swashplate angle is 
3.54(10)"^ m^/rad^ in this study. 
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7. Coefficients of swashplate torque due to pressure, swashplate 
angle, and swashplate angular velocity 
The instantaneous torque on the swashplate at any angular position 
0 of the pistons has been obtained in Ref. [9]. The accuracy of the 
computed torques from the model is shown to be everywhere within 10% of 
experimental values. The results also indicate that relationships 
between torque and pressure differential across the pump, swashplate 
angle, and angular velocity of the swashplate are approximately linear 
over the practical range. That analysis permits us to write the torque 
equation in a linearized form, since the torque exerted on the 
swashplate is balanced by the actuators (which have spring and pressure 
forces acting on them). Then 
K P , + K a + K + J a = P.D (4-19) p d a oaJ sp L 
The coefficients K , K , and K ^  in the Eq. (4-19) can be obtained p a (xD ^ 
from Ref. [9]. The coefficients for the pump operating conditions at 
angular velocity (w) = 209 rad/sec and pressure differential (P^) = 20 
MPa are given as follows: 
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K =5.2 N-fli/MPa 
P 
= 39.1 N-fli/rad 
= 13 N-m/(rad/s) 
For the pump operating conditions at w = 126 rad/sec and = 20 
MPa, the coefficients become 
K =4.4 N-m/MPa 
P 
K =96.7 N-fli/rad 
a 
= 16 N-fli/(rad/s) 
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V. RESULTS AND CONCLUSIONS 
The open loop system, optimally controlled system, selection of 
weighting matrix Q and scalar quantities R for augmentation and response 
diagrams for both single-stage servovalve system and two-stage 
servovalve system are discussed in this section. 
A. single-stage Servovalve System 
1. Open loop system 
The numerical values of the parameters defining the pump and 
servovalve systems are detailed in Table 1. Inserting the values for 
the nominal operating point, the matrices are 
-6.56 7.43(10)9 0 
A = -1.44(10)"4_i.09(10)3 -6.26(10)4 1.36(10)® 0 
-7.96(10)5 -40.32 
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B = 
-10 -12 
2700 0 
Computation of the eigenvalues of the A matrix yields the 
characteristic system poles as follows: 
-3.29 + j 2.54 
-3.29 - j 2.54 
-6.26(104) + j 0 
-20.2 + j 892 
-20.2 - j 892 
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These poles characterize the components of the pump's dynamic 
response. It can be seen that all poles locate at the negative side of 
the real plane, which indicates the stability of the open-loop system. 
2. Responses of the open-loop system 
For the first set of data we use disturbances comprising, 
separately, a step input of ÛQ^ = -0.01 1/s and M = 1 mA. Values of 
downstream volume of 0.5 1, 1.0 1, and 2 1 were assumed, and the 
resulting pressure fluctuations, swashplate angle, and swashplate 
angular velocity were evaluated. Typical results for pressure variation 
and for swashplate angle variations are shown in Figs. 5-8. As 
expected, the time to achieve peak pressure disturbance is increased 
with increasing control volume V, the initial rate of change of pressure 
being approximately constant. The steady swashplate angle is seen to be 
proportional to the downstream volume when a step input of 0.01 1/s is 
used, and as downstream volume increases there is an increasing tendency 
for the swashplate to overshoot its steady-state position. When the 
disturbance current is applied, the initial rate of change of a is 
independent of downstream volume. 
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5 
4 
3 
2 
1 
0 
1 2 3 
time, seconds 
Figure 5. Pressure variation with time after a step flow disturbance of 
AQg = -0.01 1/s is applied to the open-loop system 
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Figure 6. Pressure variation with time after a step servovalve current 
Ai = 1 mA is applied to the single-stage open loop system 
(Q = 1 1/s) 
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Figure 7. Swashplate angle variation with time after a step flow 
disturbance of ÛQ = -0.01 1/s is applied to the 
single-stage open^loop system (Q = 1 1/s) 
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Figure 8. Swashplate angle variation with time after a step servovalve 
current ûi = 1 mA is applied to the single-stage open loop 
system 
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3. Optimally controlled system 
The performance of the nonaugmented optimal controller has been 
investigated. Its computed results lack robustness for improving the 
existing control system which reiterates the findings of Ref. [8]. It 
therefore would not perform adequately as a controller. The computed 
results for response for the configuration used in this study confirmed 
that once more augmentation was required. The augmentation simply 
converts the optimal proportional controller into a proportional plus 
integral controller and reduces response time, overshoot, and steady 
state error. The controller used in this work, as shown in Fig. 7, 
shows where augmentation has been achieved by using the integral of the 
increment of ÛP^. This procedure gives rise to a sixth-order system. 
The method used for the analysis on the effect on the selection for 
the Q matrix and scalar quantities R consisted of generating different 
control laws and then computing the performance index and plotting the 
root location of the optimally controlled pump from the solution of the 
Riccati equation. A progressive procedure was used for selecting 
appropriate values for the Q matrix and scalar R. The value of R was 
first selected as follows: The elements in the Q matrix were arbitrarily 
assigned to be unity, the value of R was varied, and the Riccati program 
was used to obtain the optimal quantity of R on the basis of root loci 
and performance index criteria. The selected value of R and arbitrarily 
assigned value of unity for to Qg were used to obtain the optimal 
quantity for Q^. The above procedure was repeated progressively until 
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all necessary quantities were chosen. The appropriate values selected 
for the Q matrix and scalar R result in reduced settling time, overshoot 
and steady state error of the system responses. Selected values appear 
below. 
10-2 0 
0 0 
0 10 -2  0 0 
Q = 
0 0 
0 0 10"^  0 
0 0 0 10 
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and 
R = 10"^ 
Figures 10, 12,  and 13 shov the variations in dominant root 
locations as R, Qg, and are varied. These figures show the similar 
trends that increases in R, Q^, and decreased the frequency of the 
dominant roots. However, a root located at (-1,0) of Real-Imaginary 
coordinate is not affected by these variables. Increases in Qj, the 
weighting coefficient of pressure perturbation, caused decreases in a 
pair of dominant roots but at the same time increased the other pair of 
roots (see Fig. 11). The quantity of Qg does not significantly affect 
the root locations and performance index. Increases in caused 
decreases in two pairs of dominant roots. Again, a root located at 
(-1,0) is not affected by Q^. Figure 15 shows that increases in Qg 
caused the root locus to move away from the origin and thus increased 
the dominant frequency. 
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Figure 9. Block diagram of augmented optimal control system 
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Figure 10. Dominant root locus of optimal single-stage servovalve 
system control with varying R 
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Figure 11. Dominant root locus of optimal single-stage servovalve 
system control with varying 0^ 
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Figure 12. Dominant root locus of optimal single-stage servovalve 
system control with varying 
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Figure 13. Dominant root locus of optimal single-stage servovalve 
system control with varying 0^ 
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Figure 14. Dominant root locus of optimal single-stage servovalve 
system control with varying 
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Figure 15. Dominant root locus of optimal single-stage servovalve 
system control with varying 
4. Response diagrams 
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The responses to a step input of ÛQ^ = -0.01 1/s are shown in Fig. 
16 through 20. The downstream volume for the optimal system was again 
assumed to be 1 1. Suboptimal systems having downstream volumes of 0.5 
1 and 2 1 were also investigated. The pressure response shown in Fig. 
16 is more rapid and the peaks are less for smaller values of downstream 
volume of the pump. In addition, it can be seen that when the pump 
control is optimized with the correct model of the single-stage valve, 
then the response frequency is roughly three times that shown in Ref. 
[8]; the peak pressures are also reduced by a factor of three. 
From Figs. 5 and 16 it can be observed that once more the pressure 
response is considerably faster when the loop is closed. From Figs. 18 
through 20 it is observed that the value of V has a significant effect 
upon the angular velocity of the swashplate and the spool displacement 
and velocity peak values; in addition, the response frequencies are 
changed by 20% when the downstream volume is halved or doubled from the 
optimal value. 
Figure 21 gives the effect on the response of reducing the pump 
rotational speed from 210 to 126 rad/s. Once more a direct comparison 
with the work of Zeiger and Akers [8] illustrates that the pressure-peak 
overshoots are reduced by by 300% and the frequency is increased by a 
factor of 2.7. The curves also show a tendency identical to that in 
Ref. [8] where increase in rotational speed gives rise to a smaller peak 
response and a higher frequency. 
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Figure 17. Swashplate angle-time response for the optimal single-stage 
electrohydraulic servovalve system due to step input of 
AQg = -0.01 1/s 
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= 0.5£ 
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time, seconds 
Figure 18. Swashplate angular velocity-time response for the optimal 
single-stage electrohydraulic servovalve system due to 
step input of ÛQ^ = -0.011/s 
65 
.5 
-0.5 
0.00 0 .01 0.02  0.03 0.04 0.05 0 .06  
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Figure 19. Spool displacement-time response for the optimal 
single-stage electrohydraulic servovalve system due 
to step input of = -0.011/s 
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igure 20. Spool velocity-time response for the optimal single-stage 
electrohydraulic servovalve system due to step input of 
ÛQ^ = -0.01 1/s 
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Figure 21. Pressure-time response for the optimal single-stage 
electrohydraulic servovalve system for different pump 
rotational speeds V = 1 1, ûQ = -O.Ql 1/s 
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B. Two-stage Servovalve System 
1. Open loop system 
The data used for the response to disturbances were those 
associated with a Sundstrand series 22 pump and a typical two-stage 
electrohydraulic servovalve and are given in Appendix B. Inserting the 
values for the nominal operating point, the matrices are 
A = 
-6.56 
0 
-1.44(10) 
0 
0 
0 
0 
0 
-4 
7.43(10)' 
0 
-1.09(10)-
0 
0 
0 
0 
0 
0 
1 
-6.26(10/' 
0 
0 
0 
0 
0 
0 
0 
1.36(10) 
0 
8 
-1.64(10)^ 
1.0(10)12 
0 
-4.44(10)4 
0 
0 
0 
1 
-4.88(10) 
-1.75(10) 
0 
0 
11 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
2.88(10)"^ 6.39(10)3 0 
-5.13(10)3 0 0 
0 0 1 
-7.69(10) 4.44(10)4 -1.01(10)^ 
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and 
B = 
0 
0 
0 
0 
0 
0 
0 
6.06(10)-
-10 
0 
0 
0 
0 
0 
0 
0 
12 0 
0 
0 
0 
0 
1 
0 
0 
Computation of the eigenvalues of the A matrix yields the 
characteristic system poles as follows: 
-6.26(10)4 + j 0.0 
-2.59(10)3 ^ j 2.23(10)4 
-2.59(10)3 - j 2.23(10)4 
-2.17(10)2 + j 0.0 
-3.29 + j 2.54 
-3.29 - j 2.54 
4.12 + j 0.0 
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1.7(10)2 + j 0.0 
These poles characterize the components of the pump's dynamic 
response. It can be seen that the last two poles locate at the positive 
side of the real plane, which indicates the instability of the open-loop 
system. 
2. Optimally controlled system 
It was shown in Ref. [8] that the nonaugmented optimal regulator 
lacked robustness; it therefore would not perform adequately as a 
controller. The integral of the increment of ÛP^ is used for 
augmentation; this procedure when used with the two-stage servovalve and 
pump gives rise to a ninth-order system. 
The augmented optimal regulator's effect on the selection of 
diagonal elements in the Q matrix and scalar quantities R on the root 
locations, and the performance index from the solution of the Riccati 
equation, were evaluated. 
A progressive procedure was used for selecting appropriate values 
for the Q matrix and scalar R. The value of R was first selected as 
follows: The elements in the Q matrix were arbitrarily assigned to be 
unity, the value of R was varied, and the Riccati program was used to 
obtain the optimal quantity of R on the basis of root loci and 
performance index criteria. The selected value of R and arbitrarily 
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assigned value of unity for Qg to Qg were used to obtain the optimal 
quantity for The above procedure was repeated progressively until 
all necessary quantities were chosen. 
It was found that the following combination, 
10-4 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 
0 0 0 0 10^ 0 0 0 0 
0 0 0 0 0 10 0 0 0 
0 0 0 0 0 0 10-3 0 0 
0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 10 
and R=10^ 
yielded a control law, and when applied to the modeled system, 
represented a system with overall favorable dynamic performance. 
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Figure 22 shows the variations in dominant root locations as R is 
-3 8 
varied from 10 to 10 . Increases in R decreased the frequency of the 
dominant roots. However, a root located at (-1,0) of Real-Imaginary 
coordinate is not affected by the variable R. Increases in , the 
weighting coefficient of pressure perturbation, caused decreases in a 
pair of dominant roots but at the same time increased the other two 
pairs of roots (see Fig. 23). The quantities of Qg, Og, and do not 
significantly affect the root locations and performance index. Figures 
24, 25, 26, and 27 indicate the trends in dynamic properties as affected 
by selection of weighting coefficients for Q^, Qg, Qy, and Qg, 
respectively. Figure 28 shows that increases in Qg caused the root 
locus to move away from the origin and thus increased the dominant 
frequency. This effect indicates that heavier constraint on the 
integral state of the pressure perturbation will exert a faster response 
system. Note that Qg, the integrated state of the pressure 
perturbation, is the most dominant variable in the system; the effects 
of the other quantities are not significant compared with the effect of 
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ARROWS SHOW INCREASING VALUES OF R 
O SIGNIFIES R = 10® 
REAL 
Figfure 22. Dominant root locus of optimal two-stage servovalve system 
control with varying R 
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Figure 23. Dominant root locus of optimal two-stage servovalve system 
control with varying 
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Dominant root locus of optimal two-stage servovalve system 
control with varying 
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Figure 25. Dominant root locus of optimal two-stage servovalve system 
control with varying 
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Figiir6 26. Dominant root locus of optimal two stage servovalve system 
control with varying 
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figure 27. Dominant root locus of optimal two-stage servovalve system 
control with varying Q™ 
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Figure 28. Dominant root locus of optimal two-stage servovalve system 
control with varying 
3. Response diagrams 
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The pressure-time responses to a step input of = -0.01 1/s are 
shown in Fig. 29. The downstream volume for the optimal system was 
assumed to be 1 1. Suboptimal systems having downstream volumes of 0.5 
1 and 2 1 were also investigated, it can be seen that the pressure 
responses are more rapid but the peaks are larger for smaller values of 
downstream volume V. 
Figure 30 gives the pressure-time responses for the quantities of 
step input of assumed to be proportional to the downstream volume. 
From Figs. 29 and 30 it can be observed that the pressure responses 
and peaks behave in a similar pattern for both cases; however, the 
number of differences for the proportional AQ^ case is significantly 
smaller than that of ÛQ . 
s 
Figure 31 shows the effect on the response when the pump rotational 
[Bspeed is reduced from 210 to 126 rad/s. The curves show that increase 
in rotational speed gives rise to a smaller peak response and a low 
frequency, but the differences in these quantities are less than 10 
percent. 
0.5 
0.4 
0.3 AQ^ = -0.01 1/s 
0 . 2  
ÛQ^ = -0.01 1/S 
0.0 
-0.1 
-0.2 
-0.3 
AQ = -0.01 1/s 
-0.4 
-0.5 
-0.6 
-0.7 
0.00 0.02 0.04 0.06 0.08 0.10 0.12  0.14 0.16 0.18 
TIME, sec 
Figure 29. Pressure-time response curves for the optimal two-stage 
electrohydraulic servovalve system due to step input of 
AQg = -0.01 1/s 
0.5 
0.4 
-0.005 1/s 0.3 
0 .2  AQ^ = -0.01 1/s 
0.0 
0.2  
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Figure 30. Pressure-time response curves for the optimal two-stage 
electrohydraulic servovalve system due to step input of 
^s = -0-005 1/s for V = 0.5 1; ÛQ = -0.01 1/s for 
V = 1 Ij and ÛQ = -0,02 1/s for V = 2 Î) 
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Figure 31. Pressure-time response for the optimal two-stage 
electrohydraulic servovalve system for different pump 
rotational speeds: V = 1 1, ÛQ = -O.Ol l/s 
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C. Comparison of Results When a Single-stage and a 
Two-stage Electrohydraulic Servovalve are Used 
The frequency response and pressure peaks of the modeled systems 
can be affected by the variables embodied in the torque motors and 
servovalves. Since our results are purely theoretical in nature, direct 
comparison between the two models may not be appropriate. However, 
since the data used in the study are relevant for typical single-stage 
and two-stage servovalves that are commercially available and are used 
to control the same axial piston pump, a comparision of their 
performances would be interesting. 
A direct comparison of time response curves with those obtained by 
using a single-stage electrohydraulic valve indicate that the response 
frequency when a two-stage valve is used is about 2.7 times slower, and 
the peak pressures are increased by a factor of eight. 
D. Conclusions 
It has been possible to model a commercially available, axial 
piston pump using both a single-stage servovalve and a two-stage 
servovalve to drive the swashplate and so control the pump pressure. 
The open loop system for both single-stage servovalve and two-stage 
servovalve models were investigated, and the results are given in the 
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paper. An optimal control law has also been formulated, and time 
response curves have again been presented for the closed-loop optimal 
system in both models. 
In the single-stage servovalve model, comparison between the 
closed-loop, optimal-system time responses have been made with both the 
open loop system and with a system where the frequency and damping for 
the swashplate actuator control were assumed using engineering practice 
[8]. In each comparison, incorporation of the single-stage valve 
improves the performance by producing significantly smaller peak 
pressures and higher frequencies. 
In the two-stage servovalve model, it was found that the open loop 
system of the model is unstable. An optimal optimal control law has 
been formulated, and the integral state of the pressure perturbation is 
the most dominant variable in the system. A comparison on the response 
frequency and pressure peaks was made between a single-stage valve model 
emd two-stage valve models. It was found that the response frequency 
obtained by using a two-stage valve is much slower than that when a 
single-stage valve is used, and the peak pressures are increased by a 
factor of eight. The result may justify the argument that the 
performance of the single-stage valve, in terms of pressure peaks and 
frequency, is superior to that of a two-stage valve. 
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VIII. APPENDIX A 
Data used for the Series 22 axial piston pump and a 
typical single state electrohydraulic servovalve. 
e = 1000 MPa 
= 6.56 (10'®)(m^/s)/MPa 
V  = 1 1  
w = 210 rad/s 
dp = 35.38 (lOr*) m^/rad^ 
J = 3.6 (10~^) kg (swashplate inertia) 
sp 
Kp =5.2 (N-fli)/MPa 
K = 18912.8 N/m (actrator spring stiffness) 
R = 0.1524 ra (piston pitch radius) 
= 13 N-ra/(rad/s) 
K =39.1 N-m/rad (X 
Kg = 3.727 (10"^) m^/MPa-s 
D = 289 (icr*) m^/rad 
A = 1.897 (10~^) (piston area) 
90 
K = 0.6302 m^/m-g q 
= 4.973 (10"^) kg ra^ 
r = 0.03175 m 
= 0.0245 kg 
=8 (10~^) N-ms/rad 
= 1.636 Ns/m 
K - K = 44.08 N-m/rad 
a m 
W = 0.0254 m 
=6.33 N-m/amp 
Pg = 1.379 MPa 
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IX. APPENDIX B 
Data used for the Series 22 axial piston pump and a typical 
two-stage electrohydraulic servovalve. 
Ajj = 1.05 (10"^) 
= 8.11 (10"^) 
A =. 2.85 (10"*) 
= 5(10"^) N-m-s/rad 
Bj = 4.65 N-is/m 
Cj = 0.60 
Cjg = 0.48 
= 6.56 (10"^^)(ra^/s)/Pa 
D = 289 (10"®) m^/rad 
dp = 35.38 (10"®) m^/rad^ 
= 4.97 (10"®) N-m^^ 
JgP =3.6 (10"2) kg/m^ 
K - K = 0 
a m 
K = 3.73 (10"11) m^/Pa^ 
Kp = 5.2 (lOT*) Nwn/Pa 
Kq = 0.63 (m3/s)/m 
= 1.58 (n-m)/amp 
K =39.1 N-m/rad 
a 
Kgg = 13 (N-m)/(rad/s) 
Pg = 1.38 (10^) N/m^ 
= 0.095 kg 
r = 0.19 m 
V = 10"^ 
Vg = 3.26 (10"*) 
= 7.62 (10~^) m 
g = 1000 MPa 
CO = 210 rad/s 
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X. APPENDIX C: COMPUTER PROGRAM 
****** RICCATI ****** LINEAR OPTIMAL CONTROL COMPUTATION 
C DIMENSION AND INITIALS 
REAL*8 H(18,18),A(9,9),R1(9,9),TA2(9,9),P(9,9),D(9,9),B2(9,9) 
REAL*8 B(9,1),F(1,9),EIGVAL(2,9),X(9,1),Y(1,9),PI(1,1),A0L(9,9) 
REAL*8 ACL(9,9),Q(9,1),WKAREA(9) 
REAL*8 Z,RZ 
NST=9 
NST2=2*NST 
NCTR=1 
NSTCTR=NST*NCTR 
C READ A MATRIX 
CALL MATR(A,NST,NST) 
CALL MATEQ(A,AOL,NST,NST) 
C PRINT A MATRIX 
CALL MATP(A,NST,NST,' A ') 
C READ INITIAL CONDITIONS VECTOR 
CALL MATR(X,NST,1) 
C PRINT INITIAL CONDITIONS 
CALL MATP(X,NST,1,' I.C. ') 
CALL MATR(B,NST,NCTR) 
CALL MATP(B,NST,NCTR,' B ') 
CALL MATR(R1,NST,NST) 
CALL MATP(R1,NST,NST,' R2 ') 
READ (5,1) Z 
1 F0RMAT(D10.3) 
WRITE (6,2) Z 
2 FORMAT(//,5X,'THE Z FACTOR = ',E10.3,///) 
CALL MATR(Q,NST,NCTR) 
CALL MATP(Q,NST,NCTR,'Q.DIST') 
RZ=1.0D0/Z 
C COMPUTE THE FACTOR D BY: 
C—————— D=B*RZ*B**T 
CALL TRNSPZ(B,D,NST,NCTR) 
CALL MATMUL(B,D,B2,NST,NCTR,NST) 
CALL SCAMAT(RZ,B2,D,NST,NST) 
C SOLVE FOR THE -P- MATRIX BY RICCATI EQUATION 
CALL RICCAT(A,D,R1,NST,NST2,P,ITER,H) 
WRITE (6,3) ITER 
3 FORMAT(5X,'NUMBER OF ITERATIONS IN RICCATI SOLVER = ',13) 
C COMPUTE THE FEEDBACK GAINS VECTOR -F- BY 
C F=RZ*B**T*P 
CALL TRNSPZ(B,D,NST,NCTR) 
CALL SCAMAT(RZ,D,TA2,NCTR,NST) 
CALL MATMUL(TA2,P,F,NCTR,NST,NST) 
CALL MATP(F,NCTR,NST,'OPCONV') 
C COMPUTE THE PERFORMANCE INDEX VALUE -PI- BY 
C PI=X(0)**T*P*X(0) 
CALL TRNSPZ(X,Y,NST,1) 
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CALL MATMUL(Y,P,D,1,NST,NST) 
CALL MATMUL(D,X,PI,1,NST,1) 
WRITE (6,7) PI 
7 F0RMAT(///,5X,'PERFORMANCE INDEX VALUE = ',E10.3) 
C GENERATE THE CLOSED LOOP -A- MATRIX 
C A CL=A-B*F 
CALL MATMUL(B,F,D,NST,NCTR,NST) 
CALL MATSUB(AOL,D,TA2,NST,NST) 
CALL MATP(TA2,NST,NST,'CLAMAT') 
CALL MATEQ(TA2,ACL,NST,NST) 
C COMPUTE THE EIGEN VALUES OF THE CLOSED LOOP MATRIX 
CALL EIGRF(TA2,NST,NST,0,EIGVAL,H,1,D,1ER) 
DO ICQ J=1,NST 
OMGA=(EIGVAL(1,J)**2+EIGVAL(2,J)**2)**0.5 
ZETA=EIGVAL(1,J)/OMGA 
WRITE (6,200) J,EIGVAL(1,J),EIGVAL(2,J),OMGA,ZETA 
100 CONTINUE 
200 FORMAT(//,5X,'ROOT NO ',I1,/,7X,'REAL PART = ',E10.3,3X, 
I'IMAGINATY PART = ',E10.3,/,7X,'FREQUENCY = ',E10.3,3X, 
2'DAMPING RATIO =',E10.3) 
CALL LEQTIF(ACL,1,NST,NST,0,0,WKAREA,1ER) 
CALL MATP(0,NST,NCTR,'STIFNS') 
WRITE(6,8) 1ER 
8 F0RMAT(///,5X,'STIFNS 1ER =',I3) 
STOP 
END 
C 
C SUBROUTINES FOR MANIPOLATIONS OF MATRICES AND VECTORS.. 
C DOUBLE PRECISION DATA. 
C 
C 
C CALL MATI (A,N) 
C A(N,N) = I(N,N) 
C 
SUBROUTINE MATI (A,N) 
IMPLICIT REAL*8 (A-H,0-Z) 
DIMENSION A(N,N) 
C 
DO 2 1=1,N 
DO 1 J=1,N 
1 A(I,J) = .0 D 00 
2 A(I,I) = .1 D 01 
C 
RETURN 
END 
C 
C CALL MATMUL (A,U,T,M,N,L) 
C T(M,L) = A(M,N) * U(N,L) 
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C 
SUBROUTINE MATMUL (A,U,T,M,N,L) 
IMPLICIT REAL*8 (A-H,0-Z) 
INTEGER M,N,L 
DIMENSION A(M,N),U(N,L),T(M,L) 
DO 2 1=1,M 
DO 2 J=1,L 
T(I,J) = .0 D 00 
DO 2 K=1,N 
2 T(I,J) = A(I,K)*U(K,J) + T(I,J) 
RETURN 
END 
C 
C CALL MATADD (A,B,C,M,N) 
C C(M,N) = A(M,N) + B(M,N) 
C 
SUBROUTINE MATADD (A,B,C,M,N) 
IMPLICIT REAL*8 (A-H,0-Z) 
DIMENSION A(M,N),B(M,N),C(M,N) 
DO 3 1=1,M 
DO 3 J=1,N 
3 C(I,J) = A(I,J) + B(I,J) 
RETURN 
END 
C 
C CALL MATSUB (A,B,C,M,N) 
C C(M,N) = A(M,N) - B(M,N) 
C 
SUBROUTINE MATSUB (A,B,C,M,N) 
IMPLICIT REAL*8 (A-H,0-Z) 
DIMENSION A(M,N),B(M,N),C(M,N) 
DO 4 1=1,M 
DO 4 J=1,N 
4 C(I,J) = A(I,J) - B(I,J) 
RETURN 
END 
C 
C 
C CALL SCAMAT (S,A,B,M,N) 
C B(M,N) = S * A(M,N) 
C 
SUBR0UTIN7Z SCAMAT (S,A,B,M,N) 
IMPLICIT REAL*8 (A-H,0-Z) 
DIMENSION A(M,N),B(M,N) 
DO 8 1=1,M 
DO 8 J=1,N 
8 B(I,J) = S * A(I,J) 
RETURN 
END 
C 
96 
C 
C CALL MATEQ (A,B,M,N) 
C B(M,N) = A(M,N) 
C 
SUBROUTINE MATEQ (A,B,M,N) 
IMPLICIT REAL*8 (A-H,0-Z) 
DIMENSION A(M,N),B(M,N) 
DO 11 1=1,H 
DO 11 J=1,N 
11 B(I,J) = A(I,J) 
RETURN 
END 
C 
C TRACE, TR, OF MATRIX A(N,N) 
C 
FUNCTION TR(A,N) 
IMPLICIT REAL*8(A-H,0-Z) 
DIMENSION A(N,N) 
TR = O.ODO 
DO 10 1=1,N 
10 TR = TR + A(I,I) 
RETURN 
END 
C 
C 
C CALL TRNSPZ (A,V,M,N) 
C V(N,M) = A(M,N) TRANSPOSED... 
C 
SUBROUTINE TRNSPZ (A,V,M,N) 
IMPLICIT REAL*8 (A-H,0-Z) 
DIMENSION A(M,N),V(N,M) 
DO 14 1=1,M 
DO 14 J=1,N 
14 V(J,I) = A(I,J) 
RETURN 
END 
C 
C ######################*##*############################*####*## 
C ############################################################### 
C ###############*######*####*####*####*######*############*##### 
SUBROUTINE MATR(A,N,M) 
C 
C THIS SUBROUTINE READS IN A MATRIX FROM AN INPUT FILE. 
C THE MATRIX IS READ IN BY ROWS BY AN UNFORMATTED READ 
C STATEMENT. 
C 
IMPLICIT REAL*8 (A-H,0-Z) 
DIMENSION A(N,M) 
DO 10 1=1,N 
READ, ( A(I,J), J=1,M) 
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10 CONTINUE 
RETURN 
END 
C 
C******************************************************************** 
C 
c******************************************************************* 
c 
SUBROUTINE MATP(A,N,M,MNAME) 
C 
C THIS SUBROUTINE PRINTS OUT MATRIX 'MNAME' WHICH IS NXM TO 
C UNIT 006. 'MNAME' IS A 6 CHARACTER WORD. M <= 12 ONLY. 
C 
IMPLICIT REAL*8 (A-H,0-Z) 
DIMENSION A(N,M) 
CHARACTER*6 MNAME 
IF (M .GT. 6) GOTO 250 
WRITE(6,100) MNAME 
100 FORMAT(///lOX,'MATRIX ',A6,' ='/) 
DO 200 1=1,N 
WRITE(6,150) ( A(I,J), J=1,M) 
150 F0RMAT(6(6X,1PD12.5)) 
200 CONTINUE 
RETURN 
250 IF (M .GT. 12) GOTO 500 
WRITE(6,100) MNAME 
DO 400 1=1,N 
WRITE(6,300) ( A(I,J), J=1,M ) 
300 FORMAT(12(1X,1PD10.3)) 
400 CONTINUE 
RETURN 
500 WRITE(6,550) MNAME, M 
550 FORMAT(lOX,'##### COLUMN DIMENSION OF MATRIX',A6, 
1 ' =M3,' . THIS EXCEEDS LIMIT OF 12.') 
RETURN 
END 
C 
c 
SUBROUTINE RICCAT (A,D,R1,N,N2,AT,ITER,H) 
C 
G THIS SUBROUTINE SOLVES THE ALGEBRAIC RICCATI EQN: 
C 
C (A**T)*P + P*A - P*D*P + R1 = 0 
C 
C FOR 'P' WHERE 'A', 'D', 'Rl', AND 'P' ARE ALL (N X N). THE 
C SOLUTION IS RETURNED IN ARRAY 'AT'. ARRAYS 'A', 'D', 'Rl', 
C AND 'H' ARE OVERWRITTEN. 
C 
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C 'H' MUST BE NUMERICALLY DIMENSIONED (2N X 2N) IN THE 
C CALLING PROGRAM FOR PROPER ARRAY HANDLING AND MATRIX 
C OPERATIONS. 
C 
C THE SOLUTION ALGORITHM USES THE MATRIX SIGN FUNCTION 
C WHICH IS DISCUSSED IN: 
C 
C "THE MATRIX SIGN FUNCTION AND COMPUTATIONS IN SYSTEMS," 
C E.D. DENMAN, A.N. BEAVERS, JR., 
C APPLIED MATHEMATICS AND COMPUTATION, 2, 63-94, 1976. 
C 
C THIS SUBROUTINE USES MATRIX OPERATIONS LOCATED IN DMATLIB, 
C AND DMATRW. 
C 
IMPLICIT REAL*8(A-H,0-Z) 
DIMENSION H(N2,N2), A(N,N), R1(N,N), D(N,N), AT(N,N) 
C 
C DEFINE 'A' TRANSPOSE, AT 
CALL TRNSPZ(A,AT,N,N) 
C 
C BUILD UP 'H' MATRIX (2N X 2N) 
DO 20 1=1,N 
DO 10 J=1,N 
H(I,J) = AT(I,J) 
H(N+I,J) = D(I,J) 
H(I,N+J) = R1(I,J) 
H(N+I,N+J) = -A(I,J) 
10 CONTINUE 
20 CONTINUE 
C 
C COMPUTE SIGN FUNCTION OF 'H' MATRIX 
CALL SIGNFN(H,2*N,ITER) 
C 
C LOAD MATRIX 'AT' WITH 1-1 BLOCK OF SIGN FUNCTION, S(l-l) 
C LOAD MATRIX 'D' WITH 2-1 BLOCK OF SIGN FUNCTION, S(2-l) 
DO 40 1=1,N 
DO 30 J=1,N 
AT(I,J) = H(I,J) 
D(I,J) = H(N+I,J) 
30 CONTINUE 
40 CONTINUE 
C 
C COMPUTE INVERSE OF S(2-l) = F(2-l) AND STORE IN 'Rl' MATRIX 
IDGT = 0 
CALL LINVIF (D,N,N,R1,IDGT,H,1ER) 
WRITE(6,50) 1ER 
50 FORMAT(lOX,'MATRIX INVERSE ERROR PARAMETER'/13X, 
1 'FOR F(2-1) INVERSION =',I3) 
C 
C MAKE 'D' AN IDENTITY MATRIX 
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CALL MATI(D,N) 
C 
C COMPUTE F(l-l) = S(l-l) + I AND STORE IN 'A' MATRIX 
CALL MATADD(AT,D,A,N,N) 
C 
C COMPUTE P = F(l-l) * F(2-l)**(-l) AND STORE IN 'AT' MATRIX 
CALL MATMUL(A,R1,AT,N,N,N) 
C 
RETURN 
END 
C 
C 
C 
Q **************************************************************** 
c 
SUBROUTINE SIGNFN (H,N2,ITER) 
C 
c **************************************************************** 
c 
c THIS SUBROUTINE COMPUTES THE SIGN FUNCTION OF MATRIX 'H' BY 
C ITERATION WHERE 'H' IS OF DIMENSION (N2 X N2). THE INITIAL 
C VALUE FOR THE SIGN FUNCTION IS 'H'. THE NUMBER OF ITERATIONS 
C IS 'ITER'. THE SIGN FUNCTION OF 'H' IS RETURNED IN 'H'. 
C 
C IN THIS SUBROUTINE, N2 = 2*N WHERE 'N' IS THE SYSTEM ORDER. 
C N2 CANNOT EXCEED 30, THEREFORE THE MAXIMUM SYSTEM ORDER IS 15. 
C 
C 
IMPLICIT REAL*8(A-H,0-Z) 
REAL*8 HINV(18,18),TEMP(18,18),WKAREA(18) 
DIMENSION H(N2,N2) 
ERRPAR = l.OD-10 
RN2 = DFL0AT(N2) 
IDGT = 0 
ITER = 0 
C 
10 ITER = ITER + 1 
C 'LINVIF' OVERWRITES MATRIX TO BE INVERTED. 
CALL MATEQ(H,TEMP,N2,N2) 
CALL LINVIF (TEMP,N2,N2,HINV,IDGT,WKAREA,1ER) 
C WRITE(6,15) 1ER 
CIS FORMAT(/lOX,'SIGN MATRIX INVERSE ERROR PARAMETER =',I3) 
CALL MATADD(R,HINV,TEMP,N2,N2) 
CALL SCAMAT(0.5D0,TEMP,H,N2,N2) 
C 
C CHECK FOR CONVERGENCE OF SIGN(H), IE., 
C TR( SIGN(H)**2 ) .LE. ERRPAR 
C 
CALL MATEQ(H,HINV,N2,N2) 
CALL MATMUL(H,HINV,TEMP,N2,N2,N2) 
100 
TRACE = TR(TEMP,N2) 
ERR = DABS(TRACE - RN2) 
C WRITE(6,22) ITER, ERR 
C22 F0RMAT(15X,'SIGN ITER =',I2,' ERROR =',IPDIO.3/) 
IF (ITER .LE.100) GOTO 30 
WRITE(6,25) 
25 F0RMAT(15X,'EXCEEDED 25 ITERATIONS.') 
STOP 
30 IF (ERR .GE. ERRPAR) GOTO 10 
WRITE(6,35) ERR 
35 F0RMAT(//10X,'MATRIX SIGN FUNCTION ERROR =',1PD12.5) 
RETURN 
END 
