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UPPER AND LOWER BOUNDS FOR LITTLEWOOD-PALEY
SQUARE FUNCTIONS IN THE DUNKL SETTING
JACEK DZIUBAN´SKI AND AGNIESZKA HEJNA
Abstract. The aim of this paper is to prove upper and lower Lp estimates, 1 < p <∞,
for Littlewood-Paley square functions in the rational Dunkl setting.
1. Introduction and statements of results
On RN equipped with normalized root system R and a multiplicity function k ≥ 0,
let ∇f(x) = (∂1f(x), ∂2f(x), ..., ∂Nf(x)),∇kf(x) = (T1f(x), T2f(x), ..., TNf(x)), and
∆kf(x) =
∑∞
j=1 T
2
j f(x) denote the classical gradient, the Dunkl gradient, and the Dunkl
Laplacian respectively, where Tj are the Dunkl operators (see Section 2). For two rea-
sonable functions f, g on RN , let f ∗ g stands for the Dunkl convolution. Let
ft(x) = t
−Nf(x/t),
where N is the homogeneous dimension of the system (RN , R, k) (see Section 2).
Assume that φ and ψ belong to the Schwartz class of functions S(RN ) and ∫ ψ dw = 0,
where dw is the associated measure (2.2). We define the following square functions:
S∇k,φf(x) =
( ∫ ∞
0
t2|∇k(φt ∗ f)(x)|2dt
t
)1/2
,
S∇,φf(x) =
(∫ ∞
0
t2|∇(φt ∗ f)(x)|2dt
t
)1/2
,
Sψf(x) =
(∫ ∞
0
|ψt ∗ f(x)|2dt
t
)1/2
,
S∇t,φf(x) =
(∫ ∞
0
t2|dt
t
(φt ∗ f)(x)|2dt
t
)1/2
.
For f, g ∈ C2(RN) we consider the carre´ du champ operator
(1.1) Γ(f, g) =
1
2
(
∆k(f g¯)− f∆kg¯ − g¯∆kf
)
and the associated square function
(1.2) gΓ,φ(f)(x) =
(∫ ∞
0
t2Γ(φt ∗ f, φt ∗ f)(x)dt
t
)1/2
.
Let us note that gΓ,φ is well–defined, since Γ(f, f)(x) ≥ 0 (see (6.1)).
We are now in a position to state our results.
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Theorem 1.1. Assume that φ, ψ are (not necessary radial) Schwartz class functions in
RN such that
∫
ψ dw = 0. Then, for every 1 < p < ∞, there is a constant Cp > 0 such
that for all f ∈ Lp(dw) we have
(1.3) ‖S∇k,φf‖Lp(dw) + ‖S∇,φf‖Lp(dw) + ‖Sψf‖Lp(dw) + ‖gΓ,φ(f)‖Lp(dw) ≤ Cp‖f‖Lp(dw).
In order to state lower bounds for the square functions we need additional assumptions
on the functions φ and ψ. Let F denote the Dunkl transform (see (2.10)). We say that
the Dunkl transform Fφ is not identically zero along any direction if
(1.4) sup
t>0
|Fφ(tξ)| > 0 for every vector ξ ∈ RN , ξ 6= 0.
This happens if e.g.
∫
φ dw 6= 0.
Theorem 1.2. Assume that φ, ψ ∈ S(RN ) and the functions Fφ and Fψ are not iden-
tically zero along any direction. Then for every 1 < p < ∞ there is a constant Cp > 0
such that for all f ∈ Lp(dw) we have
(1.5) ‖f‖Lp(dw) ≤ Cp‖S∇k,φf‖Lp(dw),
(1.6) ‖f‖Lp(dw) ≤ Cp‖Sψf‖Lp(dw),
(1.7) ‖f‖Lp(dw) ≤ Cp‖gΓφf‖Lp(dw).
Corollary 1.3. Assume that φ ∈ S(RN ). Then, for every 1 < p <∞, there is a constant
Cp > 0 such that for all f ∈ Lp(dw) we have
(1.8) ‖S∇t,φf‖Lp(dw) ≤ Cp‖f‖Lp(dw).
If additionally the function Fφ is not identically zero along any direction then for every
1 < p <∞ there is a constant C˜p > 0 such that for every f ∈ Lp(dw) we have
(1.9) ‖f‖Lp(dw) ≤ C˜p‖S∇t,φf‖Lp(dw).
In dimension 1 and φ(x) = c′k(1 + x
2)−(N+1)/2, which corresponds to the Poisson
semigroup exp(−t√−∆k), Lp–bounds of the Littlewood-Paley square functions S∇k,φ
and S∇t,φ were studied in [19], [12] and continued in higher dimensions for 1 < p ≤ 2 in
[20]. In the case when φ(x) = exp(−‖x‖2) and 1 < p ≤ 2, the upper and lower bounds
for the square function gΓ,φ where proved in [13], while the case of 2 < p < ∞ was
only considered there for the particular root system, namely when the Coxeter group is
isomorphic to ZN2 . We want to emphasize that our methods, which allow us to obtain
the bounds for the full range of p’s and not necessary radial functions φ and ψ, are
different than those of [13]. To prove Theorems 1.1 and 1.2, we adapt techniques of the
Caldero´n-Zygmund analysis to the Dunkl setting (see Section 3). Then, thanks to that,
our proofs are reduced to verifying that the associated kernels to the square functions
satisfy relevant bounds.
2. Preliminaries and notation
The Dunkl theory is a generalization of the Euclidean Fourier analysis. It started with
the seminal article [6] and developed extensively afterwards (see e.g. [4], [5], [7], [8], [14],
[15], [16], [23]). In this section we present basic facts concerning the theory of the Dunkl
operators. For details we refer the reader to [6], [17], and [18].
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We consider the Euclidean space RN with the scalar product 〈x,y〉 = ∑Nj=1 xjyj,
x = (x1, ..., xN ), y = (y1, ..., yN), and the norm ‖x‖2 = 〈x,x〉. For a nonzero vector
α ∈ RN , the reflection σα with respect to the hyperplane α⊥ orthogonal to α is given by
(2.1) σα(x) = x− 2〈x, α〉‖α‖2 α.
In this paper we fix a normalized root system in RN , that is, a finite set R ⊂ RN \ {0}
such that σα(R) = R and ‖α‖ =
√
2 for every α ∈ R. The finite group G generated
by the reflections σα ∈ R is called the Weyl group (reflection group) of the root system.
A multiplicity function is a G-invariant function k : R→ C which will be fixed and ≥ 0
throughout this paper. Let
dw(x) =
∏
α∈R
|〈x, α〉|k(α) dx(2.2)
be the associated measure in RN , where, here and subsequently, dx stands for the
Lebesgue measure in RN . We denote by N = N +
∑
α∈R k(α) the homogeneous di-
mension of the system. Clearly,
w(B(tx, tr)) = tNw(B(x, r)) for all x ∈ RN , t, r > 0
and
(2.3)
∫
RN
f(x) dw(x) =
∫
RN
t−Nf(x/t) dw(x) for f ∈ L1(dw) and t > 0.
Observe that (1)
(2.4) w(B(x, r)) ∼ rN
∏
α∈R
(|〈x, α〉|+ r)k(α),
so dw(x) is doubling, that is, there is a constant C > 0 such that
(2.5) w(B(x, 2r)) ≤ Cw(B(x, r)) for all x ∈ RN , r > 0.
Moreover, there exists a constant C ≥ 1 such that, for every x ∈ RN and for every
r2 ≥ r1 > 0,
(2.6) C−1
(r2
r1
)N
≤ w(B(x, r2))
w(B(x, r1))
≤ C
(r2
r1
)N
.
For ξ ∈ RN , the Dunkl operators Tξ are the following k-deformations of the directional
derivatives ∂ξ by a difference operator:
(2.7) Tξf(x) = ∂ξf(x) +
∑
α∈R
k(α)
2
〈α, ξ〉f(x)− f(σαx)〈α,x〉 .
The Dunkl operators Tξ, which were introduced in [6], commute and are skew-symmetric
with respect to the G-invariant measure dw. For two reasonable functions f, g we have
the following integration by parts formula
(2.8)
∫
RN
Tξf(x)g(x) dw(x) = −
∫
RN
f(x)Tξg(x) dw(x).
1The symbol ∼ between two positive expressions means that their ratio remains between two positive
constants.
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For fixed y ∈ RN the Dunkl kernel E(x,y) is the unique analytic solution to the
system
(2.9) Tξf = 〈ξ,y〉f, f(0) = 1.
The function E(x,y), which generalizes the exponential function e〈x,y〉, has the unique
extension to a holomorphic function on CN×CN . Moreover, it satisfies E(x,y) = E(y,x)
for all x,y ∈ CN .
Let {ej}1≤j≤N denote the canonical orthonormal basis in RN and let Tj = Tej . For
multi-index β = (β1, β2, . . . , βN) ∈ NN0 , we set
|β| = β1 + β2 + . . .+ βN ,
∂β = ∂β11 ◦ ∂β22 ◦ . . . ◦ ∂βNN .
The Dunkl transform
(2.10) Ff(ξ) = c−1k
∫
RN
E(−iξ,x)f(x) dw(x),
where
ck =
∫
RN
e−
‖x‖2
2 dw(x) > 0,
originally defined for f ∈ L1(dw), is an isometry on L2(dw), i.e.,
(2.11) ‖f‖L2(dw) = ‖Ff‖L2(dw) for all f ∈ L2(dw),
and preserves the Schwartz class of functions S(RN) (see [3]). Its inverse F−1 has the
form
F−1g(x) = c−1k
∫
RN
E(iξ,x)g(ξ) dw(ξ).
Moreover,
(2.12) F(Tjf)(ξ) = iξjFf(ξ).
The Dunkl translation τxf of a function f ∈ S(RN ) by x ∈ RN is defined by
τxf(y) = c
−1
k
∫
RN
E(iξ,x)E(iξ,y)Ff(ξ) dw(ξ).
It is a contraction on L2(dw), however it is an open problem if the Dunkl translations
are bounded operators on Lp(dw) for p 6= 2.
The following specific formula was obtained by Ro¨sler [16] for the Dunkl translations
of (reasonable) radial functions f(x) = f˜(‖x‖):
(2.13) τxf(−y) =
∫
RN
(f˜ ◦ A)(x,y, η) dµx(η) for all x,y ∈ RN .
Here
A(x,y, η) =
√
‖x‖2 + ‖y‖2 − 2〈y, η〉 =
√
‖x‖2 − ‖η‖2 + ‖y − η‖2
and µx is a probability measure, which is supported in the set convO(x), where O(x) =
{σ(x) : σ ∈ G} is the orbit of x. Formula (2.13) implies that for all radial f ∈ L1(dw)
and x ∈ RN we have
‖τxf(y)‖L1(dw(y)) ≤ ‖f(y)‖L1(dw(y)).
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The Dunkl convolution f ∗ g of two reasonable functions (for instance Schwartz func-
tions) is defined by
(f ∗ g)(x) = ck F−1[(Ff)(Fg)](x) =
∫
RN
(Ff)(ξ) (Fg)(ξ)E(x, iξ) dw(ξ) for x ∈ RN ,
or, equivalently, by
(f∗g)(x) =
∫
RN
f(y) τxg(−y) dw(y) =
∫
RN
f(y)g(x,y) dw(y) for all x ∈ RN ,
where, here and subsequently,
g(x,y) = τxg(−y).
The Dunkl Laplacian associated with R and k is the differential-difference operator
∆k =
∑N
j=1 T
2
j , which acts on C
2(RN)-functions by
∆kf(x) = ∆euclf(x) +
∑
α∈R
k(α)δαf(x),
δαf(x) =
∂αf(x)
〈α,x〉 −
‖α‖2
2
f(x)− f(σαx)
〈α,x〉2 .
Obviously, F(∆kf)(ξ) = −‖ξ‖2Ff(ξ). The operator ∆k is essentially self-adjoint on
L2(dw) (see for instance [2, Theorem 3.1]) and generates the semigroup et∆k of linear
self-adjoint contractions on L2(dw). The semigroup has the form
et∆kf(x) = F−1(e−t‖ξ‖2Ff(ξ))(x) =
∫
RN
ht(x,y)f(y) dw(y),
where the heat kernel
(2.14) ht(x,y) = τxht(−y), ht(x) = F−1(e−t‖ξ‖2)(x) = c−1k (2t)−N/2e−‖x‖
2/(4t)
is a C∞-function of all variables x,y ∈ RN , t > 0, and satisfies
0 < ht(x,y) = ht(y,x),∫
RN
ht(x,y) dw(y) = 1.
Set
(2.15) d(x,y) = min
σ∈G
‖x− σ(y)‖,
V (x,y, t) = max(w(B(x, t)), w(B(y, t))).
Note that by (2.4) and (2.5) we have
V (x,y, d(x,y)) ∼ w(B(x, d(x,y))) ∼ w(B(y, d(x,y))).
The following theorem was proved in [1, Theorem 4.1].
Theorem 2.1. (a) Time derivatives : for any nonnegative integer m, there are constants
C, c > 0 such that
(2.16) |∂mt ht(x,y)| ≤ C t−m V (x,y,
√
t )−1 e−c d(x,y)
2/t,
for every t> 0 and for every x,y∈RN .
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(b) Ho¨lder bounds : for any nonnegative integer m, there are constants C, c > 0 such
that
(2.17) |∂mt ht(x,y)− ∂mt ht(x,y′)| ≤ C t−m
(‖y−y′‖√
t
)
V (x,y,
√
t )−1 e−c d(x,y)
2/t,
for every t> 0 and for every x,y,y′∈RN such that ‖y−y′‖<√t .
(c) Dunkl derivative : for any ξ ∈ RN and for any nonnegative integer m, there are
constants C, c> 0 such that
(2.18)
∣∣∣Tξ,x ∂mt ht(x,y)∣∣∣ ≤ C t−m−1/2 V (x,y,√t )−1 e−c d(x,y)2/t ,
for all t> 0 and x,y∈RN .
(d) Mixed derivatives : for any nonnegative integer m and for any multi-indices α, β,
there are constants C, c> 0 such that, for every t > 0 and for every x,y ∈ RN ,
(2.19)
∣∣∂mt ∂αx∂βyht(x,y)∣∣ ≤ C t−m− |α|2 − |β|2 V (x,y,√t )−1 e−c d(x,y)2/t,
for every t> 0 and for every x,y∈RN .
3. Vector valued Caldero´n-Zygmund analysis in the Dunkl setting
The proof of main results will be based on the following straightforward adaptation of
the vector valued approach to square functions in the Dunkl setting (cf. [9], [21]). For
the convenience of the reader we present the details.
3.1. Vector valued Caldero´n-Zygmund operators in the Dunkl setting. Let H1
and H2 be separable Hilbert spaces. We shall consider the vector valued Lp(dw,Hj)
spaces with the norms
‖f‖pLp(dw,Hj) =
∫
‖f(x)‖pHj dw(x).
Note that L2(dw,Hj) =: Hj is a Hilbert space with the inner product
〈f, g〉Hj =
∫
〈f(x), g(x)〉Hj dw(x).
Proposition 3.1. Let K be a bounded linear operator from L2(dw,H1) into L2(dw,H2)
with an associated operator valued kernel K(x,y) ∈ L(H1,H2) for d(x,y) > 0. Assume
that there are constants C, δ > 0 such that for all x,y,y′ ∈ RN such that 2‖y − y′‖ ≤
d(x,y) one has
(3.1) ‖K(x,y)−K(x,y′)‖L(H1,H2) ≤
C
V (x,y, d(x,y))
(‖y− y′‖
d(x,y)
)δ
,
(3.2) ‖K(y,x)−K(y′,x)‖L(H1,H2) ≤
C
V (x,y, d(x,y))
(‖y− y′‖
d(x,y)
)δ
.
Then, for every 1 < p <∞, the operator K, initially defined on Lp(dw,H1)∩L2(dw,H1),
has a unique extension to a bounded operator from Lp(dw,H1) to Lp(dw,H2).
Proof. First we prove the weak type (1, 1) estimate. Consider f ∈ L1(dw,H1). Fix
λ > 0. We denote by Qλ the collection of all maximal (disjoint) dyadic cubes Qj in RN
satisfying
(3.3) λ <
1
w(Qj)
∫
Qj
‖f(x)‖H1 dw(x).
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Then, thanks to (2.5), we have
(3.4)
1
w(Qj)
∫
Qj
‖f(x)‖H1 dw(x) ≤ C1λ.
Let
f(x) = g(x) +
∑
Qj∈Qλ
(f(x)− fQj )χQj(x) = g(x) +
∑
Qj∈Qλ
bj(x) = g(x) + b(x),
fQj =
1
w(Qj)
∫
Qj
f(x) dw(x),
be the Caldero´n-Zygmund decomposition at the level λ. Let Q∗j be the cube which
has the same center yj as Qj but whose diameter is expanded by the factor 2. Set
Ω =
⋃
Qj∈Qλ
O(Q∗j ). Then by (2.5) and (3.3), we have
w(Ω) ≤
∑
Qj∈Qλ
w(Q∗j) ≤ C
∑
Qj∈Qλ
w(Qj) ≤ Cλ−1‖f‖L1(dw,H1).
Clearly,
{x ∈ Ωc : ‖Kf(x)‖H2 > λ} ⊆ {x ∈ Ωc : ‖Kg(x)‖H2 > λ/2}∪{x ∈ Ωc : ‖Kb(x)‖H2 > λ/2}.
By the boundendess of K from L2(dw,H1) to L2(dw,H2), we get
(3.5) w({x ∈ Ωc : ‖Kg(x)‖H2 > λ/2}) ≤ C
‖g‖2L2(dw,H1)
λ2
≤ Cλ‖f‖L1(dw,H1)
λ2
.
In order to estimate the measure of the second term we recall that
∫
bj dw = 0 and write
w({x ∈ Ωc : ‖Kb(x)‖H2 > λ/2}) ≤ Cλ−1‖χΩcKb‖L1(dw,H2)
= Cλ−1
∫
Ωc
∥∥∥∥∥∥
∑
Qj∈Qλ
∫
RN
K(x,y)bj(y) dw(y)
∥∥∥∥∥∥
H2
dw(x)
=
∫
Ωc
∥∥∥∥∥∥
∑
Qj∈Qλ
∫
RN
[K(x,y)−K(x,yj)]bj(y) dw(y)
∥∥∥∥∥∥
H2
dw(x)
≤
∑
Qj∈Qλ
∫
Ωc
∫
Qj
‖K(x,y)−K(x,yj)‖L(H1,H2)‖bj(y)‖H1 dw(y) dw(x)
≤
∑
Qj∈Qλ
∫
Qj
‖bj(y)‖H1
∫
(O(Q∗j ))
c
C
V (x,y, d(x,y))
(‖y− yj‖
d(x,y)
)δ
dw(x) dw(y).
(3.6)
Clearly, there is a constant C > 0 such that for all y ∈ Qj ∈ Qλ we have∫
(O(Q∗j ))
c
1
V (x,y, d(x,y))
(‖y − y′j‖
d(x,y)
)δ
dw(x) ≤ C,
so, by (3.6), we get
(3.7)
w({x ∈ Ωc : ‖Kb(x)‖H2 > λ/2}) ≤
C
λ
∑
Qj∈Qλ
∫
RN
‖bj(y)‖H1 dw(y) ≤
C
λ
‖f‖L1(dw,H1).
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By (3.5) and (3.7) we obtain that K is of weak type (1, 1). Thanks to the vector-valued
version of the Marcinkiewicz interpolation theorem (see e.g. [11, Exercise 5.5.3]) we
obtain the claim for 1 < p ≤ 2.
To prove the bounds for 2 < p < ∞, we apply the well-known duality argument.
Observe that K∗ is a bounded operator from the Hilbert space L2(dw,H2) to the Hilbert
space L2(dw,H1) with the associated kernel K∗(x,y) = K(y,x)∗ ∈ L(H2,H1). Hence,
‖K∗(x,y)‖L(H2,H1) = ‖K(y,x)‖L(H1,H2) < ∞ for d(x,y) > 0 and, if ‖y − y′‖ ≤ d(x,y),
then, by (3.2),
‖K∗(x,y)−K∗(x,y′)‖L(H2,H1) = ‖K(y,x)−K(y′,x)‖L(H1,H2)
≤ C
V (x,y, d(x,y))
(‖y − y′‖
d(x,y)
)δ
.
(3.8)
Let 1
p
+ 1
p′
= 1. Note that 1 < p′ < 2. Consequently, from the first part of the proof we
conclude that there is a constant Cp′ > 0 such that for all g ∈ Lp′(dw,H2) we have
(3.9) ‖K∗g‖Lp′(dw,H1) ≤ Cp′‖g‖Lp′(dw,H2).
Now, for f ∈ Lp(dw,H1) ∩ L2(dw,H1), 2 < p <∞, we write
‖Kf‖Lp(dw,H2) = sup
g∈Lp
′
(dw,H2)∩L
2(dw,H2)
‖g‖
Lp
′
(dw,H2)
=1
∣∣∣ ∫ 〈Kf(x), g(x)〉H2 dw(x)∣∣∣
= sup
g∈Lp
′
(dw,H2)∩L
2(dw,H2)
‖g‖
Lp
′
(dw,H2)
=1
∣∣∣ ∫ 〈f(x),K∗g(x)〉H1 dw(x)∣∣∣
≤ sup
g∈Lp
′
(dw,H2)∩L
2(dw,H2)
‖g‖
Lp
′
(dw,H2)
=1
∫
‖f(x)‖H1‖K∗g(x)‖H1 dw(x)
≤ sup
g∈Lp
′
(dw,H2)∩L
2(dw,H2)
‖g‖
Lp
′
(dw,H2)
=1
‖f‖Lp(dw,H1)‖K∗g‖Lp′(dw,H1)
≤ Cp′‖f‖Lp(dw,H1),
(3.10)
where in the last inequality we have used (3.9). 
3.2. Vector valued approach to square functions. For further applications we shall
use H1 = C and H2 = L2((0,∞), dtt ). Let Kt(x,y) be a measurable function on (0,∞)×
RN × RN such that
(3.11) |Kt(x,y)| ≤ CV (x,y, t)−1
(
1 +
d(x,y)
t
)−M
.
We additionally assume that there is a constant δ > 0 such that for all x,y,y′ ∈ RN and
t > 0, if ‖y− y′‖ ≤ t, then
(3.12) |Kt(x,y)−Kt(x,y′)| ≤ C
(‖y− y′‖
t
)δ
w(B(x, t))−1
(
1 +
d(x,y)
t
)−M−δ
,
(3.13) |Kt(y,x)−Kt(y′,x)| ≤ C
(‖y− y′‖
t
)δ
w(B(x, t))−1
(
1 +
d(x,y)
t
)−M−δ
.
Let
Ktf(x) =
∫
Kt(x,y)f(y) dw(y).
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We define the square function SK associated with the kernel Kt by
SK(f)(x) =
(∫ ∞
0
|Ktf(x)|2dt
t
)1/2
.
Theorem 3.2. Assume that an integral kernel Kt satisfies (3.11)-(3.13) and the associ-
ated square function SK is bounded from L
2(dw) into itself. Then for every 1 < p < ∞
there is a constant Cp > 0 such that
(3.14) ‖SK(f)‖Lp(dw) ≤ Cp‖f‖Lp(dw) for all f ∈ Lp(dw).
Proof. In order to prove Theorem 3.2 we note that the boundedness of the square function
SK on L
p(dw)-spaces is equivalent to the boundedness of the operator K from Lp(dw,H1)
to Lp(dw,H2), H1 = C, H2 = L2((0,∞), dtt ), where K is defined by
Kf(x)(t) =
∫
Kt(x,y)f(y) dw(y).
Recall that the boundedness of K from L2(dw,H1) to L2(dw,H2) is guaranteed by one
of the assumptions. Therefore, to finish the proof, it suffices to check that the associated
kernel K(x,y) = Kt(x,y) belongs to L(H1,H2) for d(x,y) > 0 and satisfies (3.1) and
(3.2) with δ′ = min(δ,M −N) > 0, and then apply Proposition 3.1. To verify the first
requirement we shall prove that there is a constant C > 0 such that for d(x,y) > 0 one
has
(3.15) ‖K(x,y)‖L(H1,H2) ≤ Cw(B(x, d(x,y))−1.
By (3.11),
‖K(x,y)‖2L(H1,H2) ≤ C2
∫ ∞
0
1
w(B(x, t))2
(
1 +
d(x,y)
t
)−2M dt
t
= C2
∫ ∞
0
1
w(B(x, td(x,y)))2
(
1 +
1
t
)−2M dt
t
=
C2
w(B(x, d(x,y))2
∫ ∞
0
w(B(x, d(x,y)))2
w(B(x, td(x,y)))2
(
1 +
1
t
)−2M dt
t
(3.16)
Applying the second inequality of (2.6) for 0 < t < 1 and the first one for t > 1 we get
the claim.
We now turn to verify (3.1). Note that d(x,y)∼ d(x,y′) for d(x,y) > 2‖y − y′‖.
Hence, by (3.11) and (3.12) we have
‖K(x,y)−K(x,y′)‖2L(H1,H2) ≤ C
∫ ‖y−y′‖
0
w(B(x, t))−2
(
1 +
d(x,y)
t
)−2M dt
t
+ C
∫ ∞
‖y−y′‖
w(B(x, t))−2
(‖y − y′‖
t
)2δ(
1 +
d(x,y)
t
)−2M−2δ dt
t
≤ C
∫ ‖y−y′‖/d(x,y)
0
w(B(x, td(x,y)))−2
(
1 +
1
t
)−2M dt
t
+ C
∫ ∞
‖y−y′‖/d(x,y)
(‖y − y′‖
td(x,y)
)2δ
w(B(x, td(x,y)))−2
(
1 +
1
t
)−2M−2δ dt
t
≤ C
w(B(x, d(x,y)))2
∫ ‖y−y′‖/d(x,y)
0
w(B(x, d(x,y)))2
w(B(x, td(x,y)))2
t2M
dt
t
+
C
w(B(x, d(x,y)))2
∫ ∞
0
(‖y − y′‖
d(x,y)
)2δ
t−2δ
w(B(x, d(x,y)))2
w(B(x, td(x,y)))2
(
1 +
1
t
)−2M−2δ dt
t
.
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Applying (2.6), we get
‖K(x,y)−K(x,y′)‖2L(H1,H2) ≤
C
w(B(x, d(x,y)))2
∫ ‖y−y′‖/d(x,y)
0
t2M−2N
dt
t
+
C
w(B(x, d(x,y)))2
∫ ∞
0
(‖y − y′‖
d(x,y)
)2δ
t−2δ(t−N + t−N)2
(
1 +
1
t
)−2M−2δ dt
t
≤ C
w(B(x, d(x,y)))2
(‖y − y′‖2M−2N
d(x,y)2M−2N
+
‖y − y′‖2δ
d(x,y)2δ
)
.
The proof of (3.2) is identical to that of (3.1) and uses (3.13). 
4. Bessel potential
For s > 0 we set
J{s}(x) = F−1((1 + ‖ · ‖2)−s/2)(x).
By the gamma function identity we have
(1 + ‖ξ‖2)−s/2 = Γ
(s
2
)−1 ∫ ∞
0
e−te−t‖ξ‖
2
ts/2
dt
t
,
which leads us to
(4.1) J{s}(x) = Γ
(s
2
)−1 ∫ ∞
0
e−tht(x)t
s/2 dt
t
(see (2.14)). The function J{s} is radial, positive and belongs L1(dw).
Proposition 4.1. (a) Let M ≥ 0 and s > N+M . There is a constant C > 0 such that
for all x,y ∈ RN and t > 0 we have
(4.2) (J{s})t(x,y) ≤ CMV (x,y, t)−1
(
1 +
d(x,y)
t
)−M
.
(b) Let M ≥ 0 and s > N + M + 1. There is a constant C > 0 such that for all
x,y,y′ ∈ RN and t > ‖y − y′‖ we have
(4.3) |(J{s})t(x,y)− (J{s})t(x,y′)| ≤ CM ‖y − y
′‖
t
V (x,y, t)−1
(
1 +
d(x,y)
t
)−M
.
(c) LetM ≥ 0 and s > N+M+1. There is a constant C > 0 such that for all x,y ∈ RN ,
t > 0, and j ∈ {1, . . . , N} we have
(4.4) |Tj,x(J{s})t(x,y)| ≤ CM t−1V (x,y, t)−1
(
1 +
d(x,y)
t
)−M
.
(d) Let M ≥ 0, β, β ′ ∈ NN0 and s > N+M + |β|+ |β ′|. There is a constant C > 0 such
that for all x,y ∈ RN and t > 0 we have
(4.5) |∂βx∂β
′
y (J
{s})t(x,y)| ≤ CM t−|β|−|β′|V (x,y, t)−1
(
1 +
d(x,y)
t
)−M
.
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Proof. Proposition is a consequence of Theorem 2.1. We prove just (a), the proofs
of (b), (c), and (d) are analogous. Thanks to scaling, it is enough to prove (4.2) for
t = 1. By (4.1) we have
J{s}(x,y) = Γ
(s
2
)−1 ∫ ∞
0
e−t1ht1(x,y)t
s/2
1
dt1
t1
.(4.6)
Thus, by (2.16) and (2.6) we obtain
J{s}(x,y) ≤ C
∫ ∞
0
e−t1(1 + d(x,y)/
√
t1)
−MV (x,y,
√
t1)
−1t
s/2
1
dt1
t1
≤ C(1 + d(x,y))−MV (x,y, 1)−1
∫ ∞
0
e−t1(1 + t
−M/2
1 )(t
−N/2
1 + t
−N/2
1 )t
s/2
1
dt1
t1
≤ C(1 + d(x,y))−MV (x,y, 1)−1,
where in the last step we have used the assumption s > N+M . 
Corollary 4.2. Let M ≥ 0 and s > N+M + 2. There is a constant CM > 0 such that
for all j ∈ {1, . . . , N}, x,y,y′ ∈ RN , and t ≥ ‖y − y′‖ we have
(4.7)
|∂j,y{(J{s})t}(x,y)− ∂j,y{(J{s})t}(x,y′)| ≤ CM ‖y − y
′‖
t2
V (x,y, t)−1
(
1 +
d(x,y)
t
)−M
,
(4.8)
|∂j,x{(J{s})t}(x,y)− ∂j,x{(J{s})t}(x,y′)| ≤ CM ‖y − y
′‖
t2
V (x,y, t)−1
(
1 +
d(x,y)
t
)−M
.
Proof. The claim is a consequence of Proposition 4.1 (d) and the mean value theorem. 
The following lemma was proved in [10, Section 4].
Lemma 4.3. Suppose that ϕ ∈ S(RN ) (ϕ is not necessarily radial). Then for every
M > 0 there is CM > 0 such that for all x,y ∈ RN and t > 0 we have
|ϕt(x,y)| ≤ CMV (x,y, t)−1
(
1 +
d(x,y)
t
)−M
.(4.9)
Proposition 4.4. Suppose that ϕ ∈ S(RN) (ϕ is not necessarily radial). Then for every
M > 0 there is CM > 0 such that for all x,y,y
′ ∈ RN and t ≥ ‖y− y′‖ we have
|ϕt(x,y)− ϕt(x,y′)| ≤ CMV (x,y, t)−1‖y − y
′‖
t
(
1 +
d(x,y)
t
)−M
,(4.10)
|∂j,xϕt(x,y)| ≤ CM t−1V (x,y, t)−1
(
1 +
d(x,y)
t
)−M
,(4.11)
|∂j,yϕt(x,y)− ∂j,yϕt(x,y′)| ≤ CMV (x,y, t)−1‖y − y
′‖
t2
(
1 +
d(x,y)
t
)−M
,(4.12)
|∂j,xϕt(x,y)− ∂j,xϕt(x,y′)| ≤ CMV (x,y, t)−1‖y − y
′‖
t2
(
1 +
d(x,y)
t
)−M
.(4.13)
Proof. In order to prove (4.10) and (4.11), let s > N+M + 1. Set
ϕ{1} = F−1((1 + ‖ · ‖2)s/2(Fϕ)).
. Clearly, ϕ{1} ∈ S(RN ). We have
ϕt(x,y) =
∫
RN
(J{s})t(x, z)ϕ
{1}
t (z,y) dw(z),
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so (4.10) and (4.11) are consequences of Proposition 4.1 (b) and (d) respectively. In order
to prove (4.12), we proceed the same way, but we take s > N+M + 2 and use (4.7). In
order to prove (4.13), we write
|∂j,xϕt(x,y)− ∂j,xϕt(x,y′)| =
∣∣∣∣
∫
RN
∂j,x(J
{s})t(x, z)(ϕ
{1}
t (z,y)− ϕ{1}t (z,y′)) dw(z)
∣∣∣∣ ,
so the claim is a consequence of (4.10) applied to ϕ
{1}
t and Proposition 4.1 (d). 
5. Estimates of kernels
For φ ∈ S(RN ) and α ∈ R, let
(5.1) K
{α}
t (x,y) = t
φt(x,y)− φt(σα(x),y)
〈α,x〉 .
Lemma 5.1. For every M ≥ 0 there is a constant CM > 0 such that for all x,y ∈ RN
and t > 0 we have
(5.2) |K{α}t (x,y)| ≤ CMV (x,y, t)−1
(
1 +
d(x,y)
t
)−M
.
Proof. Recall that ‖x − σα(x)‖ =
√
2|〈α,x〉| (see (2.1)). So, if |〈α,x〉| < t, then
(5.2) follows from (4.10). Otherwise we apply (4.9) to obtain (5.2), because, by (2.15),
d(x,y) = d(σα(x),y). 
Proposition 5.2. There is a constant CM > 0 such that for all x,y,y
′ ∈ RN and
‖y− y′‖ ≤ t one has
(5.3) |K{α}t (x,y)−K{α}t (x,y′)| ≤ CM
‖y − y′‖
t
w(B(x, t))−1
(
1 +
d(x,y)
t
)−M
,
(5.4) |K{α}t (y,x)−K{α}t (y′,x)| ≤ CM
‖y − y′‖
t
w(B(x, t))−1
(
1 +
d(x,y)
t
)−M
.
Proof. Take s ∈ N large enough. We have
φ(x) = J{s} ∗ ((I −∆k)sφ)(x) = ((I −∆k)sφ) ∗ J{s}(x).
Setting
φ{1}(x) = (I −∆k)sφ(x) ∈ S(RN )(5.5)
we have
φt(x,y) =
∫
φ
{1}
t (x, z)(J
{s})t(z,y) dw(z) =
∫
(J{s})t(x, z)φ
{1}
t (z,y) dw(z).(5.6)
From (5.6) we get,
K
{α}
t (x,y) =
∫
t
φ
{1}
t (x, z)− φ{1}t (σα(x), z)
〈α,x〉 (J
{s})t(z,y) dw(z)
=
∫
K
{1,α}
t (x, z)(J
{s})t(z,y) dw(z).
(5.7)
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Finally, for ‖y − y′‖ < t, applying Lemma 5.1 to φ{1} together with (4.3) we arrive to
|K{α}t (x,y)−K{α}t (x,y′)| =
∣∣∣ ∫ K{1,α}t (x, z)((J{s})t(z,y)− (J{s})t(z,y′)) dw(z)∣∣∣
≤ C ‖y− y
′‖
t
∫
V (x, z, t)−1V (z,y, t)−1
(
1 +
d(x, z)
t
)−M(
1 +
d(z,y)
t
)−M
dw(z)
≤ C ‖y− y
′‖
t
w(B(x, t))−1
(
1 +
d(x,y)
t
)−M ′
which proves (5.3).
We now turn to prove (5.4). We may assume that ‖y − y′‖ < 1
8
t, otherwise, for
t/8 ≤ ‖y−y′‖ ≤ t, the inequality (5.4) is a consequence of (5.2). We consider two cases.
Case 1: ‖y− σα(y)‖ > t/2. Then
√
2|〈y, α〉| = ‖y− σα(y)‖ > t/2 and
√
2|〈y′, α〉| =
‖y′ − σα(y′)‖ > t/4. So by (4.10) we get
|K{α}t (y,x)−K{α}t (y′,x)| ≤
t
|〈y′, α〉| |φt(y,x)− φt(y
′,x)|
+
t
|〈y′, α〉||φt(σα(y),x)− φt(σα(y
′),x)|
+
t
|〈y, α〉〈y′, α〉| |〈y− y
′, α〉|(|φt(y,x)|+ |φt(σα(y),x)|)
≤ CM ‖y− y
′‖
t
w(B(x, t))−1
(
1 +
d(x,y)
t
)−M
.
Case 2: ‖y− σα(y)‖ ≤ t/2. For τ ∈ [0, 1] we set y(τ) = τ(y− σα(y)) + σα(y). Note
that
K
{α}
t (y,x) =
t
〈α,y〉
∫ 1
0
d
dτ
{
φt(y(τ),x)
}
dτ = t
∫ 1
0
〈∇(1)(φt)(y(τ),x), α〉 dτ,(5.8)
where the symbol∇(1) denotes the gradient with respect to the first N -variables. Observe
that ‖y(τ)− (y′)(τ)‖ ≤ C‖y − y′‖. Hence, by (4.8) combined with (5.8), we obtain
|K{α}t (y,x)−K{α}t (y′,x)| ≤ CM
‖y − y′‖
t
∫ 1
0
V (y(τ),x, t)−1
(
1 +
d(y(τ),x)
t
)−M
dτ.
(5.9)
The assumption ‖y − σα(y)‖ ≤ t/2 implies
(5.10) d(y(τ),x) ≥ d(y,x)− d(y(τ),y) ≥ d(y,x)− ‖y(τ)− y‖ ≥ d(y,x)− 1
2
t.
So, from (5.9) and (5.10) we conclude (5.4). 
6. L2(dw)-bounds for square functions
By straightforward calculations (see [24, Lemma 3.1]) we have
(6.1) Γ(f, g)(x) = 〈∇f(x),∇g(x)〉+
∑
α∈R
k(α)
2
(f(x)− f(σα(x)))(g(x)− g(σα(x)))
〈α,x〉2 .
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Observe that Γ(φt∗f, φt∗f)(x) is the sum of nonnegative functions. Using (1.1), (1.2), (2.8),
and Plancherel’s formula (2.11) together with (2.12) we get
‖gΓ,φ(f)‖2L2(dw)
=
1
2
∫ ∞
0
t2
∫
∆k((φt ∗ f)(φt ∗ f)− φt ∗ f∆k(φt ∗ f)− φt ∗ f∆kφt ∗ f dw dt
t
=
∫ ∞
0
∫
t2|∇kφt ∗ f(x)|2dw(x)dt
t
=
∫ ∞
0
∫
t2‖ξ‖2|Fφ(tξ)|2|Ff(ξ)|2dw(ξ)dt
t
=
∫
cφ(ξ)|Ff(ξ)|2 dw(ξ),
(6.2)
where
(6.3) cφ(ξ) =
∫ ∞
0
t2‖ξ‖2|Fφ(tξ)|2 dt
t
is a bounded homogeneous of degree 0 function which is C∞ away from the origin. Using
the Plancherel identity (2.11) again we obtain
(6.4) ‖gΓ,φf‖L2(dw) ≤ C‖f‖L2(dw).
For α ∈ R let
SK{α}f(x) =
(∫ ∞
0
|K{α}t f(x)|2
dt
t
)1/2
,
where K
{α}
t is defined by (5.1). By (6.1) we have
(6.5) gΓ,φ(f)(x)
2 = S∇,φf(x)
2 +
∑
α∈R
k(α)
2
SK{α}f(x)
2.
Since
tTjφt ∗ f(x)− t∂jφt ∗ f(x) =
∑
α∈R
k(α)
2
αjK
{α}
t f(x),
we obtain the pointwise bounds
(6.6) S∇,φf(x) + S∇k,φf(x) +
∑
α∈R
k(α)
2
SK{α}f(x) ≤ CgΓ,φf(x),
(6.7) gΓ,φ(f)(x) ≤ C
(
S∇k,φf(x) +
∑
α∈R
k(α)
2
SK{α}f(x)
)
.
Consequently, by (6.4) and (6.6),
(6.8) ‖S∇,φf‖L2(dw) + ‖S∇k,φf‖L2(dw) +
∑
α∈R
k(α)‖SK{α}f‖L2(dw) ≤ C‖f‖L2(dw).
For ψ ∈ S(RN ) such that ∫ ψ(x) dw(x) = 0 we consider the square function
Sψ(f)(x) =
(∫ ∞
0
|ψt ∗ f(x)|2dt
t
)1/2
.
Let
c˜ψ(ξ) =
∫ ∞
0
|Fψ(tξ)|2dt
t
.
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Obviously, c˜(ξ) is a bounded homogeneous of degree 0 function which is C∞ away from
the origin. It can be proved using the Dunkl transform (see (6.2)) that
(6.9) ‖Sψ(f)‖2L2(dw) =
∫
|Ff(ξ)|2c˜ψ(ξ) dw(ξ) ≤ C‖f‖2L2(dw).
We finish this section by writing the following easily proved identities (cf.(6.2) and (6.9)):∫
RN
∫ ∞
0
t2Γ(φt ∗ f, φt ∗ g)(x)dt
t
dw(x) =
∫
RN
Ff(ξ)Fg(ξ)cφ(ξ) dw(ξ),(6.10)
(6.11)
∫
RN
∫ ∞
0
t2〈∇k(φt∗f)(x),∇k(φt∗g)(x)〉dt
t
dw(x) =
∫
RN
Ff(ξ)Fg(ξ)cφ(ξ) dw(ξ),∫
RN
∫ ∞
0
ψt ∗ f(x)ψt ∗ g(x)dt
t
dw(x) =
∫
RN
Ff(ξ)Fg(ξ)c˜ψ(ξ) dw(ξ).(6.12)
7. Upper Lp(dw) bounds for square functions
In this section we prove Theorem 1.1. To this end, by (6.6) and (6.7), it suffices to
establish that for every 1 < p <∞ and α ∈ R the square functions S∇k,φ, SK{α}, and Sψ
are bounded on Lp(dw). The L2(dw)-bounds of the functions are guaranteed by (6.8)
and (6.9). Obviously,
S∇k,φf(x)
2 =
N∑
j=1
Sψ{j}(f)(x)
2,(7.1)
where ψ{j} = Tjφ. Recall that Tjφ ∈ S(RN ),
∫
Tjφ dw = 0. By Lemma 4.3, Proposition
4.4, Lemma 5.1, and Proposition 5.2, the associated kernels K
{j}
t (x,y) = ψ
{j}
t (x,y),
K
{α}
t (x,y), and Kt(x,y) = ψt(x,y) satisfy (3.11)–(3.13). Applying Theorem 3.2, we get
the required bound
‖Sψ{j}f‖Lp(dw) + ‖SK{α}f‖Lp(dw) + ‖Sψf‖Lp(dw) ≤ Cp‖f‖Lp(dw).
8. Lower bounds for the square functions
In this section we prove Theorem 1.2. We start by proving (1.5). Recall, that by our
assumption, the function Fφ is not identically zero along any direction (see (1.4)). Hence
the function cφ defined by (6.3) is C
∞ away from the origin, homogeneous of degree 0,
and satisfies 0 < C−1 ≤ cφ(ξ) ≤ C for certain C > 0. Hence, Theorem 1.2 of [10] asserts
that for every 1 < q <∞, the Dunkl multiplier operator
f 7→ Tcφf := F−1(cφ(ξ)Ff(ξ)),
initially defined on Lq(dw) ∩ L2(dw), is bounded on Lq(dw), invertible on Lq(dw), and
its inverse is of the form f 7→ T1/cφf . Using the Plancherel identity (2.11), we get
‖f‖Lp(dw) = sup
g∈S(RN ),‖g‖
Lp
′
(dw)
≤1
∣∣∣ ∫ f(x)g(x)dw(x)∣∣∣
= sup
g∈S(RN ),‖g‖
Lp
′
(dw)
≤1
∣∣∣ ∫ Ff(ξ)Fg(ξ)dw(ξ)∣∣∣
= sup
g∈S(RN ),‖g‖
Lp
′
(dw)
≤1
∣∣∣ ∫ Ff(ξ)F(T1/cφg)(ξ)cφ(ξ) dw(ξ)∣∣∣.
(8.1)
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Note that all the integrals are convergent, since all the functions f , g and T1/cφg belong
to L2(dw). From (6.11) and (8.1) we conclude
‖f‖Lp(dw) = sup
g∈S(RN ),‖g‖
Lp
′
(dw)
≤1
∫ ∫ ∞
0
t2〈∇k(φt ∗ f)(x),∇k(φt ∗ (T1/cψg))(x)〉
dt
t
dw(x)
≤ sup
g∈S(RN ),‖g‖
Lp
′
(dw)
≤1
‖S∇k,φ(f)‖Lp(dw)‖S∇k,φ(T1/cφg)‖Lp′(dw)
≤ Cp′ sup
g∈S(RN ),‖g‖
Lp
′
(dw)
≤1
‖S∇k,φ(f)‖Lp(dw)‖T1/cφg‖Lp′(dw)
≤ C‖S∇k,φ(f)‖Lp(dw),
which completes the proof of (1.5).
The proof of (1.6) is identical to that of (1.5) and uses (6.12). Now (1.7) follows from
(6.7) and (1.5).
9. Proof of Corollary 1.3
By direct calculations we have
(
t
d
dt
φt
)
(x) = −Nφt(x)−
N∑
j=1
t−N
xj
t
φ(x/t) = ψt(x),
where
ψ(x) = −Nφ(x)−
N∑
j=1
xj(∂jφ)(x).
Clearly, ψ ∈ S(RN ). Moreover, by (2.3), we get∫
RN
(
t
d
dt
φt
)
(x) dw(x) = t
d
dt
∫
RN
φt(x) dw(x) = 0,
so
∫
RN
ψ(x) dw(x) = 0. Consequently,
(9.1) S∇t,φf(x) = Sψf(x)
and (1.8) follows by Theorem 1.1. To prove (1.9) we note that for any t1 > 0 and ξ ∈ RN ,
ξ 6= 0, we have∫ ∞
t1
(Fψ)(tξ) dt
t
=
∫ ∞
t1
(Fψt)(ξ) dt
t
=
∫ ∞
t1
d
dt
(Fφt)(ξ) dt = −Fφ(t1ξ).
Since (Fφ) satisfies (1.4), there is t1 > 0 such that
∫∞
t1
(Fψ)(tξ) dt
t
6= 0. So (Fψ) is not
identically zero along the direction of ξ. Thus (1.8) follows by (9.1) and Theorem 1.2.
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