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This thesis develops, tests, and analyzes new computational methods for the
simulation of neutral particle radiation interacting with a material. The field in which
the physics of particle-matter interactions are considered is commonly referred to as
radiation transport. Computational simulations of radiation transport are necessary
in many applications, including medical imaging, radiation dose calculations (in a
human or other “detector”), radiation shielding, fission and fusion simulations, and
radiative heat transport. Radiation transport is not limited to neutral particles, but
the methods discussed in this thesis are so restricted, as the mathematical models
we shall use do not include terms that represent charge repulsion or attraction.
However, neutrons, photons, and more recently, neutrinos in core-collapse supernovae
are all believed to be adequately represented by a neutral particle radiation transport
equation with differences in how the particles are coupled to the background medium.
The original transport equation, due to Boltzmann [1], describes the nonlinear
transport processes of rarefied gas molecules interacting with each other. The ra-
diation transport equations for other neutral particles are similar in form but make
assumptions that lead to the deletion and addition of certain physical terms in Boltz-
mann’s transport equation. It is usually assumed that the neutral particles do not
interact with each other [2]. The neutral particles instead interact with the atoms of a
background material, with which they may (for example) scatter, become absorbed,
or cause a fission. The transport equations we shall consider do not account for
stochasticities in the material or particle densities, although these are also active ar-
eas of research. The particles are considered as points, and Newtonian (non-quantum,
non-relativistic) descriptions of the mechanics are employed with minor exceptions.
Particle collisions are considered to be instantaneous. Additionally, we only consider
particle transport in isotropic materials, or materials which “look the same” from all
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directions.
There are at least two substantial reasons why simulating radiation transport is
a difficult undertaking. The mathematical description of the particle density exists
in a high-dimensional phase space, and the equation that describes this density may
take substantially different characters in different regions of this phase space. Gen-
erally, the particle density is a function of seven independent variables: three for
position, two for the direction of flight, one for energy, and one for time. Computa-
tionally resolving all of these dimensions on a spatial, temporal, angular, and energy
grid requires substantial storage, even without considering the solution methodol-
ogy. Additionally, even a relatively simple transport equation – the linear, neutron
transport equation – is integro-differential, and its character can change widely in
different material regimes. For instance, if the material interaction probability is
high, absorption is weak, and there are no radiative sources nearby, the equation
can be approximated by a time-dependent diffusion equation, which is a parabolic
partial differential equation (PDE). If this same problem is in steady-state, then the
equations form an elliptic PDE. Finally, if the interaction probabilities are very low
and there are nearby sources, the equation is dominated by particle “streaming,”
which is described by a hyperbolic PDE. Textbooks on numerical methods for the
solution of PDEs are typically divided into chapters devoted to particular methods
for each of these cases; these three cases alone are difficult enough to substantiate
wholly separate numerical solution approaches. Thus, the linear radiation transport
equation is rich with physical and mathematical subtlety, and as such, it is probably
impossible to create a single computational method that can efficiently capture all
its character. Most computational methods must settle for capturing a portion of
the equation’s character or risk being fraught by complexity or inefficiency.
Broadly speaking, there are two problem classifications that naturally emerge
from the physics of particle-material interactions: linear and nonlinear. In a linear
particle transport problem, the radiation particles do not affect the background ma-
terial in such a way that the probabilities of interactions change during a time scale
of interest, and the particles do not interact with each other. The latter assumption
can be valid when the density of radiation particles is many orders of magnitude
less than the density of the background material. Situations like this occur in ra-
diation shields, in source-detector problems, and in nuclear reactors that are in a
steady state. These problems are completely specified by equations involving a sin-
gle unknown for the radiation particle density; an example of which is the neutron
transport equation without temperature feedback. By contrast, a nonlinear trans-
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port problem has terms that include particle-particle interactions and/or materials
that change their interaction probabilities over time scales of interest. Examples of
nonlinear models include the neutron transport equation with temperature feedback
and the thermal radiative transport (TRT) (or photon transport) equation in high-
temperature materials. Most simulation methods particular to the field of nuclear
engineering are directly applicable to linear problems. In many cases they are also
applied to linearized versions of the nonlinear problems.
1.1 Linear Transport Solution Methodologies
Two fundamentally different computational approaches exist to simulate linear
radiation transport equations, each with well-established schools of thought, advan-
tages, and disadvantages. They are deterministic methods and Monte Carlo, or
stochastic methods. More recently, hybrid deterministic-Monte Carlo methods have
combined these approaches to increase the efficiency of Monte Carlo calculations. In
this section we present a brief description and history of each of these methods and
their applications to linear transport problems.
Deterministic methods entail the discretization of the entire problem domain on
phase space grids. The solution is then represented on these subdomains, and a
typically large, discrete, linear system of coupled equations is generated and solved.
Representing the solution on these subdomains is a topic unto itself. For example, in
the spatial variable, one may choose from finite element or finite volume representa-
tions; in the angular term, discrete ordinates or spherical harmonics expansions are
frequently used. Once a decision has been made as to how to represent the discretized
system, the resulting system of equations is“determined,”and a numerical solution of
this system produces the global estimate of the radiation field. Here, “global” means
“over all of phase space.” The property that deterministic solutions are inherently
global is one of the advantages of deterministic methods. However, truncation errors
are introduced in the discretization process, or in any approximation made to reduce
the number of equations to a level amenable for computation. Many practitioners of
deterministic methods continue to look for ways to quantify these errors [3] [4]. Also,
it has not always been known whether a particular deterministic method will main-
tain its accuracy in all problem regimes. For instance, in thick, diffusive problems it
may become impractical to impose spatial grids on the order of a mean free path of
particle flight (this imposition is often necessary to maintain accuracy). Now, anal-
ysis tools are available to deduce whether or not a particular deterministic method
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will be accurate in the limit of thick, diffusive systems [5]. The hope is that if a
particular deterministic method is accurate in the thick, diffusive limit and the thin,
streaming limit, then it will be accurate elsewhere.
Another limitation of deterministic methods is that direct matrix inversions of the
large, linear system are prohibitively inefficient; consequently, iterative procedures
must be used. The most straightforward iterative procedures can converge very
slowly, hence a host of acceleration schemes have been developed. An excellent
overview of modern deterministic methods and some of their acceleration schemes is
provided in references [6] and [7].
A further limitation of deterministic methods that has emerged more recently is
their weak parallel scalability, which refers to the ability of a computational method
to require less wall-clock time as the number of computer processors is increased.
Currently, any deterministic method that involves a discretization of the angular
variable suffers from weak parallel scalability – instead of the wall-clock time de-
creasing proportionately as the number of processors is increased, after a moderate
number of processors are employed, the return from increasing the number of pro-
cessors becomes marginal. This is significant in that many supercomputers today
involve thousands, or even hundreds of thousands of processors. Enhancing the par-
allel scalability of deterministic methods, even at the expense of serial performance,
is another area of active research [8] [9] [10].
Linear radiation transport equations have a well-known Monte Carlo interpreta-
tion and a rich history. Several references are available that provide the Monte Carlo
method its mathematical foundation and apply it to certain linear, transport prob-
lems [11] [12] [13]. Monte Carlo methods exploit pseudo-random number sequences
to simulate the discrete interactions of individual radiation particles with the back-
ground material. If the interactions of the Monte Carlo particles directly follow the
mechanics of physical particles, then the simulation is designated an analog Monte
Carlo method. Typically, many fewer Monte Carlo particles are simulated than the
amount that occur in the physical problem; consequently, each Monte Carlo particle
represents some multiple of physical particles. In an analog Monte Carlo method,
this multiple is fixed. If a sufficiently large number of particles are simulated with
their behaviors tabulated, then one can obtain estimates of their average behavior.
It is possible to show via the central limit theorem that the expected error in these
estimates – the standard deviation of the sample mean – is reduced by a factor pro-
portional to 1/
√
N , where N is the total number of particles simulated. This means
that in the limit as N → ∞, Monte Carlo methods converge to the exact solution
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of the linear transport problem, assuming that the underlying system is represented
exactly. More practically, if one predetermines an acceptable level of error, it is then
possible to probabilistically estimate a number of histories such that the solution
is within this error tolerance (this number must be determined during the calcu-
lation or after a trial calculation, in which an estimate of the largest coefficient of
1/
√
N is generated throughout the solution region). However, the necessary number
of histories may be too large for efficient computation. Monte Carlo methods also
have the advantage that if the problem phase space can be represented on a single
computer, than the parallelization is trivially and strongly scalable. Even if this is
not the case, it is frequently possible to decompose the domain of the problem onto
separate computers and maintain some degree of parallel scalability. Monte Carlo
methods also suffer no theoretical restrictions in the expression of the underlying
problem geometry, whereas deterministic methods may have difficulties adequately
representing curved surfaces due to the regularity of the spatial grid. Analogously,
energy and angular discretizations are not necessary if the continuum physics are
suitably representable.
Monte Carlo methods are frequently applied to local problems, or problems in
which the solution is desired in a small fraction of the total phase space. A classic
example of this is a source-detector problem, in which a single detector sits far away
from a radiation source, and the detector’s response to the radiation is desired. By
contrast, in a global problem, the solution is desired throughout the entire problem
phase space. For local problems especially, variance reduction techniques have been
devised in which a more accurate (lower variance) estimate of the problem solution
is obtained with fewer particle histories. These techniques introduce more computa-
tional overhead per history, but, if employed properly, the overall variance reduction
more than compensates for the additional overhead.
Variance reduction techniques for local problems generally exploit the locality of
the solution phase space to increase the efficiency of each history. If we consider a
source-detector problem, then the detector and the regions containing the flight paths
of particles that are most likely to journey to the detector are important, whereas re-
gions far removed from these flight paths are not. In this problem, the variance in the
detector response may be reduced by ensuring that Monte Carlo particles follow these
flight paths with a high probability, but without biasing the mean of the solution.
Methods such as these are termed nonanalog, since the Monte Carlo particles are
not transported according to the same principles as do the physical particles. This
is typically achieved by introducing the concept of particle weight, whereby Monte
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Carlo particles are allowed to represent a variable fraction of physical particles. It
is then possible to attempt to restrict the particle weights to some optimal value
by effectively combining low weight particles to become average-weight (rouletting)
and by splitting large weight particles into average-weight particles. Employing the
mechanisms of splitting and rouletting in concert is termed weight windows. How-
ever, determining the proper average weight throughout the problem phase-space
requires much trial-and-error and an experienced, patient code user to adjust the
parameters to an acceptable level. It is sometimes possible to automatically and dy-
namically adjust these parameters during the Monte Carlo calculation [14]. We note
that variance reduction is not confined to weight windows; many other techniques
are available [2] [12] [13].
Variance reduction techniques for global problems that do not rely on a separate,
deterministic calculation are meager, and Monte Carlo is not often used in global
problems that have a highly varying problem solution; i.e., Monte Carlo is typically
only applied to relatively thin global problems. Only the technique of “implicit
capture” (also known as absorption weighting or survival biasing) is used. In this
technique, particles are not allowed to undergo absorptions, rather, their weight is
changed by the fraction that scatters during a collision event. This technique extends
the lives and flight paths of the particle histories, but it is frequently not sufficient
to generate accurate solutions in regions far away from particle sources.
Within the last 15 years, Monte Carlo methods for local problems have found
success by employing a deterministic calculation to automatically set the Monte Carlo
biasing parameters. In this thesis we refer to such schemes as hybrid deterministic-
Monte Carlo methods. For instance, it has been shown that the “important” regions
of a source-detector problem are proportional to the inverse of the adjoint solution,
in which the detector region is employed as an adjoint source term [15]. Hybrid
approaches exploit this fact by employing a deterministic calculation to obtain a
global estimate of the adjoint solution, and then setting the inverse of the adjoint
solution as the center of a weight window in a Monte Carlo calculation. It is not
necessary to obtain a highly accurate adjoint solution, but generally, more accurate
deterministic solutions yield more efficient Monte Carlo calculations.
The development of hybrid deterministic-Monte Carlo methods is recent, and with
few exceptions [16], limited to local problems. Yet it is easy to conceive of global
problems of interest to a Monte Carlo user: a source-multiple-detector problem, a
shielding problem requiring internal heating rates, or a radiation dose estimate for a
hospital wing, for example. In these problems, the radiation population varies over
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regions of phase space by so much that traditional Monte Carlo methods falter: they
could take lifetimes to reduce the problem-wide variance to an acceptable level. As of
this writing, the only hybrid, global method available remedies this by setting weight
windows according to a deterministic estimate of the forward solution [16] [17]. This
method, developed by Cooper and Larsen, has been shown to potentially be orders of
magnitude more efficient than Monte Carlo with implicit capture, which is the only
variance reduction method currently available for global problems. In his thesis,
Cooper considered steady-state, 2-D, energy-independent, linear neutron transport
problems and 1-D, gray, nonlinear thermal radiative transfer (TRT) problems. One of
the new contributions in this thesis will be an extension and modification of Cooper’s
method to more complicated problems described by the 1-D, frequency-dependent,
nonlinear TRT equations.
1.2 A Nonlinear Transport Problem
The TRT equations describe the heating and cooling of a material through which
high-energy photons pass. These equations are nonlinear because the photon radia-
tion is strongly coupled to the temperature of the background material. Physically,
it becomes necessary to model radiative transport when material temperatures are
so high that the radiative term dominates the convective and conductive heat trans-
fer terms, or else when an external source of radiation dominates the heat transfer.
Such situations occur in stellar atmospheres, plasma experiments, and the cooling
of certain materials. The physical processes are described by a system of nonlinear
equations with two unknowns: the radiative intensity and the material temperature
(we assume that the material is well-described by a temperature, i.e., that it is in
local thermodynamic equilibrium). The equations are coupled by absorptive and
emissive terms – the material cools through the emission of photons in accordance
with a Planckian frequency spectrum, and is heated by the absorption of photons. In
the limit of small material heat capacities, the nonlinear transport equation reduces
to a simpler linear transport equation.
In addition to the nonlinearity complications, the interaction coefficients of TRT
can be strong functions of space and frequency. The probability of an absorption, for
instance, can vary by many orders of magnitude over the range of photon frequen-
cies, and it is typical to find dense and thin regions in the same problem. There-
fore, many problems contain distinct regions in which the equations take hyperbolic
and parabolic characters, and it is difficult to construct a comprehensive numerical
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method that adequately handles both of these behaviors. Also, TRT problems are in-
herently global, so solution methods have historically been restricted to deterministic
methods and to global Monte Carlo methods that historically have limited variance
reduction capabilities. Finally, solution methods for the TRT equations have the
added burden of conserving the total system energy. Altogether, this makes the
computational simulation of the TRT equations a formidable task.
The state-of-the-art in both deterministic and Monte Carlo methods for solving
the nonlinear TRT equations involves linearizing the equations over a time step
and solving the resultant, linear system during that time step. Performing this
linearization incurs a linearization error during the time step, but it enables the
utilization of a large portion of the existing arsenal of linear deterministic and Monte
Carlo methods. Nonlinear (or, more precisely, semi-linear) solution schemes do exist
[18], but they are not widely employed in practical problems. In this thesis we only
consider methods that involve a linearization procedure within each time step.
The design of a deterministic method to solve the frequency- and temperature-
dependent TRT equations that (i) considers an angular discretization, (ii) correctly
maintains the thick, diffusive limit when the spatial grid near the boundary (the
boundary layer) and interfaces is not adequately resolved, and (iii) may be efficiently
run on a modern computing machine remains an active area of research [19] [20].
Spatially resolving all of the boundary layers in a complex, multidimensional prob-
lem generally leads to a system of unknowns that is too large for solution, even on
modern supercomputers. Therefore, most deterministic methods make a diffusion
approximation, eliminating the angular variable. This is done at the expense of ac-
curacy in thin regions and in regions near sources or interfaces. However, a diffusion
version of the TRT equations is considerably easier to solve and to parallelize than
the angle-discretized TRT equations.
The classic method of choice for Monte Carlo practitioners is due to Fleck and
Cummings, and is known as the Implicit Monte Carlo (IMC) method [21]. The IMC
method makes approximations to the TRT equations that create a linear transport
equation that is valid over a time step, and for which a Monte Carlo interpretation
is well-known. However, TRT problems are usually global, as opposed to local in
nature. For instance, a standard test problem is the so-called “Marshak wave,” in
which an initially cold material is suddenly subjected to a hot, isotropic wave of
photons, and the propagation of the wave front is desired. Since the interaction
coefficients depend strongly on the temperature, which is itself dependent on the
radiation, reducing statistical noise becomes a paramount issue. However, in the
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vicinity of the wavefront, the photon population is a rapidly decreasing function; it
can fall by several orders of magnitude. Because traditional variance reduction tech-
niques such as particle splitting and Russian roulette have not been readily available
to an IMC calculation (as these rely on a suitable estimate of the average particle
weight), the result has been that the statistical confidence in solutions near the wave-
front can also decrease rapidly in the vicinity of the wavefront. To achieve adequate
statistical resolution in spatial regions that contain exponentially small photon pop-
ulations, it can become necessary to greatly increase the number of IMC particles
simulated, which can lead to prohibitively long computation times. Consequently,
traditional IMC has been effective only on problems in which other approximations
have been made to limit the size of phase space. It is worth noting that alternative
Monte Carlo formulations of the TRT equations exist that make fewer approxima-
tions than IMC [22] [23] [24]. We shall not consider these in detail, but we remark
that these may be expected to encounter the same difficulties that the IMC method
faces regarding Monte Carlo calculations for global problems.
Improvements in global variance reduction methods could mitigate the need for
vastly-increased costs in computation times for global Monte Carlo problems that
contain spatial regions that are sparsely populated by photons. The extension of an
existing global method for transport problems [16] will be a topic we consider in this
thesis. Historically, this has not been the approach to reduce the computation times
in IMC calculations. Most of the performance enhancements to the IMC equations
have introduced an approximate, but much more efficient treatment of the spatial
regions that are determined to be highly diffusive [25] [26]. Despite the introduction
of approximations, these methods have proven to be sufficiently accurate provided
that the parameters that “turn them on” during the IMC calculation are properly
chosen. We anticipate that these types of enhancements should be compatible with
improvements in global variance reduction techniques.
Besides the difficulties that are a characteristic of any Monte Carlo method ap-
plied to a global problem, the IMC method is known to produce unphysical solutions
when a sufficiently large time step is used [27] [28] [29]. However, little attention has
been given to the stability characteristics of the IMC equations. Most of the existing
literature has centered upon the accuracy of the IMC equations based upon analyses
of physically-limiting conditions of the TRT equations. Larsen and Mercier [27] found
an upper limit on the size of the time step that ensures that the IMC equations sat-
isfy a “maximum principle” that the underlying TRT equations satisfy. Larsen and
Densmore [28] also established that the IMC equations do not obtain the correct
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asymptotic equilibrium diffusion limit. Gentile has observed that the IMC equa-
tions applied to a 0-D, nonlinear problem tend to produce temperature solutions
that overshoot the equilibrium condition at early times [30]. Martin and Brown [29]
analyzed the temporal convergence rate of the IMC equations applied to a 0-D, lin-
ear problem, and demonstrated the presence of unphysical, damped oscillations in
some of their numerical results. Mosher and Densmore [31] extended the results of
Martin and Brown to derive stability and monotonicity conditions on α and the size
of the time step for the IMC equations applied to a 0-D, gray, and linear problem.
However, there have been no attempts to analyze the stability characteristics of the
IMC equations applied to a nonlinear or spatially-dependent problem; Mosher and
Densmore’s paper is the only contribution to the literature that addresses stability
characteristics of the IMC equations.
Two fundamental sources of inaccuracies arise during the derivation of the IMC
equations. One concerns the treatment of the nonlinear, temperature-dependent
problem data. To avoid solving a system of nonlinear equations or introducing a
costly iteration procedure, these data are approximated throughout the time step by
freezing their value at the beginning of the time step. This introduces an error into the
calculation that is proportional to the size of the step. Another source of inaccuracy
necessitates the introduction of a user-defined parameter α. This parameter is a
“knob” that may be adjusted between the values 0.5 and 1 with the implication
that using α = 0.5 should provide more accurate solutions for smaller time steps.
However, Fleck and Cumming point out that using α < 1 can introduce unphysical
temporal oscillations into the temperature solution [21]. Consequently, in modern
computational implementations of the IMC equations, α is usually chosen to be unity.
1.3 Proposed Work and its Impact
In this thesis we re-present, analyze, and consider alternative, more accurate,
and more efficient treatments of the IMC equations. We begin by presenting an clear
derivation of the IMC equations from the TRT equations by pointing out precisely
when and why approximations are made. We discuss the effects of these approxi-
mations, and we present a new analysis that indicates the conditions under which
the IMC equations can guarantee positive temperature solutions. We also explicitly
provide the IMC equations with a Monte Carlo interpretation; this is a task that has
never been formally implemented. Although these topics occur in a chapter that is
introductory in nature, our intent is to provide a better foundation than the current
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literature provides. Additionally, a solid understanding of the IMC equations and
their derivation is necessary to understand the motivation of the enhancements we
propose in later chapters.
We introduce a dimensionless form of the 1-D, gray, nonlinear TRT equations that
are scaled about a specified equilibrium condition. This scaling of the TRT equations
is an extension of a previous scaling of a linear problem due to Su and Olson [32].
The scaled TRT equations are simpler to analyze than the original equations, and
the dimensionless parameters contained in them have physical significance.
Using the dimensionless form of the 1-D, gray, nonlinear TRT equations, we
develop a linear stability theory for the IMC equations applied to a nonlinear prob-
lem described by physically representative choices of temperature-dependent problem
data. As mentioned above, with the exception of a single paper that defines the con-
ditions under which temperature solutions are monotonic with respect to time for
0-D, gray, linear problems [31], there has been no theory to determine when the
IMC equations may be expected to produce non-physical, numerically oscillatory
temperature solutions. Our theory is not based upon those results, but it does suc-
cessfully reproduce and verify them. Furthermore, we demonstrate rigorously that
the IMC equations are unconditionally stable for gray, nonlinear, 1-D problems, and
we further demonstrate the conditions under which the temperature solutions are
susceptible to damped temporal oscillations. We use the stability theory to derive
monotonicity conditions on the time step size for the temperature solution of the
1-D, gray, nonlinear IMC equations. We numerically test the stability theory on a
series of 0-D and 1-D gray, nonlinear problems to demonstrate its range of applica-
bility. These simulations show that our stability theory goes much farther than any
previous effort to characterize the numerical properties of IMC solutions.
Using our 1-D stability theory, we demonstrate numerically and analytically that
the most oscillatory temperature solutions may be expected for problems that con-
tain very slowly-varying spatial solutions (small Fourier modes). This implies that
0-D problems are representative of the numerical “worst case” scenarios for a given
linearization of the TRT equations over a time step (such as the IMC equations).
We capitalize on this property by developing a simpler, 0-D version of the linear sta-
bility theory and presenting it as a simple-to-use algorithm for rapidly determining
the efficacy of a proposed linearization of the TRT equations. This 0-D stability
algorithm is one of the more powerful methods presented in this thesis, and it is
used extensively in later chapters on both Monte Carlo and deterministic methods.
Using it, we prove that the IMC equations applied to a linear problem can also pro-
11
duce damped, oscillatory temperature solutions. This demonstrates that damped
temporal oscillations are a fundamental deficiency of the IMC equations; they are
not due to the approximate treatment of the temperature-dependent problem data.
We also use the 0-D stability algorithm to assess the validity of a proposed, sim-
plified deterministic treatment of the TRT equations, two modifications of the IMC
equations, and we discuss previously proposed alternative linearizations of the TRT
equations intended for Monte Carlo solution techniques. In two of these cases (one is
described in Chapter VI, one in Appendix A), the 0-D stability theory predicts that
the methods are only conditionally stable, which is surprising given that they are
both closely related to other, unconditionally stable methods. Because the theory is
relatively simple to apply, but can produce results that are unexpected, we believe
that it should be of value to anyone interested in proposing new time discretizations
and/or linearizations of the TRT equations applied to gray, linear or nonlinear prob-
lems. Our 0-D stability theory successfully reproduces, but is not based upon, the
monotonicity conditions given by Mosher and Densmore [31]. It is also more general
in that it is directly applicable to nonlinear problems and methods other than IMC.
After discussing the stability and accuracy limitations of the traditional form of
the IMC equations at length, we introduce two proposed modifications to them to
improve their accuracy. The first modification addresses the inaccuracies that arise
due to the approximate treatment of the temperature-dependent problem data in the
IMC equations, which are frozen at the beginning of the time step tn ≤ t ≤ tn+1. We
argue that a better treatment would be to evaluate these data at a properly-averaged
temperature T∗ that is internal to the time step (T∗ is the temperature evaluated at
time t∗ where tn ≤ t∗ ≤ tn+1). To generate T∗, however, it is necessary to obtain an
estimate of the temperature at the end of the time step, Tn+1. To do this, we propose
a new, gray, Quasidiffusion method to be solved by a relatively simple and inexpen-
sive deterministic procedure. This Quasidiffusion method is intended to be used in
tandem with a more detailed transport calculation in the following manner. During a
time step tn−1 ≤ t ≤ tn, a frequency-dependent transport calculation such as IMC is
carried out. Throughout the calculation, certain problem data are averaged over fre-
quency and angle. These data are then provided to the new Quasidiffusion method,
which uses them to estimate Tn+1 for the upcoming time step tn ≤ t ≤ tn+1. The
average temperature T∗ is generated and passed to the frequency-dependent trans-
port algorithm, which then uses it to evaluate the temperature-dependent problem
data. The transport algorithm then produces solutions over the same time step
tn ≤ t ≤ tn+1 using the more accurate problem data, and produces a new solution
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of Tn+1 that supersedes the solution generated by the deterministic Quasidiffusion
method. We numerically show that the use of this temperature-estimation method
generally leads to much more accurate solutions of the IMC equations for 1-D gray
or frequency-dependent, nonlinear problems. Alternatively, we also motivate the use
of the temperature-estimation method to obtain an adaptive estimate of the proper
time step size, or to potentially accelerate a deterministic transport calculation. The
gains in accuracy demonstrated through the numerical solutions of 0-D and 1-D, gray
and frequency-dependent Marshak wave problems suggest that the method merits
serious further attention and development. Additionally, nothing precludes the use
of this method with the other enhancements proposed in this thesis.
The other modification to the IMC equations that we propose removes the neces-
sity of the user-defined parameter α, and it creates a more accurate system of IMC
equations that contain a nuance in their implementation: the use of a time-dependent
“Fleck factor.” We call this modification to the IMC equations the IMC-TDF equa-
tions (IMC equations with a Time-Dependent Fleck factor). The traditional Fleck
factor fn is a parameter in the IMC equations that satisfies 0 ≤ fn ≤ 1 and is defined
by problem data evaluated at time tn and the user-supplied parameter α. It controls
the validity of the IMC linearization with respect to some of the underlying problem
physics. For example, in a Monte Carlo procedure to solve the IMC equations, the
Fleck factor dictates the time-distribution of photons emitted due to particles held
in the radiation at time tn. Because this term is constant in the IMC equations, the
time-distribution of the source particles is uniform over the time step tn ≤ t ≤ tn+1.
However, from physical arguments, it is possible to show that the proper time dis-
tribution of these source particles should be an exponential. The time-dependent
Fleck factor fn(t) employed in the IMC-TDF equations remedies this. Also, it is not
necessary to introduce any user-defined parameters (such as α) into the IMC-TDF
equations. From another perspective, we show that fn(t) (in a certain sense) provides
an adaptive determination of the parameter α. We discuss the differences in com-
putational implementations between the IMC and IMC-TDF equations, and show
that they are minor. We numerically demonstrate that solutions of the IMC-TDF
equations are generally more accurate than solutions of the IMC equations. However,
this increase in accuracy comes at an increase in cost, as the IMC-TDF equations
require the evaluation of exponentials and logarithmic terms that do not exist in the
IMC calculation. Also, we show that due to certain properties of fn(t), the cost of
the calculation can become relatively prohibitive as compared with a corresponding
IMC calculation if sufficiently large time steps are used. However, we also motivate
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some possible remedies for the increase in cost which should not substantially affect
the increase in accuracy obtained using the IMC-TDF equations. Because the imple-
mentational differences between the IMC and IMC-TDF equations are so minor, and
because the modification improves the accuracy of the IMC equations, we believe
that the method should be further examined.
To increase the efficiency of IMC calculations, we propose a modification and
extension of the hybrid global weight window method due to Cooper and Larsen [16]
[17]. Cooper’s method consists of using a deterministic Quasidiffusion calculation to
obtain an estimate of the forward radiation solution. The weight windows in a subse-
quent Monte Carlo calculation are then chosen to be proportional to the forward solu-
tion.1 In Cooper’s thesis, the focus is primarily on 2-D, energy-independent neutron
transport problems, for which large gains in efficiency are numerically demonstrated.
The latter chapters of his thesis demonstrate an extension of his method to 1-D,
gray TRT problems solved using the IMC equations. The numerical results of these
chapters are good, but not as compelling. Furthermore, the Quasidiffusion equations
that he derives cannot easily be extended to account for frequency-dependence, there
is a nuance in how the method described in his thesis should be applied to problems
with energy or frequency dependence, and it is not clear that his approach rigorously
conserves energy.
We derive a new set of gray Quasidiffusion equations that depend upon the IMC
solution of a frequency-dependent problem over the previous time step – the same
equations used to generate T∗ in the temperature estimation algorithm discussed
above and in Chapter V. We argue that the proper choice of weight windows should
be frequency-independent, not frequency-dependent as is implicated in a straight-
forward application of Cooper’s method. This simplifies the overall calculation and
should produce much more efficient solutions. We also define the method such that
it rigorously conserves energy when Russian roulette is used. We present a logical
enhancement to the weight window that increases its efficiency in Marshak wave
problems. In numerical tests on gray and frequency-dependent Marshak wave prob-
lems, we demonstrate that our method can be over an order of magnitude more
efficient than a corresponding IMC calculation. We note that comparisons of effi-
ciency between differing Monte Carlo methods are performed using a metric called
1In steady-state problems, Cooper recommends an iterative refinement scheme that updates
the accuracy of the Quasidiffusive parameters. In such a scheme, the Monte Carlo calculation
is periodically stopped, the Quasidiffusion solution is recalculated, and the weight windows are
updated. In time-dependent problems, we do not consider this enhancement.
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where R is the (possibly spatially-, angular-, time-, and frequency-dependent) relative
statistical error of a quantity of interest, and Tcpu is the amount of computational
time required by the Monte Carlo method. The FOM includes a combination of
the relative error and the computational time because the desired properties of a
highly efficient Monte Carlo method are small errors in relatively little time. Thus,
methods that take the same amount of time but have higher errors, or methods that
finish quickly but have large errors, are deemed less efficient. Designers of Monte
Carlo and hybrid deterministic-Monte Carlo methods seek methods that produce
large FOMs over a variety of problem types. If the FOMs produced by the new
hybrid approach are much larger than those of traditional IMC over a sufficiently
wide variety of problems, then it becomes possible to solve TRT problems of much
higher complexity than is currently viable.
We remark that the methods proposed in this thesis are numerically tested only
for systems with 1-D spatial-dependence. However, with the exception of the stabil-
ity analysis in Chapter IV, none of the methods that we propose are limited to 1-D
systems. Furthermore, because the problems we consider are nonlinear and already
incorporate angle, frequency, and temporal dependencies, generalization to greater
dimensions for numerical testing purposes would likely require the use of a super-
computer. Some of the 1-D test problems we shall consider later take several days to
run in parallel on 20 3.4 Ghz processors; one might imagine what adding another de-
gree of freedom would require for such a problem. We also believe that, because the
new methods we describe are preliminary and never-before tested, exercising them
using 4 degrees of freedom (time, space, angle, and frequency) should be sufficient
to capture their essential features.
To summarize, IMC has emerged as the dominant methodology to obtain trans-
port solutions of the TRT equations. However, the IMC temperature solutions are
unphysical if the desired time step size is too large, and the amount of computation
required to achieve acceptable statistics can be excessive. Although the IMC method
has existed for over 35 years, it is still computationally implemented with few mod-
ifications to what was initially presented by Fleck and Cummings in [21]. In this
thesis, we present a stability theory to better understand when the IMC equations
will produce unphysical solutions. We also propose two modifications to the IMC
15
equations that enhance their accuracy. In the first modification, we consider evalu-
ating the temperature-dependent problem data at a more accurate temperature (T∗)
than the beginning-of-time-step value (Tn). In the second modification, we eliminate
an unnecessary approximation that occurs in the traditional derivation of the IMC
equations. This results in the introduction of a time-dependent Fleck factor. Lastly,
we provide a global weight-window variance reduction method to improve the overall
efficiency of the IMC calculation.
1.4 Thesis Synopsis
The remainder of this thesis is organized as follows:
Chapter II: Thermal Radiative Transfer: Basic Equations and Approxi-
mations
In this chapter we present some common mathematical models and approximations
for radiative transfer problems. We discuss the relevant problem physics in greater
detail, and we present the TRT equations that are used throughout the thesis. Most
of the approximations that we consider attempt to reduce the dimensionality of the
problem either by eliminating the angular or frequency variables. We also discuss a
choice of problem data, previously defined by Su and Olson, that reduces the TRT
equations to a linear system.
Chapter III: The Implicit Monte Carlo Method and its Monte Carlo In-
terpretation
We briefly discuss the motivation, terminology, and implications behind Monte Carlo
methods in general. We then derive the IMC equations due to Fleck and Cum-
mings [21], provide them with a rigorous Monte Carlo interpretation, and discuss
their computational implementation. We also discuss some of the limitations of the
IMC equations with regard to accuracy and stability. We briefly define the variance
reduction techniques of implicit capture, Russian roulette, particle splitting, and
weight windows, and we introduce a modification of Russian roulette that rigorously
conserves energy.
Chapter IV: Stability Analysis of the IMC Method
The IMC method is known to produce unphysical solutions when sufficiently large
time steps are used. In particular, they sometimes introduce unphysical temporal
oscillations into the temperature solution. In this chapter, we present a new stability
theory of the gray, 1-D IMC equations. To develop the theory we derive linearized
16
near-equilibrium, dimensionless versions of the 1-D IMC equations. We introduce
an amplification factor ρ that relates the temperature solutions at the beginning
and end of the time step. We then demonstrate that |ρ| < 1, indicating that the
IMC equations are unconditionally stable. We also show that it is possible to find
−1 < ρ < 0, indicating that the IMC equations can produce damped, temporal
oscillations. We derive a monotonicity condition that, when satisfied, ensures that the
IMC equations do not produce temporal oscillations. We demonstrate the stability
theory numerically using a series of three different gray radiative transport problems,
and demonstrate that the worst oscillations occur for problems that contain small
Fourier modes (large wavelengths). We then present a generic 0-D stability analysis
algorithm that may be used to relatively quickly assess the efficacy of a proposed
time-discretization of the TRT equations.
Chapter V: Temperature Estimation and Evaluation
The IMC equations have traditionally been limited to an explicit-in-time treatment
of the temperature-dependent problem data. In this chapter, we develop a new,
simplified deterministic method that may be used to estimate the temperature at
the end of the time step. This deterministic method exploits the IMC calculation of
the previous time step in order to generate suitable angle- and frequency-averaged
problem data, resulting in a system of gray, Quasidiffusion equations that are rea-
sonably accurate much simpler to solve. We also define a properly time-averaged
temperature that may then be used to evaluate the temperature-dependent problem
data in the IMC calculation, and we show numerically that its use greatly improves
the accuracy of the IMC temperature solutions.
Chapter VI: A Time-Dependent Fleck Factor
During the derivation of the IMC equations, a questionable approximation is intro-
duced in which time-averaged unknowns are replaced by “instantaneous” unknowns.
This leads to the introduction of a parameter known as the “Fleck factor”, which also
contains a user-defined constant α. In this chapter, we derive a more accurate system
of IMC equations that incorporates a time-dependent Fleck factor: the IMC-TDF
equations. We analyze the introduction of this term from the perspective of stability
and accuracy, and we test the system numerically on a series of sample problems.
Chapter VII: A Global Weight Window
In this chapter we propose a frequency-independent weight window that may be
used to improve the efficiency and accuracy of an IMC solution. This weight win-
dow is proportional to the forward, gray scalar intensity produced by the simplified
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deterministic procedure developed in Chapter V. Related work by Cooper [16] has
indicated some success for gray radiative transport problems, but we here extend
those results to frequency dependence while maintaining energy conservation.
Chapter VIII: Conclusions
Here we review the major ideas and sum up the results presented in the thesis. We
also discuss the implications of the work from a broader perspective and consider
some promising ideas for future work.
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Chapter II
Thermal Radiative Transfer: Basic Equations and
Approximations
It is well-known that the radiation energy transferred per unit time is proportional
to the fourth power of a material’s temperature. Physically, it becomes necessary to
model radiative transport when material temperatures are so high that the radiative
term dominates the convective and conductive heat transfer terms, or else when an
external source of radiation dominates the heat transfer. Many applications exist
in which radiation transfer becomes important, for example, the modeling of stellar
atmospheres, high energy plasmas, and the cooling of certain materials. The physical
processes are described by a system of nonlinear equations with two unknowns: the
radiative intensity and the material temperature (assuming that the material is well-
described by a temperature, i.e., that it is in local thermodynamic equilibrium). The
equations are coupled by absorptive and emissive terms – the material cools through
the emission of photons in accordance with a Planckian frequency spectrum, and
is heated by the absorption of photons. In this chapter we introduce the thermal
radiative transfer equations and some of their more common approximations.
2.1 The Thermal Radiative Transfer Equations
The equations of thermal radiative transfer are a mathematical model that de-
scribe the physical process of photons scattering through and being absorbed in and
emitted by a high-energy background material. Since photons are described equally
well using either quantum particles or electromagnetic waves, it is possible to char-
acterize the underlying physics using Maxwell’s equations of electromagnetism, but
this is almost always avoided in favor of the quantum description [33]. Thus, a de-
piction of the underlying physics begins by considering a discrete packet of energy
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traveling through phase space. The phase space is fully specified via the quantities:
x = particle location (three variables) , (2.1a)
Ω = particle direction of flight (two variables, since |Ω| = 1) , (2.1b)
ν = particle frequency (one variable) , (2.1c)
t = time (one variable) . (2.1d)
This seven-dimensional phase space description is one of the central reasons that
accurate simulations are difficult and expensive. Also, in plasmas, for instance, the
photon distribution for a single problem may vary by orders of magnitude in nearly
all of these seven dimensions [34].
Let us choose a very small (a differential) element of this phase space, and consider
its resident photon energy. This packet of photon energy is located in a differential
volume dV about position x, traveling in directions dΩ about Ω, has frequencies
in the range (ν, ν + dν), and is traveling at the speed of light c. This packet of
energy may leave its element of phase space according to two mechanisms: it may
either stream out of the differential volume traveling in direction Ω, or it may collide
with an electron located in the same volume. Other photons may enter this unit
of phase space by streaming into it, by scattering into it, or by being emitted into
it by an excited electron located in dV or another, specified photon source. By
carefully accounting for these sinks and sources of the photon energy, one can form a
balance equation for the photon energy in this unit of phase space that includes terms
accounting for all the physics. For instance, the absorptive and emissive terms may
be derived using the quantum mechanical properties of photons and their interactions
with free and orbiting electrons [33]. The relevant unknown for a packet of photon
energy is referred to as the specific intensity, I(x,Ω, ν, t). I should be understood
as an energy density function – that is, integrating this quantity over an element of
phase space will reveal the energy in the radiation for that unit of phase space. More
specifically,
I = chνn(x,Ω, ν, t) = the specific intensity , (2.2a)
where
n(x,Ω, ν, t)dV dΩdν = the mean number of photons (2.2b)
in dV dΩdν about (x,Ω, ν) at time t ,
h = 6.6260693× 10−35 jk-sh = Planck’s constant , (2.2c)
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c = 299.792458 cm/sh = speed of light . (2.2d)
In the above units, a jerk (jk) is 109 Joules and a shake (sh) is 10−8 seconds. The
energy released in a ton of TNT – a TNT equivalent – is 4.2 jks, and, during a shake,
light travels only 300 cm, which is nearly the height of a standard basketball goal.
Through the processes of absorption and emission, the photon energy is trans-
ferred to or from the internal energy of the underlying material. Assuming that the
material is in local thermodynamic equilibrium, its energy can be well-described by
specifying its temperature. The general equations of heat transfer contains terms that
describe convective, conductive, and radiative source and loss terms. Here we assume
that the radiative term is sufficient to describe the heat transfer, the net result being
that heat energy may only move between the internal energy of the material and the
radiative power of the photons. To describe the internal energy of the material, we
make the assumption that it is in Local Thermodynamic Equilibrium (LTE). This
essentially means that the frequency spectrum of emitted photons follows a Planck
distribution, and that the material energy is well-described by a temperature. Thus,
our second unknown to consider is T (x, t), the material temperature at position x
and time t. Temperature is an average measure of the thermal energy in a material;
it only depends on the state of a material at a particular location in space and time.
The temperature T is most familiarly expressed in kelvins (K), but it is more conve-
nient to convert this to units of kilo-electron-volts (keV) using Boltzmann’s constant
k:
TkeV(x, t) = kTK(x, t) , (2.3a)
where
k = 8.617343× 10−8 keV/K . (2.3b)
As a general guide to the temperature scale of a keV, the core of the sun is estimated
to be about 1.3 keV (15 million K). We will later show how the probabilities of photon
absorption and emission are strong, nonlinear functions of T ; this is the central source
of the nonlinearity in thermal radiative transport.
Other references [33] [34] have ably presented thorough derivations of the relevant
source and sink terms for the radiative transport equations, so we shall not repeat
those details here. Instead, we shall begin by directly writing a simplified version of
the system. This system is described in one spatial dimension (0 ≤ x ≤ X), and
correspondingly requires only one angular variable, µ = cos θ, where the angle θ is
measured from the positive x direction. We further assume no scattering is present
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I(x, µ′, ν ′, t)− 2πB(ν ′, T )
]
dµ′dν ′ , (2.4b)
for 0 ≤ x ≤ X, −1 ≤ µ ≤ 1, 0 < ν < ∞, and 0 < t. We also impose the initial
conditions:
I(x, µ, ν, 0) = I i(x, µ, ν) , (2.4c)
T (x, 0) = T i(x) , (2.4d)
and the boundary conditions:
I(0, µ, ν, t) = I`(µ, ν, t) , 0 < µ ≤ 1 , (2.4e)
I(X,µ, ν, t) = Ir(µ, ν, t) ,−1 ≤ µ < 0 . (2.4f)
In these equations, we have defined:
I = chνn(x, µ, ν, t) = the specific intensity , (2.5a)
n(x, µ, ν, t) = the mean number of photons per unit of phase space ,
(2.5b)
h = 6.6260693× 10−35 jk-sh = Planck’s constant , (2.5c)
c = 299.792458 cm/sh = speed of light , (2.5d)
T = T (x, t) = material temperature (keV) (2.5e)








Q = Q(x, ν, t) = inhomogeneous photon source (2.5h)
cv = cv(x, T ) = specific heat of material (2.5i)
σa = σa(x, ν, T ) = the absorption opacity,
= (probability of absorption per unit distance) . (2.5j)
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The quantities I and T are unknown; all of the other quantities are prescribed. In
addition, it is useful to define the material energy density Um and radiation energy
density Ur, which are given by the relationships:
∂Um
∂T
(x, t) = cv(x, T ) , (2.6a)
Ur(x, t) = aT (x, t)
4 , (2.6b)
where







Here, Um is the internal energy density of the material, while cUr is the total radiative
power per unit volume emitted by a material at temperature T (note that cUr is not
the total power in the radiation from all sources).
Eqs. (2.4) are the thermal radiative transfer (TRT) equations. It is also useful to
identify the physical processes implicit in each of the terms in these equations. The
first term in Eq. (2.4a) is a time rate-of-change term. This time derivative is related
to several loss terms in phase space on the left side and gain terms on the right hand
side. The second term on the left hand side is a loss term due to photons streaming
out of an element of phase space. The third term is a loss term due to photons that
are absorbed into the background material. In such an event, the photon is removed
from its element of phase space and is allocated as a source term in the material
temperature equation [Eq. (2.4b)]. The first term on the right hand side is a radiative
source due to the background temperature of the material (hence, a corresponding
loss term appears on the right hand side of Eq. (2.4b)). The last remaining term on
the right hand side of Eq. (2.4b) is due to a prescribed, inhomogeneous source. With
these in place, Eq. (2.4b) may be more easily recognized as a conservation of energy
in the material – the time rate of change of material energy is proportional to the
difference between photons absorbed by the material and Planckian emissions lost
to the radiation.
The equation for the specific intensity is integro-differential in nature and non-
linearly coupled to the material temperature. Nonlinear systems of equations are
notorious for their often-surprising complexity (see Chaos [35], for instance), and
even a linear (integro-differential) transport equation can take predominantly el-
liptic, parabolic, or hyperbolic forms in various problem regimes. Yet, the TRT
equations in Eqs. (2.4) include several assumptions. We have already made the LTE
assumption. Physically, this implies that “the matter is in thermal equilibrium at a
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temperature T , emitting photons in a Planckian spectrum (with temperature T ), and
the radiation field, which may be far from equilibrium, does not affect this thermal
equilibrium.” [24] Another assumption implicit to these equations is that the material
is motionless. However, for situations in which the radiation momentum is compa-
rable to the material momentum, it is already typical for researchers to “split” the
fluid and radiation operators to essentially produce (within a time step) a decoupled
system of radiation and fluid equations. In this case, Eqs. (2.4) may be considered
the radiation “part” of such a system, written in the rest frame of the material. We
have also neglected the polarity of the photons, which, if included, would add another
independent variable to the equations [33].
The greatest assumption made is to cast the equations in one spatial dimension,
which is sometimes referred to as a“slab geometry.” Because this is one of the simplest
physically interesting geometric models, this geometry is frequently used as a first
step in methods development. Appropriately, this will be the central geometry used
for the computational studies in this thesis; the most difficult equations we attempt
to solve computationally will allow for temporal, 1-D spatial, angular, and frequency
variation. These dimensions should capture most of the important complexities from
the perspective of methods development without imposing computational runtimes
that would require a dedicated supercomputer. We shall also seek to develop the new
methods in this thesis in such a way that they are not restricted to slab geometry –
this geometry is just the testing ground for the new methods.
The assumption to disregard scattering is made for similar reasons. First, the
inclusion of the physical, Compton scattering processes introduces an additional non-
linearity into the equations [34]. Treating the full form of this scattering term is a
topic of its own. It is possible to include a weaker (linear) form of scattering that
occurs only when photons scatter with nonrelativistic electrons, or Thomson scatter-
ing [33]. However, allowing for Thomson scattering does not substantially affect the
methods development. Its inclusion might be considered more of an exercise rather
than of fundamental significance. The physical process of absorption and reemission
is the more important phenomenon and deserves the most attention.
2.1.1 Simple Material Models
In practice, the opacities (or interaction coefficients) are usually either determined
experimentally or require relatively complicated quantum-electrodynamic physical
models. In this thesis we will use a simple but physically meaningful, analytic model
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for the absorption opacity [36]:







where γa is specified by the user or a relevant problem description. This model
includes a correction for stimulated emission (the exponential term) and assumes
a cubic proportionality to the photon energy. There is also a special case, to be
discussed below, in which we shall assume a frequency-independent absorption opac-
ity. We will usually assume the specific heat to be temperature-independent and
prescribed for each material:
cv(x, T ) = cv(x) . (2.8)
This is physically the case if the material is a perfect gas [37].
2.1.2 The Equilibrium Solution
If T0 is a positive, constant temperature and the inhomogeneous source, initial
conditions, and boundary conditions are such that:
Q(x, t) = 0 , (2.9a)
T i(x) = T0 , (2.9b)
I i(x, µ, ν) = 2πB(ν, T0) , (2.9c)
I`(µ, ν) = Ir(µ, ν) = 2πB(ν, T0) , (2.9d)
then Eqs. (2.4) have the exact equilibrium solution:
I(x, µ, ν, t) = 2πB(ν, T0) , (2.10a)
T (x, t) = T0 . (2.10b)
Any realistic method should reproduce this solution given the above initial and
boundary conditions – it is the first and simplest test to verify that a particular
method is working. These equations may also be referred to as the steady-state,
infinite medium solution, as they satisfy Eqs. (2.4) with the differential terms set to
zero.
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2.2 Common Approximations to the TRT Equations
Analytical solutions of Eqs. (2.4) are impossible except for the simplest of sce-
narios. To generate solutions to physically interesting problems, it is necessary to
make some approximations. We shall first consider a discretization of the frequency
variable, commonly referred to as the “Multigroup” approximation. This approxima-
tion is nearly always used in deterministic methods, and is sometimes used in Monte
Carlo methods.
2.2.1 The Multigroup Approximation
In this method, we divide the frequency variable into G groups with group bound-
aries arbitrarily given by ν0 = 0 < ν1 < ν2 . . . νG =∞. Let us define, for g = 1, . . . G,
the frequency-integrated group specific intensity :
Ig(x, µ, t) =
∫ νg
νg−1
I(x, µ, ν, t)dν , (2.11)









Q(x, ν, t)dν . (2.13)
Next, we operate on Eq. (2.4a) with
∫ νg
νg−1
(·)dν for g = 1, . . . , G to obtain the system






























′)(I(µ′, ν ′)− 2πB) dµ′dν ′ , (2.14b)
for 0 ≤ x ≤ X, −1 ≤ µ ≤ 1, 0 < ν <∞, and 0 < t, with initial conditions:
Ig(x, µ, 0) = I
i
g(x, µ) , (2.14c)
T (x, 0) = T i(x) . (2.14d)
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and boundary conditions:
Ig(0, µ, t) = I
`
g(µ, t) 0 < µ ≤ 1 (2.14e)
Ig(X,µ, t) = I
r
g (µ, t) − 1 ≤ µ < 0 . (2.14f)
The above equations are exact, but the integration over the terms involving the
opacities have necessarily been left unevaluated. As in Pomraning [34], if we define
group mean opacities such that:
σa,g(x, µ, t) =
∫ νg
νg−1
σa(x, ν, T )(2πB(ν, T )− I(x, ν, µ, t)) dν∫ νg
νg−1
(2πB(ν, T )− I(x, ν, µ, t)) dν
, (2.15)






















′, t)(2πBg − Ig(µ′))dµ′ , (2.16b)
with the initial and boundary conditions the same as above. These equations are
similar in form to the continuous equations and remain exact, but a new difficulty
emerges – in order to find the group-averaged opacities we must already know the
full form of the specific intensity. As this is completely impractical, it is common to
assume a reasonable form of the frequency behavior. The hope is that since these
group-average opacities are homogeneous functionals of the specific intensity, a crude
estimate will still lead to relatively accurate results [34]. Also, if a very large number
of groups are used, the impact of the specific shape of the weighting function on the
group-averaged coefficients will diminish.
The formation of the group-averaged absorption opacity requires careful consider-
ation since it is weighted against the difference B− I, and since it is a highly varying
function of frequency (it is not uncommon to find that it varies by five to ten orders
of magnitude). Researchers typically use one of two physically meaningful weighting
functions; these produce the group Planck and group Rosseland means. The Planck
mean is accurate in the limiting case of an equilibrium solution in an optically thin,
emission-dominated system. In this regime, it can be shown that in the optically
thin limit [34]
B(ν, T ) I(x, µ, ν) ,
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so that it is reasonable to approximate
2πB(ν, T )− I(x, µ, ν) ≈ 2πB(ν, T ) ,
in which case the group average absorption opacity is found by a simple weighting
against the Planck function alone:
σa,g(x, T ) =
∫ νg
νg−1




The group Rosseland mean is found by making the assumption that the specific
intensity satisfies a diffusion equation, given by the system:







T (x, t) . (2.18)
This equation may be found by performing an asymptotic equilibrium diffusion anal-
ysis of the TRT equations [38]. It may be expected to be accurate in the interior of
a thick problem in which the specific heat is small and the speed of light is large. A
more precise interpretation of this equation is [28]:
Physically, this represents a system in which the mean-free path is O(ε)
when compared to the length scale over which I and T vary by O(1),
the mean-free time is O(ε2) when compared to the time scale over which
I and T vary by O(1), and O(ε) amounts of radiation energy absorbed
and emitted by the material correspond to O(1) changes in the material
temperature.
The Rosseland mean is therefore given by:













The Rosseland mean is accurate if the problem is highly diffusive and slowly varying
in time. Unfortunately, the Planck mean and the Rosseland mean absorption opaci-
ties can easily differ by an order of magnitude [34]. In this thesis, when group-average
absorption opacities are required we will use the Rosseland mean to generate them
– the Rosseland mean has been shown to be more accurate in the presence of strong
temperature gradients, which we expect to find in our problems of interest [39].
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2.2.2 The Gray Approximation
If the opacities are not dependent on frequency, then we may integrate Eqs. (2.4)
over all frequencies. If we define:
I(x, µ, t) =
∫ ∞
0











B(ν, T )dν , (2.20c)
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for x ∈ V , −1 ≤ µ ≤ 1, and 0 < t, with initial conditions:
I(x, µ, 0) = I i(x, µ) , (2.20f)
T (x, 0) = T i(x) . (2.20g)
and boundary conditions:
I(0, µ, t) = I`(µ, t) 0 < µ ≤ 1 (2.20h)
I(X,µ, t) = Ir(µ, t) − 1 ≤ µ < 0 . (2.20i)
Eqs. (2.20) are known as the Gray Thermal Radiative Transfer (GTRT) equations,
and are another approximation that methods researchers use for testing purposes.
Alternatively, this is also what one would find using G = 1 in the multigroup approx-
imation, with a slight caveat if the opacities actually do depend upon frequency. In
that case, the Planck mean opacity given in Eq. (2.17) may be explicitly calculated
as:
σp = σp(x, t) ≡
∫∞
0
B(ν, T )σa(x, ν) dν∫∞
0





















and the Rosseland mean opacity given in Eq. (2.19) as:
































To evaluate the denominator, we first consider:
∂
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where T , for now, is written in Kelvin (recall that we have been using T ← kT , we
















































































We note here that both σp and σr are inversely proportional to T
3. This is a strong
source of nonlinearity in the TRT equations. Additionally, it is possible to numeri-
cally estimate Z, which we find to be approximately equal to 5, 105. Therefore, for
this particular analytical model of the absorption opacity, we find that
σr ≈ 0.033σp . (2.28)
This confirms the earlier assertion that the Planck and Rosseland mean opacities can
easily differ by an order of magnitude, in this case, for G = 1.
The GTRT equations also have a simpler equilibrium solution given by (for any
T0 > 0):
I(x, µ, t) =
ac
2
T 40 , (2.29a)
T (x, t) = T0 . (2.29b)
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2.2.3 The Diffusion Approximation
The next method of simplification eliminates the angular variable by finding equa-
tions for the first two terms in a spherical harmonics expansion. We first operate on
Eq. (2.4a) by
∫ 1





(x, ν, t) +
∂
∂x
I1(x, ν, t) + σa(x, ν, T )I0(x, ν, t)
= σa(x, ν, T )4πB(ν, T ) +Q(x, ν, t) , (2.30)
where
I0 = I0(x, ν, t) ≡
∫ 1
−1
I(x, µ, ν, t)dµ (2.31)
is the “scalar intensity”, or the isotropic term in the angular expansion, and
I1 = I1(x, ν, t) ≡
∫ 1
−1
µI(x, µ, ν, t)dµ (2.32)
is the “radiative flux” or “current.” This definition implies I1 is the magnitude of the
radiation energy flowing along the x-axis per unit frequency, area, and time. Next we
must attempt to find a closure relationship between I1 and I0, since we now have one













µ2I(x, µ, ν, t)dµ+ σa(x, ν, T )I1(x, ν, t) = 0 , (2.33)
where the streaming term has been left unevaluated. Evaluating this term exactly
would lead to a new term of higher-order angular moments, for which we would
have to develop yet another system of equations. Here we assume that the angular
dependence of the specific intensity is adequately represented by the first two terms
of a Legendre polynomial expansion (an isotropic and linear-in-angle term):
I(x, µ, ν, t) ≈ 1
2
(I0(x, ν, t) + 3µI1(x, ν, t)) . (2.34)
Introducing this approximation into the streaming term of Eq. (2.33), we find:∫ 1
−1









I0(x, ν, t) .










I0(x, ν, t) + σa(x, ν, T ) I1(x, ν, t) = 0 . (2.35)
To get this last equation to resemble Fick’s law of diffusion [I1 = −D ∂∂xI0], it is also
necessary to assume that the radiative flux is constant, thereby removing the time
derivative term. The closure relation becomes:
I1(x, ν, t) = −D(x, ν, T )
∂
∂x
I0(x, ν, t) , (2.36)
where
D(x, ν, T ) ≡ 1
3σa(x, ν, T )
(2.37)
is the so-called diffusion coefficient. Inserting this closure equation into Eq. (2.30) we





(x, ν, t)− ∂
∂x
D(x, ν, T )
∂
∂x
I0(x, ν, t) + σa(x, ν, T )I0(x, ν, t)
= σa(x, ν, T )4πB(ν, T ) +Q(x, ν, t) , (2.38a)












′, t)− 4πB(ν ′, T )
]
dν ′ . (2.38b)
Initial conditions for these equations follow simply by integrating the exact initial
condition over angle:
I0(x, ν, 0) =
∫ 1
−1
I i(x, µ, ν)dµ , (2.38c)
T0(x, 0) = T
i(x) . (2.38d)
Next we must consider the boundary condition. Unless the specified boundary source
is linearly anisotropic or isotropic, it is impossible to represent exactly. We therefore
attempt to satisfy it in an integral sense by preserving the normal component of the
radiative flux or current. This is known as the Marshak boundary condition, given
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by (for the left boundary):
I0(0, ν, t)− 2D(0, ν, T )
∂
∂x
I0(0, ν, t) = 4
∫ 1
0
µI`(µ, ν, t)dµ . (2.38e)
Because of the two assumptions made above (the angular expansion and a constant
radiative flux), we expect these equations to be accurate in problems in which the
flux is nearly isotropic. The problem should also be slowly varying – sudden changes
in the boundary conditions or materials would not be treated accurately. Although
problems of interest may violate these assumptions, the diffusion approximation (or a
variant of it) is still frequently used because of the large savings in modeling time and
the reduction of other complicating factors that arise in a more accurate treatment
of the angular variable.
2.2.4 The Quasidiffusion Approximation
In addition to the diffusion approximation, we shall use a “Quasidiffusion”, or
Variable Eddington Factor approximation of the solution [40]. The derivation of
this method is closely analogous to that of the diffusion approximation, with the
exception that the P1 approximation is not made. That is, instead of truncating an
angular expansion as in Eq. (2.34), we define the Eddington factor :
E(x, ν, t) ≡
∫ 1
−1 µ
2I(x, µ, µ, t) dµ∫ 1
−1 I(x, µ, µ, t) dµ
. (2.39)
Of course, this Eddington factor depends on the unknown intensity, and is itself
unknown. In practice, this is remedied through an iteration process to convergence
(in deterministic methods), or one simply makes due with an approximate Eddington
factor in the hopes that the overall approximation is better than diffusion alone.
Assuming for the moment that E is found exactly, the streaming term in Eq. (2.33)





µ2I(x, µ, ν, t)dµ =
∂
∂x
E(x, ν, t)I0(x, ν, t) ,





(x, ν, t) +
∂
∂x
E(x, ν, t)I0(x, ν, t) + σa(x, ν, T )I1(x, ν, t) = 0 . (2.40)
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To obtain a simple (Fick’s law-type) closure relation, it is still necessary to assume
make the constant flux assumption (∂I1(t)/∂t = 0). Doing this, we find a new closure
relation:












(x, ν, t)− ∂
∂x
1
σa(x, ν, T )
∂
∂x
E(x, ν, t)I0(x, ν, t) + σa(x, ν, T )I0(x, ν, t)
= σa(x, ν, T )4πB(ν, T ) +Q(x, ν, t) . (2.42)
As in the diffusion approximation, the Quasidiffusion equation is written only in
terms of the first angular moment I0. It is coupled to the material temperature
equation, and has the same initial conditions as the diffusion equation in the previous
section. One may derive Eddington factors on the boundary to obtain a nearly-
exact system of equations (the only assumption being the approximation in the time-
derivative of the radiative flux). However, in this thesis we shall hedge and use the
Marshak boundary condition as stated in Eq. (2.38e). This is because we shall employ
the Quasidiffusion approximation only to find approximate forward solutions that will
subsequently be corrected by a detailed transport calculation.
As the angular intensity becomes isotropic, E → 1/3, which reduces the above
to the classical diffusion approximation. We note also that 0 < E ≤ 1. It can
also be shown that E depends primarily on the angular shape of I and is relatively
insensitive to other variations in phase space. Thus, a Monte Carlo estimator of E
should have less variance than an estimator for φ.
2.2.5 A Simplifying Linearization
In 1979, Gerald Pomraning discovered a simple choice of material properties for
the 1-D Gray Diffusion equations that removed the nonlinear interaction between
the specific intensity and material temperature [41]. Some time later, Su and Ol-
son extended the original problem to allow for finite particle speeds and include
isotropic scattering, and also found a specific problem that allows for frequency de-
pendence [32] [42] [43]. These references also provide a series of “analytical” bench-
mark solutions for researchers to test their radiative transfer computational models.
We will illustrate their results for the homogeneous, 1-D, gray equations with material
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properties carefully chosen such that:
σa(x, T ) = σa (temperature/space-independent) , (2.43a)











where v is a constant. Here, H(x) is a unit Heaviside step function. Thus Q is a
constant source between [−x0, x0] during time [0, t0], and is otherwise zero. We also















(x, µ, t) + µ
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∂x











(x, t) + σaUr(x, t) =
∫ 1
−1
σaI(x, µ, t) dµ
′ . (2.44b)
Thus, with this choice of material properties, the equations become linear in I and
Ur (or T
4), and almost analytically solvable (It is necessary to numerically evaluate
several integrals; the exact analytic solution is therefore only available to the amount
of digits one is willing to work for). It should be noted that these choices of material
properties are not physical in nature. However, as Pomraning put it, “We wish to
maintain the underlying equations and relax the physical content of the problem to
obtain a detailed solution.” Yet there is a case in which these assumptions have
physical merit. It occurs when the gray, TRT equations are almost in equilibrium, or
when the solution can be well-described by a linear perturbation about the constant,
equilibrium solution [44]. The above equations therefore emerge either from assuming
this “non-physical”material dependence, or they describe first-order linear correction
terms to an equilibrium solution.
Although we do not present the results explicitly, we use the benchmark solutions
of Su and Olson to verify the accuracy of our computational models. The simpler,
linear form of the TRT equations in Eqs. (2.44) is also a convenient testing ground
to evaluate the efficacy of numerical approximations to the TRT equations, as nu-
merical methods that do not well-resolve the solutions to the linear problem cannot
be expected to adequately perform on more general, nonlinear problems.
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Chapter III
The Implicit Monte Carlo Method and its Monte
Carlo Interpretation
The first step in most of the commonly-used methods to solve the nonlinear TRT
equations is to linearize them over a time step tn ≤ t ≤ tn+1. This linearization
usually incurs a time-discretization error that is proportional to the size of the time
step, but it enables the utilization of a large portion of the existing arsenal of linear
transport methods. In this chapter, we focus on a well-known and widely-used lin-
earization and its subsequent Monte Carlo interpretation: the Implicit Monte Carlo
(IMC) method proposed by Fleck and Cummings [21]. We begin by deriving the
IMC equations, making it clear when and how approximations are introduced into
the underlying TRT equations. It is important that these approximations be made in
such a way that (i) energy is conserved, (ii) stability is maintained, and (iii) accuracy
is not largely compromised. We then discuss the implications of the approximations
made throughout the derivation on the accuracy, stability, and physicality of the re-
sulting IMC equations, including a critique that has not previously appeared. Next,
we describe a generic linear Monte Carlo methodology that is typically used to solve
such equations. We provide the IMC equations with a Monte Carlo interpretation,
a task that has never been formally implemented in existing literature. The chapter
concludes with details necessary to computationally implement a Monte Carlo solver
for the IMC equations and a brief introduction to some techniques that can be used
to reduce the statistical variance of its solutions.
We begin by rewriting the TRT equations in an equivalent form that is more
amenable to a Monte Carlo interpretation. We then derive an equation for the
conservation of energy and make some general remarks about its physics.
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3.1 Recasting the TRT Equations




















σa(I − 2πB) dµ′dν ′ . (3.1b)
It is useful to make some definitions that will simplify the forthcoming Monte Carlo
interpretation of these equations. First, we rewrite the Planck function as:







≡ b(ν, T )cUr(T )
4π
,
where b is a frequency-normalized Planck function [see Eq. (2.20c)] given by:











which, by its definition, satisfies:∫ ∞
0
b(ν, T ) dν = 1 .
We also define an exact relationship between the material and radiation energy den-
sities:

















Finally, we rewrite Eqs. (3.1) using these definitions and the definition of the Planck































′dν ′ , (3.3c)
where the double integral integrates over all frequencies and angles, and we have














Although it may seem redundant to write Eq. (3.3b) and Eq. (3.3c) in different but
mathematically equivalent forms, approximations are typically made to one or the
other equation in such a way that they lose their equivalency. Eqs. (3.3) are an
exact recasting of the original TRT equations, and they serve as a starting point for
subsequent derivations.
It is desirable to create methods that conserve energy. To this end, we here
derive the exact energy conservation equation. First, we operate on Eq. (3.3a) by










σaI dµdν = cσpUr +Q , (3.4)
where I0(x, t) =
∫∫
I(x, µ, ν, t)dµdν and I1(x, t) =
∫∫
µI(x, µ, ν, t)dµdν, as in Chap-























Eq. (3.5) is an exact statement of energy conservation at any time t. The two terms
inside the time derivative represent the total energy in the radiation and the mate-
rial; their time derivative depends only on gains from a source Q or losses due to
leakage. It is important to observe that two cancellations occur when the equations
are added, namely, the absorption [
∫∫
σaIdµdν] and emission [cσpUr] terms that
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couple the two equations necessarily drop out. We shall later make approximations
to Eqs. (3.3), but it these approximations will not affect the conservation of energy
given by Eq. (3.5). To accomplish this, approximations applied to the absorption and
emission terms in Eq. (3.3a) must be performed alongside consistent approximations
to the corresponding terms in Eq. (3.3c). [Eq. (3.3b) is rarely used to estimate the
temperature at the end of the time step in Monte Carlo methods.] If this is done,
then any approximate rendering of the absorption and emission processes will have
no effect on the conservation of energy.
3.2 Time Discretization and Linearization
In 1971, Fleck and Cummings published a seminal paper describing a particular
time-discretization and linearization of the TRT equations: the IMC method [21].
This method approximates the TRT equations in such a way that the resulting
equations become similar in character to that of a linear neutron transport problem.
Fleck and Cummings went on to discuss a Monte Carlo interpretation of the equa-
tions, whose details we shall consider later. The essential feature of the linearization
is to approximate photon absorption and reemission in a special way through an
“effective scattering” process. This approximation essentially allows for much larger
time steps than the mean absorption-reemission duration – a very short interval –
without a great expense in accuracy. This advantage is characteristic of most time
implicit methods, although the quantifier “implicit” is a misnomer since the problem
parameters must be (explicitly) evaluated at the beginning of the time step. The
IMC method has emerged as the standard for solving radiative transfer problems,
and has even been adapted for deterministic methods [45].
The introduction of effective scattering is born from an attempt to reduce the
complexity of the coupling between the material temperature T and the radiation I.
The central observation is that if the radiation source term σaB could be approxi-
mated by the current intensity and other quantities known at the beginning of the
time step, then the equations “would be coupled in a simpler lower-triangular man-
ner” [22]. Specifically, Eq. (3.3a) could then be solved independently of Eq. (3.3c),
with the result used to solve Eq. (3.3c).
We begin the derivation by making an approximation of necessity. Many of the
parameters in Eqs. (3.1) are temperature- or otherwise time-dependent. In general,
information is known at the beginning of a time step t = tn from a previous calcu-
lation or initial conditions, and the solution is then desired at the end of the time
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step tn+1 = tn +∆t,n. We therefore approximate most of these parameters with their
values at the beginning of the time step. Where this is done, the new quantity will
have the subscript n:
σa,n = σa(x, ν, T (tn)) ≈ σa(x, ν, T (t)) , (3.6a)





σa(x, ν, T (t)) b(ν, T (t)) dν (3.6c)
Naturally, these approximations lose validity if the solution rapidly changes during
a time step, although energy conservation is unaffected (none of the above terms
appear in Eq. (3.5)). Next, we make the fundamental approximation to reduce the
























′dν ′ . (3.8)
We pause here to note that when the approximation (β ≈ βn) is made, the two
material update equations given by Eq. (3.3b) and Eq. (3.3c) are no longer equiva-







f(t) dt , (3.9)






′dν ′ . (3.10)
Our next goal is to eliminate Ur,n+1 from this equation so that it only contains time-
average and beginning-of time step information. To do this, Fleck and Cummings
make the approximation
Ur ≈ αUr,n+1 + (1− α)Ur,n ,
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which may also be written as:




where α is a user-defined parameter such that 1
2
≤ α ≤ 1. This parameter controls,
to some extent, the degree of “implicitness” of the method, with α = 1 being the






′dν ′ . (3.12)









′dν ′ . (3.13)





and we rewrite Eq. (3.13) as:





′dν ′ . (3.15)
The final (and most dubious) approximation is to replace the time-average values in
Eq. (3.15) by their “instantaneous” counterparts, Ur ≈ Ur(t), and I ≈ I(t), to obtain:





′, ν ′, t) dµ′dν ′ . (3.16)
This is the result we are after: Ur(t) now depends explicitly on “old” data and
current intensity data only; i.e., the system is now lower triangular. However, we
remark here that Eq. (3.16) is only true in a time-average sense. That is, averaging
Eq. (3.16) over the time step will reproduce Eq. (3.15), but Eq. (3.16) is not exact at
t = tn. In Chapter VI we consider replacing this approximation with a more accurate
one.
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= (1− fn)σa,n . (3.18b)
It should be remarked that fn – and the scattering ratio (1− fn) – are independent
of frequency. Additionally, the sum of the effective opacities is the true absorption
opacity:
σa,n = σes,n + σea,n . (3.18c)
We also define a local “reemission spectrum” χn(x, ν):
1










which satisfies ∫ ∞
0
χn(x, ν) dν = 1 . (3.19b)
The definitions given by Eqs. (3.18) and Eq. (3.19a) allow us to write Eq. (3.17) as a





















This equation, together with the boundary conditions for I and the “initial” condi-
tions for I at t = tn, determine I during the time step tn ≤ t ≤ tn+1.
The next task is to derive an equation that allows for a calculation of the temper-
ature at the end of the time step t = tn+1, assuming that some procedure has been
used to solve Eq. (3.20). We next perform the time-averaging integral on Eq. (3.3c)
1Note that the rightmost form of χn(x, ν) in Eq. (3.19a) contains a scaled frequency ν in units
of hν′ and a scaled temperature T in units of kT ′, where ν′ (s−1) and T ′ (K) are the original
quantities. If desired, one can replace these with the original terms hν and kT , but the definition








′dν ′ − σp,ncUr . (3.21)
To conserve energy, we must approximate this equation in precisely the same way
we performed the approximations that led us to Eq. (3.20). We therefore substitute

















and solve for Um,n+1 to obtain:
Um,n+1 = Um,n − cfnσp,n∆t,nUr,n +
∫∫
fnσa,n∆t,nI dµ
′dν ′ . (3.23)





′) dT ′ . (3.24)
In the case of a perfect gas, this reduces to Tn+1 = Um,n+1/cv.
Throughout this derivation it has been asserted that none of the approximations
has violated the conservation of energy given by Eq. (3.5). We next demonstrate this
explicitly by rederiving the conservation of energy from Eq. (3.20) and Eq. (3.22). Re-
calling the definitions of the effective absorption and scattering opacities [Eqs. (3.18)]
and the definition of the Planck mean opacity [Eq. (2.17)], Eq. (3.20) may be inte-










σa,nI dµdν = fnσp,ncUr,n +
∫∫
(1− fn)σa,nI dµ′dν ′ +Q , (3.25)
and, replacing the “dummy variables” in the effective scattering integral with µ and










fnσa,nI dµdν = fnσp,ncUr,n +Q . (3.26)
44
We next integrate this equation over the time step using the time-averaging operator
and notation defined in Eq. (3.9):
1
c∆t,n





fnσa,nI dµdν = fnσp,ncUr,n +Q . (3.27)
Adding this result to Eq. (3.22), we correctly reproduce a time-averaged version of











Note that the approximated absorption and reemission terms – as well as the problem
data that was frozen at the beginning of the time step – vanish as was claimed earlier.
To bring this all together, in the IMC method, we first solve the following radia-




















after which, we calculate the material energy density at the end of the time step
using:




σea,nI dµdνdt , (3.29b)





′) dT ′ . (3.29c)
Eq. (3.29b) has the interpretation that, during a time step, the change in material
energy is due to a loss term to the radiation and a gain term due to effective ab-
sorptions. This latter quantity must be found from a detailed solution of Eq. (3.29a).
The initial and boundary conditions are given by:
I(x, µ, ν, 0) = I i(x, µ, ν) , (3.29d)
T (x, 0) = T i(x) , (3.29e)
I(0, µ, ν, t) = I`(µ, ν, t) , 0 < µ ≤ 1 , (3.29f)
I(X,µ, ν, t) = Ir(µ, ν, t) ,−1 ≤ µ < 0 . (3.29g)
45
3.2.1 Discussion
The introduction of effective scattering into a system that previously had no scat-
tering is worth some attention. The phenomenon is an approximation “in that only
the current collision time t is used for modeling the absorption-reemission process,
rather than the collective collisions from tn through t, and the particle is emitted
immediately” [24]. In Eqs. (3.29), the Fleck factor f dictates the degree to which
the absorption-reemission process is approximated by effective scattering; in fact,
(1 − f) = σes/σa is the probability of effective scatter. Since f → 0 as ∆t becomes
large, the probability of effective scattering increases for large time steps. Physically,
this means that during long time steps, it is much more likely that absorbed particles
will become re-emitted. This behavior was designed to occur in order to reduce the
computational requirements of simulating a photon; instead of simulating many ab-
sorptions and reemissions, several scattering events are simulated. In many realistic
problems, it is typical to find values of f that are nearly equal to 1.
It should be stated that Eqs. (3.29), as they are written, are not analytically
solvable except for in the simplest of situations. Therefore, additional approximations
in space – and perhaps frequency and angle – are generally required before they may
be provided with a Monte Carlo or deterministic solution methodology. However,
several questions may be raised at this stage, such as, are Eqs. (3.29) stable? Are
they physically meaningful and accurate?
We first consider the question of whether or not Eqs. (3.29) produce physically
meaningful solutions. It has already been demonstrated that they satisfy the con-
servation of energy. And, by inspection, Eqs. (3.29) obtain the correct equilibrium
solutions when ∆t →∞. Both of these issues are addressed in Fleck and Cummings
paper [21]. However, it is not clear whether or not solutions of Eqs. (3.29) are always
positive. We claim that Eqs. (3.29) generally should not produce negative solutions
given physically meaningful inputs. In Eq. (3.29a), this is readily apparent since all
of its source terms and coefficients are positive. However, in Eq. (3.29b) a negative
term appears, which warrants a further analysis that, to this author’s knowledge,
has not appeared previously. Ignoring the ameliorating effect of the positive effective
absorption term in Eq. (3.29b), we question whether
Um,n − cfnσp,nUr,n∆t,n > 0 ? (3.30)
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> 0 . (3.33)






> 0 , (3.34)







Since α ≥ 1/2 (and usually α = 1), the question of whether this equation is satisfied
primarily depends upon the definition of the specific heat cv(T ). It is possible to
find functional forms of the specific heat for which this inequality fails to hold. For
instance, let us assume that the vast majority of physically meaningful specific heats
may be adequately described by a function of the form:
cv(T ) = vT
z , (3.36)
where v is a constant and z > 0 (note that for a perfect gas, z = 0, and for the linear















In practice, the choice α = 1 is almost always made. In that case, the inequality
in Eq. (3.37) is true when z ≤ 3. Since z = 0 for an ideal gas, and it is unlikely
that z > 3 describes any physically meaningful material, in most practical situations
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Eq. (3.29b) produces positive temperatures. It is possible that Fleck and Cummings
anticipated this and declined to remark upon it. However, for the linear Su-Olson
problem (in which z = 3), the choice α = 1/2 violates the inequality in Eq. (3.37).
This means that it is possible to find a value of ∆t,n for which Eq. (3.29b) produces
a negative temperature, at least for this commonly-used benchmarking problem.
As for stability, Fleck and Cummings claim that it should be sufficient to enforce
the inequality [21]:
(1− α)βnc∆t,nσp,n ≤ 1 , (3.38)
otherwise, unphysical temporal oscillations may occur in the material temperature.
They then implore the reader to choose α = 1 if “large” time steps are to be used,
which means that this inequality is always satisfied. However, this is not the end
of the story, as even when α = 1, it is possible for the IMC equations to produce
damped temporal oscillations. This latter “stability” issue is discussed in depth in
Chapter IV of this thesis. Finally, Fleck and Cummings assert that, “α should in
general vary between 1
2
and 1.” In Chapter IV we shall rigorously demonstrate that
for a typical analytic form of the specific heat and opacities, α ≥ 1
2
is a necessary
condition for Eqs. (3.29) to be unconditionally stable.
Concerning accuracy, of foremost importance are the approximations introduced
in Eqs. (3.6) and Eq. (3.7), namely, when the problem data is frozen at the beginning
of the time step. If these data could be estimated using some form of temporal
averaging, the equations should become more accurate. In their paper, Fleck and
Cummings allude to using a form of time-extrapolation to guess a more accurate
temperature based upon the temperatures from previous time steps. However, ex-
perience has shown that these temperature extrapolations can introduce undesirable
properties into the calculations. Specifically, they can affect the stability and accu-
racy of the result, especially if the underlying solution method is prone to errors (such
as statistical noise in a Monte Carlo calculation). Hence, temperature extrapolation
is usually avoided in practice, and the problem data is frozen at the beginning of the
time step. In Chapter V of this theses, we discuss an alternative way of estimating
the temperature at the end of a time step that relies on a relatively inexpensive,
additional deterministic calculation.
Another inaccuracy is created when α is introduced into the system of equations,
followed by the approximation in Eq. (3.16), in which time-averaged unknowns are
replaced by “instantaneous” unknowns. Since α is user-defined, it cannot accurately
relate Ur(t) to Ur,n and Ur,n+1. Eliminating the user parameter α and obtaining a
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more accurate approximation of Ur(t) – that still retains the form of Eqs. (3.29) – is
the subject of Chapter VI of this thesis. A more rigorous error analysis of Eqs. (3.29)
is also presented there for a simplified, but representative class of problems. Yet,
the conventional wisdom is that the error in Eqs. (3.29) may be reduced linearly
in proportion to the size of the time step. In the parlance of numerical analysis,
Eqs. (3.29) are “first-order accurate” in ∆t,n. Additionally, for sufficiently simple
problems2 [46], it is possible to obtain second-order accuracy (implying a quadratic
reduction in error) when α = 1/2 is chosen.
Additionally, it has been shown that the IMC method is inaccurate (physically
impermissibly so) during transients if too-large time steps are used, and it is difficult
to determine a priori how small the time steps should be [27]. When one considers the
assumptions made in deriving these equations – especially the evaluation of opacities
and an emission spectrum using an old (or forward extrapolated) temperature, this
is not completely surprising. It has also been shown that the IMC method does not
preserve an equilibrium diffusion limit [28]. However, the inaccuracies that do occur
in the equations have not been prohibitive.
Despite these difficulties, IMC has been widely-used by the radiative transfer
community, and it is a surprisingly robust method when knowledgeably employed.
We next motivate a Monte Carlo interpretation of Eqs. (3.29) by discussing the char-
acteristics of a generic, linear transport Monte Carlo algorithm.
3.3 Monte Carlo
A Monte Carlo method uses stochastic techniques to estimate the solution of a
problem. In general, such problems are simulated on a computer using a large number
of random or pseudorandom numbers combined with probability density functions
(pdfs) to generate an average result. Monte Carlo transport methods are also more
closely linked to the transport processes of physical particles, which implies that the
underlying functions and terms in their computational implementation usually retain
clear, physical interpretations. By contrast, deterministic transport methods often
require careful calculation and attribution of a multitude of terms that make up the
coefficients of the underlying large, algebraic system, making them more tedious to
implement correctly. Monte Carlo methods also require fewer approximations than
deterministic methods; in linear Monte Carlo transport methods, for instance, there
is no need to discretize the problem, provided that continuous problem parameters
2In [46], a 0-D problem with constant opacities and specific heat is considered.
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are known.
Generating a Monte Carlo method for a transport problem involves careful con-
struction of pdfs based on the physical events a particle could undergo in its lifetime
(sometimes referred to as a particle history). A generic particle history employs
random numbers to create a particle inside the simulated problem geometry, choose
where the particle travels, choose a collision or leakage event, etc., until the parti-
cle loses relevance (by leaking outside the problem, for instance). Typically, many
such particles are simulated, and events of interest are tallied and averaged. At the
method’s conclusion, the average result is reported with some confidence estimate,
usually the standard deviation of the average. It can easily be shown using the Cen-
tral Limit Theorem that the standard deviation of the average decreases at a rate
that is inversely proportional to the square root of the number of histories. That is,
to improve the confidence in an estimate by a factor of two, one must on average
simulate four times as many particles. Correspondingly, Monte Carlo methods have
the disadvantage of generally being quite computationally expensive – it may take
an astronomical number of histories to obtain a solution estimate with appreciable
confidence. The full transport problem addressed in this thesis, for example, gener-
ally cannot produce global solutions with adequately resolved statistical errors even
on today’s massive, parallel supercomputers due to prohibitively long runtimes. It
is worth noting that Monte Carlo methods are so-called “embarrassingly parallel”
algorithms (provided that the underlying problem fits into a single processor’s mem-
ory). It is almost trivial to convert a single-processor algorithm to run on very large,
distributed computing systems. Monte Carlo methods are widely-used, often giving
researchers the powerful ability to use two wholly different methods (stochastic and
deterministic) to estimate a problem solution.
Even if continuous problem data is available, it is not possible to exactly solve
Eqs. (3.29) using a Monte Carlo method. This is fundamentally due to the non-
linearity in the material temperature, i.e., the effect that the material temperature
has on the underlying problem data. The simplest remedy for this problem is to
impose a spatial grid in which the temperature is defined to be a constant or some
other spatially fitted, functional expansion. No matter how this is done, the impo-
sition of some sort of spatial discretization introduces another source of error into
the problem. For instance, if one assumes the simplest solution, which is to use a
constant temperature in each spatial zone, then a large number of spatial zones is
required to resolve sharp temperature gradients, which is typically too computation-
ally burdensome. Additionally, the numerical treatment of the absorption-reemission
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approximation can introduce an unphysical conduction in the problem. Although it
is possible to store the locations of each absorbed Monte Carlo photon and construct
a spatial temperature distribution within each cell, it is customary to assume either
a histogram or linear temperature distribution. Thus, absorbed photons generally
lose their identities in a spatial zone, and are reemitted uniformly or linearly in space
during the subsequent time step. If the spatial zone is large, then it is possible for
a photon to be absorbed on one side of the cell and be released at the other side
faster than an underlying radiation wavefront. In subsequent analyses, we shall as-
sume that a spatial grid has been imposed in which the temperature and material
data are assumed to be constant, with the understanding that this will introduce an
additional source of error.
In general, one has to represent many physical photons with relatively few Monte
Carlo photons; Monte Carlo photons therefore represent large packets of physical
photons. This is because the maximum number of simulated particles is constrained
by computer memory requirements. This limiting factor is generally used as a guide
to determine the amount of physical energy each Monte Carlo photon represents. In
TRT calculations, there is a slight, additional subtlety that arises – the Monte Carlo
particle density is not exactly proportional to the number density of the photons.
However, this subtlety may be exploited to develop a compelling solution to the
problem of local (per-Monte Carlo particle) energy conservation. Central to these
ideas is the concept of a Monte Carlo particle weight.
To the reader more familiar with linear, neutron-transport Monte Carlo problems,
a particle weight is a dimensionless quantity that represents the relative number of
neutrons represented by a Monte Carlo particle. The particle weight is therefore
a new independent variable that is controlled by the user and by the Monte Carlo
tracking algorithm. In an analog neutron transport calculation, in which the particle
weight is fixed, the Monte Carlo number density is directly proportional to the neu-
tron number density. This is not the case in a frequency-dependent TRT calculation.
The contrast between these two types of problems merits discussion, since we will
extend the experience from the linear, neutron-transport Monte Carlo community to
create a Monte Carlo interpretation of the IMC equations.
The central reason for the different treatments of the Monte Carlo particle weights
is that the unknown for the radiation in a TRT problem, I(ν), is proportional to
the frequency ν times the photon number density N(ν) (with the arguments x, µ, t
suppressed for clarity):
I(ν) = hνcN(ν) .
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The most straightforward Monte Carlo interpretation of Eq. (3.29a), solves directly
for a quantity that is proportional3 to I(ν), not N(ν) = I(ν)/hcν. By comparison,
let us artificially group the terms according to “neutronics” terminology:
I(ν) = (hν)[cN(ν)] ,
I(ν) = energy × “angular flux”.
In a neutronics problem, the“angular flux”, which is the product of the neutron speed
and number density, is the central unknown. Thus, any neutronics-like Monte Carlo
interpretation of Eqs. (3.29) would introduce an “energy” term that depends upon
the photon frequency. For reasons that will become clear later, this is undesirable.
To aid this discussion, let us define
M(x, µ, ν, t, w) dxdµdνdw =
The expected number density of Monte
Carlo particles at location (x, µ, ν)
in (dx, dµ, dν) with weight w in dw
traveling at time t.
(3.39)
In general, we would like to construct the intensity I from the Monte Carlo density
M using the relationship:
I(x, µ, ν, t) = chνN(x, µ, ν, t) ≡
∫ ∞
0
cwM(x, µ, ν, t, w) dw , (3.40)
which is to say,
hνN(x, µ, ν, t) =
∫ ∞
0
wM(x, µ, ν, t, w) dw . (3.41)
The left side of this expression has units of energy per volume-angle-frequency. Since
M is a number density, w cannot be dimensionless – w must have units of energy. As
an example of how this weight is treated, let us stipulate that w = w0, a constant.
That is, we may write M explicitly as
Mw0(x, µ, ν, t, w) = M(x, µ, ν, t)δ(w − w0) , (3.42)
3For instance, in equilibrium, we should find the solution I(ν) = 2πB(ν). Every existing Monte
Carlo algorithm for TRT would treat this problem by sampling from B(ν) directly, not by sampling
B(ν)/ν.
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in which case we have:
hνN(x, µ, ν, t) =
∫ ∞
0
wM(x, µ, ν, t)δ(w − w0) dw ,













M(x, µ, ν, t) dµdxdν ,





In other words, w0 is the amount of energy that is represented by a single Monte
Carlo particle. This type of Monte Carlo particle weight is sometimes distinguished
from its linear, neutron-transport counterpart by terming it an energy-weight. In a
typical IMC calculation, w0 is specified at the beginning of the calculation, and the
number of Monte Carlo particles injected during each time step is adjusted depending
on the amount of particle energy that must be represented during the time step. This
ensures that each time step is treated “fairly” in regard to the total amount of energy
injected. By contrast, in a steady-state, analog, neutron transport problem, it is
typical to specify the total number of particle histories ahead of time and to then
impose that w be inversely proportional to that number. This allows the user to
set a practical limit upon the calculation time, assuming that each history takes
roughly the same amount of time. However, in an IMC calculation, one cannot know
the amount of energy injected during a time step for every time step a priori; the
variability of of this quantity over disparate time steps means that either the number
of histories injected or the particle weight must vary.
It is worthwhile to provide IMC equations in which w – the amount of energy
represented by a Monte Carlo particle – is an independent variable. If we define:
Ĩ(x, µ, ν, t, w) ≡ cwM(x, µ, ν, t, w) , (3.43)
so that
I(x, µ, ν, t) =
∫ ∞
0
Ĩ dw , (3.44)
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p(w′ → w)σes,nĨ dµ′dν ′dw′ +
Q
2
δ(w − w0) , (3.45a)




σea,nĨ dµ dν dw dt . (3.45b)
Here the triple integral denotes an integral over all directions, frequencies, and non-
negative weights. As discussed above, the quantity w0 is provided by the user; this
and a calculation of the energy that must be represented in the radiation dictate
the number of Monte Carlo particles injected during the time step. The quantity
p(w′ → w) is the probability that a Monte Carlo particle with weight w′ emerges
with weight w after an effective scattering event. In the simplest scenario, in which
constant particle weights are employed4, this probability is given by:
pconstant(w
′ → w) = δ(w′ − w) , (3.45c)
but other interpretations of p may be formulated. Boundary and initial conditions
to these equations are given by:
Ĩ(x, µ, ν, 0, w) = I i(x, µ, ν)δ(w − w0) , (3.45d)
T (x, 0) = T i(x) , (3.45e)
Ĩ(0, µ, ν, t, w) = I`(µ, ν, t)δ(w − w0) , 0 < µ ≤ 1 , (3.45f)
Ĩ(X,µ, ν, t, w) = Ir(µ, ν, t)δ(w − w0) ,−1 ≤ µ < 0 . (3.45g)
These equations, when operated upon by
∫∞
0
(·)dw, reduce to the traditional form
of the IMC equations given by Eqs. (3.29). However, Eqs. (3.29) by themselves do
not have a straightforward Monte Carlo interpretation, whereas Eqs. (3.45) do. It
should be noted that Eqs. (3.45) are not unique; one may define alternative Monte
Carlo interpretations of Eqs. (3.29) (for instance, one might attempt to define a
Monte Carlo scheme that is completely analogous to the physics of photon transport).
Yet, Eqs. (3.45) are typical of what one encounters in existing implementations. An
4If the term“analog” is defined to mean“a numerical process that is completely analogous to the
underlying physics”, then using constant particle weights is not strictly an analog procedure, since
Monte Carlo photons used to solve Eqs. (3.45) have energies that do not depend on their frequency.
We shall attempt to avoid the use of this term to minimize confusion.
54
additional advantage of Eqs. (3.45) is that energy conservation on a per-particle basis
becomes trivial. From these equations, we see that if Eq. (3.45c) is used, the energy-
weight of a particle never changes, even if the particle frequency changes. That
is, a particle’s energy-weight is not related to its frequency, even though hν is the
traditional photon energy. Let it be made clear: energy-weight (independent of ν) is
different from photon energy (linearly dependent on ν). In Eqs. (3.45), ν is simply
treated as a parameter, and a Monte Carlo procedure used to solve these equations
is not analogous to the physics of photon transport.
Thus, particle energy is introduced into the problem and travels through the
system until it is either absorbed in the material, leaks out of the system, or goes
to census; it can never be lost. Certain transport schemes in which the energy-
weight is allowed to fluctuate may also be developed to contain this property, and
will be discussed later. Finally, we note that if we had developed a Monte Carlo
interpretation of the gray version of the IMC equations, it would not have been
necessary to introduce the concept of energy-weights. However, had we done so, we
would have had to perform a separate analysis for the frequency-dependent problem
and introduce the concept there. Also, if one later desired to create a non-constant
energy-weight kernel p(w′ → w) to reduce the variance of the Monte Carlo process,
it would again be necessary to introduce some type of weight to the gray equations.
3.4 Implicit Monte Carlo Implementation
In this section we describe details that are necessary to computationally imple-
ment a constant energy-weight version of Eqs. (3.45), the simplest numerical scenario
possible. Readers who are already acquainted with such concepts may proceed to
Chapter IV.
To solve Eqs. (3.45) using a Monte Carlo method, it helps to pause and consider
the possible energy sources and sinks of physical photons. For instance, in the first
time step, Monte Carlo photons may be “born” from the initial condition (existing
radiation), the boundary condition, the inhomogeneous source Q, or the material
if T > 0. At the end of the time step, some of these photons may continue to
exist in the radiation – these are generally stored in a census to preserve their state
in preparation for the next time step. Other photons may have been absorbed in
the material during the time step – their energy is subsequently removed from the
radiation and attributed to the temperature. At the beginning of the next time step,
photons may then emerge from the census (which is like an initial condition), the
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boundary condition, Q, or be emitted from the material. Using this as a guide, a
natural algorithm emerges to begin the sampling procedures – for instance, a random
number may be used to choose from which source a particular photon should begin;
if it is the initial condition, it must have t = 0 and so forth. This process is delineated
explicitly below.
First, we discuss the various particle-energy sources in an IMC calculation. The








Q(x, ν, t) dν dx dt . (3.46)
Here, the particle time and frequency are chosen according to the functional form
of Q. The particle angle is uniformly chosen in the unit sphere – in practice this is
typically done by choosing µ (the cosine of the polar angle) uniformly on [−1, 1], or
µ = 2ξ − 1 (3.47)
where ξ is a uniform random variate on (0, 1]. A uniform random variate is a partic-
ular number chosen from a uniform distribution of pseudorandom numbers. Modern
computers typically allow one to obtain large streams of ξ with great efficiency. In
what follows, choosing µ using Eq. (3.47) is what is meant by “sampling isotropically
in angle.” To choose a particle location, one first observes that typical geometry
models of transport problems consist of many non-overlapping, connected spatial
zones. In general, the problem data is decreed to be constant over each spatial zone.
Therefore, particle location is chosen by first determining a spatial zone based on
its relative contribution to the energy (via a normalization to a pdf), and by then
sampling within that spatial zone uniformly. That is, if Qj is the total energy emit-
ted due to Q in zone j, then that zone is chosen with probability Qj/EQ. As an
example of choosing a spatial location within a zone uniformly, consider a zone given
by [xleft, xright]. In this case, a location is selected according to x = xleft + ξ∆x. The
particle’s initial energy-weight is set to the user-specified value of w0 for this energy
source and for each of the following energy sources.
The total energy due to the boundary source is obtained by integrating the bound-








µI`(µ, ν, t) dµ+
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Hence, one chooses particle location (on the boundary), direction, frequency, and
time according to the functional forms of I` and Ir. However, the boundary source
is frequently specified as a blackbody at a fixed temperature, in which case the total










in which case the particle frequency is chosen from a Planckian spectrum5 at the
boundary temperature, the time is chosen uniformly over the time step, and the
direction is isotropic in the incoming directions. [For the left boundary, we choose µ
according to µ =
√
ξ, which corresponds to the pdf f(µ) = 2µ.]
During the first time step, energy may be included due to the initial condition on








I i(x, µ, ν) dνdxdµ . (3.49)
Here, particle location is chosen cell-wise and then within the cell as is done for Q,
while direction and frequency depend on the form of the initial condition. The initial
condition is also frequently given as a blackbody at a certain temperature, in which
case the particle direction is isotropically sampled and particle frequency is chosen
from a Planckian spectrum. The particle time is specified at t = 0.
Finally, we turn to particles emitted from the material during the time step, which
is represented by the first term on the right side of Eq. (3.20). This time-independent
term represents radiative energy held by the material at the beginning of the time








The factor 1/2 tells us that this is an isotropic photon source. The factor χn(ν)
may be thought of as the frequency distribution term, similar to a fission spectrum
χ(E) in neutron transport. The remaining term is what is left after integrating over
frequency and angle – the source strength in units of energy per volume-time. The
5The details of how to computationally sample a Planckian using only uniform random variates
may be found in reference [21].
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fnσp,n(x)Ur,n(x) dx . (3.51)
If this energy source is selected, the particle’s location is determined in a similar
manner as was done for Q, and it is emitted uniformly during the time step since ER
has no temporal or angular dependence.
The total energy introduced into the problem during a time step is therefore given
by:
ETOT = EQ + EB + EIC + ER , (3.52)
where EIC may be due to a census or the initial condition. A particle is born in one
of these energy sources with probability EX/ETOT , where X may be one of Q, B, or
R in a general time step.
After a Monte Carlo particle energy source is selected and the particle is intro-
duced into the problem geometry, the next task is to track it through the problem,
updating the independent variables along the way. There are essentially three events
that must be considered that affect the nature of a particle’s flight through the sys-
tem: (i) the particle could collide with an atom, (ii) the particle could exit the current
region (and enter a region with different opacities), or (iii) the particle time could
reach the end of time step value tn+1. Associated with these three possibilities are
three distances – a distance to collision, distance to the spatial boundary, and the
distance that would be traveled until t = tn+1. The calculation of these second two
quantities is non-stochastic and straightforward. The distance to the next spatial
boundary dG will satisfy:
xB − x = µdG , (3.53a)
where xB is the boundary location in direction µ. The distance to the next time
boundary, dT is simply:
dt = c(tn+1 − t) . (3.53b)
The distance to next collision, dC , is determined in the following way. Assume that
at location s we have a density of photons given by N(s). We then consider the
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incremental removal due to collisions along flight path at a location s + δs. Using
the definition of total opacity, this is just:
N(s+ δs) = N(s)− σaδsN(s) +O(δ2s) .
That is, to first order, the amount removed in a differential distance δs is the prob-
ability of interaction per distance, times the distance, times the original density.
Rearranging and allowing δs→ 0, this is:
dN
ds
(s) = −σaN(s) .
This ordinary differential equation has the solution
N(s) = Ce−σas ,
where C is an unspecified constant. We next normalize this solution on [0,∞) to
construct the pdf for removals due to collisions:
N(s) = σae
−σas . (3.53c)
This is the pdf that we must sample to determine dC . Being exponential, it has
the important property that it is a memoryless distribution [47]. This essentially
means that the probability of removal during flight over a given interval does not
change if that interval is moved. This has the following Monte Carlo implication.
Let us imagine that dC is sampled and determined to be some large distance, many
spatial zones away. Then it is equivalent to move particles to the zone boundaries,
halt, and sample for dC repeatedly, rather than attempt to move particles through
a multitude of boundaries to the collision location. We next observe that since all
cumulative distribution functions (cdfs) are monotonically increasing on [0, 1], and
since our URVs are uniformly distributed on [0, 1], we may construct a relationship

















where the last equality results from the probabilistic equivalence of 1− ξ and ξ. The
next step in the Monte Carlo method, then, is to calculate dC , dG, and dt according
to Eqs. (3.53), determine the minimum quantity, and either move the particle to the
collision location, spatial boundary, or time boundary respectively. We next consider
what to do for each of these events.
If the minimum distance d is to either of the spatial or time boundaries, the
particle direction, energy6, weight, and frequency remain unchanged. The particle
location and time is simply updated to those of the boundary using:
x′ = x+ µd , (3.54a)
t′ = t+ d/c . (3.54b)
If dG was used, then we check to see whether the particle has leaked out of the
boundary. If it has not, the sampling process begins again in the new spatial zone
with appropriately updated material properties. If dt was selected, then the particle
“goes to census,” where it is stored in computer memory for the calculation of the
next time step.
If the minimum distance is to collision, the particle data are also updated accord-
ing to Eqs. (3.54), but the collision event must then be decided. To see how this is







We can interpret the bracketed term as a discrete probability distribution for two
separate collision events: effective absorptions and effective scatters. Therefore, with
probability σea/σa = f , the particle undergoes an effective absorption – the particle’s
energy is deposited at the collision location and no longer followed (Note that there is
no source term in Eq. (3.29) due to effective absorptions at the instantaneous time).
With probability σes/σa = 1 − f , the particle undergoes an effective scatter. The
reemission process is mathematically represented by the in-scatter source term of
6In [21], a continuous energy deposition model is used. Essentially, in Eq. (3.53d), σa,n is replaced
with the scattering opacity σes. The energy update equation is then adjusted to E′ = Eeσea,n(ν)d,
with the energy difference due to absorptions continuously deposited along the particle flight path.
This is a variance reduction mechanism that is typically used in modern implementations of IMC.
The interested reader may refer to [21].
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p(w′ → w)(1− f)σa,nĨ dµ′dν ′dw′ (3.56)
In this term, the triple integral over σa,nI is the collision rate due to all absorptions at
location x and time t. The factor (1− f) is the (frequency-independent) probability
that such an event may be interpreted as an effective scatter. As above, the factor 1/2
is an isotropic, angular redistribution term, and the factor χn is the emerging photon
frequency spectrum. A new particle weight may be chosen according to p(w′ → w);
in the constant energy-weight case, the weight remains unchanged. After either an
effective absorption or scatter has been selected, the particle is said to have collided,
and, if the particle was not absorbed, the process of choosing a new distance is
repeated.
Particle tracking ends when the particle has leaked out of the system or gone to
census. Alternatively, one can also end the tracking if the energy falls to a user-
supplied cutoff criterion and deposit the particle energy directly into the material.
The entire process (birth, tracking, death) is generally repeated a large number of
times to generate meaningful statistics. These statistics are generated via a“tallying”
mechanism. Upon different particle events (collision, boundary-crossing, etc.), one
updates a computer memory structure, or tally using information about the current
particle. This information can be used to ensure energy conservation for verification
purposes, to update the material properties to end-of-time-step values in preparation
for the next time step, and to provide users with the problem solutions.
The first several tallies we will examine are related to the radiation intensity. In
most of the below tallies, we will consider events that occur in a single geometric
zone with volume Vzone = ∆x,zone over a range of particle histories i ∈ [1, 2, . . . Nhist].
From the material update Equation [Eq. (3.45b)], we immediately see that we need
an estimate of the energy deposited in a zone due to the effective absorptions. We
first note that:
fnσa,n(x, ν)cwM(x, µ, ν, t, w) dµ dν dx dw =
absorption energy deposition rate
in dµ dν dx dw about (x, µ, ν, w)
at time t.
We would like to accumulate this differential quantity over all frequencies, angles,
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and the time step; and average it over a zone volume to find:














wi ≡ TA (3.57)
where wi is the total Monte Carlo particle energy deposited in Vzone due to all effective
absorption collisions in history i during time step n. In other words, when a particle
undergoes an effective absorption according to Eq. (3.55), we deposit its entire energy
wi into the current zone’s material
7. We will use TA as shorthand for the “effective
absorption tally.”
We next turn to an estimate of the scalar intensity during a particular point in
time, or at a “snapshot.” This essentially follows immediately from the definition of
the intensity:












where c is the speed of light and wi is the energy of a Monte Carlo particle in the
radiation at time t. Another quantity of interest is the amount (or rate) of energy
flowing at position x. Such a quantity might be used in energy conservation on a
local or global scale or to obtain a net leakage in the problem boundary. We have:














wi, µ > 0 , (3.59)
where w+i is the total Monte Carlo particle energy that exits crosses location x
during the time step (in the positive direction). If desired, we may combine this with
7This procedure assumes that a constant energy-weight is being used. It is also possible to
employ a technique known as absorption weighting or survival biasing, in which a fraction of the
particle energy is deposited and the remaining fraction is retained in the radiation.
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another tally for J−, the average energy going the opposite direction, and calculate












where w−i is the total Monte Carlo particle energy that crosses location x during the
time step (in any negative direction, dictated by −1 ≤ µ < 0). Note that all of the
above quantities may also broken up into different frequencies – that is, instead of
accumulating all of the particles into a single tally regardless of frequency, we may
choose to segregate the particles into a multigroup structure.
It is now possible to rewrite the material update equation [Eq. (3.45b)] in terms
of Monte Carlo tallies. Using Eq. (3.57) in Eq. (3.45b), it is simply:
Um,n+1 = Um,n − cfnσp,nUr,n∆t,n + TA . (3.61)
Once Um,n+1 is known, the temperature Tn+1 may be calculated through the relation
∂Um/∂T = cv. Finally, given Tn+1 it is simple to calculate Ur,n+1 = aT
4
n+1.
We next turn to the problem of local energy conservation. We begin by integrating
Eq. (3.5) over a spatial zone, frequency, and the time step to find (exactly):
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c











I1(x, ν, t) dx dν dt . (3.62)
This equation may be broken up into several terms. The first term concerns the
scalar intensity at the “snapshot” time t = tn+1, for which we may use Eq. (3.58)
with the slight modification of dividing by c. The second term is assumed known
from the initial condition (or census). The third term and fourth terms we may
calculate using Eq. (3.29b); that is:
Um,n+1 − Um,n = TA − cfnσp,nUr,n∆t,n .
The first term on the right hand side is just EQ,zone, the energy due to an inhomo-
geneous source in a single zone. Finally, the last term may be rewritten using the
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I1(x, ν, t) dx dν dt = J(xright)− J(xleft) .
Putting these results together, we see that energy is conserved if:
1
c
[I0(tn+1)− I0(tn)] = cfnσp,nUr,n∆t,n + EQ,zone − TA − [J(xright)− J(xleft)] . (3.63)
That is, the difference in the zonal radiation energy at the beginning and end of
the time step is due to the gain terms from the material radiation, inhomogeneous
source, and incoming partial currents, and the loss terms resulting from effective
absorptions and leakages. All of the incoming quantities are explicitly controlled by
the algorithm, and all of the energy-loss quantities can be accounted for via tallying.
We conclude our discussion of IMC by providing the gray version of the IMC
equations. If one can assume that the opacities are frequency-independent, then it
is possible to integrate Eqs. (3.45) over all frequencies to obtain a gray version of the



















p(w′ → w)(1− f)σa,nĨ dw′dµ′ +
Q
2
δ(w − w0) , (3.64a)
with the material update equation:







fnσa,nI dw dµ dt , (3.64b)
and initial and boundary conditions given by:
Ĩ(x, µ, 0) = Ĩ i(x, µ)δ(w − w0) , (3.64c)
T (x, 0) = T i(x) , (3.64d)
Ĩ(0, µ, t, w) = I`(µ, t)δ(w − w0) , 0 < µ ≤ 1 , (3.64e)
Ĩ(X,µ, t, w) = Ir(µ, t)δ(w − w0) ,−1 ≤ µ < 0 . (3.64f)
The same mechanisms can then be used to generate Monte Carlo particles, track
them, and tally them, but frequency information becomes superfluous. As noted
earlier, it is not strictly necessary that Eqs. (3.64) contain an energy-weight parame-
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ter, however, it is expedient to provide it in the likely event that the user would like
to employ a non-constant energy-weight procedure in order to reduce the variance of
the Monte Carlo calculation.
3.4.1 Summary of the IMC Procedure
In this chapter we have presented the derivation of the IMC equations and its
implementation details as carefully and precisely as possible to provide the reader
with an unambiguous reference. We did this with the intention of allowing the reader
to more rapidly understand the central issues of the IMC approach than is presently
possible from the current literature. The overall process can be summarized briefly
as follows. First, the IMC equations [Eqs. (3.29)] should be understood as a time-
discretization of the TRT equations in which the TRT equations have been linearized
over a time step. This approximation process has implications upon the problem’s
accuracy and stability, but it should generally produce reasonable results if one uses
physically reasonable materials and sufficiently small time steps. Next, to model
Eqs. (3.29) using a Monte Carlo procedure that conserves energy, it is expedient to
employ the concept of an energy-weight. This energy-weight is different from the
photon energy, and the photon frequency ν becomes simply another parameter. The
energy-weight can then be explicitly included as a parameter in the IMC equations
[see Eqs. (3.45)] in order to provide them with a straightforward Monte Carlo inter-
pretation. To solve these equations using a Monte Carlo procedure, we first calculate
the amount of energy that must be represented by the radiation. This energy may
come from the material emissions, an inhomogeneous source Q, the boundary con-
dition, or the previous time step in the form of a census or the initial condition.
We then allocate this energy to particles of equal energy-weight w0. Each particle is
introduced into the problem by sampling its direction, position, frequency, and time
from pertinent probability density functions. The particles then either travel to a
zone boundary, undergo a collision, or enter the next census. If a collision occurs,
the particle’s energy-weight is either absorbed into the material or it scatters into
a new direction and frequency. Energy is automatically conserved since a particle’s
energy-weight does not change, regardless of its frequency; the particle is either ab-
sorbed, leaks out of the system, or goes to census. Each particle is followed until
its history has terminated, and the results are tallied and averaged. The tallies and
“new” census then provide the algorithm with the necessary ingredients to update
the temperatures and begin the calculation for the next time step.
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3.5 A Brief Introduction to Variance Reduction
Throughout the previous section we have assumed that the Monte Carlo calcula-
tion employs a constant energy-weight procedure. In this procedure, when a particle
undergoes a collision, it is either absorbed in the material with probability fn – at
which point its entire energy-weight is deposited into the material – or scattered with
probability (1−fn). Therefore, once a particle has undergone i collisions, its probabil-
ity of survival is (1− fn)i (assuming the problem materials are homogeneous). Since
particles usually undergo many collisions as they traverse the problem domain from
highly-populated to lightly-populated regions, the probability of finding any given
particle in a lightly-populated region can become geometrically small. If obtaining
good statistics in these regions is important, one must either geometrically increase
the number of particles simulated, or modify the Monte Carlo procedure in such a
way that (i) the probability of particle survival is increased in these regions and (ii)
the mean solutions do not become biased. In general, techniques that attempt to
modify the Monte Carlo procedure in order to increase the confidence in the solution
are referred to as variance reduction methods. In this section, we briefly introduce
four of the most widely-used variance reduction techniques and discuss how they af-
fect the implementation of Eqs. (3.45). This section is not intended to fully explicate
these methods; the interested reader should refer to one of several textbooks that
discuss these topics [11] [12] [13].
3.5.1 Absorption Weighting
The first technique is one of the most widely-used methods in global Monte Carlo
particle transport problems, and has been referred to alternately as survival biasing,
implicit capture, or absorption weighting. In this technique, instead of depositing all
of the particle’s energy-weight with probability fn upon a collision event, we deposit
the fraction fn of its energy-weight into the material and continue to follow the
fraction (1− fn) of its energy-weight in the radiation. The weight update kernel for
this procedure is therefore
pa.w.(w
′ → w) = δ[w − (1− fn)w′] , (3.65)
where“a.w.” stands for absorption weighting. If Eq. (3.65) is used instead of Eq. (3.45c)
in Eq. (3.45a) (or Eq. (3.64a)), then particle histories can no longer be terminated
due to collision events. This means that each particle history will become longer,
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increasing the overall cost of simulating each particle. Also, instead of finding parti-
cles with weight w0 in lightly-populated regions with probability (1− fn)i, one may
expect to find particles in these regions with weights given by (1−fn)iw0, on average,
where i is the number of collisions and w0 is the initial energy-weight.
Although absorption weighting successfully provides a means for Monte Carlo
particles to move from highly-populated to lightly-populated regions of the problem,
it comes at the cost of longer particle histories. Also, because each particle can be
expected to undergo a variable number of collisions i before it arrives in a lightly-
populated region of the problem, the variance in its weight can become large in these
regions. The upshot is that, although the statistics in the lightly-populated regions
are improved, the cost of the calculation is increased in the highly-populated regions
(where the solution is already satisfactory) and there is room for improvement in
the lightly-populated regions. The next three variance reduction methods attempt
to remedy these issues by restricting the particle weights in such a way that the
efficiency of the calculation is improved and their variance is diminished.
3.5.2 Russian Roulette
If the correct average particle weight could be obtained through some procedure
(and such a procedure will be introduced in Chapter VII of this thesis), then one
would be able to identify particles whose weights are so small as to not significantly
contribute to the solution. The calculation time could be decreased if one could
effectively “combine” these low-energy-weight particles into a single, average-energy-
weight particle. The technique known as Russian roulette does something like this.
We next outline the “traditional” version of Russian roulette, in which energy is not
conserved, and then modify it to conserve energy.
In the traditional version of Russian roulette, we define wlow to be a lower energy-
weight cutoff and wavg to be the desired average energy-weight. Then if a particle with
energy-weight w undergoes a collision and w < wlow, with probability p = w/wavg
(a relatively low probability) we increase the particle’s energy weight to wavg, and
with probability (1 − p) (a relatively high probability), we terminate the particle
history. This technique does not conserve energy since, with probability p, the energy
wavg−w is created “from nowhere”, and with probability (1−p) the energy w is lost.
To conserve energy, we modify this procedure by introducing a position-dependent
“bank” of rouletted energy. In this scheme, when a particle is terminated, its energy-
weight is deposited into the energy bank. If a particle’s energy is to be increased, its
increase is restricted to the amount available in the energy bank. At the end of the
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calculation, if excess energy remains in the bank (and this quantity should be small),
then it may either be deposited in the material as an effective absorption or attributed
to a new census particle. If this modified form of Russian roulette is employed, then
both the IMC calculation time and variance in its solution are reduced, all while
maintaining a zone-wise conservation of energy. If too-few particles are used, then it
is possible that this technique may introduce an inaccuracy into the problem, since
the energy bank does not account for the location or time at which energy becomes
available. However, if too-few particles are used, one might expect the solution to be
inaccurate anyway. In the limit of a large number of histories, it can be shown the
Russian roulette technique does not bias the solution.
3.5.3 Splitting
We next turn our attention to particles whose energy-weights are much higher
than average. Such particles should occur relatively rarely, but their effect on the
overall variance is significant.8 Additionally, high energy-weight particles have a large
effect on the estimate of the mean, so if one is found in a lightly-populated region it
would be desirable to more uniformly distribute its contribution among neighboring
zones. This may be accomplished through a technique known as particle splitting. If
we define whigh to be a high energy-weight cutoff, and a particle with energy-weight
w is found such that w > whigh, then we split the particle into j identical “daughter”







It should be clear that such a technique successfully reduces the overall particle
weight without affecting the conservation of energy. However, splitting tends to
increase the overall calculation time of the Monte Carlo calculation. Additionally,
if whigh is improperly chosen (for instance, if whigh < wavg), it is possible to have
a Monte Carlo algorithm that is “super-critical”, meaning that the calculation will
never finish.9 Thus, one must choose the upper cutoff whigh with care.
8For instance, if the exact particle density in a particular region is small, but the Monte Carlo
particle weights are restricted to be a much larger constant, then, to preserve the mean density,
this must be simulated by rarely transporting particles to this region.
9Splitting is a producer of Monte Carlo particles. If the production rate (splitting plus particle




The final variance reduction technique is known as weight windows. This tech-
nique combines Russian roulette and splitting so that any given particle’s energy-
weight is restricted to reside in a possibly parameter-dependent window of interest,
defined by wlow and whigh. Thus, low energy-weights and high energy-weights are not
permitted in the problem. Since Russian roulette tends to increase – and splitting
tends to decrease – the calculation time, there is no way of stating a priori whether
or not weight windows will reduce the total calculation time. Assuming that the
weight window is well-chosen, the net effect should be to reduce the variance in the
problem solution. We reiterate that in Chapter VII of this thesis we shall introduce
a means of estimating wavg.
3.6 Summary
In this chapter, we have derived and explicated most of the important features of
the IMC method. The majority of what has been presented is foundational and has
appeared previously with the exceptions of (i) the positivity condition for Tn+1 in
Eq. (3.35), (ii) the energy-weight interpretation of the IMC equations in Eqs. (3.45),
and (iii) the energy-conserving Russian roulette variance reduction mechanism. From
this point forward we consider new material. In Chapter IV, we provide a stability
theory to better understand when the IMC equations produce unphysical tempera-
ture solutions. We also present three enhancements to the IMC method in Chapters
V, VI, and VII. Two of the enhancements (in Chapters V and VI) are based on
reductions in the impact or number of approximations that lead to the final form of
the IMC equations in Eqs. (3.29). In Chapter VII, we present a variance reduction
mechanism that controls the Monte Carlo particle energy-weights. In each of the
following chapters, an understanding of the fundamentals discussed in this chapter
should assist the motivation and understanding of the new material.
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Chapter IV
Stability Analysis of the IMC Method
In Chapter III we asserted that the IMC linearization and time discretization
depicted in Eqs. (3.29) can produce unphysical, damped oscillations even if α = 1.
In this chapter, we demonstrate this phenomenon mathematically and numerically for
the gray version of these equations in which the opacities are inversely proportional to
T 3, and the specific heat is constant. (These are commonly-used and representative
choices for the physical parameters.)
It is known that the IMC equations can produce unphysical solutions when a
sufficiently large time step is used [27] [28] [29], but little attention has been given to
the stability characteristics of the IMC equations. Most of the existing literature has
centered upon the accuracy of the IMC equations based upon physical arguments.
Larsen and Mercier [27] found an upper limit on the size of the time step that
ensures that the IMC equations satisfy a “maximum principle” that the underlying
TRT equations satisfy. Larsen and Densmore [28] also established that the IMC
equations do not obtain the correct asymptotic equilibrium diffusion limit. Martin
and Brown [29] analyzed the temporal convergence rate of the IMC equations applied
to a 0-D, linear problem, and demonstrated the presence of unphysical, damped
oscillations in some of their numerical results. Mosher and Densmore [31] extended
the results of Martin and Brown to derive stability and monotonicity conditions
on α and the size of the time step for the IMC equations applied to a 0-D, gray,
and linear problem. However, there have been no attempts to analyze the stability
characteristics of the IMC equations applied to a nonlinear or spatially-dependent
problem; Mosher and Densmore’s paper is the only contribution to the literature
that addresses stability characteristics of the IMC equations.
This solitary contribution to the topic of stability is presumably because, as we
shall demonstrate, the IMC equations are unconditionally stable in most practical
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scenarios. However, the conventional wisdom is that unphysical, damped oscillations
can exist in the solution of the IMC equations, but that these may be qualitatively
lessened by setting α = 1 and by reducing the size of the time step. Here we present
a new quantitative theory that predicts when and to what extent one may expect
these oscillations for a 1-D, gray, nonlinear class of problems. This work is not based
upon the analysis given by Mosher and Densmore in [31], but it does verify their
monotonicity condition for a linear, 0-D problem. The analysis presented here goes
further in that it is applicable to nonlinear and spatially-dependent problems.
We begin by deriving an exact, dimensionless form of the gray TRT equations by
scaling the TRT equations about their equilibrium solutions. The IMC approxima-
tions are then developed for the scaled equations. Next, linear equations are formed
for an additive perturbation to the converged equilibrium solution. These pertur-
bation equations are subsequently solved using an infinite-medium Fourier analysis,
and an amplification factor ρ is calculated that governs the behavior of the tem-
perature at each time step. We then demonstrate that for α = 1, and for certain
choices of the dimensionless parameters and time step, the amplification factor can
be negative, indicating that unphysical temperature oscillations may occur from step
to step. We then test the 1-D theory by numerically demonstrating this phenomenon
for different Fourier modes and “realistic” problems. Finally, after recognizing that
the damped oscillations are greatest in magnitude for problems that contain small
(low-frequency) Fourier modes, we re-present a simpler version of the stability analy-
sis applied to a 0-D problem. We then demonstrate that the IMC equations produce
unphysical, damped oscillations even for a linear problem, implying that damped
oscillations are a fundamental deficiency of the IMC equations.
The strategy of (i) deriving a 0-D, dimensionless form of the underlying equations,
(ii) exactly solving them, (iii) applying linear perturbation theory to the solutions of
these equations about their equilibrium solutions, (iv) obtaining an amplification fac-
tor that relates the perturbations at the beginning and end of the time step, and (v)
analyzing the amplification factor to determine whether it permits divergent or oscil-
latory solution modes is a relatively simple and useful methodology that a methods-
designer may use to quickly assess the efficacy of a proposed time-discretization of
the TRT equations. This methodology has the potential of being a valuable tool that
may spare researchers a substantial amount of numerical testing effort, as it is very
difficult to determine a priori whether a particular time-discretization (or a proposed
modification to it) is stable, or if it permits damped oscillations.
Note that during the development of the stability analysis, the IMC approxima-
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tion is treated as a time-discretization only; none of the spatial grid effects that occur
in a Monte Carlo calculation are considered. Nonetheless, the results of the analysis
agree with later numerical experiments where the theory is applicable [specifically,
during the derivation, we make a separability assumption on the intensity that limits
the applicability of the theory to sufficiently small Fourier modes (long wavelengths)].
Also, throughout this chapter the use of the term “stability” implies that the
amplification factor ρ satisfies |ρ| < 1, where, for example, the temperature solution
may be described by:
T (x, tn) = ρ
nf(x) . (4.1)
This implies that the solution does not grow in magnitude without bound as the
calculation proceeds from step to step. Two types of stable solutions are possible.
A solution of the form in Eq. (4.1) has monotonic decay if 0 < ρ < 1. A solution of
the form in Eq. (4.1) has oscillatory decay if −1 < ρ < 0. We refer to such solutions
as containing “damped, temporal oscillations.” Later, we shall implicate that such
solutions are unphysical in the absence of an inhomogeneous source, but will avoid
the use of the term “unstable” for such systems.
4.1 The Scaled, 1-D, Nonlinear TRT Equations
For convenience, we rewrite the nonlinear, gray, 1-D, TRT equations with no


















σI dµ− cσUr . (4.2b)
In these equations, the unknowns are the specific intensity I = I(x, µ, t), the material
energy density Um = Um(x, t), and the radiative energy density Ur = Ur(x, t). In this
chapter we assume that the material temperature is related to the material energy
density by a constant specific heat cv:
Um(x, t) = cvT (x, t) , (4.2c)
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In practice, the specific heat is only truly constant for an ideal, monatomic gas [37],
but it is frequently the case that cv is only weakly dependent on temperature. The
radiative energy density is related to the material temperature by:
Ur(x, t) = aT
4(x, t) . (4.2d)






where γ = constant. This assumption is strictly true for the analytical model of the
opacity given in Eq. (2.7) when it is used to generate either a Planck or Rosseland
mean opacity [provided as Eq. (2.17) and Eq. (2.19), respectively]. It is also approx-


















acT 40 , (4.5a)




where T0 is any spatially and temporally constant equilibrium temperature. Later,
we shall consider T0 to be a specified equilibrium temperature around which we will
use perturbation theory to expand the solution.
We next consider a scaled version of these equations1, with scaled spatial and
temporal variables given by:
z = σ0x , (4.6a)













We define the scaled unknowns by
ψ(z, µ, τ) ≡ I(x, µ, t)
acT 40
, (4.6e)
M(z, τ) ≡ Um(x, t)
cvT0
, (4.6f)
R(z, τ) ≡ Ur(x, t)
aT 40
, (4.6g)
At equilibrium, ψ = 1
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+ cσ(aT 40 )R =
∫ 1
−1











φ = φ(z, τ) =
∫ 1
−1
ψ(z, µ, τ) dµ . (4.7c)



























































































+ 4R = 4φ . (4.9c)
Eqs. (4.9) are an exact version of the 1-D, TRT equations, written in dimensionless
form, and scaled around their equilibrium condition. The constants that appear in








Thus, q is the ratio of the equilibrium radiative and material energy densities. Next,
z = 1 = σ0 is the average distance a photon travels between collisions under equilib-
rium conditions, commonly known as a mean free path, implying that z is the scaled
distance in units of mean free paths. Also, τ may be written as:




so that when τ = 1, t is the mean free time that photons are held in the material
75































t = eτ ,
and the solution will have an e−τ behavior. Thus, τ is the duration in units of mean
free times for emission. This is a different quantity from the more common usage of
the term“mean free time”, which is the time elapsed for a photon to travel one mean


















4.2 The Scaled IMC Equations
Next, we shall explicitly derive IMC equations from Eqs. (4.9)3. As in Chapter
III, the first approximation is that the parameters β(τ) and σ(τ) are frozen to their
2For the reader concerned with units: cv is typically in jk/cc-keV, γ is in keV3/cm, and a is in
jk/cm3-keV4, which means that q, τ , and z are dimensionless.
3It is mathematically equivalent to first derive the IMC equations and perform the scaling, or
to first perform the scaling and then derive the scaled IMC equations. The latter approach is more
general, as the scaled TRT equations provide a good starting point for other analyses, and the
scalings are not tied to any property of the linearization.
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beginning of time step values, where τn < τ < τn+1:
σ(τ) ≈ σ(τn) = σn, (4.13a)
β(τ) ≈ β(τn) = βn . (4.13b)




= σnβn . (4.13c)
These approximations have the following effects: Eq. (4.9a) and Eq. (4.9b) will have






and β=βn implies that:
∂R
∂M
= 4M3 ≈ 4M3n . (4.15)
However, Eq. (4.9c) does not undergo any approximations.







f(τ) dτ , (4.16)
and we perform this operation on Eq. (4.9c), to obtain:
Rn+1 −Rn
∆τ
+ 4R = 4φ .
The first approximation relates R to its beginning- and end-of-time-step values:
R = αRn + (1− α)Rn+1 , (4.17)
in order to eliminate Rn+1. Here, as before,
1
2
≤ α ≤ 1 is a user-defined parameter
that controls, to some extent, the “implicitness” of the method (when α = 1, the
method is as implicit as possible). This gives
R−Rn
α∆τ






















to rewrite Eq. (4.18) as:
R = (1− f)φ+ fRn . (4.20)
We now perform the final (and perhaps most dubious) approximation. We replace
the average terms in Eq. (4.20) with their “instantaneous” counterparts by setting
R = R(τ) and φ = φ(τ) and write:
R(τ) ≈ (1− f)φ(τ) + fRn . (4.21)
Although Eq. (4.21) satisfies Eq. (4.20) in a time-average sense, it is not exact at
t = tn. In Chapter VI we consider a more accurate approximation at this stage of
the derivation.


















































Finally, we use the initial condition Rn = M
4
n in Eqs. (4.22) to obtain the scaled IMC























φ− fMn . (4.23b)
In the IMC method, a Monte Carlo algorithm is used to solve Eq. (4.23a), which can
be interpreted as a linear transport equation with “effective” absorptions and scat-
tering, as discussed in Chapter III. The absorptions are tallied as energy deposited
into the material, which corresponds to the first term on the right side of Eq. (4.23b),
and the scattering events correspond to the final term in Eq. (4.23a).
To perform a stability analysis on these equations that holds for a general time
step n, some concessions must be made. Eqs. (4.23) are linear within a single time
step, but they remain nonlinear from step to step. Therefore, they would be ex-
tremely difficult to analytically solve. We shall proceed by linearizing these equa-
tions about their equilibrium solutions. The equations for the perturbed part of the
solution will be linear, and more amenable to analysis, although still difficult to solve.
4.3 The Linearized, Near-Equilibrium IMC Equations
Since Eqs. (4.23) are scaled and conserve energy, we may perturb the system
about its equilibrium solutions [ψ = 1
2
, M = R = 1] by setting:
M(z, τ) = 1 + εM1(z, τ) , (4.24a)
ψ(z, µ, τ) =
1
2
+ εψ1(z, µ, τ) , (4.24b)
φ(z, τ) = 1 + εφ1(z, τ) = 1 + ε
∫ 1
−1
ψ1(z, µ, τ) dµ . (4.24c)
















(1 + εMn,1) +
1− f
2





= f(1− 3εMn,1)(1 + εφ1)− f(1 + εMn,1) , (4.25b)
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The O(1) terms of these equations are automatically satisfied (they cancel). The













= fφ1 − 4fMn,1 . (4.26b)
Eqs. (4.26) are still too difficult to solve over an arbitrary spatial domain with
general boundary and initial conditions. Instead, we shall consider an infinite system
that is initially perturbed by a single Fourier mode eiξz. Because Eqs. (4.26) are
linear, the Fourier modes do not interact, so a single Fourier mode will not, as
time evolves, produce other Fourier modes. Also, the solution of a single Fourier
mode can be combined linearly with other Fourier modes to obtain more general
solutions. Moreover, because the equations are for the additive perturbation, there
is no difficulty regarding negative intensities or temperatures. We begin by assuming:
ψ1(z, µ, τ) = ψ̂(µ, τ)e
iξz , (4.27a)




ψ̂(µ, τ) dµ (4.27b)














= fφ̂− 4fM̂n , (4.28b)
which are valid over the time-interval τn ≤ τ ≤ τn+1. To eliminate the dependence of
these equations on n, and to write the solutions in terms of an amplification factor














Here M̂0 is the amplitude of the initial temperature perturbation. We stipulate that
ψ̂h(µ, τ) and M̂h(τ) are periodic on 0 ≤ τ ≤ ∞ with period ∆τ . The forms of these
solutions are not arbitrary – the h subscript refers to the “homogeneous” parts of
the solutions, and the p refers to the “particular” parts. Also, writing the solution in
terms of ρ allows for a simple means of analyzing the system’s stability. If |ρ| < 1, the
system is unconditionally stable. If |ρ| > 1, the system may have an exponentially
diverging solution, and if ρ < 0, the system may be prone to oscillations.




(µ, τ) + (µiξ + 1)(ψ̂h(µ, τ) + ψ̂p(µ)) = 2fM̂0 +
1− f
2




(τ) + M̂p = f(φ̂h(τ) + φ̂p)− 4fM̂0 , (4.31)
where we have divided through by ρn. Separating these equations into their time-














(τ) = fφ̂h(τ) , (4.32c)
M̂p = fφ̂p − 4fM̂0 . (4.32d)
Eqs. (4.32) successfully eliminate the dependence on n – they are defined on 0 ≤ τ ≤
∆τ . However, it is necessary to stipulate continuity (or boundary) conditions at the
interface between steps n and n + 1. To satisfy the hypotheses given in Eqs. (4.29),
the following continuity conditions are imposed:
ψ̂p(µ) + ψ̂
−









h (∆τ ) = M̂0ρ . (4.33b)
Here, the superscripts “−” and “+” indicate limits from the left and right in time,
respectively. Eqs. (4.32) and Eqs. (4.33) together form a system of equations whose
solution contains an explicit dependence on the amplification factor ρ.
The next task is to solve this linear system of coupled equations for ρ. The first
step will be to solve Eq. (4.32b) for φ̂p, which we may use to solve Eq. (4.32d) for M̂p,
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thereby eliminating two of the unknowns.




































































































Thus, Eq. (4.36) and Eq. (4.37) provide the forms of the particular solutions ψp and
Mp. So far, no approximations have been introduced during the solution procedure.
The next task is to solve Eq. (4.32a) for ψ̂h(µ) and use that result to find M̂h
from Eq. (4.32c), thereby eliminating two more of the unknowns in the effort to solve
for ρ. However, obtaining the exact solution to Eq. (4.32a) is complicated. Although
the spatial variable has been suppressed due to the Fourier analysis, it is essentially
a time-dependent transport equation in three dimensions: space, angle, and time.
Instead of attempting to obtain the entire solution, we shall content ourselves to
look only for a subset of the solutions, specifically, separable solutions of the form:
ψ̂h(µ, τ) = M̂0 a(µ) e
λτ , (4.38)
and hope that this form is sufficient to describe the fundamental behavior of Eqs. (4.32).
Later, we shall revisit this assumption by testing the theory using numerical experi-
ments. The factor M̂0 appears since it is reasonable to expect that the solutions are
proportional to the magnitude of the initial perturbation. We proceed by substituting
Eq. (4.38) into Eq. (4.32a). This gives:




































1 + i ξµ
1+λq
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This last equality defines λ and requires some discussion. First, the quantity (1− f)
is clearly positive and between 0 and 1. Next, the integral must also be positive and
between 0 and 1. Therefore, for this equality to hold, the middle quantity must be
positive and greater than 1. In other words, for this equality to have a real solution,
λ must satisfy




< λ < 0 . (4.39)
Assuming that this relationship is satisfied, we now proceed to evaluate the integral
and solve for λ.




















































The appearance of the tangent term in the final expression is undesirable – it seems
to say that one can find certain Fourier modes that cause λ to approach 0 or to
increase in magnitude without bound. However, Eq. (4.39) essentially restricts the


































λ restricted to this region
Figure 4.1: The region in which λ is physically permissible.∣∣∣∣ ξ1− f
∣∣∣∣ < π2 ,
|ξ| < (1− f)π
2
. (4.41)









The physically meaningful Fourier modes, therefore, are restricted to low frequencies
(large spatial waves). Also, this inequality limits the predictive ability of the theory
for small time steps. Essentially, the theory may be expected to be valid for small
ξ, for large time steps, or both, and may be expected to break down for small time
steps and high frequencies (short spatial wavelengths). Figure 4.1 illustrates the
region (shaded) where λ satisfies Eq. (4.41).
In conjunction with the separable hypothesis made for ψ̂h(µ, τ), we may also
assume that M̂h(τ) is proportional to M̂0, the magnitude of the initial perturbation,
or that:
M̂h(τ) = M̂0g(τ) , (4.43)
where the form of g(τ) will be determined from Eq. (4.32c), although evaluation of
Eq. (4.29c) with τ = τn stipulates that g(0) = 1.
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At this point, it is useful to regroup by rewriting the original system of equations
for ρ using the solutions and assumptions that have been made thus far. Essen-









a(µ′) dµ′ . (4.44a)






a(µ) dµ eλτ , (4.44b)
g(0) = 1 , (4.44c)













∆τ + g(∆τ ) = ρ . (4.44e)
The next task is to eliminate g(τ) from this system, which would leave only a(µ)
and ρ as the remaining unknowns. The solution of the ordinary differential equation
Eq. (4.44b) with initial condition Eq. (4.44c) is:



















a(µ) dµ , (4.47)
the continuity condition in Eq. (4.44e) becomes:
−4f 1− h(ξ)
1− (1− f)h(ξ)
∆τ + 1 + fA
eλ∆τ − 1
λ
= ρ , (4.48a)
86















Thus, we have reduced the original system to one with two equations relating ρ
and A. Unfortunately, inspection of the angular dependence in Eq. (4.48b) reveals
that it can never be satisfied. This is fundamentally due to the separability assump-
tion that was made in Eq. (4.38), since separable solutions do not describe all of
the solutions of ψ̂h(µ). Instead, we shall attempt to satisfy a weaker, angularly-
integrated form of Eq. (4.48b). This is similar to the inability of diffusion theory to
exactly satisfy an arbitrary angularly-dependent boundary condition [see Eq. (2.38e)].
Instead, diffusion theory satisfies an angularly-integrated (Marshak) boundary con-
dition, which is exact only if the true boundary condition is a weak (isotropic or

























≡ h2(ξ) , (4.50)



















[1− (1− f)h1(ξ)](1− f)
, (4.52)













[1− (1− f)h1(ξ)](1− f)
. (4.53)
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Eq. (4.53) is a quadratic equation for ρ. The solutions of this equation are given by:




(Θ1 + Θ2 −Θ3)±
√















[1− (1− f)h1(ξ)](1− f)
. (4.55c)
Thus, under the restriction stated earlier in Eq. (4.39), Eq. (4.54) provides the
amplification factors of the perturbed part of the IMC equations for a single Fourier
mode. Next we analyze this result to determine whether |ρ| < 1 or if ρ < 0 for any
permissible values of q, ∆τ , and ξ.
4.4 Analysis
Since the solutions of ρ in Eq. (4.54) are somewhat complicated functions of their
arguments, it is useful to first consider the simpler condition of an infinite medium
















































Thus, the limits of Eqs. (4.55) give:
lim
ξ→0
Θ1 ≡ 1− e−f∆τ /q , (4.59a)
lim
ξ→0









[1− (1− f)](1− f)
,
= −4q(1− e−f∆τ /q) , (4.59c)
and, by Eq. (4.54), the two values of ρ for ξ = 0 are:
lim
ξ→0
ρ1 ≡ ρ1,0 = 1−
(
(1− e−f∆τ /q)− 4q(1− e−f∆τ /q)
)
,
= (1 + 4q)e−f∆τ /q − 4q , (4.60a)
lim
ξ→0
ρ2 ≡ ρ2,0 = 1 , (4.60b)
where ρ1,0 is the root that uses the “plus” sign in the expression involving ±. The
“other” root, ρ2,0, is extraneous at ξ = 0, and does not contribute to the solution.
Numerically we have found that for ξ 6= 0, ρ2 is slightly less than unity.
4.4.1 Unconditional Stability
The fundamental question is if |ρ1,0| < 1, indicating that the IMC method is
unconditionally stable in an infinite medium with no spatial dependence. First, we
have:
ρ1,0 = (1 + 4q)e
−f∆τ /q − 4q < 1 ,
since, by rearranging, this is merely
e−f∆τ /q < 1 . (4.61)
That is, ρ1,0 < 1, so monotonic, exponential divergence should never occur. Next,
we would like to consider if an instability could be caused from ρ1,0 < −1. Stability
is guaranteed when:
(1 + 4q)e−f∆τ /q − 4q > −1 ,
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and, if 0 < q < 1/4, then the equivalent expression
(1 + 4q)e−f∆τ /q > 0 > 4q − 1 ,
is always true. Therefore, stability is assured (for all ∆τ and 0 ≤ α ≤ 1) if q < 1/4.
We next consider the domain 1/4 < q <∞. Stability is assured if:






















We notice that the left hand side of this equation depends only on α and ∆τ , while
the right hand side depends only on q. These functions are also both monotonic on

























Thus, the infinite-medium IMC equations are unconditionally stable for all q and all
∆τ provided that 0.5 ≤ α ≤ 1.0. This result is in agreement with the recommenda-
tion provided by Fleck and Cummings in [21], but it provides the recommendation
with a firmer foundation. This conclusion does not address spatial effects, which
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could further restrict α to values closer to unity. However, we shall see later that ρ1
is not a strong function of the Fourier mode ξ, so that ρ1,0 ≈ ρ1 over the range of ξ
for which Eq. (4.54) is valid.
We next consider whether it is possible for ρ1 < 0 under the assumption that
the most implicit value of α (α = 1) is chosen. If so, then the infinite-medium IMC
equations permit damped oscillations. In practice, it is known that the IMC equa-
tions permit such oscillations, and they are believed to be unphysical, as sufficiently
reducing the size of the time step eliminates them. However, until now, their char-
acter has not been well-understood, and there has been no quantitative theory to
predict their existence for anything but a 0-D, gray, linear problem [31].
4.4.2 Damped Oscillations
As in the previous section, we first consider the spatially flat mode ξ = 0 in order
to generate some insight as to whether q and ∆τ may be found such that ρ1,0 < 0.
We begin by finding the minimum value of ρ1,0 – if it is negative, then other values
of q and ∆τ in its neighborhood should also cause ρ1,0 < 0. First, one may take
the partial derivative of ρ1,0 with respect to ∆τ to find that ρ1,0 is monotonically
decreasing in τ , so that
lim
∆τ→∞
ρ1,0(q,∆τ ) = (1 + 4q)e
−1/4q − 4q , (4.66)
minimizes ρ1,0 over all time step values. This resulting function of q has a single
minimum value at which its derivative is zero. That is, ρ1,0 is minimized when



















− 4 = 0 ,
e−1/4q =
16q2
1 + 4q + 16q2
,
1 = −4q ln
(
16q2
1 + 4q + 16q2
)
.
This last equality is satisfied when q ≈ 0.1394. Using this value of q in Eq. (4.66),
we find that:
ρ1,0(q = 0.1394,∆τ =∞) ≈ −0.2984 < 0 .
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In other words, it is possible to find q and ∆τ such that ρ1 < 0. This means that
even when α = 1, it is possible for the infinite-medium IMC equations to exhibit
damped temporal oscillations.
Next, we derive the monotonicity condition for the 0-D, gray IMC equations
applied to a nonlinear problem, defined by ρ1,0(q,∆τ ) > 0. When this condition is
met, the IMC procedure produces time-dependent temperature solutions that are
monotonic functions of time. We require:
ρ1,0(q,∆τ ) = (1 + 4q)e

























(1 + 4α∆τ ) ,














Eq. (4.67) is the monotonicity condition for the 0-D, nonlinear, gray IMC equations.














Eqs. (4.67) and (4.68) provide the first quantitative arguments that damped oscil-
lations are unphysical, since, in the limit as ∆τ → 0, one expects to recover the
solution of the TRT equations. This is in agreement with what has been seen in
practice, which is that decreasing the size of the time step tends to suppress damped
oscillations. Eq. (4.68) is similar in form to the condition obtained by Mosher and
Densmore for the linear problem [31], and one may draw similar conclusions from

































Figure 4.2: Monotonicity conditions on ∆τ and ∆tσ0c for the 0-D, nonlinear, gray
IMC equations.
possible to satisfy Eq. (4.68) for all q [although this could also be argued directly from
Eq. (3.38)]. Figure 4.2 provides log-log plots of the monotonicity conditions given by
Eq. (4.67) and Eq. (4.68). From Figure 4.2, we see that as q → 0, the scaled time
step ∆τ that satisfies Eq. (4.67) also goes to zero. However, the unscaled time step
∆t does not; it is increasing. As q →∞ with α = 1/2, the limiting ∆τ that satisfies
Eq. (4.67) approaches the constant value 1/2. This corresponds to a 1/2q behavior
for ∆t, which implies that one cannot find a ∆t that satisfies the monotonicity con-
dition in Eq. (4.68) for all q. As q →∞ with α = 1/2, the limiting ∆τ that satisfies
Eq. (4.67) goes to infinity, and the corresponding unscaled time step ∆t goes to the
constant 2. This implies that a sufficient condition to eliminate damped oscillations
in the IMC solutions applied to this nonlinear, 0-D, gray problem is to choose α = 1




= 2tcoll , (4.69)
where tcoll, the time required for a photon to travel one mean free path (here, at the
equilibrium temperature), is defined in Eq. (4.10). In practice σ0 can be very large,
so a näive application of Eq. (4.69) over all spatial regions of a generic problem may
























Figure 4.3: A contour plot of the 0-D amplification factor ρ1,0.
ρ1,0 as a function of ∆τ and q, assuming that α = 1.
Figure 4.3 is a contour plot of ρ1,0 for ξ = 0, given by Eq. (4.60a). We note
that the domain of this figure is large, as it is on a log-log scale, and the axes are
rotated relative to Figure 4.2. In Figure 4.3, the contour ρ1,0 = 0 is the monotonicity
condition in Eq. (4.67) that divides the domain between positive, non-oscillatory
amplification factors for small ∆τ and negative, oscillatory amplification factors for
large ∆τ . We also note that the region for which ρ1,0 < −0.1 is restricted to relatively
small q. Since the sufficient condition in Eq. (4.69) was obtained by allowing q →∞,
it is an overly-restrictive limit in problems for which one may expect q to be relatively
large.
The next question is whether these results can be extended to Fourier modes
other than ξ = 0. Figure 4.4 is a contour plot of ρ1 for a fixed Fourier mode with
ξ = 0.001. This figure is intended to provide the general shape of ρ1 as a function
of its arguments, especially the region where the minimum occurs. There are two
key differences between Figure 4.4 and Figure 4.3 (for which ξ = 0). The first
difference involves the contours for the negative amplification factors. In Figure 4.3,
these contours are not closed; they extend to infinite ∆τ . In Figure 4.4, the contours
are closed, encapsulating the region in which the minimum value of ρ1 occurs. The

























Figure 4.4: A contour plot of the amplification factor ρ1 for ξ = 0.001.
line that neatly divides the non-oscillatory amplification factors for small ∆τ from
the oscillatory amplification factors for large ∆τ . Instead, the line has become a
curve that “folds over” as ∆τ is increased. For q large enough in the domain of this
figure, ρ1 is always positive. The differences between these two figures are enhanced
by increasing the value of ξ; we explore this further in Figure 4.5.
Figure 4.5 depicts the level curves for which ρ1 = 0 for fixed values of ξ on a
domain described by q and ∆τ on a log-log scale. In this figure, ρ > 0 throughout
the regions above and to the left of a given curve; these regions correspond with
monotonic decay. Regions below and to the right of the curves correspond to damped
oscillations, for which −1 < ρ < 0. From Figure 4.5 we observe that it is possible to
guarantee monotonic behavior for any q and Fourier mode ξ by reducing the size of
the time step. One surprising aspect of the theory is that, for certain values of q and
ξ, it is possible to traverse regions of monotonic and oscillatory behavior more than
once by increasing the size of the time step. As an alternate reference, this may be
seen more readily in Figure 4.6, which depicts the values of ρ1(∆τ ) along a horizontal
slice corresponding to q = 1 in Figure 4.5. This behavior seems to indicate that it
may be possible to suppress oscillations, by increasing the time step size in a problem.
However, such a conclusion would be misguided, as this figure says nothing about
the accuracy of a given solution. A transition from monotonic to oscillatory behavior
should be warning enough that the time step size is too large; further increases in
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ρ > 0, monotonic







































Figure 4.6: The amplification factor ρ1 as a function of ∆τ for q = 1 and several
fixed Fourier modes ξ.
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Table 4.1: The location and minimum values of ρ1 for fixed modes ξ
ξ q ∆τ ρ
0 0.1394 ∞ -0.2984
0.001 0.1392 433.0 -0.2979
0.01 0.1374 43.30 -0.2932
0.1 0.1241 4.320 -0.2538
0.5 0.1121 0.805 -0.1809
1.0 0.1833 0.438 -0.1969
its size would certainly worsen accuracy at the expense of suppressing oscillations.
Therefore, disregarding this aspect of the theory, for a fixed q and ξ, it is possible
to find a “critical” time step size ∆τ,c such that ρ1 > 0 for ∆τ < ∆τ,c and ρ1 < 0
for ∆τ,c < ∆τ . This result satisfies physical intuition and experience in that damped
oscillations may be eliminated by reducing the size of the time step. However, it is
a little surprising that the predicted critical time step sizes may become less than a
mean free time for emission. Returning to Figure 4.5, it is apparent that for ξ < 0.1,
Eq. (4.67) is a sufficient condition to ensure monotonicity in the IMC solution, as it
describes the contour for ξ = 0. For ξ = 0.5 this condition appears to be violated for
∆τ < 1, but this disagreement occurs in a region for which the linear stability theory
begins to break down [ξ is relatively large and ∆τ is small; see Eq. (4.41)]. Thus, we
expect that the monotonicity condition given in Eq. (4.67) for ξ = 0 is likely sufficient
to eliminate damped temporal oscillations for any near-equilibrium problem.
We next consider the second major difference between Figures 4.3 and 4.4, the
encapsulation and locations of the minima. Table 4.1 depicts the numerically esti-
mated minimum values of ρ1 from Eq. (4.54) for a fixed ξ over all combinations of
q and ∆τ . Inspection of this table reveals several important characteristics of this
theory. First, the absolute minimum value of ρ1 occurs for the spatially flat mode
ξ = 0 for which q = 0.1394 and ρ ≈ −0.3. The time step at this point is listed
as ∞, but, more practically, ρ becomes negative when ∆τ > 0.34, and rapidly de-
creases to its near-minimum value, as ρ < −0.28 for ∆τ > 6.3. Regardless, the
magnitude of the damped oscillations is maximized when ξ = 0, corresponding to a
0-D, infinite-medium solution. Therefore, we may consider the much simpler-to-solve
0-D, infinite-medium problem as a “worst-case” for potential stability issues. Later
we shall consider modifications to the IMC equations and analyze their stability for
this simpler 0-D problem based on this conclusion.
Next, as ξ is increased by several orders of magnitude, the minimum value of ρ1
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is relatively unaffected until ξ ≈ 0.1 (this may be observed by descending along the
right-most column of Table 4.1). Thus, the magnitude of the damped oscillations
is relatively insensitive to ξ until ξ ≥ 0.1, at which point the minimum value of ρ1
jumps from -0.25 to -0.18. Larger ξ corresponds to spatial modes that are increas-
ingly oscillatory. We conjecture that this sudden weakening of the damped temporal
oscillations is due to spatial transport effects, which effectually “smear out” the spa-
tial oscillations between time steps. It should also be reiterated that the general
solution of a problem for which ξ is large is likely not separable in space and angle,
so that the applicability of this theory diminishes as ξ is increased [see Eq. (4.41)].
Separable solutions are “good enough” up to the point that non-separable transport
effects begin to dominate. Thus, from this last column we conclude that in a general
problem containing many Fourier modes, one may expect the contribution of damped
temporal oscillations to be most significant from the largest spatial modes (small ξ),
whereas the small modes (large ξ) will have little or no contribution.
Finally, Table 4.1 also provides the location of the minimum values of ρ1 with
respect to q and ∆τ . In the second column, we observe that q is relatively insensitive
to the magnitude of ξ, hovering between 0.1394 for ξ = 0 and 0.1241 for ξ = 0.1.
Returning to the differences between Figures 4.3 and 4.4, this means that the “verti-
cal” location of the minimum is relatively unaffected by changes in ξ. From this we
conclude that problems for which q (the ratio of Ur,0 to Um,0) is small will tend to be
more problematic with respect to the presence of damped, temporal oscillations. In
the third column, we see that ∆τ is highly sensitive to the value of ξ. Returning to
the differences between Figures 4.3 and 4.4, this means that the “horizontal” location
of the minimum moves to the left somewhat rapidly as ξ is increased. The magnitude
of ∆τ also becomes quite small – less than one mean free time for emission – although,
one must remember that as ξ is increased and ∆τ is decreased, the theory loses its
applicability. Later, we shall perform numerical experiments to test the efficacy of
the theory in this region.
It was stated earlier that ρ2, the “other” amplification factor generated by the
theory that corresponds to the negative square root in Eq. (4.54), is nearly always
equal to, but slightly less than unity. Figure 4.7 depicts a contour plot of ρ2 for
ξ = 0.1 over the same range as is shown for ρ1 in Figure 4.4. This figure confirms
that ρ2 ≈ 1.0 for a large range of q and ∆τ , and it should be noted that for smaller
ξ there is even less variation. Additionally, the most important region of this figure
is for small q and small ∆τ , which is precisely the region where the theory begins to



























Figure 4.7: A contour plot of the amplification factor ρ2 for ξ = 0.1.
to the solution.
We have found that the IMC equations are unconditionally stable in that they
produce amplification factors ρ that are less than unity in magnitude. However, we
have also shown that it is possible for the IMC equations to exhibit damped oscil-
lations, and we have quantitatively predicted when these oscillations should occur.
In the next section we will test the validity of this stability theory with a series of
computational experiments.
4.5 Numerical Results
In this section, we consider three categories of numerical experiments, each of
which assumes a gray approximation. The first category directly tests the theory by
constructing problems whose initial conditions are equilibrium solutions perturbed by
a single Fourier mode. The second category of problems is more physical. These con-
sider an inhomogeneous source that injects energy into an initially low-temperature
system until the system has enough energy to reach a specified equilibrium tem-
perature. The third category represents the archetypal problems of interest to the
TRT community. In these problems, an initially cold slab is subjected to a burst
of relatively hot radiation on one of its boundaries, and a “Marshak” (temperature)
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wave emerges that propagates through the geometry. These problems are listed in
order increasing difficulty with regard to the incorporation of nonlinear effects and
the applicability of the linear stability theory.
Throughout this section it is important to remember that the theory described
above does not incorporate a spatial grid. However, to perform each of the following
numerical experiments using the IMC method, it is necessary to impose a spatial grid.
Additionally, it is impossible to avoid the introduction of statistical noise into the
calculation, since a finite number of particle history must be used. Together, these
have the effect of introducing spatial truncation errors and “extra” Fourier modes
that are not directly accounted for by our stability theory.
In each of the experiments, the simulations were performed using the scaled vari-
ables. This is done by setting a = c = 1, ensuring that σ0 = 1, setting cv = 1/q,
setting ∆t = ∆τ/q, and controlling the problem energy so that in equilibrium the
scaled temperature M(t)→ 1, all to ensure that Eqs. (4.6) are satisfied.
4.5.1 Single Fourier Modes
The first set of experiments is contrived to exactly match the assumptions made
in deriving Eq. (4.54). Namely, each problem is a slight perturbation away from equi-
librium and contains a single Fourier mode. Although these problems are contrived,
if the stability theory fails in this regime, it cannot be expected to perform in more
realistic ones. The initial conditions for these problems are given by:
M(z) = 1 +M1 cos(ξz) , (4.70a)
φ(z) = 1− M1
q
cos(ξz) , (4.70b)
where z is the scaled spatial variable, ξ is a single Fourier mode, and M1 is the
amplitude of the perturbation away from equilibrium. The system is represented by
a single period with reflective boundary conditions, which corresponds to an infinite
periodic medium. The perturbations in the temperature and intensity are intention-
ally mismatched. The maximum temperature corresponds with a minimum intensity,
and the amplitude is chosen to satisfy the infinite medium energy conservation:




This is because from experiments it was found that the damped oscillations are most




















τ  = 0.0
τ  = 10.0
τ  = 20.0
τ  = 30.0
Figure 4.8: Experimentally-obtained damped oscillations in temperature profiles for
ξ = 0.01, q = 0.14, ∆τ = 10, for which the theory predicts ρ1 = −0.2862.
material. In other words, the damped oscillations occur from a nonphysical energy
exchange between the material and the radiation; the theory is most applicable
when temperatures are slightly above (or below) equilibrium while the intensities are
slightly below (or above) equilibrium. From another perspective, these problems are
initialized such that they maximize the contribution of ρ1 (which may be negative)
and its associated eigenfunction while minimizing the contribution of ρ2 (which is
usually ≈ 1) to the solution. We note that for each of these problems we use 20
spatial zones. We have found from experiments that the stability characteristics are
not affected by the spatial grid size, provided that the grid adequately resolves each
problem’s spatial variation.
In the first experiment, ξ = 0.01, q = 0.14, and ∆τ = 10, for which the theory
predicts ρ1 = −0.2862. Figure 4.8 depicts the temperature profiles for the initial
condition and three time steps. For these values of ξ and ∆τ , the theory is extremely
accurate: the temperature perturbations retain their cosine shape, invert, and reduce
in magnitude at each step almost exactly as the theory predicts that it should.

































τ  = 0.0
τ  = 1.0
τ  = 2.0
Figure 4.9: Experimentally-obtained damped oscillations in temperature profiles for
ξ = 0.01, q = 0.14, ∆τ = 1, for which the theory predicts ρ1 = −0.1861.
for each spatial value centered upon xj, for cells 1 ≤ j ≤ J . The average geometric
reduction in amplitude between the first two steps (r1) is 0.2846, r2 = 0.2744, and
r3 = 0.2922, all of which are in excellent agreement with the predicted value of
−0.2862.
Next, we test the quantitative predictive ability of this theory by reducing the
time step to ∆τ = 1 (one mean free time between absorption and reemission), for
which ρ1 = −0.1861. The values of q and ξ remain at 0.14 and 0.01 respectively.
As may be seen in Figure 4.9, the damped oscillations remain, but their magnitude
diminishes more quickly. The average geometric reduction in amplitude for the first
time step in this problem is r1 = 0.1982, and r2 = 0.1689, both of which are nearly
the value predicted by the theory. The slight deviations occur because the cosine
temperature shape is a little skewed – for the time step τ = 1.0, the maximum is
approximately 1.027 and the minimum is 0.992.
If we further reduce the time step to ∆τ = 0.35, the theory predicts that ρ1 =
−0.0096. In other words, the perturbations should almost entirely disappear in a
single time step. Figure 4.10 depicts the temperature profiles for this case. While
the temperature does not reach equilibrium in a single step, it does in two steps. A
slight oscillation remains in the center of the temperature after the first step, although
monotonic decay occurs in the outside regions, indicating at least that ∆τ ≈ 0.35




















τ  = 0.0
τ  = 0.35
τ  = 0.70
Figure 4.10: Experimentally-obtained temperature profiles for ξ = 0.01, q = 0.14,
∆τ = 0.35 for which the theory predicts ρ1 = −0.0096.
temperature shape has also become distorted at this transitional value of ∆τ . For
this experiment, r1 = 0.1007 and r2 = 0.0105.
Reducing the time step further to ∆τ = 0.2, the theory predicts that ρ1 =
0.1454, which implies that the perturbations should monotonically diminish to the
equilibrium value. This behavior is verified by experiment and depicted in Figure
4.11. Also, for this problem r1 = 0.1747 and r2 = 0.1714, which are in satisfactory
agreement with the prediction of 0.1454, although (again), the cosine temperature
shape is distorted for this extremely small time step.
We have seen that as the time step is reduced such that ∆τ < 1.0, the cosine
shape becomes increasingly distorted. However, the stability theory does adequately
predict the transition from oscillatory to monotonic behavior for ξ = 0.01, and the
numerically calculated amplifications factors remain in reasonable agreement. From
further experiments, we can affirm that this accuracy in the theory is retained for
smaller Fourier modes (|ξ| < 0.01) and for ξ = 0.
The next experiment considers ξ = 0.1 with q = 0.1241 and ∆τ = 4.32, for
which the theory predicts ρ1 = −0.2538. The results are shown in Figure 4.12.
For this Fourier mode the damped oscillations again appear as predicted, but at
the last time step they begin to lose their cosine shape, although this is difficult to
see. The magnitude of the reduction in amplitude is approximately correct for the




















τ  = 0.0
τ  = 0.2
τ  = 0.4
τ  = 0.6
Figure 4.11: Experimentally-obtained temperature profiles for ξ = 0.01, q = 0.14,
∆τ = 0.2 for which the theory predicts ρ1 = 0.1454.
of r2 = 0.3087. From further experiments we found that for several other ∆τ , the
theory is quantitatively correct for the first time step, but is slightly less accurate for
the remaining time steps than that obtained for the smaller Fourier mode ξ = 0.01.
The last experiment of this type is for ξ = 0.5, q = 0.1121, and ∆τ = 0.805, for
which the theory predicts ρ1 = −0.1809. The numerical results are shown in Figure
4.13. A clear distortion in the cosine shape emerges and develops as the time steps
proceed, and, from experience, for ξ > 0.5 this distortion worsens and the theory loses
its quantitative accuracy. For this problem, r1 = 0.1220 and further values of r are
less meaningful due to the distortion of the cosine shape (for instance, r2 = 0.7427).
This gradual degradation in accuracy as ξ increases is not surprising – fundamen-
tally, it comes from encroachment upon the limit in Eq. (4.41). From another perspec-
tive, this limit emerges from the assumption that the intensity is well-described by
separable solutions in space and angle [see Eq. (4.38)]. While separable solutions well-
describe the slowly-varying spatial modes (small ξ), non-separable solutions become
more important for larger ξ. However, the theory does predict that the magnitude
of the damped oscillations decreases for larger ξ, so it may not be that important to
accurately represent these non-separable solutions. Physically, this is likely because
spatial transport effects suppress high-frequency perturbations in the temperature
and intensity, so that the magnitude of any damped oscillations that might occur




















τ  = 0.0
τ  = 4.32
τ  = 8.64
τ  = 12.96
Figure 4.12: Experimentally-obtained temperature profiles for ξ = 0.1, q = 0.1241,
∆τ = 4.32 for which the theory predicts ρ1 = −0.2538.
tively predicts the existence and magnitude of the damped oscillations for this special
class of problems that contain a single Fourier mode.
4.5.2 Source Problems
The next class of problems that we consider is more realistic. They begin with a
system that is initially at equilibrium at a low temperature. At τ = 0 a photon source
is suddenly turned on. This source is left on until it has injected enough energy for
the system to reach an equilibrium at M = 1, at which point it is shut off. Physically,
one should expect to see a monotonic increase in the problem temperature, but we
shall attempt to use the theory to predict a time step at which damped oscillations
may occur. The stability theory derived above did not incorporate a photon source
and was applied to problems that are near equilibrium. Therefore, the theory only
becomes directly applicable once the source has been shut off and the solution is near
equilibrium.
The first experiment considers a 0-D problem, numerically implemented by as-
suming a finite slab with a flat source and reflective boundary conditions. We set
q = 0.14, the initial temperature to 0.1, and the shutoff time to τ = 4. For this value
of q, the critical time step value (using T0 = 1) is ∆τ,c ≈ 0.35, and the minimum value
of ρ1 is approximately −0.29 for ξ = 0. Figure 4.14 depicts the temperature rise as




















τ  = 0.0
τ  = 0.805
τ  = 1.61
τ  = 2.415






















∆τ  = 0.25
∆τ  = 0.5
∆τ  = 1.0
∆τ  = 2.0
∆τ  = 4.0
Figure 4.14: Experimentally-obtained temperature rise for an inhomogeneous source
shut off at τ = 4 for a range of ∆τ .
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that, although the temperature rise should be monotonic, it is not for the larger time
steps. To help discern this behavior, Table 4.2 depicts the temperature values at the
shutoff time T 0 and for the first two time steps immediately following the shutoff
time (T+1 and T+2). In this table, we see that damped oscillatory behavior occurs
for ∆τ ≥ 0.35, although not to the extent expected. For ∆τ = 4, one may calculate





which is half the theoretical prediction of ρ1,0(0.14, 4) = −0.2695. Thus, for this
problem, the stability theory appears to be only qualitatively correct, as the oscil-
lations reduce in magnitude faster than predicted. When ∆τ = 0.25, the stability
theory does successfully predict that the solution is completely monotonic. How-
ever, had we chosen to inject all of the energy in this short interval, the solution
would still have overshot in the first step, so this is a limited success. The apparent
quantitative disagreement in the amplitude is likely because, as ∆τ is reduced in this
problem, the likelihood of a“mismatch”occurring between the energy in the material
and radiation is also reduced. For a sufficiently fine time step, the source drives the
solution to equilibrium, where it essentially rests after it is shut off. From another
perspective, by Eq. (4.54), the temperature solution consists of the superposition of
two eigenvalues (ρ1 and ρ2) and two associated eigenfunctions. Our theory does not
predict the relative magnitude of these two solutions, but does indicate when we can
expect ρ1 to be negative, whereas ρ2 is generally near unity. The contribution of the
solution due to ρ2 is likely more significant for these problems than the “contrived”
cosine perturbation problems we considered earlier. Although damped oscillations
are difficult to see in this regime (the regime in which the theory predicts the pres-
ence of damped oscillations but they are not easily observable), their existence likely
contributes to subtle inaccuracies in the IMC solution.
For the second set of numerical experiments involving a photon source, we intro-
duce a space-dependence and material heterogeneity into the problem. The geometry
is composed of two spatial regions, and is depicted in Figure 4.15. The description
of the inside region, “Region 1”, is entirely analogous to the problem just examined.
In this region we set q1 = 0.14, which corresponds with cv,1 ≈ 7.14. In the outside
regions, “Region 2”, we set q2 = 0.01, which corresponds with cv,2 = 100. The system
has reflective boundary conditions. The photon source strength is adjusted in each
region such that, at the shutoff time, the system contains sufficient energy to go to
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Table 4.2: Temperatures when the source is turned off (T 0) and two steps after the
source is turned off (T+1 and T+2).
∆τ T
0 T+1 T+2
0.25 0.984 1.001 1.001
0.5 0.982 1.003 1.001
1.0 0.986 1.005 1.001
2.0 1.043 0.993 1.003
4.0 1.142 0.981 1.007
 
q=0.01 q=0.01 q=0.14 
Reg. 1 Reg. 2 Reg. 2 
Figure 4.15: The geometry for a two-region source problem.
the specified uniform equilibrium temperature T0 = 1. To numerically implement
this problem in an IMC calculation, we set a = c = 1 and σ = 1/T 3. The initial
temperature in both regions is 0.1. The source shutoff time is at ∆t = 57.14 sh, which
corresponds to ∆τ,1 = 8 mean free times for emission in region 1, and ∆τ,2 = 0.5714
mean free times for emission in region 2. The primary region of interest in this prob-
lem is region 1, in which we expect damped oscillations to occur if the time step is too
large, but there should also be some interaction at the boundaries between regions 1
and 2. The slab is 50 cm wide, and discretized into 40 zones, which is sufficient to
resolve the spatial variation in the problem. From experiments, we found that the
stability characteristics of this problem are not tied to the spatial grid size (assuming
the solution is adequately resolved).
Figure 4.16 depicts the scaled temperature results of the numerical experiment
using a time step of ∆τ,1 = 8 mean free times for emission (∆τ,2 = 0.5714) [the mean
free times reported in this figure correspond only to region 1]. Thus, all of the energy
is injected in a single step. After the first time step (τ1 = 8), the solution is overshot
in both regions, although the magnitude of the overshoot is greater in region 1 where
the specific heat is smaller. At the second time step (τ1 = 16), the temperature
oscillates below the equilibrium solution in the interior of region 1. At the interface
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Figure 4.16: Experimentally-obtained temperature profiles for a two-region source
problem in which ∆τ,1 = 8 mean free times for emission (in region 1).
temperature is below unity, and in region 1 the temperature is slightly above unity.
This likely due to the difference in source strengths in each region. In region 2, the
specific heat is large, which means that the photon source must also be large to obtain
the proper equilibrium temperature. At the interface, then, some of the energy in
region 2 leaks into region 1, causing a depression in the temperature in region 2 and
an increase in region 1. In the third time step (τ1 = 24), the solution in the interior of
region 1 oscillates above unity, and in the fourth time step (τ = 32), the temperature
has decreased, but not below unity. Although this problem type is not conducive to
a straightforward application of the stability theory, in region 1, Eq. (4.60a) predicts
the 0-D amplification factor −0.2839 (using q1 = 0.14, and ∆τ,1 = 8). In region 2, we
predict an amplification factor of −0.04 (using q2 = 0.01, and ∆τ,1 = 0.5714). While
we make no attempt to calculate an “amplification factor” from the numerical results
for this heterogeneous problem, the theory does successfully predict that temporal
oscillations should occur in region 1, and that they may occur in region 2 but to a
much lesser extent.
Figure 4.17 depicts the temperature profiles when ∆τ,1 = 4 mean free times for
emission (∆τ,2 = 0.2857). We note that the limits on the ordinate axis are smaller
than those of Figure 4.16. In this figure, damped temporal oscillations still occur
in the interior of region 1 after the source is shut off, but to a lesser degree than in
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Figure 4.17: Experimentally-obtained temperature profiles for a two-region source
problem in which ∆τ,1 = 4 mean free times for emission (in region 1).
first several time steps – the stronger source in region 2 leaks photons into region
1, causing the “horns” of higher temperature at the boundary of region 1. For this
problem, the 0-D theory predicts an amplification factor of −0.2695 in region 1 and
−0.04 in region 2. These successfully predict the existence and relative magnitude
of damped oscillations in region 1 as compared to region 2, although the stability
theory alone does not adequately explain the reduction in magnitude from the case
in which ∆τ,1 = 8 [it does not provide the relative contributions of the solutions due
to ρ1 and ρ2 in Eq. (4.54)].
Figure 4.18 depicts the temperature profiles when ∆τ,1 = 2 mean free times for
emission (∆τ,2 = 0.1429). We note that the limits on the ordinate axis are smaller
than those of Figures 4.16 and 4.17. There is a small, but discernible amount of
statistical noise in the numerical solutions for this problem. This is because the
number of histories that would be needed to fully resolve the slight spatial variation in
these solutions is cost-prohibitive. As was the case with the 0-D source problem, once
the time step is sufficiently fine to begin resolving the photon source, any contribution
from damped oscillations (excepting the initial overshoot in the solution) is difficult
to perceive. The boundary effect is more pronounced in Figure 4.18 than in previous
figures since using a smaller time step provides more opportunities for transport
effects to smear out the source contributions. For this problem, the 0-D theory
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Figure 4.18: Experimentally-obtained temperature profiles for a two-region source
problem in which ∆τ,1 = 2 mean free times for emission (in region 1).
apparent lack of damped temporal oscillations in region 1 after the source is shut
off seems to indicate a defect in the theory, but can be explained from the above
physical arguments concerning the temporal resolution of the photon source and the
superposition of the solutions due to ρ1 and ρ2. For time steps less than ∆τ,1 = 2,
one obtains similar temperature profiles. When ∆τ,1 < 0.35, the theory successfully
predicts the solution to be completely monotonic, although, again, if the photon
source were to be completely injected during this short of a time interval, it would
still overshoot in the initial step.
4.5.3 Marshak Waves
Our last series of numerical experiments concerns a problem that is far-removed
from the assumptions used to derive the stability theory, but is of primary interest to
the TRT community. These problems are characterized by a slab that is initially cold,
and is suddenly subjected to a blast of relatively hot, isotropic photons on one side.
The photons propagate into and warm up the system, creating a temperature wave
that moves across the system. These radiation and temperature waves are commonly
referred to as Marshak waves [48] [33]. Marshak wave problems are strongly nonlinear
in that the cold material ahead of the wavefront is much more optically thick than
the hot material behind the wavefront. The wavefronts can therefore be very steep,
and obtaining an accurate estimate of their location – where most of the relevant
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physics is taking place – is paramount. Larsen and Mercier [27] found an upper limit
on the size of the time step that ensures that the IMC equations satisfy a “maximum
principle” that the underlying TRT equations satisfy. When the maximum principle
is violated, the IMC solution contains temperatures that are larger than the boundary
temperature. For Marshak wave problems, this affects the accuracy of the solution in
that the temperature becomes too high at the wavefront. It also slows the numerical
wave speed since the radiation becomes artificially trapped behind the wavefront.
Marshak wave problems are the archetypal problems for the TRT community. In this
section, we examine whether the stability theory is able to predict a maximum time
step such that the estimate of the wavefront location is guaranteed to be accurate.
For our first numerical experiment, we set q = 0.14 and the initial temperature to
0.1. We impose an isotropic right boundary condition equal to the initial temperature
and an isotropic left boundary condition at a unit temperature. We consider a slab
that is four cm wide. This implies that the slab is initially 4,000 mean free paths
thick, but only 4 mean free paths thick once equilibrium is reached. We track the
wavefront up to ∆τ = 40 mean free times to emission. Under these conditions, the
0-D amplification factor predicts that the maximum time step size for a monotonic
solution (for which ρ1,0 = 0) is ∆τ ≈ 0.35. By comparison, the upper limit on the
time step that ensures that the IMC equations do not violate the maximum principle
is ∆τ = 0.00025. This is an extremely small time step, and Larsen and Mercier
acknowledge that it is likely an overly conservative estimate of when the maximum
principle will be violated [27].
We begin by setting ∆τ = 0.1 and ∆x = 0.05 cm. Figure 4.19 depicts the temper-
ature wave at four intermediate times spaced 10 mean free times for emission apart.
In this figure we see the temperature wave proceeding to the right, as anticipated.
We also observe that there is little spatial variation in the temperature “behind” the
wavefront and that the wavefront is relatively steep.
For the next series of tests, we leave the spatial grid size fixed at ∆x = 0.05
cm and increase the time step beyond ∆τ = 0.35. Figure 4.20 depicts the resulting
temperature profiles at the fixed time τ = 8 but for the differing time steps. One can
immediately spot the two-fold problem that occurs if large time steps are used: the
maximum principle is violated in that the wavefront temperature can become much
greater than the boundary temperature, and the corresponding wave speed is much
too slow. Interestingly, these problems begin to occur once ∆τ ≥ 0.5, which seems
to indicate that the stability theory does an adequate job anticipating when these
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Figure 4.19: Time-dependent temperature profiles for a Marshak wave problem in
which ∆τ = 0.1 and ∆x = 0.05.
varying the spatial grid size.
We next consider the effect of fixing the time step at ∆τ = 0.5 and varying the
spatial grid size. Figure 4.21 depicts the temperature profiles at time τ = 8 for these
differing spatial grid sizes. One can see that precisely the same problems emerge as
were found when the time step was varied, except here the maximum principle is
increasingly violated as ∆x is decreased. These results indicate that the employment
of a maximum time step criterion independent of the spatial grid size (either from the
stability theory or from [27]) is likely an inadequate indicator of when the maximum
principle will be violated. We further explore this relationship by running a larger
series of tests in which both the time step and the spatial grid size are varied.
There are two primary characteristics in either of Figures 4.20 and 4.21 that
indicate an inaccurate solution: a too-large temperature near the wavefront, and an
inaccurate wavefront location. We shall employ these two characteristics as simple
metrics to characterize and compare the accuracy of the temperature solution at
a particular point in time among several spatial and temporal grid values. Table
4.3 addresses the first of these characteristics. It depicts the maximum temperature
obtained over the entire spatial domain at the fixed time τ = 8 for variable spatial
and temporal grid sizes. This table provides a simple means to compare the results
of a fairly large underlying data set generated with substantial computational effort.





















∆ τ  = 0.1
∆ τ  = 0.25
∆ τ  = 0.5
∆ τ  = 1
∆ τ  = 2
Figure 4.20: Temperature profiles at τ = 8 for a Marshak wave problem in which the





















∆ x = 0.025
∆ x = 0.05
∆ x = 0.1
∆ x = 0.2
Figure 4.21: Temperature profiles at τ = 8 for a Marshak wave problem in which the
grid size is varied using ∆x = 0.025, 0.05, 0.1, and 0.2 cm.
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Table 4.3: Maximum temperatures in Marshak wave at τ = 8. Bold numbers indicate
violation of the maximum principle.
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 0.953 0.951 0.947 0.937
0.25 2.551 0.949 0.946 0.939
0.50 5.383 2.159 0.946 0.938
1.00 8.541 4.175 1.756 0.937
2.00 12.412 6.233 3.122 1.386
Table 4.4: Estimated wavefront location at τ = 38
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 3.688 3.675 3.75 3.7
0.25 3.438 3.675 3.65 3.7
0.50 1.887 3.425 3.65 3.7
1.00 0.938 1.875 3.35 3.5
2.00 0.463 0.925 1.85 3.3
fixing the spatial grid size and increasing ∆τ . For each ∆x, a different threshold ∆τ
may be found after which the maximum principle [T > 1] is violated. Also, picking
any row of this table and tracing from right to left, one can see that similar effects
are produced by fixing ∆τ and decreasing the spatial grid size. In this table there is
a diagonal running from the top left to the bottom right that separates inaccurate
spatio-temporal grid choices (bottom left) from more accurate ones (top right). From
this one may form a rough inequality that indicates when the solution of this problem
will be accurate:
∆τ ≤ 5∆x . (4.72)
We may make similar conclusions by using the other metric: the estimate of the
wavefront location. To estimate the location of the wavefront at a fixed time, we
search the temperature profile from the right for the first occurrence of T ≥ 0.2,
which is twice the temperature at the initial condition. The results are shown in
Table 4.4 for time τ = 38. The most accurate estimate of the wavefront location
produced in this table (the one employing the finest spatio-temporal grid size) is
x = 3.688 cm. Because the spatial resolution in this table is variable, the “actual”
wavefront location can be smeared inside of the larger spatial grid sizes. However,
the general trend to inaccuracy for larger time steps and smaller spatial grids is still
clearly observable, and one could employ this metric to arrive at Eq. (4.72).
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Thus, we conclude that the stability theory does not accurately predict a max-
imum time step size that guarantees the IMC solution to be accurate. One reason
for this is that Marshak wave problems are strongly nonlinear, and therefore are
far-removed from the assumptions of the linear stability theory. Another is that
Eq. (4.72) demonstrates that the numerical accuracy of a Marshak wave problem
must account for the spatial grid size. This last result is not entirely surprising, as
it is typical to find stability criteria for related wave problems that have the same
form as Eq. (4.72). These criteria are commonly referred to as “CFL” (Courant,
Friedrichs, Lewy) conditions [49] [50]. The CFL condition is a necessary condition
for the convergence of numerical schemes for wave equations. Using α = 1 in the
IMC solutions guarantees that the CFL condition is satisfied in the sense that the
solution should always converge (which we have also confirmed using the stability
theory). We speculate that a stricter, but related condition may be theoretically ob-
tainable to guarantee that the maximum principle is not violated. To our knowledge,
no attempt has been made to provide a theoretical means of estimating an inequality
like Eq. (4.72), although this would be of great interest to the TRT community.
So far in this chapter we have demonstrated that the IMC equations have the po-
tential to exhibit unphysical, damped oscillations where monotonic behavior should
instead be seen. We have also seen that the oscillations tend to be worse for slowly-
varying Fourier modes (small ξ), for small q, and for large time steps. Unfortunately,
it is likely that a generic TRT problem will contain regions for which the theory pre-
dicts damped oscillations. Although these oscillations may be masked in a generic
problem, their presence is undesirable. In the next section, we demonstrate how the
stability theory can be methodically applied for a simpler 0-D problem. This allows
one to quickly generate an amplification factor for a near-equilibrium system using
fewer assumptions than those that led to Eq. (4.60a).
4.6 A 0-D Testbed
The 0-D, infinite medium IMC equations are advantageous for demonstration
purposes, as they are simpler, exactly solvable, and the above stability theory predicts
the worst oscillations occur for ξ = 0. In an infinite medium, Eqs. (4.23) reduce (upon














φ− fMn . (4.73b)




(qφ+M) = 0 , (4.74)
which implies:
qφ(τ) +M(τ) = constant = q + 1 , (4.75)
where the final equality comes from the recognition that, at equilibrium, φ = M = 1.
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. (4.76)












































Mn+1 = q + 1− qM4n +
(





Eq. (4.78) is the exact solution of the 0-D scaled IMC equations. However, it is
not possible to simply rearrange this solution in the form Mn+1 = ρMn in order to
determine the amplification factor. Thus, we consider a first-order perturbation in
Mn:
Mn = 1 + εPn ,
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and we look for a recursion relationship for Pn+1. Noting that:
M4n = (1 + εPn)
4 = 1 + 4εPn +O(ε
2),
so that
Mn − q − 1 + qM4n = 1 + εPn − q − 1 + q(1 + 4εPn)
= εPn(1 + 4q) ,
Eq. (4.78) becomes, to first order:
1 + εPn+1 = (q + 1)− q(1 + 4εPn) + εPn(1 + 4q)e−f∆τ /q ,
εPn+1 = −4qεPn + εPn(1 + 4q)e−f∆τ /q ,
Pn+1 =
[
(1 + 4q)e−f∆τ /q − 4q
]
Pn .
Finally, we identify the amplification factor for the infinite homogeneous medium
problem that was earlier derived by taking the limit as ξ → 0:
ρ1,0 = (1 + 4q)e
−f∆τ /q − 4q . (4.79)
This result confirms the earlier Fourier analysis, is much easier to obtain, and requires
fewer assumptions. From this we found that if 0.5 ≤ α ≤ 1, then |ρ1,0| < 1, but that
it is possible to find values of q and ∆τ – even when α = 1 – for which ρ1,0 < 0. We
also point out that in an infinite medium, a single amplification factor ρ is sufficient
to describe the solution.
Throughout this chapter we have assumed special forms of the opacities and spe-
cific heat that are intended to be representative of the commonly-used materials that
one might find in an IMC calculation. We next question what effect this choice of
material temperature-dependence has on the results of the stability theory. Specifi-
cally, we would like to know if the unphysical, damped oscillations are a fundamental
property of the IMC equations or if they are tied to this particular form of the prob-
lem data. To answer this question, we perform the 0-D stability analysis on the IMC
equations applied to the linear problem defined in Section 2.2.5. The motivation
is that if linear IMC equations permit damped oscillations – in which the material
data are exactly represented – then there is likely no simple remedy to remove this
behavior from the more difficult, nonlinear problem4.
4For instance, one might conjecture that using a middle- or end-of-time-step temperature to
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4.6.1 Analysis of a Linear Problem
Because we assumed a special form of the opacities and specific heat in the pre-
vious section, it is not possible to begin from the dimensionless form of the TRT
equations given in Eqs. (4.9). However, this is an ideal place to demonstrate the sim-
plified, 0-D form of the stability analysis in its entirety. This method is substantially
different from that used by Mosher and Densmore [31] on this problem, but it leads
to similar results. We proceed by performing the following algorithm:
1. Dimensionalize the 0-D form of the TRT equations under the problem assump-
tions (here, we use data given in Section 2.2.5).
2. Apply the IMC approximations.
3. Use the conservation of energy to solve the resulting system exactly for the
scaled material energy density M .
4. Use perturbation analysis to obtain an amplification factor for the resulting
system.
5. Analyze the amplification factor to assess the system’s stability.














σI dµ− cσUr . (4.80b)
For this linear problem, the specific heat is a cubic function of temperature:
cv(T ) = vT
3 , (4.81)
and the opacity is constant:
σ = constant . (4.82)















= constant . (4.83)
evaluate the opacities may remove or lessen the magnitude of the damped oscillations. This is not
the case.
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Because β and σ are constant, they do not require any approximation. Next, we
define the scaled time variable τ :
τ = qσct , (4.84a)
where




Thus, for the linear problem, q = β, a constant at all times. Additionally, q is is the
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We note that for the linear problem, M is different – it is a quartic function of
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+ φ = M , (4.85)















+M = φ . (4.86)
To bring this together, the dimensionless form of the 0-D TRT equations applied




+ φ = M , (4.87a)
dM
dτ
+M = φ , (4.87b)
and we reiterate that q = β = Ur/Um is independent of the equilibrium solution and
M = T 4/T 40 ; these are different from the results obtained for the nonlinear problem.
The second step is to apply the IMC approximations to these equations. We
begin by operating on Eq. (4.87b) using the time-averaging operator in Eq. (4.16):
1
∆τ
(Mn+1 −Mn) +M = φ , (4.88)
and approximating M by
M = αMn+1 + (1− α)Mn , (4.89)
where (again), α is user-defined such that 1
2




(M −Mn) +M = φ ,













we rewrite Eq. (4.90):
M = fMn + (1− f)φ . (4.92)
The final (and again, most dubious) approximation is to replace the time-averaged
values with “instantaneous” values:
M(τ) ≈ fMn + (1− f)φ(τ) . (4.93)
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+ fφ = fMn . (4.94)
Introducing Eq. (4.93) into the non-derivative term of Eq. (4.87b), we obtain:
dM
dτ
+ fMn + (1− f)φ = φ ,
dM
dτ
+ fMn = fφ . (4.95)





+ fφ = fMn , (4.96a)
dM
dτ
+ fMn = fφ . (4.96b)
For the third step, we solve Eqs. (4.96) exactly for M(τ). We first eliminate φ
from Eq. (4.96b) using the conservation of energy from Eq. (4.75) [ qφ+M = q + 1]:
dM
dτ












(q + 1− qMn) . (4.97)











At the end of the time step τn ≤ τ ≤ τn+1 with ∆τ = τn+1 − τn, the solution is:
Mn+1 = q + 1− qMn + e−
f∆τ
q (Mn + qMn − q − 1) . (4.99)
In step four, we apply perturbation theory to Eq. (4.99) to obtain an amplification
factor that relates the first-order perturbations at the beginning and end of the time
step. Letting ε be small, we set:
Mn = 1 + εPn , (4.100a)
122
Mn+1 = 1 + εPn+1 . (4.100b)
Substitution of Eqs. (4.100) into Eq. (4.99) yields, to first order:
1 + εPn+1 = q + 1− q(1 + εPn) + e−
f∆τ








and we define the amplification factor for the 0-D IMC equations applied to a linear
problem as ρ`:
ρ` = (1 + q)e
− f∆τ
q − q . (4.102)
In the final step, we analyze Eq. (4.102) to assess its stability implications. First,
we show that ρ` < 1, disallowing monotonic, exponential divergence. That is,
ρ` = (1 + q)e
− f∆τ




q < 1 . (4.104)
Next, we examine whether ρ` < −1, which would indicate oscillatory and exponential
divergence:
ρ` = (1 + q)e
− f∆τ







and, assuming q > 1 since this is trivially satisfied for q < 1:














Similar to what occurred in Section 4.4.1, the functions on the left and right side of
the equation are independent of each other and monotonic. The function on the left







while the function on the right is maximized when q →∞, or:














Thus, the IMC equations applied to a linear problem produce an unconditionally sta-
ble method (it has already been stipulated that 1/2 ≤ α). This conclusion is identical
to that found for the earlier-analyzed nonlinear problem [see Eq. (4.65)]. However, it
is noteworthy in that we previously demonstrated that using α = 1/2 can produce
a temperature update equation that permits negative temperatures [see Eq. (3.37)].
These two results are not contradictory; they highlight that this stability analysis
does not address issues of the underlying equation’s physicality. In fact, in [46] it
is numerically demonstrated that using α = 1/2 for a nearly-linear problem pro-
duces a system that is second-order accurate in ∆τ , and that using α = 1 produces a
first-order accurate system. This transition from first-order to second-order accuracy
when α = 1 (“backward Euler”) is replaced by α = 1/2 (“Crank-Nicholson”) is a com-
mon phenomenon in numerical methods. It is also well-known that one usually has
to “pay a price” to obtain increased accuracy, and that price usually involves the in-
troduction of damped, numerical oscillations (although not the loss of unconditional
stability).
Next, we examine whether damped oscillations are permitted in the IMC solution
to the linear problem. A contour plot of ρ` is provided in Figure 4.22. Comparison
of Figures 4.22 and 4.3 indicates that applying the IMC approximation to a linear
problem versus the earlier-defined nonlinear problem does not qualitatively affect its
stability characteristics. The absolute minimum of ρ` remains the same at −0.2984.
This minimum is obtained when q = 0.5576, which is exactly four times the value
of the nonlinear result; this factor is likely related to the difference in the scaled
material energy density M , which is T 4/T0 for the linear problem, and T/T0 in the
nonlinear problem.
Following an algebraic procedure analogous to that done to obtain the mono-






























Figure 4.22: A contour plot of the 0-D amplification factor ρ` of the IMC equations
applied to a linear problem.














This inequality (with α = 1) exactly reproduces the contour ρ` = 0 in Figure 4.22.














Eq. (4.111) is mathematically equivalent to that obtained by Mosher and Densmore
(see Eq. (23) of [31]). Thus, we have successfully verified and extended the stability
results due to Mosher and Densmore.
To validate the predictions of this theory for a linear problem, we return to the
single Fourier mode problem definition that was used in Section 4.5.1. We are using
a problem with weak spatial dependence, even though we did not explicitly derive
ρ` to account for it for the following reason. We remarked earlier that for ξ small
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enough, the predictions of the stability analysis are only weakly dependent on ξ [see
the discussion after Table 4.1], and implicated that one should be able to apply the
0-D version of this theory to other problems to generate characteristic results. If
the 0-D theory can produce an amplification factor for ξ 6= 0 on a wholly different
problem, then this strengthens the argument that one may employ this theory on the
IMC equations applied to other problems, or on other approximations of the TRT
equations.
To perform the numerical experiment on the linear problem using an IMC algo-
rithm, we set a = c = σ = 1, v = 4/q, ∆t = ∆τ/q, and perturb the initial conditions
using:
T (z) = [1 +M1 cos(ξz)]
(1/4) , (4.112a)
φ(z) = 1− M1
q
cos(ξz) , (4.112b)
so that the scaled energy density M is perturbed according to a cosine shape, not
the temperature.
For this experiment, we set M1 = 0.4, use the“worst-case”value of q (q = 0.5576),
and set ∆τ = 10 mean free times for emission. From these we calculate ρ` = −0.2525
using Eq. (4.102). We also set ξ = 0.01, which produces a slowly-varying spatial wave.
Together, these data roughly correspond with the data used to produce Figure 4.8,
in which the temperature was perturbed with an amplitude of 0.1.
The experimentally-obtained material energy density profiles M are depicted in
Figure 4.23. This figure illustrates an initial cosine shape that is neatly inverting
and reducing in magnitude with each time step almost exactly as the theory predicts.
Using Eq. (4.71), we calculate r1 = 0.2514 and r2 = 0.2551, which compare extremely
well with the predicted value of −0.2525. For brevity, we shall not reproduce linear
versions of the other numerical experiments that tested the nonlinear theory here;
they are expected to produce similar results.
From these results we conclude that the presence of damped oscillations is not
fundamentally tied to how the problem data is handled, rather, it results from the
approximate treatment of the unknowns M and φ. Thus, there is no simple remedy
for the IMC approximations that can remove the presence of damped oscillations.
However, other approximations to the TRT equations exist. A method by Carter and
Forest [23] can be demonstrated to be unconditionally stable for the same problems
that were used in this chapter [see Appendix A]. As a counterpoint, a seemingly-
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Figure 4.23: Experimentally-obtained damped oscillations in energy density profiles
for ξ = 0.01, q = 0.14, ∆τ = 10 in a linear problem, for which the
theory predicts ρ` ≈ −0.2525.
stable for the nonlinear, 0-D problem. We plan to expand upon these assertions in a
future publication.
4.7 Summary
In this chapter, we have presented a new linear stability theory for TRT problems
that are near equilibrium and we have applied it the IMC equations. We found that
the IMC equations are unconditionally stable, but their solution can exhibit damped
temporal oscillations. These oscillations are unphysical since they are not a feature
of the TRT equations; they can always be removed by setting α = 1 and reducing
the size of the time step. While it has been reported that the IMC equations can
produce unphysical solutions if sufficiently large time steps are used [21] [27] [28] [29],
before now there has been no theory to predict the magnitude or existence of damped
oscillations (except for a 0-D, linear, gray problem [31]).
For most of this chapter, we considered a characteristic gray, 1-D TRT problem
in which the opacities are inversely proportional to the temperature cubed and the
specific heat is constant. We derived a dimensionless form of the TRT equations
applied to this problem, Eqs. (4.9), by scaling the equations about a specified equi-
librium condition. In this form, the TRT equations are described by a scaled spatial
variable z that is in mean free paths at equilibrium, a scaled temporal variable τ
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that is in mean free times to photon emission, and a dimensionless factor q that is
the ratio of the equilibrium radiative and material energy densities, as well as the
original angular variable µ. After this, the dimensionless form of the IMC equations
was derived. Next, linear equations were formed for an additive perturbation to
the scaled equations. Finally, we considered spatially-dependent versions of these
equations that are described by a single Fourier mode eiξz. We then solved these
equations – assuming that the radiation is a separable function of space and angle –
for an amplification factor ρ that relates the perturbations at the beginning and end
of the time step.
Analysis of ρ indicates that the IMC equations are unconditionally stable when
α ≥ 0.5, but that it is possible to find conditions under which ρ < 0 even when
α = 1. These nonphysical, damped, temporal oscillations are largest in magnitude
when ξ is small, q ≈ 0.13, and the time step is relatively large. Since q and ξ are
parameters that are defined by the underlying problem, damped oscillations can only
be eliminated by decreasing the size of the time step. It is possible to employ the
theory to obtain a critical time step size under which no oscillations should occur:
a monotonicity condition. We argued that meeting the ξ = 0 condition given in
Eq. (4.67) should be sufficient to ensure monotonicity for all ξ. Additionally, meeting
the more restrictive condition provided as Eq. (4.69) should be sufficient for all q and
ξ, but is likely overly-restrictive.
The linear stability theory is directly applicable to problems that are near equi-
librium and that use large time steps or have slowly-varying spatial Fourier modes.
Fortunately, these limitations are not overly restrictive, as we have theoretically im-
plicated and numerically demonstrated that problems that use small time steps or
have highly-oscillatory spatial modes are less likely to suffer from damped temporal
oscillations. Additionally, many TRT problems of interest contain regions that are
relatively thick and use large time steps, and are therefore more likely to contain
damped temporal oscillations. We experimentally demonstrated that the stability
theory successfully predicts both the existence and magnitude of damped temporal
oscillations for a class of problems containing initial conditions that are perturbed by
a single Fourier mode, assuming that the Fourier mode is not too oscillatory. When
the magnitude of the Fourier mode is near the limit of the theory’s reliability, the
quantitative predictive capabilities of the theory begin to break down.
The stability theory is somewhat successful at predicting the existence, but not
the magnitude, of damped temporal oscillations for problems containing a time-
dependent photon source. In these problems, the system begins at a low tempera-
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ture, and a photon source injects radiation until the system contains enough energy
to obtain a specified equilibrium condition, at which point the source is shut off.
When the employed time step was larger than the critical time step size, the theory
successfully predicted that the solution would not be monotonic, but not the degree
to which an overshoot and subsequent oscillations would occur. The quantitative
disagreement is likely because as the time step is reduced, the likelihood of a “mis-
match” occurring between the energies in the material and radiation is also reduced.
For a sufficiently fine time step, the source drives the solution to equilibrium, where
it essentially rests after it is shut off. Although damped oscillations are difficult to
see in this regime (the regime in which the theory predicts the presence of damped
oscillations but they are not easily observable), their existence likely contributes to
subtle inaccuracies in the IMC solution.
The stability theory does not accurately predict a maximum time step size under
which the IMC solution of a Marshak wave problem is guaranteed to be accurate. One
reason for this is that Marshak wave problems are strongly nonlinear, and therefore
are far-removed from the assumptions of the linear stability theory. Another is that
we found that the numerical accuracy of a Marshak wave problem must account
for the spatial grid size [see Eq. (4.72)]. We conjecture that it may be possible to
develop such a theory by extending the concept of a CFL condition, and that the
theory should be of the form ∆t ≤ k∆x, where k is a to-be-determined, problem
dependent parameter.
Because the analysis on the spatially-dependent problem indicated that the os-
cillations are greatest in magnitude when ξ = 0, we demonstrated that the same
conclusions may be reached with less steps and with fewer assumptions by consid-
ering the 0-D problem. We then considered the question of whether the results of
this stability theory are tied to the initial choice of problem data. To do this, we
re-performed the stability analysis on a completely linear, 0-D TRT problem de-
scribed in Section 2.2.5. The generic methodology can be described by the following
algorithm.
1. Dimensionalize the 0-D form of the TRT equations under the specified problem
assumptions.
2. Apply time-discretization approximations that correspond to the numerical
method in question.
3. Use the conservation of energy to solve the resulting system exactly for the
scaled material energy density M .
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4. Use perturbation analysis to obtain an amplification factor for the resulting
system.
5. Analyze the amplification factor to assess the system’s stability.
The analysis of the linear problem indicated that the stability characteristics of the
IMC equations are relatively insensitive to the temperature-dependence of the prob-
lem data. The absolute minimum amplification factors are the same, and the mono-
tonicity condition is similar. We also numerically reproduced and verified the mono-
tonicity condition due to Mosher and Densmore [31], which is the only previous work
that is directly relevant in this subject area. We concluded that damped oscillations
are an inherent feature of the IMC method.
The stability analysis algorithm is a relatively simple undertaking that can pro-
duce surprising conclusions for seemingly-innocuous looking time discretizations. We
commented that other time-discretizations exist that can be found to be uncondi-
tionally stable [23] (see Appendix A) or only conditionally stable [22]. The stability
algorithm is not restricted to time-discretizations for Monte Carlo calculations; it
applies to time-discretizations for deterministic methods also. We shall return to
this algorithm in later chapters to assess the stability characteristics of several new
time-discretizations of the TRT equations.
As future work, it may be possible to extend the stability analysis presented
in this chapter to frequency-dependent problems. Such an analysis would require
dimensionless equations that are scaled about an equilibrium condition that includes
a frequency-dependent Planck function. However, such a task would be considerably
involved, even for relatively simple analytical forms of the opacity.
130
Chapter V
Temperature Estimation and Evaluation
During the derivation of the IMC equations [Eqs. (3.29)], some of the continuous-
in-time problem data that depend on the material temperature – the opacities, spe-
cific heat, and the Planckian – are evaluated at the temperature at the beginning
of the time step, Tn. The explicit-in-time treatment of these data introduces an
error into Eqs. (3.29) that worsens with increasing time intervals. Performing a time-
extrapolation of the temperature using data from previous time steps was histori-
cally used to try to lessen this error [21] [23]. However, such extrapolations are now
deemed unreliable, as they can introduce new instabilities and additional errors into
the calculation.
By contrast, in deterministic solvers for the TRT equations, the temperature at
which the normalized Planckian is evaluated is iterated upon until it converges to
Tn+1, the temperature at the end of the time step [51]. The conventional wisdom is
that this implicit treatment of the Planck temperature improves the accuracy of the
time-discretization without introducing any stability issues. However, the tempera-
ture at which the opacities are evaluated is not iterated upon. This is presumably
done because it is not believed that the associated increase in accuracy is worth the
additional computational expense. However, it would be difficult to argue against in-
corporating the temperature-dependence of the opacities if Tn+1 could be calculated
without increasing the computational cost. Overall, without greatly increasing the
computational cost, the inability of Monte Carlo methods to employ a more accurate
Planck temperature has been viewed as an Achilles heel.
Another difficulty that both deterministic and Monte Carlo methods encounter
is the designation of the time step size. Currently, the proper time step must be
selected either by trial-and-error or by some means of adaptive resizing. Often, if the
time step is determined to be too large, it is not computationally feasible to return to
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an earlier solution and repeat the calculation. Thus, a reasonably accurate estimate
of Tn+1 could be used to select an appropriate time step size before an involved
transport calculation is carried out.
In this chapter we present a new frequency-collapsed, deterministic Quasidiffu-
sion method to estimate – before the IMC calculation is performed – the temperature
at the end of the time step. We also define a characteristic average temperature T∗
which properly interpolates the temperatures at the beginning and end of the time
step, and which also can be used to evaluate the problem data. Using T∗ should
be more accurate than the traditional approach of using Tn to evaluate the prob-
lem data. This Quasidiffusion method is intended to be used in tandem with the
more detailed transport calculation in the following manner. During a time step
tn−1 ≤ t ≤ tn, a frequency-dependent transport calculation such as IMC is carried
out. Throughout the calculation, certain problem data are averaged over frequency
and angle. These data are then provided to the new Quasidiffusion method, which
uses them to estimate Tn+1 for the upcoming time step tn ≤ t ≤ tn+1. The average
temperature T∗ is generated and passed to the frequency-dependent transport algo-
rithm, which then uses it to evaluate the temperature-dependent problem data. The
transport algorithm then produces solutions over the same time step tn ≤ t ≤ tn+1
using the more accurate problem data; these solutions supersede the Quasidiffusion
solutions. The method is derived assuming the 1-D form of the frequency-dependent,
nonlinear TRT equations, although generalization to full spatial-dependence should
be straightforward.
Ideally, any method used to estimate Tn+1 should be much less computationally
expensive than solving Eqs. (3.29) using a Monte Carlo procedure. To satisfy this
requirement, we have designed a Quasidiffusion method that capitalizes on the Monte
Carlo (or deterministic transport) solution from the previous time step. Specifically,
two angle- and frequency-averaged opacities and an Eddington factor are defined that
use data from the previous time step. These averaged quantities are then employed
in a fully implicit, frequency-collapsed, deterministic Quasidiffusion calculation to
obtain an estimate of Tn+1. The removal of the frequency and angular variables
substantially reduces the cost of generating an estimate of Tn+1, and, because the
data are based on the detailed transport solution of the previous time step, the
solution remains accurate.
It is also desirable that the method to estimate Tn+1 be “robust” in the sense that
solutions should be non-negative and numerically stable under all problem conditions.
To satisfy this requirement, we analyze the method to obtain its positivity condition,
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and we perform the 0-D stability analysis described in Chapter IV.
After deriving the Quasidiffusion method and analyzing it for robustness and
stability, we numerically investigate its employment as a means to generate T∗ for the
evaluation of temperature-dependent data in IMC calculations. We do not investigate
its use in deterministic transport methods or employ it as a method to limit the time
step size; these shall be left as future work. Used in this manner, the method increases
the accuracy of the IMC calculation, although it should not be expected to increase
its order of accuracy [it will remain O(∆t)].
To assess the numerical order of accuracy of using T∗ to evaluate the temperature-
dependent data in IMC, a 0-D, gray, nonlinear problem is considered. Time-dependent
temperature solutions are generated for a series of different time-step sizes, and the
results are compared to a fine-grid solution. For these problems, we also compare
the effects of using Tn, (the traditional approach) and Tn+1 to evaluate the problem
data, and show that T∗ is the superior choice. These problems demonstrate that IMC
temperature solutions tend to overshoot the equilibrium condition at early times, a
problem that is identified and discussed by Gentile in [30], but that using T∗ to
evaluate the problem data ameliorates this condition. We also numerically test the
procedure on a series of more difficult, Marshak wave problems, and demonstrate
the accuracy gained by using T∗ instead of Tn or Tn+1 to evaluate the temperature-
dependent problem data.
Deterministic transport and Monte Carlo methods both may benefit from the
temperature estimation algorithm proposed here. Deterministic methods could use
the estimated temperature as a means to reduce the required number of iterations or
to use larger time steps. Monte Carlo methods may use the estimated temperature
to improve accuracy and enhance their position relative to deterministic methods.
Both may use the estimate to select a proper time step size and/or to evaluate
temperature-dependent problem data.
To our knowledge, the method proposed here is the first of its kind. Certainly
diffusion and Quasidiffusion deterministic methods have been previously developed
to solve the TRT equations, but these have never before been designed to capitalize
on a more detailed transport algorithm in order to estimate Tn+1.
5.1 A New Quasidiffusion Method
We begin from the exact TRT equations with the mindset of performing the
fewest number of approximations necessary to arrive at a relatively simple – but
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hopefully accurate – algebraic system of equations for the temperature T . The 1-D,
purely-absorbing, frequency-dependent TRT equations, suppressing the independent

















σ(I − 2πB) dµ dν . (5.1b)
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= 〈σI〉 − 2π 〈σB〉 . (5.3b)





















= σI 〈I〉 − σpcaT 4 . (5.6b)










+ µI = µ2πB , (5.7)
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+ 〈µI〉 = 0 . (5.8)
Here we make our first approximation – as is commonly done in diffusion approxi-









We use this relationship to eliminate the derivative of the first angular moment in
Eq. (5.6a) by creating a frequency-averaged Eddington factor and a special, frequency-
averaged opacity. From the above we may write
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≈ 0 , (5.10)
which is valid if I is nearly a separable function of space and angle or if I is a
slowly-varying spatial function. Then,
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E 〈I〉 , (5.11)












Here, E is a frequency-averaged Eddington factor. Also, σρ is a specially-weighted
opacity that, in the limit as I resembles a Planck function, almost produces the
Rosseland mean opacity.
Thus, we have derived a much simpler Quasidiffusive version of the TRT equations





















+ σpcUr = σI 〈I〉 , (5.14b)
∂Um
∂t
+ σpcUr = σI 〈I〉 , (5.14c)
where β has been previously defined in Eq. (3.2b).
5.1.1 Discussion
Eqs. (5.14) are the basis for a to-be-defined deterministic procedure that estimates
Tn+1. They should be accurate under the assumptions that ∂/∂t 〈µI〉 is small and
that Eq. (5.10) is valid. However, it is well-known that the presence of the time-
derivative of the first angular moment I1 allows the TRT equations to be flux-limited
[33] [17]. Flux-limiting is defined by the following relationship between the first and
zeroth angular moments of the radiation intensity:
|I1(x, µ, ν, t)| ≤ I0(x, µ, ν, t) . (5.15)
This relationship follows directly from Eqs. (5.1), but may be violated due to the
approximations made to derive Eqs. (5.14). This is because: “The raw Eddington
approximation can give a flux that is arbitrarily large compared with [I0] if the
gradient of [I0] is large enough; this is something that can never happen if [∂I1/∂t] is
retained.”[33] The assumption that the time-derivative of I1 is small changes the form
of the intensity equations from a hyperbolic, wave character containing a finite wave
speed to a parabolic character in which the wave speed is infinite. In optically thin
problems, the temperature wave travels too quickly. In optically thick problems,
the material may heat too rapidly. It is likely possible to derive and artificially
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introduce numerical remedies known as flux-limiters into Eqs. (5.14) that will ensure
that Eq. (5.15) is satisfied [33] [52], but we will not do so here (this will be left as
future work).
After Eq. (5.13), we asserted that σρ limits to the Rosseland mean opacity when
the frequency-dependence of the specific intensity resembles a Planckian. Here we ex-








It can be shown that the temperature derivative of the Planckian has nearly the same
frequency shape as the Planckian itself; i.e., there is a function g(T ) such that:
B(ν, T ) ≈ g(T ) ∂
∂T
B(ν, T ) . (5.17)










〉 = σr(x) [from Eq. (2.19)] . (5.18)
That is, in the limit as I resembles B, σρ resembles the Rosseland mean opacity σr.
To deterministically solve Eqs. (5.14), these equations must still be discretized in
time and space, and a procedure must be developed to provide estimates of σI , σρ,
and E.
5.1.2 Time Discretization
The new Quasidiffusion method is intended to be used in tandem with a more
detailed transport calculation – in this chapter, IMC. We intend to exploit the IMC
calculation by using tallies generated during the previous time step tn−1 ≤ t ≤ tn in
order to approximate the quantities σI , σρ, and E during tn ≤ t ≤ tn+1. The tallies
for σI , σρ, and E may be performed by averaging them over the time step via path-
length estimators, or they may instead be created from the census particles at the
end of the time step. The latter approach should be more accurate, as the data will
be more recent, but if the system is highly absorbing then the census may not hold
enough particles to generate adequate statistics for these quantities. Also, during the
initial time step, it is not possible to estimate these data, in which case this method
is not applicable. No matter what method is used to generate the approximations
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to these quantities, to time-discretize the above equations over a time step, we shall
consider them to be frozen “at” the initial time tn:
σI ≈ σI,n (5.19a)
σρ ≈ σρ,n (5.19b)
E ≈ En . (5.19c)
This introduces an inaccuracy into the calculation, although it may be possible to
“extrapolate” the opacities by assuming they have a known temperature-dependence
(such as proportionality to T−3), and updating them via an iterative procedure.
The strategy to develop time-discretized versions of Eqs. (5.14) is similar to the
derivation of the IMC equations and proceeds as follows. First, we perform im-
plicit time discretizations on each of Eqs. (5.14). We then eliminate Ur from the
subsequent system and form a triangular system for 〈I〉n+1 and Um,n+1 only. These
equations can then first be solved for 〈I〉n+1, and then for Um,n+1. With Um,n+1
known, the new temperature may be calculated from the relationship between cv
and Um [Eq. (2.6a)]. If desired, the newly-calculated value of Tn+1 could then be
used to repeat the entire process, assuming that the opacities (σρ, σI , σp) have a
known temperature-dependence.


















(Ur,n+1 − Ur,n) + σp,ncUr,n+1 = σI,n 〈I〉n+1 , (5.20b)
1
∆t,n
(Um,n+1 − Um,n) + σp,ncUr,n+1 = σI,n 〈I〉n+1 . (5.20c)
In Eq. (5.20b) we have made the additional approximation β ≈ βn. Because of this,







σI,n 〈I〉n+1 . (5.21)
Recognizing the Fleck factor fn from Eq. (3.14) (with α = 1), the previous equation
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may be written more simply as:
Ur,n+1 = fnUr,n +
1− fn
σp,nc
σI,n 〈I〉n+1 . (5.22)












En 〈I〉n+1 + σI,n 〈I〉n+1
= fnσp,ncUr,n + (1− fn)σI,n 〈I〉n+1 , (5.23)

























+ fnσI,n , (5.25b)










En 〈I〉n+1 + Σn 〈I〉n+1 = Sn . (5.26a)
Eq. (5.26a) is a“steady-state”, gray, and slightly modified Quasidiffusion equation.
Next, we derive an equation for Tn+1 that depends on 〈I〉n+1. Substituting Eq. (5.22)
into Eq. (5.20c), we find:
1
∆t,n
(Um,n+1 − Um,n)− σp,ncfnUr,n + (1− fn)σI,n 〈I〉n+1 = σI,n 〈I〉n+1 ,
Um,n+1 = Um,n −∆t,nfnσp,ncUr,n + ∆t,nfnσI,n 〈I〉n+1 . (5.26b)
This final expression is comparable to the IMC material update equation [Eq. (3.29b)].





′) dT ′ . (5.26c)
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The initial conditions for this method are provided from the IMC calculation. Al-
though it is possible to derive boundary conditions that involve a special surface
Eddington factor, we shall use a Marshak boundary condition.1 This may be found
by operating on Eq. (2.38e) with an integral over all frequencies and the time step.














µI`(µ, ν, t) dµ dν dt , (5.27a)
and for the right boundary,













|µ| Ir(µ, ν, t) dµ dν dt , (5.27b)
where the implicit-in-time approximation has been made for 〈I〉, and the spatial
variable has been made explicit to designate the left and right sides of the slab
(x = 0 or X, respectively). Note that the spatial derivative term is to be evaluated
at these locations; it is not zero.
The arguments for positivity in 〈I〉 and Um,n+1 are analogous to those made in
Section 3.2.1. Because Eq. (5.26a) is a diffusion equation with positive coefficients
and sources, it cannot produce a negative solution. In fact, since the “wave speed”
of this system is infinite, it is possible to show that solutions of 〈I〉n+1 must be
positive. In Eq. (5.26b), however, there is a negative term – the same negative term
that appeared in Eq. (3.29b). In Chapter III, we analyzed the conditions under
which this term may be expected to produce negative solutions [see Eq. (3.35) and
Eq. (3.37)]. That analysis applies here with α = 1. We may therefore conclude that
Eq. (5.26b) will produce positive solutions when the specific heat is constant, and
should produce positive solutions when the specific heat is an nth order polynomial
in temperature with n ≤ 3.
To summarize, the general procedure to estimate Tn+1 is to first solve Eq. (5.26a)
for 〈I〉n+1, and then to solve Eq. (5.26b) for Um,n+1, from which Tn+1 may be calcu-
lated via Eq. (5.26c). This value of Tn+1 is used in the definition of the time-average
1For consistency, all of the averaged problem data [E, σI , σρ] are generated from “snapshot”
tallies, and it is not possible to generate an estimator for instantaneous surface-crossings.
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temperature T∗ to evaluate the temperature-dependent problem data in a subsequent
IMC calculation over tn ≤ t ≤ tn+1. The IMC solution of Tn+1 is calculated in the
usual way, and supersedes the Quasidiffusion estimate.
We next define the average temperature that depends on Tn and Tn+1 and that
may be used to evaluate the temperature-dependent data for the IMC solution.
5.1.3 An Average Interpolated Temperature
For sufficiently small time steps, the time-dependence of the temperature is ap-
proximately linear:





















where T∗ is the properly averaged, time-dependent temperature at which to evaluate



















Figure 5.1 depicts T∗ as a function of the beginning and end of time step temperatures
Tn and Tn+1. From it, we verify that T∗ contains the proper limits when Tn and Tn+1
are equal. We also see that T∗ “favors” lower temperatures. This seems correct since
the function 1/T (t)3 is weighted more heavily at lower temperatures. From another
perspective, physically, the opacity is much greater at lower temperatures, therefore
lower temperatures are more important during a time step.
Using the temperature defined by Eq. (5.31) to evaluate the opacities in an IMC
calculation is more accurate than using Tn. In addition to the opacities, there are
other temperature-dependent factors that appear in the IMC equations, specifically,

























Figure 5.1: The average temperature T∗ as a function of the beginning and end of
time step temperatures Tn and Tn+1.
in this chapter, these will also be evaluated at the temperature T∗. One reason for
doing this is consistency – if one attempts to use a different temperature to evaluate
the normalized Planck function bn(ν) and/or βn, this would necessitate the introduc-
tion of a χ(ν) emission spectrum that depends on more than one temperature [see
Eq. (3.19a)]. This is possible to do, but inconvenient. Additionally, since the equation
for Ur(t) [Eq. (5.14b)] contains the product σpβ, then under the usual assumption






= constant . (5.32)
Thus, evaluating β and σp at the same temperature ensures that this product remains
constant. Since the Fleck factor f contains this product, this also implies that
f∗ = fn. However, as future work, alternative treatments of temperature-dependence
of b(ν) and β should be considered. For instance, different average temperatures could
be defined and independently used to evaluate the opacities, β, and the normalized
Planck function. In this chapter, we will use T∗ to evaluate all of the temperature-
dependent problem data with the expectation that this should be an improvement
over the use of Tn, and the acknowledgement that it is likely possible to further
improve the IMC calculation by defining alternative time-averaged temperatures.
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5.1.4 Iterative Refinement
The above procedure successfully produces time-discretized equations that may
be solved to obtain an estimate of Tn+1. Since it is much less numerically expensive to
perform this procedure than the corresponding IMC calculation, it may be worthwhile
to employ the following modification. It is known that the Planck and Rosseland
mean opacities are proportional to T−3. Let us further assume that σI and σρ contain
this proportionality. If this is true, then instead of freezing the opacities to their
known values at the beginning of the time step, a more accurate result may be
obtained by using estimated opacities that have been averaged over the time step.















































where the superscript (i) indicates evaluation at iterative index i. The quantities in
Eqs. (5.33) are initialized at i = 0 by setting T
(i)
∗ = Tn, i.e.:
σ(0)ρ,∗ = σρ,n , (5.34a)
σ
(0)
I,∗ = σI,n , (5.34b)
σ(0)p,∗ = σp,n , (5.34c)
β(0)∗ = βn . (5.34d)
In other words, for i = 0, the time-averaged opacities are estimated using the known,
explicit data.
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En 〈I〉n+1 + Σ
(i)
∗ 〈I〉n+1 = S
(i)
∗ , (5.36a)












′) dT ′ (5.36c)
provides T
(i+1)







for the next iteration. This process can be repeated until Tn+1 has converged, and is
not expected to require many iterations.
It should be noted that if the time steps are sufficiently large, then it is possible for
Eq. (5.36b) to produce non-physical, negative values of Um,n+1. Such behavior must
be guarded against, either by using smaller time steps, by stopping the iterations
before convergence has completed, or by ensuring that [from Eq. (5.36b):
Um,n ≥ ∆tf∗σp,∗cUr,n . (5.37)






































≈ 0.63Tn . (5.41)
For the purposes of numerical experiments, we have chosen to stop the iteration pro-
cedure in the event that T∗ is found to violate Eq. (5.41), although an analytical result
such as this may not be possible for arbitrary materials. Eq. (5.41) places a limit on
the maximum cooling rate (note that this limit is implicit in the traditional form of
the IMC equations). The general conclusion is that one should exercise caution if
the temperature estimation scheme predicts temperatures that are substantially dif-
ferent from Tn, as this indicates that the desired time step is too large. Alternatively,
this property of the temperature estimation algorithm could be used to adaptively
reduce the size of the time step. For instance, if Eq. (5.41) is not satisfied, one could
iteratively reduce the time step size and repeat the calculation until a suitable value
of T∗ is obtained. In current implementations of the IMC procedure that do not have
access to this methodology, there is no way to determine if a proposed time step is
too large until after the calculation has ended, after which it may be too difficult or
cost-prohibitive to repeat the IMC calculation. Employing a Quasidiffusion calcula-
tion to estimate the maximum time step size before the IMC calculation is performed
could be an inexpensive way to circumvent this difficulty.
The limit in Eq. (5.41) also applies directly to the IMC update equation. To
see this, compare Eq. (5.36b) to Eq. (3.29b). Thus, both the Quasidiffusion and
IMC equations contain a positivity restriction on T∗; one is not free to use arbitrary
temperatures to evaluate the problem data. During the IMC calculation, we explicitly
enforce the restriction in Eq. (5.41) – if the Quasidiffusion method produces a value
of T∗ that violates Eq. (5.41), then T∗ is increased so that it satisfies Eq. (5.41).
Overall, this iteration procedure is not an essential feature of the temperature es-
timation method presented in this chapter, and should be viewed as an enhancement
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designed to increase accuracy.
The final step to form a set of algebraic equations is to discretize Eqs. (5.36) in
space.
5.1.5 Spatial Discretization
In this section we spatially-discretize Eqs. (5.36). The method we choose is a
straightforward application of a finite volume method [53], but other schemes (like
finite elements) could just as easily be considered [54]. We have chosen the finite
volume approach because it is simple to derive and because it automatically conserves
the unknowns averaged over each finite volume (spatial zone).
During each iteration on Eqs. (5.36) it is necessary to obtain an estimate of 〈I〉n+1
in order to update the temperature at the end of the time step. Essentially the same
equation is solved with different data. For simplicity, we shall drop the iteration
index and temporal terms, and define the quantities:
φ(x) = 〈I〉 (x) , (5.42a)
J(x) = −D(x) ∂
∂x
E(x)φ(x) , (5.42b)
to mean the frequency- and angle-averaged intensity and frequency-averaged first
angular moment of I (sometimes called the “current”), respectively. This definition
of J emerges from the approximation in Eq. (5.11). We would like to solve the






E(x)φ(x) + Σ(x)φ(x) = S(x) , (5.43)
subject to boundary conditions







µI`(µ, ν, t) dµ dν dt , (5.44a)
and







|µ| Ir(µ, ν, t) dµ dν dt . (5.44b)
To do this, we define a spatial zone with index k by xk−1/2 ≤ x ≤ xk+1/2. The
slab is discretized into a complete, disjoint set of zones with indices k = 1, 2 . . . K.
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Figure 5.2: The zone-centered spatial discretization.






f(x) dx , (5.45)
and “node-centered” data by:
fk±1/2 = f(xk±1/2) . (5.46)
Figure 5.2 is a graphical depiction of the zone-centered spatial discretization.







+ Σkφk = Sk . (5.47)
The term Σkφk is technically an approximation since Σ and φ are each dependent on
x. However, the underlying data is already discretized into this form in order to solve
the IMC equations, so it does not represent an additional approximation. We would
like to eliminate the k ± 1/2 terms in this equation to form a system that depends
only on index k. To do this, we assume that a finite difference representation of the















(Ek+1φk+1 − Ekφk) , (5.49)
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+ ∆x,kΣkφk = ∆x,kSk . (5.51)
Eq. (5.51) is the spatially-discretized Quasidiffusion equation that must be solved
for each index k = 2, . . . K − 1 once per iteration. However, we must still derive the
boundary conditions to obtain equations for the boundary zones k = 1 and k = K.










µI`(µ, ν, t) dµ dν dt . (5.52)





However, since we do not calculate the surface Eddington factor E1/2, we assume
that the diffusion boundary condition is sufficient. We recall from Chapter II that,





instead. Next, Eq. (5.44a) may be solved for φ1/2:
φ1/2 = 4J
+
1/2 − 2J1/2 . (5.55)



























In the special case of a reflecting boundary, J1/2 = 0, which is considerably simpler to






Combining these results with a modified form of Eq. (5.51) for k = 1 and k = K, we







(E2φ2 − E1φ1) + 2D1
3E1φ1 − 4J+1/2
3∆x,1 + 4D1

























+ ∆x,KΣkφk = ∆x,KSK , for k = K . (5.57c)
Eqs. (5.57) are a system of K equations that may be written in matrix-vector form.
The resulting matrix is tridiagonal and diagonally dominant, thereby making the
solution procedure a matter of forward and back substitution. In the limit of a
completely diffusive problem, it is also symmetric.
To summarize this presentation, the temperature-estimation method consists of
the following algorithm. We assume that at least one IMC calculation has been
performed for the time step tn−1 ≤ t ≤ tn, and that the quantities σI , σρ, and E
have been tallied for each spatial zone k. Then the procedure is:









3. For each spatial cell k, initialize the quantities in Eqs. (5.35).
4. Solve the system given by Eqs. (5.57) for φ = 〈I〉n+1.
5. For each spatial cell k, update T
(i+1)
n+1 according to Eq. (5.36b) and Eq. (5.36c).
6. If converged or iteration is not desired, stop iterating. If not, set i← i+ 1 and
begin again at step 2.
Once this process has been completed, T∗ may be calculated using Eq. (5.31). Assum-
ing that it does not violate Eq. (5.41), it may then be passed to the IMC calculation
for evaluation of the temperature-dependent problem data for the upcoming time
step tn ≤ t ≤ tn+1. For the first time step, one may choose either not to perform
the algorithm (i.e., to only use traditional IMC), or to set E = 1/3, σI = σp, and
σr = σρ, and perform an ordinary diffusion calculation.
5.1.6 Gray Procedure
In the event that the opacities do not depend on frequency [σ(ν, T ) = σ(T )], this
procedure may be simplified. Assuming that the gray approximation is used (see
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Thus, the specially-defined opacities reduce to the simpler, temperature-dependent
opacity, and the Eddington factor no longer needs to be averaged over frequency. In
other words, it is no longer necessary to explicitly tally σρ or σI . These simplifications




We next perform the 0-D stability analysis algorithm described in Chapter IV on
Eqs. (5.26) to ensure that the temperature estimation scheme is numerically stable
and to see whether it contains damped oscillations. We expect it to be stable due
to the implicit treatment of the problem unknowns, but it is difficult to state a
priori what the effects of the explicit treatment of the problem data are. Because
the system is so similar in character to the IMC equations (it even contains a Fleck
factor), one might conjecture that Eqs. (5.26) are also prone to damped oscillations,
although we shall see that this is not the case.
We begin by assuming that σ ∝ T−3 and that cv = constant. Since we have
previously derived this form of the 0-D, gray, dimensionalized versions of the TRT
equations, there is no need to explicitly carry out the first step of the algorithm. The























+ 4R = 4φ . (5.59c)
The second step is to apply the approximations that led to Eqs. (5.26). In gray,
0-D problems, there is no need to define any frequency-averaged data or Eddington
factors. We begin by performing implicit time discretizations on Eqs. (5.59) for a
time step τn ≤ τ ≤ τn+1, assuming that the opacities are evaluated at time τn:
q
∆τ


















(Rn+1 −Rn) + 4Rn+1 = 4φn+1 . (5.60c)
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= fRn + (1− f)φn+1 , (5.61)
where f is defined in Eq. (4.19) (with α = 1). We next eliminate Rn+1 from the
system by substituting Eq. (5.61) into Eq. (5.60a):
q
∆τ





































Next, we solve Eq. (5.62) for φn+1 and use the initial condition Rn = M
4
n to eliminate
the Rn and φn+1 terms from Eq. (5.63):














The third step is to use the conservation of energy to entirely eliminate φ from
the system. At time τn, the conservation of energy produces




Substituting Eq. (5.65) into Eq. (5.64) and rearranging, we obtain:
Mn+1 = (1− f∆τ )Mn + f∆τ
[




Eq. (5.66) is the exact solution of the scaled temperature at the end of the time step
produced by the 0-D temperature estimation algorithm without iterations.
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The fourth step is to employ a perturbation analysis. To do this, we set
Mn = 1 + εPn , (5.67a)
Mn+1 = 1 + εPn+1 , (5.67b)
where ε is a small parameter, and look for the relationship between the first-order
perturbations Pn+1 and Pn. Substitution of Eqs. (5.67) in Eq. (5.66) produces (to
first order in ε):
1 + εPn+1 = (1− f∆τ )(1 + εPn) + f∆τ
[
q + 1 + (f∆τ − 1)(1 + εPn)
f∆τ + q(1 + 3εPn)
]
,






















εPn+1 = (1− f∆τ )εPn +














q + f∆τ − f 2∆2τ − qf∆τ + f 2∆2τ − f∆τ − 3qf∆τ
f∆τ + q
Pn .
Simplifying, we identify the amplification factor for the 0-D, dimensionless temper-





The fifth and final step is to analyze Eq. (5.68) to assess the system’s stability.




−4qf∆τ < f∆τ . (5.69)

































Figure 5.3: A contour plot of the amplification factor for the temperature estimation
algorithm.
4f∆τ < 1 ,
4∆τ
1 + 4∆τ
< 1 . (5.70)
This proves that 0 < ρ < 1, indicating that the temperature-estimation algorithm
is both unconditionally stable and cannot contain damped oscillations. Figure 5.3 is
a contour plot of the amplification factor for the temperature estimation algorithm.
Figure 5.3 further confirms that 0 < ρ < 1, and illustrates how ρ → 0 for large ∆τ
and ρ→ 1 for small ∆τ , which is the correct behavior.
We do not expect the use of iteration in the temperature estimation algorithm
(to obtain a more accurate temperature T∗ at which to evaluate the opacities) to
adversely affect its stability characteristics.
5.3 Numerical Results
In this section we consider three test cases to exercise the temperature estimation
algorithm. The first is a nonlinear, 0-D problem that has initial conditions away from
equilibrium. For this case we numerically determine the temporal order of accuracy
for IMC equations with data evaluated at Tn, T∗, and Tn+1 by comparing their
solutions to a fine grid solution.
The second and third cases are Marshak waves for gray and frequency-dependent
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problems respectively. In these experiments we consider whether using the tem-
perature estimation algorithm to evaluate the opacities and the normalized Planck
function improves the numerical accuracy of the wavefront location.
We also define a nomenclature to delineate the variations of the IMC method
that we shall consider in this section. The three principal methods shall be referred
to as:
• IMC: A traditional implementation of the IMC equations, with temperature-
dependent problem data evaluated at Tn.
• IMC-T∗: An implementation of the IMC equations in which the temperature-
dependent problem data (σ and β, also b(ν) in frequency-dependent problems)
are evaluated at the time-average temperature T∗ generated by the determin-
istic Quasidiffusion equations.
• IMC-Tn+1: An implementation of the IMC equations in which the temperature-
dependent problem data (σ and β, also b(ν) in frequency-dependent problems)
are evaluated at the time-average temperature Tn+1 generated by the deter-
ministic Quasidiffusion equations.
A further variation of the IMC-T∗ and IMC-Tn+1 methods is the inclusion of itera-
tion in the Quasidiffusion equations. We delineate this feature explicitly when it is
applicable.
5.3.1 Temporal Order of Accuracy
To numerically assess the temporal order of accuracy, we consider a sample 0-D
problem that employs the dimensionless, gray, nonlinear TRT equations defined in
Eqs. (4.87). For this problem, we assume that σ = T−3, a = c = 1, and q = 0.14,
which implies that cv ≈ 7.14. The temperature is set to an initial condition of
0.1, and the initial intensity φ is 7.428. The problem is solved using a variable
number of time steps with an ending time fixed at t = 1, at which point the fine-
mesh temperature solution is 0.96 [the temperature is 96% converged to its specified
equilibrium condition].
Because this is a gray, 0-D problem, the temperature solutions of Eqs. (4.87) and
the Quasidiffusive temperature estimation equations [Eqs. (5.26)] are exactly obtain-
able over a single time step. To avoid the introduction of Monte Carlo statistical










































































Figure 5.4: The time-dependent temperatures for IMC methods that that use data
evaluated at Tn (blue) and at T∗ (red) for 10, 100, 500, and 1000 time
steps.
solutions of Eqs. (4.87) and a 0-D version of Eqs. (5.26); we did not use a Monte
Carlo procedure.
Figure 5.4 depicts the time-dependent temperatures for the IMC-T∗ and tradi-
tional IMC methods using a variable number of time steps. Iteration on the estimate
of T∗ was not considered. From Figure 5.4, we determine that if 10 time steps are
used, then both solutions overshoot the equilibrium condition and then begin mono-
tonic decay. If 100 time steps are used, then the IMC solution that uses data at
Tn continues to overshoot the solution, but the IMC-T∗ solution nicely approximates
the fine-grid solution. Even if as many as 1000 steps are used, the traditional IMC
solution continues to overshoot the equilibrium solution, while the IMC-T∗ solution
becomes indiscernible from the fine-grid solution. This overshooting in the tradi-
tional IMC equations is an undesirable characteristic that is discussed in [30], but
the use of T∗ appears to ameliorate this issue.




































Figure 5.5: The numerically-calculated order of temporal error for the (1) IMC-T∗,







(Tn − Tfine,n)2 , (5.71)
where Tn is provided by an IMC calculation and Tfine,n is provided by an IMC calcu-
lation using an extremely fine grid2.
In Figure 5.5, we plot the RMS error of the (1) IMC-T∗, (2) IMC-Tn+1, and (3)
traditional IMC methods. From this figure, we determine that each method has (on
average) O(∆t) accuracy, as expected. Also, the use of T∗ to evaluate the problem
data is much more accurate than the other methods for almost any time step value.
For coarse time steps, all of the methods suffer from the overshooting issue. For the
traditional IMC method, this overshooting tends to increase the RMS error as the
number of time steps is increased to approximately 500; after this, further increases
reduce the error. This behavior can be confirmed in Figure 5.4.
5.3.2 Gray Marshak Waves
In Chapter IV we considered a series of gray Marshak wave problems in order to
test the predictive capability of the linear stability theory. For these problems, we
2For this problem, we used 107 time steps. To compare Tn and Tfine,n, we interpolated on the
values in Tfine,n when necessary. Further refinement of the fine-mesh does not affect the results
presented here.
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found that if sufficiently large time steps or sufficiently small spatial zones are used,
then the temperature solution can violate the maximum principle. We also saw that
when the maximum principle is violated [when the material temperature is greater
than the boundary condition], the corresponding numerical wave speed is too slow.
In this section we revisit that gray Marshak wave problem, but here we evaluate
the opacities using T∗ and Tn+1 generated from the new Quasidiffusion algorithm,
with and without iteration. In each of these problem simulations, for the first time
step, a fully diffusive calculation is used [E = 1/3]. Also, we note that it is not
necessary to create special opacity tallies since the problem is gray; only the zone-
averaged, instantaneous Eddington factors are tallied during the IMC calculation.
This problem is described by setting q = 0.14, σ = T−3, and the initial tem-
perature to 0.1. The specific heat is set to the constant value 7.14. We impose an
isotropic right boundary condition equal to the initial temperature and an isotropic
left boundary condition at a unit temperature. We consider a slab that is 4 cm wide.
This implies that the slab is initially 4,000 mean free paths thick, but only 4 mean
free paths thick once equilibrium is reached. We track the wavefront up to ∆τ = 40
mean free times to emission. The spatial grid and time step sizes are varied, and
each problem is solved using a Monte Carlo algorithm.
For convenience of comparisons, we briefly re-present the“traditional IMC”results
that were provided in Chapter IV in Tables 5.1 and 5.2 and Figure 5.6. Table 5.1
provides the maximum temperatures of the Marshak wave over variable values of ∆τ
and ∆x at the fixed time τ = 8 mean free times for emission. From this table we
concluded in Chapter IV that the IMC solution is sufficiently accurate roughly when
Eq. (4.72) is satisfied, or when
∆τ ≤ 5∆x . (5.72)
A similar conclusion may be found from Table 5.2, which depicts the estimated wave
location over variable values of ∆τ and ∆x. For illustration purposes, the temperature
profiles that correspond to the second column of Table 5.1 are graphically presented
in Figure 5.6(a), and the third row is depicted in Figure 5.6(b). In each of these
figures we can see the worsening violations of the maximum principle that result
from increasing ∆τ or decreasing ∆x.
For our first test of the Quasidiffusion temperature estimation algorithm, we
consider evaluating the opacities and β at temperature T∗ defined in Eq. (5.31) (the
IMC-T∗ method) without the use of iterative refinement. Aside from this change, all
other problem parameters are the same as before.
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Table 5.1: Maximum temperatures in Marshak wave at τ = 8 using “traditional”
IMC. Bold values indicate violation of the maximum principle.
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 0.953 0.951 0.947 0.937
0.25 2.551 0.949 0.946 0.939
0.50 5.383 2.159 0.946 0.938
1.00 8.541 4.175 1.756 0.937
2.00 12.412 6.233 3.122 1.386
Table 5.2: Estimated wavefront location at τ = 38 using “traditional” IMC.
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 3.688 3.675 3.75 3.7
0.25 3.438 3.675 3.65 3.7
0.50 1.887 3.425 3.65 3.7
1.00 0.938 1.875 3.35 3.5
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∆ x = 0.025
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∆ x = 0.1
∆ x = 0.2
(b) ∆τ fixed at 0.5
Figure 5.6: Temperature profiles at τ = 8 for a Marshak wave problem in which
(a) the time step is varied and (b) the spatial grid size is varied using
“traditional” IMC.
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Figure 5.7 depicts the time-dependent temperature profiles produced by the IMC-
T∗ method (solid) and by the Quasidiffusion method (dashed) at four different time
steps when ∆x = 0.05 cm and ∆τ = 1 mean free time for emission. For instance,
at τ = 10, the red, dashed temperature profile is the estimate of T10 obtained by
the Quasidiffusion calculation over 9 ≤ τ ≤ 10, whereas the red, solid profile is
the IMC-T∗ solution of T10 that is obtained with temperature-dependent problem
data evaluated at T∗ (generated from the Quasidiffusion calculation). The estimate
produced by the deterministic Quasidiffusion method compares very well with the
much more detailed IMC-T∗ solution.
Additionally, from Table 5.1, we may safely say that ∆x = 0.05 cm and ∆τ = 1
is a problematic choice of grid parameters; the maximum temperature obtained by
the traditional IMC method is over 4 times the boundary temperature at τ = 8. By
contrast, in Figure 5.7, we see that the maximum temperature for the IMC-T∗ method
is below 1.25, and the maximum for the Quasidiffusion method is below 1.6. These
values still violate the maximum principle, but to a lesser degree. Also, the wave
locations appear to be reasonably accurate [compare with Figure 4.19]. These two
metrics will be discussed in more depth shortly; the last characteristic we point out
is the introduction of spatial oscillations behind the wavefront. As we shall further
demonstrate, this appears to be the mechanism by which using T∗ to evaluate the
problem data can produce a much more accurate estimate of the wavefront location
than the traditional use of Tn. We note that for less problematic grid choices (smaller
∆τ and larger ∆x), the spatial oscillations diminish, and the temperature profiles of
the IMC-T∗ and Quasidiffusion methods can become nearly identical.
From this point forward, all of the reported temperature values will refer to those
produced by the Monte Carlo transport calculation, not the intermediate temperature
produced by the Quasidiffusion calculation for data evaluation.
Table 5.3 depicts the maximum temperatures of the Marshak wave over variable
values of ∆τ and ∆x for the IMC-T∗ method without iteration. In this table we
observe that (i) the number of entries for which the maximum principle is violated
(in bold) has diminished and (ii) these entries are much less in magnitude then their
corresponding values in Table 5.1, for which the problem data were evaluated at Tn.
For instance, the worst violation in Table 5.1 is 12.4; this occurs for the largest time
step and smallest spatial grid size. The corresponding entry in Table 5.3 is only 5.5,
which is a 56% reduction.
Figure 5.8(a) depicts the temperature profiles at τ = 8 for the second column















τ  = 10
τ  = 20
τ  = 30
τ  = 40
Figure 5.7: Time-dependent temperature profiles for a Marshak wave problem in
which ∆τ = 1.0 and ∆x = 0.05. Solid lines refer to the IMC-T∗ solution,
while dashed lines refer to the estimate produced by the Quasidiffusion
method.
Table 5.3: Maximum values in temperature at τ = 8 using the IMC-T∗ method (with-
out iteration). Bold values indicate violation of the maximum principle.
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 0.953 0.951 0.945 0.937
0.25 0.953 0.949 0.947 0.938
0.50 1.083 0.949 0.944 0.937
1.00 2.778 1.763 1.207 0.936
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(b) ∆τ fixed at 0.5
Figure 5.8: Temperature profiles at τ = 8 for a Marshak wave problem in which
(a) the time step is varied and (b) the spatial grid size is varied for the
IMC-T∗ method (without iteration).
essential differences between this figure and Figure 5.6(a). The first is that when the
maximum principle is violated, its magnitude is reduced, and it is followed by a spatial
oscillation in the temperature below the boundary temperature. Instead of a single,
large spike in the temperature at the wavefront, the use of T∗ to evaluate the opacities
appears to “smooth out” the peak at the expense of the introduction of a spatial
oscillation whose magnitude increases with increasing ∆τ . The second difference
between the two figures is that even when the maximum principle is violated, the
wave location is much more accurate.
Next we consider fixing ∆τ and varying ∆x. For the traditional IMC method, we
observe from Table 5.1 that once the maximum principle is violated, the temperature
essentially doubles when the spatial grid size is halved [trace along any of the bottom
rows from right to left]. For the IMC-T∗ temperature solutions, we see from Table 5.3
that this doubling no longer occurs; the spatial grid effect is weaker. Correspondingly,
in Figure 5.8(b), the wave location remains fairly accurate over the entire range of
∆x when ∆τ is fixed. The wave locations in Figure 5.6(b) are much worse. From
this we conclude that when T∗ is used to evaluate the opacities, the violation of the
maximum principle is much less sensitive to the spatial grid size than it is to the
temporal grid size. This may be because the spatial oscillations in Figure 5.8(b) are
more “spread out” and lower in magnitude since more spatial zones are available. In
Table 5.4 we see how significant the use of T∗ is for an estimate of the wavefront
late in the calculation (τ = 38). For instance, in the worst case of Table 5.2, the
wavefront is estimated to be at location 0.463 cm. In Table 5.4, the corresponding
entry is 2.388 cm, which is much closer to the correct value of 3.712 cm.
162
Table 5.4: Estimated wavefront location at τ = 38 using the IMC-T∗ method (with-
out iteration)
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 3.712 3.725 3.75 3.7
0.25 3.688 3.675 3.75 3.7
0.50 3.587 3.625 3.65 3.7
1.00 3.263 3.375 3.55 3.7
2.00 2.388 2.775 2.85 3.3
Table 5.5: Maximum values in temperature at τ = 8 using opacities evaluated at T∗
(with iteration). Bold values indicate violation of the maximum principle.
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 0.951 0.949 0.944 0.937
0.25 0.950 0.948 0.947 0.938
0.50 1.235 0.951 0.944 0.936
1.00 2.341 1.700 1.201 0.936
2.00 3.515 2.742 1.902 1.345
So far, these results indicate that the use of T∗ to evaluate the problem data
can significantly improve the estimate of the wavefront location in Marshak wave
problems, at the expense of introducing some spatial oscillation into the temperature
profile. We next consider the effect of iteration in the Quasidiffusion algorithm.
Table 5.5 depicts the maximum temperatures of the Marshak wave over variable
values of ∆τ and ∆x for an IMC-T∗ method that uses iteration to improve the estimate
of T∗. The overall effect of including iteration appears to be small – in some cases
it reduces the maximum and in others it increases [compare Tables 5.3 and 5.5].
The difference between the estimated wave locations at τ = 38 can be observed by
comparing Tables 5.4 and 5.6. The inclusion of iteration changes only two values
between these two tables; iteration improves their accuracy. In Figure 5.9(a), we see
that varying the temporal grid does not affect the wavefront location at τ = 8, but
it does affect the maximum. The inclusion of iteration lessens the spatial oscillation
effects, but the resulting maximum temperature can be slightly higher. The same
behavior may be observed when one fixes the time step and varies the spatial grid
size; this may be seen in Figure 5.9(b).
We conclude from these data that the use of iteration for this problem provides
only marginal improvement for the temperature results. The spatial oscillations
are slightly reduced, but this can be at the expense of a slightly higher maximum
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Table 5.6: Estimated wavefront location at τ = 38 using opacities evaluated at T∗
(with iteration)
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 3.712 3.725 3.75 3.7
0.25 3.688 3.675 3.75 3.7
0.50 3.587 3.625 3.65 3.7
1.00 3.263 3.375 3.55 3.7
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(b) ∆τ fixed at 0.5
Figure 5.9: Temperature profiles at τ = 8 for a Marshak wave problem in which (a)
the time step is varied and (b) the spatial grid size is varied with opacities
evaluated at T∗ (with iteration).
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Table 5.7: Maximum values in temperature at τ = 8 using opacities evaluated at
Tn+1 (without iteration). Bold values indicate violation of the maximum
principle.
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 0.949 0.951 0.944 0.937
0.25 0.951 0.950 0.946 0.936
0.50 2.645 0.946 0.943 0.936
1.00 6.668 3.078 0.973 0.934
2.00 12.504 4.845 2.604 1.543
temperature. However, the added computational cost of performing the iterations
is essentially negligible compared to the cost of the IMC calculation, so we shall
continue to use it for future problems.
Next, we consider the effects of evaluating the problem data (σ and β) at the“fully
implicit” temperature Tn+1, without iteration. We do this because it is sometimes
thought that treating everything as implicitly as possible is the most accurate and/or
stable approach. Table 5.7 depicts the maximum temperatures of the Marshak wave
obtained from the IMC-Tn+1 method at τ = 8 over variable temporal and spatial
grid sizes. Comparing this table to 5.1, we see that almost the entire diagonal
has become more accurate; these entries no longer violates the maximum principle.
However, once the maximum principle is violated for the entries in Table 5.7, their
magnitude is comparable to the entries in Table 5.1 [compare the worst cases: 12.412
vs. 12.504]. By contrast, in the IMC-T∗ methods, the maximum temperatures are
much less [see either of Tables 5.3 or 5.5].
Table 5.8 depicts the estimate of the wavefront location at τ = 38 for the IMC-
Tn+1 method. These are also much more accurate than the traditional method of
evaluating the problem data at Tn [compare with Table 5.2]. They are generally
comparable to using T∗ to evaluate the problem data. We note that for the borderline
cases in which the use of Tn would begin to violate the maximum principle, the use
of Tn+1 is more accurate than T∗ [compare the diagonals of Table 5.3 and Table 5.7].
However, for the more problematic choices of ∆x and ∆t in the lower left corner of
the table, the use of Tn+1 is less accurate than T∗, indicating that the IMC-Tn+1
method degrades in accuracy more rapidly.
The nature of the degradation can be clearly seen in Figure 5.10(a) and Figure
5.10(b), in which the temperature profiles are shown at τ = 8 for fixed ∆x and a
fixed ∆τ , respectively. In these figures we observe that, although the wave locations
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Table 5.8: Estimated wavefront location at τ = 38 using opacities evaluated at Tn+1
(without iteration)
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 3.712 3.725 3.75 3.7
0.25 3.712 3.725 3.75 3.7
0.50 3.587 3.675 3.75 3.7
1.00 3.112 3.425 3.65 3.7
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Figure 5.10: Temperature profiles at τ = 8 for a Marshak wave problem in which
(a) the time step is varied and (b) the spatial grid size is varied with
opacities evaluated at Tn+1 (without iteration).
are much more accurate than using Tn, this can come at the expense of significant
spatial oscillations for the problematic grid sizes.
From this we conclude that the IMC-Tn+1 method is much more accurate than
traditional IMC. It is also comparable to the IMC-T∗ method in the following way.
For borderline cases in which traditional IMC just violates the maximum principle,
the IMC-Tn+1 method is superior; it produces more accurate estimates of the wave-
front without violating the maximum principle. However, for non-borderline cases,
the IMC-Tn+1 method produces a much larger temperature than the IMC-T∗ method
and introduces more significant spatial oscillations into the problem – the IMC-T∗
method degrades more gradually.
For completeness, we also present results for the IMC-Tn+1 method with itera-
tive refinement in the deterministic Quasidiffusion algorithm. Table 5.9 depicts the
maximum temperatures in the Marshak wave at τ = 8. It is essentially comparable
to Table 5.7, except that the values in the first column that violate the maximum
principle have reduced in magnitude, while most of the other values have increased.
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Table 5.9: Maximum values in temperature at τ = 8 using opacities evaluated at
Tn+1 (with iteration). Bold values indicate violation of the maximum
principle.
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 0.954 0.952 0.946 0.938
0.25 0.950 0.948 0.946 0.937
0.50 1.464 0.948 0.943 0.937
1.00 4.810 3.202 1.011 0.934
2.00 11.370 6.029 2.656 1.535
Table 5.10: Estimated wavefront location at τ = 38 using opacities evaluated at Tn+1
(with iteration)
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 3.712 3.725 3.75 3.9
0.25 3.712 3.725 3.75 3.7
0.50 3.612 3.675 3.75 3.7
1.00 3.138 3.375 3.65 3.7
2.00 2.188 2.625 3.25 3.3
Similar changes are seen in Table 5.10, the estimate of the wavefront location; two
entries in the first column have become more accurate, and two in the second col-
umn are less accurate. There are also slight differences between Figures 5.10(a) and
5.11(a), for which the Marshak wave is depicted at τ = 8 with variable ∆τ with
∆x held fixed. Primarily, the two worst cases in this figure have slightly slower
wave speeds when iteration is employed. A greater difference occurs between Fig-
ures 5.10(b) and 5.11(b), for which the spatial grid size is varied. In these figures,
the worst case [smallest ∆x], has a lower maximum with more “spread out” spatial
oscillations behind the wavefront. This indicates that the use of iteration for these
problems improves their performance with respect to the reduction of the spatial grid
size, although the improvement is not as good as was seen for the IMC-T∗ method.
In this section we have seen that the IMC-T∗ and IMC-Tn+1 methods can produce
much more accurate temperature profiles than the traditional IMC method. We also
judge that the IMC-T∗ method is the superior choice to IMC-Tn+1 since IMC-T∗
solutions degrade more gracefully for problematic spatial and temporal grid sizes.
Both approaches can introduce spatial oscillations behind the Marshak wave, but
these can become more severe when Tn+1 is used. Finally, the use of iteration in
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Figure 5.11: Temperature profiles at τ = 8 for a Marshak wave problem in which
(a) the time step is varied and (b) the spatial grid size is varied with
opacities evaluated at Tn+1 (with iteration).
increase in problem accuracy.
Next, we consider a Marshak wave problem that incorporates frequency-dependence.
5.3.3 Frequency-dependent Marshak Waves
We next consider a frequency-dependent Marshak wave problem. Besides the in-
clusion of frequency dependence, this problem further departs from the gray Marshak
wave problem in that we consider the original (unscaled) TRT equations. That is,
for this problem, c ≈ 300 cm/sh [recall 1 sh = 10−8 s] and a = 0.01372 jk/cm3-keV4.
By comparison, in the gray problem, we set c = a = 1.
The opacities and specific heat are chosen in an attempt to replicate a similarly-
shaped Marshak wave as was observed for the gray Marshak wave problem. The
initial condition is an equilibrium state with T = 0.01 keV. At t = 0, the left side
of the slab is subjected to an isotropic burst of radiation maintained for t > 0 at
temperature T = 1 keV. Because of this two order-of-magnitude difference in the
boundary and initial temperatures, this may be expected to be a relatively difficult
Marshak wave problem. The right boundary temperature is set to the constant, ini-
tial temperature. The slab size is 4 cm thick. The opacity coefficient [γ in Eq. (2.7)]
is set to 200. The Planck mean opacity is therefore 30.8T−3 which means, at equilib-
rium (T = 1), the slab is 123.2 Planck mean free paths thick, whereas at the initial
condition T = 0.01, it is 123.2 ×106 Planck mean free paths thick. The specific heat
is set to 0.1 jk/keV-cc. We consider temperature solutions up to 1 sh. In each of the
below problems, the spatial grid size ∆x is set to 0.2 cm.
These problems were computationally simulated by implementing a parallel Monte
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Carlo algorithm on a homogeneous, distributed memory cluster of 3.4 GhZ machines,
each with 2 Gigabytes of memory. The parallel implementation is necessary because
of the memory requirements and/or long runtimes required to achieve acceptable
statistics in frequency-dependent Marshak wave problems. The parallel message
passing is handled through MPI [55], and random numbers are generated indepen-
dently (but repeatably) on the different machines via the Scalable Parallel Random
Number Generator (SPRNG) library [56]. Each of the frequency-dependent cases in
this and the following chapters was performed by requesting 20 nodes of the 105-
node reserv Linux cluster in the Nuclear Engineering division of Argonne National
Laboratory. Only the Monte Carlo part of the algorithm is treated in parallel; all
other tasks (input, output, and deterministic estimates) are replicated in serial on
each processor. The Monte Carlo algorithm is not dynamically load-balanced as, by
experiment, this was not found to be necessary if a sufficient number of particles are
simulated during the time step. Each problem was simulated using 100,000 parti-
cles/jk. To estimate relative errors and calculate figures of merit, each problem was
independently simulated 50 times; the relative errors were then calculated using the
sample error. All timing results refer to the sums of the computational times (not
wall-clock times) reported by each processor.
For the first case, we set ∆t to 0.001 sh. Figure 5.12 depicts the IMC-T∗ tem-
peratures (solid) and the deterministically-calculated Quasidiffusion temperature so-
lutions that supported the IMC-T∗ calculation at times t = 0.3, 0.6, and 0.9 sh.
Regarding the general shape of the Marshak wave, we observe that there are no
violations of the maximum principle in either of the numerical solutions; the tem-
perature wave simply forms and travels rightward. We remark that for this choice
of grid parameters (∆t = 0.001 and ∆x = 0.2 cm), the IMC and IMC-T∗ meth-
ods produce essentially the same temperature profiles throughout the problem; in
comparison plots (not provided), the two solutions were visually indistinguishable.
The more notable feature of Figure 5.12 is the “noise” in the Quasidiffusion solu-
tions. Although the fundamental shapes of the Quasidiffusion temperature profiles
are generally correct, there is some variation about the more accurate transport so-
lution. Investigation has revealed that this noise is primarily due to the Monte Carlo
estimator for σρ. This estimator includes the factor 1/σ(ν) [see Eq. (5.13)]; when a
high-frequency particle contributes to the tally (corresponding to an exponentially
small opacity), this factor can become very large. These relatively rare “spikes” in
the tally can significantly increase the variance in the Monte Carlo estimator of σρ,






















Figure 5.12: Temperature profiles at t = 0.3, 0.6 sh, and 0.9 sh for a frequency-
dependent Marshak wave problem with ∆t = 0.001 sh. Solid lines refer
to the IMC-T∗ solution, while dashed lines refer to the deterministic
Quasidiffusion estimate of the temperature that supported the IMC-T∗
calculation for the same time step.
consider modifications to this tally that eliminate some of this noise at the possible
expense of accuracy. For instance, we could consider “filtering” the high-frequency
contributions from the denominator of the tally by using a cut-off frequency. This












with ε set to be some small quantity. This has the following effect. When ν is small,
σ(ν) is typically large. In this case, the numerator and denominator essentially
reduce to the original form of σρ seen in Eq. (5.13). When ν is large, σ(ν) can
become exponentially small. When this occurs in the calculation, the numerator of














The magnitude of these rare spikes in the denominator of σ′ρ is therefore limited to
1/ε in this approach.
Alternatively, numerical tests have indicated that simply using σI in place of σρ in
the Quasidiffusion equations can produce reasonably accurate temperature solutions
that do not contain as much noise. Such a replacement has a weak theoretical
foundation, but it indicates that there is at least one way to reduce the noise in the
Quasidiffusion solution observed in Figure 5.12.
Besides the noise in Figure 5.12, we also observe that the Quasidiffusion estimate
of the temperature solution in the region ahead of the wavefront is somewhat poor.
However, poor temperature estimates in the region ahead of the wavefront are ac-
ceptable so long as the numerical wave speed is not adversely affected (in this case,
it is not). The degradation in accuracy in this region is likely because relatively few
Monte Carlo particles are able to transport from the left boundary to the region
ahead of the wavefront in order to contribute to the tallies. In our implementation of
IMC-T∗ method, there is a switch that replaces the tallied versions of σI and σρ with
analytically-calculated Planck (σp) and Rosseland (σr) means, respectively, whenever
the number of particles that contribute to these tallies is below a certain threshold.
We recall that when I ≈ B, these limits should be reasonably accurate.
Despite the relative inaccuracy of the Quasidiffusion method in the region ahead
of the wavefront and the noise in the temperature solution, the IMC and IMC-T∗
methods are in excellent agreement. This implies that the IMC-T∗ temperature
solution is relatively insensitive to perturbations in the temperatures at which the
problem data are evaluated – it is not necessary to achieve high accuracy in the
deterministic calculation.
We next consider the differences in computational efficiency between the IMC-
T∗ and IMC methods, the first measure of which is the net CPU-time required to
simulate the problem. For this problem, the IMC method required 74.4 CPU-hours
and the IMC-T∗ method required 97 hours, which is a 30% increase over the IMC
method. We remark that the required time for the deterministic part of the total
solution is essentially negligible (it takes few computational resources to perform
forward and backward substitution for a tridiagonal matrix that is the size of the
number of elements in the spatial grid), so the difference must be due to another
effect – the Monte Carlo particle tracking. Before we investigate this further, we
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first consider the differences between the IMC-T∗ and IMC Figures of Merit (FOMs),
which are a better indicator of the relative performance of Monte Carlo methods





Here, R is the relative error in the estimate of the solution at position x and time t,
and tcpu is the total calculation time required to generate the solution at time t. The
FOM includes a combination of the relative error and the computational time because
the desired properties of a highly efficient Monte Carlo method are small errors in
relatively little time. In steady-state neutron transport problems, the relative error
R in an estimate of the scalar intensity (scalar flux) is calculated “on the fly” using
a single simulation. Since the problems we consider are time-dependent, a bias is
introduced into the calculation that prevents the straightforward application of the
neutron transport methodology to these problems. It may be possible to account for
this bias, although we do not investigate that here. Instead, to calculate the relative
error R in the FOM, we have performed 50 independent simulations of the entire
problem, stored the results, and calculated the sample statistical error.
Figure 5.13 depicts a semilog plot of the temperature-FOMs for the IMC and
IMC-T∗ methods at t = 0.9 sh. This figure indicates that despite the 30% difference
in the computational times, the overall differences in the FOMS are minor.
The relatively minor differences in the FOMs do not elucidate the discrepancy in
the computation times for the IMC and IMC-T∗ methods. To do this, we turn to
the Monte Carlo particle collision density. To calculate the numerical Monte Carlo
particle collision density, we increment a density tally by one – regardless of the
particle’s energy-weight – whenever it collides.
Figure 5.14 depicts a semilog plot of the Monte Carlo particle collision densi-
ties at t = 0.9 sh. The principal difference between the IMC and IMC-T∗ method
occurs at the leading edge of the wavefront, where the IMC-T∗ method has a rela-
tively larger number density. The increase in Monte Carlo collision densities for the
IMC-T∗ method for this region is due to differences in the temperatures at which the
problem data are evaluated in this region between the IMC and IMC-T∗ methods
(even though the IMC and IMC-T∗ temperature solutions are virtually indistinguish-
able, the deterministic Quasidiffusion temperature solution differs; see Figure 5.12).
Specifically, the Quasidiffusion temperature solution in the region ahead of the wave-












Figure 5.13: Temperature-FOMs for the IMC and IMC-T∗ method at t = 0.9 sh for

















Figure 5.14: Monte Carlo particle collision densities for the IMC and IMC-T∗ meth-
ods at t = 0.9 sh for a frequency-dependent Marshak wave problem with
∆t = 0.001 sh.
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opacities appear more optically thick for this region in the IMC-T∗ method than in
the IMC method. This increases the number of collisions for an IMC-T∗ particle
in this region as compared to an IMC particle, as may be observed in Figure 5.14.
Although this difference in opacity-evaluation temperatures does not substantially
affect the final IMC-T∗ temperature solution, it increases the time required to com-
pute the IMC-T∗ solution relative to the IMC solution. In Chapter VII we discuss a
weight window technique that is based upon the scalar intensity solution generated
by the deterministic Quasidiffusion calculation. There, we demonstrate that a simple
modification to this weight window technique can suppress the Monte Carlo particle
density and decrease the required calculation time by about an order of magnitude.
The decrease in the Monte Carlo particle density in this region corresponds to a
substantial decrease in the collision density. We also discuss other characteristics
of the Monte Carlo particle density for the IMC calculation in much greater detail;
the important characteristic here is the difference in collision densities in the region
ahead of the wavefront.
We also consider a more difficult variation of the above frequency-dependent
Marshak wave problem by setting ∆t = 0.02 sh: an increase of ∆t by a factor of
20. The larger time step is more difficult from a numerical perspective in that fewer
particles will reach the census, which implies that there will be fewer contributions
to the “snapshot” tallies of the intensity, Eddington factor E, and average opacities
σI and σρ. In Figure 5.15, the IMC-T∗ (solid) and the deterministically-calculated
Quasidiffusion temperature solutions (dashed) that supported the IMC-T∗ calculation
at times t = 0.3, 0.6, and 0.9 sh. The traditional IMC temperatures are not explicitly
provided in Figure 5.15, but we remark that the IMC and IMC-T∗ temperature
solutions are virtually indistinguishable.
In Figure 5.15, the IMC-T∗ temperature solutions do not violate the maximum
principle, despite the 20-fold increase in the time step size. The essential feature
in Figure 5.15 is again the noise in the Quasidiffusion temperature solution; here,
it is larger than that seen in Figure 5.12, for which ∆t = 0.001. This indicates
that for longer time steps, it may be advisable to tally the factors required by the
Quasidiffusion calculation throughout the time step rather than only at the census.
A combination of the time-average and snapshot tallies might also be considered,
with their relative contributions weighted by the inverse of their statistical sample
error.
The required time for the IMC and IMC-T∗ methods for this problem was 59.4






















Figure 5.15: Temperature profiles at t = 0.3, 0.6 sh, and 0.9 sh for a frequency-
dependent Marshak wave problem with ∆t = 0.02 sh. Solid lines refer
to the IMC-T∗ solution, while dashed lines refer to the deterministic
Quasidiffusion estimate of the temperature that supported the IMC-T∗
calculation for the same time step.
This discrepancy is due to the same reasons as were discussed above for a time
step size of ∆t = 0.001 sh. We report that the FOMs for the IMC and IMC-T∗
methods were again comparable, and that the CPU-time discrepancy is again due to
an increase in the Monte Carlo particle collision density in the region ahead of the
wavefront.
Due to time and resource constraints, it was not possible to consider further
frequency-dependent problems. As future work, further studies of the temporal and
spatial grid sizes should be performed. Specifically, we would like to verify that the
IMC-T∗ solution can produce more accurate answers than the IMC method when the
grid sizes are chosen such that the IMC method violates the maximum principle in
frequency-dependent problems. We would also like to investigate alternative ways to
suppress the noise in the estimate of σρ.
5.4 Summary
In this chapter we have presented a new method to estimate the end-of-time-step
temperature Tn+1. We motivated its use by describing how, historically, Monte Carlo
methods have essentially been limited to using data evaluated at the known beginning
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of the time step temperature Tn. This introduces an unavoidable O(∆t) error into
the calculations. By contrast, deterministic methods frequently incorporate iteration
to estimate the temperature at which the normalized Planckian is evaluated.
Beginning from the 1-D, frequency-dependent form of the TRT equations, we de-
rived new deterministic, gray, Quasidiffusion equations. In these equations we defined
a new frequency-averaged Eddington factor E, and two new angle- and frequency-
averaged opacities, σI and σρ. These opacities limit to the Planck and Rosseland
means respectively when the intensity I limits to the Planckian B. The gray Quasid-
iffusion equations are much easier to to solve than the original, frequency-dependent
transport equation, and they should remain reasonably accurate since they exploit
data generated from the transport solution during the previous time step. We then
applied temporal and a finite-volume based deterministic scheme to solve them, with
or without iteration on the temperature-dependent problem data. We also derived a
time-average temperature T∗ in Eq. (5.31).
This deterministic, Quasidiffusion method is intended to be used in tandem with
a higher-order transport calculation in the following manner. During a time step
tn−1 ≤ t ≤ tn, a frequency-dependent transport calculation such as IMC is carried
out. Throughout the calculation, the quantities E, σI , and σρ are tallied. These data
are then provided to the new Quasidiffusion method, which uses them to estimate
the temperature solution over the upcoming time step tn ≤ t ≤ tn+1. The average
temperature T∗ is generated and passed to the frequency-dependent transport algo-
rithm, which then uses it to evaluate the temperature-dependent problem data. The
transport algorithm then produces solutions over the same time step tn ≤ t ≤ tn+1
using the more accurate problem data; these solutions supersede the Quasidiffusion
solutions.
We also developed an iteration scheme for the Quasidiffusion equations under
the assumption that σI and σρ have T
−3 proportionality. This iteration scheme is
intended to further improve the estimate of T∗, but is not a fundamental feature of
the temperature estimation method.
We derived positivity conditions on the temperature update equation for the
method. We found that when iteration is used, there is an upper limit on the cooling
rate to ensure positivity [see Eq. (5.41)]. The same limit exists for the IMC equations
with α = 1, and it was commented that one cannot use arbitrary temperatures to
evaluate the temperature-dependent data in an IMC calculation. We noted that if
the temperature estimation method indicates that the temperature decreases more
rapidly than the numerically allowed limit, this is a strong indication that the desired
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time step size is too large. We then motivated the use of the deterministic Quasid-
iffusion equation as an adaptive technique to limit the maximum time step size in a
transport calculation.
We analyzed the stability characteristics of a dimensionless form of the 0-D, gray
Quasidiffusion equations. These equations are unconditionally stable and should
only exhibit monotonic convergence. This is likely because the time-discretization
incorporated a fully-implicit treatment of the problem unknowns.
We numerically tested the temperature estimation algorithm on a gray, 0-D,
nonlinear problem to estimate its order of accuracy. In this problem, the initial
temperature is below the equilibrium temperature of 1, and the initial scalar intensity
is above its equilibrium value. For sufficiently small time steps, we demonstrated how
the IMC solution initially overshoots the equilibrium temperature. However, if IMC
is used with its data evaluated at T∗ (generated from the deterministic Quasidiffusion
algorithm), then the overshooting is remedied much more rapidly when the time step
size is reduced. This translates into an (on-average) O(∆t) methodology that is much
more accurate than the traditional approach.
We numerically tested the temperature estimation algorithm on a gray Marshak
wave problem. For these problems, we demonstrated that numerical complications
arise in the traditional IMC procedure when the time step is sufficiently large or when
the spatial grid size is sufficiently small. These complications are well-described by
the maximum of the temperature wave, which can be larger than the boundary con-
dition (indicating a violation of the maximum principle), and a correspondingly slow
numerical wave speed. For these problems, we examined the temperature solutions
generated by an IMC procedure using data evaluated at Tn, T∗ without iteration, T∗
with iteration, Tn+1 without iteration, and Tn+1 with iteration [we considered using
Tn+1 since it is sometimes thought that the most implicit treatment of the prob-
lem data should be superior]. In general, we found that the traditional approach
of using Tn to evaluate the temperature data produces the worst violations of the
maximum principle and slowest numerical wave speeds. Using T∗ or Tn+1 to evaluate
the temperature-dependent problem data (i) lessens the violation of the maximum
principle at the expense of introducing relatively small spatial oscillations behind the
temperature wave, and (ii) significantly improves the accuracy of the wavefront loca-
tion. Of these two approaches, we concluded that T∗ is superior, since the magnitude
of the spatial oscillations is less sensitive to the spatial and temporal grid size, even
though using Tn+1 is slightly more accurate in borderline values of the grid sizes.
We also found that the use of iteration tends to marginally improve the temperature
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estimation method at little cost relative to the IMC calculation.
We also numerically tested the temperature estimation method on a frequency-
dependent Marshak wave problem in which the boundary and initial temperatures
differ by two orders of magnitude. For each of the time step sizes we considered, the
IMC and IMC-T∗ temperature solutions were in good agreement. In no case did the
traditional IMC method violate the maximum principle, so it was not possible to di-
rectly test the hypothesis (verified for gray Marshak wave problems) that the IMC-T∗
method should ameliorate those effects. We observed that the most straightforward
Monte Carlo estimator of σρ can introduce noise in the Quasidiffusion temperature
solution, and that the Quasidiffusion temperature can be inaccurate in regions ahead
of the wavefront. However, this did not translate into inaccuracies in the IMC-T∗
temperature solutions. As future work, alternate tally schemes for the frequency-
and angle-averaged opacities should be considered that reduce the variance in σρ.
These could include “filtering” the high frequency data from the denominator of the
estimator for σρ and/or combining time-average and snapshot tallies using a weight-
ing procedure that incorporates their statistical errors. Alternatively, one might
consider performing more than one deterministic calculation per Monte Carlo time
step if the time step is so long that the census may be expected to be relatively
empty. We also observed the IMC-T∗ calculation can take up to 30% longer than
the corresponding IMC calculation, although this did not have a significant impact
on the temperature-FOM. The reason for this discrepancy is due to an increase in
the Monte Carlo particle collision density in the region just ahead of the wavefront
for the IMC-T∗ method relative to the IMC method. We note that in Chapter VII,
we discuss a weight window technique that is based upon the deterministic Quasid-
iffusion method presented here that more than makes up for this discrepancy in the
CPU-times.
One of the limitations of the method considered in this chapter is that we did
not define different average temperatures for the temperature-dependent problem
data; we used the same average temperature to evaluate all of the problem data
in the IMC calculation [σ, β, and b(ν, T )]. Since β and b differ from σ in their
temperature-dependence, it would be beneficial to investigate the introduction of
separately defined average temperatures for these data. Alternatively, one could
consider evaluating these data with a time-dependent temperature that is continu-
ous throughout the time step. For example, the temperature could be based upon
a linear fit of Tn and the deterministically-estimated value of Tn+1. Additionally,
the Quasidiffusion equations we derived are not flux-limited. It may be possible to
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derive equations that are flux-limited, or to derive an appropriate flux-limiter. Fi-
nally, the Quasidiffusion equations were derived and tested only for 1-D problems,
although generalization to 2- or 3-D problems should be straightforward. Each of
these limitations are areas for future work, yet none of them should be overly difficult.
We did not investigate the the estimate of Tn+1 as a means to limit or adaptively
estimate the size of the time step. We also did not test the Quasidiffusion method in
conjunction with a higher-order deterministic transport method, where it might be
used to accelerate the convergence of the temperature or to improve accuracy. Each
of these scenarios are relatively straightforward applications of the method derived
in this chapter, but are also left to future work.
In conclusion, the deterministic Quasidiffusion method presented in this chapter is
a promising first step. The gray numerical results obtained by using T∗ to evaluate the
temperature-dependent data in IMC indicate a marked improvement over traditional
IMC, and there are several reasons suggesting that further improvement could be
obtained. Application of the method to deterministic transport and as an adaptive
means of time-step selection may produce further advances.
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Chapter VI
A Time-Dependent Fleck Factor
In previous chapters we asserted that the most dubious approximation that takes
place during the derivation of the IMC equations occurs when the time-average un-
knowns Ur and I are replaced by their “instantaneous” counterparts Ur(t) and I(t)
[see Eqs. (3.16) or (4.21)]. The resulting expression for Ur(t) is only correct in a time-
average sense; in particular, it is not exact at the beginning of the time step t = tn.
In this chapter, we replace this step by a different, more accurate approximation that
preserves the character of the IMC equations at the minor expense of adding a new,
time-dependent Fleck factor. We refer to this as the IMC-TDF approach (Implicit
Monte Carlo with a Time-Dependent Fleck factor). This approach also avoids the
introduction of the user-defined parameter α.
Historically, most enhancements to the IMC method have focused on reducing
its computational effort. Fleck and Canfield proposed a modification of the Monte
Carlo transport process in the optically thick problem regions that emerge when
large time steps are used [25]. This modification may be computationally employed
for any particle in any region of the problem, provided that certain criteria are met
concerning the size of a spatial zone and the expected number of collisions that must
occur for the particle to exit the zone. When these criteria are satisfied, this method
essentially replaces a transport random walk in these regions – under which a great
many collisions take place – with a diffusion random walk, which requires fewer
collisions and corresponding computational resources. A related modification was
proposed by Densmore et. al., in which optically-thick problem regions are selected
before the calculation is begun [26]. Instead of employing a particle-based diffusive
random walk in these regions, a Monte Carlo interpretation of the discrete diffusion
equation is provided for them. Thus, the problem is decomposed into discrete diffu-
sion and transport regions, and particles are transported according to the diffusive
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physics presented in [26] or the usual IMC physics presented in Chapter III depending
on their location, with interface conditions also given in [26]. Both of these meth-
ods have been demonstrated to substantially decrease the computation time and/or
memory requirements of IMC problems at little expense to accuracy, provided that
the parameters that “turn on” these modifications are properly chosen. Also, Gentile
has proposed the more involved modification of applying an IMC methodology to an
equation for the difference between the radiation intensity and its equilibrium solu-
tion, which is termed the difference formulation [57]. This method is advantageous
when the problem contains regions that are near equilibrium, as it does not “waste”
computational effort by reproducing the equilibrium solution in those regions. It
should also introduce none of the “extra” approximations with regard to the above
methods that exploit some form of diffusion theory. However, Smedley-Stevenson
has found that the difference formulation may be fundamentally incompatible with
traditional IMC because of the statistical noise that can be introduced from negative
particle weights [58]. Another commonly-employed modification is to “comb” the
census particles at the end of the time step in order to limit their population [59].
This technique essentially removes some of the census particles at random and real-
locates the energy-weights to the surviving particles. The net computational effect
is that fewer particles are followed during the subsequent time step, which reduces
the computational time and memory requirements.
The approach taken in this chapter departs from these earlier attempts to im-
prove the IMC method in that it focuses primarily on improving the accuracy of the
IMC equations instead of enhancing its computational efficiency. This new approach
may likely be used in tandem with several of the above approaches, although we
do not investigate that here. Alternatively, one could abandon the IMC equations
altogether and use other proposed linearizations of the TRT equations (see, for in-
stance, [23], [22], and [24]). However, our intent is to retain the fundamental form of
the IMC equations in order to keep the required modifications to existing computa-
tional algorithms as simple as possible. We consider the 1-D form of the nonlinear,
frequency-dependent TRT equations, but extension to the full 3-D problem would
be trivial.
We begin by deriving the IMC-TDF equations, which we argue are a more accu-
rate approximation than that made in by Fleck and Cummings in [21]. The IMC-
TDF equations contain no user-defined parameters. We then show that for small time
steps, the time-average of the time-dependent Fleck factor limits to the traditional
Fleck factor with α = 0.5, and for large time steps the average time-dependent Fleck
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factor limits to the traditional Fleck factor with α = 1. Thus, an implementation of
the time-average of the time-dependent Fleck factor (which we discuss, but do not
numerically test) can be interpreted as an adaptive choice of α. We show that the
differences between the computational implementation of the IMC and the IMC-TDF
equations are relatively minor. However, these minor implementation differences lead
to increased computational costs relative to a traditional IMC calculation.
We analyze the IMC-TDF equations using the 0-D stability analysis presented in
Chapter IV of this thesis to show that the IMC-TDF and traditional IMC equations
have similar stability properties, and we derive the monotonicity conditions for the
IMC-TDF equations. We show that an alternative form of the time-dependent Fleck
factor can surprisingly lead to only a conditionally stable system.
We numerically test the IMC-TDF equations by using two gray, 0-D problems
to assess its order of accuracy. These tests verify that the IMC-TDF equations are
more accurate than the traditional IMC equations. For a linear problem, we demon-
strate that the IMC-TDF equations are second-order accurate in ∆t. For a nonlinear
problem, the equations remain first-order accurate (as they must). Additionally, we
demonstrate that solving the IMC-TDF equations using the temperature estimation
algorithm presented in Chapter V provides significant gains in accuracy.
We also test the system on a series of gray Marshak wave problems, and we
demonstrate that the IMC-TDF equations produce solutions that do not violate the
maximum principle to the same extent that the traditional IMC equations do for
equivalent choices of spatial and temporal grids. We show that for sufficiently small
time steps, the relative costs of the IMC and IMC-TDF solutions are comparable. For
larger time steps, the cost of the IMC-TDF equations can become prohibitive relative
to the IMC equations. Similar effects are observed for a smaller set of frequency-
dependent Marshak wave problems. We propose a simple modification the IMC-TDF
equations to remedy their increased cost for large time steps relative to the IMC
method.
In addition to differences in the total computation time, we also discuss the
differences in efficiency between using a time-dependent or traditionally-defined Fleck
factor. Because the IMC-TDF equations introduce additional computations during
the calculation, they take longer to compute. We compare the efficiency of the IMC
and IMC-TDF by comparing the differences in CPU times tcpu, and by using the






Here, R is the relative error in the estimate of the solution at position x and time
t, and tcpu is the total calculation time required to generate the solution at time t.
The FOM includes a combination of the relative error and the computational time
because the desired properties of a highly efficient Monte Carlo method are small
errors in relatively little time. Thus, Monte Carlo methods that consistently produce
relatively large FOMs are superior. In numerical tests, we demonstrate that the
temperature-FOMs for the IMC-TDF method are comparable to the IMC method
unless large time steps are employed, in which case the IMC method can become
superior. Again, the simple modification to the IMC-TDF equations that we suggest
should reconcile the decrease in efficiency for large time steps.
We also note that the IMC-TDF equations should not be expected to affect the
statistical variance (and relative statistical errors) of the Monte Carlo process; the
IMC-TDF equations are designed only to improve the accuracy of the mean solution.
Later, we confirm this by using FOM and CPU-time comparisons between the IMC
and IMC-TDF methods.
6.1 IMC Equations with a Time-Dependent Fleck Factor
We begin from the 1-D, nonlinear, frequency-dependent TRT equations. The























′dν ′ , (6.2b)






′dν ′ . (6.2c)
The quantities b(ν) and β were previously defined in Eqs. (3.2a) and (3.2b), and the
double integral integrates over all frequencies and angles.
The first step is identical to the presented in Chapter III for the traditional IMC
method. We “freeze” the opacities and β at the initial time tn, which destroys the
equivalency of Eqs. (6.2b) and (6.2c). We remark that one may also choose to use
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′dν ′ . (6.3c)
Here, we depart from the Fleck and Cummings approach, which is to introduce

















′) dµ′ dν ′ dt′ .
So far, this expression contains no additional approximations1. Here we approximate
the time integral by treating the unknown intensity “implicitly”:
Ur(t)e
















′ dν ′ .









′ dν ′ . (6.4)
Next, we define a new time-dependent Fleck factor fn(t) as:
fn(t) = e
−βnσp,nc(t−tn) , (6.5)
and we rewrite Eq. (6.4) using Eq. (6.5) as:





′ dν ′ . (6.6)
Eq. (6.6) has the same form as the approximation used in the derivation of the IMC
1This is actually the final form employed in the Carter-Forest method [23].
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equations [see Eq. (3.16)], but the Fleck factor in Eq. (6.6) is time-dependent. Addi-
tionally, Eq. (6.6) should be more accurate – it is exact at t = tn, whereas Eq. (3.16)
is not. This and other ramifications of the introduction of Eq. (6.5) will be discussed
further; for now, we continue by introducing Eq. (6.6) into Eqs. (6.3a) and (6.3c).

























Next, we define time-dependent versions of the effective absorption and scattering
opacities [see Eqs. (3.18)]:
σea,n(t) = fn(t)σa,n , (6.8a)
σes,n(t) = [1− fn(t)]σa,n . (6.8b)
We remark that the effective scattering ratio 1−fn(t) is still independent of frequency,
but is now time-dependent, and that we also still have
σa,n = σes,n(t) + σea,n(t) . (6.9)
Introducing Eqs. (6.8) and the frequency spectrum χn(ν) defined in Eq. (3.19a) into
Eq. (6.7), we obtain an IMC radiation equation with a time-dependent Fleck factor

























+ fn(t)σp,ncUr,n = fn(t)
∫∫
σa,nI(t) dµ
′dν ′ . (6.11)
Eq. (6.11) may then be integrated over the time step defined by tn ≤ t ≤ tn+1 with
∆t,n = tn+1 − tn to obtain the update equation for the material energy density [the
second of the IMC-TDF equations]:





















′dν ′dt . (6.12)





′) dT ′ . (6.13)
In the case of a perfect gas, this reduces to Tn+1 = Um,n+1/cv.
We assert that none of the approximations introduced here violate the conserva-
tion of energy. This may be argued in general since we have already shown that the
IMC method conserves energy, and this method uses fewer approximations. However,
it is possible to demonstrate this more rigorously by revisiting the analysis that led to
Eq. (3.28) and simply replacing the terms involving fn with fn(t) where applicable.
To summarize, the IMC-TDF equations consist of the following radiation trans-

































′dν ′dt , (6.14b)
where σea,n(t), σes,n, and σa,n are defined in Eqs. (6.8) and Eqs. (6.9), and fn(t) is





′) dT ′ . (6.14c)
The initial and boundary conditions are given by:
I(x, µ, ν, 0) = I i(x, µ, ν) , (6.14d)
T (x, 0) = T i(x) , (6.14e)
I(0, µ, ν, t) = I`(µ, ν, t) , 0 < µ ≤ 1 , (6.14f)
I(X,µ, ν, t) = Ir(µ, ν, t) ,−1 ≤ µ < 0 . (6.14g)
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6.1.1 Discussion
There is only a minor difference between this derivation procedure and the deriva-
tion of the IMC equations presented previously in Chapter III. In the IMC derivation,
the equation for Ur(t) is time-averaged, α is introduced, and the time-average un-
knowns Ur and I are replaced with their instantaneous counterparts Ur(t) and I(t)
[see Eq. (3.16)]. This results in an equation for Ur(t) that is not exact at t = tn,
but that correctly reproduces the original time-average equation for Ur. In the IMC-
TDF equations, this procedure is circumvented by treating the time-integral of I(t)
“implicitly.” The resulting equation for Ur(t) [Eq. (6.6)] is exact at t = tn and should
be more accurate for tn < t.
Eqs. (6.14) are analogous to the IMC equations [Eqs. (3.29)] except for the intro-
duction of the time-dependent Fleck factor fn(t) defined in Eq. (6.5). Therefore, we
shall use our familiarity with the implementation details and characteristics of the
IMC equations as a basis for discussion. The first thing to consider is how fn(t)
compares to the usual fn. To compare these two quantities directly, we employ the
scaled time variable τ defined in Eq. (4.6). Then, we may more simply write the
time-dependent terms as:
4(τ − τn) = βnσp,nc(t− tn) . (6.15)
Here τ is the scaled time in mean free times for emission, as discussed in Chapter























In Figure 6.1, we plot Eqs. (6.16), (6.17), and (6.18) over a unit, scaled time step.
As expected, fn(τ) begins at unity and exponentially decays, passing through each
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Constant fn, α= 1
Constant fn, α= 1/2
fn(t)
average fn(t)
Figure 6.1: The time-dependent Fleck factor compared to the traditional Fleck fac-
tors during a time step.
of the constant valued Fleck factors by the end of the time step. We first consider
what the time-average effect of this behavior is.
In Figure 6.1, the averaged time-dependent Fleck factor falls between the tradi-












4∆τ − 8∆2τ +O(∆2τ )
]
,
fn(τ) = 1− 2∆τ +O(∆2τ ) . (6.19a)
For the traditionally-defined, constant Fleck factor, this limit is:
1
1 + 4α∆τ
= 1− 4α∆τ +O(∆2τ ) . (6.19b)
Thus, in the limit of small time steps, the average fn(τ) behaves, to first order, like
the traditional Fleck factor with α = 1/2. This is advantageous since we already
know that using α = 1/2 for sufficiently small time steps is the most accurate choice.
For large time steps, the limiting values of the averaged time-dependent and
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so that, in the limit of large time steps, the average fn(τ) behaves, to first order, like
the traditional Fleck factor with α = 1. This is again advantageous since we know
that for large time steps, using α = 1 in the traditional IMC approach is the “safest”
choice (it minimizes the damped temporal oscillations that would otherwise occur
from using α < 1).
Together, Figure 6.1 and the limiting conditions in Eqs. (6.19) and (6.20) suggest
an alternative to using the IMC-TDF equations that could be used as a simple first
step towards an true implementation of the IMC-TDF equations. Instead of using
fn(τ), its time average fn(τ) could be employed to select an adaptive value of α for
the IMC equations. Setting the traditional IMC Fleck factor in Eq. (6.17) to equal







Figure 6.2 depicts α as a function of ∆τ . For small time steps, Eq. (6.21) produces
α ≈ 0.5; as the time step size grows, it asymptotically approaches 1. We note that
this approach would not be as accurate as using the time-dependent Fleck factor,
but it would be trivial to implement, and it should be investigated as future work.
Because the time-average of the time-dependent Fleck factor is larger than the
traditional Fleck factor with α = 1, the source term involving Ur,n in Eq. (6.14a) will
emit more energy during a time step than the corresponding term in Eq. (3.29a). By
contrast, if α = 1/2 is used, the source term in Eq. (6.14a) will be smaller. This is
likely a significant contributor to the stability characteristics of these equations. Since
the traditional IMC equations have already been demonstrated to be unconditionally
stable for α ≥ 1/2, we may also conjecture that the IMC-TDF method will be so.
It is not obvious, however, what the effects of using a time-dependent Fleck factor
will be with regard to damped temporal oscillations. Later, we shall perform the 0-D
stability analysis described in Chapter IV to investigate this question.
Because the time-average of the time-dependent Fleck factor limits to the tradi-
tional Fleck factor with α = 1 for large time steps, we conjecture that solutions of
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Figure 6.2: An adaptive value of α based on the relationship between the time-
average of the time-dependent Fleck factor and the traditional Fleck
factor.
Eqs. (6.14) should also violate the maximum principle if sufficiently large time steps
are used [27]. It is unclear if the same limit on the time step found in [27] is appli-
cable to Eqs. (6.14). Later, we numerically verify that the IMC-TDF equations can
violate the maximum principle.
We next consider the time-dependent behavior of fn(τ) shown in Figure 6.1.
Recalling that the Fleck factor is the probability of an effective absorption, the ex-
ponential decay in fn(τ) means that the overall probability of effective absorptions
is much higher at the beginning of the time step than at the end. Particles born
early in the time step are therefore much more likely to become absorbed into the
material. On the other hand, fn(τ) also appears on the right side of Eq. (6.14a)
in the radiation source term that includes Ur,n. This implies that particle emission
times due to this term are weighted to occur near the beginning of the time step. By
contrast, the corresponding term in the traditional IMC equations [see Eq. (3.29a)]
is time-independent, and the corresponding particle emission times are uniform over
the time step. One may argue directly from Eq. (6.4) that using an exponential dis-
tribution of the source particles due to the estimate of Ur(t) should be more accurate
than a time-independent source; using a time-independent source will overestimate
the contribution of this term late in the time step. The overall effect of using fn(t)
is that (i) Monte Carlo particles are much more likely to be born from the Ur,n term
near the beginning of the time step and (ii) these Monte Carlo particles are also
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more likely to undergo effective absorptions near the beginning of the time step, and
effective scatters near the end. For large time steps, the dominance of the effective
scattering can lead to a radiation equation that is highly diffusive for the end of the
time step. Under these conditions, it would likely be advantageous to incorporate
one of the diffusive modifications to reduce the computational cost discussed in [25]
or [26], although we do not consider that here.
We would like to determine the positivity conditions on Eq. (6.14b) in a manner
analogous to that performed in Chapter III. Since all of the terms in Eq. (6.14a)








> 0 . (6.22)





















> 0 . (6.25)




cv,nTn > 0 . (6.26)
This is essentially the same limit as was found during the discussion of the traditional
IMC equations in Section 3.2.1 but without α [see Eq. (3.35)]. There, we found that
the form of the specific heat was an important contributor to the positivity of Um,n+1.
If the specific heat is of the form:
cv(T ) = vT
z , (6.27)
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Thus Eq. (6.14b) will produce positive solutions for all ∆t,n so long as z ≤ 3, which
likely describes all physically meaningful materials. We conclude that using a time-
dependent Fleck factor does not affect the positivity condition of the IMC equations
(assuming α = 1 is used in the traditional IMC method).
We have argued here that using the time-dependent Fleck factor should produce
an unconditionally stable and more accurate method than the traditional approach.
After a brief discussion on the specifics of the implementation differences between
these methods, we shall address these assertions directly.
6.1.2 Implementation Differences
Since the average value of fn(t) differs from the traditionally defined fn, the
magnitude of the source energy due to the term containing Ur,n may be expected to




















Ur,n(x) dx . (6.29)
This result may compared with Eq. (3.51) for the traditional IMC equations. It is
greater than that in Eq. (3.51) when α = 1, and lesser when α = 0.5.
Next, the emission time due to this source is no longer uniform. Instead, the pdf
for the emission time is:




It is possible to write this directly since we have previously integrated fn(t) over the
time step to obtain Eq. (6.14b). To sample from this pdf using a Uniform Random














= 1− e−βnσp,nc(t′−tn) ,

















Eq. (6.31) is the emission time of an IMC particle due to energy from ER in Eq. (6.29).
Using Eq. (6.31) will increase the cost of the computation relative to the traditional
IMC method, as the traditional IMC method does not require the evaluation of a
logarithm for this term.
Finally, the probability of an effective absorption becomes time-dependent. In-
stead of storing fn at the beginning of the time step, it is necessary to evaluate the
exponential in Eq. (6.5) upon each collision. This will also increase the computational
cost of the calculation. These three changes are all that is required to convert an
existing IMC code to one that employs a time-dependent Fleck factor.
We next consider the stability characteristics of Eqs. (6.14).
6.2 0-D Stability Analysis
We begin by assuming that σ ∝ T−3 and that cv = constant. Since we have
previously derived this form of the 0-D, gray, dimensionalized versions of the TRT
equations, there is no need to explicitly carry out the first step of the algorithm.
























+ 4R = 4φ . (6.32c)
The next step is to apply the approximations to obtain the IMC equations with
a time-dependent Fleck factor. We have already frozen the temperature-dependent
data at the beginning of the time step (although, without loss of generality, we could
also evaluate them at an estimated temperature determined by the algorithm in
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′−τn)φ(τ ′) dτ ′ , (6.33)
and again assume an “implicit” treatment of φ(τ) [we replace φ(τ ′) with φ(τ)]. This












We define a scaled version of the time-dependent Fleck factor as:
f(τ) = e−4(τ−τn) , (6.35)
and write Eq. (6.34) as:
R(τ) = Rnf(τ) + [1− f(τ)]φ(τ) . (6.36)
Introducing Eq. (6.36) into Eqs. (6.32a) and (6.32b), applying the initial condition
Rn = M
4













φ− f(τ)Mn . (6.37b)


























(q + 1)− qM4n
)
. (6.39)
Instead of presenting the derivation of the solution of Eq. (6.39), we simply write it
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without proof as:




(q + 1− qM4n −Mn) , (6.40)
so that the solution at the end of a time step given by τn ≤ τ ≤ τn+1 is




(q + 1− qM4n −Mn) , (6.41)
where ∆τ = τn+1 − τn. We have verified that Eq. (6.41) is the correct solution by
substituting it back into Eq. (6.39) using mathematical software.
In the fourth step of the analysis, we perturb the scaled temperature about the
specified equilibrium condition according to
Mn = 1 + εPn , (6.42)
where ε is a small parameter, and we look for a recursion relationship of the form
Pn+1 = ρPn. Noting that, to first order,
q + 1− qM4n = q + 1− q(1 + 4εPn) = 1− 4qεPn , (6.43)
the introduction of Eq. (6.42) into Eq. (6.41) produces:














and we recognize the amplification factor for this system as:




(1 + 4q) . (6.44)
Our final task is to analyze Eq. (6.44) to assess its stability characteristics. First,










< 1 . (6.45)
Thus, monotonically diverging solutions of Eq. (6.41) do not exist. Next, we examine
whether oscillatory diverging solutions exist [ρ < −1]. If the following inequality is
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true, they do not:

























> 1− e−4∆τ . (6.47)
Since Eq. (6.47) is of the form
Q(q) > Θ(τ) , (6.48)





Θ(∆τ ) . (6.49)










= 2 , (6.50)
and Θ(∆τ ) is a monotonically increasing function with the limit:
lim
∆τ→∞
Θ(∆τ ) = lim
∆τ→∞
1− e−4∆τ = 1 . (6.51)
Therefore, the inequality in Eq. (6.47) is satisfied if
2 > 1 . (6.52)
We therefore conclude that the use of the time-dependent Fleck factor defined in
Eq. (6.5) produces an unconditionally stable system.
We next consider whether damped temporal oscillations are permitted [−1 <
ρ < 0]. Figure 6.3 is a log-log plot of the amplification factor as a function of q and
∆τ . From this figure we observe that −1 < ρ ≤ 0 for large ∆t and for q ≈ 0.1.
We conclude that damped oscillations can occur in the IMC-TDF equations. Also,





















Figure 6.3: A contour plot of the amplification factor for an IMC method that em-
ploys a time-dependent Fleck factor.
of existence are comparable, although the monotonicity condition on the time step
appears to be more restrictive. The absolute minimum amplification factor remains
approximately −0.29, and it occurs for q ≈ 0.13 and for sufficiently large ∆τ .
Finally, we provide monotonicity conditions for the IMC-TDF equations. We
expect temperature solutions to be monotonic when 0 < ρ, or when:

















> 1− e−4∆τ ,
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Eq. (6.53) is the monotonicity condition on ∆τ for the IMC-TDF equations. In the













































Figure 6.4: Monotonicity conditions on ∆τ and ∆tσ0c for the 0-D, nonlinear, gray
IMC equations that employ a constant Fleck factor with α = 1 and that
use a time-dependent Fleck factor.
possible to find a single condition on ∆t that ensures the temperature solution is
monotonic for all q. While this is admittedly an argument against using a time-
dependent Fleck factor, the global monotonicity condition on the IMC equations
given by Eq. (4.69) is almost never met in practice, so it is likely not a strong enough
argument to dismiss the use of fn(t). Figure 6.4 provides log-log plots of the mono-
tonicity conditions given by Eq. (6.53) and Eq. (6.54). Comparing Figures 4.2 to 6.4,
we see that the monotonicity conditions for the IMC-TDF equations are slightly less
restrictive than those of traditional IMC with α = 1/2.
6.2.1 An Alternative Time-dependent Fleck Factor, a Cautionary Tale
Here, we briefly discuss the numerical implications of choosing a simple, arguably
compelling, alternative form of the time-dependent Fleck factor. This form has been
previously proposed as an aside in [22]. However, we show that this form produces a
system of equations that is only conditionally stable, indicating that further devel-
opment may be ill-advised. The reader more concerned with the numerical results
of the previously-defined Fleck factor may proceed to the next section.
It is possible to motivate a simpler, “rational” form of the time-dependent Fleck
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1 + 4(t− tn)
+
4(t− tn)
1 + 4(t− tn)
φ(t) . (6.56)
Then, if we define a rational time-dependent Fleck factor by:
fr(t) =
1
1 + 4(t− tn)
. (6.57)
we may write Eq. (6.55) in the form:
R(t) = fr(t)Rn + [1− fr(t)]φ(t) . (6.58)
From this point, one may proceed as before to define an alternate form of the time-
dependent IMC equations, using Eq. (6.57) instead of Eq. (6.35).
At first, this seems to be an appealing alternative to of Eq. (6.35). For one,
Eq. (6.55) is still exact at t = tn, which cannot be said of the traditional IMC
equations. Also the use of Eq. (6.57) avoids the introduction and associated costs of
exponential or logarithmic calculations in the Monte Carlo procedure. Furthermore,
Eqs. (6.35) and (6.57) are related in the limit of small times since
e−4(τ−τn) = 1− 4(τ − τn) +O((τ − τn)2) ,
=
1
1 + 4(t− tn)
+O((τ − τn)2) = fr(t) +O((τ − τn)2) , (6.59)
so one would expect that the employment of Eq. (6.57) instead of Eq. (6.35) to lead
to similar gains in accuracy. Also, equations with Eq. (6.57) should yield an effective
scattering ratio which is always less than that of traditional IMC, which would lead
to a reduction in the computational cost.
All of this seems positive until we perform a 0-D stability analysis of the resulting
system. We do not provide the derivation details, but the analysis produces the
following amplification factor ρr:
ρr = −4q + (1 + 4∆τ )−1/4q(1 + 4q) . (6.60)
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From this point, one may show that −1 < ρr if and only if:
e2 − 1
4
≈ 1.6 > ∆τ . (6.61)
Eq. (6.61) places a condition on the stability of the IMC equations with a Fleck factor
defined by Eq. (6.57). If time steps are chosen that violate Eq. (6.61), the temperature
solution will oscillate indefinitely. This is a good example of how the simplified
stability analysis described in Chapter IV can be used to “weed out” potential time-
discretizations of the TRT equations, and how the results of the analysis can be
surprising.
6.3 Numerical Results
In this section, we numerically apply the IMC-TDF equations to a series of prob-
lems to assess its accuracy and its efficiency. We begin with the simplest possible
problem: a 0-D, gray, linear problem that initially begins out of equilibrium. Such
a problem is exactly solvable, so it is possible to compare the numerical solution to
the exact solution to exactly calculate its order of error. We then consider a nonlin-
ear version of the same problem, for which comparisons are made using a fine-grid
solution.
A series of gray Marshak wave problems is considered in which the spatial and
temporal grids are varied to determine whether the IMC-TDF equations are more
accurate than the IMC equations when the time step is sufficiently large and/or the
spatial grid size is sufficiently small. Under these conditions, we have previously
shown in Chapters IV and V that the IMC temperature solutions can violate the
maximum principle [the temperature solution may become greater than the bound-
ary conditions.] We also investigate any increases in accuracy obtained by solving
the IMC-TDF equations with temperature-dependent problem data evaluated at T∗,
using the algorithm and definitions given in Chapter V.
We also implement the IMC-TDF equations a smaller set of frequency-dependent
Marshak wave problems.
6.3.1 Temporal Accuracy in 0-D Problems
To numerically assess the temporal order of accuracy, we consider a 0-D sample
problem that is described by the dimensionless, gray, linear TRT equations defined


































































Figure 6.5: The time-dependent temperatures for a traditional IMC method with
α = 1 (blue) and an IMC method that uses fn(t) (red) on a linear
problem for 10, 50, 100, and 250 time steps.
implies that cv ≈ 7.14. The temperature is set to an initial condition of 0.1, and the
initial intensity φ is ≈ 2.79 [it is chosen to ensure that the equilibrium temperature
is 1]. The problem is solved using a variable number of time steps with an ending
time fixed at t = 10, at which point the fine-mesh temperature solution is 1.0. To
obtain numerical solutions of the IMC and IMC-TDF equations, we calculated exact
numerical solutions of Eqs. (3.29) and Eqs. (6.14) applied to this linear, 0-D problem;
no Monte Carlo calculation was performed.
Figure 6.5 depicts the numerical temperatures solutions as a function of time for
a variable number of time steps. We note that in Figure 6.5, the domain is restricted
to 0 ≤ t ≤ 1, which is not the final time in the problem. This is because both IMC
methods somewhat rapidly reach the equilibrium condition; most of the variation in
the results occurs for early times. From Figure 6.5 it is difficult to ascertain whether
any advantage is gained from using the IMC-TDF equations. We observe that in
linear problems, “overshooting” does not occur, and that the numerical solutions
appear to approximate the exact solution as if they were performing a trapezoid-
integral method.
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(Tn − Texact,n)2 , (6.62)
where Tn is provided by an IMC calculation, and Texact,n is the exact solution.
In Figure 6.6, we plot the RMS error of IMC methods that use α = 1, α = 0.5,
and fn(t) defined in Eq. (6.5). In this figure we clearly see the accuracy advantage
of using the IMC-TDF equations; they are O(∆2t ). We also observe that the IMC
equations with α = 0.5 are O(∆2t ), as has been previously demonstrated numerically
in [46] for a slightly more difficult problem. However, we remark that α = 0.5 is rarely
used in practice, since it is known that it can lead to difficulties regarding damped,
temporal oscillations. As discussed previously, using the IMC-TDF equations may be
viewed in a time-average sense as an automatic tuning of the user-parameter α. Thus,
the IMC-TDF equations retain the second-order accuracy in the time step for linear
problems without the necessity of manually changing α from its usually-employed
value to a less conservative value.
Cheatham has demonstrated that it may be analytically shown that IMC equa-
tions with α = 0.5 applied to a linear problem are O(∆2t ) [60]. Using Cheatham’s
method, it should be possible to analytically demonstrate each of these results for the
IMC-TDF equations applied to linear problems. We note also that, by comparison,
the Carter-Forest [23] and Ahrens-Larsen [22] methods are exact for this problem.
For linear, gray, 0-D problems, we have seen that the IMC-TDF equations are
automatically second-order accurate in time. We next consider a nonlinear version
of these problems.
The 0-D, gray, nonlinear problem we consider is identical to that presented in
Chapter V. In this problem, we assume that σ = T−3, a = c = 1, and q = 0.14,
which implies that cv ≈ 7.14. The temperature is set to an initial condition of
0.1, and the initial intensity φ is 7.428. The problem is solved using a variable
number of time steps with an an ending time fixed at t = 1, at which point the fine-
mesh temperature solution is 0.96 [the temperature is 96% converged to its specified
equilibrium condition].
Unfortunately, the accuracy gained for these problems is marginal. Figure 6.7
depicts the numerically estimated order of temporal error (calculated using Eq. (6.62)








































Figure 6.6: The numerically-calculated order of temporal error for a linear problem
for traditional IMC with α = 1 and α = 0.5 and for IMC with the
time-dependent Fleck factor fn(t).
methods (methods 1 and 2) are virtually indistinguishable. For comparison, we also
provide the IMC solution with temperature-dependent problem data evaluated at T∗
(method 3), as described in Chapter V. For this problem, we conclude that a better
estimate of the temperature at which the problem data is evaluated has far more
impact on the problem accuracy than does the introduction of a time-dependent
Fleck factor.
Figure 6.8 depicts the time-dependent temperature profiles for IMC-TDF meth-
ods that use temperature-dependent problem data evaluated at Tn and at the av-
erage temperature T∗. The traditional IMC method is not shown since it is essen-
tially identical to the IMC-TDF method for this problem. Figure 6.8 indicates that
the IMC-TDF method is just as susceptible to overshooting problems as the IMC
method. However, it is also just as receptive to improvement through the use of the
temperature estimation algorithm described in Chapter V.
In this section we have demonstrated that the IMC-TDF equations may be ex-
pected to be more accurate than the IMC equations with α = 1 for linear problems.
We have also seen that little is gained by using the IMC-TDF equations on a 0-D
nonlinear problem with respect to the order of accuracy and overshooting. We next



















Figure 6.7: The numerically-calculated order of temporal error for (1) IMC-TDF
with data evaluated at Tn, (2) traditional IMC with data evaluated at

























































Figure 6.8: The time-dependent temperatures for IMC methods that use fn(t) with
data evaluated at Tn (blue) and at T∗ (red) on a nonlinear problem for
10, 100, 500, and 1000 time steps.
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6.3.2 Gray Marshak Waves
In Chapters IV and V we considered a series of gray Marshak wave problems
in order to test the predictive capability of the linear stability theory. For these
problems, we found that if sufficiently large time steps or sufficiently small spatial
zones are used, then the temperature solution can violate the maximum principle. We
also saw that when the maximum principle is violated [when the material temperature
is greater than the boundary condition], the corresponding numerical wave speed is
too slow.
In this section we revisit those problems, but we employ the IMC-TDF equa-
tions to solve them. In each of these problem simulations, for the first time step, a
fully diffusive calculation is used [E = 1/3]. Also, we note that it is not necessary
to create special opacity tallies since the problem is gray; only the zone-averaged,
instantaneous Eddington factors are tallied during the IMC calculation.
This problem is described by setting q = 0.14, σ = T−3, and the initial tem-
perature to 0.1. The specific heat is set to the constant value 7.14. We impose an
isotropic right boundary condition equal to the initial temperature and an isotropic
left boundary condition at a unit temperature. We consider a slab that is 4 cm wide.
This implies that the slab is initially 4,000 mean free paths thick, but only 4 mean
free paths thick once equilibrium is reached. We track the wavefront up to ∆τ = 40
mean free times to emission. The spatial grid and time step sizes are varied, and
each problem is solved using a Monte Carlo algorithm.
Copies of the numerical results for the “traditional” IMC method are provided
in Chapters IV and V. Specifically, Table 5.1 provides the maximum temperatures
of the Marshak wave over variable values of ∆τ and ∆x at the fixed time τ = 8
mean free times for emission. Also, Table 5.2 depicts the estimate of the wave
location when τ = 38. These tables demonstrate that reducing the size of the spatial
grid or increasing the size of the time step can lead to violations of the maximum
principle and corresponding inaccuracies in the estimate of the wavefront location.
The temperature profiles were also presented graphically for the second column and
third row of Table 5.1 in Figures 5.6(a) and 5.6(b).
We next evaluate the employment of the IMC-TDF equations to solve this prob-
lem. Table 6.1 depicts the maximum temperatures obtained in the Marshak wave for
various spatial and temporal grid sizes. In general, these represent a (non-marginal)
improvement over the traditional IMC method. For instance, the worst case vio-
lation of the maximum principle in Table 5.1 [∆τ = 2, ∆x = 0.025] is 12.412; the
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Table 6.1: Maximum values in temperature at τ = 8 using the IMC-TDF method.
Bold values indicate violation of the maximum principle.
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 0.952 0.952 0.945 0.938
0.25 2.762 0.951 0.946 0.938
0.50 5.865 2.290 0.944 0.939
1.00 8.435 3.998 1.560 0.940
2.00 7.622 4.461 2.122 0.932
Table 6.2: Estimated wavefront location temperature at τ = 38 for the IMC-TDF
method.
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 3.688 3.725 3.75 3.9
0.25 3.438 3.675 3.65 3.7
0.50 1.887 3.425 3.65 3.7
1.00 0.938 1.875 3.25 3.5
2.00 0.912 0.975 1.85 2.7
corresponding entry in Table 6.1 is 7.622. This is a 38% reduction. Additionally, the
lower right table entry [∆τ = 2, ∆x = 0.2] no longer violates the maximum principle
when the IMC-TDF equations are used [1.386 vs. 0.932]. These improvements in
the maximum principle also translate into improved accuracy in the estimate of the
wavefront when τ = 38, provided in Table 6.2. For instance, in the worst case the
traditional IMC method predicts that the wavefront is at location 0.463 cm, while the
IMC-TDF equations predict 0.912 cm. We also observe generally that, while the spa-
tial grid effect is still strong (halving the spatial grid size still approximately doubles
the temperatures in violation of the maximum principle), the temporal grid effect is
weaker. This is represented graphically in Figures 6.9(a) and 6.9(b), which depict
the temperature profile at τ = 8 for variable time step and grid sizes, respectively.
These figures also demonstrate that the IMC-TDF equations produce temperature
profiles that are similar in character to the IMC equations [see Figure 5.6]. That
is, when the maximum principle is violated, no temporal or spatial oscillations are
introduced; the temperature “piles up” at the wave front and moves too slowly.
We also consider the solution of the IMC-TDF equations together with the
temperature-estimation method presented in Chapter V to evaluate the problem
data at the average temperature T∗ defined in Eq. (5.31). The maximum tempera-
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(b) ∆τ fixed at 0.5
Figure 6.9: Temperature profiles at τ = 8 for a Marshak wave problem using the
IMC-TDF method in which (a) the time step is varied or (b) the spatial
grid size is varied.
Table 6.3: Maximum values in temperature at τ = 8 using opacities evaluated at T∗
(with iteration). Bold values indicate violation of the maximum principle.
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 0.957 0.950 0.945 0.937
0.25 0.951 0.950 0.945 0.936
0.50 1.090 0.949 0.944 0.937
1.00 2.448 1.049 1.075 0.937
2.00 3.754 1.166 0.948 0.933
most accurate for this problem of any presented in this thesis, including traditional
IMC [Table 5.1], IMC with temperature-dependent data evaluated at T∗ [Table 5.5],
and the IMC-TDF equations with temperatures evaluated at Tn [Table 6.1]. This
indicates that the enhancements presented thus far in Chapters V and VI are com-
patible. Interestingly, the maximum temperature when ∆τ = 2 and ∆x=0.1 cm does
not violate the maximum principle, even though the entry for ∆τ = 1 does. This
is a spurious result due to a fortuitous temporal oscillation, which will be further
discussed below. Table 6.4 depicts the estimate of the wavefront location for the
IMC-TDF equations solved with temperature-dependent problem data evaluated at
T∗. Its estimates are comparable to, but slightly worse than, the results obtained
for the IMC equations using data evaluated at T∗ [see Table 5.6]. Essentially, the
bottom two rows of this table are all that is different, with most of the differences
being relatively minor. The estimates are much better than those produced by the
traditional IMC equations [Table 5.2] or the IMC-TDF equations using data at Tn
[Table 6.2]. Figure 6.10(a) depicts the temperature profiles at τ = 8 for variable
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Table 6.4: Estimated wavefront location at τ = 38 using the IMC-TDF method with
opacities evaluated at T∗ (with iteration)
∆τ\∆x 0.025 0.05 0.1 0.2
0.10 3.712 3.725 3.75 3.9
0.25 3.688 3.675 3.75 3.7
0.50 3.587 3.625 3.65 3.7
1.00 3.112 3.375 3.45 3.5
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(b) ∆τ fixed at 0.5
Figure 6.10: Temperature profiles at τ = 8 for a Marshak wave problem using a time-
dependent Fleck factor in which (a) the time step is varied or (b) the
spatial grid size is varied with opacities evaluated at T∗ (with iteration).
values of ∆τ with ∆x fixed. This figure shows the somewhat remarkable suppression
of the maximum principle violation that occurs for the IMC equations [Figure 5.6(a)]
and for the IMC-TDF equations with data evaluated at Tn [Figure 6.9(a)]. However,
we point out that for ∆τ = 2 in this figure, the temperature is quite low near the
left boundary. This is the result of a temporal oscillation – during the preceding
time step, this temperature is too high. This damped temporal oscillation begins
when the wavefront passes through this location, and gradually reduces in magni-
tude as the calculation proceeds. This behavior is indicative of the more stringent
monotonicity condition in the IMC-TDF equations, although it is unlikely that the
relatively simple enhancements presented in this thesis could completely resolve the
inaccuracies that occur for this large a time step value. In Figure 6.10(b) we observe
that the IMC-TDF equations with data evaluated at T∗ also contain a weak spatial
oscillation, comparable to that produced by the corresponding IMC equations [see
Figure 5.9(b)].
We have demonstrated that the IMC-TDF equations generally produce more
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Table 6.5: Comparison of computational times between IMC and IMC-TDF for a
gray, nonlinear Marshak wave problem. The unit“h” indicates CPU-hours
(not wall-clock time).
∆τ\∆x 0.025 0.2 Method
6.62 h 3.36 h IMC
0.1 6.83 h 3.30 h IMC-TDF
3.2% -1.8% % diff.
2.52 h 2.09 h IMC
2.0 2.80 h 2.57 h IMC-TDF
11.1% 23.0% % diff.
accurate temperature solutions than the IMC equations under the same problem
conditions. We next consider the differences in the computational cost between
each of these approaches. The CPU times presented in this section represent those
obtained from a serial implementation of the Monte Carlo algorithm on an Apple
PowerMac consisting of dual 2.7 Ghz processors.
Table 6.5 provides the raw cpu-times in seconds for the corner entries of the above
tables using the IMC (α = 1) and IMC-TDF methods. We briefly remark that the
general trend in both methods is for an increase in cost when the spatial grid size
is reduced (this introduces more boundaries into the problem, at which the particles
must intermittently pause), and when the time step size is decreased, which implies
that more particles must be stopped and stored in the census.
In Table 6.5 we observe that the IMC-TDF method generally requires more time
than the corresponding IMC calculation. This is expected because (i) the IMC-
TDF method emits more energy from its Ur,n term (which requires more particles)
in any given time step, and (ii) the IMC-TDF method requires the calculation of
logarithm and exponential functions that have no counterpart in the IMC method.
For ∆τ = 0.1, the differences in runtime are minor. However, when ∆τ = 0.2, the
differences are more significant (greater than 10%). This is likely because the time-
dependent Fleck factor asymptotically approaches approaches 0 from the beginning
to the end of the time step. When the time step size is extended this implies that a
greater fraction of the time step (stretching back from the end of the time step) is
more diffusive – and more costly to simulate – than that found in the IMC equations.
We also observe that the worst case occurs for the largest spatial grid and time step
sizes. It is not immediately apparent why this occurs.














Figure 6.11: Temperature-FOM profile at τ = 38 for a gray Marshak wave problem
solved using the IMC and IMC-TDF methods with ∆τ = 0.1 and ∆x =
0.025 cm.
incorporate the relative errors of the solutions. A fairer comparison of the methods
requires the Figure of Merit (FOM), defined previously as Eq. (5.74) in Chapter V.
In Chapter V we also discussed the differences between the calculation of the relative
error R in steady-state neutronics problems and what is performed here for time-
dependent TRT problems. Essentially, we calculate R using the sample mean of
multiple (25 or more) independent simulations of the entire problem.
Figure 6.11 depicts the FOMs for the IMC and IMC-TDF equations at τ = 38
for the most-refined choice of grid parameters, ∆τ = 0.1 and ∆x = 0.025 cm. We
note that the CPU time used to calculate the FOM in time-dependent problems is
the elapsed computational time required to generate the solution at time τ beginning
from the initial condition. This is in opposition to the use of a single CPU time for
the entire problem or independent CPU times generated for each time step. The
FOMs for these two methods are almost identical for this problem; neither method is
obviously superior to the other from the standpoint of efficiency. From this figure, it
does not appear that the IMC-TDF equations produce solutions with substantially
different relative errors from the IMC equations. This implies that although the
IMC-TDF equations may generally be expected to be more accurate than the IMC
equations, the statistical variance in the two solution procedures is comparable.
Figure 6.12 depicts the FOMs for the IMC and IMC-TDF equations at τ = 38 for














Figure 6.12: Temperature-FOM profile at τ = 38 for a gray Marshak wave problem
solved using the IMC and IMC-TDF methods with ∆τ = 2 and ∆x = 0.2
cm.
for the IMC method tends to be greater than the IMC-TDF method, indicating that
IMC is the superior method for this choice of grid parameters. We recall from Table
6.5 that this choice of grid parameters produced the greatest discrepancy between
the CPU times required for the IMC and IMC-TDF methods. Also, the “spikes”
that occur in this figure indicate approximately where the wavefronts are located. A
comparison of the estimate of the wave locations using Tables 4.4 and 6.2 also verifies
that the IMC equations provide a more accurate estimate of the wavefront location
for the coarser spatial grid size.
We have seen that the IMC-TDF temperature solutions of the gray Marshak wave
problems are generally more accurate than the IMC solutions from the standpoint
of a reduction in the violation of the maximum principle and better estimates of the
wavefront location. However, this comes at the cost of increased computational run-
times. If the time step size is sufficiently small, the increase in cost can be negligible.
As the time step size increases, however, the IMC-TDF method requires relatively
greater amounts of time than a corresponding IMC calculation. Additionally, coars-
ening the grid size appears to increase the cost of the IMC-TDF calculation and
worsen the accuracy of the IMC-TDF solutions. It does not appear that the IMC-
TDF method produces solutions that are lower in variance than corresponding IMC
solutions. Later, we propose a simple modification to the IMC-TDF equations that
should improve its performance for large time steps.
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6.3.3 Frequency-Dependent Marshak Waves
We next consider the frequency-dependent Marshak wave problem, previously
defined in Chapter V. We recall that, besides the inclusion of frequency dependence,
this problem further departs from the gray Marshak wave problem in that we consider
the original (unscaled) TRT equations. That is, for this problem, c ≈ 300 cm/sh
[recall 1 sh = 10−8 s] and a = 0.01372 jk/cm3-keV4. By comparison, in the gray
problem, we set c = a = 1.
The initial condition is an equilibrium state with a Planckian frequency distribu-
tion at T = 0.01 keV. At t = 0, the left side of the slab is subjected to an isotropic
burst of radiation at a Planckian temperature T = 1 keV. The right boundary tem-
perature is set to the constant, initial temperature. The slab size is 4 cm thick. The
opacity coefficient [γ in Eq. (2.7)] is set to 200. The Planck mean opacity is therefore
30.8T−3 which means, at equilibrium (T = 1), the slab is 123.2 Planck mean free
paths thick, whereas at the initial condition T = 0.01, it is 123.2 ×106 Planck mean
free paths thick. The specific heat is set to 0.1 jk/keV-cc. We consider temperature
solutions up to 1 sh. In each of the below problems, the spatial grid size ∆x is set to
0.2 cm.
As in Chapter V, the frequency-dependent problems were computationally sim-
ulated by implementing a parallel Monte Carlo algorithm on a homogeneous, dis-
tributed memory cluster of 3.4 GhZ machines, each with 2 Gigabytes of memory.
Each of the problems was performed by requesting 20 nodes of the 105-node reserv
Linux cluster in the Nuclear Engineering division of Argonne National Laboratory
Each problem was simulated using 100,000 particles/jk. To estimate relative errors
and calculate figures of merit, each problem was independently simulated 50 times;
the relative errors were then calculated using the sample error. All timing results
refer to the sums of the computational times (not wall-clock times) reported by each
processor.
For the first case, we set ∆t to 0.001 sh. Figure 6.13 depicts the IMC (solid) and
IMC-TDF temperature solutions at times of 0.3, 0.6, and 0.9 sh. For this choice of
spatial and temporal grids, no difficulty emerges with regard to the maximum prin-
ciple; the temperature wave forms and travels rightward. The temperature solutions
of the IMC and IMC-TDF methods agree well.
The total time required for the IMC solution is 74.4 CPU-hours. The total time
required for the IMC-TDF simulation is 12.8 % less at 64.9 CPU-hours. This result is




















t = 0.3 sh
t = 0.6 sh
t = 0.9 sh
Figure 6.13: Temperature profiles for a frequency-dependent Marshak wave problem
solved using the IMC (solid) and IMC-TDF (dashed) methods.
requires additional calculations relative to the IMC method. The reduction could
perhaps be due to the small time step employed. We recall that early in the time
step, the relative contribution of effective absorptions is dominant [see Figure 6.1].
It is possible that for small time steps, this leads to a net reduction in the required
computation time relative to the IMC method. We will return to a discussion of the
computation time when we consider the effects of increasing the time step size.
Figure 6.14 depicts a semilog plot of the temperature-FOMs for the IMC and
IMC-TDF methods at t = 0.9 sh. These FOMS indicate that the temperature-FOMs
of the IMC and IMC-TDF methods are comparable for this problem and choice of
grid parameters.
We next consider increasing ∆t by a factor of 20 to 0.02 sh. We note that this
is a relatively large time step size for this problem. The effect of this change on the
CPU-time comparison is dramatic – the total time required by the IMC method is
59.4 hours, whereas the IMC-TDF method required 501.6 hours. That is, the IMC-
TDF method takes approximately 8.4 times longer than the IMC method. Figure
6.15 indicates the effect this has on the temperature-FOM at t = 0.9 sh – the IMC
method is about two orders of magnitude superior to the IMC-TDF method.
Figure 6.16 provides a semilog plot of the cumulative CPU-time required to sim-
ulate each of the frequency-dependent Marshak wave problems as a function of the












Figure 6.14: Temperature-FOM profiles at t = 0.9 sh for a frequency-dependent














Figure 6.15: Temperature-FOM profiles at t = 0.9 sh for a frequency-dependent























Figure 6.16: Cumulative CPU-times required to generate solutions at each time step
using the IMC (solid) and IMC-TDF (dashed) methods with ∆t = 0.001
sh (black) and ∆t = 0.02 sh (blue).
the early time steps when most of the problem spatial domain is in near-equilibrium
(this is the motivation for the difference formulation discussed in [57]). Increases in
time step size enhance this effect. For the IMC-TDF method with ∆t = 0.02 sh,
nearly all the of CPU-time is spent in the first time step. During the first time step,
all Monte Carlo particles transport through the relatively cold, thick cells. When
the IMC-TDF method is employed for large time steps, the effective scattering ratio
can be large for the majority of the time step. Together, these factors indicate that
the IMC-TDF method will require a much larger number of effective scatter events,
which leads to the increase in the CPU-time.
We have demonstrated that the IMC-TDF method can be more accurate for gray
Marshak wave problems and produce comparable solutions to IMC for an example
frequency-dependent problem. We have also shown that the FOMs for the IMC and
IMC-TDF methods compare well so long as the time step does not become too large.
When the time step does become large, the IMC-TDF method can take much longer
to simulate than the IMC method. Additionally, this large increase in cost is not
balanced by a corresponding increase in accuracy, as both the IMC and IMC-TDF
equations become inaccurate for large time steps.
As future work, it may be possible to remedy this problem by using a modified
time-dependent Fleck factor in which the effective scattering ratio is limited to the
value used in the IMC equations with α = 1. To illustrate this we will use the
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dimensionless time variable τ . We propose the following modification to fn(τ):
f ′n(τ) =
e−4(τ−τn) τn ≤ τ ≤ τ∗1
1+4∆τ
τ∗ < τ ≤ τn+1
, τ∗ = τn + 0.5 ln(1 + 4∆τ ) . (6.63)
Thus, for τ ≤ τ∗, the time-dependent Fleck factor in Eq. (6.16) is used; for τ∗ < τ ,
the “traditional”, constant Fleck factor in Eq. (6.17) is used, and τ∗ is chosen such
that the two Fleck factors are equal. If the Fleck factor defined by Eq. (6.63) is used
instead of Eq. (6.16), then the effective scattering ratio is limited by the traditional
value used in Eq. (6.17). This modified time-dependent Fleck factor is designed
to increase the accuracy of the IMC equations without significant increases in the
required computational time. The implementation changes for the modified IMC-
TDF equations would be slightly more complicated than the IMC-TDF equations,
but not overly burdensome. For instance, the time-distribution of the source particles
due to the Ur,n term would no longer be purely exponential; it would be exponential
for τ ≤ τ∗ and uniform for τ∗ ≤ τ . Although we are unable to investigate this modified
IMC-TDF method, we anticipate that it should retain the increase in accuracy for
small time steps without corresponding increases in computational cost for large
time steps. Since we have shown that the IMC and the IMC-TDF equations are
unconditionally stable, we expect this modified approach to also be stable, although
the 0-D stability analysis presented in Chapter IV should be performed before further
development.
6.4 Summary
In this chapter we have presented an alternative, more accurate derivation of
the IMC equations that leads to equations containing a time-dependent Fleck factor
fn(t): the IMC-TDF equations. Our derivation avoids the dubious approximation
that occurs in [21] when time-average unknowns are replaced by “instantaneous”
unknowns, and it eliminates the user-defined parameter α. The IMC-TDF equations
retain the fundamental form of the IMC equations, so few changes would be necessary
to modify existing computational algorithms for the IMC equations.
We began by deriving the IMC-TDF equations from the 1-D form of the TRT
equations. The essential departure from the derivation of the IMC equations oc-
curs when the approximate equation for Ur(t) is generated. In the IMC derivation,
the equation for Ur(t) is time-averaged, α is introduced, and the time-average un-
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knowns Ur and I are replaced with their instantaneous counterparts Ur(t) and I(t)
[see Eq. (3.16)]. This results in an equation for Ur(t) that is not exact at t = tn,
though it correctly reproduces the original time-average equation for Ur. In the
IMC-TDF equations, this procedure is circumvented by treating the time-integral of
I(t) “implicitly.” The resulting equation for Ur(t) is exact at t = tn.
The time-dependent Fleck factor fn(t) in the IMC-TDF equations does not con-
tain any user-defined parameters. We discussed (but did not numerically investigate)
how the time-average of this Fleck factor, fn(t), could be employed to define an adap-
tive value of the user-defined parameter α in the IMC equations. For small time steps,
fn(t) limits to the traditional Fleck factor fn with α = 0.5. For large time steps, it
limits to fn with α = 1. The adaptive value of α can therefore be obtained by setting
fn(t) = fn and solving for α [see Eq. (6.21)]. As future work, and as a transition to
the introduction of a fully time-dependent Fleck factor, one could consider using the
adaptive value of α defined in Eq. (6.21) in the IMC method.
We also discussed how the time-dependence of fn(t) affects the particle transport
throughout the time step. One of the effects is that particles due to Ur,n are intro-
duced throughout the time step according to an exponential distribution function.
This behavior better approximates the underlying problem physics than the IMC
equations, which employ a uniform distribution throughout the time step. Another
effect is that particles are more likely to undergo effective absorptions at the begin-
ning of the time step and more effective scatters at the end of the time step, because
the effective scattering ratio is very small at the beginning of the time step but in-
creases during the time step. For large time steps, this leads to a system of equations
that is highly diffusive at the end of the long time step. As future work, it would
likely be advantageous to incorporate one of the diffusive modifications to reduce the
computational cost discussed in [25] or [26], or to investigate the modification to the
IMC-TDF method proposed in Eq. (6.63).
Using the 0-D stability analysis algorithm provided in Chapter IV, we proved
that the IMC-TDF equations are unconditionally stable. They are also slightly more
susceptible to damped temporal oscillations in that smaller time steps are required
to preclude them. We derived monotonicity conditions for the IMC-TDF equations.
They are slightly weaker than the IMC equations with α = 0.5, but stronger than
the IMC equations with α = 1. It is not possible to find a monotonicity condition
for the IMC-TDF equations that holds for all values of β and σ as was shown in
Chapter IV for the IMC equations. This arguably limits the viability of the IMC-
TDF equations, although the “global” monotonicity condition for the IMC equations
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(which stipulates that time steps must be smaller than two mean free times between
particle collisions) is too restrictive to be met in practice.
We discussed the three algorithmic changes necessary to convert an existing IMC
algorithm to one that solves the IMC-TDF equations. Although the differences
are minor from an implementation standpoint, they will generally lead to increased
computational costs. For small- to average-size time steps, the differences can be
minor. For sufficiently large time steps, the differences can be substantial. We note
that the IMC equations have been adapted for deterministic methods. Although the
implementation changes between Monte Carlo algorithms that solve the IMC and
IMC-TDF equations are minor, modifications to a deterministic method for the IMC
equations are not straightforward. Therefore, the enhancements to IMC developed
in this chapter for Monte Carlo algorithms would be problematic to implement in a
deterministic algorithm.
We numerically tested the accuracy of the IMC-TDF equations by considering
linear and nonlinear gray, 0-D problems. For the linear problem, we demonstrated
that the IMC-TDF equations are second-order accurate in ∆t. This matches the
order of accuracy in the IMC equations with α = 0.5, although this value of α is
almost never used in computational implementations of the IMC equations due to
inaccuracies that appear when ∆t is sufficiently large. For the nonlinear problem,
little gains in accuracy were observed, and the IMC-TDF equations were found to be
just as susceptible to overshooting as the IMC equations. However, when the IMC-
TDF equations are combined with the temperature-estimation algorithm described
in Chapter V, large gains in accuracy occur, indicating that a better treatment of
the temperature-dependent problem data is a much more important effect than the
employment of fn(t).
We considered Monte Carlo solutions of the IMC-TDF equations applied to a
gray, nonlinear, Marshak wave problem. For these problems, we demonstrated that
the IMC-TDF equations do not violate the maximum principle to the same extent
that the IMC equations do on corresponding problems. This leads to more accurate
estimates of the wavefront location. We also considered a combination of the IMC-
TDF equations with the temperature estimation algorithm presented in Chapter V.
This combination of approaches led to a substantial suppression in the maximum
principle violation that occurs in the corresponding IMC temperature solutions. We
compared the relative computational costs of four IMC-TDF calculations to corre-
sponding IMC calculations and noted that the general trend is that the IMC-TDF
calculations require more CPU-time. This is anticipated because (i) the IMC-TDF
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method emits more energy from its Ur,n term (which requires more particles) in any
given time step, (ii) the IMC-TDF method requires the calculation of logarithm and
exponential functions that have no counterpart in the IMC method. We reported that
increasing the size of the time step – and in one case, the spatial grid size – increases
the relative cost of an IMC-TDF calculation. Comparisons of the temperature-FOM
essentially reflected the differences in calculation time; the IMC-TDF equations did
not exhibit significant reductions in relative error to compensate for their increased
cost in the worst case of the coarsest choices of grid parameters.
We also considered a frequency-dependent Marshak wave problem. Due to time
and resource constraints, we could not fully examine the effects of varying the spatial
and temporal grid sizes for this problem. We saw that using ∆t = 0.001 sh in the IMC
and IMC-TDF methods produced temperature profiles in agreement and comparable
temperature-FOMs. However, a calculation that employed ∆τ = 0.02 sh led to an
8-fold increase in the CPU time for the IMC-TDF equations relative to the IMC
equations. The majority of calculation time for the IMC-TDF method with this
relatively large time step size occurs during the first time step, in which a large
number of effective scatter events must be simulated. To remedy this, we proposed
the use of a modified IMC-TDF method. The modified IMC-TDF method contains
a time-dependent Fleck factor that combines the IMC-TDF and IMC Fleck factors
so that the effective scattering ratio of the modified Fleck factor is limited by the
effective scattering ratio of the traditional IMC Fleck factor [see Eq. (6.63)]. This
should produce a method that is more accurate than the IMC method without the
associated increase in cost for large time step sizes, although we were not able to
numerically test this hypothesis.
To summarize the future work recommended in this chapter, the numerical re-
sults should be extended to multi-dimensional problems, and parametric studies of
the spatial and temporal sizes should be performed. For instance, we demonstrated
that for small time step sizes in gray and frequency-dependent Marshak wave prob-
lems, the IMC-TDF equations can require less CPU-time than the IMC equations.
Further reductions in the time step size should also be investigated. Additionally, the
computational performance of the IMC-TDF equations could likely be enhanced by
the diffusive approximations described in [25] and [26]. As a transition to the intro-
duction of a fully time-dependent Fleck factor, one could consider replacing fn in the
IMC equations with fn(t) defined by the IMC-TDF equations, or using Eq. (6.21)
to implement an adaptive α in the traditional IMC method. We also proposed a
modified time-dependent Fleck factor in Eq. (6.63) that is a combination of the IMC-
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TDF and IMC Fleck factors. This modified IMC-TDF approach should improve the
accuracy of the IMC equations for small time steps while preventing the substantial
increase in computation time that occurs if the desired time step is large and the
problem contains optically-thick spatial regions.
220
Chapter VII
A Global Weight Window
In the introduction to Chapter VI, we discussed that the efficiency of IMC cal-
culations has been improved by using the diffusion approximation [25] [26]. In these
methods, a modification of the particle transport process in the IMC algorithm is
made in order to obtain the desired increase in efficiency. These modifications require
additional approximations to the IMC equations. If the parameters that “turn on”
these approximations are properly chosen, then the IMC calculation proceeds more
rapidly without a substantial degradation in accuracy. In particular, the method
due to Fleck and Canfield [25] is commonly used. Another enhancement technique
requires recasting the TRT equations using a difference formulation [57] [58]. The
IMC approximations are then applied to a radiation equation for the additive correc-
tion to the problem’s equilibrium condition. This relatively new technique has been
demonstrated to be more efficient in problems that contain regions that are near
equilibrium. However, Smedley-Stevenson has found that the difference formulation
may be fundamentally incompatible with traditional IMC because of the statistical
noise that can be introduced from negative particle weights [58].
By contrast, variance reduction techniques for Monte Carlo problems are well-
known to increase the efficiency in the solution estimate without a required modifica-
tion to or approximation of the underlying equations. Variance reduction techniques
should also be compatible with the diffusion-approximation methods in [25] and [26].
However, the employment of “standard” Monte Carlo variance reduction techniques
described at the end of Chapter III (Russian roulette, particle splitting, and weight
windows) has not, until recently [16], been a practical choice for TRT problems. This
is due to a distinction that must be made between Monte Carlo problems that are
local in nature, in which the solution is desired in a relatively small portion of phase
space, and problems that are global, in which solutions must be obtained throughout
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phase space.
Variance reduction techniques for local problems exploit the locality of the solu-
tion phase space to increase the efficiency of each history. If we consider a source-
detector problem, then the detector and the regions containing the flight paths of
particles that are most likely to journey to the detector are important, whereas re-
gions far removed from these flight paths are not. The variance in the detector
response may be reduced by ensuring that Monte Carlo particles follow these flight
paths with a high probability, but without biasing the mean of the solution. Typi-
cally, this is achieved by employing a weight window method as described in Chapter
III. However, determining the proper average weight throughout the problem phase-
space requires much trial-and-error and an experienced, patient code user to adjust
the parameters to an acceptable level. We note that it is sometimes possible to
automatically and dynamically adjust these parameters during the Monte Carlo cal-
culation [14]. If the problem is “simple enough” to determine a proper weight window
by trial-and-error or by an adaptive Monte Carlo process, then its solutions should
generally contain less variance and require shorter computational times. However,
if the weight window is chosen poorly, the variance could become worse and/or the
computational time could increase.
The choice of a proper average particle weight therefore becomes the “categorical
imperative” for Monte Carlo variance reduction techniques. It has been shown that
the “important” regions of a source-detector problem are proportional to the inverse
of the adjoint solution, in which the detector region is employed as an adjoint source
term [15]. Hybrid deterministic-Monte Carlo approaches exploit this fact by employ-
ing a deterministic calculation to obtain a global estimate of the adjoint solution, and
then setting the inverse of the adjoint solution as the center of a weight window in a
Monte Carlo calculation. It is not necessary to obtain a highly accurate adjoint solu-
tion, but generally, more accurate deterministic solutions yield more efficient Monte
Carlo calculations.
Unfortunately, the use of an adjoint solution is not directly applicable to global
Monte Carlo problems. Recently, Cooper and Larsen have demonstrated that the
weight window for global problems should be proportional to the forward solution
[16] [17]. As we shall demonstrate, choosing the weight window in this way implies
that the Monte Carlo particle number density should be more spatially uniform
than the corresponding neutron (or photon) number density, which may contain
large gradients. This more equal redistribution of Monte Carlo particles throughout
the problem’s phase space reduces the statistical errors in the usually problematic
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low-neutron (or photon) density regions. Using this approach, Cooper was able to
numerically obtain figures of merit (FOMs) in 2-D steady-state neutron transport
problems that are much higher than corresponding Monte Carlo calculations that
used absorption weighting only. In his thesis, Cooper also examined the application
of the forward weight window scheme to a 1-D, gray, nonlinear TRT problem, with
mixed success. In this chapter, we develop a weight window for nonlinear gray
and frequency-dependent problems. However, the method presented in this chapter
contains a primary difference in character from that presented in Cooper’s research
for the following reasons.
Cooper did not consider energy (or frequency) dependent problems in his thesis,
but it is implicated that the weight windows for such problems be energy or frequency
dependent, according to the forward solution of the multigroup radiation equation.1
We shall discuss this in greater detail later; for now we assert that choosing weight
windows in this way gives each energy (or frequency) group in the Monte Carlo
problem roughly equally-distributed Monte Carlo particle densities. Although this
procedure should lead to more uniform statistics in every energy group, it does not
reflect the physical importance of the underlying problem, and for problems with a
large number of energy groups, it can lead to a hugely expensive calculation in which
all energy groups, even the ones that are relatively unimportant, receive the same
degree of computational effort. For example, a recent task at Oak Ridge National
Laboratory required a global Monte Carlo solution of an entire reactor building to
estimate the neutron dose (energy absorbed) [61]. Peplow reportedly attempted a
multigroup application of Cooper’s method, but we found the required calculation
times to be prohibitively long. This is likely because each neutron energy group is
not equally important with regard to the contributed dose. Peplow remedied this
problem through an interesting combination of the adjoint and forward solutions of
deterministic transport problems, which we do not consider in this thesis.
Instead of using frequency-dependent weight windows that give all particle fre-
quencies equal importance, in this chapter we consider the use of a frequency-
averaged (gray), forward weight window generated from the Quasidiffusion proce-
dure in Chapter V [Eq. (5.14a)]. This implies that the Monte Carlo particle number
density will therefore have (in the limit of an infinite number of particles) the same
frequency distribution as the underlying radiation intensity. We have learned that
1Technically, a further adjustment must be made for neutron transport problems – the weight
window should actually be made proportional to ψ/v, where v is the neutron speed and ψ is the
angular flux, equal to v times the neutron number density.
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Terry Adams of Los Alamos National Laboratory has employed some form of this
procedure to solve time- and energy-dependent, multidimensional neutron transport
problems with reported success [51]. However, because his results are unpublished,
the specifics of his approach are unclear.
We also note that a competing hybrid method has been proposed by Wollaber
and Larsen (and by Becker, Wollaber, and Larsen) for global radiation transport
problems that may be applicable to TRT problems [62] [63]. In this “correcton”
method, a deterministic procedure is used to generate an estimate of the forward
scalar intensity, and a Monte Carlo procedure is used to solve an equation for the
multiplicative correction to the estimated intensity. This method was considered in
detail during the course of this research. It was found to be very successful for a series
of 1-D gray, linear and nonlinear TRT problems, but it did not perform adequately
on frequency-dependent problems. For this reason and due to time constraints, we
decided not to pursue this method further. However, Becker is continuing to develop
the method for steady-state, energy-dependent neutron transport problems.
We begin this chapter by motivating the use of a frequency-averaged, forward
solution of the TRT radiation equation. In his thesis, Cooper provides a similar, but
more heuristic motivation [17]. Our motivation is based upon the Monte Carlo num-
ber density M(x, µ, ν, t, w) defined in Chapter III, in which w is the particle energy-
weight. Using M , we compare the differences between using a global weight window
that is centered about the exact forward solution throughout all of phase space
(x, µ, ν, t) and a weight window that is centered about a frequency- and angularly-
collapsed version of phase space (x, t). We then describe the basic algorithm we use
for generating a weight window center wc(x). Essentially, the algorithm capitalizes
on the frequency- and angle-averaged scalar intensity solution 〈I〉n+1 produced by
the deterministic Quasidiffusion algorithm in Chapter V. In that Chapter, 〈I〉n+1
was calculated solely to generate an estimate of the temperature Tn+1; afterwards, it
was discarded. Here, we re-employ it by setting wc(x) = 〈I〉n+1. After wc(x) is calcu-
lated, a weight-window IMC algorithm is performed over the time step tn ≤ t ≤ tn+1
to generate new solutions of Tn+1 and In+1 that supersede the solutions obtained by
the deterministic Quasidiffusion method.
In his thesis, Cooper also presented a deterministic Quasidiffusion calculation
to estimate the forward intensity [17]. However, he limited his analysis to 1-D,
nonlinear, gray problems. The Quasidiffusion equations he generated are superior
for gray problems in that they are automatically flux-limited, but they are not easily
extendable to frequency-dependent problems.
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We also discuss an enhancement that modifies the weight window for Marshak
wave problems. At any time, a 1-D Marshak wave problem can be roughly divided
into three spatial regions: the regions behind, in the vicinity of, and ahead of the
wavefront. Accurate solutions are desired in the regions behind and in the vicinity
of the wavefront, but regions ahead of the wavefront – where the solution is typically
near equilibrium – are relatively unimportant. The enhancement we propose modifies
the weight window generated by the deterministic calculation to prevent excessive
particle tracking and its associated increase in computation time in regions ahead of
the wavefront. Cooper discussed a related modification in his thesis [17], but later,
after difficulties were encountered, he remarked that it was likely “too crude.”
After motivating the use of this weight window, we numerically test the procedure
on a series of gray and frequency-dependent Marshak wave problems. We compare
the FOMs and computation times between the IMC method and its enhancement us-
ing weight windows. We also compare a combination of the temperature estimation
technique presented in Chapters V with the global weight window technique defined
here, as they are algorithmically compatible. We examine the Monte Carlo parti-
cle densities to assess the claims that using a weight window defined by a forward
calculation should more uniformally spatially distribute the Monte Carlo particles.
To be clear, the following is a list of the essential distinctions between the hybrid
global weight window discussed in Cooper’s thesis and the method presented here.
1. Frequency (energy) dependence is not considered in Cooper’s thesis.
2. Cooper’s discussion of the forward weight window requires the use of a multi-
group deterministic calculation and subsequently-defined multigroup weight
windows. Our weight window is based upon the frequency-averaged, forward
scalar intensity.
3. Cooper employs an adaptive updating technique that recalculates the weight
windows based upon incremental improvements in the statistical properties of
the Monte Carlo estimate of the Eddington factors. This is implemented by pe-
riodically pausing the Monte Carlo calculation and re-running the deterministic
calculation. This process is essential in steady-state problems, but likely not as
important in TRT problems where the solution of the previous time step usually
provides an adequate estimate of the Eddington factors. Cooper also reported
that this process can produce statistical instabilities in the IMC calculation.
By contrast, we do not consider adaptively updating the Eddington factors or
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frequency-averaged opacities; during each time step, the deterministic method
and IMC method occur exactly once, and in order.
4. Cooper’s gray Quasidiffusion equations are derived so that they are automati-
cally flux-limited. Unfortunately, his derivation of the Quasidiffusion equation
for gray problems cannot easily be extended to frequency-dependent problems
while preserving their flux-limiting property. By contrast, our Quasidiffusion
equation (derived in Chapter V is based upon an accurate treatment of the
frequency-averaged TRT equations, although it is not flux-limited.
5. It is not clear that Cooper addressed the issue of energy conservation when
Russian rouletting is used. Our implementation of Russian roulette, discussed
in Chapter III, rigorously conserves energy.
6. Cooper proposed an enhancement, or modification to the weight window to pre-
vent excessive particle splitting ahead of the wavefront. The method we propose
is more sophisticated, although likely suboptimal. For instance, Cooper’s mod-
ification to the weight window is “binary” in space: it turns on or off whenever
a certain condition is met. Our modification is spatially continuous.
7. The Marshak wave problems that we consider are more difficult than those
considered in Cooper’s thesis, as ours contain larger differences between the
boundary and initial temperatures and are more optically-thick. Also, Cooper’s
numerically-obtained FOMs represented relatively marginal improvements over
the IMC method. Our numerically-obtained FOMs are typically an order of
magnitude superior to the IMC method.
We note that the use of a global weight window should not affect the stability
characteristics of the IMC method. We also note that the use of a weight window
affects only the variance, and not the mean, of the problem solution, in the limit of
an infinite number of particle histories.
7.1 A Global Weight Window
In his thesis, Cooper argued that the center of a weight window for a global
particle transport problem should be obtained using an estimate of the the forward
solution [17]. We begin our discussion by revisiting that assertion and putting it
upon a more solid foundation using the notation defined in Eq. (3.43). The intensity
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I is related to the Monte Carlo number density M by:
I(x, µ, ν, t) =
∫ ∞
0
cwM(x, µ, ν, t, w) dw , (7.1)
where w is the energy-weight of the Monte Carlo particle, as discussed in Chapter
III. Cooper’s claim is that in a “perfect” global Monte Carlo procedure, the center
of the weight window should be proportional to the forward solution I. For a very
thin weight window, this corresponds to stipulating that M be of the form:
M(x, µ, ν, t, w) = M̂(x, µ, ν, t)δ (cw − I(x, µ, ν, t)) , (7.2)
where M̂ is (for now) an unknown Monte Carlo particle density that is independent
of the energy-weight. We note the constant of proportionality c is the speed of light
for this argument, but in a “real” Monte Carlo algorithm, this must be modified to
account for the actual number of particles used to represent a unit of the radiation
energy. Substituting Eq. (7.2) in Eq. (7.1), we may solve for M̂ :
I(x, µ, ν, t) =
∫ ∞
0
cwM̂(x, µ, ν, t)δ (cw − I(x, µ, ν, t)) dw ,
I(x, µ, ν, t) = I(x, µ, ν, t)M̂(x, µ, ν, t) ,
M̂(x, µ, ν, t) = 1 . (7.3)
This demonstrates that setting the center of an “infinitely thin” weight window to
be exactly proportional to the forward solution produces a Monte Carlo particle
density that is independent of space, time, angle, and frequency. In other words, this
hypothetical Monte Carlo algorithm will uniformly distribute Monte Carlo particles
throughout all phase space. This is advantageous if the solution is desired throughout
all regions of phase space, as would be assumed from the moniker “global problem”.
Often, despite the use of the term “global”, this behavior is not what is de-
sired. For instance, in TRT problems, an accurate temperature solution may be of
more interest than an accurate intensity solution over all possible frequencies. Thus,
although the method defined by Eq. (7.2) represents the correct starting point, it
is reasonable to relax the requirement that all portions of phase space be equally
populated. Additionally, the mechanics of implementing an angle and frequency-
dependent weight window can be complicated, as they can introduce “extra” calcu-
lations into the problem that are not necessary if adequate resolution in angle and
frequency is not desired. Therefore, instead of defining a weight window based upon
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Eq. (7.2), we propose the following modification:
M(x, µ, ν, t, w) = M̂(x, µ, ν, t)δ (cw − 〈I〉 (x, t)) , (7.4)
where we have used the angle bracket notation (as in Chapter V) to indicate inte-
gration over all directions [µ] and frequencies [ν] and M̂ is again to-be-determined.
The difference between the weight window center in Eq. (7.2) and Eq. (7.4) is the ex-
clusion of angle- and frequency- dependence. Substitution of Eq. (7.4) into Eq. (7.1)
gives:
I(x, µ, ν, t) =
∫ ∞
0
cwM̂(x, µ, ν, t)δ (cw − 〈I〉 (x, t)) dw ,
I(x, µ, ν, t) = 〈I〉 (x, t)M̂(x, µ, ν, t) ,
M̂(x, µ, ν, t) =
I(x, µ, ν, t)
〈I〉 (x, t)
. (7.5)
If we integrate Eq. (7.5) over all angles and frequencies, we obtain:
ˆ〈M〉(x, t) = 1 . (7.6)
Thus, the Monte Carlo particle density from this modified weight window center is not
uniform over all phase space; it is only uniform over position and time. Furthermore,
Eq. (7.5) says that the frequency-angle distribution of M should be proportional to
the frequency-angle distribution of I. This implies that using a weight window center
defined in Eq. (7.4) produces a scheme in which the importance of the frequency and
angle distributions of the Monte Carlo particles is exactly matched to that of the
physical problem (“physically important” photon frequencies match the “numerically
important” Monte Carlo particle frequencies). For the following reasons, this treat-
ment should be superior to assuming that each frequency is equally important, as is
assumed if Eq. (7.2) is used to set the weight windows.
First, an estimate of the center of the weight window generally must be made
available to the Monte Carlo algorithm prior to the calculation. If that estimate
contains full phase-space dependence, then it is just as difficult to generate the es-
timate as it is to perform the Monte Carlo calculation; a full transport solution
is necessary. By contrast, excluding the angle and frequency variables from phase
space as in Eq. (7.4) simplifies and reduces the cost of the weight window calcula-
tion. Also, even if a weight window such as Eq. (7.2) could be made available to
the Monte Carlo calculation, it would be costly to implement. For instance, when
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an effective scatter event occurs in the IMC calculation, a photon changes its fre-
quency. If the photon emerges from an effective scatter at a frequency for which
the the weight window center defined in Eq. (7.2) is relatively low then it must be
split. Since the frequency-dependence of the Planck function, for instance, varies by
several orders of magnitude, then the required amount of splitting could become ex-
cessive if the difference between the entering and emerging frequencies is sufficiently
large. Additionally, although angle-dependent weight windows have been demon-
strated to be successful [17] [63], they can be difficult to extend to problems that
contain anisotropic scattering (we do not consider such problems in this thesis, but
more general TRT problems do contain anisotropic scattering). Finally, even if these
implementational issues of using Eq. (7.2) could be overcome, a uniform distribu-
tion of Monte Carlo particles in all frequencies is still undesirable. According to
the frequency-dependence of the absorption opacity, certain frequencies are actually
more important than others with respect to their contribution to the temperature
solution. Thus, an equal distribution of particles among all frequencies would“waste”
time following particles in relatively unimportant frequencies.
7.1.1 The Global Weight Window Algorithm
In Chapter V, we discussed a temperature estimation algorithm that involves the
solution of frequency-averaged (gray) Quasidiffusion equation as an intermediate step
to obtain an estimate of the temperature at the end of the upcoming time step Tn+1.
We then numerically demonstrated that using a properly time-averaged temperature
T∗ to evaluate the problem data in a subsequent IMC calculation over the same
time step produces a much more accurate solution. However, after generating T∗,
we discarded the gray, scalar intensity information generated by the solution of the
Quasidiffusion equation – in Chapter V, this information was solely a means to obtain
the temperature estimate.
Instead of discarding the gray scalar intensity 〈I〉n+1, we propose using it to set
the center of the weight window wc(x). This weight window center is of the form
depicted in Eq. (7.4); the only difference is that the scalar intensity generated from
the temperature estimation algorithm is approximate. This is permissible so long as
the weight window center is sufficiently accurate to capture the spatial and temporal
variation of the IMC intensity solution, and the width of the weight window is large
enough to accommodate any errors. Generally, more accurate weight window centers
should produce more efficient Monte Carlo solutions.
To be more clear, the “temperature estimation” algorithm described in Chapter
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V is modified in the following way. During a time step tn−1 ≤ t ≤ tn, a frequency-
dependent IMC calculation is performed. Throughout the calculation, the quantities
σI , σρ, and E [defined in Eqs. (5.5) (5.13) and (5.12)] are averaged over frequency
and angle. These data are then provided to the Quasidiffusion method, which uses
them to estimate 〈I〉n+1 (and, if desired, Tn+1 and the time-average temperature T∗)
for the upcoming time step tn ≤ t ≤ tn+1. The estimate of the gray, scalar intensity
solution 〈I〉n+1 is then used as the center of a weight window wc(x) for an IMC
calculation over the same time step tn ≤ t ≤ tn+1. The IMC solution of In+1 (and
Tn+1) then supersedes the solution produced by the Quasidiffusion method.
In Chapter V, we discussed the Quasidiffusion method in detail. There, we ap-
plied a Quasidiffusion approximation to the TRT equations [Eqs. (5.14)], performed
an implicit time-discretization [Eqs. (5.26)], defined an iteration procedure to im-
prove their accuracy [Eqs. (5.36)], and provided a finite volume spatial discretization
[Eqs. (5.57)]. The solution procedure of the Quasidiffusion equations for a general
time step tn ≤ t ≤ tn+1 is summarized in the following algorithm.








3. For each spatial cell k, initialize the quantities in Eqs. (5.35).
4. Solve the system given by Eqs. (5.57) for φ = 〈I〉n+1.
5. For each spatial cell k, update T
(i+1)
n+1 according to Eq. (5.36b) and Eq. (5.36c).
6. If converged or iteration is not desired, stop iterating. If not, set i← i+ 1 and
begin again at step 2.
7. Provide 〈I〉n+1 to the IMC calculation to be set as wc(x), the center of a
weight window. Optionally, provide T∗ [generated from the latest iteration of
Eqs. (5.33)] to improve the evaluation of the temperature-dependent problem
data, although this is not fundamental to the weight window algorithm.
The user has the flexibility of specifying the width of the weight window about wc(x),
depending upon their confidence in the estimate of the forward solution generated
by the Quasidiffusion approximation. In Chapter V, we discussed some of the defi-
ciencies in the approximation. One deficiency of the Quasidiffusion equation given
as Eq. (5.14) is that it is not flux-limited. Another is that it must use “old” estimates
of the Eddington factors (although Cooper discusses a way of adaptively updating
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them during the IMC calculation, which we do not consider). The net result is that,
in general, if a given TRT problem and desired time step size is expected to pro-
duce relatively inaccurate estimates of the forward intensity, then the weight window
width may be increased accordingly.
We remark on a particularity of our implementation of the weight window in the
IMC algorithm. As described in Chapter V, the Quasidiffusion algorithm does not
produce a continuous spatial representation of 〈I〉n+1 (x); it generates zone-averaged
data. In our implementation, we have chosen to fit the zone-averaged data to a
continuous spatial representation of the form:
wc(x) = αke
βkx , xk−1/2 ≤ x ≤ xk+1/2 , (7.7)
where αk and βk are zone-dependent parameters chosen to satisfy continuity condi-
tions in the gray scalar intensity 〈I〉n+1 at the zone boundaries2. Thus, although the
Quasidiffusion estimate is spatially discontinuous, the weight window employed in
the IMC equations is continuous. This detail is not fundamental to the hybrid global
weight-window concept; spatially discontinuous or alternative functional forms of
the intensity could also be considered. However, an exponential spatial distribution
should be relatively accurate in a Marshak wave problem, and the employment of
a spatially-continuous weight window should be less sensitive to changes in the grid
size.
To implement the weight window in the IMC calculation, we introduce an ex-
tra variance reduction particle weight wVR – separate from the energy-weight – that
is used only for variance reduction purposes (splitting and Russian roulette). In
Chapter III, we discussed how each particle receives roughly the same amount of
energy-weight upon its birth. This quantity varies depending upon a user-controlled
parameter that dictates the desired number of particles per unit of radiation en-
ergy. By contrast, at particle birth, the particle variance reduction weight wVR is set
equal to wc(x) generated from the functional fit of the forward solution of the de-
terministic algorithm. After particle birth, the particle’s energy weight and variance
reduction weight are proportional for the remainder of the calculation. For instance,
if absorption weighting is used, then both the particle variance reduction and energy
weights are reduced by the scattering ratio upon a collision event. When the vari-
ance reduction weight wVR exceeds the upper weight window, then it is split, and
2The zone-averaged solution data are linearly interpolated to approximate nodal (zone-
boundary) data. Equations for αk and βk are then solved using the nodal data.
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both particle weights (w and wVR) are reduced accordingly. All of the other particle
properties (location, direction, frequency, etc.) remain unchanged. When wVR falls
below the lower weight window, then the Russian roulette mechanism described at
the end of Chapter III is employed to either “kill” the particle or increase both par-
ticle weights such that the variance reduction weight is near the center of the weight
window wc(x). We recall from Chapter III that the Russian roulette mechanism
rigorously conserves energy in the following way. Whenever a particle is “killed”, its
energy-weight is allocated to spatially-dependent energy bank (this occurs relatively
frequently). Later, if a particle survives the Russian roulette (this occurs relatively
rarely), it is only permitted to draw upon the energy that exists in the bank. This
implies that particles may briefly exist in the simulation such that wVR is below the
lower weight window, but this is necessary to ensure energy conservation.
For a generic TRT problem in which accurate solutions are sought throughout
the entire spatial domain, this method should be expected to increase the efficiency
of the IMC calculation (provided that the weight window width is properly cho-
sen). However, certain TRT problems exist in which accurate solutions are not
desired throughout the entire spatial domain of the problem. One example of this
is Marshak wave problems, for regions ahead of the wavefront. We next discuss a
modification to the weight window for Marshak wave problems that should produce
more efficient solutions than either the traditional IMC method or the IMC method
with the “default” weight window center wc(x) ≈ 〈I〉n+1 (x).
7.1.2 A Modification for Marshak Waves
Marshak wave problems can be divided into three regions: (1) the region behind
the wavefront, in which the spatial gradient of the temperature solution is small, (2)
the region in the vicinity of the wavefront, in which the temperature solution varies
rapidly, and (3) the region ahead of the wavefront, in which the gradient is small
and the problem is generally in near-equilibrium at the initial temperature. Accu-
rate temperature solutions are sought in regions 1 and 2, in which the temperature
wave has already propagated through and is propagating, respectively. Ahead of the
wavefront, in region 3, relatively unimportant problem physics is occurring, as this
region is usually in near-equilibrium at the initial temperature of the problem (if the
spatial boundary is vacuum, some cooling may occur, otherwise region 3 is relatively
slowly being heated by high-frequency photons).
Using a weight window center wc(x) = 〈I〉n+1 (x) treats all of the spatial regions
with equal importance, as may be seen in Eq. (7.6). This is undesirable, especially
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when particles moving from the relatively high-density regions 1 or 2 reach region 3,
where they would typically be forced to undergo computationally-intensive particle
splitting. However, we can capitalize on this a priori knowledge of the TRT prob-
lem by modifying the weight window in advance to prevent the potential “waste” of
computational resources in region 3.
We define wmin as the minimum weight window center to be used in the prob-
lem. For a Marshak wave problem, this usually corresponds to the initial problem




We would like to avoid excessive particle tracking (especially splitting) in spatial
zones for which wc(x) ≈ wmin, as these zones may usually assumed to be near equi-
librium (in region 3). We therefore propose the following modification to the weight












We note that ε appears twice in Eq. (7.9). One could consider using different values
in each location, but we did not. Figure 7.1 depicts the modified weight window
center wm as a function of w when wmin is set to 0.1 for ε = 0.05, ε = 0.01, and
ε = 0.001. The effect of decreasing ε is to make the modification more rapid as w
approaches wmin. We note that if ε is not sufficiently small, then the modified weight
window may inadvertently “clip” weights that are relatively large compared to the
minimum weight (as when ε = 0.05 in Figure 7.1 – the logic imposes wVR > 0.4,
which is 4 times the desired minimum weight). If ε is chosen to be very small, then
the continuous function begins to approach a δ function at the lower weight cutoff,
which essentially introduces a discontinuity. For our numerical problems, we set
ε = 0.01.
We next consider the spatial effects of using the modified weight window in
Eq. (7.9). Figure 7.2 depicts modified weight windows wm(x) with ε = 0.05, ε = 0.01,
and ε = 0.001, and the unmodified weight window wc(x) = 〈I〉 (x). The example un-
modified weight window wc(x) was numerically generated by the deterministic Qua-
sidiffusion solution in a gray, dimensionless Marshak wave problem with ∆x = 0.025
and ∆τ = 0.1 at a time midway in the IMC calculation. For this problem, the initial
scalar intensity – and wmin – are 0.0001. In Figure 7.2, each of the modified weight
windows successfully raises the weight window center in the region ahead of the wave-
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Figure 7.1: An example of the modified weight window center wm as a function of
the unmodified weight window center wc for ε = 0.05, 0.01, and 0.001.
In this fictional example, the lowest desired weight for particle tracking
is 0.1. This represents a single point in space.
front (region 3). This implies that there should be fewer Monte Carlo particles in
region 3. Decreasing the value of ε increases the modified weight window throughout
region 3. We also observe that decreasing the value of ε changes the rapidity with
which the modified weight windows change in the vicinity of the wavefront (region
2). This is an important characteristic, as it affects the Monte Carlo particle density
in region 2. For ε = 0.05, wm(x) begins to increase somewhat early in region 2.
This is undesirable, as it would decrease the amount of Monte Carlo particles there.
When ε = 0.01 (which is the value that we use in our numerical calculations), the
weight window increase begins to occur at the leading edge of the wavefront. When
ε = 0.001, the weight window increase also occurs at the leading edge of the wave-
front, but it is more dramatic in that it rapidly climbs to a value that is comparable
to the weight window behind the wavefront (region 1). We note that none of the
modified weight windows has a discernible effect in region 1.
We note that Cooper proposed a similar modification to the weight window in
Marshak wave problems in his thesis [17]. His modification is to raise the top of the
weight window to “infinity” (any value large enough to eliminate splitting) whenever
the predicted temperature solution is less than 105% of the initial temperature:
Tn+1(x) ≤ 1.05 T (x, 0) .
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Figure 7.2: The unmodified weight window center wc(x) = 〈I〉 (x) and modified
weight window centers wm(x) for ε = 0.05, 0.01, and 0.001 for an ex-
ample Marshak wave problem with an initial scalar intensity of 0.0001.
Our proposed modification is different in that (i) it is a spatially-continuous modifica-
tion, and (ii) the center of the weight window is adjusted. Therefore, our modification
reduces the probability of particle splitting and increases the probability of Russian
roulette in region 3, whereas Cooper’s modification only eliminates splitting. Later
in his thesis, Cooper remarked that his modification may be “too crude.” [17] We
believe that our proposed modification represents an advancement, but it is likely
not optimal.
We remark that it may be possible to determine a nearly-optimal value of the
weight window for Marshak wave problems, or for other generic global Monte Carlo
problems. In Chapter III, we provided the IMC equations with a more rigorous Monte
Carlo interpretation by introducing the particle energy-weight as an additional pa-
rameter [see Eqs. (3.45)]. In this chapter, we have discussed a modification to these
equations by defining a global weight window, but we have not derived the associ-
ated modification to Eqs. (3.45). The introduction of Russian roulette and splitting
in the IMC implementation corresponds to “extra”, unaccounted-for particle sinks
and sources in Eqs. (3.45). If some relatively simple assumptions are made regarding
the computational cost of the particle tracking, then these modified equations could
be deterministically solved (for sufficiently simple problems) to directly obtain an
a priori estimate of the FOM. Such a procedure has been developed for variance
reduction methods that employ the “exponential transform” with angular biasing
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in frequency-independent, 1-D problems, but it does not account for weight win-
dow techniques [64] [65]. Using the Monte Carlo equations that contain the weight
window terms, one could relatively rapidly determine the approximate effect of any
proposed weight window on the FOM. Alternatively, one could analyze the equa-
tions to determine, for instance, when the expected number of particles that must
be tracked will be greater than the number of particles introduced into the problem
– a “criticality” condition. Such an event occurs if the upper weight window is set
to sufficiently low. When this occurs, the number of split (“daughter”) particles can
rapidly exceed the computational memory resources. As future work, we would like
to consider a derivation and solution of a version of Eqs. (3.45) that contains these
additional terms that correspond to Russian roulette and splitting.
7.2 Numerical Results
In this section we numerically test the assertions of the previous section on a
series of nonlinear Marshak wave problems. We consider both gray and frequency-
dependent problems as well as “natural” and modified global weight windows.
As in previous chapters, we remark that the relative errors used to calculate the
FOM are obtained by running multiple (25 or more) independent simulations of the
problem and calculating the sample errors.
7.2.1 Gray Marshak Waves
In Chapters IV and V and VI, we considered a series of gray Marshak wave
problems in order to assess the validity of the stability theory and the accuracy
gained by the temperature estimation and IMC-TDF methods. The hybrid global
weight window that we have proposed affects neither the stability characteristics nor
the accuracy of the IMC method (except for the expected reduction in statistical
variance). For the sake of consistent comparisons, we have chosen to test the global
weight window method using a subset of the spatial and temporal grids employed
for the same 1-D, gray, nonlinear Marshak wave problem.
This problem is described by setting q = 0.14, σ = T−3, and the initial tem-
perature to 0.1. The specific heat is set to the constant value 7.14. We impose an
isotropic right boundary condition equal to the initial temperature and an isotropic
left boundary condition at a unit temperature. We consider a slab that is 4 cm wide.
This implies that the slab is initially 4,000 mean free paths thick, but only 4 mean
free paths thick once equilibrium is reached. We track the wavefront up to ∆τ = 40
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mean free times to emission. The spatial grid and time step sizes are varied, and
each problem is solved using a Monte Carlo algorithm.
Numerical results for the “traditional” IMC method are provided in Chapters IV
and V. Specifically, Table 5.1 provides the maximum temperatures of the Marshak
wave over variable values of ∆τ and ∆x at the fixed time τ = 8 mean free times for
emission. Also, Table 5.2 depicts the estimate of the wave location when τ = 38.
These tables demonstrate that reducing the size of the spatial grid or increasing the
size of the time step can lead to violations of the maximum principle and correspond-
ing inaccuracies in the estimate of the wavefront location. The temperature profiles
were also presented graphically for the second column and third row of Table 5.1 in
Figures 5.6(a) and 5.6(b).
In this section, we consider four permutations of the IMC method applied to this
problem. To delineate the differences between these IMC methods, we introduce the
following notation for the different methods:
• IMC: A traditional implementation of the IMC equations.
• IMC-WW: An application of the unmodified weight window wc(x) generated
from the Quasidiffusion equation to the IMC equations.
• IMC-MWW: An application of the modified weight window wm(x) scheme, in
which information about the wavefront is used to suppress splitting ahead of
the wavefront in the IMC solution.
• IMC-MWW-T∗: A combination of modified weight windows wm(x) and the
IMC-T∗ method presented in Chapter V. This is a natural extension of both the
IMC-MWW method and the IMC-T∗ method, since it uses all of the information
generated from the deterministic calculation.
Unless indicated otherwise, in each of the problems that use a weight window, the
lower weight cutoff is set to 0.1 times the weight window center, and the upper weight
cutoff is 10 times the weight window center. This is a relatively large, conservative
window width.
Earlier, we claimed that the IMC-WW method should not affect the mean of the
temperature solution. Here, we demonstrate that the global weight window method
successfully reproduces the temperature distribution obtained by the traditional IMC
method. Figure 7.3 depicts “snapshot” temperature profiles using a traditional IMC























Figure 7.3: Temperature profiles at τ = 8 and τ = 38 for an IMC simulation (solid)
and an IMC-WW simulation (dashed) [the results are nearly indistin-
guishable], with ∆x = 0.025 and ∆t = 0.1.
and ∆τ = 0.1. As anticipated, the IMC and IMC-WW solutions agree; they are
essentially indistinguishable.
We next consider the raw computation time required to obtain the solutions
for a variable choice of spatial and temporal grid parameters. Table 7.1 depicts
the consumed CPU-time in hours for each of the four methods. The CPU-times
presented in Table 7.1 represent those obtained from a serial implementation of the
Monte Carlo algorithm on an Apple PowerMac consisting of dual 2.7 Ghz processors.
Each of the simulations used 10,000 particles per unit (dimensionless) energy, and
25 independent simulations were performed. We briefly remark that the general
trend in all of the methods is for an increase in cost when the spatial grid size is
reduced (this introduces more boundaries into the problem, at which the particles
must intermittently pause), and when the time step size is decreased, which implies
that more particles must be stopped and stored in the census.
Inspection of Table 7.1 reveals that using IMC with no weight window for this
problem takes much longer (as much as 14 times for IMC-MWW when ∆τ = 2,
∆x = 0.025) than any of the methods that employ a weight window. The IMC-
WW and IMC-MWW methods require essentially the same amounts of time for this
problem, which indicates that for this problem, the number of IMC particles that
travel ahead of the wavefront (in region 3) must be small to begin with. This situation
is more likely to occur in gray problems than in frequency-dependent problems, as
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Table 7.1: Comparison of computational times between IMC, IMC-WW, IMC-
MWW, and IMC-MWW-T∗ for a gray, nonlinear Marshak wave problem.
The unit “h” indicates CPU-hours (not wall-clock time).
∆τ\∆x 0.025 0.2 Method
0.1 6.61 h 3.35 h IMC
0.78 h 0.30 h IMC-WW
0.78 h 0.31 h IMC-MWW
0.78 h 0.30 h IMC-MWW-T∗
2.0 2.53 h 2.09 h IMC
0.19 h 0.22 h IMC-WW
0.18 h 0.22 h IMC-MWW
0.64 h 0.21 h IMC-MWW-T∗
each Monte Carlo particle “sees” the same opacity in gray problems, whereas high-
frequency photons in frequency-dependent problems are much more likely to travel
ahead of the wavefront. In all but the case for which ∆τ = 2 and ∆x = 0.025, the
IMC-MWW-T∗ method requires the same amount of CPU-time as the other weight
window methods. The exception occurs because using T∗ to evaluate the opacities has
a significant effect on the accuracy of the wavefront location – the wavefront in the
IMC method is much too shallow. Because the IMC-MWW-T∗ method produces a
more penetrating (and more accurate) Marshak wave, it requires more computational
effort; this should not be perceived as a disadvantage for this case.
The required computation time is an important, but not comprehensive indicator
of the efficacy of the different Monte Carlo methods. A better indicator is the FOM,
which includes a measure of the relative error. For instance, if the order-of-magnitude
reduction in the CPU-times for the weight window methods correspond with larger
increases in the relative error, then there would be no real advantage to using the
weight window. Fortunately, this is not the case. Figure 7.4 depicts a semilog plot
of the temperature-FOMs for each of these methods at τ = 38. The IMC-MWW,
IMC-MWW-T∗, and IMC-WW methods are all comparable, and roughly superior
to the IMC method by an order of magnitude. This indicates that the spatially-
dependent relative statistical errors in the temperature estimates produced by each
of the methods is roughly equivalent; the reduction in CPU-time seen in Table 7.1
is the primary contributor to the differences in the temperature-FOMS. Throughout
this thesis, we have primarily focused on the temperature solutions of Marshak wave
problems, as opposed to radiation solutions. In this chapter, the relative error in

















Figure 7.4: Temperature-FOM profile at τ = 38 for a gray Marshak wave prob-
lem solved using the IMC, IMC-WW, IMC-MWW, and IMC-MWW-T∗
methods with ∆τ = 0.1 and ∆x = 0.2 cm.
primarily designed to minimize the variance of the intensity [see Eq. (7.4)]. The
increased temperature-FOM observed in the weight window methods is essentially a
byproduct of this effect.
The scalar intensity solution at τ = 8 and τ = 38 is plotted in Figure 7.5 for
the IMC (solid) and IMC-WW (dashed) methods with ∆x = 0.025 and ∆t = 0.1.
As in the temperature solution, the use of a weight window does not (and should
not) affect the mean of the scalar intensity solution. We note that the larger spatial
variation in the radiation wave is essentially due its approximately T 4 temperature
“dependence” – small spatial variations in temperature correspond to relatively large
variations in the intensity.
Figure 7.6 depicts a semilog plot of the radiation-FOMs for each of these methods
at τ = 38. As with the temperature-FOMS, the IMC-WW, IMC-MWW, and IMC-
MWW-T∗ methods are all comparable, and approximately an order of magnitude
superior to the IMC method. The small jump in the FOM at the right side of the
slab is due to the small, but nonzero amount of radiation that enters from the right
boundary at the initial temperature.3
3In our implementation of the IMC method, we force the creation of Monte Carlo particles
whenever a boundary or inhomogeneous source is present to ensure energy conservation. If the
boundary temperature is small (as it is here), then these particles may have relatively smaller
























Figure 7.5: Scalar intensity profiles at τ = 8 and τ = 38 for an IMC simulation
(solid) and an IMC-WW simulation (dashed) [the results are nearly in-

















Figure 7.6: Radiation-FOM profile at τ = 38 for a gray Marshak wave problem solved
using the IMC, IMC-WW, IMC-MWW, and IMC-MWW-T∗ methods
























Figure 7.7: Monte Carlo particle density profiles at τ = 38 for a gray Marshak wave
problem solved using the IMC, IMC-WW, IMC-MWW, and IMC-MWW-
T∗ methods with ∆τ = 0.1 ∆x = 0.2 cm.
We next consider one of the factors of the particle-tracking mechanics that could
cause the order of magnitude difference in the temperature- and radiation-FOMs:
the Monte Carlo particle density. To calculate the numerical Monte Carlo particle
density, we increment a density tally by one – regardless of the particle’s energy-
weight – when it goes to the census at the end of the time step.
Figure 7.7 depicts a semilog plot of the numerically-obtained particle densities at
τ = 38 for the IMC, IMC-WW, IMC-MWW, and IMC-MWW-T∗ methods with ∆τ =
0.1 and ∆x = 0.2 cm. The IMC method generally contains a much larger number of
particles in all regions of the problem than any of the weight window methods. This
is because the IMC method does not have any mechanism of removing the low-weight
particles4, whereas the weight window methods employ Russian roulette. We also
note that there is a peak in the particle density that occurs in the vicinity of the
wavefront, whereas each of the other methods has a density profile that looks roughly
like the temperature wave. The peak in the IMC particle density occurs because of
4In our implementation of IMC, this is not strictly true – there is an extremely small lower
energy-weight cut-off (10−100) below which particles are not followed. We remark that whatever
cut-off is used, it must be low enough that it should not affect the problem solution. An alternative
to using a cut-off is to “turn off” absorption weighting after a user-determined number of collisions
or low-weight threshold is crossed. These approaches are more ad-hoc than Russian roulette but
can improve the efficiency of the IMC method in region 3, potentially at the expense of accuracy
in region 2.
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the temperature-dependence of the opacities. In region 1, behind the wavefront, the
opacities are relatively thin (approximately 1). In region 3, ahead of the wavefront,
they are thick (approximately 1000). This means that particles spatially transport
relatively freely until they reach region 2, the vicinity of the wavefront, where they
undergo a large number of collisions. As they collide, their weights (energy-weight
and wVR) are reduced according to the effective scattering ratio. Thus, in region 2,
a large number of low-weight particles “pile up” in the IMC method.
We also observe that near the left boundary in Figure 7.7, the IMC method
has relatively fewer particles than in region 2, whereas the weight window methods
have a more uniform spatial distribution throughout region 1. This more spatially-
uniform behavior of the weight windows follows directly from Eq. (7.6), which says
that weight windows based on the spatial dependence of the forward solution should
have spatially-uniform Monte Carlo particle number densities. The mechanism by
which this occurs in region 1 is likely particle splitting.
In region 3 of Figure 7.7, the IMC method has a larger number of particles than
do any of the weight window methods. Each method introduces some number of
particles into region 3 during the time step due to the nonzero Ur,n term. However,
without a lower weight window, there is no mechanism for the IMC method to re-
move the low-weight particles.The weight window methods, by contrast, use Russian
roulette to reduce the photon population in region 3. This further demonstrates the
value of the deterministic calculation, as it provides the crucial information to the
Monte Carlo method that permits it to “know” the location of region 3 and not waste
time following particles with low weights.
We conclude our discussion by noting that the IMC-WW and IMC-MWW meth-
ods are essentially comparable for this frequency-independent problem. The distinc-
tion in these two methods will become more important for the frequency-dependent
problem, since for those problems high-frequency Monte Carlo particles are much
more likely to transport ahead of the wavefront.
Altogether these results show that the global weight window successfully econo-
mizes the particle-tracking; it does not waste time following particles that are much
lower than the average particle weight.
7.2.2 Frequency-Dependent Marshak Waves
We next consider using global weight windows on the frequency-dependent Mar-
shak wave problem that we analyzed in Chapters V and VI. In this problem, c ≈
300 cm/sh (recall 1 sh = 10−8 s), and a = 0.01372 jk/cm3-keV4 (by comparison, in
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the gray problem, we set c = a = 1). The initial condition is an equilibrium state
with T = 0.01 keV. At t = 0, the left side of the slab is subjected to an isotropic
burst of radiation at temperature T = 1 keV. The right boundary temperature is
set to the constant, initial temperature. The slab size is 4 cm thick. The opacity
coefficient [γ in Eq. (2.7)] is set to 200. The Planck mean opacity is therefore 30.8T−3
which means, at equilibrium (T = 1), the slab is 123.2 Planck mean free paths thick,
whereas at the initial condition T = 0.01, it is 123.2 ×106 Planck mean free paths
thick. The specific heat is set to 0.1 jk/keV-cc. We consider temperature solutions
up to 1 sh. In each of the below problems, the spatial grid size ∆x is set to 0.2 cm.
As in Chapters V and VI, the frequency-dependent problems were computation-
ally simulated by implementing a parallel Monte Carlo algorithm on a homogeneous,
distributed memory cluster of 3.4 GhZ machines, each with 2 Gigabytes of memory.
Each of the problems was performed by requesting 20 nodes of the 105-node reserv
Linux cluster in the Nuclear Engineering division of Argonne National Laboratory
Each problem was simulated using 100,000 particles/jk. To estimate relative errors
and calculate figures of merit, each problem was independently simulated 50 times;
the relative errors were then calculated using the sample error. All timing results
refer to the sums of the computational times (not wall-clock times) reported by each
processor.
Using a time step of ∆t = 0.001 sh, the above-described frequency-dependent
problem was simulated using the IMC, IMC-MWW, and IMC-MWW-T∗ methods.
For this problem, it was not possible to obtain solutions using the IMC-WW method
(the method that uses an unmodified global weight window). When the IMC-WW
method was attempted for this problem, the requested memory to follow the daughter
particles due to particle splitting exceeded the available memory on the machines,
despite their relatively large (2 GB per node) capacity. Even raising the upper
weight window to 100wc(x) did not remedy this. This demonstrates that weight
windows generated for an assumed-global problem should not blindly be applied to a
sufficiently difficult problem that is truly only semi-global in nature (i.e., the region
ahead of the wavefront does not fundamentally affect the problem solution). For
this problem at least, it is necessary to restrict the application of the weight window
only to regions where the Marshak wave is expected to be. This also indicates the
importance of developing a satisfactory logic system for modifying the weight window,
which could be supported by the development and analysis of the previously discussed
equation for the Monte Carlo particle density M that contains terms corresponding

























Figure 7.8: Temperature profiles at t = 0.3 sh and t = 1 sh for a frequency-dependent
Marshak wave problem solved using the IMC (solid) and IMC-MWW
(dashed) methods with ∆t = 0.001 sh.
The temperature profiles at t = 0.3 sh and t = 1 sh using the IMC (solid) and
IMC-MWW (dashed) methods are depicted in Figure 7.8. The IMC and IMC-MWW
profiles are in general agreement, but there is a discrepancy between them at the
wavefront for t = 1 sh; the IMC-MWW solution is slightly ahead of the IMC solution.
This could be due to an inaccuracy in the treatment of the Russian roulette process.
We recall that for a Russian roulette particle to survive the rouletting process, it
must draw upon the available energy in a zone-dependent bank into which particles
that do not survive the process have their energy deposited. For a spatial zone that
contains a large portion of the wavefront, this could lead to an unphysical conduction
of the radiation. Particles might roulette and deposit energy into the left part of the
zone, behind the wavefront, and then other particles might survive the rouletting
procedure at the leading edge of the wavefront. Also, because the particle frequency
information is not stored when its energy is deposited into the bank, this could ease
the transport process for high-frequency particles – a high-frequency particle (which
is more likely to be at the leading edge of the wavefront) could “use” the energy
contributed into the bank by the low-energy particles (which are more likely to be
behind the wavefront).
Alternatively, in our implementation of the Russian roulette method, the excess
energy in the zone-dependent roulette energy banks is dumped into the material at
the end of the time step to conserve energy. Typically this energy is small, but it
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could potentially contribute to an unphysical heating of the material in the vicinity
of the wavefront.
It is not clear to what extent the above-described effects may have contributed
to the difference in the wavefront locations for the IMC and IMC-MWW methods at
t = 1 sh in Figure 7.8. Both of these effects can be mitigated by using smaller grid
sizes. We also note that a related form of the unphysical heat conduction problem
has always existed in the IMC equations and has been addressed to some extent.
Because the temperature is calculated using an integral over the spatial zone, in the
most straightforward implementation of the IMC equations, the locations at which
the particles deposit their energy is lost (this is the implementation that we employ).
For spatial zones in the vicinity of the wavefront, this implies that although most of
the energy may have been deposited in one side of the zone, during the subsequent
time step the spatial locations of the heat-source particles are sampled uniformally.
Alternatively, it is possible to keep a tally that determines not only the correct
integrated temperature, but also a slope. Thus, the heat-source particle location
may be sampled according to a linear spatial function. Such a fix could also be
extended to the Russian roulette procedure, although we do not consider that here.
It could also be modified to account for particle frequencies. For instance, relatively
coarse frequency-dependent energy banks could be employed.
Table 7.2 depicts the computational time required by each of the methods to
simulate the frequency-dependent problem. The IMC method requires approximately
30 times longer to simulate than the modified weight window methods, indicating
that the modified weight window methods are much more efficient in particle tracking.
We also report again that the unmodified weight window method (IMC-WW) did
not complete due to memory issues. In Table 7.2, we also observe that the IMC-
MWW-T∗ method takes about 7% longer than the IMC-MWW method. In Chapter
V, we reported that the IMC-T∗ method takes approximately 30% longer than the
IMC method. This indicates that the modified weight window (i) lessens the timing
discrepancy between the IMC and IMC-T∗ methods (from 30% to 7%), and (ii) more
than compensates for the increase in required CPU-time observed in Chapter V (the
IMC method takes about 30 times longer than the IMC-MWW-T∗ method).
Figure 7.9 depicts the temperature-FOMs at t = 0.9 sh for the IMC, IMC-MWW,
and IMC-MWW-T∗ methods. In general, the weight window methods are at least an
order of magnitude superior to the IMC method. Judging from the spatial variation
in the solution and the data in Table 7.2, this difference appears to be mostly at-
tributable to the differences in computation times. This is an exciting result, given
246
Table 7.2: Comparison of computational times between IMC, IMC-WW, IMC-
MWW, and IMC-MWW-T∗ for a frequency-dependent Marshak wave



















Figure 7.9: Temperature-FOM profile at t = 0.9 sh for a frequency-dependent Mar-
shak wave problem solved using the IMC, IMC-MWW, and IMC-MWW-
T∗ methods with ∆t = 0.001.
that the problem is numerically difficult problem and the deterministic Quasidiffusion
method and weight window modification logic are relatively simple. This strongly
suggests that these already-impressive results could likely be further improved.
We next consider the scalar intensity solution, as it is this quantity for which
the weight window is generated. Figure 7.10 provides a semilog plot of the gray,
scalar intensities at t = 0.3 sh and t = 1 sh for the IMC (solid) and IMC-MWW
(dashed) methods. We note that for t = 0.3 sh, the IMC intensity solution is larger
than the IMC-MWW solution well ahead of the wavefront, although the solutions
behind and in the vicinity of the wavefront agree well. This is acceptable since the
IMC-MWW method is designed to limit particle tracking ahead of the wavefront,



















Figure 7.10: Scalar intensity profiles at t = 0.3 sh and t = 1 sh for a frequency-
dependent Marshak wave problem solved using the IMC (solid) and
IMC-MWW (dashed) methods with ∆t = 0.001 sh.
solutions, the IMC-MWW method predicts a wavefront that is slightly ahead of the
IMC solution, as occurred in the temperature profiles (see Figure 7.8). This effect
could be due to an unphysical conduction that emerges from the treatment of the
Russian roulette process, as was discussed previously.
Figure 7.11 provides a semilog plot of the radiation-FOMS at t = 0.9 sh for the
IMC, IMC-MWW, and IMC-MWW-T∗ methods. As with the temperature-FOMS,
the weight window methods are at least an order of magnitude improved over the
traditional IMC solution. This should largely be due to the approximately 30-fold
reduction in computational time depicted in Table 7.2. We again remark that this
achievement could likely be further improved by further development in the deter-
ministic method and weight window logic.
Next, we return to our assertion that the Monte Carlo particle densities should
be more spatially uniform in the weight window methods. Figure 7.12 provides a
semilog plot of the Monte Carlo particle number densities at t = 0.9 sh for the IMC,
IMC-MWW, and IMC-MWW-T∗ methods. As in the gray problems, the weight
window methods have an advantage over the IMC method since there is less spatial
variation in region 1 due to Eq. (7.6), less piling-up of low weight particles in region
2 due to Russian roulette, and fewer overall particles, also due to Russian roulette.
There is less spatial variation in the Monte Carlo particle densities for the weight
















Figure 7.11: Radiation-FOM profiles at t = 0.9 sh for a frequency-dependent Mar-
shak wave problem solved using the IMC, IMC-MWW, and IMC-
MWW-T∗ methods with ∆t = 0.001.
in spatial variation in the regions behind and in the vicinity of the wavefront can
be directly explained by Eq. (7.6). Also, the difference between the IMC and IMC-
MWW particle densities in region 3 is about an order of magnitude. We recall
that for the modified weight window in Eq. (7.9) we have chosen ε = 0.01 in our
implementation of the IMC method, which corresponds to about a factor of 100
difference in the weight window center in Figure 7.2. Since our weight window
extends for an order of magnitude about the weight window center (the upper cut-
off is 10wc(x); the lower cut-off is 0.1wc(x)), this, together with the fact that the
unmodified weight window does not converge for this problem, is an indication that
the modified weight window is working correctly.
7.3 Summary
In this chapter, we have considered the introduction of a global angle- and
frequency-independent weight window. This weight window is based on the de-
terministic, gray, (forward) Quasidiffusion equations presented in Chapter V. Using
this weight window in a global TRT calculation helps to automatically globally redis-
tribute the particles throughout the spatial problem domain, decrease the required





















Figure 7.12: Monte Carlo particle densities at t = 0.9 sh for a frequency-dependent
Marshak wave problem solved using the IMC, IMC-MWW, and IMC-
MWW-T∗ methods with ∆t = 0.001 sh.
We motivated the use of a forward weight window by using the Monte Carlo
number density M defined in Chapter III. We showed that setting a weight window
center to be proportional to the full forward problem solution implies a uniform
Monte Carlo particle number density. We then argued that a superior solution for
TRT problems is to set the weight window to be proportional to only the space-time
elements of phase space (not frequency or angle).
We presented a global weight window algorithm that is based on the temperature-
estimation algorithm provided in Chapter V. The primary modification is to employ
the estimate of 〈I〉n+1 generated by the deterministic method as the weight window
center in a subsequent IMC calculation over the same time step.
We considered a modification of this weight window for Marshak wave prob-
lems. These problems are better described as “semi-global”, since the region ahead
of the wavefront is relatively unimportant. The modification is intended to prevent
excessive particle tracking in the region ahead of the wavefront, which is in near-
equilibrium at the initial temperature. The modification we propose is continuous
in space, and it raises the center of the weight window to prevent particle split-
ting and promote rouletting in regions that are near the initial temperature. The
modification could likely be further improved upon. We suggested modifying the
IMC equations with weights [Eqs. (3.45)] to include terms that correspond to parti-
cle rouletting and splitting to assist the analysis of alternative modifications and the
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general analysis of weight windows for variance reduction. In numerical tests for gray
and frequency-dependent Marshak wave problems, we demonstrated that the mod-
ified weight window successfully decreases the spatial variation in the Monte Carlo
particle number density in the region behind and in the vicinity of the wavefront.
The weight window also reduces the overall number of particles, which implies that
the weight window better economizes the Monte Carlo particle tracking.
We tested several weight window schemes against traditional IMC for several gray
and frequency-dependent Marshak wave problems. In general, the FOMs obtained
by the weight window methods were at least an order of magnitude superior to the
traditional IMC methods, and required an order of magnitude less computational
time to complete. We confirmed the assertion that the weight window better econo-
mizes the particle tracking by more uniformly distributing the Monte Carlo particles.
We saw that for sufficiently difficult (frequency-dependent) Marshak wave problems,
it is necessary to incorporate some logic in the weight window to preclude splitting
in regions where the solution is assumed to be unimportant. Otherwise, the Monte
Carlo solution can exceed the machine memory requirements, which can disallow
completion of the problem. In the frequency-dependent Marshak wave problem, we
observed that an unphysical conduction occurred late in the problem for the IMC-
MWW method as compared with the IMC method. We believe that this is due to
the energy-conserving Russian roulette mechanism. This may be remedied by in-
troducing within-zone spatially- and/or frequency-dependent roulette-energy banks,
similar to what has historically been proposed to prevent unphysical conduction in
the heat source particles.
The global weight window algorithm defined and employed in this chapter is
similar to a weight window proposed by Cooper [16] [17], but there are several key
distinctions.
1. Frequency (energy) dependence is not considered in Cooper’s thesis.
2. We better motivate the use the forward weight window and argue that it should
not contain frequency dependence.
3. We do not adaptively update the Eddington factors by pausing the Monte Carlo
calculation and resolving the deterministic method. Including this feature could
be investigated as future work.
4. Cooper’s gray Quasidiffusion equations are flux-limited. Ours are not, but
they attempt to include an accurate representation of the frequency-dependent
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problem physics that does not appear possible using Cooper’s derivation.
5. Our weight window technique rigorously conserves energy.
6. Our modified weight window is more sophisticated (although probably still
sub-optimal).
7. The numerical problems we consider are more difficult, and we obtain better
FOM results.
As future work, we recommend further development of the deterministic Quasidif-
fusion method and the weight window modification for Marshak wave problems. Each
of these areas stands to further advance the already-impressive FOM results shown in
this chapter. The results in this chapter should also be extended to multidimensional
problems, and further parametric studies should be performed with variations in the
problem data and grid sizes. The use of Cooper’s adaptive method of updating the
Eddington factors (and, by extension, the frequency- and angle-averaged opacities)
might also improve the weight window and temperature estimates. Finally, alter-
native Russian roulette mechanisms that contain within-zone spatially-dependent




The IMC method due to Fleck and Cummings [21] has historically been the dom-
inant Monte Carlo approach to solving radiative transfer problems. In this thesis, we
have scrutinized the IMC method in an attempt to better understand how it should
be implemented, determine when it will produce unphysical temporal oscillations,
enhance its accuracy, and improve the efficiency of solution. The following remarks
concern the new material presented in this thesis.
In Chapter III we explicitly provided the 1-D IMC equations with a Monte Carlo
interpretation by introducing energy-weight as an independent variable. We also
discussed the difference between energy-weight and the concept of particle weight
used in Monte Carlo neutron transport. Finally, we presented a Russian roulette
variance reduction scheme that conserves energy, and we motivated the technique
presented in Chapter VII to determine how it should be used.
In Chapter IV, we developed a linear stability theory for the IMC equations
applied to a 1-D, gray, nonlinear problem. We did this by considering a dimensionless
form of the 1-D, gray TRT equations, deriving the IMC approximation to these
equations, and forming equations for first-order additive perturbations to a specified
equilibrium condition. We then related the the magnitude of these perturbations
at the beginning and end of the time step through an amplification factor ρ. To
obtain ρ, we considered spatial solutions described by Fourier modes eiξz and found
it necessary to assume that the radiation intensity is separable in space and angle.
These assumptions limited the applicability of the stability theory to sufficiently
small ξ (slowly-varying spatial oscillations) and sufficiently large time steps ∆t. After
finding ρ, we proved that the IMC equations are unconditionally stable (|ρ| < 1).
The theory reveals the conditions under which the IMC equations produce damped,
temporal oscillations (−1 < ρ < 0). We were then able to provide monotonicity
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conditions for the solutions of the IMC equations, although they are likely too strong
to be of practical use. Numerical tests confirmed that the linear stability theory is
accurate when problems contain slowly-varying spatial modes and large time steps.
These are also the conditions for which one should expect temporal oscillations to
be greatest in magnitude.
Using this knowledge, we presented a simplified, 0-D version of the stability the-
ory in algorithmic form. We used it to reproduce the limiting case ξ = 0 of the
1-D results, and we used it again on the IMC equations applied to a linear prob-
lem. From this, we reproduced the monotonicity condition on the IMC equations
for a linear problem that are due to Mosher and Densmore in [31]. We further
demonstrated that the character of the amplification factor is retained when IMC is
applied to linear problems, which indicates that damped, temporal oscillations are
a fundamental feature of the IMC equations (i.e., more accurate treatments of the
temperature-dependent data in nonlinear problems do not substantially affect the
stability characteristics of the IMC equations). The 0-D stability theory algorithm
is used extensively throughout the later chapters and in Appendix A. It has proved
to be a powerful tool in its simplicity and its ability to produce sometimes surprising
results.
The stability theory was found to be an inadequate indicator of when the IMC
equations applied to a Marshak wave problem would satisfy the maximum principle
that the TRT equations satisfy, discussed in [27]. Using numerical experiments, we
found that the conditions under which the maximum principle is satisfied are strongly
linked to both the spatial and temporal grid sizes, much like a CFL condition (even
though the IMC equations automatically satisfy the true CFL condition). This re-
lationship should be further explored, as it may be possible to derive a stricter form
of the CFL condition to determine when the IMC equations will satisfy the max-
imum principle. Additionally, it may be possible to extend the stability theory to
frequency-dependent problems. Finally, we plan to comprehensively apply the stabil-
ity theory to other time-discretizations of the TRT equations in a future publication,
particularly those in [24], in which 5 different methods are considered and contrasted.
After considering the stability properties of the IMC equations, we turned our
attention to accuracy-enhancing techniques. The first of these is the temperature
estimation and evaluation algorithm presented in Chapter V. Recognizing that the
temperature-dependent problem data in the IMC equations has traditionally been
limited to evaluation at the beginning of the time step, we motivated the use of a
more accurate temperature to evaluate these data. Starting from the 1-D form of the
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TRT equations, we derived a system of gray, Quasidiffusion equations that contain
frequency- and angle-averaged problem data generated from the IMC solution over
the previous time step. We then discretized the equations over time and space to
describe a sample deterministic procedure that may be used to solve them. The
simplified Quasidiffusion equations are much more efficient to deterministically solve
than the Monte Carlo solution of the IMC equations and should produce reasonably
accurate solutions. We also derived a properly time-averaged temperature T∗ at
which the opacities are evaluated in the subsequent IMC calculation of the upcoming
time step.
Overall, the temperature estimation algorithm proceeds in the following way.
During a time step tn−1 ≤ t ≤ tn, a frequency-dependent IMC calculation is carried
out. Throughout the calculation, certain problem data are averaged over frequency
and angle. These data are then provided to the new Quasidiffusion method to esti-
mate the temperature Tn+1 for the upcoming time step tn ≤ t ≤ tn+1. The average
temperature T∗ is generated and passed to the IMC method, which then uses it to
evaluate the temperature-dependent problem data. The IMC equations are then
used to produce solutions over the same time step tn ≤ t ≤ tn+1 using the more
accurate problem data. The solution obtained by the IMC equations supersedes
the solution produced by the deterministic Quasidiffusion equation. We refer to the
IMC method that uses temperature-dependent problem data evaluated at T∗ as the
IMC-T∗ method.
From numerical experiments, we found that the IMC-T∗ method can produce
much more accurate results than the traditional IMC method. For a nonlinear 0-
D problem, we saw that the IMC-T∗ method helps ameliorate the “overshooting”
that can occur as an IMC solution attempts to reach an equilibrium condition, dis-
cussed in [30]. For a series of nonlinear, gray Marshak wave problems, we saw that
the temperature estimation algorithm produces temperature solutions that reduce
or eliminate violations of the maximum principle generated by the corresponding
traditional IMC solution. In a frequency-dependent Marshak wave problem solved
using two values of ∆t, the IMC-T∗ and IMC methods were found to produce nearly
identical temperature solutions and comparable temperature-FOMs.
We observed that that IMC-T∗ simulation can take slightly longer than the IMC
simulation due to an increase in the Monte Carlo particle collision density in the
region ahead of the wavefront. This increase in cost can be more than compensated
for by employing a modification of the global weight window presented in Chapter
VII. We also observed that the Monte Carlo estimator for the frequency- and angle-
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averaged opacity σρ can be noisy, which leads to statistical noise in the deterministic
temperature solution of the Quasidiffusion equations. To ameliorate this, we pro-
posed, but were not able to investigate, an alternative estimator that should remove
some of the statistical noise.
The Quasidiffusion equations presented in Chapter V are not flux-limited; this
limits their accuracy, although not to the same extent that would be expected had
diffusion equations been used. As future work, it may be possible to derive equa-
tions that are flux limited or to introduce flux-limiters to these equations. We also
implicated the use of different average temperatures for each of the temperature-
dependent problem data [β, σ, and b(ν)], although we observed that using T∗ based
upon the average value of σ alone produced substantial gains in accuracy. Alterna-
tively, one could consider evaluating these data with a time-dependent temperature
that is continuous throughout the time step. For example, the temperature could
be based upon a linear fit of Tn and the deterministically-estimated value of Tn+1.
We also motivated the use of the deterministic Quasidiffusion algorithm as a means
to adaptively determine the correct time step size; for this the algorithm may be
employed equally well by Monte Carlo or deterministic transport methodologies. To
complete its analysis, the method should be extended to 2- or 3-D problems.
An alternative way to enhance the accuracy of the IMC equations is to remove
one of the more dubious approximations that takes place during their derivation.
This was the focus of Chapter VI. The removal of this approximation led to IMC
equations that contain a time-dependent Fleck factor fn(t), which we refer to as the
IMC-TDF equations. We argued and numerically demonstrated that the IMC-TDF
equations should be more accurate than the IMC equations. We also discussed the
implementation differences between the IMC and IMC-TDF equations and showed
that they are minor. Using the time-average of the time-dependent Fleck factor,
we proposed (but did not test) an adaptive value of the user-defined parameter α
that could be used as a simple first step towards a full implementation of the IMC-
TDF equations. We demonstrated that the IMC-TDF equations are unconditionally
stable, but contain monotonicity conditions on the temperature solutions that are
slightly worse than the IMC equations.
We tested the IMC-TDF equations on a linear 0-D TRT problem and showed
that they are second-order accurate in ∆t. For nonlinear problems, the IMC-TDF
equations are first-order accurate in ∆t due to the approximate treatment of the
temperature-dependent problem data. We tested the IMC-TDF equations on several
gray Marshak wave problems and found them to be more accurate than the IMC
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solutions in most cases; the IMC-TDF equations produced temperatures solutions
with decreases in the violation of the maximum principle and improvements in the
estimate of the wavefront locations relative to the IMC solutions. We also numerically
tested the IMC-TDF equations in conjunction with the IMC-T∗ method proposed in
Chapter V on a gray Marshak wave problem and found this combination to be more
accurate than any of the individual IMC, IMC-TDF, and IMC-T∗ methods. We
considered timing studies of several gray Marshak wave problems, and we noted
that the IMC-TDF and IMC methods require comparable amounts of CPU-time
unless large time steps are used, in which case the IMC-TDF method required up
to 23% more time. The FOMs obtained for these problems essentially reflected the
difference in the required CPU-times. We compared the IMC and IMC-TDF methods
for a frequency-dependent Marshak wave problem. We verified that the temperature
solutions obtained by both approaches are comparable, and we saw that the IMC-
TDF method can be slightly more efficient (13%) than the IMC calculation. However,
when we increased the time step size by a factor of 20, the IMC-TDF method required
8 times more CPU-time than the IMC method.
Because the effective scattering ratio in the IMC-TDF equations is time depen-
dent in that it asymptotically approaches 1 throughout the time step, the IMC-TDF
equations can contain spatial regions that require more effective scattering collisions
than do the IMC equations. This factor, coupled with a gain in the amount of
radiation energy that must be simulated due to the Ur,n term, can lead to a substan-
tial increase in the cost of the IMC-TDF equations relative to the IMC equations.
We proposed, but did not test, a modified version of the IMC-TDF equations that
should limit the increase in computational cost in the IMC-TDF equations for rel-
atively large time steps while preserving the accuracy enhancements observed for
small time steps. Also, a combination of the IMC-TDF equations with one of the
diffusion theory based enhancements to the IMC equations such as in [25] or [26]
should also improve the overall calculational performance.
In Chapter VII, we proposed a frequency- and angle-independent global weight
window for the Monte Carlo solution of the IMC equations. Cooper has previously
considered a global weight window for the IMC equations [16] [17], and we discussed
the differences between his and our approach at length in Chapter VII. Our weight
window is centered upon the forward gray, scalar intensity solution produced by the
same deterministic Quasidiffusion equations used in Chapter V. We argued that us-
ing our weight window should produce a Monte Carlo particle number density that is
uniform in space and time but whose frequency- and angle-dependence match those
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of the forward intensity solution (in the limit of an infinite number of histories). Us-
ing a frequency-independent weight window (i) precludes the need for a multigroup
deterministic calculation, (ii) prevents particle splitting from group to group, and
(iii) does not attempt to uniformally distribute the Monte Carlo particles through-
out frequency space, which is arguably less efficient than allowing the particles to
distribute according to the frequency-dependence of the problem. To implement the
lower weight window, we used the Russian roulette algorithm discussed in Chapter
III that rigorously conserves energy.
We proposed a simple modification to the weight window for use in Marshak
wave problems. This modification is designed to limit the number of particles that
are tracked in the region ahead of the wavefront by raising the weight window center
in that location. We noted that this modification could likely be further improved
upon, but in numerical tests, it was found to be adequate. We refer to the IMC
method that uses a modified weight window as the IMC-MWW method.
We numerically tested the IMC-MWW method on gray and frequency-dependent
Marshak wave problems, and demonstrated approximately an order-of-magnitude im-
provement in the FOMs. For the frequency-dependent Marshak wave problem, the
modified weight window was necessary to obtain solutions – the unmodified weight
window method was not able to complete due to computer memory restrictions. For
this problem we also observed a discrepancy in the solution profiles late in the calcu-
lation between the IMC and IMC-MWW methods that may be due to an unphysical
conduction that can occur in the Russian roulette mechanism. This problem can
likely be mitigated by using existing techniques for the IMC method that concern a
related unphysical conduction in the material temperature.
8.1 Coda
The IMC method has existed for over 35 years with only few modifications. The
intent of this research was to better understand the IMC method and to provide it
with several enhancements to improve its accuracy and efficiency, although much of
our material can be applied to other time-discretizations of the TRT equations. As
future work, each of these proposed enhancements requires further testing, and they
each should be extended to 2- and 3-D. We remark that none of the enhancements
discussed in Chapters V, VI, or VII is limited to 1-D. Essentially, each of the en-
hancements and analysis tools that we applied to the IMC equations represents a
promising first step along several paths that can be taken to improve Monte Carlo
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and deterministic simulations of TRT problems. The 0-D stability analysis that we
developed should be a useful tool for any TRT methods developer, for instance. Also,
the scope of the temperature estimation method that we proposed could be widened
to include acceleration or accuracy enhancements in deterministic methods, as well
as adaptive time step sizing for either Monte Carlo or deterministic methods. The
IMC-TDF equations that we developed successfully increased the accuracy and effi-
ciency for small- to average-size time steps, and the modification that we proposed
should further improve its calculational efficiency. The global weight window that
we presented can and should be applied to Monte Carlo methods other than IMC.
Two of our proposed enhancements – IMC-T∗ and IMC-MWW – rely on a rela-
tively inexpensive deterministic calculation that supports the Monte Carlo solution,
and we demonstrate that this hybrid deterministic-Monte Carlo approach can sub-
stantially increase both the accuracy and efficiency of the overall solution. The
emergence of hybrid methods is a relatively new phenomenon for global particle
transport problems. We hope that our results are compelling enough to motivate
additional research in this area, and that this will lead to increased collaboration






A 0-D Stability Analysis of the Carter-Forest
Equations
In 1973, two years after the Fleck and Cummings published their IMC paper, Carter
and Forest presented an alternative time-discretization of the TRT equations in an
unpublished technical report [23]. The derivation of the Carter-Forest (CF) method
is much more straightforward, avoids the introduction of any user parameters, and
should be more accurate than the IMC method. For instance, one can show that the
CF time-discretization is exact for a linear problem, while the IMC method is O(∆t)
when α = 1 and O(∆2t ) for α = 0.5 [46]. The CF method is more computationally
expensive, as it requires the computation of logarithms that do not exist in the
IMC method. In some regards, it is similar to the IMC-TDF method we discuss
in Chapter VI. For instance, the emission time for the photons is exponentially
distributed so that particles are more likely to be born near the beginning of the
time step. Because of the added cost, and perhaps for other reasons that are less
clear, the CF method has not received much attention since its introduction. Martin
and Brown recently included the CF method in a paper contrasting it with four
other time-discretizations, including IMC [24]. They also extended the CF method
to nonanalog transport schemes and demonstrated it to be more accurate than IMC
at a slightly increased computational cost [66]. However, no one has yet analyzed
the CF method to determine its stability characteristics.
By contrast, another time-discretization due to Ahrens and Larsen has more
recently been presented that shares many of the characteristics of the CF approach
[22]. Its derivation is straightforward, it is exact for the linear problem, and it should
be expected to be more accurate in general. It should also be slightly more expensive
to implement than IMC. While the implementation details of the CF and Ahrens-
Larsen methods differ, the final equations are remarkably similar. However, after
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implementing and testing the Ahrens-Larsen method on a gray, nonlinear problem,
we determined it to be numerically unstable. After developing the 0-D stability
analysis presented in Chapter IV, we then proved it to be conditionally stable1.
Because the Ahrens-Larsen and CF methods are so similar, we hypothesized that if
one was unstable, then both were. Fortunately, that is not the case. In the next
section, we perform the 0-D stability analysis algorithm presented in Chapter IV
upon the CF method applied to a typical, nonlinear problem.
A.1 0-D Stability Analysis
The first step of the algorithm is to derive the dimensionless, 0-D form of the
TRT equations applied to the problem of interest. For this, we choose the famil-
iar, representative problem data in which σ ∝ T−3 and cv = constant. Then, the























+ 4R = 4φ . (A.1c)
We next apply the Carter-Forest (CF) approximation to these equations. The
central approximations are that the opacities and β are frozen2 at tn. These ap-







and β ≈ βn implies that:
dR
dM
= 4M3 ≈ 4M3n . (A.3)
1We plan on reporting this in a future publication.
2In [23], a time-extrapolation procedure is discussed with an associated fitting procedure for the
temperature-dependent problem data. Here we do not consider time-extrapolations, as we do not
expect them to be employed in a modern implementation of the CF equations.
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and we observe that the material energy equations are no longer identical – the
equation for R contains no approximations, but the equations for φ and M do contain
approximations that are consistent with the conservation of energy.
To perform the CF method upon this problem, Eq. (A.4b) is solved exactly for R
and substituted into Eq. (A.4a). The resulting equation is then solved with a Monte
Carlo procedure [in [23], see Eq. (14)], and Eq. (A.4c) is also interpreted in a Monte
Carlo sense to tally the resulting temperature (as in Eq. (35) of [23]).3 Note that
no other approximations are made in the CF method. This is in stark contrast to
the IMC derivation; it is at this point that the user-parameter α is introduced, the
equation for R(τ) is averaged over a time step, and the resulting average data is
replaced by instantaneous data [see Eq. (4.89)]. It is from this difference that we
claim that the CF method should naturally be more accurate than the IMC method.





(q + 1−M), (A.5)













We may also eliminate R by integrating Eq. (A.3) using the initial condition Rn =
M4n:
R(τ)−Rn = 4M3n(M(τ)−Mn) ,
3It is not sufficient to solve Eq. (A.4a) and Eq. (A.4b) for φ(τ) and R(τ), and to then use
M(τ) = R(τ)1/4, as this does not conserve energy – energy conservation requires that we use
Eq. (A.4c) to calculate the new temperature. Therefore, φ and M are the central unknowns, while
R’s primary utility is to estimate the material radiation during the time step.
263
R(τ)−M4n = 4M3nM(τ)− 4M4n ,
R(τ) = 4M3nM(τ)− 3M4n . (A.7)
























+ 3Mn . (A.8)
This ordinary differential equation may be solved with an integrating factor to obtain
the following solution:
M(τ) =










Eq. (A.9) is the exact scaled-temperature solution of the CF method within a time
step τn ≤ τ ≤ τn+1.
Next, we examine a first-order perturbation in the initial condition such that:
Mn = 1 + εPn ,
and we look for a recursion relationship between Pn and Pn+1. It is useful to note


























n − q − 1 = 1 + εPn + q(1 + 4εPn)− (q + 1) = ε(4q + 1)Pn , (A.10b)
and
3qM4n + q + 1 = 3q(1 + 4εPn) + (q + 1) = 4q + 1 + 12qεPn . (A.10c)
Using Eqs. (A.10) in Eq. (A.9), we obtain [to O(ε)]:
1 + εPn+1 =







































Figure A.1: A contour plot of the amplification factor for the Carter-Forest method
applied to a 0-D, gray, nonlinear problem.
= 1 + εPne
−(4+1/q)∆τ . (A.11)
Equating the terms that are O(ε), we find that:
Pn+1 = e
−(4+1/q)∆τPn . (A.12)
The amplification factor for the first-order perturbation is therefore given by:
ρ(q,∆τ ) = e
−(4+1/q)∆τ . (A.13)
The last step is to analyze ρ to determine its stability, but it should be clear that
0 < ρ < 1. In other words, the CF method is unconditionally stable and should never
exhibit oscillations for this nonlinear problem. Figure A.1 depicts the amplification
factor over a logarithmic range of q and ∆τ . It is very similar in character to the
amplification factor obtained from the fully-implicit method used in the temperature-
estimation algorithm [see Figure 5.3].
From this analysis, we conclude that the CF method remains a promising ap-
proach that deserves more consideration. It is clearly advantageous over IMC from
the standpoints of accuracy and stability, and it has been reported that its required
increase in computational cost is not prohibitive [66]. Additionally, it should be
straightforward to apply the enhancements in Chapters V and VII to the CF method
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to further improve its accuracy and efficiency.
A.1.1 A Brief Comparison of the CF and Ahrens-Larsen Methods
For the interested reader, we summarize the essential difference between the CF
method and the Ahrens-Larsen (AL) method as follows. The fundamental difference
























There are further differences that concern the implementation details of the AL
equations; however, this factor of 4 difference between the relationship of Ur,n and
Um,n appears to be the fundamental contributor that makes the AL method only
conditionally stable despite the unconditional stability of the CF method. Addition-
ally, using a Monte Carlo implementation of the AL equations, we have numerically
verified that the temperature solutions can exhibit undamped temporal oscillations.
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