Abstract. In many real-world situations, the data cannot be assumed to be precise. Indeed uncertain data are often encountered, due for example to the imprecision of measurement devices or to continuously moving objects for which the exact position is impossible to obtain. One way to model this uncertainty is to represent each data value as a probability distribution function; recent works show that adequately taking the uncertainty into account generally leads to improved classification performances. Working with such a representation, this paper proposes to achieve feature selection based on mutual information. Experiments on 8 UCI data sets show that the proposed approach is effective to select relevant features.
Introduction
Nowadays, many machine learning and data mining applications have to cope with data that are inherently uncertain. This uncertainty can be caused by many different factors. As an example, measurement errors from unprecise devices or sensors with a too low resolution typically produce uncertain data. Moreover, in some applications involving continuously moving devices, the exact location of the objects is not always available or is not transmitted precisely due to privacy reasons. Eventually, data quantization or averaging from multiple measurements also lead to uncertainty.
All these reasons explain the recent interest in the development of data mining tools for uncertain data such as classification [1, 2, 3] , clustering [4, 5, 6, 7] or outlier detection [8] to name a few. [9] gives a nice overview on recent developments about uncertain data A convenient way to model the uncertainty of the data is to represent any value in the data set as an uncertainty region and to define a probability density function (pdf) over it. Using this approach, [1, 2] showed that adequately taking the uncertainty into account leads to better classification performances for the Gauthier Doquire is funded by a Belgian FRIA grant. decision tree and the Naive Bayes classifiers compared to the case where the values are used directly. In particular, choosing a Gaussian pdf centered in the value and with a well-chosen variance led to very satisfactory results. That is the reason why the same strategy is adopted throughout this paper. However, the proposed methodology can easily be extended to the uniform distribution or to uncertain data described by samples drawn from an underlying unknown distribution. Figure 1 illustrates the modelling of the uncertainty on data with uniform and Gaussian pdf. In this work, the problem of feature selection with uncertain data is considered; it is, to the best of our knowledge, the first time this problem is adressed. Feature selection is a very important preprocessing step for many pattern recognition problems, including classification. Its goal is to determine which (small) subset of features is the most relevant for a given task. Its benefits for classification can be numerous. First, it helps understanding the problem and interpreting the model by determining which factors really influence the output to be predicted. This is of crucial importance for many industrial and medical applications. As an example, in the context of microarray data, feature selection can help discovering a small set of genes linked to a particular disease or pathology. Secondly it generally leads to improved classification performances by removing irrelevant and/or redundant features and by preventing the classification models to suffer from the curse of dimensionality. By decreasing the number of features considered, feature selection also makes the classifiers faster. Eventually, it has also practical advantages in terms of data acquisition and warehousing. Indeed, useless features do not need to be gathered and stored anymore. See [10] for a detailed introduction on feature selection.
The proposed approach is based on the well-known mutual information (MI) criterion [11] , which has already been used successfully in many feature selection algorithms. A methodology to estimate MI with uncertain data is proposed and used to rank features according to their dependance to the class labels vector.
The rest of the paper is organized as follows. Section 2 recalls some concepts about MI and its estimation for classical data. Section 3 presents the proposed MI estimator for uncertain data. Section 4 is dedicated to the experimental results and Section 5 concludes the work and gives some future research perspectives.
Mutual Information
This section first introduces some basic notions on MI and then shows how it can be estimated since it generally cannot be computed exactly.
Basic Notions
MI, first introduced by Shannon in 1948 [11] , is a quantity describing the amount of information two random variables carry about each other. It is symmetric, i.e. I(X; Y ) = I(Y ; X) and able to detect non-linear relationships between variables. This last property has made MI a very popular criterion for feature selection [12, 13, 14, 15] since other widely used criteria such as the correlation coefficient can only handle linear dependencies.
Formally, the MI of a pair of random variables X and Y can be defined by means of the pdf of X, Y and the joint variable (X, Y ), respectively denoted as
This definition can also be seen as the Kullback-Leibler divergence between the product of distributions f X × f Y and the joint distribution f X,Y . If the variables are independent, then f X,Y = f X × f Y and I(X; Y ) = 0. MI can also be expressed in terms of entropy, another information theoretic quantity. The entropy of a random variable is a measure of the uncertainty one has about the values taken by this variable. It is also defined in terms of pdf:
The MI is equal to:
where h(Y |X) is the conditional entropy of Y given X, corresponding to the uncertainty about Y when X is known. Following (3), MI can be seen as the reduction of uncertainty about Y brought by the knowledge of X and is thus a natural criterion for feature selection assuming that Y is an output we want to predict from X, a set of possibly multivariate data points. In (3), if X and Y are independent, h(Y |X) = h(Y ) and again I(X; Y ) = 0.
Estimation
As detailed previously, the MI is entirely determined by the marginal pdf f X and f Y and the joint pdf f X,Y . However, in practice, these pdf are not known, meaning that the MI has to be estimated from the data set. Traditionally, the entropy is first estimated by histograms or kernel-based estimators before the MI is computed according for instance to (1). This approach is followed in this paper, where a Parzen-window [16] density estimator is used.
Consider x 1 . . . x N , N i.i.d. samples drawn from the distribution f . The estimated pdf is given by:f
where k is a kernel and b is called the bandwidth. The most popular choice for k is the Gaussian kernel with zero mean and unit variance:
The value of the bandwidth b, which acts as a smoothing parameter, is of crucial importance for the quality of the estimation. In this work, it is chosen according to the popular Silverman rule [17] for one-dimensional data points:
where σ j denotes the standard deviation along the j th dimension of the data set. In the next section, it will be shown how this estimator can be adapted to handle the uncertain data case.
It is worth noting that such density estimators should only be used with lowdimensional data. Indeed, when the dimensionality increases, histograms and kernel based estimators suffer from the curse of dimensionality and from the empty space phenomenon. This phenomenon denotes the fact that the number of points needed to sample a space at a given precision grows exponentially with the dimension of the space [18] . Thus, when working in a high-dimensional space, most of the boxes of an histogram are likely to be empty and the estimated density to be innacurate. Kernel-based estimators are generally smoother but are also dramatically affected by these problems.
One possible way to alleviate the curse of dimensionality is to use nearestneighbors based MI estimators which do not directly estimate the pdf and are thus expected to be more robust in high-dimensional spaces [19, 20] .
MI Estimation with Uncertain Data
This section shows how the MI can be estimated from uncertain data by using the previously described kernel-based density estimator. This paper considers classification problems; Given a data set X containing N samples described by d attributes, the goal is to predict the class (a discrete value) of these samples based on previously observed input/output pairs. This means that the MI I(X; Y ) has to be estimated between continuous (X) and discrete (Y ) random variables, the latter corresponding to the classes we want to predict.
More precisely, we are interested in evaluating I(X j ; Y ) for j = 
andĥ
Equation (7) is the discrete version of (2) andf Yi|Xj is the estimated density of the i th class conditional to the j th feature. As (7) will be equal for all features, it can be omitted when comparing the individual MI of the features.
According to the Bayes theorem, it is possible the rewritef Yi|Xj (y i |x) as:
We have then:ĥ
This last equation implies that the MI can be entirely determined by the pdf of the variable X j , possibly limited to the points with a particular class label y i .
In the following, we show how this pdf can be estimated.
Recall that X j = [x j1 . . . x jN ] is described by Gaussian pdf to model the uncertainty in the data, i.e. x j1 ∼ N (μ j1 , σ j1 ) . . . x jN ∼ N (μ jN , σ jN ) . μ ji is the observed value for the j th dimension of the i th sample and σ ji is the variance that is determined by the user, following the confidence he has on the precision of the data.
A quite natural approach is to consider the expected value of the kernel k [1] . More precisely, (4) is replaced witĥ
The following developments then hold:
Moreover, it is well-known that the convolution of two Gaussian distributions
). Stated otherwise:
By setting τ = x ji , σ f = b, σ g = σ ji , t = μ ji , μ f = x and μ g = 0, the connection between (13) and the last line of (12) is obvious. Combining these two equations, it comes:f
With a way to estimate the pdff Xj (x), using (3), (8) and (9), it is now possible to estimate the MI between each feature X j and the output vector Y . As already stated, evaluating the conditional pdf f Xj |Yi is done exactly the same way as for f Xj , except that only the samples having the output y i are included in the computation of (14) . The technical details for the numerical integration in (8) are given in the next section. It is obvious that the developments presented in this section assuming a Gaussian pdf can be adapted to handle other models of uncertainty. For instance, a uniform pdf could be considered instead. This would mean that we believe every observed value has been drawn from a domain of possible values, all having the same probability. In contrast, the Gaussian pdf implies that the observed value is actually the most probable even if some imprecisions are possible. If one wishes to model the uncertainty on x ji by a uniform pdf on the domain [a; b] (a < b), then in (12), f xji (x ji ) is equal to the constant 1 b−a . The estimation of the density then resumes to the integration of a Gaussian function evaluated between a and b. See again Figure 1 for an illustration of the differences between both approaches.
Another way of specifiying the uncertainty is to represent each point by numerous samples drawn from its distribution. The expectation in (11) then becomes a sum where each sample contributes to the estimation with an importance weighted by its probability. However, in [1] , this approach is shown to be much more time-consuming than the Gaussian pdf based approach, without leading to better classification performances. It is thus not investigated in the present work even if it can be helpful when ones wants to consider a distribution for which (12) has no closed-form solution.
Methodology and Experiments
To assess the effectiveness of the proposed feature selection procedure, experiments are carried out on eight data sets from the UCI machine learning repository [21] . They consist of values obtained through measurements, and have been shown to benefit well from taking their uncertainty into account [1, 2] .
The first part of this section describes exactly how the uncertainty is handled in this paper; technical details about the integration in (8) are also given. Experimental results obtained on the data sets are then presented and commented.
Methodology
The MI is first evaluated between each feature of the training set and the output vector: the features are then ranked according to this score. The number of selected features should either be set a priori or should be determined by crossvalidation procedures on an independent validation set.
The uncertainty on the data set is modelled by a Gaussian pdf with the mean equal to the observed value and the standard deviation defined following [1, 2] . If min j and max j are respectively the minimum and maximum values taken by the feature X j , then the standard deviation is σ j = 0.25 (max j − min j ) w %. It is the same for all x ji and w is a parameter representing the level of uncertainty we have about the values of X j . The rationale behind this choice is thus that the uncertainty about a variable is proportional to the size of the range of values taken by this variable. In other words, the more the observed values for a given variable are close, the more the uncertainty about these values will be considered as small. The values of w chosen in this paper are those already adopted in [1] and/or [2] (except for the Parkinson data set which has not been used in these references). Indeed, even if the two classifiers introduced in these works are very different, both achieve the best performances on the same data sets with very similar values of w. Moreover, the accuracy of these classifiers generally reaches a peak at the optimal value of w, meaning that if this value is slightly increased or decreased, the performances of the classifiers degrade [1, 2] . Those observations conjecture the fact that the considered data sets do contain errors and have an intrinsic optimal value of w (at least for the Gaussian pdf). The data sets are described in Table 1 which also gives the corresponding value of w.
The integral in (8) is evaluated numerically using the simple trapeze rule. It consists in interpolating the function piecewise linearly by using its values in a certain number of points. To this end, 1000 equally spaced points are sampled between a min and a max . a min < min j is the value for which a Gaussian pdf with unit variance and mean min j equals 10 −3 . a max > max j is the value for which a Gaussian pdf with unit variance and mean max j equals 10 −3 . It is worth noting that the bandwidth in (14) has to be adapted to each individual feature and to the fact that the density can be conditioned to a class label. Figure 2 shows the classification error rate (the percentage of misclassified samples) as a function of the number of selected features for the Naive Bayes classifier adapted to uncertain data [1] and the first six data sets. For comparison, the error rate is also shown when no uncertainty is taken into account (neither in the feature selection process nor in the classification). Eventually, to show the interest of considering the uncertainty for feature selection, the error rate when uncertainty is only considered in the classification step is also presented.
Experimental Results
The reported results are obtained through a 10-fold cross validation procedure. This means that the dataset is first randomly divided into ten disjoint equally sized sets of samples. Then each set is successively used to test the performances of a classifier built on the nine other sets. The ten error rates obtained this way are eventually averaged. In this paper, no additional validation set is needed since there is no parameter to tune.
The interest of the proposed feature selection method is obvious for the considered data sets. Indeed, the first observation is that in each case, it is possible to reduce the classification error by considering only a subset of the original features. In particular for the glass, iris and segment data sets, at least half the features can be discarded without decreasing the original accuracy. In the satellite data set, more than a third of the features can be removed without harming the classifier performances. Then, it clearly appears that considering the uncertainty allows us to increase the performances of both the feature selection and the classification. For the 6 data sets, lower error rates are obtained with the proposed approach than when no uncertainty at all is considered (except for the satellite data set where equal error rates are achieved). Moreover, taking the uncertainty into account only in the classification step (and not for feature selection) nevers allows to reach better performances than with the suggested methodology.
When applying the same methodology to the parkinson and pageBlock data sets, the results obtained at the first were not so encouraging. The reason is that some features in those data sets have very different ranges of values. The entropy (8) of features with a larger range of values is likely to be higher than for features with a smaller range of values which could bias the MI estimation procedure. As an example, the entropy of a Gaussian variable with variance σ 2 is given by 0.5 log(2πeσ 2 ) and thus increases with the dispersion of the data. To circumvent this issue, each feature X j was normalized by removing its mean and dividing it by its standard deviation σ Xj before the feature selection step. To account for this normalization the parameter w controling the uncertainty for each feature was adapted to w × σ Xj . Figure 3 confirms that the suggested normalization helps improving the feature selection with uncertainty for the two data sets. It is also the case for feature selection without taking the uncertainty into account but the results are not displayed for clarity reasons, since they are inferior to those obtained considering the uncertainty. With the normalization, the best results are again achieved by the proposed methodology. In particular, for the Parkinson data set, the error rate is reduced by more than 10% with only the first two features. When applied to the six first data sets, the normalization leads to very similar results than those presented in Figure 2 .
Conclusions
This paper is concerned with the important problem of feature selection for classification problems, in the specific context of uncertain data. To this end, it is proposed to rank the features according to their MI with the class labels vector, a widely used criterion for feature selection. The current work is motivated by recent papers showing that properly taking the uncertainty of the data into account generally increases the precision of classifiers.
Following these works, the uncertainty on the data is handled by representing the values in the data set as an uncertainty region and to define a pdf over theses regions. In this work, Gaussian pdf are considered while it is shown how the developments could be easily extended to the uniform distribution or to an arbitrary distribution defined by a collection of samples drawn from it.
A method to evaluate the MI between each uncertain feature and the output is then introduced. It is based on the traditionnal kernel density estimation which is adapted to handle points described as pdf. More precisely, the expected value of the kernel estimator is determined by exploiting the fact that a convolution between Gaussian pdf is still a Gaussian pdf with known mean and variance. A convenient way to numerically evaluate the entropy and thus the corresponding MI is also proposed.
Experimental results on eight UCI databases containing uncertainty show that the proposed approach is effectively able to select relevant features. Indeed, for all data sets, the classification performances can be improved by removing irrelevant features. Moreover, the advantage of considering the inhenrent uncertainty of the data for both feature selection and classification is clearly established. It is also shown how the normalization can help improving the feature selection when some features have large differences in their range value, harming the estimation of the entropy and consequently the estimation of MI.
Future work could be focused on the development of MI estimation algorithms for two uncertain continuous vectors. This would be helpful for feature selection in regression problems (problems with a continuous output to predict). It would also allow one to consider the redundancy between features. Indeed, only the relevance (measured by the MI) is considered as a criterion for feature selection in the present work. Taking the redundancy into account could lead to improved performances, especially if one works with highly redundant data such as in near infra-red spectra analysis [14] .
