We present a computational study of the invariant sets visualization method based on ergodic partition theory, firstly proposed in [1] . The algorithms for computation of the time averages of many L 1 functions are developed and employed producing the approximation of the phase space ergodic partitioning. The method is exposed in the context of discrete-time dynamical systems producing a graphical representation of the phase space in terms of the invariant set structure that gives a substantial insight into the global and local properties of the dynamics. We used the Chirikov standard map in order to show the implementation of the method, followed by applications to other multi-dimensional maps. We extend the study in the paper to follow [2] by examining the visualization of periodic sets using harmonic time averages constructed in [3] .
Introduction
The increasing range of phenomena modeled through dynamical systems [4] induces the demand for new and better computational approaches to the complex dynamics. Virtually none of the dynamical systems problems of the current scientific interest can be treated by purely analytical techniques, leading one to select among diverse computational methods. The choice of the numerical method is primarily determined by the nature of the problem, but also by the type of investigation that is to be conducted: the solution of the entire problem is often not required, and the attention is focused on the relevant results only.
On the other hand, the choice of computational approach can be the decisive factor for the overall efficiency of computation, as well as precision of the results. A variety of methods had been used in the context of dynamical systems, with the direct integration of equations of motion remaining the most frequent one, both for discrete-time (maps) and continuous-time (ODEs) systems. This is the oldest idea of a numerical approach, generally straightforward to use with a vast literature behind. Among other techniques in use, visualization methods play a major role: it is often of interest to graphically visualize various aspects of motion, for instance the structure of the phase space induced by the given property of the underlying dynamics.
Visualization methods generally work as algorithms for dividing the dynamics' phase space into subsets according to a prescribed property of interest. Exit time plots [5, 6] are computed by fixing a bounded subset of the phase space and measuring the time needed for its representative points to exit the subset, which are colored according to their exit-times. The phase space is then sliced in the equal-exit-time regions, giving conclusions regarding the system's transport properties. The set-oriented computational algorithms [7, 8, 9] allow visualization of the invariant sets and attractors by appropriate subdivision of the phase space. After covering a tentative invariant region with boxes of certain (small) size, a sequence of box-size reductions is applied, and the optimal approximation of the invariant geometry is obtained at the limit. Similarly, by studying the return time dynamics [10] one constructs a phase space decomposition into almost invariant sets by measuring and comparing the return times for each subdivision element. A method of computing (un)stable manifolds based on analysis of geodesic level sets was proposed in the context of vector fields [11, 12, 13] , having a particular importance for control problems. In addition, a different method for approximation of the invariant manifolds was constructed by the integration of fat trajectories [14] , as an extension of the standard numerical trajectory integration concept. A summary of (un)stable manifolds visualization methods can be found in [15] for the general context of vector fields.
On the other hand, ergodic theory [16, 17] as a study of statistical aspects of motion is extensively used in the context of chaotic dynamical systems [18, 19] . Ergodic approach to complex dynamics gave results that range from optimal mixing [20] , traffic jams [21] and quantum many-body problems [22] , to mathematical study of discrete dynamics [23] . Finally, employment of ergodic theory recently gave rise to new visualization methods of invariant sets both theoretically [1, 3] and experimentally [24] . This paper presents a detailed computational study of the visualization method proposed by Mezić and Wiggins in [1] . The method consists in computation of time averages of L 1 functions under a measurepreserving dynamics for a grid of initial points, and comparison of their values which leads to ergodic partitioning of the phase space. Given the properties of the ergodic dynamics, this partitioning results to be equivalent to decomposition of the phase space into invariant sets, whose graphical visualization will be our final aim. The method will be exposed for the case of discrete time systems, in particular using Chirikov standard map [25] as a well-known 2D chaotic map whose properties are fully understood. We also emphasize that the method can be extended to discrete and continuous time systems of any dimensionality, as long as the measure-preservation requirement is fulfilled. Parallel computing using Fortran will be employed allowing efficient computation of time averages for many initial points at the same time. This is the first part of two-part paper: in our work to follow [2] we will study a further computational application of ergodic theory in the context of visualization of periodic sets and resonances in discrete time dynamical systems, following the theoretical investigation by Mezić and Banaszuk suggested in [3] . We will be mostly relying on the same computational ides presented here.
The key 'trick' we employ is that for measure-preserving systems ergodic dynamics on a given set implies this set to be invariant under that dynamics, which renders our computation more simple and efficient in respect to other methods visualizing invariant sets ( [7, 9] ). This also allows straightforward application to high dimensional systems as the visualization of separate trajectories is avoided: we are dealing solely with a grid of initial points and the grid of time averages corresponding to them. In contrast to return time [10] and exit time [6] studies, our method not only gives transport-related insights, but also yields the invariant set structure precisely (at the limit). We also stress that our method works exclusively for the case of measure-preserving systems, in opposition to (un)stable manifolds approximation techniques summarized in [15] which are of more general nature. However, these techniques are local in the sense of approximating (un)stable manifolds in the vicinity of a given fixed point only [13] , whereas our method produces global invariant set structure of the phase space. Also, all of these ideas are generally more numerically demanding as they involve more complicated computation algorithms, and often cannot be facilitated by employment of parallel processing.
The paper is organized as follows: after briefly discussing our method's theoretical background in Section 2., we show the time average plots for the single functions under the standard map in Section 3. The convergence of time averages is addressed in Section 4. In Section 5. we present the scatter plot analysis of the dynamics using time averages and construct a simple algorithm for ergodic partition approximation using scatter plots with multiple functions. In Sections 6. and 7. we apply the method to the 4D Froeschlé map [26] and the 3D extended standard Map [27] respectively, offering a new look at their properties. Conclusions are given in Section 8.
The Visualization Method
In this Section we briefly sketch the mathematical basis of our visualization method and describe its implementation algorithm. In the context of application-oriented approach we skip the rigorous proofs and refer the reader to [1] (and references therein) for more details.
The ergodic theory background
Let a discrete-time measure-preserving map x = Tx on a compact phase space A ⊂ R n be denoted as:
x n+1 = Tx n or x n = T n x 0 n ≥ 0.
(1)
Our central aim is to visualize the invariant sets B ⊂ A for the map T that are defined as [4] :
which essentially means that each trajectory that starts in B stays in B forever. We will seek to develop a correspondence between the invariance and ergodicity of motion for a given invariant set, which will enable us to visualize it within the phase space.
, and let the time average f * (x 0 ) of a function f ∈ L 1 (A) corresponding to a phase space point x 0 ∈ A be defined as:
By the Ergodic Theorem ( [16, 17] ) this limit exists almost everywhere (a.e.) in A for every f ∈ L 1 (A). We define the map to be ergodic over some set B ⊂ A if for a.e. point x 0 ∈ B we have that the time average for every function f ∈ L 1 (B) is equal to the space average of that function f over the set B. More precisely, ergodicity of a set means there exists an ergodic measure µ B such that the ergodic equality:
holds a.e. in B ⊂ A. Note that this also implies that each f * is constant a.e. in B ⊂ A. Moreover, this property makes the whole set B to be accessible for a.e. trajectory; the amount of time a generic trajectory spends in a given region of B is proportional to the ergodic measure of that region. Observe that from the time average definition Eq. (3) it follows that each f * is an invariant function:
implying that each trajectory is an ergodic set while also being an invariant set by definition (cf. Eq. (1)). Finally, in the context of the measure-preserving maps ergodicity basically implies invariance: given that a.e. trajectory samples the entire set in question, we have each such trajectory stays in this set forever. In particular, the following result holds:
Theorem Consider a map T on a phase space A ⊂ R n . The real numbers R induce a partition of A ζ f ≡ {B a } a∈R through a function f ∈ L 1 (A) as follows:
with the family {B a } being a proper partition of A in the sense that:
While this implies each B a to be ergodic and invariant by construction, we may still have that a set B a is actually a union of more independent invariant sets that accidentally have the same time average for a given function. For this purpose we refine the partitioning by considering products of partitions corresponding to different functions in order to obtain a partition in which each element is a non-decomposable invariant set. This final ergodic partition ζ e is defined as the product of all ζ f belonging to a set S:
with S being some dense subset of L 1 (A) [1, 16, 17] .
The ergodic partition has the desired properties of partitioning the phase space into a family of nondecomposable invariant sets, with each set being (independently) ergodic. Therefore, in order to visualize the invariant sets we need to approximate the ergodic partition by computing time averages of many different functions and observing the phase space subset where they are simultaneously constant. In the rest of this work we will be interested in developing and employing a computational algorithm that uses the described idea.
The computing algorithm and numerical details
We construct the algorithm for approximation of the ergodic partition based on the method described above. We limit the discussion to the case of a two-dimensional map with the phase space A = [0, 1] × [0, 1]. step 1 Set up a grid (lattice) of initial grid-points (x 0 , y 0 ) on the phase space A 
Observe the distribution of time average vectorsf (x 0 , y 0 ) throughout R N and group them optimally into clusters. Divide A into a union of subsets, with each subset being given by those grid-points (x 0 , y 0 ) whose time average vectorsf (x 0 , y 0 ) belong to the same cluster of vectors. This union of subset is the approximation of the ergodic partition of A.
The optimal number of iterations M is to be set in accordance with the time averages convergence properties; observe also that the quality/properties of visualization strongly depend on the way time average vector are clustered: these topic will be dealt with later. The choice of functions {f 1 , . . . f N } is important: linearly dependent functions will always give the same information as their time averages differ by only a multiplicative constant. It is therefore necessary to consider N linearly independent functions, which is done by picking them up from an orthogonal basis on L 1 (A). Functions from two bases are employed: the Fourier orthogonal basis and the Wavelet basis. These are actually bases for L 2 (A) rather then L 1 (A), but as we are dealing with a compact space, L 2 (A) is dense in L 1 (A) and hence the same bases applies for both spaces.
The algorithm is implemented using parallel processing. Given p available processors, the phase space A = [0, 1] × [0, 1] was divided into p strips: first strip contains the grid-points from the interval [0, 1 p ] × [0, 1], and so on. After each processor computes the time averages for the grid-points in its strip, the output is given as a single grid of values. The save of computing time is roughly given by the number of processors employed. All the time averages are computed simultaneously by evaluating each function at each map iteration for each grid-point by its processor.
We typically used the grid of 800 × 800 initial grid-points and iterated the dynamics for M = 30, 000 iterations for each grid-point to approximate the time average values for each function. Parallelising the computation codes was straightforward as the processors do not communicate during the run. It generally takes about 10-15 minutes to compute one time average on a single processor for a grid of this size, a typical run was however done using 5-10 processors (depending on the availability) and took about 5 minutes for a single function. Computing more functions increased the computation time less significantly.
The standard map as the testing prototype
The Chirikov standard map [25] was chosen as the testing map prototype for studying the performance of our visualization method. This is a area-preserving (symplectic) map which exhibits a variety of dynamical regimes in function of its chaotic parameter and initial conditions; its behavior is largely studied and wellunderstood [28, 29, 30] . We consider the standard map in the form:
where (x, y)
Recall that this map has many periodic and quasi-periodic orbits as well as chaotic zone that evolve in size and structure as the chaotic parameter is varied, these are the invariant sets we aim to reveal.
Single-function plots
In this Section we set N = 1 and consider the time averages of a single function under the dynamics of Eq. (7) . We start with the grid of 800 × 800 initial grid-points and compute the time averages f * (x 0 , y 0 ) for each grid-point for M = 30, 000 iterations. The functions are picked from 2D Fourier orthogonal basis and 2D Wavelet orthogonal basis. As the values of all the time averages are between -1 and 1, we use a default coloring scheme assigning blue to -1 and red to 1. In cases when the range of time average values is much smaller then [-1,1], we adjust the coloring scheme accordingly. The software used for coloring is MatLab.
The Fourier orthogonal basis
Starting from general 2D Fourier orthogonal basis on we limit ourselves to the functions of the form:
which are among them linearly independent for any n = m. We pick a function by selecting n and m and compute its time average under the dynamics for each grid-point. We thus obtain a grid of time averages corresponding to the grid of initial grid-points. The time average grid is then colored using the scheme described above.
In Fig. 1 we show four examples of time average plots described above. Fig. 1a shows the ε = 0 case with horizontal single-color lines, in agreement with Eq.(7) being a horizontal shear-flow for ε = 0, with the flow rate depending solely on the y-coordinate value. Figs. 1b and 1c show plots for non-zero ε values: it is easy to recognize the known standard map phase space features in terms of the coloration patterns. Note that the chaotic sea ( Fig. 1c ) has a relatively uniform color as expected, smaller regular islands are less visible due to the finite grid's resolution. Invariant periodic curves enclosing the fixed points at ( 1 2 , 0) and ( 1 2 , 1 2 ) are visible as single-colored curves. In Fig. 1d we set up the initial grid-points on a square phase space subregion ("zoom") and show its internal structure in detail by performing the same analysis (note a different colorbar range for better clarity). Note that besides seeing the know invariant set features again, we also see the second-order chaotic zone between the periodic chains of higher order (in the middle). Clearly, visualization of the invariant set structure with the possibility of zooming down at the desired region of the phase space reveals a lot of global and local information about the structure of the dynamics.
Yet, some independent invariant sets appear colored with the same color in all plots. This is due to the overlap between the chosen functions' symmetry and the symmetries of the map: mutually independent but symetricly organized invariant set obtain the same (or very similar) time average values. This problem will be discussed later in the context of employment of more functions. 
The Wavelet orthogonal basis
Wavelet functions are generalisations of Fourier bases often used in frequency decomposition and multiresolution analysis [31] . One-dimensional wavelets can be seen as step-functions, while in 2D one usually refers to the van Haar wavelet basis. We employ wavelets by setting up a family of functions W kn to be 2D step-functions having vertical (horizontal) resolution of 2 k (2 n ). Steps interchangeably have values of 1 and -1 (like a chessboard) as illustrated in Fig. 2 . Each W kn is a linear combination of 2D Van Haar basis wavelets, with {W kn } k,n∈N being an orthonormal set of functions. These functions is easier to implement numerically then van Haar basis, while they still mantain the key wavelet properties. We will employ them in a way analogous to the previous paragraph with the same grid-points and the number of iterations. Results are shown in Fig. 3 where it is again easy to recognize the key standard map features visualized through the coloring as in Fig. 3a . As opposed to the Fourier functions case, wavelet functions have "sharp edges", which is why plots have more drastic coloration changes among closely located invariant sets. This property is convenient for "zoomed" plots as one can extract a lot of features by zooming down at the desired scale -note a much richer structure visible in Fig. 3b , despite the scale being the same as in Fig. 1d . In order to investigate the phase space structure at larger (smaller) scale, one preferably takes smaller (bigger) wavelet frequency (i.e. wavelet number). In the context of the standard map it is convenient to use a slightly bigger wavelet number for y coordinate: as the transport in x direction is much faster, the time average limit averages out to zero rather quickly in this direction. While the Fourier functions give smoothly colored plots with less computational time, wavelets produce sharper and more detailed plots with a better distinction between the independent invariant sets. Still, both functional families have the same problem: different invariant sets happen to be assigned the same colors rendering impossible to simultaneously visualize small (local) and large (global) phase space scales.
The Convergence Properties
In this Section we study the convergence properties of the time averages in order to estimate the precision of the values obtained and relate them to the different types of orbits. For simplicity we use only Fourier functions (the results for wavelets are similar). Consider the n-th partial time average given by:
with lim n→∞ f n (x 0 , y 0 ) = f * (x 0 , y 0 ) (which we assume exists for all grid-points (x 0 , y 0 )). The difference:
in function of n is a sequence whose asymptotic behavior is to be studied in relation to the initial point (x 0 , y 0 ) and the ε-value, deferring between the phase space regions having different dynamical behaviours.
We iterate the dynamics for 10 7 iterations recording the first 10 6 iterations and defining f n=10 7 = f * . This gives the sequence ∆ n whose properties are studied neglecting the first 10 4 iterations. The Regular Region. For all the points on the regular trajectories the time averages converge with the error decreasing as a n , with the constant a given by the trajectory properties as already shown in [24] . The result applies uniformly to all the regular orbits in the case of dynamics Eq. (7) regardless of the ε-value. Given that a ∼ O(1) this allows a rather precise estimation of the final precision of the obtained time average value, in relation to the total number of iterations computed n final . A typical convergence plot for the case of a regular trajectory in reported in Fig. 4a .
Strongly Chaotic Region. The only general result that applies to the chaotic trajectories is that in the case of very strong chaos (e.g. mixing regime [18] ) the time average error decreases as 1 √ n [24] . In the context of the dynamics Eq. (7) this implies the expected convergence rate to be at best be given by this estimate. Our findings for the convergence rate indicate it asymptotically approaches n α regime with α − 1 2 ; the α = − 1 2 result was obtained only in the case of very chaotic orbits (large ε). A typical convergence plot for a chaotic trajectory is shown in Fig. 4b . Given the mixed phase space of map Eq. (7), the plot exhibits a very irregular behaviour, which is bounded by the n α regime away from the transients. Hence, the error in the case of chaotic time averages can be estimated from below by the 1/n final and improved by the increase of the ε-value, while being independent from the choice of function.
Weakly Chaotic Region. Below the chaotic transition for Eq. (7) (ε 0.15), the chaotic regions are localized in the phase space around the hyperbolic fixed points, and characterized by a weak chaos with trajectories slowly diffusing through the region. The convergence of the time averages in this region is extremely slow and irregular, and cannot be bounded by any asymptotic slope of n α type (or possibly can with − 1 2 α 0). A typical convergence plot for this region is reported in Fig. 4c . Note that despite plot showing less irregular oscillations then in the strongly chaotic case, it barely decreases and cannot be fitted with any meaningful slope. This convergence pattern is consistently present in all the weak chaos trajectories, it start improving only with the increase of ε-values. It is therefore hard to estimate the final error in this case, unless the dynamics is run for eccessively long times. Our visualization method appears to suit better the cases of either regular or strongly chaotic behavior where the "speed" of filling the invariant set is relatively high. Yet, given that the phase space size of weakly chaotic regions is generally small, one can still have a good overall precision of the time average plots for small ε-values.
In conclusion, the precision obtained for weakly chaotic trajectories will determine the least bound for the precision of the time average plots as the ones in Figs. 1 and 3 . However, given a very limited number of grid-points in this region of the phase space, one can set the total number of iterations according to the precision rates of the strongly chaotic case. In this spirit we take M = n final = 30, 000 iterations: this sets the precision of strongly chaotic case to O(10 −2 ) (with even better precision for the regular case), which is enough given that the considered functions have values in the [−1, 1] interval.
Note also that the convergence properties show a certain pattern in relation to the trajectory type: one could characterize a trajectory by looking at the convergence of time averages for different functions.
The Clustering Methods and Visualization
In the Section to follow we consider time averages of N (linearly independent) functions for the dynamics Eq. (7) and study the correspondence defined by Eq. (6) . We investigate the distribution and clustering of time average vectorsf (x 0 , y 0 ) ∈ [−1, 1] N by constructing scatter plots for two or more time averages. We furthermore design a simple algorithm for approximation of the ergodic partitioning of the phase space.
Scatter Plots with N = 2
We begin by the simple case of N = 2 considering Fourier functions. Time averages f * 1 and f * 2 are computed for every grid-point defining the correspondence between the grid-points (x 0 , y 0 ) and the time averages:
The scatter plot is obtained by plotting all the vectors {f * 1 , f * 2 } on the square [−1, 1] 2 . We use 300 × 300 grid of initial points (yielding the total of 90,000 time average vectors) and M = 30, 000 iterations. The idea is illustrated in Fig. 5 where four scatter plots of different functions are compared for the same value of (a) (b) (c) (d) Figure 5 : 2D scatter plots for ε = 0.12: sin(3πx + 2πy) vs. sin(5πx + 4πy) in (a), sin(2πx + 3πy) vs. sin(4πx + 5πy) in (b), sin(2πx + 3πy) vs. sin(4πx + 4πy) in (c) and sin(4πx + 5πy) vs. sin(πx + 2πy) in (d) ε = 0.12. As already stated, each single point in these scatter plots has the x-coordinate equal to f * 1 (x 0 , y 0 ) and the y-coordinate equal to f * 2 (x 0 , y 0 ) for some grid-point (x 0 , y 0 ). Note that despite different appearance of each scatter plot, all of them are capturing the same structure of invariant sets for the dynamics Eq. (7) with ε = 0.12, visible as the structure of each plot. Also, observe the qualitative similarities among the plots: long branches represent the families of periodic islands around the elliptic fixed points, while the irregular clouds amount for localized chaos around the hyperbolic fixed points.
The scatter plots in Fig. 5 are transforming the dynamical complexity of the standard map into the geometrical complexity of the scatter plot. Plots have the crucial property that all the grid-points (x 0 , y 0 ) whose corresponding vectors {f * 1 , f * 2 } share the same 2D neighborhood in the square [−1, 1] 2 are a secondorder approximation for an invariant set. As we will explain, by shrinking this neighbourhood one can obtain a "parametrization" of a scatter plot allowing a direct phase space coloring of the new invariant set structure approximation. Considering only one function instead of two essentially means considering only a one-dimensional projection of a scatter plot to one of the axis, which clearly reduces the quality of approximation.
Scatter Plots in 3D
We now set N = 3 and consider the scatter plots done with three linearly independent functions for the same initial grid-points and total iterations as in the previous paragraph representing them in three dimensions: Fig. 6 we show nine scatter plots obtained for the three fixed functions but different ε-values. We thus monitor the phase space structure evolution with increasing ε in terms of geometric complexity evolution of the scatter plot's structures. Note the changes in branches and development of higher order periodic islands, with localized chaotic zones around hyperbolic fixed points at joints between different families of periodic orbits. The chaotic transition occurring for ε 0.15 can here be seen as a merging of localized Figure 6 : 3D scatter plots for sin(2πy) vs. sin(4πx + 4πy) vs. sin(2πx + 3πy) with ε indicated in each plot. chaotic zones that propagate along the branches into a single connected chaotic zone. As expected, at the strongly chaotic regime all the time average vectors are localized in a single cluster that shrinks in size with further increase of ε. Note that in the case of ergodic behaviour one expects all the time average vectors to overlap in a single point in [−1, 1] 3 space.
The key property of scatter plots in Fig. 6 is again the fact that the grid-points whose time average vectors share a neighbourhood in a scatter plot are a third-order approximation of an invariant set. Adding a function to the scatter plot analysis thus clearly improves the representation of phase space structure.
Visualization of the ergodic partition via clustering
Following the investigation of the scatter plots we construct a simple algorithm for approximation of the ergodic partition and its graphical visualization in the phase space for the map Eq. (7) . Recall that in a scatter plot of any dimensionality clustering of time average vectors approximates the underlying invariant sets in terms of the correspondence with the grid-points.
Consider an N -function scatter plot in the N -cube [−1, 1] N obtained with N arbitrary functions. Note that this is a generalization of the single-function coloring scheme with a difference that now the scheme is regulated by adjusting the cell division and optimizing it according to the structure of the scatter plot. An illustration is shown in Fig. 7b where the ergodic partition was approximated using a 2D scatter plot from Fig. 7a with a 500 × 500 cell division. A better clarity of the plot is obtained both at the global and local level (within the approximation precision, which is also influenced by a limited number of colors available). Note that the visibility can be enhanced by coloring nearby invariant sets with different colors which can be regulated by adjusting the color-assigning rule for the non-empty cells. In Fig. 8 we show two examples of ergodic partition approximation constructed from 4-function scatter plots. In each scatter plot four functions with different frequencies and different symmetry properties were used: as noted earlier, this enables us to visualize global and local phase space features simultaneously. Both Fourier functions (Fig. 8a) and wavelets (Fig. 8b) scatter plots produced high-resolution approximations to the ergodic partitions with given ε-values, and therefore yielded a good approximation to the invariant set structure of the standard map's phase space. Note that both pictures indeed visualize details at all scales, with wavelet picture still being somewhat sharper. In construction of these plots we seek to improve the cell division by having a relatively uniform number of time average vectors within each cell. We also tried to optimize the number of occupied cells according to the variety of available (i.e. recognizable) colors. The software's limited number of available colors still makes some colors assigned to different invariant sets appear as same; this problem can be partially overcome by optimizing the color-assigning rule. Another problem arises in relation to the ergodic zone in the phase space: given that its time average vectors are more diffused then the regular orbits' ones (cf. Fig. 6 ), they set the lower bound to the size of the cells. This is why the ergodic zone in the Fig. 8a appears non-uniformly colored. The choice of the cells size L determines the quality of ergodic partition approximation: in the context of the standard map, it is convenient to pick a smaller L for low ε-values in order to obtain a better focus on the nested invariant curves, while for larger ε-values a bigger L allows to include the whole chaotic zone in a single cell/color. Clearly, a better cell division scheme would not employ a simple cubical splitting described here, but a more sophisticated algorithm optimizing for instance the number of time average vectors per cell with respect to their distance in the time average space. One could also seek to adjust the shape of cell according to the properties of the scatter plot instead of just using the simple cubical ones. Furthermore, a problem of limited number of colors could be tackled by employing a specific graphically-oriented visualization software allowing more flexibility in terms of choosing or adjusting colors and their tones. For the purpose of this study however, we limit ourselves to this simple but illustrative algorithm.
The Froeschlé Map
As our first applicational example we consider the four dimensional measure-preserving Froeschlé map [26] that consists of two symplecticly coupled standard maps:
where (x 1 , y 1 , x 2 , y 2 ) ∈ [0, 1] 4 . Given its structure, the most convenient way to study this map is by comparison with the standard map in terms of the tuning parameter η that controls the coupling. We fix a phase space 2D section in map's (x 2 , y 2 )-space, and plot the function's time average under the dynamics of Eq. (11), thus exploring the dynamical properties in (x 1 , y 1 )-space. A grid of 400 × 400 initial grid-points is constructed and the dynamics is run for 80,000 iterations (due to the larger dimensionality that includes longer transients), using a single Fourier functions only (for simplicity). of such plots with different parameter values. Note that same-coloring here indicates 2D projections of the 4D invariant sets of the map Eq. (11), i.e. the intersections of the invariant sets with the chosen 2D phase space section. Fig. 9a considers a weak interaction of two identical ε = 0.12 standard maps, resembling known phase space features for this ε-value (cf. Fig. 7b ). Fig. 9b shows slightly stronger interaction of two differently chaotic standard maps exhibiting new phase space features. Observe that none of these situations is fully chaotic as one might expect: measure-preserving coupling seems to maintain some of the regularity of the original isolated systems visible in these plots as the appearance of different invariant sets. We investigate the chaotic transition for the map Eq. (11) by the use of two-function scatter plots. A grid of 20×20×20×20 initial grid-points is employed with the same number of iterations. We conveniently choose two functions with each of them involving only one of the (x i , y i ), i = 1, 2 spaces. We fix the ε-value to ε = 0.09 and examine the changes in the scatter plot structure in function of the increasing inter-map Figure 10 : Scatter plots for f 1 (x 1 , y 1 , x 2 , y 2 ) = sin(x 1 + 4y 1 ) and f 2 (x 1 , y 1 , x 2 , y 2 ) = sin(2x 2 + 3y 2 ) under the map Eq. (11) with ε 1 = ε 2 = ε = 0.09 and η indicated in the plot. coupling η. The sequence of scatter plots is reported in Fig. 10 : due to maps being identical and weakly chaotic, the choice of functions gives a clear qualitative view of the phase space structure for η = 0. As η increases, we see a continuous appearance of chaotic behavior around the points joining different regular (periodic) islands of the η = 0 system, in analogy with the appearance of chaos in the isolated standard map in the vicinity of hyperbolic fixed points. For η = 0.1 we observe (almost) full ergodicity, with time average vectors shrinking around (0, 0), again in analogy with the standard map.
We conclude the Section by observing that scatter plot analysis as employed here allows investigations of systems much more complex then a single isolated map. With an appropriate choice of functions one can reduce the complexity of a given system to only few dimensions of the scatter plot, still capturing the key dynamical details of the system. A further application of this technique might be in the study of complex dynamical systems, like the coupled maps on networks [32, 30] .
Extended Standard Map
As a second example we consider the three dimensional extended standard map [27] , that represents a generalization of the classical standard map. It is a volume-preserving action-action-angle map defined as:
with the values in [0, 1] 3 . Its physical origin and the analytical properties are investigated in [27] . Note that for δ = 0 the map takes the form:
which keeps the planes y − x = const. invariant under the dynamics and reduces to the standard map in x and z coordinates (while y behaves like another action coordinate). Therefore, the δ = 0 map Eq. (13) reproduces exactly the standard map itself on the diagonal planes y − x = const. providing a convenient way to study the full map Eq. (12) in a way analogous to the previous Section. We set the grid of 400 × 400 grid-points on the chosen phase space section and run the map for 100,000 iterations. The δ = 0 case is illustrated in the in Fig. 11a where we show a time average plot in (x, z)-space of the map (orthogonal section): only vague resemblance to the known phase space features are seen, as the standard map dynamics takes place only on the diagonal planes. Yet, this plot gives a particular insight into the global phase space structure as this section touches the dynamics on each diagonal plane. A δ > 0 case is considered in Fig. 11b , where we show a time average plot done over a diagonal grid. We define a diagonal grid byỹ, given as the value of y-coordinate at the intersection of the diagonal plane in question and the x = 0 plane. The plot in Fig. 11b is obtained with 500,000 iterations and 300 × 300 grid, and nevertheless it is almost featureless, despite being done with for relatively small ε-value extremely small δ-value. Other plots with non-zero δ-values turn out to show even less phase space features, regardless of the ε-value, provided the transients are gone.
This indicates a conjecture that the map Eq. (12) is (ergodic) for all positive values of perturbations ε and δ. We support this claim by more numerical evidence: consider the full three dimensional grid of 41 × 41 × 41 points and the function f (x, y, z) = cos(8πx + 8πy + 8πz). We compute the time average of this function for two examples of small perturbation values, and report respective histograms in the with full processor capacity), and yet the distribution of time average vectors is strongly peaked around 0 showing a Gaussian distribution structure. We performed the same computation with different functions, obtaining the same result (with slightly different variance values). This seem to confirm the mentioned ergodic hypothesis in the computational context. It also agrees with the result proved in [27] stating that no invariant 2D surface persists in this map for any positive perturbation value, implying that the map allows a global transport throughout the phase space at any non-zero perturbation. This consideration demonstrates our method to be useful in the context of numerical proofs related to ergodic and transport properties of systems as the one discussed above.
Conclusions
We presented the computational realisation of an invariant set visualization method based on ergodic partition theory and suggested in [1] . The functional time averages over the dynamics' phase space were computed and visualized, the time average convergence issues have been considered. Scatter plots of more time averages were shown giving a qualitative view of the global dynamical properties at given chaotic parameter value. A simple algorithm for approximation of the ergodic partition was developed from moredimensional scatter plots by dividing the time average vectors space in cubical cells. By using well-known standard map, we were able to conclude the phase space visualization results to be correct. The extent of the method's applicability was illustrated on other higher-dimensional discrete-time systems.
It should be emphasized that the outreach of ergodic theory application for construction of visualization methods in dynamical systems is not limited to what was shown in this paper: in the paper to follow [2] we show how periodic sets and resonances can be graphically visualized according to their periodicity and the phase space structure. We will use similar algorithms and employ harmonic time averages, following the exposition in [3] .
The further improvement of the method primarily lies in the optimization of clustering techniques beyond the simple cell division exposed here: it is of interest to have a flexible coloring scheme that can adopt to different multi-dimensional scatter plot structures, in the sense of optimizing the number/distance of time average vectors assigned with a given color. The employment of different colorbar schemes is also to be addressed: depending on the system under investigation, the usual red-green-blue coloring used here might not be the optimal one. Also, there is a need for optimal colorbar setting in the sense of coloring organization of cells depending on their location/size in the time average vectors space, as the mere linear red-green-blue colorbar might not suffice. The relationship between the convergence and clustering of time averages is also of importance, as both procedures improve visualization.
The key extension of the method refers to the Hamiltonian continuous-time systems for which the ergodic theory results are equally valid, and hence the results shown here apply directly. Of course, the computation of time averages for a continuous-time system is far more numerically demanding. Moreover, observe that high-dimensional dynamical systems can be studied this way far more easily then with other similar methods: by slicing the phase space appropriately by a 2D section one can fully apply the time average idea described here in the context of 2D standard map obtaining the visualization of invariant set structure at that section. Another interesting extension includes the issue of time average convergence, namely the relation between various convergence properties and the properties of the underlying dynamics, both for discrete and continuous time systems. We also suggest that the method is applicable to complex systems like coupled dynamical systems on lattices or networks, with the remark that the measure-preserving coupling is required, which might be difficult to construct or motivate physically in same cases.
