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TWO-SIDED CELLS IN TYPE B (ASYMPTOTIC CASE)
CE´DRIC BONNAFE´
Abstract. We compute two-sided cells of Weyl groups of type B for the “asymptotic”
choice of parameters. We also obtain some partial results concerning Lusztig’s conjectures
in this particular case.
Let Wn be a Weyl group of type Bn. The present paper is a continuation of the
work done by L. Iancu and the author [3] concerning Kazhdan-Lusztig theory of Wn for
the asymptotic choice of parameters [3, §6]. To each element w ∈ Wn is associated a
pair of standard bi-tableaux (P (w), Q(w)) (see [19] or [3, §3]): this can be viewed as
a Robinson-Schensted type correspondence. Our main result [3, Theorem 7.7] was the
complete determination of the left cells: two elements w and w′ are in the same left cell
if and only if Q(w) = Q(w′). For the corresponding result for the symmetric group, see
[12] and [1]. We have also computed the character afforded by a left cell representation
[3, Proposition 7.11] (this character is irreducible).
In this paper, we are concerned with the computation of the two-sided cells. Let us
state the result here. If w ∈ Wn, write Q(w) = (Q
+(w), Q−(w)) and denote by λ+(w)
and λ−(w) the shape of Q+(w) and Q−(w) respectively. Note that (λ+(w), λ−(w)) is a
bipartition of n.
Theorem (see 3.9). For the choice of parameters as in [3, §6], two elements w and w′
are in the same two-sided cell if and only if (λ+(w), λ−(w)) = (λ+(w′), λ−(w′)).
Lusztig [17, Chapter 14] has proposed fifteen conjectures on Kazhdan-Lusztig theory
of Hecke algebras with unequal parameters. In the asymptotic case, Geck and Iancu [9]
use some of our results, namely some informations on the preorder 6LR (see Theorem 3.5
and Proposition 4.2), to compute the function a and to prove Lusztig’s conjectures Pi, for
i ∈ {1, 2, 3, 4, 5, 6, 7, 8, 11, 12, 13, 14}. On the other hand, Geck [8] has shown that Lusztig’s
conjectures P9 and P10 hold. More precisely, he proved that the Kazhdan-Lusztig basis
is cellular (in the sense of [11]). He also proved a slightly weaker version of P15 (but his
version is sufficient for constructing the homomorphism from the Hecke algebra to the
asymptotic algebra J).
The present paper is organized as follows. In Section 1, we study some consequences
of Lusztig’s conjectures on the multiplication by Tw0 , where w0 is the longest element of
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a finite Weyl group. From Section 2 to the end of the paper, we assume that the Weyl
group is of type Bn and that the choice of parameters is done as in [3, §6]. In Section 2,
we establish some preliminary results concerning the Kazhdan-Lusztig basis. In Section
3, we prove the above theorem by introducing a new basis of the Hecke algebra: this was
inspired by the work of Geck on the induction of Kazhdan-Lusztig cells [7]. Section 4
contains some results related to Lusztig’s conjectures. In Section 5, we determine which
specializations of the parameters preserve the Kazhdan-Lusztig basis.
1. Generalities
1.A. Notation. We slightly modify the notation used in [3, §5]. Let (W,S) be a Coxeter
group with |S| <∞. We denote by ℓ : W → N = {0, 1, 2, . . . } the length function relative
to S. If W is finite, w0 denotes its longest element. Let 6 denote the Bruhat ordering on
W . If I⊂S, we denote by WI the standard parabolic subgroup of W generated by I.
Let Γ be a totally ordered abelian group which will be denoted additively. The order
on Γ will be denoted by 6 . If γ0 ∈ Γ, we set
Γ<γ0 = {γ ∈ Γ | γ < γ0}, Γ6 γ0 = {γ ∈ Γ | γ 6 γ0},
Γ>γ0 = {γ ∈ Γ | γ > γ0} and Γ> γ0 = {γ ∈ Γ | γ > γ0}.
Let A be the group algebra of Γ over Z. It will be denoted exponentially: as a Z-module,
it is free with basis (vγ)γ∈Γ and the multiplication rule is given by v
γvγ
′
= vγ+γ
′
for all γ,
γ′ ∈ Γ. If a ∈ A, we denote by aγ the coefficient of a on v
γ , so that a =
∑
γ∈Γ aγv
γ . If
a 6= 0, we define the degree and the valuation of a (which we denote respectively by deg a
and val a) as the elements of Γ equal to
deg a = max{γ | aγ 6= 0}
and val a = min{γ | aγ 6= 0}.
By convention, we set deg 0 = −∞ and val 0 = +∞. So deg : A → Γ ∪ {−∞} and
val : A→ Γ∪{+∞} satisfy deg ab = deg a+deg b and val ab = val a+val b for all a, b ∈ A.
We denote by A → A, a 7→ a¯ the automorphism of A induced by the automorphism of Γ
sending γ to −γ. Note that deg a = − val a¯. If γ0 ∈ Γ, we set
A<γ0 = ⊕
γ<γ0
Zvγ , A6 γ0 = ⊕
γ 6 γ0
Zvγ ,
A>γ0 = ⊕
γ>γ0
Zvγ and A> γ0 = ⊕
γ > γ0
Zvγ .
We fix a weight function L :W → Γ, that is a function satisfying L(ww′) = L(w)+L(w′)
whenever ℓ(ww′) = ℓ(w)+ℓ(w′). We also assume that L(s) > 0 for every s ∈ S. We denote
by H = H(W,S,L) the Hecke algebra of W associated to the weight function L. It is the
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associative A-algebra with A-basis (Tw)w∈W indexed by W and whose multiplication is
determined by the following two conditions:
(a) TwTw′ = Tww′ if ℓ(ww
′) = ℓ(w) + ℓ(w′)
(b) T 2s = 1 + (v
L(s) − v−L(s))Ts if s ∈ S.
It is easily seen from the above relations that (Ts)s∈S generates the A-algebra H and that
Tw is invertible for every w ∈ W . If h =
∑
w∈W awTw ∈ H, we set h =
∑
w∈W awT
−1
w−1
.
Then the map H → H, h 7→ h is a semi-linear involutive automorphism of H. If I⊂S, we
denote by H(WI) the sub-A-algebra of H generated by (Ts)s∈I .
Let w ∈W . By [17, Theorem 5.2], there exists a unique element Cw ∈ H such that
(a) Cw = Cw
(b) Cw ∈ Tw +
(
⊕
y∈W
A<0Ty
)
.
Write Cw =
∑
y∈W p
∗
y,wTy with p
∗
y,w ∈ A. Then [17, 5.3]
p∗w,w = 1
p∗y,w = 0 if y 6 w.
In particular, (Cw)w∈W is an A-basis of H: it is called the Kazhdan-Lusztig basis of H.
Write now py,w = v
L(w)−L(y)p∗y,w. Then
py,w ∈ A> 0
and the coefficient of py,w on v
0 is equal to 1 (see [17, Proposition 5.4 (a)].
We define the relations 6L , 6R , 6LR , ∼L, ∼R and ∼LR as in [17, §8].
1.B. The function a. Let x, y ∈W . Write
CxCy =
∑
z∈W
hx,y,zCz,
where hx,y,z ∈ A for z ∈W . Of course, we have
(1.1) hx,y,z = hx,y,z.
The following lemma is well-known [17, Lemma 10.4 (c) and formulas 13.1 (a) et (b)].
Lemma 1.2. Let x, y and z be three elements of W . Then
deg hx,y,z 6 min(L(x), L(y)).
Conjecture P 0 (Lusztig): There exists N ∈ Γ such that deg hx,y,z 6 N for all x, y
and z in W .
If W is finite, then W satisfies obviously P0. If W is an affine Weyl group, then it
also satisfies P0 [16, 7.2]. From now on, we assume that W satisfies P0, so that the next
definition is valid. If z ∈W , we set
a(z) = max
x,y∈W
deg hx,y,z.
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Since h1,z,z = 1, we have a(z) ∈ Γ> 0. If necessary, we will write aW (z) for a(z). We
denote by γx,y,z−1 ∈ Z the coefficient of v
a(z) in hx,y,z. The next proposition shows how
the function a can be calculated by using different bases.
Proposition 1.3. Let (Xw)w∈W and (Yw)w∈W be two families of elements of H such that,
for every w ∈ W , Xw − Tw and Yw − Tw belong to ⊕y<w A<0Ty. For all x and y in W ,
write
XxYy =
∑
z∈W
ξx,y,zCz.
Then, if x, y, z ∈W , we have:
(a) deg ξx,y,z 6 min{L(x), L(y)}.
(b) ξx,y,z ∈ γx,y,z−1v
a(z) +A<a(z).
In particular,
a(z) = max
x,y∈W
deg ξx,y,z.
Proof - Clear. 
1.C. Lusztig’s conjectures. Let τ : H → A be the A-linear map such that τ(Tw) = δ1,w
if w ∈ W . It is the canonical symmetrizing form on H (recall that τ(TxTy) = δxy,1). If
z ∈W , let
∆(z) = − deg p∗1,z = − deg τ(Cz).
Let nz be the coefficient of p
∗
1,z on v
−∆(z). Finally, let
D = {z ∈W | a(z) = ∆(z)}.
Conjectures (Lusztig): With the above notation, we have:
P 1. If z ∈W , then a(z) 6 ∆(z).
P 2. If d ∈ D and if x, y ∈W satisfy γx,y,d 6= 0, then x = y
−1.
P 3. If y ∈W , then there exists a unique d ∈ D such that γy−1,y,d 6= 0.
P 4. If z
′ 6LR z, then a(z) 6 a(z
′). Therefore, if z ∼LR z
′, then a(z) = a(z′).
P 5. If d ∈ D and y ∈W satisfy γy−1,y,d 6= 0, then γy−1,y,d = nd = ±1.
P 6. If d ∈ D, then d
2 = 1.
P 7. If x, y, z ∈W , then γx,y,z = γy,z,x.
P 8. If x, y, z ∈W satisfy γx,y,z 6= 0, then x ∼L y
−1, y ∼L z
−1 and z ∼L x
−1.
P 9. If z
′ 6L z and a(z
′) = a(z), then z′ ∼L z.
P 10. If z
′ 6R z and a(z
′) = a(z), then z′ ∼R z.
P 11. If z
′ 6LR z and a(z
′) = a(z), then z′ ∼LR z.
P 12. If I⊂S and z ∈WI , then aWI (z) = aW (z).
P 13. Every left cell C of W contains a unique element d ∈ D. If y ∈ C, then γy−1,y,d 6= 0.
P 14. If z ∈W , then z ∼LR z
−1.
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P 15. If x, x
′, y, w ∈W are such that a(y) = a(w), then∑
y′∈W
hw,x′,y′ ⊗Z hx,y′,y =
∑
y′∈W
hy′,x′,y ⊗Z hx,w,y′
in A⊗Z A.
Lusztig has shown that these conjectures hold if W is a finite or affine Weyl group and
L = ℓ [17, §15], if W is dihedral and L is any weight function [17, §17] and if (W,L) is
quasi-split [17, §16].
1.D. Lusztig’s conjectures and multiplication by Tw0. We assume in this subsection
that W is finite. We are interested here in certain properties of the multiplication by T nw0
for n ∈ Z. Some of them are partially known [14, Lemma 1.11 and Remark 1.12]. If y ∈W
and n ∈ Z, we set
T nw0Cy =
∑
x∈W
λ(n)x,yCx.
Note that λ
(n)
x,y = 0 if x 6 L y.
Proposition 1.4. Assume that W is finite and satisfies Lusztig’s conjectures P1, P4 and
P8. Let n ∈ Z and let x and y be two elements of W such that x 6L y. Then:
(a) If n > 0, then deg λ
(n)
x,y 6 n(a(x) − a(w0x)). If moreover x <L y, then degλ
(n)
x,y <
n(a(x)− a(w0x)).
(b) If n 6 0, then degλ
(n)
x,y 6 n(a(y) − a(w0y)). If moreover x <L y, then deg λ
(n)
x,y <
n(a(y)− a(w0y)).
(c) If n is even and if x ∼L y, then λ
(n)
x,y = δx,yv
n(a(x)−a(w0x)).
Proof - If n = 0, then (a), (b) and (c) are easily checked. Let us now prove (a) and (b).
By [17, Proposition 11.4],
Tw0 =
∑
u∈W
(−1)ℓ(w0u)p∗1,w0uCu.
Consequently,
λ(1)x,y =
∑
u∈W
x 6R u
(−1)ℓ(w0u)p∗1,w0uhu,y,x.
But, by P1, we have deg p
∗
1,w0u 6 −a(w0u). If moreover x 6R u, then w0u 6R w0x and so
−a(w0x) > −a(w0u) by P4. Therefore
deg λ(1)x,y 6 a(x)− a(w0x).
On the other hand, if deg λ
(1)
x,y = a(x)−a(w0x), then there exists u ∈W such that x 6R u
and deg hu,y,x = a(x). So, by P8, we get that x ∼L y. This shows (a) for n = 1.
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Now, let ν : H → H denote the A-linear map such that ν(Cw) = v
a(w0w)−a(w)Cw for all
w ∈W and let µ : H → H, h 7→ Tw0h. Then, if w ∈W , we have
νµ(Cy) =
∑
u 6L y
va(w0u)−a(u)λ(1)u,yCu.
So, by the previous discussion, we have va(w0u)−a(u)λ
(1)
u,y ∈ A6 0. Moreover, if u <L y, then
va(w0u)−a(u)λ
(1)
u,y ∈ A<0 . On the other hand, detµ = ±1 and det ν = 1. Therefore, if we
write
µ−1ν−1(Cy) =
∑
u 6L y
βu,yCu,
then βu,y ∈ A6 0 and, if u <L y, then βu,y ∈ A<0. Finally,
T−1w0 Cy = µ
−1(Cy)
= µ−1ν−1ν(Cy)
= va(w0y)−a(y)µ−1ν−1(Cy)
=
∑
u 6L y
va(w0y)−a(y)βu,yCu.
In other words, λ
(−1)
x,y = va(w0y)−a(y)βx,y. This shows that (b) holds if n = −1. An
elementary induction argument using P4 shows that (a) and (b) hold in full generality.
Let us now prove (c). Let K be the field of fraction of A. Let C be a left cell of W and
let c ∈ C. We set
H6L C = ⊕
w 6L c
ACw and H
<LC = ⊕
w<Lc
ACw.
Then H6L C and H<LC are left ideals of H. The algebra KH = K⊗AH being semisimple,
there exists a left ideal IC of KH such that KH
6L C = KH<LC ⊕ IC .
We need to prove that, for all h ∈ IC ,
T nw0h = v
n(a(c)−a(w0c))h.
For this, we may, and we will, assume that n > 0. Let V C1 , V
C
2 ,. . . , V
C
nC
be irreducible
sub-KH⊗A K-modules of IC such that
IC = V
C
1 ⊕ · · · ⊕ V
C
nC
.
Let j ∈ {1, 2, . . . , nC}. Since T
n
w0
is central and invertible in H, there exists ε ∈ {1,−1}
and iCj ∈ Γ such that
T nw0h = εv
iCj h
for every h ∈ V Cj . By specializing v
γ 7→ 1, we get that ε = 1. Moreover, by (a) and (b),
iCj 6 n(a(c) − a(w0c)). On the other hand, since detµ = ±1, we have detµ
n = 1. But
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detµn = vr, where
r =
∑
C∈LC(W )
nC∑
j=1
iCj dimV
C
j
6 n
∑
C∈LC(W )
(a(C)− a(w0C))
nC∑
j=1
dimV Cj
= n
∑
C∈LC(W )
(a(C)− a(w0C))|C|
= n
∑
w∈W
(a(w) − a(w0w))
= 0.
Here, LC(W ) denotes the set of left cells in W and, if C ∈ LC(W ), a(C) denotes the value
of a on C (according to P4). The fact that r = 0 forces the equality i
C
j = n(a(C)−a(w0C))
for every left cell C and every j ∈ {1, 2, . . . , nC}. 
Remark 1.5 - Assume here that w0 is central in W and keep the notation of the proof of
Proposition 1.4 (c). Let j ∈ {1, 2, . . . , nC}. Then there exists εj(C) ∈ {1,−1} et ej(C) ∈ Γ
such that Tw0h = εj(C)v
ej(C)h for every h ∈ V Cj .
Question: Let j, j′ ∈ {1, 2, . . . , nC}. Does εj(C) = εj′(C) ?
A positive answer to this question would allow to generalize Proposition 1.4 (c) to the
case where wn0 is central. 
Corollary 1.6. Assume that W is finite and satisfies Lusztig’s conjectures P1, P2, P4, P8,
P9 and P13. Let w ∈W and let n ∈ N. Then deg τ(T
−n
w0
Cw) 6 −a(w)+n(a(w0w)−a(w)).
Moreover, deg τ(T−nw0 Cw) = −a(w) + n(a(w0w)− a(w)) if and only if w
n
0w
−1 ∈ D.
Proof - Assume first that n is even. In particular, wn0 = 1. By Proposition 1.4, we have
τ(T−nw0 Cw) = v
n(a(w0w)−a(w))τ(Cw) +
∑
x<Lw
λ(−n)x,w τ(Cx).
But, if x <L w, then deg τ(Cx) = −∆(x) 6 −a(x) 6 −a(w) by P1 and P4. So, by Propo-
sition 1.4 (b), we have that deg λ
(−n)
x,w τ(Cx) < −a(w)+n(a(w0w)−a(w)). Moreover, again
by P1, we have deg τ(Cw) = −∆(w) 6 −a(w). This shows that deg τ(T
−n
w0
Cw) 6 −a(w)+
n(a(w0w)− a(w)) and that equality holds if and only if ∆(w) = a(w), that is, if and only
if w ∈ D, as desired.
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Assume now that n = 2k+1 for some natural number k. Recall that, by [17, Proposition
11.4], Tw0 =
∑
u∈W (−1)
ℓ(w0u)p∗1,w0uCu. Therefore
T−nw0 Cw =
∑
u∈W
(−1)ℓ(w0u)p∗1,w0uT
−n−1
w0
CuCw
=
∑
u,x∈W
x 6L w and x 6R u
(−1)ℓ(w0u)p∗1,w0uhu,w,xT
−n−1
w0
Cx.
This implies that
τ(T−nw0 Cw) =
∑
u,x∈W
x 6L w and x 6R u
(−1)ℓ(w0u)p∗1,w0uhu,w,xτ(T
−n−1
w0
Cx),
so deg τ(T−nw0 Cw) 6 maxu,x∈W
x 6L w and x 6R u
deg(p∗1,w0uhu,w,xτ(T
−n−1
w0
Cx)).
Let u and x be two elements of W such that x 6L w and x 6R u. Since n+1 is even and
by the previous discussion, we have
deg τ(T−n−1w0 Cx) 6 −a(x) + (n+ 1)(a(w0x)− a(x)).
By P1 and P4, deg p
∗
1,w0u 6 −a(w0u) 6 −a(w0x). Moreover, deg hu,w,x 6 a(x). Conse-
quently,
deg(p∗1,w0uhu,w,xτ(T
−n−1
w0
Cx)) 6 −a(x) + n(a(w0x)− a(x))
6 −a(w) + n(a(w0w)− a(w)).
Moreover, equality holds if and only if w0u ∈ D, deghu,w,x = a(x) = a(w) and x ∈ D.
We first deduce that
deg τ(T−nw0 Cw) 6 −a(w) + n(a(w0w)− a(w))
which is the first assertion of the proposition.
Assume now that deg τ(T−nw0 Cw) = −a(w) + n(a(w0w) − a(w)). Then there exists u
and x in W such that x 6L w, x 6R u, w0u ∈ D, deg hu,w,x = a(x) = a(w) and x ∈ D.
Since deg hu,w,x = a(x) and x ∈ D, we deduce from P2 that w = u
−1, which shows that
w0w
−1 ∈ D.
Conversely, assume that w0w
−1 belongs to D. To show that deg τ(T−nw0 Cw) = −a(w) +
n(a(w0w)−a(w)), it is sufficient to show that there is a unique pair (u, x) of elements ofW
such that x 6L w, x 6R u, w0u ∈ D, deg hu,w,x = a(x) = a(w) and x ∈ D. The existence
follows from P13 (take u = w
−1 and x be the unique ele´ment of D belonging to the left cell
containing w). Let us now show unicity. Let (u, x) be such a pair. Since deg hu,w,x = a(x)
and x ∈ D, we deduce from P2 that u = w
−1. Moreover, since a(x) = a(w) and x 6L w,
we have x ∼L w by P9. But, by P13, x is the unique element of D belonging to the left
cell containing w. 
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2. Preliminaries on type B (asymptotic case)
From now on, we are working under the following hypothesis.
Hypothesis and notation: We assume now that W = Wn is of type Bn,
n > 1. We write S = Sn = {t, s1, . . . , sn−1} as in [3, §2.1]: the Dynkin
diagram of Wn is given by
✐ ✐ ✐ · · · ✐
t s1 s2 sn−1
We also assume that Γ = Z2 and that Γ is ordered lexicographically:
(a, b) 6(a′, b′)⇐⇒ a < a′ or (a = a′ and b 6 b′).
We set V = v(1,0) and v = v(0,1) so that A = Z[V, V −1, v, v−1] is the Laurent
polynomial ring in two algebraically independent indeterminates V and v.
If w ∈ Wn, we denote by ℓt(w) the number of occurences of t in a reduced
expression of w. We set ℓs(w) = ℓ(w) − ℓt(w). Then ℓs and ℓt are weight
functions and we assume that L = Ln : Wn → Γ, w 7→ (ℓt(w), ℓs(w)). So
H = Hn = H(Wn, Sn, Ln). We denote by Sn the subgroup of W generated
by {s1, . . . , sn−1}: it is isomorphic to the symmetric group of degree n.
We now recall some notation from [3, §2.1 and 4.1]. Let r1 = t1 = t and, if 1 6 i 6 n−1,
let ri+1 = siri and ti+1 = sitisi. If 0 6 l 6 n, let al = r1r2 . . . rl. We denote by Sl, Wl,
Sl,n−l, Wl,n−l the standard parabolic subgroups of Wn generated by {s1, s2, . . . , sl−1},
{t, s1, s2, . . . , sl−1}, Sn \ {t, sl} and Sn \ {sl} respectively. The longest element of Sl is
denoted by σl. Let
Yl,n−l = {a ∈ Sn | ∀ σ ∈ Sl,n−l, ℓ(aσ) > ℓ(σ)}.
If w ∈ Wn is such that ℓt(w) = l, then [3, §4.6] there exist unique aw, bw ∈ Yl,n−l,
σw ∈ Sl,n−l such that w = awalσwb
−1
w . Recall that ℓ(w) = ℓ(aw) + ℓ(al) + ℓ(σw) + ℓ(bw).
2.A. Some submodules of H. If l is a natural number such that 0 6 l 6 n, we set
Tl = ⊕
w∈Wn
ℓt(w)=l
ATw, T6 l = ⊕
w∈Wn
ℓt(w) 6 l
ATw, T> l = ⊕
w∈Wn
ℓt(w) > l
ATw,
Cl = ⊕
w∈Wn
ℓt(w)=l
ACw, C6 l = ⊕
w∈Wn
ℓt(w) 6 l
ACw and C> l = ⊕
w∈Wn
ℓt(w) > l
ACw.
Let ΠT? : Hn → T? and Π
C
? : Hn → C? be the natural projections (for ? ∈ {l, 6 l, > l}).
Proposition 2.1. Let l be a natural number such that 0 6 l 6 n. Then:
(a) Tl and Cl are sub-H(Sn)-modules-H(Sn) of Hn. The maps Π
T
l and Π
C
l are mor-
phisms of H(Sn)-modules-H(Sn).
(b) T6 l = C6 l.
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(c) C> l is a two-sided ideal of Hn.
Proof - (a) follows from [3, Theorem 6.3 (b)]. (b) is clear. (c) follows from [3, Corollary
6.7]. 
The next proposition is a useful characterization of the elements of the two-sided ideal
Cn.
Proposition 2.2. Let h ∈ Hn. The following are equivalent:
(1) h ∈ Cn.
(2) ∀x ∈ Hn, (Tt − V )xh = 0.
(3) ∀x ∈ H(Sn), (Tt − V )xh = 0.
Proof - If ℓt(w) = n, then tw < w so (Tt −V )Cw = 0 by [17, Theorem 6.6 (b)]. Since Cn
is a two-sided ideal of Hn (see Proposition 2.1 (c)), we get that (1) implies (2). It is also
obvious that (2) implies (3). It remains to show that (3) implies (1).
Let I = {h ∈ Hn | ∀x ∈ H(Sn), (Tt − V )xh = 0}. Then I is clearly a sub-H(Sn)-
module-Hn of Hn. We need to show that I⊂Cn. In other words, since Cn⊂ I, we need to
show that I ∩ C6 n−1 = 0. Let I
′ = I ∩ C6 n−1 = I ∩ T6 n−1 (see Proposition 2.1 (b)).
Let X = {w ∈ Wn | τ(I
′Tw−1) 6= 0}. Showing that I
′ = 0 is equivalent to showing that
X = ∅.
Assume X 6= ∅. Let w be an element of X of maximal length and let h be an element of
I ′ such that τ(hTw−1) 6= 0. Since h ∈ T6 n−1, we have ℓt(w) 6 n−1. Moreover, Tth = V h,
so τ(TthTw−1) = τ(hTw−1Tt) 6= 0. By the maximality of ℓ(w), we get that tw < w. So,
there exists s ∈ Sn such that sw > w and s 6= t. Then
τ(TshT(sw)−1) = τ(hT(sw)−1Ts)
= τ(hTw−1) + (v − v
−1)τ(hT(sw)−1)
6= 0,
the last inequality following from the maximality of ℓ(w) (which implies that τ(hT(sw)−1) =
0). But Tsh ∈ I
′ and so sw ∈ X. This contradicts the maximality of ℓ(w). 
2.B. Some results on the Kazhdan-Lusztig basis. In this subsection, we study the
elements of the Kazhdan-Lusztig basis of the form Calσ where 0 6 l 6 n and σ ∈ Sn.
Proposition 2.3. Let σ ∈ Sn and let 0 6 l 6 n. Then CalCσ = Calσ and CσCal = Cσal .
Proof - Let C = CalCσ. Then C = C and
C − Talσ =
∑
w<alσ
λwTw
with λw ∈ A for w < alσ. To show that C = Calσ, it is sufficient to show that λw ∈ A<0.
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But, Cal = Tal +
∑
x<al
V ℓt(x)−lβxTx with βx ∈ Z[v, v
−1] (see [3, Theorem 6.3 (a)]).
Hence,
C = Talσ +
∑
τ<σ
p∗τ,σTalτ +
∑
x<al
V ℓt(x)−lβxTxCσ.
But, if x < al, then ℓt(x) < l. This shows that λw ∈ A<0 for every w < alσ. This shows
the first equality. The second one is obtained by a symmetric argument. 
Proposition 2.3 shows that it can be useful to compute in different ways the elements
Cal to be able to relate the Kazhdan-Lusztig basis of Hn to the Kazhdan-Lusztig basis
of H(Sn). Following the work of Dipper-James-Murphy [4], Ariki-Koike [2] and Graham-
Lehrer [11, §5], we set
Pl = (Tt1 + V
−1)(Tt2 + V
−1) . . . (Ttl + V
−1)
=
∑
0 6 k 6 l
V k−l
( ∑
1 6 i1<···<ik 6 l
Tti1 ...tik
)
.
Lemma 2.4. Pn is central in Hn.
Proof - First, Pn commutes with Tt (indeed, tti = tit > ti for 1 6 i 6 n). By [2, Lemma
3.3], Pn commutes with Tsi for 1 6 i 6 n − 1. Since the notation and conventions are
somewhat different, we recall here a brief proof. First, if j 6∈ {i, i + 1}, sitj = tjsi > tj
so Tsi commutes with Ttj . Therefore, it is sufficient to show that Tsi commutes with
(Tti + V
−1)(Tti+1 + V
−1). This follows from a straightforward computation using the fact
that siti > ti, that ti+1si < ti+1 and that siti = ti+1si. 
Proposition 2.5. If 0 6 l 6 n, then Cal = PlT
−1
σl
= T−1σl Pl.
Proof - The computation may be performed in the subalgebra of Hn generated by
{Tt, Ts1 , . . . , Tsl−1} so we may, and we will, assume that l = n. First, we have TtPn = V Pn.
Since Pn is central in Hn, it follows from the characterization of Cn given by Proposition
2.2 that Pn ∈ Cn.
Now, let h = Can − PnT
−1
σn
. Then, by Proposition 2.1 (a), we have h ∈ Cn. Moreover,
it is easily checked that h ∈ T6 n−1 = C6 n−1. So h = 0. 
Corollary 2.6. If 0 6 l 6 n and σ ∈ Sn, then Π
T
0 (Calσ) = V
−lT−1σl Cσ. In particular,
τ(Calσ) = V
−lτ(T−1σl Cσ).
Proof - Since ΠT0 is a morphism of right H(Sn)-modules (see Proposition 2.1 (a)) and
since Calσ = PlT
−1
σl
Cσ (see Propositions 2.3 and 2.5), we have Π
T
0 (Calσ) = Π
T
0 (Pl)T
−1
σl
Cσ.
But, ΠT0 (Pl) = V
−l. This completes the proof of the corollary. 
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3. Two-sided cells
The aim of this section is to show that, if x and y are two elements of W such that
ℓt(x) = ℓt(y) = l, then x 6LR y if and only if σx 6
Sl,n−l
LR
σy (see Theorem 3.5). Here,
6
Sl,n−l
LR
is the preorder 6LR defined inside the parabolic subgroup Sl,n−l. For this, we
adapt an argument of Geck [7] who was considering the preorder 6L .
We start by defining an order relation 4 on W . Let x and y be two elements of W .
Then x ≺ y if the following conditions are fulfilled:
(1) ℓt(x) = ℓt(y),
(2) x 6 y,
(3) ax < ay or bx < by,
(4) σx 6
Sl,n−l
LR
σy.
We write x 4 y if x ≺ y or x = y. If y ∈Wn, we set
Γy = TayCaℓt(y)CσyTb−1y .
Lemma 3.1. Let y ∈W . Then Γy ∈ Ty +⊕x<y A<0Tx.
Proof - First, recall that Γy is a linear combination of elements of the form TayTzTb−1y
with z 6 aℓt(y)σy, so it is a linear combination of elements of the form Tx with x 6 y.
Let l = ℓt(y) and σ = σy. We have
Γy = TayTalTσTb−1y +
(∑
τ<σ
p∗τ,σTayTalTτTb−1y
)
+
( ∑
a<al, τ 6 σ
p∗a,alp
∗
τ,σTayTaTτTb−1y
)
.
If τ < σ, then TayTalTτTb−1y = Tayalτb−1y by [3, §4.6]. On the other hand, if a < al,
then ℓt(a) < l so TayTaTτTb−1y is a linear combination, with coefficients in Z[v, v
−1] of
elements Tw with ℓt(w) = ℓt(a) < l (because ay, τ and b
−1
y are elements of Sn). Since
V l−ℓt(a)p∗a,al ∈ Z[v, v
−1] by [3, Theorem 6.3 (a)], this proves the lemma. 
Lemma 3.2. If y ∈Wn, then
Γy = Γy +
∑
x≺y
ρx,yΓx
where the ρx,y’s belong to Z[v, v
−1].
Proof - Let l = ℓt(y). Then
T−1
a−1y
= Tay +
∑
a∈Yl,n−l
x∈Sl,n−l
ax<ay
Rax,ayTaTx.
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Moreover, if a ∈ Yl,n−l and x ∈ Sl,n−l are such that ax < ay, then a < ay (see [17, Lemma
9.10 (f)]. Thus,
Γy = Γy +
∑
a,b∈Yl,n−l
x,x′∈Sl,n−l
ax<ay or bx′<by
Rax,ayRbx′,byTa(TxCalσyTx′−1)Tb−1 .
The result now follows from Lemma 3.1. 
Corollary 3.3. If x 4 y, then
∑
x 4 z 4 y
ρx,zρz,y = δx,y.
Proof - This follows immediately from Lemma 3.2 and from the fact that H → H, h 7→ h
is an involution. 
Corollary 3.4. If w ∈W , then
Cw = Γw +
∑
y≺w
π∗y,wΓy
where π∗y,w ∈ v
−1
Z[v−1]⊂A<0 if y ≺ w.
Proof - By Corollary 3.3, there exists a unique family (π∗y,w)y≺w of elements of v
−1
Z[v−1]
such that Γw+
∑
y≺w π
∗
y,wΓy is stable under the involution h 7→ h of Hn (see [6, Page 214]:
this contains a general setting for including the arguments in [13, Proposition 2] or in [7,
Proposition 3.3]). But, by Lemma 3.1, we have
Γw +
∑
y≺w
π∗y,wΓy ∈ Tw + ( ⊕
y<w
A<0Ty).
So Cw = Γw +
∑
y≺w π
∗
y,wΓy. 
We are now ready to prove the main theorem of this section.
Theorem 3.5. Let x and y be two elements of W such that ℓt(x) = ℓt(y) = l. Then
x 6LR y if and only if σx 6
Sl,n−l
LR
σy.
Proof - Assume first that σx 6
Sl,n−l
LR
σy. Decompose σx = (σ
′
x, σ
′′
x) with σ
′
x ∈ Sl and
σ′′x ∈ Sn−l. Then σ
′
x 6
Sl
LR
σ′y so σlσ
′
y 6
Sl
LR
σlσ
′
x so wlσlσ
′
x 6
Wl
LR
wlσlσ
′
y. In other words,
alσ
′
x 6
Wl
LR
alσ
′
y. Therefore, alσx 6LR alσy. But, by [3, Theorem 7.7], we have x ∼LR alσx
and y ∼LR alσy. So x 6LR y.
To show the converse statement, it is sufficient to show that
I =
(
⊕
u∈Wn
ℓt(u)=l and σu 6
Sl,n−l
LR
σy
ACu
)
⊕ C> l+1
is a two-sided ideal. But, by Corollary 3.4, we have
I =
(
⊕
u∈Wn
ℓt(u)=l and σu 6
Sl,n−l
LR
σy
AΓu
)
⊕ C> l+1.
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By symmetry, we only need to prove that I is a left ideal. Let h ∈ Hn and let u ∈ Wn
such that ℓt(u) = l and σu 6
Sl,n−l
LR
σy. We want to prove that hΓu ∈ I. For simplification,
let a = au, b = bu, σ = σu. Let
Xl = {x ∈Wn | ∀ w ∈Wl,n−l, ℓ(xw) > ℓ(w)}.
Then, by [7, Proposition 3.3] and [3, Lemma 7.3 and Corollary 7.4],
TaCalσ ∈ ⊕
x∈Xl
τ 6
Sl,n−l
L
σ
ACxalτ .
Let I ′ be the right-hand side of the previous formula. By [7, Corollary 3.4], I ′ is a left
ideal. Therefore, hTaCalσ ∈ I
′. On the other hand,
I ′ ⊂
(
⊕
x∈Yl,n−l
τ 6
Sl,n−l
L
σ
ACxalτ
)
⊕ C> l+1.
Now, by Corollary 3.4, we have
I ′ ⊂
(
⊕
x∈Yl,n−l
τ 6
Sl,n−l
L
σ
ATxCalτ
)
⊕ C> l+1.
Therefore, hΓu ∈ I
′Tb−1 ⊂ I, as desired. 
Corollary 3.6. Let x and y be two elements of Wn. Then x ∼LR y if and only if
ℓt(x) = ℓt(y) (= l) and σx ∼
Sl,n−l
LR
σy.
Remark 3.7 - We associate to each element w ∈Wn a pair (P (w), Q(w)) of standard bi-
tableaux as in [3, §3]. Let l = ℓt(w). Write Q(w) = (Q
+(w), Q−(w)) and denote by λ?(w)
the shape of Q?(w) for ? ∈ {+,−}. The map w 7→ (P (w), Q(w)) is a generalization of the
Robinson-Schensted correspondence (see [19, Theorem 3.3] or [3, Theoreme 3.3]). Then
λ+(w) is a partition of n− l and λ−(w) is a partition of l, so that λ(w) = (λ+(w), λ−(w))
is a bipartition of n. If we write σw = σ
−
w × σ
+
w with σ
−
w ∈ Sl and σ
+
w ∈ Sn−l, note that
λ+(w) is the shape of the standard tableau associated to σ+w by the classical Robinson-
Schensted correspondence while λ−(w)∗ (the partition conjugate to λ−(w)) is the shape of
the standard tableau associated to σ−w . Let E denote the dominance order on partitions:
if α = (α1 > α2 > . . . ) and β = (β1 > β2 > . . . ) are two partitions of the same natural
number, we write α E β if
i∑
j=1
αj 6
i∑
j=1
βj
for every i > 1. Now, let x and y be two elements of Wn. If ℓt(x) = ℓt(y), then Theorem
3.5 is equivalent to:
(3.8) x 6LR y if and only if λ
+(x) E λ+(y) and λ−(y) E λ−(x).
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This follows from [18, 3.2] and [5, 2.13.1] (see also [10, Exercise 5.6]). Then, for general x
and y, Corollary 3.6 is equivalent to:
(3.9) x ∼LR y if and only if λ(x) = λ(y).
4. Around Lusztig’s conjectures
In this section, we prove some results which are related to Lusztig’s conjectures. If
σ ∈ Sn, we denote by aS(σ) the function a evaluated on σ but computed in Sn. It is
given by the following formula. Let λ = (λ1 > λ2 > . . . ) be the shape of the left cell of σ.
Then
aS(σ) =
∑
i > 1
(i− 1)λi.
We denote by aλ the right-hand side of the previous formula. If z ∈W , we set
α(z) = (ℓt(z), 2aS(σz)− aS(σℓt(z)σz)) ∈ N
2.
In terms of partitions (using the notation introduced in Remark 3.7), we have
α(z) = (|λ−(z)|,aλ+(z) + 2aλ−(z)∗ − aλ−(z)).
We now study some properties of the function α.
Remark 4.1 - Geck and Iancu [9] have proved, using the result of this section (and
especially Proposition 4.2), that α = a. They have deduced, using the notion of orthogonal
representations, that Lusztig’s conjectures Pi hold for i ∈ {1, 2, 3, 4, 5, 6, 7, 8, 11, 12, 13, 14}.
After that, Geck [8] proved P9 and P10. 
The first proposition shows that α is decreasing with respect to 6LR (compare with
Lusztig’s conjecture P4).
Proposition 4.2. Let z and z′ be two elements of W . Then:
(a) If z 6LR z
′, then α(z′) 6 α(z).
(b) If z 6LR z
′ and α(z) = α(z′) then z ∼LR z
′.
Proof - Since z 6LR z
′, we have ℓt(z) > ℓz(z
′) by [3, Corollary 6.7]. Therefore, if ℓt(z) >
ℓt(z
′), then α(z) > α(z′) and z 6∼LR z
′. This proves (a) and (b) in this case.
So, assume that ℓt(z) = ℓt(z
′) = l. Then, by Theorem 3.5, we have σz 6
Sl,n−l
LR
σz′ . Write
σz = (σ, τ) and σz′ = (σ
′, τ ′) where σ, σ′ ∈ Sl and τ , τ
′ ∈ Sn−l. Then
α(z) = (l, 2aS(σ)− aS(σlσ) + aS(τ))
and α(z′) = (l, 2aS(σ
′)− aS(σlσ
′) + aS(τ
′)).
But σ 6Sl
LR
σ′ and τ 6
Sl,n−l
LR
τ ′. Moreover, σlσ
′ 6
Sl
LR
σlτ
′. Therefore, since Lusztig’s con-
jecture P4 holds in the symmetric groups, we obtain (a).
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If moreover α(z) = α(z′), then aSl(σ) = aSl(σ
′) so σ ∼LR σ
′ by property P11 for the
symmetric group. Similarly, τ ∼LR τ
′ so σz ∼LR σz′ . So, by Corollary 3.6, z ∼LR z
′. 
The next proposition relates the functions α and ∆.
Proposition 4.3. Let z ∈W . Then α(z) 6 ∆(z). Moreover, α(z) = ∆(z) if and only if
z2 = 1.
Proof - Let us start with two results concerning the degree of τ(Γz) for z ∈Wn :
Lemma 4.4. Let z ∈Wn. Then
τ(Γz) =
{
0 if az 6= bz,
V −ℓt(z)τ(T−1σℓt(z)
Cσz ) if az = bz.
Proof of Lemma 4.4 - Write l = ℓt(z). Then, τ(Γz) = τ(Π
T
0 (Γz)). So, by Proposition
2.1 (a) and Corollary 2.6, we have τ(Γz) = V
−lτ(TazT
−1
σl
CσzTb−1z ). Therefore, V
lτ(Γz)
is equal to the coefficient of Tbz in TazT
−1
σl
Cσz . Write T
−1
σl
Cσz =
∑
x∈Sl,n−l
βxTx. Then
TazT
−1
σl
Cσz =
∑
x∈Sl,n−l
βxTazx. Thus, if az 6= bz, then bz 6∈ azSl,n−l so τ(Γz) = 0. If
az = bz, then τ(Γz) = V
−lβ1 = V
−lτ(T−1σl Cσz). 
Corollary 4.5. Let z ∈Wn. Then :
(a) deg τ(Γz) 6 −α(z).
(b) deg τ(Γz) = −α(z) if and only if z is an involution.
Proof of Corollary 4.5 - This follows from Lemma 4.4 and Corollary 1.6 (recall that
Lusztig’s conjectures (Pi)1 6 i 6 15 hold in the symmetric group). 
Let us now come back to the computation of ∆(z). By Corollary 3.4, we have
τ(Cz) = τ(Γz) +
∑
y≺z
π∗y,zτ(Γy).
But, if y ≺ z, then α(z) 6 α(y) (see Proposition 4.2 (a)). Therefore, by Corollary 4.5
(a), we have degπ∗y,zτ(Γy) < −α(z). So deg τ(Cz) 6 −α(z) and deg τ(Cz) = −α(z) if
and only if deg τ(Γz) = −α(z) that is, if and only if z is an involution (see Corollary 4.5
(b)). 
5. Specialization
We fix now a totally ordered abelian group Γ◦ and a weight function L◦ : Wn → Γ
◦
such that L◦(s) > 0 for every s ∈ Sn. Let A
◦ = Z[Γ◦] be denoted exponentially and let
H◦n = H(Wn, Sn, L
◦). Let (T ◦w)w∈Wn denote the usual A
◦-basis of H◦n and let (C
◦
w)w∈Wn
denote the Kazhdan-Lusztig basis of H◦n.
Let b = L◦(t) and a = L◦(s1) = · · · = L
◦(sn−1). Let θΓ : Γ → Γ
◦, (r, s) 7→ ar + bs. It
is a morphism of groups which induces a morphism of Z-algebras θA : A → A
◦ such that
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θA(V ) = v
b and θA(v) = v
a. If H◦n is viewed as an A-algebra through θA, then there is a
unique morphism of A-algebras θH : Hn →H
◦
n such that θH(Tw) = T
◦
w for every w ∈Wn.
The main result of this section is the following:
Proposition 5.1. If b > (n− 1)a, then θH(Cw) = C
◦
w for every w ∈Wn.
Proof - Assume that b > (n− 1)a. Since θH(Cw) = θH(Cw), it is sufficient to show that
θH(Cw) ∈ T
◦
w+(⊕y<wA
◦
<0T
◦
y ). Since θA(π
∗
y,w) ∈ A
◦
<0 for every y < w, it is sufficient to show
that θH(Γw) ∈ T
◦
w+(⊕y<wA
◦
<0T
◦
y ). For simplification, we set l = ℓt(w), a = aw, b = bw and
σ = σw. We set Γ
′
w = TaCalTσTb−1 . Then Γw =
∑
τ 6 σ p
∗
τ,σΓ
′
aalτb
−1 , with p
∗
τ,σ ∈ v
−1
Z[v−1]
if τ < σ and p∗σ,σ = 1. So it is sufficient to show that θH(Γ
′
w) ∈ T
◦
w + (⊕y<wA
◦
<0T
◦
y ). By
Proposition 2.5, we have
Γ′w = TaPlT
−1
σl
TσTb−1
=
l∑
k=0
V k−l
( ∑
1 6 i1<i2<···<ik 6 l
TaTti1 ti2 ...tikT
−1
σl
Tσb−1
)
=
l∑
k=0
V k−l
( ∑
1 6 i1<i2<···<ik 6 l
Taα(i1,...,ik)TakTβ(i1,...,ik)T
−1
σl
Tσb−1
)
,
where ti1 . . . tik is equal to α(i1, . . . , ik)akβ(i1, . . . , ik) with α(i1, . . . , ik) ∈ Yk,n−k ∩Sl and
β(i1, . . . , ik) ∈ Sl. Note that α(i1, . . . , ik)ak = ri1 . . . rik (recall that ri is defined as in
[3, §4.1]) so that ℓ(β(i1, . . . , ik)) = (i1 − 1) + · · · + (ik − 1). Now, let γ(i1, . . . , ik) =
σlβ(i1, . . . , ik)
−1. Then
Γ′w = Tw +
l−1∑
k=0
V k−l
( ∑
1 6 i1<i2<···<ik 6 l
Taα(i1,...,ik)TakT
−1
γ(i1,...,ik)
Tσb−1
)
.
If 0 6 k 6 l − 1 6 n− 1, we define
Yk,l−k,n−l = {σ ∈ Sn | ∀ i ∈ {1, 2, . . . , n − 1} \ {k, l}, σsi > σ}.
Then Yk,l−k,n−l = Yl,n−l(Yk,n−k ∩Sl). Therefore, aα(i1, . . . , ik) ∈ Yk,l−k,n−l. But, we have
Yk,l−k,n−l = Yk,n−k(Yl,n−l ∩Sk,n−k). So we can write aα(i1, . . . , ik) = αi1,...,ikα
′(i1, . . . , ik)
with αi1,...,ik ∈ Yk,n−k and α
′(i1, . . . , ik) ∈ Yl,n−l ∩ Sk,n−k. Then ℓ(α
′(i1, . . . , ik)) 6(l −
k)(n − l) (indeed, Yl,n−l ∩Sk,n−k may be identified with the set of minimal length coset
representatives of Sn−k/Sl−k,n−l). Note also that ak and α
′(i1, . . . , ik) commute. So
Γ′w = Tw +
l−1∑
k=0
V k−l
( ∑
1 6 i1<i2<···<ik 6 l
Tαi1,...,ikakTα′(i1,...,ik)T
−1
γ(i1,...,ik)
Tσb−1
)
.
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If we write TuT
−1
v Tσb−1 =
∑
τ∈Sn
ηu,v,τTτ with ηu,v,τ ∈ Z[v, v
−1], then, by [17, Lemma
10.4 (c)], we have deg ηu,v,τ 6 ℓ(u) + ℓ(v). Moreover,
Γ′w = Tw +
l−1∑
k=0
V k−l
( ∑
1 6 i1<i2<···<ik 6 l
( ∑
τ∈Sn
ηα′(i1,...,ik),γ(i1,...,ik),τTαi1,...,ikakτ
))
.
So it is sufficient to show that, for every k ∈ {0, 1, . . . , l− 1} and every sequence 1 6 i1 <
· · · < ik 6 l, we have
(∗) (k − l)b+
(
ℓ(α′(i1, . . . , ik)) + ℓ(γ(i1, . . . , ik))
)
a < 0.
But, ℓ(α′(i1, . . . , ik)) 6(l − k)(n − l) and
ℓ(γ(i1, . . . , ik)) = ℓ(σl)− ℓ(β(i1, . . . , ik))
=
l(l − 1)
2
− (i1 − 1)− · · · − (ik − 1)
6
l(l − 1)
2
−
k(k − 1)
2
=
1
2
(l − k)(l + k − 1).
So, in order to prove (∗), it is sufficient to prove that
(∗∗) 2(k − l)b+ (l − k)(2(n − l) + (l + k − 1))a < 0.
But,
2(k − l)b+ a(l− k)(2(n− l) + (l + k − 1))a = 2(k − l)(b− (n− 1)a) + (l − k)(k + 1− l)a.
Since k − l < 0, b− (n− 1)a > 0 and k + 1− l 6 0, we get (∗∗). 
If x and y are two elements of Wn, we write
C◦xC
◦
y =
∑
z∈Wn
h◦x,y,zC
◦
z ,
where h◦x,y,z ∈ A
◦. We denote by 6◦
L
, 6◦
R
, 6◦
LR
the preorders 6L , 6R and 6LR defined
in H◦n. Similarly, we define ∼
◦
L
, ∼◦
R
and ∼◦
LR
.
Corollary 5.2. Assume that b > (n − 1)a. Let x, y and z be elements of Wn and let
? ∈ {L,R,LR}. Then:
(a) h◦x,y,z = θA(hx,y,z).
(b) If x 6◦? y, then x 6? y.
(c) x ∼◦? y if and only if x ∼? y.
Proof - (a) follows from Proposition 5.1. (b) follows from (a). (c) follows from (b) and
from the counting argument in the proof of [3, Theorem 7.7]. 
Let τ◦ : H◦n → A
◦ denote the canonical symmetrizing form. If z ∈Wn, we set
a◦(z) = max
x,y∈Wn
deg h◦x,y,z,
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∆◦(z) = − deg τ◦(C◦z )
and α◦(z) = θΓ(α(z)).
By Corollary 5.2 (b) and by the same argument as in the proof of Proposition 4.2, we
have, for every z, z′ ∈Wn such that ℓt(z) = ℓt(z
′) and z 6◦
LR
z′,
(5.3) α◦(z′) 6 α◦(z′).
Remark - Using the result of this section, Geck and Iancu [9] proved that a◦ = α◦
whenever b > (n− 1)a. 
Proposition 5.4. Assume that b > (n− 1)a. Let z ∈Wn. Then:
(a) ∆◦(z) = θΓ(∆(z)) > α
◦(z).
(b) ∆◦(z) = α◦(z) if and only if z2 = 1.
Proof - First, note that τ◦ ◦ θH = θH ◦ τ . Moreover, by Proposition 5.1, we have
θH(Cz) = C
◦
z . Since V
ℓt(z)τ(Cz) ∈ Z[v, v
−1], we get that ∆◦(z) = θΓ(∆(z)). The other
assertions follow easily. 
We conclude this section by showing that the bound given by Proposition 5.1 is optimal.
Proposition 5.5. If b 6(n− 1)a, there exists w ∈Wn such that θH(Cw) 6= C
◦
w.
Proof - Assume that b 6(n− 1)a. To prove the proposition, it is sufficient to show that
there exists w ∈ Wn such that θH(Cw) 6∈ T
◦
w + ⊕y<wA
◦
<0T
◦
y . Using Corollary 3.4, we see
that it is sufficient to show that there exists w ∈Wn such that θH(Γw) 6∈ T
◦
w+⊕y<wA
◦
<0T
◦
y .
This follows from the next lemma:
Lemma 5.6. Let w = sn−1 . . . s2s1tσn. Then θH(Γw) 6∈ T
◦
w+⊕y<wA
◦
<0T
◦
y .
Proof - We have, by Proposition 2.3,
Γw = Tsn−1...s2s1tCσn + V
−1Tsn−1...s2s1Cσn .
But, Tsn−1...s2s1Cσn = v
n−1Cσn (see [17, Theorem 6.6 (b)]). Therefore,
since θH(Cσ) = C
◦
σ for every σ ∈ Sn, we have
θH(Γw) =
(∑
τ∈Sn
v(ℓ(τ)−ℓ(σn))aT ◦sn−1...s2s1tτ
)
+ v−b+(n−1)aC◦σn .
(Recall that Cσn =
∑
τ∈Sn
v(ℓ(τ)−ℓ(σn)Tτ by [17, Corollary 12.2].) So the
coefficient of θH(Γw) on T
◦
σn is equal to v
−b+(n−1)a, which does not belong
to A◦<0. 
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