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ABSTRACT OF DISSERTATION
THEORY AND APPLICATION OF HELIUM AND HELIUM-LIKE
IONS IN ASTROPHYSICAL ENVIRONMENTS
A complete model of helium-like line and continuum emission in astrophysical plas-
mas has been incorporated into the plasma simulation code CLOUDY. All elements
between He and Zn are treated, any number of levels can be considered, and a full
treatment of radiative and collisional processes is included. This includes photoion-
ization from all levels, line transfer including continuum pumping and destruction by
background opacities, scattering, and collisional processes. The model is calculated
self-consistently with the ionization and thermal structure of the surrounding nebula.
The result is a complete line and continuum spectrum of the nebula. The model
helium atom is described and compared to a second standalone helium atom in the
low-density case. The effects of the mixing of singlet and triplet terms, the truncation
of the physical system, and the convergence of the predicted line intensities as a func-
tion of the number of quantum levels explicitly included are considered. New Case-B
emissivities are calculated for the helium atom at a range of electron temperatures
and densities common in planetary nebulae. Observations of the Orion Nebula are
analyzed and compared with predictions of the model helium atom. Observations of
low-metallicity extragalactic objects by other authors are analyzed. The methods and
details of the model helium-like ions are described. The standard X-ray diagnostics
of these ions are revisited and augmented with semi-analytical and numerical calcu-
lations of ultraviolet line diagnostics. Finally, a new interface between CLOUDY and
the X-ray spectral analysis tool XSPEC is discussed.
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Chapter 1
Introduction
1.1 Background
The subjects of the helium atom (and its primordial helium implications) and the
helium-like ions (and their UV and X-ray spectra and diagnostics) and unified by
the concept of an isoelectronic sequence, the principal motivation of this dissertation.
An isoelectronic sequence is named for the atom at the root of the sequence and
also contains all ions having the same number of electrons as the atom (i.e., lithium
once-ionized, beryllium twice-ionized, etc). The use of isoelectronic sequences in
astrophysical simulation is practical because the atomic data needed to simulate their
spectra can be approximated through scaling laws in the nuclear charge (Curtis 2003).
Both the atom and the ions of the sequence have applications to active areas
of astrophysical research. Theoretical models of the helium atom are important in
attempts to calculate the primordial helium abundance, an important test of big
bang cosmology. The ions of the sequence emit strongly at X-ray energies. Theoretical
predictions of the intensities of these lines provide powerful diagnostics of conditions in
plasmas emitting in the X-ray. These diagnostics have become increasingly important
with the advent of space-based X-ray observatories.
1.2 Helium and The Big Bang
The “Big Bang” is the widely-accepted theory that our universe emerged nearly 14 bil-
lion years ago from a singularity. The standard model (depicted in Figure 1.1) begins
with the Planck Epoch. During this time all four forces - gravity, electromagnetism,
and the strong and weak nuclear forces - are unified into a single superforce. Very
little is understood about this epoch because standard quantum mechanics cannot
speak to lengths of time less than the Planck time (≈ 10−43 s). Gravity separates
from the superforce after one Planck time and marks the beginning of the Grand Uni-
fication Epoch. A force “separating” from other forces simply means that it becomes
distinct from the other forces and acquires its own strength (or range of effectiveness).
The universe at this phase consists of a dense particle soup of quarks, antiquarks, and
photons in equilibrium with each other and at a temperature of order 1032 K. The
Inflationary Epoch begins at t ≈ 10−36 s and T ≈ 1028 K when the separation of
the strong force from the electroweak force triggers a rapid inflation of the universe,
which grows exponentially by a factor of about 1043 in size between 10−36 and 10−34
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seconds. At t ≈ 10−12 s, the temperature has cooled to 1016 K and the electroweak
force separates into the electromagnetic & weak forces. All forces are now separate;
they have very different strengths and are each distinct from the others as is the case
at prevailing temperatures in the present day universe. “Quark Freeze-out” occurs at
t ≈ 10−6 s (with T ≈ 1013 K), as free quarks combine into hadrons (primarily protons
& neutrons), and there is equilibrium between particle-antiparticle pairs and photons.
“Nucleon Freeze-out” occurs at t ≈ 0.01 s (and T ≈ 1010 K), when the expansion
rate of the Universe dominates the neutron-proton interconversion rate, and the ratio
of neutrons to protons freezes-out, except that free neutrons now decay. This tem-
perature (≈ 1 MeV) is less than the binding energy of deuterium (2.2 MeV), but
the baryon-to-photon ratio is still small enough that deuterium is not stable against
photodissociation. Neutrinos decouple from matter and radiation and stream out into
space freely.
Finally, the Epoch of Nucleosynthesis begins at t = 3 minutes (and T ≈ 109 K).
Deuterium finally becomes stable just below T ≈ 109 K, and the first link in the
nucleosynthetic chain has been achieved. After deuterium becomes stable, almost
all neutrons quickly become bound into 4He. The ratio of neutrons to protons has
dropped to about 1/7, which gives He/H≈ 0.25 by mass. All other neutrons are
bound into 3He, 7Li, D, T, Be, and B. The light nuclei yields are determined by com-
petition between the universal expansion rate, neutron-proton weak interconversion
rates, and the rates of the nuclear reactions that produce the complex nuclei (shown
in Figure 1.2). The word primordial is used to describe the abundances of nuclei
at that time that all neutrons have become bound (but before stellar production).
The primordial yields are depicted in Figure 1.3 as a function of the baryon density
of the universe. The curves in each panel represent the theoretical yields in Stan-
dard Big Bang Nucleosynthesis, with the vertical widths of the curves indicating the
uncertainties in the predictions.
Astronomers define a metal as any element heavier than hydrogen. Only light
metals are believed to have been produced in the early universe. Heavier metals were
not produced in the early universe but are produced in stars (or, for the very heavy
elements, in supernovae). Cosmologists separate stellar and primordial productions
of the light nuclei by assuming that heavy metals are produced at a rate proportional
to the rate of stellar helium production. This allows us to extrapolate the relation
between helium abundance and heavy metal abundances observed in high redshift
systems to the relation in the early universe. Typically, oxygen abundance is the
preferred metallicity measure because its abundance is relatively straightforward to
measure and because it is not strongly depleted into dust particles, which would
obfuscate its true abundance. Figure 1.4, taken from Peimbert, Peimbert, & Luridiana
(2002), illustrates an example of this extrapolation technique. The boxes in Figure 1.3
2
indicate abundances and uncertainties derived from this method. We expect that all
observations agree on the horizontal (baryon density) axis. The thin yellow strip
corresponds to the baryon density measured by the Wilkinson Microwave Anisotropy
Probe (WMAP) survey (Spergel et al. 2003). The helium abundances derived from
metallicity extrapolation are typically a few percent less than the value expected from
the WMAP result. This is problematic because helium is by far the most abundant
of the nuclei more complex than hydrogen.
One difficulty in calculating the helium abundance in a particular object is in the
fact that we cannot detect neutral hydrogen and helium directly, but only via lines
emitted following recombination onto the singly-ionized stages. This is usually not
a problem in a small region because we can demonstrate through the Saha equation
that (for conditions typical of objects with strong He I lines) the singly- and doubly-
ionized stages have populations orders of magnitude greater than the population
of the neutral stage. For an extended region, however, there may be significant,
unobservable neutral helium far away from the source of ionizing radiation. If the
neutral helium is co-spatial with neutral hydrogen, as in the top panel of Figure 1.5,
this effect is not important. If, however, the region where helium is mostly neutral
is much larger than the region where hydrogen is mostly neutral, as in the bottom
panel of Figure 1.5, the helium abundance can be dramatically underestimated.
1.3 Helium-like Ions and X-ray Diagnostics
The ions of the helium-like isoelectronic sequence emit strongly at X-ray wavelengths.
Typically referred to as a helium-like “triplet”, the forbidden, intercombination, and
resonance lines of these ions have been used as measures of temperature and density
since Gabriel & Jordan (1969, 1973) developed diagnostics for coronal physics. Their
importance has increased in recent years with the development of increasingly pow-
erful X-ray satellite telescopes. Accurate theoretical modeling of helium-like ions is
essential to understanding many X-ray sources.
X-ray astronomy is a relatively young field, due to the fact that the Earth’s atmo-
sphere absorbs most radiation at X-ray wavelengths. It was only in the early 1960’s,
with a rocket launched by American Science & Engineering Inc., that astronomers
were able to send X-ray telescopes beyond the Earth’s atmosphere and detect extra-
terrestrial X-ray sources. Since then, the field of X-ray astronomy has exploded and
many more missions of increasing power have been launched. The two most powerful
ones to date are the Chandra X-ray Observatory, launched by NASA in July 1999,
and, less than five months later, the XMM-Newton (X-ray Multi-Mirror Newton)
telescope, launched by the European Space Agency. Both telescopes are still in oper-
ation and are expected to continue to produce valuable scientific results at least until
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the end of the decade (2010).
The next generation of X-ray telescopes will see the launch of Constellation-X, a
multi-satellite project being developed by NASA. Although the project as currently
planned will not result in a significant increase in energy resolution, the effective area
will be much larger than any previous X-ray telescope because the several separate
satellites will operate in unison to function like a single giant telescope. The telescope
will allow scientists to gather data in one hour that would have taken days or weeks
to collect with present X-ray telescopes.
1.4 Topics of Dissertation
This dissertation pertains to the development for astrophysical simulation of a model
of the He I isoelectronic sequence and the application of that model to the study
of relevant astronomical observations. In Chapter 2, details of the calculations of
theoretical He I emissivities are presented, with particular focus on a new treatment
of collisional processes, and results are compared with those of previous workers. In
Chapter 3, two independently-developed models of the helium atom are compared in
the low-density limit, the accuracy of modeling the atom with and without including
the mixing of singlet and triplet states is investigated, and the effect of modeling
the atom with a finite number of levels is discussed. In Chapter 4, observations of
the Orion Nebula are analyzed and compared with theoretical calculations of the
model helium atom discussed in Chapter 2, and observations of extragalactic sources
used in calculations of the primordial helium abundance are analyzed. In Chapter 5,
both semi-analytical and numerical calculations of UV and X-ray lines emitted by
the ions of the isoelectronic sequence are discussed. Chapter 6 is a technical descrip-
tion, including examples, of a software interface between the plasma simulation code
CLOUDY and the X-ray spectral analysis program XSPEC. Chapter 7 summarizes
and gives details of the important conclusions made in this work.
1.5 Comments on Notation
The symbol of a chemical element followed by a Roman numeral is widely used in
astronomy to refer to the spectrum emitted by a particular ionization stage of that
element. The Roman numeral denotes the stage of ionization, where “I” refers to the
first (neutral) stage, “II” refers to the singly-ionized stage, etc. (“He I” refers to the
spectrum emitted by neutral helium.) An atom or ion itself is denoted through the
use of a superscript (i.e., “He0” refers to neutral helium, and “O6+” refers to six-times
ionized oxygen). The phrase “helium-like oxygen” can refer to either the O6+ ion or
the spectrum emitted by that ion (O VII).
4
Astronomical literature also makes frequent use of the symbol λ to denote wave-
lengths in angstroms (i.e., λ5876 means 5876 A˚). If more than one wavelength is
listed in a series the symbol λλ is used (i.e., λλ3889, 4471, and 5876).
1.6 Previously Published Content
The following chapters are slightly revised versions of previously published (or sub-
mitted) papers and have the corresponding reference:
Chapter 2: Porter, R. L., Bauman, R. P., Ferland, G. J., & MacAdam, K. B.
2005, ApJ, 622L, 73. (Original copyright notice: c©2005 The American Astronomical
Society. All rights reserved. Printed in U.S.A.)
Chapter 3: Bauman, R. P., Porter, R. L., Ferland, G. J., & MacAdam, K. B.
2005, ApJ, 628, 541. (Original copyright notice: c©2005 The American Astronomical
Society. All rights reserved. Printed in U.S.A.)
Chapter 4: Porter, R. L., Ferland, G. J., & MacAdam, K. B. 2006, submitted to
ApJ.
Chapter 6: Porter, R. L., Ferland, G. J., Kraemer, S. B., Armentrout, B. K.,
Arnaud, K. A., & Turner, T. J. 2006, PASP, 118, 920. (Original copyright notice:
c©2006 The Astronomical Society of the Pacific. All rights reserved. Printed in
U.S.A.)
Copyright c© Ryan Lucian Porter 2006
5
Figure 1.1 The Universe from the Big Bang to Now. (Source:
http://archive.ncsa.uiuc.edu/Cyberia/Cosmos/Images/CosmicTimelinegr.jpg)
6
Figure 1.2 Taken from Wagoner, Fowler, & Hoyle (1967).
7
Figure 1.3 Comparison of predicted and measured primordial abundances of four light
nuclei as a function of the baryon density. This figure is taken from Kirkman et al.
(2003), except that the thin yellow strip has been added and represents the baryon
density derived from WMAP data (Spergel et al. 2003).
8
Figure 1.4 The helium abundance, Y , plotted against oxygen abundance for several
extragalactic sources. Extrapolation to zero oxygen abundance gives the primordial
helium abundance. Figure taken from Peimbert, Peimbert, & Luridiana (2002).
9
Figure 1.5 Ionization structure of two model H II Regions. This figure is taken from
Osterbrock & Ferland (2006).
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Chapter 2
Theoretical He I Emissivities in the Case B Approximation
2.1 Introduction
Note: this chapter closely follows Porter et al. (2005).
Helium is the second most abundant element in the universe (after hydrogen), and
its emission and opacity help determine the ionization structure of any interstellar
cloud. Its abundance relative to hydrogen can be measured with an error of a few
percent since the emissivities of H I and He I lines have similar dependences on
temperature and density. This makes it an indicator of both stellar and primordial
nucleosynthesis (Pagel 1997).
A good discussion of the history of calculations of the helium recombination spec-
tra is given by Benjamin, Skillman, & Smits (1999, hereafter B99), who present new
calculations - the standard in the field up to the present work. Yet much progress has
been made since the work by Smits (1991, 1996) upon which the B99 results depend.
We implement these improvements, present a new set of predictions, and compare
our results with those of B99. The differences are large enough to impact continuing
attempts to estimate the primordial helium abundance (Peimbert et al. 2002).
2.2 The New Model Helium Atom
The basic physical processes have been described by Brocklehurst (1972) and B99.
Here we will describe the differences between B99 and our new numerical represen-
tation of the helium atom, which is a part of the spectral simulation code CLOUDY
(Ferland et al. 1998). This model resolves all singly-excited terms, nlS, up to an
adjustable maximum principal quantum number nmax, followed by a pseudolevel,
nmax + 1, in which all lS terms are assumed to be populated according to statistical
weight and “collapsed” into one. We set recombinations into the collapsed level equal
to the convergent sum of recombinations into all levels from n = nmax+1 to∞. In the
low-density limit, where collisions are not important, the collapsed level increases the
emissivities of our benchmark lines (the same 32 lines given in B99) by 0.4%, on aver-
age, with nmax=100. The decays from states with l = n− 1 are most sensitive to this
correction for system truncation. The strong optical line λ5876 (3d 3D−2p 3P ) is cor-
rected upward by 1.3%. At finite densities collisional processes force the populations
of very highly excited states into local thermodynamic equilibrium (LTE). In this
case the adequacy of the method used to compensate for truncation is unimportant.
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We find the corrections negligible for ne ≤ 100 cm−3 and nmax ≥ 100. Consequently,
the uncertainties in the results presented in Section 3 are due to the uncertainties in
atomic data, especially the often substantial uncertainties in collisional rates affecting
terms not in LTE at given conditions.
There are several differences in atomic data for radiative processes between B99
and the present work. The transition probabilities and radiative recombination co-
efficients are obtained from oscillator strengths and photoionization cross-sections.
B99 uses the oscillator strengths calculated by Kono & Hattori (1984). While these
agree very well with the essentially exact oscillator strengths of Drake (1996), Drake
presents a much larger set, up to and including n=10 and l=7, which we adopt.
Hummer & Storey (1998, hereafter HS98) have presented ab initio calculations of
threshold photoionization cross-sections up to n=4. B99 uses cross-sections from
TOPbase1 (Cunto, 1993), while we use the more accurate HS98 values. The dom-
inant remaining uncertainties in radiative data are in oscillator strengths involving
low l states (with n > 10) and photoionization cross-sections for low l states (with
n > 4). HS98 also illustrates the method, originally discussed by Seaton (1958), of
calculating threshold photoionization cross-sections by extrapolating absorption os-
cillator strengths to the threshold energy of a given level. This method has been used
in the present work, based on the oscillator strengths from Drake, to extend the ab
initio cross-sections of HS98 to greater n.
Differences in collisional data between B99 and the current work are also signif-
icant. For low-n transitions for which there are ab initio calculations, B99 uses the
collision strengths of Sawey & Berrington (1993). We replace these, where available,
with the results of the close-coupling calculation by Bray et al. (2000), which include
continuum states not considered in the R-matrix calculations by Sawey & Berrington.
For l -changing collisions B99 uses two different treatments: Seaton (1962, hereafter
S62) for low-l transitions, and Pengelly & Seaton (1964, hereafter PS64) otherwise.
Neither of these treatments allows for angular momentum transfers greater than one
unit, and both apply when the projectile velocity is greater than the velocity of the
bound electron. The r.m.s. electron and projectile velocities in conditions considered
by B99, assuming proton colliders, are
〈ve〉 = Zαc
n
and 〈vproj〉 =
√
3kT
mp
, (2.1)
where α is the fine structure constant, c is the speed of light, and Z is the screened
nuclear charge. Dividing the latter by the former, we arrive at the expected value of
1http://vizier.u-strasbg.fr/topbase/topbase.html
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the reduced velocity as a function of temperature and principal quantum number
〈v˜〉 = vproj
ve
= 7.19× 10−5n
√
T (K). (2.2)
For typical nebular temperatures this reduced velocity will be of order or less than
unity for proton colliders for all n ≤ 150; the treatment of PS64 is therefore applicable
only for greater n, and it greatly overestimates l -mixing cross-sections when used
outside its range of validity (MacAdam, Rolfes, & Crosby 1981).
Vrinceanu & Flannery (2001, hereafter VF01) give a (classical) theory of l -changing
collisions and claim exact solutions in the limit that the intrashell transition is induced
by slow distant collisions. Their theory is a time-dependent solution that exploits the
symmetry of the hydrogen atom (and should be applicable to sufficiently hydrogenic
levels of helium). Essentially, the orbits of bound electrons are treated as Keplerian
orbits, the size and shape of which are slowly perturbed due to the electric field of
the passing projectile. The cross-section for a given transition is then related to the
total probability that, over the effective interaction time, that the initial ellipse is
perturbed into another ellipse, with different angular momentum. The Vrinceanu &
Flannery theory allows naturally for angular momentum changes greater than unity.
(At a sufficiently high reduced velocity large angular momentum transfers are strongly
suppressed and the theory goes to the optically allowed limit with which PS64 is con-
cerned.) We use equation 41 of Kazansky & Ostrovsky (1996) for the angle, ∆Φ,
swept out by the projectile. A physical basis for the necessary large impact parame-
ter cutoff in the theory follows from equating the Stark and quantum-defect precession
frequencies. The Stark frequency is given by
ωs =
3Z1n
2b2
a.u., (2.3)
and the quantum-defect precession frequency (Hezel et al. 1992) is given by
ωqd =
5δl
n3l
(
1− 3l
2
5n2
)
a.u. (2.4)
where δl is the quantum defect, Z1 is the charge of the projectile and b is the impact
parameter. By setting ωqd equal to ωs, we obtain a maximum impact parameter, bmax.
The electron orbit precession will be faster than the Stark beating at larger impact
parameters, so that transitions are increasingly less likely. To insure symmetry, we
use the average ωqd of the initial and final levels. We use VF01 for l-changing collisions
involving initial and final levels with l ≥ 3, and like B99 we use the impact parameter
treatment of S62 for l-change from s, p, and d levels, because these transition energies
may be too large for accurate treatment by the VF01 method. The S62 method
is a modified Born approximation that introduces a low-range cutoff to correct for
overestimation at low energies by the Born approximation. We use electron, proton
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and He+ colliders for all transitions, taking nHe+ = 0.1 np and ne = np + nHe+ . Since
S62, which describes electron collisions, is based upon the method of virtual quanta
(see Jackson 1999), we can readily adapt it for the positive-ion collisions: The power
spectrum of the time-dependent fields generated at the target atom by a passing
charged projectile depends only on the projectile’s charge magnitude, speed (not
kinetic energy or mass separately) and impact parameter. The same considerations
apply to PS64 and VF01 and have been implemented to allow for all three collider
species. In calculating the necessary thermal averages we have assumed that the same
temperature characterizes electrons, protons and He+ ions.
Figure 2.1 compares emissivities we predicted using the VF01 and PS64 theories.
The predicted emissivities typically change by about 1% for nebular densities by using
the theory of VF01 rather than that of PS64. The difference is much greater at high
densities found, for example, in parts of quasars.
2.3 Results
In Figure 2.2 we compare our results with those of B99 for the case Te = 10
4 K and
ne = 10
4 cm−3. The average difference for the 32 emission lines is 4.6%. The greatest
difference is for λ4121 (5s 3S − 2p 3P ), for which our emissivity is 25% greater. In
general, agreement worsens with increasing density; at ne = 10
2 cm−3, the average and
greatest differences are 1.6% and 6.4%, respectively, while at ne = 10
6 cm−3, we find
differences of 7.0% and 35%. Agreement also worsens with increasing temperature.
Table 2.1 presents emissivities for all of the temperatures and densities considered by
B99. We believe that these results are a significant improvement. The application of
these results to specific astrophysical problems will be discussed below.
Copyright c© Ryan Lucian Porter 2006
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Figure 2.1 Percent difference between the emissivities calculated using two different
Stark collision treatments, for several strong lines, as a function of ne. Left panel:
a wide range of densities - as expected, there is no effect in either the low density
extreme, because the collision rates are negligible, or the high density extreme, where
the Stark collisions force the terms to LTE. The majority of lines are most sensitive
at densities found in stellar envelopes and quasar emission line regions. Right panel:
the range of densities found in nebulae - several lines have a sensitivity to the Stark
collision treatment of about 1%.
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Figure 2.2 Comparison of the present results with those of B99 at Te = 10
4 K and
ne = 10
4 cm−3.
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Chapter 3
J-resolved He I Emission Predictions in the Low-density
Limit
3.1 Introduction
Note: this chapter closely follows Bauman et al. (2005).
The spectra of hydrogen and helium emitted in the recombination process A+ +
e− → A∗ + ~ω followed by subsequent cascades A∗ → A′∗ + ~ω′, have long played
a fundamental role in studies of cosmic chemical evolution. The intensities of He I
emission lines (relative to H I emission lines) depend mainly on the abundances of
H+ and He+, not on uncertain plasma conditions such as temperature and density,
so ionic abundances can be determined with a precision that is limited instead by
measurement errors and atomic theory. Much effort has gone into precision measure-
ments of He/H abundance ratios with a particular emphasis on using the primordial
abundance of He as a test of the big bang (Pagel 1997). This requires that theoretical
emission spectra be understood to a precision better than 1%.
Calculation of the hydrogen recombination-cascade spectrum was one of the first
applications of quantum mechanics to astrophysics (Baker & Menzel 1938). Hydrogen
is a simple system, and it is thought that current predictions (Storey & Hummer 1995)
are accurate to substantially better than 1%. The atomic physics of helium, being a
two-electron system, is more complex. It was only much later that its recombination-
cascade spectrum was first computed (see Brocklehurst 1972 for discussion), and
recent studies have been published by Smits (1991,1996) and B99. Each succeeding
study improved the prior treatment of physical processes, mainly as the result of
improved theoretical calculations of various rates. But the bookkeeping associated
with solving the numerical problem involving several hundreds or thousands of levels
is also intricate, and mistakes are almost unavoidable. Many of the successive papers
found numerical errors in the preceding work.
Here we revisit the He I recombination-cascade spectrum in the low-density limit,
where collisions are unimportant. We make the following improvements. He0 has
previously been modeled as distinct singlet and triplet systems with n 2S+1L terms.
The present calculation utilizes fine-structure n 2S+1LJ levels. In L ≥ 3 levels, how-
ever, the spin-orbit interaction leads to strong singlet-triplet mixing. We use Drake’s
(1996, hereafter D96) highly accurate calculations of the J-resolved transition prob-
abilities, which take this singlet-triplet mixing into account. We carry out the cal-
culation with J-resolved transitions twice: once with singlet-triplet mixing explicitly
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included (ST -mixing) and once with LS-coupling assumed, i.e., excluding ST -mixing
(LS-coupling). Comparison of emission line intensities (or emission coefficients) al-
lows us to ascertain directly the effects of including singlet-triplet mixing. Finally,
to avoid bookkeeping errors, we do calculations with two independently developed
codes to confirm predictions. The second code (discussed in Chapter 1) assumes pure
LS-coupling and is not a J-resolved calculation. By summing the emissions from
the J-resolved levels, we can compare the emission coefficients with other multiplet-
emission calculations.
Based on the principle of spectroscopic stability (Condon & Shortley 1991), only
small changes are to be expected in multiplet-average line intensities, either as a re-
sult of allowance for J-splittings within LS-coupled terms or mixing between singlets
and triplets. This is because both of these effects can be expressed, at least to lowest
order, in terms of unitary transformations of the zero-order states, and the difference
between the sum-of-squares of electric-dipole matrix elements and the calculation of
multiplet emission or absorption strength hinges only on the tiny energy splittings in-
volved. By the same token, however, multiplet-average emission or absorption cannot
be exactly independent of the allowance for fine-structure and singlet-triplet mixing
because of these very splittings, and without explicit calculation the deviations, which
are potentially important for accurate interpretation astrophysical data, cannot be
guessed.
Although extremely accurate atomic data now exist for the lower levels of He0,
based on variational calculations by D96, we find that they do not extend to a high
enough n for the lower non-hydrogenic L that are needed for definitive predictions of
the spectrum. Various assumptions are made to bridge the gaps between states with
precise atomic data and those for high n and low L. We identify the atomic data
that introduce the greatest uncertainty in the final spectrum. Section 3.2 discusses
the necessary atomic physics and data sources. Section 3.3 describes the formation
and solutions of the recombination-cascade problem. The results of this study are
presented in Section 3.4, and conclusions are stated in Section 7.1.2.
3.2 Atomic Data
The accuracy of the recombination and radiative cascade model presented here is
determined mainly by the atomic data. A description of the relevant quantities,
techniques, and references is given below. The high-precision calculations of D96
are used extensively in the calculation of level energies, quantum defects, oscillator
strengths, and matrix elements for n ≤ 10. Extrapolations of the D96 results are
used in the calculation of some atomic data for the higher lying levels.
Here we are only interested in transitions between pairs of singly excited levels
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in helium sharing a 1s core configuration. For these levels the total orbital angular
momentum L equals the orbital angular momentum of the excited electron `. We
will use the notation γu ≡ {nu, Lu, Su, Ju} for the initial (upper) level of an emission
line and similarly γl ≡ {nl, Ll, Sl, Jl} for the final (lower) level and γ ≡ {n, L, S, J}
for a level in general. We designate continuum levels with free electron energy ε as
γ(ε) ≡ {ε, L, S, J}.
3.2.1 Level Energies
We calculate the level energies in helium, depending on n and L, by three methods.
For levels n ≤ 10 and L ≤ 7, ionization energies are obtained from the Rayleigh-
Ritz variational relativistic calculations of D96. For all levels L ≥ 8, the asymptotic
multipole expansion method (Drake 1993a, Drachman 1993) is used to calculate the
(negative) eigenenergies E0, equal to the total binding energy of the helium atom
in a given configuration. Ionization energies E are then found from the relation
E = (−E0 − 4hcRHe2+) where RHe2+ is the Rydberg constant for an electron-plus-
alpha-particle system. For levels n ≥ 10 and L ≤ 7, ionization energies are found
from the Ritz quantum defect expansion (D96). These energies include all relativistic
and quantum electrodynamic (QED) corrections to the nonrelativistic eigenenergies
through order α4fs, where αfs = e
2/(4pi0~c) is the fine-structure constant. Overlap
at the boundaries of the three nL regions allows us to verify the accuracy of our
implementation.
For each n and L, the energies of the two levels with J = L (e.g. n 3LL and n
1LL)
are shifted by the off-diagonal fine-structure (J-resolved) matrix elements connecting
these two levels (Wing & MacAdam, hereafter WM78) to give the singlet-triplet
mixing energies. Quantum defects δ and effective quantum numbers ν = n − δ are
then calculated from the modified level energies.
Exact analytical solutions to the nonrelativistic Schro¨dinger equation are known
for two-body systems (e.g. atomic hydrogen). For helium, approximate solutions
based on the Rayleigh-Ritz variational principle are now available (D96) and are es-
sentially exact. Relativistic and QED corrections are then added, including both
diagonal and off-diagonal matrix elements of spin-orbit and spin-other-orbit interac-
tions (D96; Drake 1993b). It is these off-diagonal matrix elements that mix levels of
different total spin S and are responsible for the breakdown of LS-coupling.
For all levels with L ≥ 8, the asymptotic expansion describes the interaction of the
Rydberg electron with the He+ core in terms of core-polarization multipole moments
Drachman (1993). This approximation agrees with the full variational calculation at
L = 7 and further improves with increasing L.
The ionization energies of excited helium Rydberg levels deviate from hydrogenic
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values and may be represented by
E(γ) =
hcRHe+
(n− δ(ν))2 (3.1)
RHe+ is the Rydberg constant for the reduced mass of the electron-He
+ system. The
quantum defects δ(ν), in addition to having a dependence on S, L, and J , also depend
weakly on ν. ν is found by an iterative solution to the equation, ν = n− δ(ν), where
in the Ritz expansion (Edle´n 1964)
δ(ν) = δ0 +
δ2
(n− δ(ν))2 +
δ4
(n− δ(ν))4 + · · · (3.2)
The constant coefficients δi used here are given by D96.
3.2.2 Bound-bound Transitions
The emission oscillator strength ful (dimensionless) and the spontaneous radiative
transition rate coefficient (Einstein A; s−1) are principal atomic quantities related to
line strengths for transitions between an initial upper level γu and a final lower level
γl. The Einstein A coefficients are the most convenient quantity for calculating the
elements of the cascade matrix while theoretical atomic work usually refers to oscil-
lator strengths. The relationship between the two for the electric dipole transitions
in SI units is:
Aul =
2pie2
mecεoλ2
ful, (3.3)
where λ is the vacuum wavelength (D96). See Table 1 of Bauman et al. (2005) for a
complete representation of the methods used to find the oscillator strengths for each
transition.
Drake’s emission oscillator strengths
For transitions with ∆S = 0, nl ≤ nu ≤ 10, and both Lu and Ll ≤ 7, including those
with ∆n = 0, the tabulated emission oscillator strengths of D96 are used. These
are high precision J-resolved calculated values which include QED, relativistic fine-
structure and non-fine-structure corrections. The largest relativistic correction comes
from singlet-triplet mixing between levels with the same n, L, and J . In addition,
D96 provides oscillator strengths and Einstein A coefficients both assuming pure
LS-coupling (i.e. no singlet-triplet mixing) and with singlet-triplet mixing included.
Emission oscillator strengths for transitions with ful ≤ 10−6 are omitted, but we
calculate them by a Coulomb approximation method described later.
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Extrapolated emission oscillator strengths
For transitions with ∆S = 0, and nu ≥ 11 and nl ≤ 7 and either Lu ≤ 6 or Ll ≤ 6, the
emission oscillator strengths are derived by extrapolating those of D96. To find the
emission oscillator strength ful we extrapolate the series fjl with γj ≡ {nj, Su, Lu, Ju}
for nj = nl + 1, nl + 2, · · · , 10. This series is fitted as ln(ν3j fjl) = a + bx + cx2, with
x = ln(El/Ejl), as suggested by HS98. The oscillator strength dependency for large
n, f ∼ ν−3, is represented by the ν3j factor. Parameters a, b, and c are determined by
the fit. Here El is the ionization energy of level γl and Ejl is the energy difference
between levels γj and γl. For some series with small nj, the lowest lying members are
omitted from the fit to obtain a better estimate of the parameters.
Coulomb approximation method
A Coulomb approximation method (van Regemorter 1979, hereafter R79) is used to
calculate the oscillator strengths for all remaining transitions except for those with
Lu = nu − 1 or Ll = nl − 1. In transitions involving n 1P levels, the method is ex-
tended to account for negative quantum defects, a special case not addressed in R79.
Emission oscillator strengths for weak transitions not included in D96 are calculated
using this method. This simple method is particularly suitable for transitions involv-
ing high Rydberg levels with νl, νu > 20 and ∆ν  νl, νu where ∆ν = νu − νl. It
agrees with the Bates & Damgaard (1949) results for νl, νu < 20 and with hydrogenic
results for which ν takes an integer value. The method is based on the observation
that, for fixed values of ∆ν, Lu, and Ll, the variation of the radial integrals R
γu
γl
with
νu (or νl) is very slow. Therefore, one of the principal quantum numbers may be
taken to be an integer, and the results may be obtained accurately by interpolation.
Hydrogenic oscillator strengths
The remaining oscillator strengths are all taken to be hydrogenic. The emission
oscillator strengths are hydrogenic if quantum defects of the upper and lower levels
are nearly zero. The radial integrals Rγuγl necessary to find the oscillator strengths
for these transitions are calculated by the hydrogenic solution of Hoang-Bing (1990,
hereafter HB90), which is an accurate and efficient method to calculate the exact
analytical solution of Gordon (1929).
J-resolved oscillator strengths
The methods of R79 or HB90 provide radial integrals and are used to calculate the
J-resolved emission oscillator strengths. The (mean) oscillator strength is defined by
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ful = δSuSl
2µω
3~
Jl∑
Ml=−Jl
1
2Ju + 1
Ju∑
Mu=−Ju
|〈 γu Mu|⇀r |γl Ml〉|2. (3.4)
Here ω = (Eu−El)/~ is the transition frequency, µ is the reduced mass, and δ is the
Kronecker delta. When the angular momentum operators L and S that sum to J are
decoupled, the oscillator strength may be written
ful = δSuSl
2µω
3~
(2Jl + 1)L>
(2Lu + 1)
{
Lu 1 Ll
Jl Su Ju
}2  ∞∫
0
dr φ∗(γu; r) r φ(γl; r)
2 . (3.5)
Here L> = max(Lu, Ll) and the {} factor is a Wigner 6j symbol (see Edmunds 1960).
The expression in parentheses is the radial integral Rγuγl discussed earlier. The function
φ(γl; r) is the radial part of the wavefunction Ψ(γ;~r) = r
−1 φ(γ; r)Y MLL (Ω). Oscillator
strengths for ∆S 6= 0 (allowed by singlet-triplet mixing) are discussed in the following
subsection.
Oscillator strengths under singlet-triplet mixing
The largest relativistic correction to helium oscillator strengths comes from singlet-
triplet mixing (WM78). This occurs most significantly between the two nominally
singlet and triplet LS-coupled components with J = L of a given nL (e.g. 4 3D2 and
4 1D2). The largest component to the correction is due to the magnetic inner-spin
outer-orbit interaction. The P and D series are only very weakly mixed, because
the singlet and triplet basis states are widely separated by the electron exchange
interaction. Substantial mixing occurs in F levels, where exchange is much weaker,
and for L ≥ 4 the two J = L energy eigenstates in each nL multiplet are almost equal
mixtures of singlet and triplet character. Oscillator strengths are obtained from the
rediagonalization of the (2× 2) matrices for these pairs of levels as described by the
mixing angle θ (D96). The mixed-spin wave functions Ψ obtained by rediagonalization
from the unmixed wavefunctions Ψ0 are
Ψ(n 1LL) = +Ψ0(n
1LL) cos θ +Ψ0(n
3LL) sin θ
Ψ(n 3LL) = −Ψ0(n 1LL) sin θ +Ψ0(n 3LL) cos θ. (3.6)
We retain the traditional notation (i.e., superscripts 1 or 3) for the mixed-spin wave-
functions with the understanding that only in the limit θ → 0 are the indicated
multiplicities exact. The corresponding corrected (singlet-triplet mixed) oscillator
strengths f˜γγ′ for the singlet (S) and triplet (T ) components of a γ → γ′ transition
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are written in terms of the unmixed oscillator strengths fγγ′ as
f˜ ssγγ′ = ω
ss
γγ′(X
ss
γγ′ cos θγ cos θ
′
γ +X
tt
γγ′ sin θγ sin θ
′
γ)
2
f˜ ttγγ′ = ω
tt
γγ′(X
ss
γγ′ sin θγ sin θ
′
γ +X
tt
γγ′ cos θγ cos θ
′
γ)
2
f˜ stγγ′ = ω
st
γγ′(X
ss
γγ′ cos θγ sin θ
′
γ −X ttγγ′ sin θγ cos θ′γ)2
f˜ tsγγ′ = ω
ts
γγ′(X
ss
γγ′ sin θγ cos θ
′
γ −X ttγγ′ cos θγ sin θ′γ)2
(3.7)
where Xssγγ′ = (f
ss
γγ′/ω
ss
γγ′)
1/2, and similarly for X ttγγ′ , and ω
ss
γγ′ , ω
tt
γγ′ , ω
st
γγ′ , and ω
ts
γγ′ are
the (modified) transition frequencies.
For low lying levels with n ≤ 10 and L ≤ 9 we use tabulated mixing angle data
(Drake 1996). Higher lying levels with n ≥ 11 and L ≥ 7 are nearly equally mixed
and we use θ = 45◦. For levels with n ≥ 11 and L > 3 , the mixing angle is
approximately constant for increasing n in each L series and we use the n = 10 value
of the mixing angle for all higher levels. For levels n ≥ 11 and L ≤ 3, mixing angles
are slowly monotonically decreasing with increasing n. For these levels we solve the
secular determinant for the fine-structure splitting in a configuration 1sn` with the
exchange integral included along the diagonal (WM78). These agree quite well with
a simple extrapolation of the lower-level mixing angles in each of the nL series. The
pure LS-coupling calculation is equivalent to making the assignment θ = 0.
Included non-dipole transitions and oscillator strengths
Several non-dipole-allowed n = 2 → 1 and n = 2 → 2 transitions are included to
facilitate comparison with previous works. Einstein A coefficients for the non-dipole
transitions are from the literature as follows: the two photon transition 2 1S0 → 1 1S0
is from Drake (1979); 2 3S1 → 1 1S0 is from Hata & Grant (1981); 2 3P1 → 1 1S0 and
2 3P2 → 1 1S0 are from Lin et al. (1977) ; 2 3P0 → 1 1S0 is from Drake (1969). The
remaining oscillator strengths are from D96.
3.2.3 Radiative Recombination Rates
Radiative recombination rates are obtained from the He I photoionization cross sec-
tions by the method of detailed balancing (Seaton 1959). The number of recombina-
tions to a level γ per unit volume per unit time is given by α(T ; γ)nenHe+ , where ne
and nHe+ are the electron and helium-ion number densities, respectively. The radia-
tive recombination coefficients α(T ; γ) for the process He+ + e− → He(γ) + ~ω are
given by the Milne relation (see Osterbrook 1989), appendix 1)
α(γ;T ) =
cα3fs√
pi
(2L+ 1)(2S + 1)
4
β3/2ν−4
∞∫
0
dε (1 + ν2ε)2 e−βε σ(γ; ε) (3.8)
where σ(γ; ε) is the photoionization cross section from level γ yielding a free electron
having energy ε (in Rydberg units hcRHe+), β = hcRHe+/kBT for temperature T and
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Boltzmann constant kB. The Maxwell-Boltzmann distribution function is represented
by (1 + ν2ε)2 e−βε. The integration scheme used for detailed balancing is outlined by
Burgess (1965) and Brocklehurst (1972). For dipole transitions σ(γ; ε) is the sum
of two partial photoionization cross sections to the two dipole-allowed ∆L = ±1
continua: σ(γ; ε) = σp(γ; ε, L + 1) + σp(γ; ε, L − 1). If L = 0, the second term is
omitted.
Radiative recombination rates are the most uncertain quantities in the model
calculation. For the lowest lying levels with n ≤ 7 and L = 0 or 1 the cross sections
of Fernley et al. (1987, hereafter F87) are used. Certain photoionization cross sections
are missing from that work, and for these, as well as for levels with n ≤ 9 and L ≤ 2,
the cross sections of Peach (1967, hereafter P67) are used.
Hummer & Storey Recombination Rates for n greater than 25
For the higher lying levels n ≤ 24, L ≤ 2, hydrogenic recombination rates (Burgess
& Seaton 1960a, hereafter BS60a; Burgess & Seaton 1960b) are calculated and then
scaled by the ratio of helium and hydrogen threshold photoionization cross sections.
For levels with n ≥ 25 and L ≤ 2, hydrogenic recombination rates are used with
scale factors given by HS98. For levels n ≤ 10 and L ≥ 3, or for all levels L ≥ 7,
pure hydrogenic recombination rates are used. Hydrogenic rates for L ≥ 4 agree with
those of helium to at least three figures (HS98). The methods used to calculate the
radiative recombination rates for individual nL levels are depicted in Figure 3.1.
Photoionization cross sections
The photoionization cross section for photons of arbitrary polarization in terms of
the differential oscillator strength is given by (see, for example, Friedrich 1990)
σ(ε) = 4pi2a20 αfs
df
dε
= (4.033643× 10−18 cm2) df
dε
(3.9)
where a0 is the Bohr radius. For photoionization from an initial (lower) bound state
with nl, `l to a final (upper) continuum state with angular momentum `u, the non-J-
resolved (mean) photoionization differential oscillator strength is
dfnl`l,ε`u
dε
=
2µ
3~
ω
`>
2`l + 1
 ∞∫
0
dr φ∗nl`l(r) r Φε`u(r)
2 . (3.10)
Here, the initial bound state radial wavefunction is φnl`l(r) and the final (energy
normalized) continuum-state radial wavefunction is Φε`u(r).
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TOPbase photoionization cross sections
For levels n = 2 to 7 and L = 0 or 1, the photoionization cross sections used for the
calculation of the recombination rates are obtained from the Opacity Project (F87)
as deposited in the database TOPbase (Cunto et al. 1993). These are labeled with B
in Figure 3.1. The photoionization cross sections of F87 are ab initio close-coupling
calculations using the R-matrix method (Berrington et al. 1974, 1978, 1987) of the
scattering of an electron from a helium ion. For those photoionization cross sections
missing from the database we use the method of P67.
Peach photoionization cross sections
For levels n = 3 to 9 and L = 0 or 2, the partial photoionization cross sections are ob-
tained from P67. These levels are labeled with C in Figure 3.1. The method of P67 is
based on the quantum defect representation of Coulomb wavefunctions and boundary
conditions of BS60a. It is applicable for states with the initial bound-state principal
quantum number ni ≤ 12 and may be used to calculate partial photoionization cross
sections with initial orbital quantum number ` = L ≤ 2. These partial photoion-
ization cross sections are sufficient to calculate the recombination coefficients for S,
P , and D states. A functional form ν(E) is first found from the quantum defects for
each series to calculate the required first derivative of ν and the non-hydrogenic part
of the continuum phase beyond the photoionization threshold.
The form of the partial photoionization cross section σp(ν, `; ε, `± 1) is given by
σp(ν, `; ε, `± 1) = 8αfsa
2
0ν
3
3ζ(ν, `)
(1 + ν2ε)−3C``±1 ×
[G(ν, `; ε, `± 1) cos pi(ν + µ′(ε) + χ(ν, `; ε, `± 1))]2 .(3.11)
Here µ′(ε) is the continuum-state quantum defect phase and C``±1 = `>/(2` + 1)
are coefficients (BS60a) obtained from the integrations over spin and angular co-
ordinates. P67 tabulates the necessary amplitudes G(ν, `; ε, `±1) and ζ(ν, `) and the
non-hydrogenic phase χ(ν, `; ε, ` ± 1) for ejected-electron energies ε ≤ 2hcRHe+ . At
the temperatures considered here, by far the largest contribution to the recombination
rates is from the first few eV, so that ion-core excitations and two-electron processes
do not contribute to the integral.
Hydrogenic photoionization cross sections
For levels in which n and L are large enough, the core electron fully screens the nu-
cleus, and exact analytic hydrogenic cross sections are used to calculate recombination
rates. These levels are labeled with D, E, F, and G in Figure 3.1. Cross sections for
this process are given by BS60a, and the implementation described by Brocklehurst
(1972) is used.
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Hydrogenic cross sections
For n > 10 and L < 4, we use scaled hydrogenic cross sections. The scale factor is an
extrapolation as n → ∞ of the ratio αHe(γ)/αH(nL), where αHe(γ) and αH(nL) are
the helium and hydrogen recombination coefficients, respectively. We fit these series
of ratios αHe(γ)/αH(nL) by
αH
αHe
= a+
b
n2
+
c
n4
(3.12)
where the third term is only used for the 3P series. Our results for αHe/αH agree well
with HS98 at n = 25 for the singlet and triplet S, P , and F series but disagree for
the singlet and triplet D series by about 2.0%.
Renormalizing photoionization cross sections
HS98 concludes that neither the photoionization cross sections from Peach’s Coulomb
method nor those of the Opacity Project are ideal. Extrapolation of the absorption
oscillator strengths of D96, based on Seaton’s Theorem (Seaton 1958) and as discussed
in Section 3.2.2, to Ejl = El yields the photoionization cross sections at threshold
(ε = 0). These differ, for L ≤ 3, by up to 5.0% from those of P67 and the Opacity
Project. We use the extrapolated threshold values to renormalize the continuum cross
sections. Similarly renormalized hydrogenic cross sections are used for levels n ≤ 10
and L ≥ 3.
J -resolved photoionization cross sections
The P67, TOPbase and hydrogenic photoionization cross sections are not J-resolved.
The analysis used to find J-resolved in terms of non-J-resolved photoionization cross
sections is similar to the above analysis of oscillator strengths. The (mean) partial
photoionization cross section is given by
σp(γl, γu;ω) =
2µω
3~
Ju∑
Mu=−Ju
1
2Jl + 1
Jl∑
Ml=−Jl
|〈φγlMl|~r|ΦγuMu〉|2. (3.13)
When the bound-free radial integrals can be explicitly calculated, the J-resolved
(mean) total photoionization cross section may be written as
σ(γ;ω) =
∑
Lu=Ll±1
2µω
3~
L>
(2Ll + 1)
∑
Ju
(2Ju+1)
{
Ll 1 Lu
Ju S Jl
}2  ∞∫
0
dr φ∗γl(r) r Φγu(r)
2 .
(3.14)
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Equation 3.14 cannot, however, be used to calculate J-resolved cross sections from
pre-calculated non-J-resolved cross sections, such as those from TOPbase. In this
case, we produce J-resolved cross sections by apportioning the non-J-resolved cross
sections according to the statistical weight of the states within the lower term, as
follows:
σ(γ;ω) =
2J + 1
(2L+ 1)(2S + 1)
σTOP (nLS;ω). (3.15)
Recombination to levels with n greater than nmax
In the low density limit, an infinite number of levels k must be considered. The
largest principal quantum number n for explicitly considered levels is nmax. Simple
truncation of the system at nmax, however, would fail to account for the recombina-
tions to and cascades from all higher levels, causing an underestimation of emission
coefficients. The recombination remainder αrem, the sum of the convergent infinite
series of recombination to higher levels, must therefore be artificially added to the
direct recombination of the explicitly treated levels. The recombination remainder is
calculated by using an approximation method described by Seaton (1959).
While recombination coefficients into a given n are largest for low to moderate
angular momenta and then sharply decline for greater angular momenta, effective
recombination into a given n—the sum of direct recombination and cascades from
higher levels—will be distributed among ` very nearly according to statistical weight
2` + 1. In our treatment, we apportion αrem according to the statistical weights of
the separate ` levels with n = nmax and add it to the direct recombination α(nmax, `)
of the respective levels, so that the resultant recombination rate is given by
α(nmax, `)→ α(nmax, `) +
(
2`+ 1
n2max
)
αrem. (3.16)
.
The second term in the above sum, which we refer to here as “topoff”, is large
compared with the direct recombination (first term), and the difference is greatest for
high ` levels. (Levels having ` = n − 1 are called “yrast” levels2) In the low-density
limit, an uncertainty is introduced by the addition of topoff, because the levels are
not actually statistically distributed. This uncertainty is minimized by employing the
largest possible nmax.
2In regular use in physics literature but rarely in astronomy, the terms yrare and yrast (introduced
by Grover 1967) are comparative and superlative modifications of the Swedish word yr, meaning
“dizzy”, and refer, respectively, to levels having high angular momentum and the highest angular
momentum (for a given principal quantum number).
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3.3 Radiative Recombination Cascade Problem
3.3.1 Case A and Case B
Baker & Menzel (1938) proposed two limiting cases of Lyman line optical depth in
the interstellar medium (ISM). The Case A approximation assumes that the line-
emitting region is optically thin and that photoabsorption by ground-state atoms
in the region is unimportant. The Case B approximation assumes that Lyman line
photons originating from n > 2 scatter often enough that they are degraded to Balmer
lines and Lyα (i.e., they are reabsorbed, and the excited ion decays to an n = 2
level, radiates a Balmer photon, then decays to ground and radiates a Lyα). Baker &
Menzel found that Case B more closely reproduced observations of hydrogen emission
from the ISM than did Case A. In helium, singlet levels have the same Case A - Case B
distinction, but triplet levels, having no resonance lines (to the ground state), do not.
The present calculation considers only the Case B approximation.
3.3.2 Rate-equation Formalism
In the steady-state, low-density, zero-incident-radiation limit we have the following
balance equations for levels k of He0:
nenHe+α(k;T ) =
∑
El<Ek
nkAkl −
∑
Ej>Ek
njAjk (3.17)
where Apq is the transition probability (s
−1) from level p to level q, ne and nHe+
are the local electron and singly ionized helium number densities (cm−3), nk is the
number density of helium atoms in level k (cm−3), and α(k;T ) is the recombination
coefficient (cm3 s−1) to level k at temperature T (K).
For a given nenHe+ , the set of kmax balance equations (where kmax is the number
of levels considered in the calculation) can be solved for the vector of level densities
(n1, n2, n3, . . . , nk, . . . , nkmax). With the level densities known, local line emission
coefficients 4pijλ/nenHe+ for the radiation at wavelength λ = hc/Ekl, where Ekl =
Ek − El, are
4pijλ
nenHe+
=
nk
nenHe+
AklEkl (3.18)
where jλ are the corresponding emissivities (erg cm
−3 s−1). The emission coeffi-
cient is conventionally given in units of erg cm3 s−1. (The conversion to SI units is
1 erg cm3 s−1 = 10−13 J m3 s−1.) The total intensity of the line (erg cm−2 s−1) is the
local emissivity integrated over the depth of the line-emitting region.
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3.4 Results and Uncertainties
We discuss our results for a single prototype case with a temperature of 10, 000 K
and with particle densities ne = 1 cm
−3 and nHe+ = 1 cm
−3. Collisional interactions
may be and are ignored in this low-density limit.
3.4.1 Absence of Singlet-triplet Mixing Effects in Multiplets
A comparison of the emission coefficients, 4pijλ/nenHe+ , of the components of repre-
sentative multiplets for singlet-triplet mixing and for pure LS-coupling is presented
in Table 3.1. There are some differences. For transitions having Ll = 0 or 1, which
encompasses all of the ultraviolet and most of the strongest visible and longer wave-
length lines, the differences in the emission coefficients are negligibly small. Many
of the emission coefficients of longer wavelength lines (Ll ≥ 2) show a strong sen-
sitivity to the presence of singlet-triplet mixing. Of course, intercombination lines
(∆S 6= 0) are also then present. Large changes in emission coefficients when singlet-
triplet mixing is included are almost entirely due to branching ratios as opposed to
occupation numbers. Further, any small differences in the occupation numbers do
not “accumulate” along cascade paths and affect subsequent emissions.
The Doppler widths at temperatures of order 10, 000 K, typical in the ISM, are
such that, for most of the strongest IR and visible lines, the individual J compo-
nents are not resolvable. Thus, Table 3.1 also gives the summed multiplet emission
coefficients. These are not significantly affected by including singlet-triplet mixing.
Therefore, in the remaining sections we will use pure LS-coupling and provide mul-
tiplet emission coefficients.
The individual components of the λ5876 multiplet should be resolvable. The
Doppler width at 10, 000 K and λ5876 is about one-third of the separation between the
intercombination component and the strongest electric-dipole component (and about
one-fifth at 5, 000 K), so that resolving the individual components is not necessarily
prevented by Doppler broadening. The necessary resolving power (E/∆E) is about
10,000, which is regularly achieved with optical spectrographs. The signal-to-noise
ratio (SNR) must be ≈ 20, 000 in order to begin to distinguish the intercombination
component from the noise.
3.4.2 Effects of Topoff and nmax on Convergence
The full problem with an infinite number of levels cannot be solved exactly. There are
two aspects of the effect of truncation—the modeling of a finite number of levels—
on our results: One is the choice of nmax, the highest principal quantum number
used. The other (topoff) is the way in which the recombination remainder αrem is
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distributed among ` values at nmax. In particular, there is more than one reasonable
approach to topoff, and these different approaches may lead to differences in the
emission coefficients of certain lines.
These issues can be examined by comparing the results of the present calcula-
tion with those of a second independent non-J-resolved calculation, CLOUDY (see
Appendix 7.2 and Ferland et al. 1998). The approach to topoff used in CLOUDY
differs somewhat from that described in Section 3.2.3. The J-resolved calculation
distributes αrem according to statistical weights, while CLOUDY assumes the levels
are populated according to statistical weight. These would be equivalent if the inverse
lifetimes of these levels were proportional to statistical weight, which they are not.
The treatment in the J-resolved calculation is more appropriate in the zero-density
case, but the CLOUDY treatment is more realistic, because collisions will force levels
to be populated according to statistical weight at some n, even for very low density
conditions. The effects of the different topoff treatments as a function of nmax are
discussed below.
Both calculations are evaluated twice, with and without topoff. Figure 3.2 displays
the emission coefficients of several strong optical and infrared lines, in each of the four
cases, as a function of nmax. Topoff is included in the top two panels but not in the
bottom two. The left two panels show the results of CLOUDY, and the right two show
the results of the J-resolved calculations. We normalize each emission coefficient to
the average emission coefficient at nmax = 100. In each panel, the four lines bearing
symbols designate cases that exhibit the greatest disagreement or slowest convergence
with increasing nmax.
With topoff included, CLOUDY converges more rapidly than the J-resolved code,
a result of differing implementations of topoff. For most of the lines plotted, the differ-
ence between the two codes at nmax = 100 is less than 1%. With topoff not included,
most lines again agree to better than 1%, although there are also significant outliers.
The lines bearing symbols originate from yrast levels and their near neighbors. These
levels are most affected by the inclusion of topoff and its method of implementation,
due to the restrictive selection rules that govern their decays. An yrast level (with
l = n − 1) can only decay to one other yrast level (with n′ = n − 1 and l′ = n′ − 1)
or to the level n′ = n, l′ = n − 2 via a ∆n = 0 transition. The yrast-to-yrast decay
is far more likely than the ∆n = 0 decay, because of the E3 factor in the transition
probability. Thus, an yrast-to-yrast decay most likely will be followed by another
yrast-to-yrast decay. It follows that any fraction of the recombination remainder,
αrem, added to the yrast level at nmax increases the effective recombination of all
lower yrast levels by nearly the same amount. Thus, the effects of including topoff
are not yet negligible even at nmax = 100 for yrast levels. However, in a real atom at
finite densities, collisions will dominate (Porter et al. 2005) the very highest n-levels
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and force the populations into LTE.
3.4.3 Effects of Uncertainties in the Atomic Data
The lower two panels of Figure 3.2 show the two calculations without topoff out
to nmax = 100. The majority of lines shown in the two lower panels of Figure 3.2
appear to have converged and show agreement to better than 1.0%. However, lines
from yrast-to-yrast transitions (indicated by symbols in the figure) appear not to
have converged for nmax = 100. For the lines which have converged, the differences
are entirely due to the atomic data. There exist gaps in the atomic data that must
be bridged, between the region where exact accurate variational results exist and
the region where the hydrogenic approximation becomes applicable. The two codes
use different reasonable approximations to bridge these gaps, and this introduces an
uncertainty which we quantify here.
The Einstein A coefficients introduce the lesser degree of uncertainty. Transitions
between high-angular momentum levels are hydrogenic to a sufficient degree of ac-
curacy. Transitions involving S, P , and D levels involve different approximations,
including semi-classical quantum defects and extrapolation from low-n data.
Recombination coefficients, which are derived from photoionization cross sections,
are the greater source of uncertainty. Cross sections for 10 ≤ n ≤ 25 and L ≤ 2 are
the least accurate of these.
3.4.4 Emission Coefficients of Representative He I Lines
Table 3.2 presents multiplet emission coefficients for lines satisfying the following
criteria: nu ≤ 15, λ < 100 µm, and jλ/j10830 ≥ 10−3. Each emission coefficient is
the average, with nmax = 100, of the results from CLOUDY and the J-resolved code,
with the individual fine-structure components in the J-resolved calculation summed.
Column 4 gives these average emission coefficients without topoff, and Column 5 gives
confidence estimates based on the differences between CLOUDY and the J-resolved
code, again without topoff. Columns 7 and 8 respectively present these values with
topoff included. Confidence symbols correspond to percent difference between the
results of CLOUDY and the J-resolved code: AA, A, B, and C signify that the
results differ by less than 0.1%, less than 1.0%, less than 5.0%, and more than 5.0%,
respectively. Column 6 is the percent difference between columns 4 and 7.
In Table 3.3 we present our final values along with the lowest density (ne =
100 cm−3) case of B99. The small but unknown collisional contributions to the results
of B99 prevent a rigorous comparison. Some transitions may also differ by a few
percent because B99 did not scale the TOPbase photoionization cross sections to
agree with accurate ab initio cross sections at threshold.
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Both of the codes discussed here are freely available and open source. CLOUDY
can be downloaded from http://www.nublado.org, and the J-resolved code can be
found at http://www.pa.uky.edu/∼rporter.
Copyright c© Ryan Lucian Porter 2006
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Table 3.1. Comparison of Pure LS-coupling and ST -mixing Emission Coefficients
Wavelength (Air) Transition Emiss. Coeff. (erg cm3 s−1) Ratio of emiss. coeff.
A˚ LS-coupling ST -mixing LS-coupling/ST -mixing
5874.456 3 1D2 – 2 3P2 — 3.625369E-30 —
5874.483 3 1D2 – 2 3P1 — 1.036918E-29 —
5875.621 3 3D1 – 2 3P2 9.215998E-28 9.216010E-28 1.0000
5875.636 3 3D2 – 2 3P2 1.382263E-26 1.382984E-26 0.9995
5875.637 3 3D3 – 2 3P2 7.740541E-26 7.741031E-26 0.9999
5875.648 3 3D1 – 2 3P1 1.382384E-26 1.382385E-26 1.0000
5875.663 3 3D2 – 2 3P1 4.146730E-26 4.148941E-26 0.9995
5875.989 3 3D1 – 2 3P0 1.842857E-26 1.842860E-26 1.0000
Sum 3 3D – 2 3P 1.658693E-25 1.659176E-25 0.9997
6678.180 3 1D2 – 2 1P1 4.713582E-26 4.713351E-26 1.0000
6679.686 3 3D1 – 2 1P1 — 7.287124E-34 —
6679.705 3 3D2 – 2 1P1 — 1.039168E-29 —
Sum 3 1D – 2 1P 4.713582E-26 4.714390E-26 0.9998
18685.14 4 1F3 – 3 3D3 — 3.080526E-28 —
18685.15 4 1F3 – 3 3D2 — 2.357295E-27 —
18685.17 4 3F2 – 3 3D3 2.410942E-29 2.410945E-29 1.0000
18685.18 4 3F2 – 3 3D2 8.438345E-28 8.436298E-28 1.0002
18685.20 4 3F4 – 3 3D3 9.762777E-27 9.762664E-27 1.0000
18685.23 4 3F3 – 3 3D3 8.437227E-28 5.359178E-28 1.5744
18685.23 4 3F3 – 3 3D2 6.749771E-27 4.394646E-27 1.5359
18685.33 4 3F2 – 3 3D1 4.556594E-27 4.556599E-27 1.0000
Sum 4 3F – 3 3D 2.278081E-26 2.278291E-26 0.9999
18697.10 4 1F3 – 3 1D2 7.589393E-27 4.925742E-27 1.5408
18697.12 4 3F2 – 3 1D2 — 2.052122E-31 —
18697.18 4 3F3 – 3 1D2 — 2.661372E-27 —
Sum 4 1F – 3 1D 7.589393E-27 7.587319E-27 1.0003
Comparison of emission coefficients, 4pijλ/nenHe+ for representative multiplets
3 1,3D – 2 1,3P and 4 1,3F – 3 1,3D assuming pure LS-coupling and ST -mixing. The
calculated emission coefficients of the component lines that comprise the above mul-
tiplets are given. The component line emission coefficients are summed to show the
observable multiplet emission coefficients. Although small differences can be seen in
the individual components, the multiplet sums are insensitive to ST -mixing. These
calculations where carried out with nmax = 100.
Table 3.2: Average emission coefficients, 4pijλ/nenHe+ in lines meeting the
simultaneous criteria: nu ≤ 15, λ < 100 µm, and jλ/j10830 ≥ 10−3. The
confidence codes indicate the percent difference between the results of the two
models: AA, A, B, and C correspond to a difference of less than 0.1%, less
than 1.0%, less than 5.0%, and more than 5.0%, respectively.
Emiss. coeff. Emiss. coeff.
Wavelength n 2S+1L n 2S+1L “no topoff” Confidence % diff. “topoff” Confidence
A˚ (Air) upper lower erg cm3 s−1 erg cm3 s−1
2633 15 3P 2 3S 8.907E-28 B 0.05% 8.911E-28 B
2638 14 3P 2 3S 1.095E-27 B 0.05% 1.096E-27 B
2645 13 3P 2 3S 1.368E-27 B 0.05% 1.369E-27 B
2653 12 3P 2 3S 1.740E-27 B 0.05% 1.741E-27 B
2663 11 3P 2 3S 2.263E-27 B 0.05% 2.264E-27 B
2677 10 3P 2 3S 3.027E-27 B 0.04% 3.029E-27 B
2696 9 3P 2 3S 4.168E-27 A 0.04% 4.170E-27 AA
2723 8 3P 2 3S 6.036E-27 A 0.04% 6.039E-27 AA
2764 7 3P 2 3S 9.127E-27 A 0.04% 9.131E-27 AA
2829 6 3P 2 3S 1.487E-26 A 0.04% 1.488E-26 A
2945 5 3P 2 3S 2.655E-26 A 0.05% 2.657E-26 A
3176 14 1P 2 1S 2.944E-28 C 0.06% 2.946E-28 B
3185 13 1P 2 1S 3.689E-28 B 0.06% 3.691E-28 B
3188 4 3P 2 3S 5.561E-26 A 0.06% 5.564E-26 A
3197 12 1P 2 1S 4.703E-28 B 0.06% 4.706E-28 B
3212 11 1P 2 1S 6.121E-28 B 0.05% 6.125E-28 B
3231 10 1P 2 1S 8.170E-28 B 0.05% 8.174E-28 B
3258 9 1P 2 1S 1.119E-27 A 0.05% 1.119E-27 A
3297 8 1P 2 1S 1.607E-27 A 0.05% 1.608E-27 A
3355 7 1P 2 1S 2.409E-27 A 0.05% 2.410E-27 A
3448 6 1P 2 1S 3.869E-27 B 0.04% 3.870E-27 A
3479 15 3D 2 3P 9.696E-28 B 0.09% 9.704E-28 B
3488 14 3D 2 3P 1.193E-27 B 0.09% 1.194E-27 B
3499 13 3D 2 3P 1.490E-27 B 0.09% 1.491E-27 B
3513 12 3D 2 3P 1.896E-27 B 0.08% 1.897E-27 B
3531 11 3D 2 3P 2.465E-27 B 0.08% 2.467E-27 B
3554 10 3D 2 3P 3.324E-27 B 0.08% 3.327E-27 B
3587 9 3D 2 3P 4.575E-27 A 0.08% 4.579E-27 A
3599 9 3S 2 3P 3.057E-28 C 0.02% 3.058E-28 C
3614 5 1P 2 1S 6.859E-27 A 0.06% 6.864E-27 A
3634 8 3D 2 3P 6.574E-27 A 0.08% 6.579E-27 A
3652 8 3S 2 3P 4.538E-28 C 0.02% 4.539E-28 C
3705 7 3D 2 3P 9.934E-27 A 0.08% 9.942E-27 A
3733 7 3S 2 3P 7.290E-28 B 0.03% 7.292E-28 B
3756 14 1D 2 1P 3.141E-28 A 0.09% 3.144E-28 A
3769 13 1D 2 1P 3.924E-28 A 0.09% 3.928E-28 A
3785 12 1D 2 1P 4.993E-28 A 0.09% 4.997E-28 A
3806 11 1D 2 1P 6.491E-28 A 0.09% 6.497E-28 A
3820 6 3D 2 3P 1.613E-26 A 0.09% 1.614E-26 A
3834 10 1D 2 1P 8.577E-28 B 0.09% 8.584E-28 B
3868 6 3S 2 3P 1.263E-27 B 0.03% 1.263E-27 B
3872 9 1D 2 1P 1.182E-27 A 0.09% 1.183E-27 A
3889 3 3P 2 3S 1.380E-25 B 0.07% 1.381E-25 B
3927 8 1D 2 1P 1.704E-27 A 0.09% 1.705E-27 A
3965 4 1P 2 1S 1.397E-26 A 0.06% 1.398E-26 A
4009 7 1D 2 1P 2.585E-27 A 0.09% 2.587E-27 A
4024 7 1S 2 1P 3.065E-28 A 0.05% 3.067E-28 A
4026 5 3D 2 3P 2.898E-26 A 0.10% 2.901E-26 AA
4121 5 3S 2 3P 2.490E-27 B 0.04% 2.491E-27 B
4144 6 1D 2 1P 4.225E-27 A 0.09% 4.229E-27 A
4169 6 1S 2 1P 5.212E-28 A 0.05% 5.215E-28 A
4388 5 1D 2 1P 7.669E-27 A 0.10% 7.677E-27 A
4438 5 1S 2 1P 1.003E-27 A 0.04% 1.004E-27 A
4472 4 3D 2 3P 6.102E-26 A 0.13% 6.110E-26 A
4713 4 3S 2 3P 6.426E-27 A 0.04% 6.429E-27 A
4922 4 1D 2 1P 1.649E-26 A 0.14% 1.651E-26 A
5016 3 1P 2 1S 3.506E-26 A 0.08% 3.508E-26 A
Continued on Next Page. . .
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Table 3.2 – Continued
Emiss. coeff. Emiss. coeff.
Wavelength n 2S+1L n 2S+1L “no topoff” Confidence % diff. “topoff” Confidence
A˚ (Air) upper lower erg cm3 s−1 erg cm3 s−1
5048 4 1S 2 1P 2.416E-27 A 0.04% 2.417E-27 A
5876 3 3D 2 3P 1.627E-25 A 1.47% 1.651E-25 A
6678 3 1D 2 1P 4.620E-26 A 1.51% 4.691E-26 A
7065 3 3S 2 3P 2.866E-26 A 0.05% 2.867E-26 A
7281 3 1S 2 1P 8.712E-27 A 0.05% 8.716E-27 A
7298 9 3P 3 3S 3.301E-28 A 0.04% 3.303E-28 AA
7500 8 3P 3 3S 4.627E-28 A 0.04% 4.629E-28 AA
7816 7 3P 3 3S 6.644E-28 A 0.04% 6.647E-28 AA
8362 6 3P 3 3S 9.894E-28 A 0.04% 9.898E-28 A
8444 11 3D 3 3P 3.307E-28 B 0.08% 3.309E-28 B
8582 14 3F 3 3D 3.169E-28 A 0.14% 3.174E-28 A
8583 10 3D 3 3P 4.407E-28 B 0.08% 4.410E-28 B
8648 13 3F 3 3D 3.977E-28 A 0.13% 3.982E-28 A
8733 12 3F 3 3D 5.089E-28 A 0.13% 5.096E-28 A
8777 9 3D 3 3P 5.965E-28 A 0.08% 5.970E-28 A
8845 11 3F 3 3D 6.665E-28 A 0.14% 6.674E-28 A
8997 10 3F 3 3D 8.999E-28 AA 0.14% 9.012E-28 A
9000 10 1F 3 1D 3.000E-28 AA 0.14% 3.004E-28 A
9063 8 3D 3 3P 8.365E-28 A 0.08% 8.372E-28 A
9210 9 3F 3 3D 1.260E-27 A 0.14% 1.262E-27 A
9213 9 1F 3 1D 4.200E-28 A 0.14% 4.206E-28 A
9464 5 3P 3 3S 1.468E-27 A 0.05% 1.469E-27 A
9517 7 3D 3 3P 1.217E-27 A 0.08% 1.218E-27 A
9526 8 3F 3 3D 1.843E-27 A 0.15% 1.846E-27 A
9529 8 1F 3 1D 6.142E-28 A 0.15% 6.151E-28 A
9603 6 1P 3 1S 3.567E-28 B 0.04% 3.569E-28 A
10028 7 3F 3 3D 2.864E-27 A 0.16% 2.869E-27 A
10031 7 1F 3 1D 9.546E-28 A 0.16% 9.561E-28 A
10138 7 1D 3 1P 3.883E-28 A 0.09% 3.887E-28 A
10311 6 3D 3 3P 1.852E-27 A 0.09% 1.854E-27 A
10830 2 3P 2 3S 2.705E-25 AA 0.53% 2.720E-25 AA
10913 6 3F 3 3D 4.853E-27 A 0.18% 4.862E-27 AA
10917 6 1F 3 1D 1.617E-27 A 0.18% 1.620E-27 AA
10997 6 3P 3 3D 2.812E-28 A 0.04% 2.813E-28 A
11013 5 1P 3 1S 5.475E-28 A 0.06% 5.479E-28 A
11045 6 1D 3 1P 5.993E-28 A 0.09% 5.999E-28 A
11969 5 3D 3 3P 2.923E-27 A 0.10% 2.926E-27 AA
12527 4 3P 3 3S 1.781E-27 A 0.06% 1.782E-27 A
12785 5 3F 3 3D 9.454E-27 B 0.27% 9.480E-27 B
12790 5 1F 3 1D 3.150E-27 B 0.27% 3.158E-27 B
12846 5 3S 3 3P 4.900E-28 B 0.04% 4.902E-28 B
12968 5 1D 3 1P 9.704E-28 A 0.10% 9.714E-28 A
12985 5 3P 3 3D 5.135E-28 A 0.05% 5.138E-28 A
15084 4 1P 3 1S 7.424E-28 A 0.06% 7.429E-28 A
17002 4 3D 3 3P 4.315E-27 A 0.13% 4.321E-27 A
17330 10 3F 4 3D 2.863E-28 AA 0.14% 2.867E-28 A
17352 10 3G 4 3F 3.424E-28 AA 0.23% 3.432E-28 A
18139 9 3F 4 3D 3.914E-28 A 0.14% 3.919E-28 A
18163 9 3G 4 3F 4.922E-28 A 0.24% 4.934E-28 A
18685 4 3F 3 3D 2.190E-26 A 3.18% 2.261E-26 B
18697 4 1F 3 1D 7.296E-27 A 3.18% 7.535E-27 B
19089 4 1D 3 1P 1.523E-27 A 0.14% 1.525E-27 A
19406 8 3F 4 3D 5.515E-28 A 0.15% 5.523E-28 A
19434 8 3G 4 3F 7.446E-28 A 0.27% 7.466E-28 AA
19543 4 3P 3 3D 1.038E-27 A 0.06% 1.039E-27 A
21118 4 3S 3 3P 9.811E-28 A 0.04% 9.815E-28 A
21130 4 1S 3 1P 3.915E-28 A 0.04% 3.917E-28 A
21608 7 3F 4 3D 8.054E-28 A 0.16% 8.067E-28 A
21641 7 3G 4 3F 1.216E-27 A 0.33% 1.220E-27 A
21642 7 1G 4 1F 4.053E-28 A 0.33% 4.066E-28 A
24727 6 3D 4 3P 3.140E-28 A 0.09% 3.143E-28 A
26185 6 3F 4 3D 1.207E-27 A 0.18% 1.210E-27 AA
Continued on Next Page. . .
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Table 3.2 – Continued
Emiss. coeff. Emiss. coeff.
Wavelength n 2S+1L n 2S+1L “no topoff” Confidence % diff. “topoff” Confidence
A˚ (Air) upper lower erg cm3 s−1 erg cm3 s−1
26198 6 1F 4 1D 4.028E-28 A 0.18% 4.035E-28 AA
26234 6 3G 4 3F 2.253E-27 B 0.54% 2.265E-27 B
26234 6 1G 4 1F 7.508E-28 B 0.54% 7.549E-28 B
37026 5 3D 4 3P 3.475E-28 A 0.10% 3.479E-28 AA
37372 8 3G 5 3F 3.330E-28 A 0.27% 3.339E-28 AA
37378 8 3H 5 3G 3.527E-28 A 0.59% 3.548E-28 A
40366 5 3F 4 3D 1.693E-27 B 0.27% 1.697E-27 B
40398 5 1F 4 1D 5.646E-28 B 0.27% 5.662E-28 B
40479 5 3G 4 3F 4.660E-27 A 6.36% 4.976E-27 B
40479 5 1G 4 1F 1.553E-27 A 6.36% 1.658E-27 B
42946 3 3P 3 3S 1.416E-27 B 0.07% 1.417E-27 B
46493 7 3G 5 3F 4.801E-28 A 0.33% 4.817E-28 A
46503 7 3H 5 3G 6.495E-28 C 1.03% 6.562E-28 B
74517 6 3G 5 3F 6.383E-28 B 0.54% 6.418E-28 B
74541 6 3H 5 3G 1.238E-27 B 11.73% 1.403E-27 B
74541 6 1H 5 1G 4.126E-28 B 11.74% 4.675E-28 B
123631 7 3I 6 3H 3.763E-28 C 20.21% 4.716E-28 B
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Table 3.3. Comparison of Present Emission Coefficients with Results of B99
Wavelength (Air) n 2S+1L n 2S+1L Present B99 % diff.
A˚ upper lower erg cm3 s−1 erg cm3 s−1
λ 4pijλ/nenHe+ 4pijλ/nenHe+
2945 5 3P 2 3S 2.657E-26 2.70E-26 1.6%
3188 4 3P 2 3S 5.564E-26 5.62E-26 1.0%
3614 5 1P 2 1S 6.864E-27 6.78E-27 -1.2%
3889 3 3P 2 3S 1.381E-25 1.37E-25 -0.8%
3965 4 1P 2 1S 1.398E-26 1.39E-26 -0.5%
4026 5 3D 2 3P 2.901E-26 2.86E-26 -1.4%
4121 5 3S 2 3P 2.491E-27 2.46E-27 -1.3%
4388 5 1D 2 1P 7.677E-27 7.58E-27 -1.3%
4438 5 1S 2 1P 1.004E-27 1.05E-27 4.4%
4472 4 3D 2 3P 6.110E-26 6.16E-26 0.8%
4713 4 3S 2 3P 6.429E-27 6.47E-27 0.6%
4922 4 1D 2 1P 1.651E-26 1.64E-26 -0.7%
5016 3 1P 2 1S 3.508E-26 3.49E-26 -0.5%
5048 4 1S 2 1P 2.417E-27 2.53E-27 4.5%
5876 3 3D 2 3P 1.651E-25 1.69E-25 2.3%
6678 3 1D 2 1P 4.691E-26 4.79E-26 2.1%
7065 3 3S 2 3P 2.867E-26 2.96E-26 3.1%
7281 3 1S 2 1P 8.716E-27 8.99E-27 3.0%
9464 5 3P 3 3S 1.469E-27 1.48E-27 0.7%
10830 2 3P 2 3S 2.720E-25 3.40E-25 20.0%
11969 5 3D 3 3P 2.926E-27 2.90E-27 -0.9%
12527 4 3P 3 3S 1.782E-27 1.79E-27 0.5%
12785 5 3F 3 3D 9.480E-27 9.36E-27 -1.3%
12790 5 1F 3 1D 3.158E-27 3.14E-27 -0.6%
12968 5 1D 3 1P 9.714E-28 9.86E-28 1.5%
15084 4 1P 3 1S 7.429E-28 7.39E-28 -0.5%
17002 4 3D 3 3P 4.321E-27 4.07E-27 -6.2%
18685 4 3F 3 3D 2.261E-26 2.22E-26 -1.9%
18697 4 1F 3 1D 7.535E-27 7.39E-27 -2.0%
19089 4 1D 3 1P 1.525E-27 1.54E-27 0.9%
19543 4 3P 3 3D 1.039E-27 1.05E-27 1.0%
21118 4 3S 3 3P 9.815E-28 9.86E-28 0.5%
Comparison of the present results with those of the lowest density (100 cm−3) case
of B99. The B99 results include collision contributions not considered in this work
(see text).
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Figure 3.1 Graphical representation of the methods used for photoionization cross
sections. The letters represent methods as follows: A) TOPbase; B) renormalized
TOPbase (Section 3.2.3); C) renormalized Peach (Section 3.2.3); D) renormalized
hydrogenic (Section 3.2.3); E) rescaled hydrogenic (Section 3.2.3); and F) pure hy-
drogenic (Section 3.2.2); G) rescaled hydrogenic (Section 3.2.3);
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Figure 3.2 The effects of increasing nmax on the convergence of emission coefficients is
shown. The emission coefficients are results from the two different model calculations
with and without topoff as follows: a) CLOUDY (Ferland et al. 1998) with topoff;
b) J-resolved with topoff; c) CLOUDY without topoff; and d) J-resolved without
topoff. The average emission coefficient used to normalize the results is the average
of the two model calculations at nmax = 100.
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Chapter 4
He I Emission in the Orion Nebula and Implications for
Primordial Helium Abundance
4.1 Introduction
Note: this chapter closely follows Porter et al. (2006b).
In an era of precision cosmology, accurate theoretical calculations of He I emission
are essential. In order to determine the primordial helium abundance to a relative
accuracy of better than one percent, which is needed to place meaningful constraints
on Big Bang Nucleosynthesis models, He I emissivities also should be known to within
a percent. See Bridle et al. (2003) for a discussion of the need for accurate measure-
ment of cosmological parameters. A number of authors have discussed the errors
involved (Peimbert et al. 2003, Olive & Skillman 2004, Izotov & Thuan 2004). In
Chapters 2 and 3, we presented improved calculations, in the case-B approximation
(Baker & Menzel 1938), of He I emissivities for a range of temperatures and densities
and for the collisionless case. In these chapters, we predicted emissivities that dif-
fered significantly from the previous calculation of He I emissivities (B99). Here we
examine the consequences of these new emissivities upon abundance determinations.
As a test of the model helium atom, we predict emission and compare our results
with the Very Large Telescope observations (Esteban et al. 2004, hereafter E04) of the
Orion Nebula. We first use the simple case-B approximation (in a single, constant
temperature, homogeneous zone) discussed in Chapters 2 and 3, with parameters
taken from E04. (See Appendix 7.2 for fits to both the recombination-only emissivi-
ties, as a function of temperature, and the collisional contributions due to excitations
from the metastable 2s 3S term, as a function of electron density.) As expected, there
are some large differences, but most of these can be readily explained by optical depth
effects not included in our simple model. We improve the agreement significantly by
selecting a small set of lines and optimizing our model by varying helium abundance,
temperature, and density. Agreement is further improved with a complete simula-
tion, in which the case-B and constant temperature constraints are removed and the
emission-line region is modeled as an extended region, with full radiative transfer
effects. In this last comparison we find agreement for 22 highest quality He I lines to
an average of 3.8%.
Having validated our model helium atom via comparison with high-quality spectra
of the Orion Nebula, we then turn to applying our model to primordial helium. We
investigate the observations of blue compact galaxies by Izotov & Thuan (2004) and
conclude that observational errors are much too large to merit careful application of
theoretical results. We find large systematic differences in the Izotov & Thuan singly
ionized helium abundances determined from different lines. We suggest that the
systematic differences are primarily due to underlying absorption, and we introduce
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a method by which the uncertainties involved in correcting for this effect can be
minimized. We discuss other systematic effects and conclude with a summary of our
results.
The model helium atom used here is a part of the plasma simulation code CLOUDY
(Ferland et al. 1998) and is described in Chapters 2 and 3. For the purposes of this
paper, we resolve all nLS terms up to n ≤ 40 and include a series of “collapsed”
n-resolved levels with 41 ≤ n ≤ 100. These collapsed levels allow for simpler, less
CPU-intensive treatment of very highly excited levels and are discussed in detail in
Chapter 3 and Appendix 7.2. At the finite densities considered here, this approxima-
tion introduces negligible uncertainty.
4.2 The Orion Nebula
4.2.1 Analysis of Observations
The E04 Very Large Telescope observations of the Orion Nebula include 100 helium
emission-line identifications in the range 3100− 10400 A˚. The spectral resolution of
these observations is ∆λ ≈ λ/8800. The reported errors range from 1% to greater
than 40%. We dispute the identification of λ7937 (identified by E04 as the helium
line 27d 3D− 3p 3P ) because of the absence in their observation of lines nd 3D− 3p 3P
with 19 ≤ n ≤ 26 and suggest that the correct identification is more likely the Fe I
line at λ7937.13 (NIST Atomic Spectra Database, version 3.0.33). We note that E04
identify four other lines as Fe I emission, although three of these are marked with a
question mark to indicate an uncertain identification.
In Figure 4.1, we plot the E04 reddening-corrected intensities (relative to Hβ)
of all lines, grouped in series and as a function of the principal quantum number of
the upper level. A smooth, monotonic progression of these intensities is expected.
A cursory examination of the trends suggests that many of the weaker lines may be
uncertain by a factor of 2 or more. For the purposes of this study, we discard all lines
with I(λ) < 0.001 × I(Hβ), leaving 32 lines. We also discard λ8362 (6p 3P − 3s 3S)
because of a possible blend with Cl II λ8361.84. Compared to Esteban et al. (1998)
and Baldwin et al. (2000), the intensity of λ5048 (4s 1S− 2p 1P ) is anomalously high.
There is also a possible blend with Fe II λ5048.19 and/or Fe I λ5048.43, as evidenced
by the fact that the redshift of the observed feature, if regarded as the unblended
He I line at λ5048, would be many standard deviations larger than the mean redshift
of the remaining helium lines. We therefore discard λ5048 as well. The remaining
30 lines are given in column 1 of Table 4.1. (The other columns of Table 4.1 are
discussed below.)
As further evidence that some of the E04 line intensity ratios may have uncer-
tainties larger than reported, we compare relative intensities of lines originating from
the same upper level to their theoretical values. Where optical depth effects are not
important the theoretical ratios of these line intensities should be extremely accurate.
3see http://physics.nist.gov/PhysRefData/ASD/index.html
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The ratio is as follows:
I(nLS − n′L′S)
I(nLS − n′′L′′S) =
A(nLS − n′L′S)
A(nLS − n′′L′′S)
λ′′
λ′
(4.1)
where λ′ and λ′′ are the wavelengths of the transitions nLS−n′L′S and nLS−n′′L′′S,
respectively. In Table 4.2, we report the theoretical and observed ratios of all pairs of
lines with the same upper level. The percent difference between the theoretical and
observed ratios is given, and, in the last column, we report error propagated from the
errors given by E04.
If we assume that the errors reported in E04 represent one standard deviation, we
would expect (for a normal distribution) about one pair out of the 16 pairs of lines
(5%) to deviate by more than two standard deviations, but we find that three pairs do
(19%). Five or six pairs (33%) would be expected to deviate by at least one standard
deviation, but we find that seven pairs do (44%). Ten or eleven pairs (68%) would
be expected to deviate by less than one standard deviation, but we find that only
nine do (56%). Little changes if we exclude the three lines (in two pairs) in Table 4.2
for which E04 do not report an error except to say that it is likely over 40%. Note
in particular that three of the pairs deviate by more than four standard deviations,
which violates the Chebychev Inequality applicable to any statistical distribution with
finite variance (Hamilton 1964). This analysis suggests that it is likely that the errors
are underestimated in E04.
In an attempt to confirm that our 30 lines are correctly identified and not signif-
icantly blended, we plot in Figure 4.2 heliocentric recession velocities versus wave-
length. We exclude λ3889 (3p 3P − 2s 3S) from the plot but not from our line list
because of strong blending with H8. The error bars correspond to the least significant
digit in the observed wavelengths, as reported by E04. The two lines with the greatest
recession velocities are λ5016 (3p 1P −2s 1S) and λ4922 (4d 1D−2p 1P ), which may be
inaccurate due to being near the edge of the λ4750 − 6800 and λ3800 − 5000 wave-
length intervals listed in Table 1 of E04. The average recession velocity is 15.8 km s−1,
and the standard deviation is 1.4 km s−1. O’Dell (2001) reports 17.9± 1.3 km s−1 as
a typical heliocentric velocity of “medium ionization” ions, which include He+. The
low end of O’Dell’s reported range overlaps with the high end of the range we find
here. We conclude that further misidentifications or unknown blends in our line list
are unlikely.
4.2.2 Theoretical Modeling
We calculate with CLOUDY a single, homogeneous, constant temperature, constant
density, case-B model (Model I) using the helium abundance, density, and tempera-
ture derived in the E04 best-fit analysis. In columns 2 of Table 4.1 we present the
fractional difference, I(predicted)/I(observed) − 1, for each line. In column 3 we
present the χ2 value for each line. Optical depth effects are important. Among per-
mitted triplet lines, for example, the intensities of both λ3889 and λ3188 (4p 3P−2s 3S)
are overpredicted by case-B calculations, suggesting that, in the observed data, both
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lines are suffering significant self-absorption due to the metastability of 2s 3S (see Rob-
bins 1968). This argument is strengthened by the fact that the intensities of λ7065
(3s 3S− 2p 3P ) and λ4713 (4s 3S− 2p 3P ) are underpredicted in case B and apparently
enhanced at the expense of the previous two lines. (See the Grotrian diagrams of the
triplet and singlet systems of helium in Figure 4.3.) Because the intensity of λ4121
(5s 3S−2p 3P ) is also underpredicted in case B, it appears likely that this trend would
extend to it and λ2945 (5p 3P − 2s 3S). However, we cannot confirm whether λ2945 is
suffering self-absorption because it is outside the wavelength range of the observation.
There is also some deviation from case-B predictions in singlet lines. For example,
the intensities of λ5016 (3p 1P − 2s 1S) and λ3965 (4p 1P − 2s 1S) are both overpre-
dicted by case-B calculations. The first and most likely explanation is that, contrary
to the case-B assumption, the VUV lines to ground λ537.0 (3p 1P − 1s 1S) and λ522.2
(4p 1P − 1s 1S) are partially escaping the cloud rather than being completely reab-
sorbed. Emission in these lines will necessarily weaken the intensities of λλ5016 and
3965 relative to case B. A second explanation is that self-absorption effects from 2s 1S
are important in these singlet lines in the same way they are important for their
triplet counterparts λλ3889 and 3188, as discussed above. If self-absorption were im-
portant, however, one would expect the observed intensity of λ7281 (3s 1S− 2p 1P ) to
be enhanced relative to case B because each absorption of λλ5016 or 3965 will provide
a new opportunity to populate 3s 1S, necessarily enhancing I(λ7281); we find the op-
posite. This point deserves emphasis. We calculate case-B intensities of λ7281 that
are 25% greater than in the E04 observation, for which they report an uncertainty of
8%. If λ522.2 partially escapes the cloud, I(λ7281) will weaken somewhat relative to
case B. This effect, however, would also decrease emission in λ6678 (3d 1D − 2p 1P ),
which we do not see. We believe, therefore, that I(λ7281) being overestimated by
case B cannot be explained by these optical depth effects. We address this issue again
below.
Next, we modify Model I to allow CLOUDY’s optimizer to vary the helium abun-
dance, density, and temperature in an attempt to minimize the average χ2 between
our predicted values and the observed values of a small set of carefully chosen lines.
We will label the new model “Model II”. We exclude any lines with upper principal
quantum number nu > 5, as well as λλ5016, 7281, and 3965 because, as discussed
above, they are strongly affected by λλ537.0 and 522.2 escaping the cloud. In order
to minimize the uncertainties involved in correcting for the optical depth effects in
triplet lines, we introduce a novel approach. We note that absorption of a photon at
λ3889 will inevitably lead either to re-emission of a λ3889 photon or to decay to 3s 3S
followed by emission of a photon at λ7065. Either way, the total number of photons
in λλ3889 and 7065 is conserved. Furthermore, absorption of a photon at λ3188 will
result in one of the following:
1. re-emission of a photon at λ3188; or
2. decay to 4s3S followed by emission of a photon at λ4713; or
3. decay to 4s3S followed by emission of a photon at λ3889; or
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4. decay to 3s3S followed by emission of a photon at λ7065; or
5. decay to 3d3D followed by emission of a photon at λλ5876, 3889, or 7065.
Therefore, the sum of photons in λλ3188, 3889, 4713, 5876, and 7065 is independent
of the optical depth τ3889 (and τ3188 as well, since τ3889 and τ3188 are related by atomic
data alone). We include the hydrogen line H8 at λ3889 to minimize the uncertainty
of deblending this line from the close helium line. We use this photon sum, referred
to as “triplet photon sum” in Table 4.1, in our optimization and exclude from our
optimization each of the individual lines included in the photon sum.
We are left with the following seven quantities to be optimized: the intensities
relative to Hβ of λλ6678, 4922, 3614 (5p 1P − 2s 1S), 4388 (5d 1D − 2p 1P ), 4471
(4d 3D − 2p 3P ), and 4121; and the triplet photon sum discussed above. We weight
each value by an uncertainty. For the line intensities, we use the uncertainties given
by E04. For the photon sum, we calculate the average of the uncertainties of the
individual lines, weighted by photon count, and obtain 4%. The optimizer finds
best-fit values for the helium abundance (y+ = He+/H+, by number), log electron
density (cm−3), and temperature equal to 0.0874±0.0005, 3.94+1.1−0.4, and 9800±900 K,
respectively. The values found in E04 are 0.0874±0.0006, 3.95±0.01, and 8730±320 K,
respectively. Note that our values were determined using only helium line intensities
relative to Hβ while E04 determined temperature and density from a number of
diagnostics that did not include helium intensities at all. Figure 4.4 is a contour plot
of the average χ2 between the seven predicted and observed quantities as a function
of density and temperature, with the helium abundance fixed at the above optimal
value. The χ2 values in this plot have been scaled so that the minimum is at unity.
The temperature is more tightly constrained than the density, which has a rather
large standard deviation.
We substitute our new optimal values into Model I to evaluate Model II, the results
of which are presented in columns 4 and 5 of Table 4.1. The last row of Table 4.1
contains the average χ2 for each model. The average χ2 obtained with Model II is
roughly half of the average obtained with Model I.
Finally, we again use CLOUDY, this time calculating a more realistic model
(Model III). This model is a plane-parallel slab with abundances typical of H II
regions (Baldwin et al. 1991; Rubin et al. 1991; Osterbrock et al. 1992) and grain
distributions characteristic of those found in the Orion Nebula (Baldwin et al. 1991;
van Hoof et al. 2004). The slab is heated by a star with a characteristic temperature
of 39,600 K (Kurucz 1979). We set the surface flux of hydrogen-ionizing photons,
Φ(H) = 1013 cm−2 s−1 and include a microturbulence velocity field parameter equal
to 16 km s−1, the average recession velocity found above. We enforce constant pres-
sure and include the cosmic ray background. The case-B constraint is not specified,
and radiative transfer effects (including continuum fluorescence, line destruction by
background opacities, and line optical depth) are treated self-consistently. The results
of Model III are presented in columns 6 and 7 of Table 4.1 and discussed below.
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4.2.3 Discussion
The average χ2 achieved with our Model III is dramatically better than with either
Model I or Model II. However, several problems remain. The four lines in our set
with the shortest wavelengths are systematically underpredicted by 16−17%. One of
them, λ3188, could possibly be explained by optical depth effects, although this seems
unlikely since I(λ3889) is accurately predicted. The other three lines are λλ3448,
3355, and 3297, which are in the same series: np 1P − 2s 1S (for n = 6, 7, and 8). For
these three lines and the rest of the observed np 1P −2s 1S series, we plot in Figure 4.5
the ratio I(n + 1)/I(n) of both the predicted and observed intensities as a function
of the principal quantum number n of the upper level. The ratios of the predicted
values are smoothly increasing, as expected, but the ratios of the observed values are
anomalously high at n = 5, suggesting that the ≈ 16% difference noted above is due
to problems with the E04 results.
Blagrave et al. (2006) have performed a thorough study of reddening toward the
Orion Nebula, using much higher quality, recent observations. They suggest that the
linear extrapolation of the Costero & Peimbert (1970) reddening function that E04
employ may significantly overestimate the extinction shortward of λ3500. We support
this conclusion. The new extinction corrections calculated by Blagrave et al. (based
on the analytical extinction laws of Cardelli et al. 1989) would also work to reduce
or eliminate the discrepancies between the present results and E04 for wavelengths
longward of about λ7000 (see Figure 7 of Blagrave et al. 2006). We suggest, in
particular, that the poor agreement we have shown for λ7281 may be primarily due
to inaccurate reddening corrections. The average difference Ipredicted/Iobserved−1 of the
lines in Table 4.1 is 6.5%. If we consider only the 22 lines with 3499 A˚ ≤ λ ≤ 6678 A˚,
we find an average difference of 3.8%.
Our comparison between theoretical and observed helium intensities is limited
primarily by the uncertainty in the observations. After eliminating some blends and
lines with poor SNR, we have demonstrated good agreement between theoretical and
observed values of over 20 helium line intensities in the Orion Nebula. We believe
our theoretical model is capable of accurately predicting many more line intensities,
including lines originating from larger principal quantum number.
4.3 Primordial Helium Abundance
4.3.1 Analysis of Observations
Recently, Izotov & Thuan (2004, hereafter IT04) presented extensive data from 33
observations of blue compact galaxies (BCGs), and used a subset of the strongest He I
lines to estimate the helium abundance of each system. While IT04 also included in
their final analysis observations from Izotov & Thuan (1998), Izotov et al. (2001),
Guseva et al. (2003a), and Guseva et al. (2003b), the present analysis concerns only
the 33 new observations of IT04.
We examined the values of y+(λ4471), y+(λ5876), and y+(λ6678) reported by IT04
in their Table 4 and found statistically significant systematic differences. The average
46
and standard deviation of each of these quantities are presented in Table 4.3. The left
panel of Figure 4.6 plots these values versus the weighted means, y+(mean), defined
in equation 2 of IT04. The right panel plots the same values versus the simple means.
The left panel demonstrates how skewed the weighted means are toward y+(λ5876)
(because of the much stronger signal of λ5876) but gives the superficial impression
that there is much less deviation in the y+(λ5876) values than in the y+(λ6678) and
y+(λ4471) values. The right panel preserves the relative deviations in each set. The
weighted and simple means differ by as much as 8%. Both panels are dependent only
on data from Table 4 of IT04. This analysis is similar to an analysis performed by
Skillman et al. (1998) on the Izotov et al. (1997) dataset.
4.3.2 Sources of Uncertainty
IT04 derived their abundances using the emissivities of B99, and we find trends
similar to those shown in Figure 4.6 when using case-B emissivities from CLOUDY.
The largest differences are between the abundances determined from λ4471 and those
determined from λλ5876 and 6678, amounting to about 7 and 5%, respectively. Note
that λλ5876 and 6678 are lines originating from yrast levels. Theoretical emissivities
from yrast levels may be systematically underestimated in the low-density limit by
≈ 1−2% due to the inaccuracy of modelling the helium atom with a finite number of
levels (see Chapter 3). This effect is negligible at finite densities as low as 100 cm−3
as collisions force highly excited states to local thermodynamic equilibrium and is
also too small to explain the systematic differences found in y+ values. Other effects
must be involved.
One possible explanation is the use of inaccurate reddening corrections. IT04
use the interstellar reddening function of Whitford (1958). Olive & Skillman (2004)
compared the extinction laws of Cardelli et al. (1989) and Whitford in their Figure 2,
which shows that use of the Cardelli et al. extinction law instead of the Whitford
extinction law would increase the (reddening-corrected) intensity I(λ6678) by about
1.5% relative to the I(λ5876), thereby increasing the helium abundance necessary
to produce the λ6678 emission (again, relative to λ5876). This change would nearly
eliminate the systematic difference between the helium abundances determined from
λλ6678 and 5876, but the systematic difference between the abundances determined
from these two lines and λ4471 would remain. The uncertainties involved in the
reddening correction can be minimized by deriving y+ values from a pair of helium
and hydrogen lines with a small wavelength difference. We calculated y+(λ6678) by
referencing λ6678 to Hα (λ6563) instead of Hβ (λ4861). Similarly, we calculated
y+(λ4471) and y+(λ5876) by referencing the lines to Hγ (λ4340) and Hα (λ6563),
respectively. The y+ values obtained are less than the corresponding values derived
when referencing the lines to Hβ, with y+(λ5876) and y+(λ6678) each decreased by
0.6% and y+(λ4471) decreased by 1.4%. These results are not consistent with the
changes produced by using the Cardelli et al. law instead of the Whitford law, but
both changing the reference line and changing the extinction law suggest uncertainties
of about 1 − 2%. While certainly significant in primordial helium calculations, we
find no evidence that reddening corrections are responsible for the large systematic
47
differences discussed above.
For a small subset of systems, IT04 dramatically reduce the systematic differ-
ences in y+ values by accounting for underlying stellar absorption, using theoretical
absorption equivalent widths (EWa) from Gonza´lez Delgado et al. (1999) and mak-
ing reasonable estimates for any EWa not calculated in that work. Their method
does not allow for variations in stellar population (i.e., they apply the same set of
EWa to every galaxy). The need to allow for EWa to vary for different targets was
demonstrated by Olive & Skillman (2001) and applied to the IT04 data in Olive &
Skillman (2004). IT04 find that after changing EWa(λ4471) from 0.4 A˚ to 0.5 A˚ their
minimization procedure results in an 1% increase in the primordial helium abundance
Yp, yet they report uncertainies of less than 1% on each of their Yp values. Allowing
variations between galaxies would surely increase this uncertainty further.
Recently, Fukugita & Kawasaki (2006) reanalysed the entire new set of IT04 ob-
servations by considering underlying stellar absorption of the helium lines. It is
important to note that while Fukugita & Kawasaki do significantly reduce χ2 in the
relation between helium abundance and metallicity (dY/dZ), they do not actually
model the stellar absorption. Instead they introduce a free parameter that serves to
modify the equivalent width of a line. Contrary to the analysis performed by IT04,
Fukugita & Kawasaki use the same absorption equivalent width for each helium line,
although (again contrary to IT04) they use a different absorption equivalent width for
each galaxy. Comparison with a theoretical model such as that of Gonza´lez Delgado
et al. would be beneficial for constraining the Fukugita & Kawasaki analysis. See
Tremonti et al. (2004) for an application of this technique.
Figure 4.7 plots the y+(λ) values that IT04 determined from λλ4471, 5876 and
6678 (without correcting for underlying stellar absorption of He I lines) versus the
equivalent width of the line. Lower y+(λ) values tend to correlate with low equivalent
width. (A similar analysis with a different dataset has been performed in Skillman
et al. 1998 with the same result.) The trend suggests that excluding lines with
an equivalent width less than, say, 10 A˚ in primordial helium analyses could reduce
the uncertainties involved in correcting for underlying stellar absorption. Both Olive
& Skillman (2004) and IT04 advocate selecting targets using an equivalent width
cutoff but only with respect to the equivalent width of Hβ. By applying a similar
additional cutoff to the helium lines, one could, in theory, reduce the uncertainty
due to underlying stellar absorption to an arbitrarily small amount. We note that
although a similar effect is accomplished by giving less weight to weaker lines, as is
done by IT04, that method has the disadvantage that it requires sometimes large
corrections with unknown uncertainties. The simple mean of all 99 y+(λ) values
in Table 4 of IT04 is 0.0810 ± 0.0039. If we exclude lines with equivalent width
less than 10 A˚, the mean is 0.0826 ± 0.0034, about 2% larger than in the full set.
This procedure has allowed us to trade large systematic uncertainties for smaller
random uncertainties, the latter of which can always be reduced again by making
more observations. It is important to note, however, that, irrespective of underlying
stellar absorption considerations, large systematic uncertainties still dominate (see,
for example, Peimbert et al. 2002).
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4.3.3 Discussion
We believe that the uncertainties involved in calculating the helium abundance in
extragalactic systems are much larger than are generally stated. IT04 assign less than
1% uncertainty to their value of the primordial helium abundance, but the average
y+ derived from λ5876 alone is 7% greater than the average derived from λ4471
alone. This discrepancy is large, statistically significant, and obtained using both
B99 emissivities and emissivities predicted by CLOUDY. In our analysis of the E04
Orion Nebula observations, we obtain an electron density of nearly 9000 cm−3. The
densities in BCGs observed by IT04 are smaller by one to three orders of magnitude.
The uncertainties in the theoretical emissivities in such rarified environments are
dramatically less than in those found in the Orion Nebula. We therefore believe that
the present Orion analysis suggests that the systematic discrepancy in y+(λ) values
discussed above is not due to problems with theoretical emissivities. We believe
that underlying stellar absorption is the largest source of uncertainty. We claim that
attempts to calculate the primordial helium abundance are limited principally by
observational errors, and that higher quality observations are essential.
Copyright c© Ryan Lucian Porter 2006
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Table 4.1. Comparison of Theoretical and Observed He I Line Intensities
Wavelength (Air) Model I Model II Model III
A˚ Diff χ2 Diff χ2 Diff χ2
3188a 0.456 32.542 0.520 42.197 -0.175 7.055
3297a -0.159 0.394 -0.146 0.324 -0.168 0.454
3355a -0.187 3.136 -0.176 2.707 -0.170 2.466
3448a -0.177 5.695 -0.164 4.783 -0.156 4.239
3499 -0.051 0.072 -0.058 0.095 -0.051 0.072
3513 -0.015 0.008 -0.022 0.017 -0.015 0.008
3530 -0.072 0.189 -0.078 0.223 -0.071 0.180
3554 0.006 0.003 0.001 0.000 0.010 0.008
3587 -0.032 0.135 -0.037 0.180 -0.027 0.093
3614 -0.002 0.001 0.017 0.061 0.009 0.018
3634 -0.045 0.458 -0.050 0.563 -0.038 0.315
3705 -0.003 0.003 -0.008 0.027 0.008 0.028
3820 -0.042 2.140 -0.048 2.802 -0.026 0.816
3889b 0.446 221.455 0.490 266.437 0.021 0.513
3927 -0.006 0.009 -0.011 0.027 -0.007 0.011
3965 0.055 3.301 0.077 6.506 0.023 0.591
4009 0.095 3.590 0.088 3.119 0.091 3.329
4121 -0.158 22.130 -0.070 3.507 0.007 0.033
4144 0.074 3.458 0.067 2.837 0.070 3.047
4388 0.037 3.370 0.032 2.488 0.032 2.547
4471 -0.002 0.040 -0.002 0.040 0.033 10.563
4713 -0.258 1206.619 -0.171 427.810 0.070 48.490
4922 -0.007 0.434 -0.014 1.990 -0.013 1.760
5016 0.121 146.383 0.150 223.831 0.040 15.917
5876 -0.115 18.805 -0.103 14.755 -0.071 6.575
6678 -0.093 2.887 -0.103 3.697 -0.100 3.433
7065c -0.544 289.341 -0.467 157.203 0.115 2.694
7281c 0.252 9.904 0.375 21.997 0.287 12.879
10027c 0.089 0.311 0.059 0.135 0.073 0.209
10311c 0.027 0.028 0.021 0.017 0.043 0.072
triplet photon sumd -0.042 1.211 -0.002 0.003 0.000 0.000
average χ2 63.808 38.399 4.142
Note. — Fractional differences, I(predicted)/I(observed) − 1, and χ2 values
are between the line intensities calculated in each of three CLOUDY models and
observed by E04. The last row gives the average χ2 obtained for each model.
aReddening corrections may be significantly overestimated.
bBlended with H8.
cReddening corrections may be significantly underestimated.
dSee text for discussion.
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Table 4.2. Theoretical and Observed Relative Line Intensity Ratios of Lines with
the Same Upper Level.
n 2S+1L n′ 2S+1L′ n′′ 2S+1L′′ Wavelengths (Air) I′/I′′ Difference
upper lower lower λ′(A˚) λ′′(A˚) Theor. Obs. in Std Dev
6d 3D 2p 3P 3p 3P 3820 10311 8.71 9.3±1.5 0.4
7d 3D 2p 3P 3p 3P 3705 9517 8.16 23.9±3.8 4.2
7d 1D 2p 1P 3p 1P 4009 10138 6.68 6.3±1.1 -0.3
7p 1P 2s 1S 3s 1S 3355 8915 10.10 11.1±2.2 0.4
8d 3D 2p 3P 3p 3P 3634 9063 7.86 9.5±1.5 1.1
8p 1P 2s 1S 3s 1S 3297 8518 9.69 13.5±4.8 0.8
9d 3D 2p 3P 3p 3P 3587 8777 7.67 4.3±0.7 -5.1
11p 3P 3s 3S 3d 3D 7062 8854 4.63 2.4±0.5 -4.6
11d 1D 2p 1P 3p 1P 3806 8931 6.15 11.0±3.4 1.4
12p 3P 3s 3S 3d 3D 6990 8740 4.71 4.3±1.3 -0.3
12d 3D 2p 3P 3p 3P 3513 8342 7.39 6.0±1.3 -1.1
12d 1D 2p 1P 3p 1P 3785 8817 6.10 7.2±3.3 0.3
14d 3D 2p 3P 3p 3P 3488 8204 7.30 9.7±2.9 0.8
15d 3D 2p 3P 3p 3P 3479 8156 7.27 7.8±2.4 0.2
16d 3D 2p 3P 3p 3P 3472 8116 7.24 10.5±3.8 0.8
17d 3D 2p 3P 3p 3P 3466 8084 7.22 18.0±10.2 1.1
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Table 4.3. Average and Standard Deviation of the Helium Abundances
Determined by IT04.
λ < y+(λ) > σ
4471 0.0778 0.0034
5876 0.0835 0.0033
6678 0.0818 0.0027
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Figure 4.1 Intensities of all helium lines observed by E04, relative to Hβ, grouped in
series, and as a function of the principal quantum number of the upper level.
53
Figure 4.2 Recession velocities of our reduced set of E04 helium lines plotted versus
wavelength. We have not included λ3889 because of the strong blend with H8.
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Figure 4.3 Grotrian diagrams of the singlet and triplet systems of the helium atom.
The effective quantum number, n − δ, is as defined in Equation 3.1. Labels stacked
near level nl 2S+1L indicate the wavelengths in angstroms of transitions nl 2S+1L −
n′l′ 2S+1L′, where l′ = L′ = l+1. The labels are arranged vertically in the same sense
as the n′l′ 2S+1L′ levels are arranged.
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Figure 4.4 Average χ2 between seven predicted and observed quantities as a function
of hydrogen density, nH, and electron temperature, Te.
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Figure 4.5 Ratio I(n+ 1)/I(n) of intensities of lines in the np 1P − 2s 1S series, plot-
ted versus the principal quantum number n of the upper level, for both the E04
observations and the present (Model III) predictions. The observed ratio appears
anomalously high at n = 5.
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Figure 4.6 IT04 values of y+ determined from λλ4471, 5876, and 6678 versus (a)
weighted mean y+(mean) from Table 4 of IT04, and (b) a simple mean, denoted by
< y+ >.
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Figure 4.7 IT04 values of y+ determined from λλ4471, 5876, and 6678 versus equiva-
lent width.
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Chapter 5
UV Tracers of He-like X-ray Emission
5.1 Introduction
Broad X-ray emission lines from high-excitation ions offer a different view of Active
Galactic Nuclei (AGN) emission line regions than do the strong UV and optical lines
that are usually studied. While emission lines such as H I Lyα, He I λ5876, and
C IV λ1549 come from gas with electron temperature Te ∼ 104K, the emission lines
which are detected in X-ray spectra come from gas that is much hotter and more
highly ionized, and which presumably lies closer in to the ionizing continuum source.
Such X-ray emission lines are often discussed in connection with observations of X-
ray and UV warm absorbers (eg. Kraemer et al. 2005; Netzer et al.2003; George et
al. 1995). Emission lines from helium-like ions are important in this regard, because
the ratios of their X-ray lines provide temperature and density diagnostics that can
be measured from intermediate-resolution X-ray spectra. Several of these lines have
now been detected in a number of nearby AGN, including Mrk 279 (Costantini et al.
2005; Kaastra et al. 2004), NGC 5548 (Steenbrugge et al. 2005), NGC 3783 (Netzer
et al. 2003; Kaspi et al. 2002), NGC 4051 (Collinge et al. 2001), NGC 7469 (Blustin
et al. 2003), and NGC 4151 (Kraemer et al. 2005).
The X-ray forbidden (f) and intercombination (i) lines connect the triplet series
to the singlet ground state, while the resonance (r) line is due to transitions into the
ground state from 2p 1P . However, these same ions also yield UV emission from the
2p 1P term to the 2s 1S term and from the 2p 3P term to the 2s 3S term. Note that
all of the emission lines discussed in this chapter result from transitions between an
initial level with n = 2 and a final level with n = 1 or 2 (see the schematic energy level
diagram in Figure 5.1). While these UV lines have been discussed in connection with
stellar physics—Ness et al. (2001) use them to determine radiation temperature—
they may also prove to be useful diagnostics in photoionized environments. Ionization
energies of helium-like ions are approximately proportional to the square of the nuclear
charge so line wavelengths (given in Table 5.1) are shorter for higher nuclear charge.
The wavelengths range from 271 A˚ for iron to 2277 A˚ for carbon - we ignore the much
less abundant ions of lithium, beryllium, and boron. For moderate redshifts of z ≈ 1,
the lines from the lighter ions can be observed in the optical-IR band with ground-
based telescopes, thereby providing a powerful new diagnostic probe of conditions in
the gas. Note that for each ion of the sequence there are three lines in the 2p 3P -2s 3S
multiplet, spanning as little as 7 A˚ (in the case of carbon) and as much as 157 A˚ (in
the case of iron). The presence of all three lines of a given multiplet would mark an
unambiguous detection, but this may be impossible in some systems for the lighter
ions where the two closest components of the multiplet can be separated by as little
as 0.65 A˚ (corresponding to a Doppler velocity of 86 km s−1). We discuss a technique,
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however, by which the two closest components can be deblended with knowledge of
the third component.
Diagnostics for obtaining temperature, G(Te) = (If + Ii)/Ir, and density, R(ne) =
If/Ii, from particular X-ray line ratios in plasmas have been discussed by a number
of authors (Bautista & Kallman 2000; Porquet & Dubau 2000; Porquet et al. 2001;
Pradhan & Shull 1981; Pradhan 1985; Blumenthal, Drake, & Tucker 1972; and many
others). These were introduced by Gabriel & Jordan (1969, 1973) and were origi-
nally developed for coronal collision-dominated plasmas, not where photoexcitation
is important. There are a number of limitations to these diagnostics when applied to
photoionized plasmas, but these limitations can be overcome by including analyses
of the UV lines 2p 3P − 2s 3S and 2p 1P − 2s 1S. Recently, authors have discussed the
influence of radiative transfer effects on the standard X-ray diagnostics (see Coupe´ et
al. 2004 for the general case, and Bianchi & Matt 2002 for helium-like iron).
Here we consider the standard X-ray diagnostics from both semi-analytical and
numerical perspectives. In section 5.2, we derive semi-analytical expressions of line
ratios in the photoionized limit and calculate the values of the expressions for helium-
like oxygen at a single temperature. We compare our results with those of other
workers and discuss how radiative transfer and collisions will affect the derived ex-
pressions. We also consider the individual components of the 2p 3P − 2s 3S multiplet
and 2p 3P − 1s 1S doublet, and demonstrate a method by which observation of the
components can be used to calculate the optical depth in the intercombination line.
In section 5.3, we use CLOUDY to calculate theoretical line ratios as function of
column density to illustrate the effect of increasing optical depth. We also calculate
a grid of simulations of an extended source as a function of ionizing flux and hydro-
gen density. We present the predicted line ratios of oxygen and discuss our results
how our results affect the interpretaion of existing and future measurements of the
emission lines from these high-ionization species in AGN.
5.2 Semi-analytical Calculations
In order to calculate the theoretical intensities of our lines of interest we must first
calculate the populations of the upper levels of each transition: 2p 3P , 2s 3S, and 2p 1P .
In a low-density, pure recombination plasma, the time-steady balance equations for
the populations of individual levels involve only effective recombination coefficients
and transition probabilities. We define αeffi (Z, T ) as the effective recombination
coefficient (including dielectronic recombination) into level i of the He-like ion of
nuclear charge Z at temperature T . We calculate αeffi (Z, T ) with the use of cascade
probabilities, as outlined by Robbins (1968). (See also Osterbrock & Ferland 2006,
page 85 for a discussion of effective recombination.) We include nLS-resolved terms
with principal quantum number n ≤ 20 and a series of ‘collapsed’ n-resolved levels
with 20 ≤ n ≤ 100 (as discussed in Chapters 2 and 3). See Appendix 7.2 for a
discussion of our atomic sources.
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5.2.1 Level Populations
Ions can radiatively decay from the 2p 3P term via electric-dipole transition 2p 3P −
2s 3S term and via the intercombination line 2p 3P − 1s 1S. The intercombination
transition probability, A2p 3P−1s 1S(Z), (approximately ∝ Z8) increases with increasing
nuclear charge, Z, faster than the electric-dipole transition probability, A2p 3P−2s 3S(Z),
(approximately ∝ Z2) so that, for Z > 6, the intercombination line is stronger than
the electric-dipole transition. We also note that the transition probabilities to ground
from the separate 2p 3Pj levels in the 2p
3P term are vastly different. The transition
2p 3P0−1s 1S is strictly forbidden (for one-photon transitions by the selection rule for-
bidding J = 0 ⇔ 0, and for two-photon transitions by the rule requiring ∆L = 0, 2)
while the transition probability A2p 3P1−1s 1S(Z) is the fastest, about a thousand times
faster than A2p 3P2−1s 1S(Z) for carbon and nearly 7000 times faster for iron. These
large differences in transition probabilities make it necessary to solve for the popula-
tions of the separate j-levels separately. The transition probabilities A2p 3Pj−2s 3S(Z)
also differ with respect to j. The differences are only as large as about 25% for carbon,
while in the case of iron the transition probability for j = 2 is 3-4 times the j = 0
and 1 values. The populations of the 2p 3Pj terms
4 are as follows:
n2p 3P0(Z, T )
ne nZ+
=
g0 α
eff
2p 3P0
(Z, T )
A2p 3P0−2s 3S(Z)
(5.1)
n2p 3P1(Z, T )
ne nZ+
=
g1 α
eff
2p 3P0
(Z, T )
[A2p 3P1−2s 3S(Z) + A2p 3P1−1s 1S(Z)]
(5.2)
n2p 3P2(Z, T )
ne nZ+
=
g2 α
eff
2p 3P0
(Z, T )
[A2p 3P2−2s 3S(Z) + A2p 3P2−1s 1S(Z)]
, (5.3)
where nZ+ is the density of the hydrogen-like ion, T is the electron temperature,
ne is the electron density, and we have used α
eff
2p 3Pj
(Z, T ) = gj α
eff
2p 3P0
(Z, T ) and
A2p 3P0−1s 1S(Z) = 0.
Ions can radiatively decay from the 2p 1P level to either the ground state, 2s 1S,
or 2s 3S. The decay to ground dominates for all Z, but is highly susceptible to
optical depth effects (discussed more below). The strength of the transition to 2s 3S
(approximately ∝ Z7), increases with increasing Z faster than the decay to 2s 1S
(approximately ∝ Z2) so that the two transition probabilities are comparable in the
case of helium-like iron. The population of the 2p 1P term is
n2p 1P (Z, T )
ne nZ+
=
αeff2p 1P (Z, T )
[A2p 1P−1s 1S(Z) + A2p 1P−2s 1S(Z) + A2p 1P−2s 3S(Z)]
. (5.4)
Ions can radiatively decay from the metastable 2s 3S level to the ground state via
two-photon and magnetic-dipole transitions. The magnetic-dipole decay dominates
4The ST -mixing discussed in Chapter 3 for helium becomes important for the high Z ions of the
sequence as the physical 2p 3P1 level is mixed roughly 30% with the LS 2p 1P level in the case of
iron. We do not consider this effect here. See Lin et al. (1977).
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for all Z, and we accordingly ignore the two-photon decay. The population of the
2s 3S level is given by
n2s 3S(Z, T )
ne nZ+
=
αeff2s 3S(Z, T )
A2s 3S−1s 1S(Z)
. (5.5)
Equations 5.1-5.5 are valid when triplet-singlet exchange collisions (which change
the spin of one of the electrons) can be neglected. To first order, exchange colli-
sions add an additional term in each equation. Equation 5.5, for example, would be
modified as follows:
n2s 3S(Z, T )
ne nZ+
=
αeff2s 3S(Z, T )
A2s 3S−1s 1S(Z) +
∑
n,L
ne q2s 3S−nl 1L(Z, T )
. (5.6)
where q2s 3S−nl 1L(Z, T ) is the collision rate coefficient (in units cm3 s−1) from 2s 3S
to the singlet term nl 1L. We define qtot(Z, T ) =
∑
n,L
q2s 3S−nl 1L(Z, T ). Collisions are
negligible if ne qtot(Z, T ) is small relative to A2s 3S−1s 1S(Z). Considering carbon at
log T (K) = 6, a temperature near where the hydrogen-like ionization state peaks,
we find A2s 3S−1s 1S(6) = 50 s−1 and qtot(6, 106 K) ≈ 10−7 cm3 s−1, corresponding to
a critical electron density of 5 × 108 cm3. Because the transition probabilities (ap-
proximately ∝ Z10) increase with increasing Z, while the collisional rate coefficients
decrease with increasing transition energies (approximately ∝ Z2), the critical density
will be even larger for heavier ions of the sequence. We restrict our semi-analytical
calculations to lesser densities and neglect exchange collisions.
5.2.2 Emissivities
The total emissivity, 4pi jλ/ne nZ+ , of a line with wavelength λ is (in ergs cm
3 s−1)
4pi jλ
ne nZ+
=
hc
λ
nu(Z, T )
ne nZ+
Aul(Z) (5.7)
where Aul(Z) is the transition probability of the transition. We label the UV lines
UV1 (2p 1P − 2s 1S) and UV3j (2p 3Pj − 2s 3S) where the one and three signify singlet
and triplet, respectively. The emissivities of the UV1, UV3j, forbidden, and resonance
lines (relative to the total intercombination emissivity) are as follows:
jUV1(Z, T )
ji(Z, T )
=
λi
λUV1
A2p 1P−2s 1S(Z)
A2p 3P1−1s 1S(Z)
n2p 1P (Z, T )
n2p 3P1(Z, T )
(5.8)
jUV3j(Z, T )
ji(Z, T )
=
λi
λUV3j
A2p 3Pj−2s 3S(Z) n2p 3Pj(Z, T )
A2p 3P1−1s 1S(Z) n2p 3P1(Z, T )
(5.9)
R =
jf(Z, T )
ji(Z, T )
=
λi
λf
A2s 3S−1s 1S(Z)
A2p 3P1−1s 1S(Z)
n2s 3S(Z, T )
n2p 3P1(Z, T )
(5.10)
jr(Z, T )
ji(Z, T )
=
λi
λr
A2p 1P−1s 1S(Z)
A2p 3P1−1s 1S(Z)
n2p 1P (Z, T )
n2p 3P1(Z, T )
(5.11)
where λi, λUV1, λUV3j , λf , and λr are the wavelengths of the intercombination, UV1,
UV3j, forbidden, and resonance transitions, respectively.
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5.2.3 Optical Depth Effects
Optical depth effects can be approximated, and relative emissivities can be converted
to relative intensities, by multiplying all transition probabilities by a unique escape
probability, , giving the intensity into 4pi steradians
4pi Iλ =
hc
λ
nu(Z, T ) Aul(Z) λ. (5.12)
(See Elitzur 1992, for a discussion of escape probabilities.) Small optical depth cor-
responds to an  of unity. The optical depth of a line increases as the column density
of the ion increases but also depends upon the wavelength and transition probability
of the line. The effect of optical depth on line ratios is dependent upon which lines
become optically thick first (or which escape probabilities become less than unity
first) as column density increases. For example, the R ratio given in Equation 5.10
varies with optical depth as f/i. The atomic data dictate that the intercombination
line will always have an optical depth not less than the optical depth of the forbidden
line. Correspondingly, the ratio of escape probabilities will be not less than unity.
As the column density of the lower level is increased, the ratio of escape probabilities
becomes greater than unity and the R ratio increases relative to its value at zero
optical depth.
5.2.4 An Example
Next, we calculate the line ratios for helium-like oxygen at the temperature at which
the hydrogen-like ionization stage is at its peak for a given incident continuum. We
use the AGN incident continuum of Korista et al. (1997) and set log U(H) = 0.5,
where U(H) = Φ(H)/nHc is the dimensionless ionization parameter, and Φ(H) is
the flux of hydrogen-ionizing photons (cm−2 s−1). This continuum incident on a
homogeneous slab of constant temperature produces a peak hydrogen-like ionization
stage at T ≈ 105.7 K. At that temperature, we find line emissivities (relative to
the intercombination emissivity) as follows: jUV1/ji = 7.0 × 10−8, jUV3/ji = 0.032,
jr/ji = 1.0, and R = jf/ji = 4.2. Figure 8 of Porquet & Dubau (2000) indicates
R ≈ 4.3 at log T (K) = 5.7 in the low-density limit, while Figure 3 of Bautista &
Kallman (2000) suggests R ≈ 4.2. The value calculated here agrees very well with
those two values. We also find G = (jf + ji)/jr = 5.0. Porquet & Dubau find (as
taken from their Figure 7) G ≈ 4.8 when the hydrogen-like ionization stage of oxygen
is at its peak. Figure 4 of Bautista & Kallman reports G ≈ 5.0 at the conditions
considered here. Again, the present value agrees very well with values found by other
workers.
Note that in the optically-thin limit, the UV1 emissivity is over seven orders
of magnitude fainter than the intercombination emissivity and over five orders of
magnitude fainter than the UV3 emissivity. As such, the UV1 line is only likely to
be detected if it is enhanced due to large optical depth in the resonance line. The
observed intensity of the UV1 line, relative to the observed intensity of the resonance
line, is a measure of optical depth. Because the UV1 and resonance lines result from
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decays from the same upper level, the intensity ratio IUV1(Z, T )/Ir(Z, T ), including
escape probabilities, is given simply by
IUV1(Z, T )
Ir(Z, T )
=
λr
λUV1
A2p 1P−2s 1S(Z)
A2p 1P1−1s 1S(Z)
UV1
r
. (5.13)
The resonance line will become optically thick before the UV1 line. This line ratio
is completely independent of collisional effects and is therefore a robust measure of
optical depth in the resonance line.
5.2.5 Individual Components of the UV3 Multiplet
The individual components of the UV3 (2p 3Pj − 2s 3S) multiplet are an interesting
diagnostic themselves. Writing the emission from the 2p 3P0 level relative to the
emission from each of the other two levels we have
IUV30(Z, T )
IUV31(Z, T )
=
λUV31
λUV30
g0
g1
[
A2p 3P1−2s 3S(Z)UV31 + A2p 3P1−1s 1S(Z)i1
A2p 3P1−2s 3S(Z)UV31
]
(5.14)
IUV30(Z, T )
IUV32(Z, T )
=
λUV32
λUV30
g0
g2
[
A2p 3P2−2s 3S(Z)UV32 + A2p 3P2−1s 1S(Z)i2
A2p 3P2−2s 3S(Z)UV32
]
(5.15)
where we have not included escape probabilities for the i2 line because because that
line will require a column density roughly three orders of magnitude greater to achieve
the same optical depth as the i1 line. We also note that absorption of the UV3j lines
may be likely in some conditions. (See Appendix 7.2). Equations 5.14 and 5.15 cannot
be simplified further without choosing a value of Z.
For the case of oxygen, we have
IUV30(Z, T )
IUV31(Z, T )
≈ 1638
1640
1
3
[
8.1× 107UV31 + 5.5× 108i1
8.1× 107UV31
]
≈ 0.33 + 2.26i1/UV31 (5.16)
IUV30(Z, T )
IUV32(Z, T )
≈ 1624
1640
1
5
[
8.4× 107UV32 + 3.5× 105
8.4× 107UV32
]
≈ 0.20 + 0.00083/UV32 . (5.17)
If optical depth effects are not important, we have IUV30/IUV31 ≈ 2.6, and IUV30/IUV32 ≈
0.20. In spectra with all three UV3j lines resolved, Equations 5.16 and 5.17, together
with the fact that UV31 and UV32 are related by atomic data, can be used to find
the escape probability (and optical depth) in the intercombination line, without even
measuring the intercombination line.
It is important to note that the analysis in this section is largely independent
of density because collisions will only begin to affect the relative populations of the
separate 2p 3Pj levels for densities greater than ne = 10
14 cm−3.
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5.2.6 Individual Components of the Intercombination Dou-
blet
The individual components (2p 3Pj − 1s 1S, designated by ij) of the intercombination
doublet are related by the following expression:
Ii2(Z, T )
Ii1(Z, T )
=
λi1
λi2
g2
g1
A2p 3P2−1s 1S(Z)
A2p 3P1−1s 1S(Z)i1
[
A2p 3P1−2s 3S(Z)UV31 + A2p 3P1−1s 1S(Z)i1
A2p 3P2−2s 3S(Z)UV32 + A2p 3P2−1s 1S(Z)
]
.
(5.18)
As in Section 5.2.5, the rightmost factor cannot be simplified for a general Z, because
in both the numerator and the denominator the dominant transition probability is a
function of Z. Again, for the case of oxygen, we have
Ii2(Z, T )
Ii1(Z, T )
≈ 21.81
21.8
5
3
3.5× 105
5.5× 108i1
[
8.1× 107UV31 + 5.5× 108i1
8.4× 107UV32 + 3.5× 105
]
≈ (0.0011/i1)
[
8.1× 107UV31 + 5.5× 108i1
8.4× 107UV32 + 3.5× 105
]
. (5.19)
If optical depth effects are not important, Ii2/Ii1 ≈ 0.0079. If optical depths are sig-
nificant (but still small enough that the 3.5×105 in the denominator in the rightmost
factor can be neglected), we have
Ii2(Z, T )
Ii1(Z, T )
≈ 0.0011UV31
UV32i1
+
0.0069
UV31
, (5.20)
and the ratio will increase with increasing optical depth.
Resolving the individual components of the intercombination multiplet may be
difficult. The separation is significantly greater than the thermal Doppler width (at
temperatures appropriate for a given ion), but corresponds to a velocity gradient
ranging from only about 20 km s−1 for carbon to almost 700 km s−1 for iron. If we
assume that the intercombination line can be detected in systems with significantly
less broadening, the individual components could be resolved with a spectrometer
having resolving power of at least 12000 for carbon and 400 for iron. The two most
powerful X-ray satellite observatories are currently the European Space Agency’s
XMM-Newton and NASA’s Chandra X-ray Observatory. XMM-Newton should be
able to resolve the individual components only for Z > 20, while NASA’s satellite
Chandra X-ray Observatory should do slightly better, resolving the individual compo-
nents for Z > 16. As currently planned, NASA’s next generation X-ray Observatory,
Constellation-X, would be capable of resolving the individual components for Z > 12.
We also note that Bautista & Kallman (2000) warn that satellite lines (from doubly-
excited to singly-excited configurations) lie close in wavelength to the forbidden and
intercombination lines and will enhance their apparent intensities in low and medium
resolution spectra. These satellite lines are not included in these calculations, but are
planned for future work.
The intensities of the UV3j and intercombination components from the same
upper level 2p 3Pj are related simply by
IUV3j(Z, T )
Iij(Z, T )
=
λij
λUV3j
[
A2p 3Pj−2s 3S(Z)UV31
A2p 3Pj−1s 1S(Z)ij
]
. (5.21)
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For j = 2, Equation 5.21 provides a method of calculating the escape probability of
the UV32 line, since i2 will be of order unity. For j = 1, Equation 5.21 provides a
check of the escape probabilities calculated in Equation 5.16. We compare the escape
probabilities derived from Equations 5.16 and 5.21 in our numerical analysis below.
5.3 Numerical Calculations
5.3.1 Line Ratios as a Function of Column Density
We calculate with CLOUDY a model with the Korista et al. (1997) ionizing contin-
uum incident on a plane-parallel slab, with hydrogen-ionizing flux Φ(H) = 1018 pho-
tons cm−2 s−1 and hydrogen density nH = 107 cm−3, corresponding to log U(H) ≈ 0.5,
as used above. Abundances are set equal to solar abundances. In Figures 5.2-5.6, we
plot predictions of O VII intensity ratios as a function of column density.
Figure 5.2 plots the ratios R = If/Ii and Ir/Ii. The former ratio increases by a
factor of 2 at large column densities. This is due to an increase in the optical depth
of the intercombination line and suggests that caution should be used in deriving
electron density from theR-ratio in conditions where the intercombination line may be
optically thick. For low column densities, R agrees well with the semi-analytical value
calculated above. The latter ratio, however, falls by a factor of nearly 70 over the same
range of column densities. The reason is that the resonance line becomes optically
thick much faster than the intercombination line, as evidenced by the strong increase
(with increasing column density) in the ratio IUV1/Ir, which we plot in Figure 5.3. The
ratio Ir/Ii is ≈ 23 times the semi-analytical value at low column densities, as is the
ratio IUV1/Ii, while IUV1/Ir does demonstrate the expected behavior at low column
densities. The most likely explanation is that continuum pumping is dramatically
increasing the population of the 2p 1P level relative to the semi-analytical value.
In Figure 5.4, we plot the ratio IUV32/Ii2 . The value changes very little over the
range of column density because neither line becomes optically thick. Figure 5.5 plots
the ratios IUV30/IUV31 and IUV30/IUV32 . The latter ratio does not change at all over
the range of column density, indicating that the relative populations of the 2p 3P0 and
2p 3P2 levels are not affected by optical depth. The former ratio changes by more
than a factor of 4, decreasing as the optical depth in i1 increases, which causes n2p 3P1
to increase relative to n2p 3P0 . Both ratios are equal to the respective semi-analytical
values derived above at low column densities.
The ratio G = (If + Ii)/Ir plotted in Figure 5.6 varies by more than two orders
of magnitude when increasing the column density from NH = 10
17 cm−2 to NH =
1024 cm−2. This trend suggests that the column density must be constrained before
using G as a temperature indicator. In the low column density limit, the G ratio is
smaller than the semi-analytical value by a factor of ≈ 25, a finding consistent with
the resonance line being enhanced by continuum pumping.
In Figure 5.7, we plot the escape probability in i1 as a function of column density
and calculated using Equations 5.16 and 5.21. The values derived from the two
equations differ by 2% or less for the entire range of column density, demonstrating
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that the UV3j lines alone (Equations 5.16) can be used to accurately measure optical
depth in the intercombination line.
5.3.2 Line Ratios as a Function of Ionizing Flux and Volume
Density
Next, we calculate a grid of simulations using the same model as above but varying
both the flux of hydrogen-ionizing photons and the hydrogen density. We set a
hydrogen column density of 1023 cm−2. In Figures 5.8-5.18 we plot a number of
O VII intensity ratios as a function of hydrogen density and ionizing flux. Note
that in a triangular region in the bottom right corner of each contour plot, to the
right of log nH = 10.5 and below logUH = 23.75, oxygen is not ionized enough to
produce significant helium-like emission. Note that diagonals with ∆Φ(H) = ∆nH
have constant ionization parameter.
In Figure 5.8, we plot the ratio R = If/Ii. Note that for a given ratio and ionizing
flux, there is not a unique density. Values of R ranging from 0.003 to 3.0 are present for
the entire density range plotted. This figure combined with Figure 5.2 demonstrates
that the R ratio is not a simple density diagnostic. The ratio Ir/Ii in Figure 5.9 falls
with increasing density at a given ionization parameter, as the optical depth in the
resonance line increase faster than the optical depth in the intercombination line.
Figure 5.10, we plot the ratio IUV32/Ii2 . At log nH = 7 and logUH = 18, the ratio
takes the value 3.2, consistent with the value obtained in Figure 5.4. The escape
probability in the UV32 line decreases from the lower left to the upper right. The
ratios IUV31/Ii1 and IUV3/Ii plotted in Figures 5.11 and 5.12, respectively, exhibit
similar trends.
In Figure 5.14 is plotted the ratio IUV30/IUV31 . From Figure 5.7, we have escape
probability i1 ≈ 0.1 toward the lower left corner. From Equation 5.16, we see that
the escape probability of the UV31 line is decreasing as with move toward the upper
right along a constant ionization parameter diagonal. In the extreme upper right we
see that the ratio has surpassed 2.6 indicating that UV31 < i1 . Figure 5.15 is similar
to Figure 5.14 but with IUV32 in the denominator of the ratio instead of IUV31 . From
Equation 5.17, we expect the plotted ratio to be ≥ 0.2 for the entire grid and find
that UV32 ≈ 200 where the plotted ratio reaches its maximum. We see a similar
trend in Figure 5.16 where we have plotted the ratio Ii2/Ii1 , which increases from the
lower left to the upper right as the i1 lines becomes optically thick.
The ratio IUV1/Ir in Figure 5.17 tracks the constant ionization parameter diago-
nals well. This is expected because the ratio, being immune to collisional effects as
discussed in Section 5.2.4, is a good measure of the temperature of the gas. Unfortu-
nately, the ratio is limited in its usefulness because the UV1 line will not be strong
enough at most conditions. A similar effect can be seen with the ratio G = (If+Ii)/Ir
plotted in Figure 5.18. The ratio does appear to be a good indicator of ionization
parameter. We must repeat the caveat from the previous section, however, that this
relationship also depends on column density, and an incorrect column density may
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cause one to deduce an incorrect temperature.
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Figure 5.1 Grotrian diagram of the n = 1 and n = 2 levels of helium-like oxygen.
Some transitions are not shown. Relative energies are not drawn to scale. The energy
order is different for different ions of the sequence.
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Figure 5.2 R = If/Ii and Ir/Ii as a function of hydrogen column density. See text for
details of model.
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Figure 5.3 Same as Figure 5.2 except ratio is IUV1/Ir.
73
Figure 5.4 Same as Figure 5.2 except ratio is IUV32/Ii2 .
74
Figure 5.5 Same as Figure 5.2 except ratios are IUV30/IUV31 and IUV30/IUV32 .
75
Figure 5.6 Same as Figure 5.2 except ratio is G = (If + Ii)/Ir.
76
Figure 5.7 Escape probabilities in i1 as a function of column density, as calculated by
Equations 5.16 and 5.21.
77
Figure 5.8 Ratio R = If/Ii as a function of hydrogen density and ionizing flux. See
text for details of model.
78
Figure 5.9 Same as Figure 5.8 except ratio is Ir/Ii.
79
Figure 5.10 Same as Figure 5.8 except ratio is IUV32/Ii2 .
80
Figure 5.11 Same as Figure 5.8 except ratio is IUV31/Ii1 .
81
Figure 5.12 Same as Figure 5.8 except ratio is IUV3/Ii.
82
Figure 5.13 Same as Figure 5.8 except ratio is IUV1/Ii.
83
Figure 5.14 Same as Figure 5.8 except ratio is IUV30/IUV31 .
84
Figure 5.15 Same as Figure 5.8 except ratio is IUV30/IUV32 .
85
Figure 5.16 Same as Figure 5.8 except ratio is Ii2/Ii1 .
86
Figure 5.17 Same as Figure 5.8 except ratio is IUV1/Ir.
87
Figure 5.18 Same as Figure 5.8 except ratio is G = (If + Ii)/Ir.
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Chapter 6
A CLOUDY/XSPEC Interface
6.1 Introduction
Note: this chapter closely follows Porter et al. (2006a).
The theoretical calculations of helium-like X-ray spectra discussed in Chapter 5
are powerful tools for the analysis of astrophysical environments. Their utility, how-
ever, is limited by the unique challenges inherent in the analysis of observed X-ray
spectra. This chapter describes new functionality of CLOUDY that allows the user to
calculate grids of simulations with one or more initial parameters varied and formats
the predicted spectra in a standard format. These output files can then be imported
into the X-ray spectral analysis software XSPEC, thereby facilitating comparison of
theoretical and observed spectra.
X-ray spectrometers typically record photon counts per energy bin. The photon
count for each bin is equal to the integral of the incident spectrum times an instrument
response function, which is a function of both photon energy and detector bin. In
general, this integral cannot be reliably inverted to recover the incident spectrum,
in part because inversion techniques tend to be unstable to small changes in the
photon count. The solution then is to compare the photon counts recorded by the
spectrometer with best-fit theoretical photon counts, calculated by integrating the
product of the known instrument response function with theoretical spectra.
XSPEC (last described by Arnaud 1996) is an open-source, X-ray spectral-fitting
program, first developed in 1983 and still in development today. The current de facto
standard for X-ray spectral analyis, XSPEC calculates theoretical photon counts from
theoretical spectra to find the best fit between the observed and theoretical photon
counts. In order to do this, XSPEC must have not only data files containing the
observed photon counts, background spectrum, and instrumental response (all of
which can be readily obtained), but also theoretical models of any and all spectra
that the user believes will accurately represent the actual source spectrum (as a whole
or in part). XSPEC comes bundled with many such theoretical models but can also
import external models via two methods: an external subroutine or a table file. The
table file option can be used if calculating an individual model is too CPU-intensive.
The commands which control the importing of table models are as follows: atable
for additive tabular models (intended to represent sources of emission), mtable for
multiplicative tabular models (for absorption, filtering, and extinction), and etable
for exponential tabular models (for any exponential effects). The purpose of this work
is to greatly expand the pool of theoretical models by creating functionality allowing
the existing spectral simulation code CLOUDY to produce predicted spectra in a
format which the user can import into XSPEC. CLOUDY predictions have been used
in XSPEC before (recent examples include Kraemer et al. 2005 and Turner et al.
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2005). However, the new functionality discussed here greatly simplifies the process.
We consider only additive and multiplicative models.
6.2 The Spectral Simulation Code CLOUDY
Here we give a brief description and history of CLOUDY and describe the details of the
new functionality. CLOUDY (last described by Ferland et al 1998) is an open-source,
one-dimensional, spectral simulation code that has been in continuous development
since 1978. Researchers reference use of CLOUDY in over 100 publications a year.
The user gives commands specifying physical conditions such as intensity and shape
of incident radiation, spatial and chemical composition, and pressure, density, and
temperature laws, as well as commands controlling aspects of the microphysics, devel-
opmental features, or formatting of output. CLOUDY then calculates a self-consistent
solution and reports a predicted spectrum.
CLOUDY has long had the ability to vary one of more initial parameters to try
to find an optimal set of parameters to fit a specified emission-line spectrum, line
flux or luminosity, and/or a set of column densities. The optimize command and its
keywords tell the code to vary one or more of the initial parameters to try to find an
optimal set of parameters to fit a specified emission-line spectrum, line flux or lumi-
nosity, and/or a set of column densities. It uses any of several minimization methods
to obtain a best fit to a set of observed quantities. The desired emission-line spectrum,
line flux or luminosity, and/or column densities, are specified by a series of optimize
commands. A keyword vary can appear on several of the commands used to spec-
ify initial conditions to indicate which parameters are to be varied. The commands
with this option are listed in CLOUDY’s documentation Hazy5. The optimization
architecture lends itself well to computing predetermined grids of models; the code
simply varies parameters in regular intervals (determined by the user) instead of in
a feedback loop (dependent upon the results of all previous models). More options
are planned for the future, including the ability to vary parameters in a second (or
even third) spatial dimension. The functionality discussed here will be supported in
CLOUDY versions 6.04 and later.
The commands used to control the XSPEC interface functionality are as follows:
• vary - At least one command must have this option. The value of the parameter
specified on this line is ignored.
• grid, range X to X - Each command with the vary option must be followed
by this command, which specifies the range of the parameter. Both numbers X
are required.
• grid, steps X - This command must appear in order to actually turn on the
grid functionality. The other commands will be ignored if this command is not
present. The number X is optional and specifies the number of grid points for
each variable.
5part 1, available at http://www.nublado.org/cloudy gold/hazy.htm
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• punch xspec mtable "filename" - Optional. Produces a multiplicative table.
• punch xspec atable "filename" - Optional. Produces an additive table.
This command has several options, as follows:
– [attenuated/reflected] incident continuum
– [reflected] diffuse continuum
– [reflected] lines
– [reflected] spectrum
The transmitted portion will be selected or “punched” if neither attenuated
nor reflected is included. By “reflected” we mean components escaping into
the 2pi sr subtended by the illuminated face toward the continuum source. If no
options are specified for the atable command, the transmitted spectra will be
punched. Note that the command can be specified multiple times, allowing the
user to individually punch any or all of the separate components of the predicted
spectra. A redshift parameter is automatically added to all additive tables, but
can be disabled easily in XSPEC. See the discussion of energy binning below
for limitations of including a redshift parameter.
The files produced by the punch commands are in the FITS (Flexible Image Transport
System) format. FITS is a standard format used in astronomy, and endorsed by both
NASA and the International Astronomical Union. The most current definition of the
FITS format is by Hanisch et al. (2001). For more information on this format, visit
the FITS Support Office website6. A number of FITS image (and data) viewers and
format converters are available7. (The primary header of any FITS file produced by
CLOUDY will list all the commands issued to CLOUDY in COMMENT tags.) The table
models used by XSPEC are a subset of the FITS format and are separately defined8.
The default energy resolution, ∆E/E, used by CLOUDY is shown in Table 6.1. At
1 keV, the default resolution of 0.005 corresponds to a resolving power of 200, which
will be better than the maximum resolving power achieved by the EPIC-MOS and
EPIC-PN cameras on XMM-Newton, but comparable to or less than the maximum re-
solving power achieved with the Reflection Grating Spectrometer. The resolving pow-
ers achieved by the Chandra X-Ray Observatory can be better still, especially with the
Low Energy Transmission Grating Spectrometer and the High Energy Transmission
Grating Spectrometer. XSPEC will automatically rebin any table model to exactly
match the bins of the specific instrument used in the observation, before convolv-
ing the model with the instrument response function. This rebinning introduces an
uncertainty that can be made arbitrarily small by improving CLOUDY’s resolution.
The command set continuum resolution XX allows the user to modify the default
resolution of CLOUDY by a constant factor (e.g., set continuum resolution 0.1
will make the resolution ten times finer, or the resolving power ten times greater).
6http://fits.gsfc.nasa.gov/fits home.html
7http://fits.gsfc.nasa.gov/fits viewer.html
8http://heasarc.gsfc.nasa.gov/docs/heasarc/ofwg/docs/general/ogip 92 009/ogip 92 009.html
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The user also has the option of defining a different continuum mesh, as described
in Chapter 15 of Hazy 1. This is recommended for analyzing any spectrum which
includes 8.16 keV (600 Ryd), as the default resolution becomes 6 times more coarse
for energies just above that energy. Note that a finer continuum mesh will be more
CPU-intensive.
If a redshift parameter is used in XSPEC, it is important that the energy resolution
of table models is significantly smaller than the redshift. For example, at 1 keV, the
default resolution of 0.005 will only allow redshifts somewhat greater than 0.005 to
be accurately treated. Redshifts comparable to or less than the energy resolution
would yield photon counts essentially indistinguishable from the photon count at
zero redshift.
6.3 Examples
As a test, we use CLOUDY to produce a simple blackbody spectrum, varying the
temperature of the blackbody from 104 K to 106 K, with 21 logarithmically-spaced
values (in 0.1 dex steps). We set the total luminosity to 1039 erg s−1 and the distance
from the source to the illuminated face of the cloud to 10 kiloparsecs. According to
the XSPEC manual, the normalization variable for an identical blackbody in XSPEC
would be K = L39/D10 = 1, where L39 is the luminosity in units 10
39 erg s−1 and D10
is the distance to the source in units of 10 kpc. The spectra produced by CLOUDY
are then imported into XSPEC as additive tables.
We then create a blackbody model in XSPEC with the command model bbody
(setting kT = 0.02 keV and K = 1.0), and produce simulated photon counts of
the model by convolving the spectrum with an instrument response matrix using
the command fakeit. (For the purposes of these test cases we answer “no” to the
question “Use counting statistics in creating fake data?” This allows us to isolate
errors.) For a perfect fit, we expect XSPEC to find T = 0.02 keV= 232080 K, or
log T (K) = 5.3656, and normalization factor norm = 1. We impose initial guesses
of log T (K) = 5.0 and norm= 2.0, and XSPEC settles on log T (K) = 5.35726 and
norm = 1.00460. If we decrease the spacing in our CLOUDY grid to 0.05 dex steps,
XSPEC finds log T (K) = 5.36386 and norm = 0.99297. If, on the other hand,
we increase the spacing to 0.20 dex steps, XSPEC finds log T (K) = 5.33856 and
norm = 1.04767. Figure 6.1 shows the fit (top-panel) and the ratio of data to folded
model (bottom-panel) for the case with 0.05 dex steps. The decreasing ratio at higher
energies is due to errors introduced by the interpolation and can be made arbitrarily
small by further decreasing the grid spacing.
To illustrate the use of a multiplicative table (which can not stand alone and
must be multiplied by an additive table), we attempt to model the July 9, 1993,
ASCA (SIS1) observation of MCG-6-30-15 (Fabian et al. 1994). They also discuss an
additional dataset ending on August 1, 1993. Following the procedure on page L61 of
Fabian et al. (1994), we create a CLOUDY grid with a power law “of photon index
Γ = 2 and luminosity 1043 erg s−1, incident onto a shell at inner radius 1016 cm”. We
then vary the ionization parameter and column density. Fabian et al. then import
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the grid of transmitted spectra into XSPEC and find the best-fit column density,
Nw = 10
21.8 cm−2, and ionization parameter, ξ = 39 erg cm s−1 (corresponding to
the dimensionless ionization parameter U = 2.38). Instead of using the transmitted
spectra, we punch a multiplicative table, “absorber.fit”, which consists of the total
exp(−τ) from the illuminated face to the end of the calculation (determined here by
the column density). In XSPEC, we issue the command
model mtable{absorber.fit}(powerlaw). (6.1)
With a total χ2 = 259.7 and a reduced χ2 = 2.45, XSPEC finds logNw = 21.82 ±
0.03 cm−2, ξ = 38.4+6.5−5.6 erg cm s
−1, and Γ = 2.11± 0.03. The data and folded model
are shown in Figure 6.2. While our photon index is significantly greater than the
Γ = 2 forced by Fabian et al., our other two parameters match their parameters to
within the stated uncertainties. Fabian et al. report a total χ2 = 1081, presumably
including both their July and August datasets in the same fit, but do not report a
reduced χ2. Note that our model is simply for the demonstration of a multiplicative
table and does not have the self-consistency of the Fabian et al. approach.
Finally, to illustrate an additive table with emission lines, we model the emission
from the X-ray photoionized wind from binary Cygnus X-3. Taking some cues from
the appendix of Mitra (1996), but omitting the power law because we find it has little
effect, we write the following CLOUDY commands:
blackbody 14,000,000
luminosity 38.48 range 0.1 keV to 10000 keV
radius 11.5 vary
grid, range 11 to 12
wind 1000 km/sec
hden 13
grid, steps 11
stop zone 1
punch last xspec atable spectrum "transpec.fit"
punch last xspec atable reflected spectrum "refspec.fit"
A representative example of the produced reflected spectra is shown in Figure 6.3.
In XSPEC, our model is built with the command
model phabs(atable{transpec.fit}+atable{refspec.fit}). (6.2)
It is important to note that while the interpolation variables in our two tables are
identical, and the two tables were produced by the same grid of models, XSPEC allows
any variable to be a free parameter or tied to another parameter. In this case we
force the radius (from the blackbody to the illuminated face) in our two tables to be
tied but separate the normalization parameters. The two normalization parameters
then represent relative contributions from the transmitted and reflected spectra.
We fit our model to the June 20, 2004, XMM-Newton observation of P.I. Martin
Turner (observation ID 0165360101). The observation has been filtered to include
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only time intervals with less than 7 counts per second and rebinned with a minimum
of 20 counts per energy bin. Both of these choices are somewhat arbitrary and
based upon visual inspection of the data. We consider only the first order spectrum
from RGS1. Our model fits the data with a reduced χ2 = 1.09. The data and
folded model are shown in Figure 6.4. The normalization parameter for the reflected
spectrum is orders of magnitude greater than the normalization parameter for the
transmitted spectrum, indicating that the reflected spectrum provides a much better
fit than does the transmitted spectrum. As with the previous example, this is only for
demonstration purposes. A more detailed model would likely involve multiple zones
and additional varied parameters.
Both XSPEC and CLOUDY are freely available online, and both have accom-
panying documentation. To download or find more details about XSPEC (or its
parent software suite LHEASOFT), visit the NASA website at the following URL:
http://heasarc.gsfc.nasa.gov/docs/software.html. To download or find more details
about CLOUDY, visit its homepage at http://www.nublado.org.
Copyright c© Ryan Lucian Porter 2006
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Table 6.1. Default Resolution of CLOUDY.
Energy Range Resolution (∆E/E)
E < 2.72× 10−7 keV 0.1
2.72× 10−7 keV < E < 8.16 keV 0.005
E > 8.16 keV 0.03
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Figure 6.1 A test of a blackbody model. The data was derived from XSPEC’s built-in
bbody model using the fakeit command. The folded model is the convolution of the
chosen response matrix and the interpolated CLOUDY spectrum.
96
Figure 6.2 An ASCA observation of MCG-6-30-15 (crosses) and the folded model
(solid). See text.
97
Figure 6.3 A sample spectrum produced by CLOUDY, with the default energy reso-
lution. The radius parameter is 11.6, which means the illuminated face is 1011.6 cm
from the center of the blackbody. See text.
98
Figure 6.4 Reduced data from an XMM-Newton observation of Cygnus X-3 (crosses)
and our folded model (solid).
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Chapter 7
Conclusions
7.1 Detailed Conclusions
Below is a list of detailed conclusions from Chapters 2-5. Chapter 6 is a technical
description of a software feature and warrants no conclusions.
7.1.1 Primary Conclusions for Chapter 2
Theoretical emissivities of He I lines from n ≤ 4 change by as much as 5% when using
the Stark-mixing treatment of VF01 instead of PS64 for transitions involving
l ≥ 3.
For the 32 lines in Table 2.1, we calculate theoretical emissivities that differ signifi-
cantly from those calculated by B99. For 5000 K≤ Te ≤ 106 K, we find average
differences of 1.6%, 4.6%, and 7.0% at densities ne = 10
2 cm−3, 104 cm−3, 106
cm−3, respectively. We find maximum differences at these conditions of 6.4%,
25%, and 35%, respectively.
The differences between the present theoretical emissivities and those calculated by
B99 are large enough to affect estimates of the primordial helium abundance
by about 2%.
7.1.2 Primary Conclusions for Chapter 3
A definitive test for the helium abundance produced in the Big Bang (Olive &
Skillman 2004) requires that its abundance be measured to an accuracy of better
than 1%. The requirement for the He I emission coefficients is similar. Several of
the most important lines calculated here do not meet that accuracy requirement,
as we find an average difference of nearly 2% between the present work and B99
for the low-density (ne ≈ 100 cm−3) conditions applicable to calculations of the
primordial helium abundance.
Improvements in the atomic data will be required to achieve that accuracy. Our final
accuracy is limited by gaps in the atomic data, mainly photoionization cross
sections for intermediate-n, low-L levels. An extension of the bound-bound os-
cillator strengths for low-L transitions will also improve further recombination-
cascade calculations.
Singlet-triplet mixing does not affect intensities of multiplets, although intensities
of lines within a multiplet can be strongly affected. There may be an effect at
finite densities or with realistic radiative transfer.
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Multiplets are not resolved in most astronomical sources since the intrinsic line
widths are greater than the line splittings. It is not necessary to resolve fine
structure in future calculations of the He I emission spectrum.
In the low-density limit there is an additional uncertainty introduced by the need
to “top off” a finite numerical representation of the infinite-level atom. This
uncertainty can amount to 1% for yrast-to-yrast lines but will not occur in
actual nebulae. These have densities high enough for collisional processes to
force populations of very highly excited levels into statistical equilibrium.
The predictions in Table 3.2 (columns 7 & 8) can be used to identify those lines that
are least affected by gaps in the atomic data. These lines should be used when
precise helium abundances are the desired end product.
7.1.3 Primary Conclusions for Chapter 4
We have demonstrated agreement between theory and observation (of the Orion
Nebula) to an average difference of 3.8% for the 22 lines we designate as having
the highest quality.
Higher quality observations of the Orion Nebula could improve agreement between
theory and observations.
We support the Blagrave et al. (2006) conclusion that extrapolations of the Costero
& Peimbert (1970) reddening function shortward of λ3500 overestimate extinc-
tion toward the Orion Nebula. We believe the corrections are ≈ 15% too large.
We also believe, based upon the Blagrave et al. work, that Costero & Peimbert
may have underestimated extinction longward of about λ7000.
There is a systematic uncertainty in the IT04 y+ values derived from extragalactic
sources that is most likely due to underlying stellar absorption. The uncertain-
ties involved in the correction may be minimized by selecting lines with large
equivalent width.
Much higher quality spectra are essential in further attempts to calculate the pri-
mordial helium abundance to the accuracy required for tests of Big Bang Nu-
cleosynthesis.
7.1.4 Primary Conclusions for Chapter 5
The optical depth in the intercombination line (2p 3P − 1s 1S) can be measured
indirectly via the observed intensities of the UV30 and UV31 lines and Equa-
tion 5.16.
Column density must be constrained before using G as a temperature indicator.
Caution must be taken in using R as a density indicator in conditions where the
intercombination line may be optically thick.
101
Continuum pumping may be an important consideration for any line ratios involving
the resonance line.
7.2 Final Remarks
In this work, we have described the development and application to astrophysical
problems of a theoretical model of the He I isoelectronic sequence. In our discussions
of theoretical helium spectra we have presented the results of new Stark collision
treatments, investigated the effects of singlet-triplet mixing (and find them negligi-
ble), and compared predictions with those made by previous workers. We have found
differences in the low-density limit large enough to impact primordial helium deter-
minations on the order a few percent. We also have compared predictions with the
highest-quality observations of the nearby Orion Nebula, and we have demonstrated
good agreement for a subset of emission lines that we believe to be least uncertain.
We have suggested that still higher-quality observations could significantly improve
agreement between theory and observation. Satisfied that our theoretical model is
valid, we have discussed (in particular) systematic uncertainties that may limit the
ability to accurately predict the primordial helium abundance. Results from the ions
of the sequence have been presented with an eye toward their use as temperature
and density diagnostics. We have introduced methods by which the power of these
diagnostics may be improved (and their applicability constrained) through analysis of
UV lines emitted by the same ions. We have also demonstrated that these diagnostics
should be used with caution in analysis of regions where optical depth effects may
be important. Finally, we have described a major addition to the plasma simula-
tion code CLOUDY that we hope will allow more efficient comparison of theory and
observation of X-ray sources.
Copyright c© Ryan Lucian Porter 2006
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Appendix A
The non-J -resolved treatment in CLOUDY
The recombination problem in the non-J-resolved code CLOUDY (Ferland et al.
1998) was solved as follows:
Energies for levels not included in the calculations of D96 are calculated by as-
suming constant quantum defects for n ≥ 10. For levels with L ≥ 8, the quantum
defects are calculated from a power law extrapolation of the lower L defects at n = 10.
These differences are by far the most accurately known and the most consistent be-
tween CLOUDY and the J-resolved code. In both calculations there is essentially no
uncertainty due to energies.
Emission oscillator strengths for nu ≥ 11, not included in the calculations of D96,
are calculated by the extrapolation method outlined in Section 3.2.2 for transitions
with nu ≥ 11, nl ≤ 5, and both Lu and Ll ≤ 2. Emission oscillator strengths for
hydrogenic transitions with nu ≥ 11, nl < nu, and both Lu and Ll ≥ 2, are calculated
by the method of HB90 discussed in Section 3.2.2. All other oscillator strengths are
calculated using the semi-classical quantum defect method of D96. The probability
for the forbidden transition 21P − 23S is from Lach & Pachucki (2001). The most
significant discrepancies (and uncertainties) in oscillator strengths between CLOUDY
and the J-resolved code are for levels with nu ≥ 11, nl > 5, and both Ll and Lu < 2.
We use fits to the TOPbase photoionization cross sections for the following levels:
n 1,3S for n ≤ 10; 23P and 33P ; and n1P for n ≤ 7. P67 is used for the following levels:
n 3P for 4 ≤ n ≤ 10; and n 1,3D for n ≤ 10. All other cross sections are calculated
using a scaled hydrogenic method as in Section 3.2.3. Cross sections for levels with
n ≤ 4 are rescaled to agree at threshold with the ab initio values calculated by HS98.
For levels with n = 5 they are rescaled to values computed by the extrapolation
method outlined by HS98. Differences in photoionization cross sections between our
two codes are most significant for levels with L ≤ 2, while cross sections for levels with
L > 2 are essentially identical and have negligible uncertainties. Photoionization cross
sections, and by extension recombination coefficients, are the greatest uncertainties
in our calculations.
CLOUDY treats topoff differently from the J-resolved code. CLOUDY employs a
“collapsed” level at nmax in which all of the individual nLS terms are brought together
as one pseudo-level. The recombination coefficient into this pseudo-level is the sum
of recombination coefficients into the individual terms (calculated as in Section 3.2.3,
with the changes in photoionization cross sections noted above) plus the recombi-
nation remainder. Transition probabilities from this pseudo-level are calculated as
follows
A(nmax → nl, Ll, S) =
∑
Lu=Ll±1
gLu,SA(nmax, Lu, S → nl, Ll, S)∑
Lu=Ll±1
gLu,S
, (1)
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where gLu,S = (2Lu + 1)(2S + 1) is the statistical weight of the n
2S+1Lu level. This
causes the collapsed level to behave exactly as if it were a set of resolved terms
populated according to statistical weight.
Copyright c© Ryan Lucian Porter 2006
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Appendix B
Fits to He I Emissivities
While calculating emissivities via the above equations sidesteps the self-consistency
of the CLOUDY calculations, analytical expressions for emissivities are useful in
efforts to find optimal plasma parameters corresponding to particular observations.
In Table 1, we present four-parameter fits to the case-B, collisionless emissivity of 33
of the strongest He I lines. The emissivity, 4pijλ/nenHe+ , is calculated as follows:
4pijλ
nenHe+
= [a+ b(lnTe)
2 + c lnTe + d/ lnTe]× Te−1 × 10−25 [ergs cm3 s−1]. (2)
The fits in Table 1 introduce negligible new errors, accurately reproducing CLOUDY
predictions to better than 0.03% for 5000 ≤ T (K) ≤ 25000.
Collisional contributions to these emissivities are calculated in the same manner
as Kingdon & Ferland (1995). In Table 2, we present the parameters for fits to the
collisional contributions to the emissivities of any line with the given upper level. We
note that collisional excitations directly affect populations of levels, indirectly affect
emission, and are independent of the lower level of the enhanced line. The collisional
contribution, C/R, is calculated as follows:
C
R
= (1 + 3552 t−0.554 /ne)
−1 ×
∑
i
ai t
bi
4 exp(ci/t4), (3)
where t4 is Te/10000, and i is an index that varies from 1 to the number of terms used
in the fit. As in Kingdon & Ferland (1995), terms comprising less than 1% of the
total are ignored here. To find the total emissivity of a given line, simply multiply
the result obtained in Equation 2 by the quantity 1 + C/R obtained in Equation 3
via parameters listed in Table 2.
Figures 1 and 2 compare CLOUDY predictions of collisional contributions to the
emissivity of λ5876 with the simple fits of contributions due to excitations from 2s 3S,
as a function of temperature at a fixed density, and as a function of density at a fixed
temperature. The figures indicate that the quantities 1 + C/R introduce negligible
uncertainties at low temperatures and densities, but underestimate the collisional
contribution by as much as 5% at high temperatures and densities due to collisional
excitations from other levels. At such extreme conditions the collisional contribu-
tions are themselves uncertain by at least 5%. At conditions typical of H II regions
(ne ≈ 100 cm−3 and Te ≈ 15000 K), the error in the collisional contribution given by
Equation 3 amounts to a fraction of a percent of the total emissivity of λ5876.
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Table 1. Parameters for Fits to He I Emissivities
Wavelength (Air) n 2S+1L n 2S+1L
A˚ upper lower a b c d
2945 5p 3P 2s 3S -1.1849E+05 -4.2559E+02 1.2913E+04 3.5306E+05
3188 4p 3P 2s 3S -2.3591E+05 -8.6438E+02 2.5969E+04 6.9653E+05
3614 5p 1P 2s 1S -3.0442E+04 -1.2890E+02 3.5599E+03 8.5434E+04
3889 3p 3P 2s 3S -6.0645E+05 -2.5058E+03 7.0181E+04 1.7184E+06
3965 4p 1P 2s 1S -6.2095E+04 -2.6386E+02 7.2700E+03 1.7424E+05
4026 5d 3D 2p 3P -4.8009E+04 -3.4233E+02 7.5849E+03 9.2951E+04
4121 5s 3S 2p 3P 1.0266E+04 6.5524E+01 -1.3829E+03 -2.6154E+04
4388 5d 1D 2p 1P -1.1349E+04 -8.7804E+01 1.8895E+03 1.9916E+04
4438 5s 1S 2p 1P 3.7527E+03 2.2646E+01 -4.8794E+02 -9.9429E+03
4472 4d 3D 2p 3P -3.5209E+04 -4.5168E+02 8.5367E+03 9.1635E+03
4713 4s 3S 2p 3P 2.4264E+04 1.5802E+02 -3.2993E+03 -6.1132E+04
4922 4d 1D 2p 1P -6.1979E+03 -1.1414E+02 2.0047E+03 -8.6195E+03
5016 3p 1P 2s 1S -1.3442E+05 -5.9029E+02 1.6033E+04 3.7142E+05
5048 4s 1S 2p 1P 7.1813E+03 4.5389E+01 -9.5007E+02 -1.8788E+04
5876 3d 3D 2p 3P 2.0620E+05 1.7479E+02 -1.3548E+04 -7.3492E+05
6678 3d 1D 2p 1P 6.7315E+04 7.5157E+01 -4.7101E+03 -2.3610E+05
7065 3s 3S 2p 3P 5.8675E+04 4.1954E+02 -8.2053E+03 -1.4565E+05
7281 3s 1S 2p 1P 1.3544E+04 9.9057E+01 -1.8831E+03 -3.4394E+04
9464 5p 3P 3s 3S -6.5519E+03 -2.3532E+01 7.1399E+02 1.9522E+04
10830 2p 3P 2s 3S -3.9020E+05 -1.7846E+03 4.9448E+04 1.0443E+06
11969 5d 3D 3p 3P -4.8419E+03 -3.4526E+01 7.6497E+02 9.3744E+03
12527 4p 3P 3s 3S -7.5547E+03 -2.7681E+01 8.3162E+02 2.2306E+04
12785 5f 3F 3d 3D 3.7439E+04 1.0086E+02 -3.4590E+03 -1.2157E+05
12790 5f 1F 3d 1D 1.2480E+04 3.3619E+01 -1.1530E+03 -4.0523E+04
12968 5d 1D 3p 1P -1.4362E+03 -1.1111E+01 2.3910E+02 2.5205E+03
15084 4p 1P 3s 1S -3.3007E+03 -1.4026E+01 3.8644E+02 9.2617E+03
17002 4d 3D 3p 3P -2.4898E+03 -3.1940E+01 6.0368E+02 6.4809E+02
18685 4f 3F 3d 3D 8.7712E+04 2.8178E+02 -8.8285E+03 -2.5836E+05
18697 4f 1F 3d 1D 2.9217E+04 9.3839E+01 -2.9404E+03 -8.6063E+04
19089 4d 1D 3p 1P -5.7257E+02 -1.0544E+01 1.8518E+02 -7.9601E+02
19543 4p 3P 3d 3D -4.4053E+03 -1.6141E+01 4.8493E+02 1.3007E+04
20580 2p 1P 2s 1S -6.5411E+04 -3.4797E+02 8.7844E+03 1.6613E+05
21118 4s 3S 3p 3P 3.7041E+03 2.4122E+01 -5.0366E+02 -9.3323E+03
Parameters for fits to He I emissivities, 4pijλ/nenHe+ . See text for formula.
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Table 2. Fit Parameters for Collisional Contributions to He I Emissivities.
n 2S+1L n 2S+1L
upper i ai bi ci upper i ai bi ci
3 3S 1 37.2702 -1.2670 -3.3640 4 1D 1 2.5507 -0.8404 -4.5452
2 2.6982 -1.2918 -3.6989 2 0.3106 -0.8657 -4.9012
3 0.9598 -1.3903 -4.5122 3 0.0739 2.0732 -5.0942
3 1S 1 17.4945 -1.4946 -3.5982 4 0.0399 2.0304 -5.0942
2 0.5015 -1.1724 -4.5518 4 3F 1 3.1027 -0.2421 -4.5459
3 3P 1 8.9027 -1.0970 -3.6989 2 0.6790 -0.6626 -4.9013
2 1.0004 -1.0491 -4.3800 3 0.0348 2.3128 -5.0942
3 0.5387 -0.5550 -4.5449 4 0.0629 2.3128 -5.0942
4 0.3533 -1.1615 -4.8186 4 1F 1 0.9680 -0.6405 -4.5459
5 0.2345 -0.6632 -4.9006 2 0.2817 -0.9699 -4.9013
3 3D 1 6.7937 -0.1116 -3.7761 3 0.1045 2.3128 -5.0942
2 0.1808 -0.8306 -4.5122 4 0.1885 2.3128 -5.0942
3 1.3478 -0.4017 -4.5459 4 1P 1 2.8275 -0.9962 -4.5518
4 0.4792 -0.4062 -4.9012 2 0.5209 -1.3550 -4.8641
5 0.2950 -0.8224 -4.9013 3 0.2236 -1.1224 -4.9008
3 1D 1 0.4340 -0.7808 -3.7766 4 0.0641 1.8784 -5.0730
2 0.1942 -0.7687 -4.5459 5 0.0385 1.8788 -5.0940
3 0.1263 -1.1108 -4.9012 5 3S 1 33.8477 -1.4584 -4.8186
4 0.0549 1.8948 -4.9013 2 0.4717 -1.2851 -4.8839
5 0.0785 2.0453 -5.0942 5 1S 1 17.8299 -1.5992 -4.8641
6 0.0935 2.0461 -5.0942 5 3P 1 5.7783 -1.0686 -4.8839
3 1P 1 2.8310 -1.0005 -3.7917 5 3D 1 4.0162 -0.4399 -4.9006
2 0.8019 -1.3326 -4.4724 5 1D 1 2.7165 -0.9041 -4.9008
3 0.4130 -1.0703 -4.5452 2 0.0841 2.0783 -5.0942
4 0.2782 -1.3273 -4.8641 5 3F 1 3.8606 -0.3120 -4.9012
5 0.1912 -1.0948 -4.9008 2 0.0621 2.2606 -5.0942
4 3S 1 29.1613 -1.3278 -4.3800 5 1F 1 1.5158 -0.6943 -4.9012
2 1.2121 -1.4745 -4.5122 2 0.1860 2.2606 -5.0942
4 1S 1 17.4301 -1.5851 -4.4724 5 1P 1 3.4972 -1.0841 -4.9043
2 0.3277 -1.3035 -4.9043 2 0.1006 1.8740 -5.0730
4 3P 1 8.5965 -1.2591 -4.5122 3 0.0413 1.8744 -5.0940
2 0.6886 -1.2274 -4.8186
3 0.2282 -0.7294 -4.9006
4 3D 1 4.4397 -0.2954 -4.5449
2 0.1341 -0.7331 -4.8839
3 0.7546 -0.5041 -4.9012
Fit parameters for the relative collisional contributions, C/R, to the emissivities
of lines with the given upper level. See text for formula.
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Figure 1 Ratio of collisional to recombination contributions, C/R, to the emissivity
of λ5876 at ne = 1000 cm
−3 as a function of temperature.
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Figure 2 Ratio of collisional to recombination contributions, C/R, to the emissivity
of λ5876 at Te = 15000 K as a function of electron density.
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Appendix C
Data for Ions of the Sequence
C.1 Energies
For level energies up to and including n = 5, we use the energies from version 5.0 of
Chianti (Dere et al. 1997, Landi et al. 2006). Where Chianti does not provide an
energy we calculate energies using fits to quantum defects and Equation 3.1, modified
to include the multiplicative factor (Z − 1)2 in the numerator. This multiplicative
factor represents the approximate scaling with Z of ionization energy of an ion in the
ground state. The 1 is subtracted from the nuclear charge because the charge “seen”
by an excited electron is partially screened by the charge of the second electron (in
the ground state). In this formalism, the quantum defect is nearly independent of Z.
C.2 Collisional Data
For electron impact collisions from ground to n = 2 levels and between the n = 2
levels, we use simple fits to the effective collision strengths of Zhang & Sampson
(1987). For Stark (l-mixing) collisions, we use the method of S62 for l ≤ 2 and VF01
for greater l. (These collisions are treated in the same way as in the case of helium,
described in Chapter 2). For n-changing collisions, we use the method of Vriens &
Smeets (1980), Equations 14-16. As in the l-mixing collisions, we apply the method of
virtual quanta to the Vriens & Smeets method in order to calculate collision strengths
due to proton and singly-ionized helium impact. For collisional ionization, we take the
minimum positive result from the hydrogenic methods of Allen (1973) and Sampson
& Zhang (1988).
C.3 Recombination Coefficients
We add the results of equation 15 of Seaton (1959) for 101 ≤ n ≤ 1000 to the
direct recombination into the highest collapsed level at n = 100. The recombination
coefficients into the terms with n ≤ 100 are calculated using the Milne relation. For
n ≤ 10 we use fits to TOPbase (Fernley et al. 1987; Cunto et al. 1993) photoionization
cross-sections for the least hydrogenic S terms. We use hydrogenic cross-sections for
the rest. Dielectronic recombination coefficients are from Badnell (2006). We add the
total rate into the highest collapsed level. This procedure assumes that recombination
into very highly excited states will cascade to the n = 2 levels in much the same way
as autoionizing levels would. A more rigorous treatment including satellite lines is
planned for future work.
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C.4 Transition Probabilities
C.4.1 Allowed Transitions
We use the transition probabilities of Johnson et al. (2002) where available. For n = 2
to n = 2 transitions not available in Johnson et al, we use simple fits to NIST Atomic
Spectra Database (2p 3Pj-2s
3S) or TOPbase (2p 1P -2s 1S). We also use TOPbase for
same-n transitions with n > 2. Then, for transitions with either initial or final l > 2,
we use the hydrogenic formula given by D96 (page 638). Next, transitions to ground,
2s 1S, 2s 3S, 3s 3S, or 4s 3S are calculated via extrapolation of Johnson et al. values to
higher initial n. All other allowed transitions are calculated through the use of D96’s
semi-classical quantum-defect routine.
C.4.2 Forbidden Transitions
The transition probabilities for the transitions 2s 3S − 1s 1S are calculated from a
fit to Lin et al. (1977) values. Two-photon transition probabilities are taken from
Derevianko & Johnson (1997). The distribution of photon energies are from Johnson
(2002). The sources of intercombination transition probabilities are as follows: upper
level 2p 3P1: fits to Johnson et al. (2002) for Z ≤ 18, and Lin et al. (1977) otherwise;
and upper level 2p 3P2: fits to Lin et al. (1977). Transition probabilites for transitions
np 3P−n′s 1S and np 1P−n′s 3S with n 6= n′ are taken from fits to (or extrapolation of)
Johnson et al. values. Finally, transition probabilities for the transition 2p 1P − 2s 3S
are taken from fits to values in Savukov et al. (2003).
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Appendix D
Absorption of 2p 3Pj − 2s 3S
The line-absorption coefficient of a line with lower and upper levels i and j and central
frequency ν0, neglecting radiative damping, is
κν =
√
pie2
mec
fij
∆νD
exp
[
−
(
ν − ν0
∆νD
)2]
[cm2], (4)
where e is the electronic charge, me is the electronic mass, c is the speed of light,
fij is the absorption oscillator strength of the line, and ∆νD is the Doppler width
[Hz] (which consists of thermal and turbulent components added in quadrature). For
the 23Pj → 23S transitions of helium-like ions (with wavelengths given in Table 5.1),
equation 4 reduces, at line center, to
κ0 = 0.0150
f23S,23Pj(Z)
∆νD
[cm2], (5)
The optical depth at line center is
τ0 =
∫
κ0 n23S(Z, T ) dl [dimensionless], (6)
where the integral is over the length of the absorbing region. If we assume an isother-
mal absorbing region, and substitute Equation 5.5 into equation 6, we obtain
τ0 ≈ κ0
αeff2s 3S(Z, T )
A2s 3S−1s 1S(Z)
∫
ne nZ+ dl. (7)
If we further assume that the electron density does not change too much over the
length of the absorbing region,
τ0 ≈ κ0
αeff2s 3S(Z, T )
A2s 3S−1s 1S(Z)
ne NZ+ , (8)
where NZ+ is the column density (cm
−2) of the hydrogen-like ion.
The absorption oscillator strengths in Equation 5 are calculated from the transi-
tion probabilities of Johnson et al. (2002) and the energies from the NIST Atomic
Spectra Database (Moore 1993; Kelly 1987; Martin et al. 1983; and Shirai et al. 1999).
For oxygen at 106 K, we find αeff2s 3S(8, 10
6 K) ≈ 10−12 cm3 s−1 and, neglecting turbu-
lence, ∆νD = 2× 1011Hz, so that τ0 ≈ 4× 10−30 ne NZ+ for the strongest line of the
triplet. For appreciable absorption, letting τ0 = 0.1, we need ne NZ+ ≥ 3×1028 cm−5.
At ne = 10
10 cm−3, one would need NOVII ≈ 3×1018 cm−2 to detect absorption. That
column density is one to two orders of magnitude larger than is typically reported but
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probably not prohibitively large. A larger volume density would allow for a smaller
column density. Absorption is thus likely to be detectable in some environments. The
likelihood decreases, however, with increasing nuclear charge for two reasons. First,
the transition probability in the denominator of Equation 8 increases much faster than
any other factors change. Second, astrophysical abundances decrease dramatically for
elements heavier than oxygen.
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