Spatiotemporal geostatistical analysis of groundwater levels is a significant tool for groundwater 
INTRODUCTION
Geostatistical analyses usually deal with the spatial distribution and variability of measured data. In areas with spatial and temporal data availability, the application of space-time models can improve the reliability of predictions by incorporating space-time correlations instead of purely spatial ones (Lee et al. ) . Spatiotemporal continuity provides a more stable base for exploring dynamic processes that evolve in time and space, since temporal neighbours can be as informative and useful as spatial neighbours. A spatial-only analysis would be less advantageous than a space-time analysis of such processes because it would ignore the spatial and temporal nature of the involved dependencies. A major advantage of space-time distributed data, especially when they are sparse, is that a larger number of data points are applied to support model parameter estimation and prediction.
In a statistical context, these data points can be considered random fields spread out in space and evolving in time (space-time random fields or S/TRF). Space-time geostatistical analysis is based on the joint spatial and temporal dependence between observations. There are two ways to represent space-time random variables (Christakos ):
(1) full space-time models using separable or non-separable space-time covariance functions or variograms and (2) Space-time geostatistical approaches have been successfully applied to model hydrological data variability.
Rouhani & Hall () applied space-time kriging in geohydrology, using intrinsic random functions (polynomial spatiotemporal covariance) for the space-time geostatistical analyses of piezometric data. Rouhani & Myers () Using spatiotemporal geostatistics, the groundwater level dataset can be usefully exploited in order to identify the spatiotemporal behaviour of the aquifer and to obtain useful information regarding the space-time data correlations for more accurate space-time predictions. Spacetime geostatistical analysis involved the following steps: (1) space-time variogram calculation, (2) application of STOK for prediction, and (3) estimation of prediction accuracy.
SPATIOTEMPORAL GEOSTATISTICS
The main goal of space-time analysis is to model multiple time series of data at spatial locations where a distinct time series is allocated. The time variable is considered an additional dimension in geostatistical prediction. A spatiotemporal stochastic process can be represented by Z(s, t)
where the variable of interest of random field Z is observed at N space-time coordinates (s i , t i ), . . . , (s N , t N ), while the optimal prediction of the variable in space and time is
Spatiotemporal two-point function 
where
ance function depends only on the lag vector r ¼ r s , r t ð Þ and not on location or time, while it must satisfy the positive-definiteness condition in order to be a valid covariance function.
Hence, for any (
any positive integer N, C ST must satisfy the following inequality:
The positive-definiteness condition is often presented as
is constant and C ST (r s , r t ) depends only on the lag vector r ¼ (r s , r t ):
Τhe S/TRF Z(s, t) is characterised as second-order stationary. Spatial and spatiotemporal geostatistical prediction methodologies generally rely on stationarity (stationary mean and covariance or variogram). In addition, the field is isotropic if:
meaning that the covariance function depends only on the length of the lag.
Under the weaker intrinsic stationarity assumption, the
stationary for every lag vector r s , r t instead of the random field. Then, Z(s, t) is called an intrinsic random function and is characterised by: and
where the term var denotes the variance. The function γ ST (r s , r t ) only depends on the lag vector r ¼ r s , r t ð Þ. The 
The primary concern when modelling space-time structures is to ensure that the chosen model is valid and that the model is suitable for the data. Valid spatial and temporal covariance models can be used in the product form below to create spatiotemporal models
If both components C S (r s ), C T (r t ) are strictly positive definite, then C ST (r s , r t ) is strictly positive definite on
The covariance equation can be expressed in terms of the variogram as:
where γ S , γ T are purely spatial and temporal variogram models. C S (0) and C T (0) are the sills of the spatial and temporal variograms, respectively.
The product-sum space-time model (De Cesare et al.
, ) is a generalisation of the product and the sum model, while it constitutes the starting point for its integrated product-sum versions. It is defined as:
C S , C T are purely spatial and temporal covariance models with k 1 > 0, k 2 ! 0 and k 3 ! 0. In terms of the variogram, the above equation is expressed as: 
Summary of spatiotemporal models' characteristics
The product model and the product-sum model are produced by separate space and time functions. The main advantage of such models is their ease of use in modelling and estimation.
The product model is separable and integrable, while the product-sum model is non-integrable with respect to r s and r t and non-separable. The space-time variogram models described above are typically used to model space-time experimental variograms, because an arbitrary space-time metric is not required and the fitting process is similar to that for spatial variograms (Gething et al. ; De Iaco ).
Spatiotemporal geostatistical analysis and prediction
Under the second-order stationarity hypothesis, the variogram and the covariance function are equivalent. For reasons of convenience, the variogram structure is preferred.
The appropriate variogram structure is fitted to the experimental spatiotemporal model given by:
where r s ¼ ||s i -s j ||, r t ¼ |t i -t j | and N(r s , r t ) is the number of pairs in N(r s , r t ). The space-time experimental variogram is estimated as half the mean squared difference between data separated by a given spatial and temporal lag (r s , r t ).
Geostatistical prediction is then achieved using STOK (Christakos ; Goovaerts ). The STOK estimator is given below:
where S 0 is the set of sampling points in the search neighbourhood of the prediction point,Ẑ 0 (s 0 , t 0 ) is the unsampled location/time, Z 0 (s i , t i ) are the sampled location/time neighbours and λ i are the corresponding space-time kriging weights.
where N 0 is the number of points within the search neigh- 
The prediction is also described in matrix notation below where the system Γλ ¼ c is solved to estimate the spatiotemporal weights λ: . . .
c ¼γ 
where σ for the spatial monthly average using both the examined space-time variogram models are presented in Tables 1 and 2 in terms of well-known statistical measures, such as the mean error, mean absolute error, mean absolute relative error, root mean square error and coefficient of determination.
As presented in Table 1 , STOK using the product-sum variogram structure delivers more accurate results overall compared to the product variogram function. Specifically, for the five-month validation period in absolute terms, it delivers 22% less mean absolute prediction error, leading to a closer agreement with the reported values. Another metric to assess the prediction efficiency of STOK in terms of the two variogram models applied is the root mean square standardised error (RMSSE). It is used to assess the adequacy of the kriging variance as an estimate of the prediction uncertainty. The RMSSE is close to one if the kriging variance accurately estimates the variability of the predictions, but if it is greater or less than one, then the prediction variability is underestimated or overestimated, respectively, by the kriging variance. Here, the RMSSE for shown to provide a reliable alternative in the spatiotemporal modelling of aquifer levels that requires less data than a numerical model to represent the head field and in less computational time.
