Introduction {#Sec1}
============

Paleoclimatic changes through the history of Earth can be evidenced in the high temporal resolution Oxygen isotopic (*δ* ^18^ *O*) records from ice cores, where the *δ* ^18^ *O* presents a proxy for the temperature^[@CR1]--[@CR10]^. Driven by the present interests in the climate change, the *δ* ^18^ *O* records of ice cores have attracted significant attention^[@CR10]--[@CR18]^. In this context, the intrinsic statistic properties of the *δ* ^18^ *O* records of ice cores have been intensively studied. For example, from the *δ* ^18^ *O* records of GRIP ice core, Schmitt *et al.* ^[@CR19]^. have found multifractality in the climate change^[@CR19]--[@CR21]^. Recently, a new *δ* ^18^ *O* record of NGRIP ice core for avoiding the disturbance in chronology due to ice mixing near the bedrock has been reported by North Greenland Ice Core Project (NGRIP) members^[@CR22]^. This new *δ* ^18^ *O* record contains data that ranges from the age of 20 years before 2000 to the age of 122,280 years before 2000, thus encoding the climate information during the past 122,000 years. Based on this data, Amaelle Landais *et al*.^[@CR23]^ have revealed a large climatic change during the glacial inception. In addition, Kaufman *et al*.^[@CR24]^ have found a climate warming in recent years, instead of the long-term Arctic cooling, from the analysis of a recent 2000-year *δ* ^18^ *O* record that is reconstructed from Agassiz, DYE3, Renland, and NGRIP ice cores. Along this line of research, it is interesting to investigate from these records the complexity of the climate in the past 122,000 years and the recent 2000 years.

The assessment of the complexity of the climate in a time interval can be understood as the assessment of the complexity associated with the corresponding non-stationary time-series data^[@CR25]^. In this spirit, a technique known as the approximate entropy (ApEn) method has been proposed by Pincus *et al*.^[@CR26],\ [@CR27]^. While this method has been successfully applied in the physiological time-series analysis^[@CR26],\ [@CR27]^, it can nonetheless lead to inconsistent results. To avoid such inconsistency, Richman *et al*. have developed a new and related complexity measure in terms of the sample entropy (SampEn)^[@CR28]^. Comparing to ApEn, SampEn maintains the relative consistency and allows a better agreement with the theory^[@CR28]^. Specifically, SampEn is a modified approximate entropy defined in terms of the occurring probability of new modes in a time-series data^[@CR26]--[@CR28]^. A larger SampEn reflects a higher probability to spot a new mode, and from this perspective, shows the sample has a larger complexity^[@CR26]--[@CR28]^. The SampEn method has been extensively applied in a variety of scientific fields, including physiological time series^[@CR28]--[@CR31]^, earth science^[@CR32]^, and engineering^[@CR33],\ [@CR34]^. In addition, for one dimensional time series, an alternative measurement of complexity is provided by Lempel-Ziv (LZ) complexity, a larger value of which represents more complexity in time series^[@CR35]^. LZ complexity has been applied in some areas, such as brain^[@CR36]--[@CR38]^, EEGs^[@CR39]--[@CR41]^, and protein science^[@CR42]^.

Using both the SampEn method and LZ complexity, below we analyze the complexity of the *δ* ^18^ *O* records of ice cores in the past 122,000 years and the recent 2000 years. In addition, we investigate the multifractality of these data^[@CR43]^, as well as comparing the scaling properties of the interglacial and glacial climates based on some climate records^[@CR44]^. Our comprehensive analysis on the complexity, the temperature volatility, and the multifractality of the *δ* ^18^ *O* records may also contribute to the understanding of the nonlinear statistical character of the climate change.

Results {#Sec2}
=======

In Table. [1](#Tab1){ref-type="table"} we compare (i) the SampEn values for *m* = 2 and *r* = 0.2 and (ii) LZC of the two climate periods. We see that the SampEn value for the record of the past 122,000 years is much smaller than that of the recent 2000 years, meaning it is easier to spot a new mode in the time-series associated with the recent 2000 record. Hence, while the past 122,000-year record is observed to exhibit stronger fluctuations (see Fig. [1](#Fig1){ref-type="fig"}) and multifractality^[@CR43]^ than the recent 2000-year one, the SampEn diagnosis suggests that the climate in the recent 2000-year has higher complexity. Our analysis is supported by additional calculations of LZC, which is much smaller for the record of past 122,000 years than that of the recent 2000 years.Table 1SampEn values with *m* = 2 and *r* = 0.2 and LZC of two climate periods.Climate periodPast 122,000 yearsRecent 2000 yearsTime period (B2K)20 to 12280 years5 to 2000 yearsSampEn0.7 ± 0.12.2 ± 0.2LZC0.29 ± 0.030.99 ± 0.05 Figure 1The *δ* ^18^ *O* records of ice cores before 2000 (B2K). (**a**) The past 120,000-year record from 20 to 122,280 years B2K, (**b**) the recent 2000-year record B2K.

To further establish our analysis, we study the stability of above results on SampEn and LZC against variations in the time resolution of the records. To this end, we take the original 2000-year data with the annual resolution and generate from it new samples such that the new data has a time resolution of 20 years. Defined only modulo 20 years, there are 20 distinct samples that can be produced, e.g, {1,21,41...}, {2,22,42...}, *etc*. For every new sample, we calculate the SampEn and LZC values following aforementioned procedures, with results shown in Fig. [2](#Fig2){ref-type="fig"}. The mean SampEn value is found to be 2.3 with a deviation 0.5, while the mean LZC value is 1.16 with a deviation of 0.08. Again, both mean values stay larger than that of the past 122,000-year record. More importantly, both deviate marginally from the counterpart with an annual resolution (see Table [1](#Tab1){ref-type="table"}). Based on this observation we conclude that the mean SampEn and LZC values are insensitive to choices of time resolution, i.e., our key results are robust.Figure 2SampEn values (red circle) and LZC values (black square) of the 20 new samples generated from the 2000-year record with annual resolution, each resolved on a 20-year time scale (see main text). The mean SampEn value of these 20 records is 2.3 and the deviation is 0.5. The mean LZC value of these 20 records is 1.16 and the deviation is 0.08.

Why do these two records show different complexities and what causes the higher complexity of the recent 2000-year record ? According to the theory of nonlinear dynamics, different complexities indicate various forcing processes and the higher complexity of the recent 2000-year record uncovers the climate of recent 2000 years has more forcing processes. In the view of climate change, the past 122,000-year climate is dominated by natural forcing processes including orbital effect, solar radiation, volcanic eruption, changes in land cover, greenhouse gas, aerosol, and *etc* ^[@CR24]^. By comparison, the recent 2000-year climate is further dominated anthropogenic forcing processes besides natural forcing processes^[@CR24],\ [@CR45]^. In addition, anthropogenic forcing processes not only include raising greenhouse gas and aerosol because of human activities, but also contain sulphate air pollutants, reactive nitrogen, dust, urban heat islands, ozone change, and land-surface change due to human activities^[@CR45]--[@CR48]^.

Discussion {#Sec3}
==========

In summary, the complexity of the climate of the past 122,000 years and recent 2000 years have been investigated based on the analysis of the ice core *δ* ^18^ *O* records using the Sample Entropy method and LZ complexity. Our results show that the *δ* ^18^ *O* record of the past 122,000 years has smaller SampEn and LZ complexity than the recent 2000 years. We interpret this as an indication that the climate of recent 2000 years has a larger complexity than the recent 2000 years, even though the *δ* ^18^ *O* record of the past 122,000 years shows stronger fluctuations and multifractality.

Data and Methods {#Sec4}
================

Data {#Sec5}
----

Figure [1](#Fig1){ref-type="fig"} shows the *δ* ^18^ *O* records of ice cores before 2000 (B2K). Specifically, Fig. [1a](#Fig1){ref-type="fig"} demonstrates the past 122,000 year record from 20 to 122,280 years B2K. The past 122,000 year *δ* ^18^ *O* record was the GICC05modelext, which is released on 19 November 2010 on the website <http://www.iceandclimate.nbi.ku.dk/data>. The data in this record ranges from the age of 20 years B2K to the age of 122,280 years B2K with a temporal resolution of 20 years. Figure [1b](#Fig1){ref-type="fig"} shows the recent 2000-year record B2K with a resolution of 1 year, which was obtained from the Supporting Online Material for ref. [@CR24].

Sample Entropy Method {#Sec6}
---------------------

As a basic dynamical entropy, SampEn is a modification of ApEn^[@CR26]^ used for measuring complexity. It is defined as the negative logarithm of the conditional probability that two sequences which is similar for the embedding dimension *m* remain similar for *m* + 1, and is represented by SampEn(*m*, *r*, *N*). Here *N* labels the length of the time series and *r* is the tolerance. Note that the self-matches are excluded when the probability is calculated. The value of SampEn is independent of the length of the time-series data, thus allows a characteristic measure of the complexity of the sample^[@CR28]^. Below, we calculate the SampEn in five steps^[@CR25],\ [@CR28]--[@CR34]^:(i)We first generate the embedding vectors for the given time series *x*(*i*)(*i* = 1, 2, ..., *N*) associated with an embedding dimension of *m*, i.e.,$$\documentclass[12pt]{minimal}
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Lempel-Ziv complexity {#Sec7}
---------------------

Lempel-Ziv complexity is a method of symbolic sequence analysis that measures the complexity of finite length time series^[@CR35]^. It is based on computing the number of distinct substrings and the rate of their recurrence along time series^[@CR36]--[@CR42]^, with a larger value of LZ complexity reflecting more complexity in time series. The LZ complexity can be calculated in three steps^[@CR35]--[@CR42]^:(i)First, the time series are converted into a 0--1 sequence P = s(1), s(2),..., s(n), with s(i) encoding a comparison between individual sample of the time series x(i) with the median of the time series *x* ~*median*~. Specifically, we have$$\documentclass[12pt]{minimal}
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                \begin{document}$$s(i)=\{\begin{array}{l}\mathrm{0,}\,x(i) < {x}_{median}\\ 1.\,\,x(i)\ge {x}_{median}\end{array}$$\end{document}$$(ii)Then, LZ complexity (LZC) can be calculated by means of a complexity counter C(n), where n is the length of time series. Scanning from left to right in a given 0--1 sequence P, C(n) increases by one unit when a new subsequence of consecutive characters is encountered.(iii)Normaling the values of C(n), we finally obtain $$\documentclass[12pt]{minimal}
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