Response times on items can be used to improve item selection in adaptive testing provided that a probabilistic model for their distribution is available. In this research, the author used a hierarchical modeling framework with separate first-level models for the responses and response times and a second-level model for the distribution of the ability and speed parameters in the population of test takers. The framework allows the author to retrofit an empirical prior distribution for the ability parameter on each occurrence of a new response time. In an example with an adaptive version of the Law School Admission Test (LSAT), the author shows how this additional update of the posterior distribution of the ability leads to a substantial improvement of the ability estimator. Two ways of applying the procedure in real-world adaptive testing are discussed.
The current research addresses the use of RTs for improving item selection in adaptive testing. Earlier research on this topic addressed only the initialization of the ability estimator for an adaptive test using the total time on an earlier task, for instance, a few trial items before the test or a previous test in a test battery ). The statistical model used in that application was a logistic IRT model with latent linear regression of the ability parameter on the time.
Suppose we use the three-parameter logistic (3PL) model for the probability of a correct response
where y j is the ability of test taker j and b i , a i , and c i , are the difficulty, discrimination, and guessing parameters for item i, respectively. The regression of the ability parameter on the time t j on an earlier task is given by
where the logarithm of t j is used to remove the typical skewness in time distributions. Maximum-likelihood estimates of the regression parameters b 0 , b 1 , and s 2 can easily be found using the EM algorithm. Once the estimates are available, we can use
as an empirical prior for the ability of test taker j and select the first item to be optimal for this prior. Observe that the location of this prior depends on the time on the earlier task by the test taker. It is thus an individual prior, which can be expected to reduce the inward bias for Bayesian estimators of y typically found if a population distribution is used as a common prior for all test takers. In addition, this type of initialization of the test helps to prevent overexposure of the more informative items located near this center. More details on this approach and an empirical example are given in . It may seem attractive to continue this procedure during the test, adding to the regression equation in Equation 2 the RTs observed for the items that have already been administered. For instance, let i 1 denote the item in the pool administered as the first item in the test. The item is supposed to have been selected using the prior distribution in Equation 4. For the selection of the second item, the regression equation in Equation 2 would have to be extended to van der Linden y j = b 0 + b 1 ln t j + b 2 ln t i 1 j + e j :
However, this procedure is not feasible for combinatorial reasons; after a few items, we would simply lack the data required to estimate the regression parameters for all possible combinations of items in the test.
The only way to use the RTs on the items in an adaptive test is through a probabilistic model for the RTs with a person parameter that has a known relation to the ability parameter and can be estimated during the administration of the test. A model that serves this purpose can be derived from the hierarchical framework for RT modeling in van der Linden (2007) . This framework consists of two separate first-level models for the response and RT distributions for a fixed examinee on a test item and two separate second-level models for the distributions of the person and item parameters in the population of test takers and the domain of items, respectively. In the current research, we only need the two first-level models and the second-level model for the person parameters. These models will be further defined in the next section. We then show how a Bayesian prediction procedure allows us to use the RTs on the items to improve item selection and ability estimation during the test. An empirical example demonstrates the gains in accuracy of the ability estimator, especially for shorter tests, as well as the reduction of the typical bias in Bayesian estimation of the ability parameter with a fixed prior that are possible. Two different applications of the procedure are possible: (a) using the RTs for the selection of the items only or (b) using the RTs for the selection of the items but also for the final estimate of y. We conclude the article with a discussion of the feasibility of these options in real-world adaptive testing.
Models
The first-level model for the response of test taker j on item i is a regular item response theory (IRT) model. In the empirical example below, we used the 3PL model in Equation 1.
For the RT of person j on item i we use the lognormal model
where t j ∈ ð−∞, ∞) is the speed at which test taker j operates on the test,
is the time intensity of item i and a i ∈ ð0, ∞) is its discrimination parameter. Speed parameter t should not be viewed as the simple sum of the response times on the items attempted but as an unknown parameter for the test taker, just as y. As suggested by the equation for the maximum likelihood estimate (MLE) of t in Equation 20 below, the parameter can be interpreted as
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an expected weighted sum of the logtimes on the items corrected for their time intensities, with the discrimination parameters as the weights. The model has been studied extensively elsewhere (van der Linden, 2006 (van der Linden, , 2007 ; for a Bayesian method with Markov Chain Monte Carlo (MCMC) computation that can be used for estimating its parameters and evaluating its validity as well as empirical examples, see these references. It is important to note that the model is equivalent to one that posits a normal distribution for the logarithm of the RT. The procedure for the use of RTs in adaptive testing presented in this article relies heavily on this feature. Alternative RT models are reviewed in Schnipke and Scrams (2002) .
A second-level model relates the ability y to the speed t for the population of test takers. We assume that the relation can be described as a bivariate normal distribution; that is,
with mean vector
and covariance matrix
This two-level framework is not yet identifiable. A straightforward way of obtaining identifiability is to set
The constraints on m y and s 2 y are the usual constraint for the 3PL model in Equation 1. The only indeterminacy in the model in Equation 6 is in its mean, b i − t j ; the scale unit is that of a logtime scale. The constraint on m t is sufficient to remove this indeterminacy (van der Linden, 2006) . Thus, the only parameters that have to be estimated are the second-level parameters s yt and s 2 t , along with the first-level parameters a i , b i , c i , a i , and b i for the items in the pool. As usual for adaptive testing, it is assumed that these parameters have been estimated during a careful calibration study prior to their operational use. To collect calibration data, it is common to seed the pretest items randomly in actual administrations of the adaptive test for some time without the test takers knowing which items are pretested and which count for their van der Linden scores. This strategy creates realistic time conditions for the calibration of the item parameters in the RT model.
During item calibration, it is also necessary to check whether the models fit the data. A basic assumption underlying Equation 6 is that of stationarity: The test taker is supposed to operate at constant speed t during the test. (In fact, an equivalent assumption is made for y in the response model.) In a previous study (van der Linden et al., 2007) , we were able to test this assumption under ideal conditions: namely, a fully randomized order of item administration. Although we found an overrepresentation of positive (negative) mean residual response times under the lognormal model in the first (second) half of the test, their sizes were too small to attach any practical meaning to them. (All mean residuals were less than 1.3 seconds, whereas the average time intensity of the items was close to 100 seconds on the regular time scale).
Under the usual conditional independence assumptions in hierarchical modeling, the posterior distribution of the unknown parameters y and t during the test factorizes as
where the response and RT data and the (known) item parameters have been collected in the boldfaced vectors. The question of what prior distributions of y and t to use during the test is what drives the rest of this article.
Empirical Bayes Estimation of θ
The general idea is to use an empirical prior distribution of y derived from the RTs observed for the test taker. The prior is updated each time that a new RT is recorded. This update is in addition to the regular update of the posterior distribution through the likelihood of y based on the responses to the items.
Regular Empirical Bayes Procedure
The regular update is as follows. Let i = 1, . . . , I denote the items in the pool, and k = 1, . . . , n the items in the test. Index i k is thus the index of item i in the pool administered as the kth item in the test. For convenience, we focus on a single test taker and omit index j. Suppose k − 1 items have already been administered and the responses are denoted as
The posterior distribution of y after k − 1 items are administered is given by
where p i g ðy) is the probability of a correct response under the response model in Equation 1 and f ðy) is the prior density of y.
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A usual combination of ability estimation and item selection in adaptive testing is expected a posteriori (EAP) estimation with maximum information (MI) item selection. The EAP estimator is defined as
that is, the expected value of y under the posterior distribution. In MI item selection, the item is selected to maximize Fisher information at the ability estimate. For the 3PL model in Equation 1, the criterion is
where p
is the first derivative of the response function with respect to y. It is common to use an estimate of the population distribution of y as the prior distribution f ðy) in Equation 13. The motivation of this choice is random sampling or, its Bayesian equivalence, exchangeability of the test takers. For the population model in Equations 7 to 9, the choice would be
If the identification constraints in Equations 10 and 11 are used, this density reduces to the standard normal density. The approach is then still empirical Bayes but without the necessity to estimate any parameters in the prior distribution.
RT-Based Empirical Bayes Procedures
We now address the question of how to use the RTs on the previous items as additional sources of information in the procedure above. A straightforward approach is to use the conditional distribution of y given t implied by the population model in Equation 7 as the prior distribution of y and to use the RTs to update our estimate of t.
Let t k−1 = ðt i 1 , . . . , t i k−1 ) denote the RTs on the first k − 1 items. The conditional distribution of y given t is normal with mean
and variance
van der Linden where further simplification follows for the identifiability constraints in Equations 10 to 11. An improvement on Equation 16 would thus be to use the prior density
witht k−1 an estimate of t after observation of t k−1 . For known item parameters a i and b i , the maximum likelihood estimate (MLE) of t takes a simple closed form
(van der Linden, 2006). This RT-based prior would thus be easy to implement in operational adaptive testing.
Discussion
It is interesting to compare the regression function in Equation 17 with that in Equation 5. The main difference is the use of the speed parameter t instead of the actual RTs as the predictor of y. Although it was not feasible to estimate the regression parameters of y on the RTs in Equation 5, estimation of t is simple. This increase in feasibility is the result of the introduction of the model for the RTs in Equation 6.
The statistical gain involved in using the prior distribution in Equation 19 relative to the original distribution in Equation 16 is an adjustment of the location of the prior distribution to the actual speed by the test taker demonstrated on the preceding items in the test. Also, the new prior distribution is more informative because it is based on the conditional variance of y given t rather than the variance of the marginal distribution of y, as in Equation 16. However, although the location of the prior is updated during testing, its variance s 2 y|t is not. Hence, the procedure does not reflect our uncertainty about t and, in fact, overestimates our prior knowledge of y.
Fully Bayesian Procedure
A more realistic update of the prior distribution is possible if we treat the problem as an instance of Bayesian prediction of y from the posterior distribution of t. The decrease of the posterior variance of t then leads to a subsequent decrease in our initial uncertainty in the prediction.
Observe that the empirical prior in Equation 7 can be factorized as f ðy, tÞ = f ðy | tÞf ðtÞ: ð21Þ
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The idea is to use the second factor f ðt) in Equation 21 as the empirical prior distribution of t. Observe that f ðtÞ = Nðm t , s 2 t ) with known mean and variance. This prior distribution is combined with the observed response times, t k − 1 , to obtain the posterior distribution of t in a regular Bayesian update:
where f ðt i g |t) is given by the lognormal model for the RTs in Equation 6. The first factor in Equation 21, f ðy, t), is then used to derive a prediction of y from the posterior distribution of t. The result is the posterior predictive distribution of y, which has density
The posterior predictive distribution is used to retrofit the original prior distribution of y after k − 1 items. The procedure is outlined in Figure 1 . If the number of items increases, the posterior uncertainty of t decreases and f ðỹ|t k−1 ) approaches the true distribution conditional distribution, f ðy|t). If the test begins, the first prior distribution is the marginal population distribution, f ðy), given in Equation 16. During the test, the prior is a weighted average of the conditional distributions of y given t with the posterior density of t given the observed response times as weight (for the special case of linear regression of y on t in this article, see Figure 2 ). When the test continues, the posterior density of t concentrates about the true value of t of the test taker and the empirical prior for y approximates the conditional variance of y given this true value.
Thus, the RT-based procedure for adaptive testing is based on two different kinds of updates during the test, as follows: 
Computational Simplification of the Procedure
For the models in this article, the procedure simplifies greatly if we use the log of the response times. The lognormal model in Equation 6 is identical to
van der Linden or, equivalently,
Thus, we have a normal model for the corrected logtimes b i − ln t i with an unknown mean, t, but known variance. Because the prior distribution of t is N(m t , s 2 t ) with a known mean and variance, the posterior distribution of t given t k − 1 is also normal
with mean
These expressions simplify further for the identifiability constraints in Equations 10 and 11. Likewise, because the conditional distribution f ðy|t) is normal, the combination with the normal posterior of t results in a posterior predictive density of y
Prior distribution of θ j
Posterior predictive distribution of θ j θj Posterior distribution of τ j Ability estimation
Responses
Response times τ FIGURE 1. Use of response times in the derivation of an empirical prior for y.
Note: A single-headed arrow indicates an input; the double-headed arrow an identity.
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that is normal. Its mean and variance are derived in the appendix. For the identifiability constraints, the expressions become
and
These results are easy to use. As the item parameters (a i , b i ) and the population parameters s yt and s t are known, the retrofitting of the empirical prior of y during testing does not involve any parameter estimation. The procedure can be started using the marginal population distribution of y in Equation 16 as prior distribution for the selection of the first item.
FIGURE 2. Prediction of y from the posterior distribution of t given t kÀ1 . When the regression is linear, the mean of the predictive distribution is the predicted value at the posterior mean of t given t kÀ1 .
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Empirical Study
The procedure was used for an adaptive test from a previous item pool for the LSAT. The item pool consisted of 753 items calibrated under the 3PL model in Equation 1. The item parameters for the RT model in Equation 6 were randomly generated. The parameters a i were drawn from a uniform distribution on [1, 3] , the parameters b i from a uniform distribution on [3, 5] . These ranges correspond with those found for the two types of parameters in earlier studies (van der Linden, 2006; van der Linden et al., 2007) . Because the time parameters were chosen to be independent of the item parameters in the IRT model, we were able evaluate the impact of the use of RTs on the selection of the item without any confounding of the two types of parameters.
Adaptive test administrations were simulated for 500 test takers with true abilities at y = −2:, −1:5, . . . , 2:0 each. The items were selected using the MI criterion in Equation 15 along with the EAP estimator of y in Equation 14. For each test taker, we recorded the mean squared error (MSE) and bias in the EAP estimator after n = 10, 20, 30, and 40 items.
The main variable studied in this simulation was the correlation between y and t. The following conditions were used: The values for speed parameter t were randomly generated to have the required correlation with y. That is, under the assumption of s 2 t = 1, at the given value of y, for each replication, a separate value of t was sampled from Nðr yt y, 1 − r 2 yt ). To evaluate the range of values for r yt in this study, it might be helpful to note that we found a correlation equal to −.59 between y and the logtime on a preceding test in the Dutch General Aptitude Test in the study reported in the introductory section of this paper . (The difference in sign is because of the inverse relation between t and response time.)
The estimated MSE functions for the different values of r yt after n = 10, 20, 30, and 40 items are shown in Figures 3 and 4 . The use of RTs seems profitable, particularly for shorter tests. For example, the MSEs for a test of length n = 10, with the use of RTs for r yt = :60 were virtually identical to the MSEs for a test of double length without the use of RTs. Also, the gains were larger for the extreme ys. The item pool was known to be on the difficult side. As a result, for the case without RTs, the MSE functions were relatively poor at the lower values of y. The use of the RTs fixed this asymmetry and led to more uniform MSE functions. All these results were because of an improvement of the precision of the prior of y during the test and a relocation of it away from the center of the ability distribution when the RTs point at a high or low y value during the
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test. Observe that a small correlation of r yt = :20 was already enough to have a large impact; for larger correlations the decrease in the MSE diminished, especially for the longer tests. 
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The estimated bias functions for the different values of r yt and test lengths n are shown in Figures 5 and 6 . The bias functions for the case without RTs show an outward bias (negative bias below the center of the ability distribution and positive bias above it), whereas for the cases with RT the bias is inward. A larger bias is the typical price paid for the gain in MSE by a Bayesian procedure. The bias decreases with the length of the test. Also, observe that the bias at the extreme values of y decreases with the correlation r yt . This decrease is also the result of the relocation of the empirical prior of y away from the center of the ability distribution when this appears to be necessary during the test.
Discussion
The updates of the RT-based prior distributions in this article can be used in two different ways. The first option is to use them for the selection of the items in the test, and then one more time, after the data for the last item have been recorded, to calculate the final posterior distribution. This distribution is used to score the test, for example, using its mean (EAP estimation). The second option is to use them for the selection of all items but to refrain from the last update. Instead, the test scores are calculated from the likelihood function associated with the test takers' responses (possibly along with the initial prior distribution). For both options, we have improved item selection. In addition, the first option has the additional advantage of having an informative empirical prior distribution when calculating the test scores. This option is thus always better. But in real-world adaptive testing, we may have to choose the second option for two different reasons.
First, among testing agencies there exists a general hesitation to report scores that are calculated from any other information than the performances of the test takers on the test, even when there is statistical evidence that this information leads to much improved scoring. We share the hesitation when the information involves such variables as job experience, earlier training, or social background. But we expect it to be nonexistent for the use of RTs, which, after all, are part Response Times in Adaptive Testing of the performances on the test. Nevertheless, if this issue would play a role, we should choose the second option and use the RTs for item selection only. Second, test takers always have the possibility of faking RTs during the test. For low-stakes tests, when it is in their own interest to get an unbiased score, or when the test takers are not aware of the use of their RTs, we expect this to be unlikely. But for a high-stakes test, a test taker might decide to give up the accuracy of his or her responses and fake short RTs. If the correlation between t and y is high, this first option can lead to serious advantages for low-ability test takers, especially for very short RTs. One of the reviewers of this article showed a simulated example in which test takers responded randomly to the items with all response times equal to 0.5 second. For a correlation of .80, it was possible for test takers of low ability to end up with an estimate of y near the population average. However, the second option is a most effective measure for the testing agency to counter such cheating: Any attempt to fake shorter RTs would then lead to a penalty in the form of a lower test score. The smaller the amount of time spent on the items, then the larger the penalty. In fact, in the reviewer's example, the responses were the result of random guessing and the final estimate of y might even diverge to −∞.
Another strategy for testing agencies is to invalidate test scores that point at aberrant behavior during the test because of faking. If they follow the rules of statistical inference, checks of RTs are quite powerful to detect such aberrancies. Although it is easy for test takers to fake short RTs on a test, it is impossible for them to produce the pattern of RTs required by the time intensities of its items. In one empirical study, we found estimates of the time intensities in the item pool ranging from 21.2 to 177.6 seconds (van der Linden et al., 2007) . For this range of intensities, examinees would have to fake a regular pattern of RTs on an unknown set of items in real time. The only way to succeed might be to actually solve the items. For an effective Bayesian test based on RTs, which could be used routinely to check the behavior of test takers for aberrancies, see van der Linden and van Krimpen-Stoop (2003) .
The selection of the items in this article was optimized with respect to y but not to t. Taking the second derivative of Equation 6 with respect to t, it is easy to see that Fisher's information is equal to I i ðtÞ = a 2 i . It may therefore pay off to select items with maximum values for the discrimination parameter in the test. As we can optimize only one function at a time, this idea should be implemented through the use of special constraints in the shadow-test approach to adaptive testing (van der Linden, 2005, chapter 9). A simple application would be to subject the selection of the items to a lower bound on their discrimination parameter. Because the payoff of the use of RTs appears to be larger for shorter test lengths, the constraint could be relaxed toward the end of the test.
Finally, a usual criticism on the empirical Bayes approach in statistics is that the same data is used twice, once to estimate the prior distribution and again in the likelihood of the parameters on which the procedure is focused (e.g., Carlin van der Linden & Louis, 2000, section 2.2.4). This criticism is correct for the regular empirical Bayes approach but does not apply to the current procedure, in which the prior is estimated from the RTs only but the likelihood is based on the responses.
Appendix
The posterior predictive density of y given t k − 1 used as prior distribution for y in the adaptive testing procedure is normal. Its mean and variance can be derived using the same expected value and variance identities as for the regular normalnormal model (see, e.g., Gelman, Carlin, Stern, & Rubin, 1995, section 2.6) .
For the mean, it holds that The second and fourth lines in this derivation follow upon substitution of Equations 17 and 27, respectively. As the regression of y on t is linear, the predictive mean can be interpreted as the predicted value of y for the posterior mean of t given the current response times, t k − 1 (see Figure 2) . Likewise, for the variance, 
The second line in this derivation follows on substitution of Equation 17, the fourth line upon substitution of Equations 18 and 28.
Observe that Var(y|t k−1 ) is equal to the sum of the conditional variance of y given t and a rescaled version of the posterior variance of t given the current RTs, t k−1 . The scale factor for the second term is the square of the slope of the regression line, s yt =s t k−1 decreases, and so does the posterior variance of y given t k−1 . The only way to decrease the conditional variance of y given t is through a higher empirical correlation of t with y.
