











台を(c, d) ∈ Rとする位置尺度母数c, dのベータ分布の密度は









, c < x < d,
ここでg(y; θ)はB(a, b)をベータ函数として
g(y; θ) = {B(a, b)}−1 ya−1(1− y)b−1, 0 < y < 1




 b ≥ 2 漸近正規性がある(b = 2では収束レートが速い)
 1 < b < 2 漸近正規性がない































































(5, 5), (2, 2), (1, 1), (0.5, 0.5),
(c, d) = (0, 1)
2 提案法
標本を昇順に並べてx(1) < x(2) < · · · < x(n)とする．Nagatsukaら(2013)
は，(x(i) − x(1))/(x(n) − x(1)), i ∈ {1, ..., n}の尤度が位置尺度母数によ
らないことを利用した形状母数の最尤推定を提案した．まずこれを用い












所最大値への収束に失敗するからである (min(a, b) > 2では漸近的に最
尤法に等しい)．提案法は，min(a, b) ≤ 1とmax(a, b) > 2の推定を両立
し，max(a, b) > 2での精度が高い．形状母数が既知であれば位置尺度母
数の推定量の正規でない極限分布を得ることはできるが，提案法の信頼
区間の構成は難しいので，ブートストラップ法を用いる．
(a, b) モーメント法 経験ベイズ尤度 提案法
(0.5, 0.5) 0 2 0
(1, 1) 0 2 0
(2, 2) 1 1 0
(5, 5) 22 49 8
(1, 0.5) 0 1 0
(2, 0.5) 0 0 0
(5, 0.5) 14 163 1
(2, 1) 0 2 0
(5, 1) 26 47 8
(5, 2) 54 10 6 推定値を得られなかった概数
â b̂ ĉ d̂
(a, b) 方法 Bias RMSE Bias RMSE Bias RMSE Bias RMSE
(0.5, 0.5) モーメント法 0.001 0.084 0.001 0.084 -0.000 0.001 0.000 0.001
経験ベイズ尤度 0.016 0.069 0.016 0.069 0.000 0.001 -0.000 0.001
提案法 0.016 0.074 0.017 0.074 0.000 0.001 -0.000 0.001
(1, 1) モーメント法 0.007 0.182 0.004 0.184 -0.001 0.012 0.001 0.012
経験ベイズ尤度 -0.004 0.161 -0.008 0.167 0.004 0.011 -0.004 0.012
提案法 0.045 0.181 0.040 0.184 0.002 0.012 -0.002 0.012
(2, 2) モーメント法 0.006 0.659 -0.011 0.641 -0.004 0.055 0.001 0.053
経験ベイズ尤度 0.002 0.695 -0.018 0.652 0.005 0.058 -0.008 0.053
提案法 0.045 0.631 0.025 0.585 0.003 0.055 -0.005 0.049
(5, 5) モーメント法 1.358 8.757 1.354 9.552 -0.033 0.274 0.031 0.287
経験ベイズ尤度 0.829 5.034 0.780 5.049 -0.014 0.205 0.011 0.199
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