Estimating the intensity of emotion has gained significance as modern textual inputs in potential applications like social media, eretail markets, psychology, advertisements etc., carry a lot of emotions, feelings, expressions along with its meaning. However, the approaches of traditional sentiment analysis primarily focuses on classifying the sentiment in general (positive or negative) or at an aspect level(very positive, low negative, etc.) and cannot exploit the intensity information. Moreover, automatically identifying emotions like anger, fear, joy, sadness, disgust etc., from text introduces challenging scenarios where single tweet may contain multiple emotions with different intensities and some emotions may even co-occur in some of the tweets. In this paper, we propose an architecture, Experts Model, inspired from the standard Mixture of Experts (MoE) model. The key idea here is each expert learns different sets of features from the feature vector which helps in better emotion detection from the tweet. We compared the results of our Experts Model with both baseline results and top five performers of SemEval-2018 Task-1, Affect in Tweets (AIT). The experimental results show that our proposed approach deals with the emotion detection problem and stands at top-5 results.
Introduction
Sentiment analysis is one of the most famous Natural Language Processing (NLP) tasks. This task was used in social network services (Pang et al., 2008; Asur and Huberman, 2010) , e-retailing, advertising (Qiu et al., 2010; Jin et al., 2007) , question answering systems (Somasundaran et al., 2007; Stoyanov et al., 2005) and many other domains. It focuses on the automatic prediction of polarity or sentiment on tweets or reviews. While most computer science research in this field has focused on strict positive/negative sentiment analysis, the three dominant theories (Marsella et al., 2010; Stelmack and Stalikas, 1991) of emotion agree that humans express or operate with much more nuanced emotion representations. In other words, tweets or reviews, in recent times, include non-standard representations of emotion like emoticons, emojis etc. This task of sentiment analysis became increasingly complex due to an addition of creatively spelt words (for eg, "gm" for "good morning", "hpy" for "happy" etc,.) and hashtags, particularly in case of tweets.
The current research of Sentiment Analysis is gearing towards evaluating emotion intensity in a text to identify and quantify discrete emotions which can help in above mentioned applications mentioned and many new ones. Here, intensity refers to the degree or quantity of an emotion such as anger, fear, joy, or sadness. For example, consider the three statements "The product is awesome and delivery is before time", "It was waste of money and time" and "This TV is ok ok product at this budget range". The above 3 statements respectively express the level of satisfaction as very happy, very sad and moderately happy. This illustrates the different intensities of happiness of the particular person. Similarly, a person expresses different intensities of other emotions like anger, frustration etc.
Related Work
In literature, there has been an increasing focus towards building sentiment classification/prediction models through various approaches like rule mining, machine learning or deep learning. A brief overview of the efforts of scientific community towards sentiment related models can be found in (Pang et al., 2008; Paltoglou et al., 2010; Wilson et al., 2004; Liu and Zhang, 2012) .
Many prior works of emotion detection have always used manual strategies to map emotion category to emotional expression. However, such manual categorization requires an understanding of the emotional content of each expression, which is time-consuming and an arduous task. In (Warriner et al., 2013) , emotions are projected as points in 3-dimensional space of valence (positivenessnegativeness), arousal (active-passive), and dominance (dominant-submissive). Using this theory, there is a huge effort on creating valence lexicons like MPQA (Wilson et al., 2005) , Norms Lexicon (Warriner et al., 2013) , NRC Emotion Lexicon (Mohammad and Bravo-Marquez, 2017a) , WordNet Affect Lexicon (Baccianella et al., 2010) and many others. However, these lexicon based approaches usually ignore the intensity of emotions and sentiment, which provides important information for fine-grained sentiment analysis. The current research shifts towards automatic emotion classification which has been proposed for many different kinds of text, including tweets (Mohammad and Kiritchenko, 2015; Mohammad and Bravo-Marquez, 2017a) .
Existing approaches to analyze intensity are based simply on lexicons, word-embeddings, combinational features and supervised learning. (Nielsen, 2011) introduced lexicon based methods which rely on lexicons to assign the intensity score of each word in the tweet. However, this method did not consider the semantic information from the text. Some supervised methods like deep neural networks were applied to tweet sentiment analysis to predict the polarity (dos Santos and Gatti, 2014) . Although deep learning methods outperform lexicon based methods as shown in (dos Santos and Gatti, 2014), but could not capture the fine-grained property of the sentiment in a text. To capture this finegrained aspect of a sentiment, (Mohammad, 2016) proposed to identify the intensity of emotion in texts. To further expand the scope of emotion analysis, (Mohammad and Bravo-Marquez, 2017b; Mohammad et al., 2018) introduced EmoInt-2017 and SemEval-2018 shared tasks where the top performing teams use deep learning models such as CNN, RNN, LSTMs (Goel et al., 2017; Köper et al., 2017) and classifiers like Support Vector Machine or Random Forest (Duppada and Hiray, 2017; Köper et al., 2017 ). In the above two tasks, some participants use an ensemble-based approach by simply averaging the outputs of two top performing models (Duppada and Hiray, 2017; Duppada et al., 2018) and the weighted average of predicted outputs of three different deep neural network based models (Goel et al., 2017) . The subtasks of SemEval-2018 Task-1, AIT (Mohammad et al., 2018) are detailed in Section 3.
The structure of the paper is as follows. In section 3, we describe the dataset. Section 4 describes the approach we are using to build the model, while section 5 discusses the approaches of preprocessing and feature extraction. Section 6 presents comparative results of various models along with the analysis of the results. Section 7 presents concluding remarks and future work.
Dataset Description
We used the dataset from SemEval-2018 Task 1: AIT 1 for training our system. There is a total of five subtasks: EI-reg (Emotion Intensity regression), EI-oc (Emotion Intensity ordinal classification), Vreg (Valence regression), V-oc (Valence ordinal classification) and E-c (Emotion multi-label classification). Each subtask has three datasets: train, dev, and test. In this paper, we worked on the all five subtasks mentioned above. The dataset details are briefly shown in Table 1 .
Approach
We took inspiration from the Mixture of Experts (MoE) (Jacobs et al., 1991; 
MoE Description
In this subsection, we briefly describe the MoE model to enable the readers to relate our model to MoE architecture. The MoE architecture consists of a number of experts and a gating network. In MoE, there are parameters for each of the expert and a separate set of parameters for gating network. The expert and gate parameters are trained simultaneously using Expectation Maximization (Jordan and Jacobs, 1994) or Gradient Descent Approach (Jordan and Xu, 1995) . Consider the following regression problem. Let X = {x (n) } N n=1 are N input vectors (samples) and Y = {y (n) } N n=1 are N targets for each input vector. Then, MoE model is described in terms of parameter θ = {θ g , θ e } where θ g is set of the gate parameters and θ e is sets of the expert parameters. Given a sample x from among N samples, the total probability of predicting target y can be written in terms of the experts as
where I is the number of experts, the function g i (x, θ g ) = P (i|x, θ g ) represents the probability of selecting i th expert given x and P (y|i, x, θ e ) represents the probability of i th expert giving y on seeing x.
The MoE training maximizes the log-likelihood of the probability in equation 1 to learn the parameters θ (Yuksel et al., 2012).
Our Proposed Approach
We used the similar architecture, however with some modifications, to measure the intensity of an emotion in a tweet (regression) or predict an emotional intensity (classification). In our proposed approach, we pre-train each expert, to get parameters θ e , on the training samples, unlike traditional MoE model. Each expert, in itself, can be a separate Regression/Classification model like Multi-level Perceptron (MLP) model or Long Short-Term Memory (LSTM) model or any other model that best suits the data and task at hand. Once each expert is trained separately, we train only the gating network based on Gradient Descent Approach. The Detailed description of the model is depicted in Figure 1 and explained below.
We build different models -Neural Network Classifier/Regressor, Gradient Boosting Classifier/Regressor, XGBoost Classifier/Regressor, Random Forest Classifier/Regressor, Lasso Regressor and Light Gradient Boosting Classifier/Regressor and train each of them with the extracted feature vector of each tweet. We obtain this feature vector by concatenating all of the features discussed in Section 5. We assign parameters θ g , weights and bias, for each Classifier/Regressor at the gating network. Later, we train the gating network to fit the predicted y of each expert i with actual y and learn the best θ g .
Let w[i] denote weight of each expert i at the gating network. Let b[i] denote the bias term for each expert i at the gating network. Let I be the number of experts. We define the Error function (E) as
where prob[i] is softmax probability of weight w[i], y[i] is the actual y of i th expert for some sample x. Similarly,ŷ[i] is the predicted y of i th expert for same sample x. It is to be noted that ∀i y[i] = y. For each sample x and y, we train the gating network using the update equations of gradients as follows:
and
where η is the learning rate.
Preprocessing & Feature Extraction
To preprocess each tweet, first we break all the contractions (like "can't" to "cannot", "I'm" to "I am" etc,.) followed by spelling corrections, decoding special words and acronyms (like "e g" to "eg", "fb" to "facebook" etc,.) and symbol replacements (like "$" to "dollar", "=" to "is equal to" etc). Later, we tokenized each tweet using NLTK tweet tokenizer 2 . The basic idea of using different experts and eclectic features is from the intuition that each expert learn from different aspects of the concatenated 2 https://www.nltk.org/api/nltk.tokenize. html features. Hence, we explored and extracted a variety of features; and used only the features which best performs among all the explored ones are explained in the following subsections.
Deep-Emoji Features
Deep-Emoji (Felbo et al., 2017) performs prediction using the model trained on a dataset of 1246 million tweets and achieves state-of-the-art performance within sentiment, emotion and sarcasm detection. We can use the architecture of Deep-Emoji and train the model using millions of tweets from social media to get a better representation of new data. Using the pre-trained Deep-Emoji model, we extracted two different set of features -one, 64-dimensional vector from the softmax layer and the other, 2304-dimensional vector from attention layer.
Word-Embedding Features
In this paper, we tried four different pretrained word-embedding approaches such as Word2Vec (Mikolov et al., 2013) , GloVe (Pennington et al., 2014) , Edinburgh Twitter Corpus (Petrović et al., 2010) and FastText (Bojanowski et al., 2017) for generating word vectors. We used the GloVe model of 300 dimensions.
Skip-Thought Features
Skip-Thoughts vectors (Kiros et al., 2015) model is in the framework of encoder-decoder models. Here, an encoder maps words to sentence vector and a decoder is used to generate the surrounding sentences. The main advantage of Skip-Thought vectors is that it can produce highly generic sentence representations from an encoder that share both semantic and syntactic properties of surrounding sentences. Here, we used Skip-Thought vector encoder model to produce a 4800 dimension vector representation of each tweet.
Lexicon Features
We also chose various lexicon features for the model. The lexicon features include AFINN Lexicon (Nielsen, 2011) (calculates positive and negative sentiment scores from the lexicon), MPQA Lexicon (Wilson et al., 2005) (calculates the number of positive and negative words from the lexicon), Bing Liu Lexicon (Bauman et al., 2017) (calculates the number of positive and negative words from the lexicon), NRC Affect Intensities, NRC-Word-Affect Emotion Lexicon, NRC Hash-tag Sentiment Lexicon, Sentiment140 Lexicon (Go et al., 2009 ) (calculates positive and negative sentiment score provided by the lexicon in which tweets are annotated by lexicons), and SentiWordNet (Baccianella et al., 2010) (calculates positive, negative, and neutral sentiment score). The final feature vector is the concatenation of all the individual features.
Hash-tag Intensity Features
The work by (Mohammad and Bravo-Marquez, 2017a) describes that removal of the emotion word hashtags causes the emotional intensity of the tweet to drop. This indicates that emotion word hashtags are not redundant with the rest of the tweet in terms of the overall intensity. Here, we used Depeche mood dictionary (Staiano and Guerini, 2014) to get the intensities of hashtag words. We average the intensities of all hashtags of a single tweet to get the total intensity score.
Stylometric Features
Tweets and other electronic messages (e-mails, posts, etc.) are written far shorter, way more informal and much richer in terms of expressive elements like emoticons and aspects at both syntax and structure level, etc. Common techniques use stylometric features (Anchiêta et al., 2015) which are categorized into 5 different types: lexical, syntactic, structural, content specific, and idiosyncratic. In this paper, we used 7 stylometric features such as "number of emoticons", "number of nouns", "number of adverbs", "number of adjectives", "number of punctuations", "number of words", and "average word length".
Unsupervised Sentiment Neuron Features
Unsupervised sentiment neuron model (Radford et al., 2017) provides an excellent learning representation of sentiment, despite being trained only on the text of Amazon reviews. A linear model using this representation results in good accuracy. This model represents a 4096 feature vector for any given input tweet or text.
Experimental Setup & Results
To train our proposed approach, we consider a total of five learning models, one for each expert: Gradient Boosting, XGBoost, Light Gradient Boosting, Random Forest, and Neural Network(NN) for subtasks EI-reg and V-reg. While for the subtasks EIoc and V-oc, we consider all the models except NN model. For subtask E-c, we consider all the models except Light Gradient Boosting model. 
Model Parameters

Training Strategy
At the input layer, we used a concatenation vector of all features: Deep-Emoji, Skip-Thought, Lexicons, Stylometric, BoW, Tf-IDF, Glove, Word2Vec, Edinburgh, and HashTagIntensity which is same for each expert. We combined both training and dev data and used them for training our model. The training model is validated by stratified K-fold approach in which the model is repeatedly trained on K-1 folds and the remaining one fold is used for validation.
In order to tune the hyper-parameters of our experts model, we adopt a grid search cross-validation for each learning model. Using grid search crossvalidation, we set the various types of parameters based on the learning model. Table 2 shows the parameter settings for all experts.
Results
To evaluate our computational model, we compare our results with SemEval-2018 Task Tables 3  and 4 , we observe that our model (considering only macro-average for Pearson Correlation) for EI-reg and EI-oc stands within 5 places among 48 submissions. A quick walk-through of Table 3 for individual emotions shows that anger and fear ranks 3 rd and 4 th respectively for EI-reg Pearson(all instances) and for EI-reg Pearson(gold in 0.5-1), fear stands at 3 rd position and sadness equals score of top performer. Similarly, Table 4 for classification results shows that anger and fear ranks 4 th and 3 rd respectively for EI-oc Pearson(all classes) and for EI-oc Pearson(some emotion), anger, fear, joy and sadness stands at positions 4 th , 1 st , 4 th and 3 rd re- Tables 3  and 4 , the numbers inside parenthesis under column "macro-avg" represent the rank according to macroavg Pearson scores. These values shows that our model stands at 3 rd and 2 nd positions in EI-reg Pearson(gold in 0.5-1) and EI-oc Pearson(some emotion) respectively. Tables 5 and 6 illustrate that the results from our model are among the top 10 submissions of subtasks V-reg and V-oc. Table 7 shows the results of multi-label emotion classification (11 classes). Our model is among the top 3 submissions for Jaccard similarity (accuracy) metric, in top 5 for micro F1 metric and topped the submissions for macro F1 metric.
Metrics
We use the competition metric, Pearson Correlation Coefficient with the Gold ratings/labels from SemEval-2018 task-1 AIT for EI-reg, EI-oc, V-reg and V-oc. Further, macro-average was calculated by averaging the correlation scores of four emotions: anger, fear, joy, and sadness for the tasks EI-reg and EI-oc. Along with Pearson Correlation Coefficient, we use some additional metrics for each subtask. The additional metric used for EI-reg and Vreg tasks was to calculate the Pearson correlation only for a subset of test samples where the intensity score was greater than or equal to 0.5. For the classification subtasks EI-oc and V-oc, we use the additional metric Pearson correlation calculated only for some emotion like low emotion, moderate emotion, or high emotion. However, for the multi label emotion classification E-c, we used the official evaluation metrics Jaccard Similarity (accuracy), micro average F1 score and macro average F1 score of all the classes. Figure 2 shows the influence of each feature type on scores for predicting the intensity or emotion. We can observe from Figure 2 that for "DeepEmoji" and "Deep-Emoji-Softmax" features, Pearson scores are dominating other feature types. Feature types -Skip-Thought, Lexicons, Glove, and Edinburgh features are contributing approximately similar in each of the 4 emotions. However, Stylometric features and features from Unsupervised sentiment neurons are performing worse.
Conclusion
In this paper, we have proposed a novel approach inspired from standard Mixture-of-Experts model to predict the intensity of an emotion(Regression) or The source code is publicly available at https: //goo.gl/NktJhF so that researchers and developers can work on this exciting problem collectively.
