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Recent advances in nanotechnology have
enabled researchers to control individual quan-
tum mechanical objects with unprecedented
accuracy, opening the door for both quantum1–8
and extreme-scale conventional computing
applications9. As these devices become larger
and more complex, the ability to design them
such that they can be simply controlled be-
comes a daunting and computationally infeasible
task10. Here, motivated by ideas from com-
pressed sensing11,12, we introduce a protocol
for the Compressed Optimization of Device
Architectures (CODA). It leads naturally to a
metric for benchmarking device performance
and optimizing device designs, and provides a
scheme for automating the control of gate oper-
ations and reducing their complexity. Because
CODA is computationally efficient, it is readily
extensible to large systems. We demonstrate the
CODA benchmarking and optimization protocols
through simulations of up to eight quantum dots
in devices that are currently being developed
experimentally for quantum computation.
Nanoscale devices are challenging to control in part
because their size makes them susceptible to even the
smallest material defects. Quantum devices are espe-
cially challenging because their energy spectra and tun-
nel couplings both require fine tuning13. Here we fo-
cus on quantum bits (qubits) formed of electron spins
in electrostatically-gated quantum dots14 and donors15.
Such devices are extensible to large arrays by leveraging
the mature semiconductor processing industry. Work-
ing in a variety of systems, researchers have already
demonstrated complete control and excellent decoher-
ence properties of devices with up to four quantum
dots1–5,7,8,16–25, as well as impurities coupled to elec-
tronic reservoirs6,9,26–31.
Processing quantum information in semiconductors re-
quires fine control of the energies and tunnel rates of the
individual electrons. Voltages are simultaneously tuned
on many electrodes to precisely shape the electrostatic
potential landscape within a device. Unfortunately, gate
geometries that work well for 1-2 qubits are not necessar-
ily well suited for larger arrays. For example, electrodes
designed to control a given dot will also affect its neigh-
∗ Correspondence should be addressed to: jkgambl@sandia.gov
bors via capacitive crosstalk. While voltage compensa-
tion methods are used to manage crosstalk in smaller de-
vices, hand tuning becomes impractical for larger arrays.
Recent methods have been proposed to help automate
this process, including optimized randomized bench-
marking for immediate tune-up (ORBIT)32, real-time
Hamiltonian estimation33, and computer-automated de-
vice tuning34. While promising, these schemes are either
software-based or are only directly applicable to specific
device designs. In either case, these schemes are con-
strained by the capabilities of the quantum device hard-
ware.
In this paper, we aim to make the control problem more
tractable through hardware optimization. We show how
to modify systematically dot properties, such as occupa-
tions, energies, and tunnel rates, while changing as few
voltages as possible – a strategy we refer to as control
sparsity. The scheme relies on results and methods used
for compressed sensing11,12 in the signal processing lit-
erature, in which the decoding of signals can be made
much more efficient by exploiting their sparseness. To
demonstrate these concepts, we implement the CODA
protocol using realistic simulations of several quantum
dot devices. We show that CODA yields solutions that
are simultaneously sparse and spatially localized near the
relevant dot – an extremely desirable property for exten-
sibility. Moreover, formulating control as an optimization
problem allows us to directly compare the effectiveness
of different device architectures, enabling optimization of
the device designs themselves.
For qubit applications, typical properties we wish to
control are the quantum dot occupations and the tunnel
rates between the dots, although other properties may
also be of interest. Such properties are referred to as op-
erational targets. Generally, an operational target could
be composed of several physical attributes; we therefore
represent it as a vector t in a vector space of outputs
T . The outputs are determined by the voltages applied
to the electrodes and by the device structure. A given
set of voltages is referred to as a control setting, repre-
sented as a vector c in a vector space of controls C. A
physical system is then representable by a function that
maps the controls to the targets: Sˆ : C → T , shown
in Fig. 1. Although this mapping is generally nonlinear,
for the moment we limit ourselves to a neighborhood in
which the mapping is linear, centered around a working
point.
In an experiment, it is often the case that one particu-
lar operational target needs to be pulsed rapidly, while all
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FIG. 1. Illustration of the CODA procedure for characterizing and optimizing nanoscale device designs. As an example, we
consider a Si/SiGe electrostatically defined quantum dot qubit device8,18. Metal electrodes on the device surface are used to
accumulate and control a two-dimensional electron gas (2DEG) in the Si quantum well, forming a double quantum dot. a,
Device simulations determine the response of the operational targets to the physical controls. The gate voltages are adjusted
to tune the device to an initial working point. Then, the configuration is probed by varying the control gate voltages and
noting the response of target variables of interest (e.g. quantum dot occupations and tunnel couplings). b, A cross-covariance
matrix describing the linear response of the system about the working point is determined using the results of (a). c, Since
there are more controls than targets, the inverse problem yields a subset of valid control vectors for every operational target.
By imposing L1 regularization, we can identify control vectors that are both local and sparse. Global optimization is achieved
by using predictions from a single step in the CODA cycle to identify a new working point, and iterating the procedure.
the others are held fixed. Since many different c can yield
a desired t, we need both a metric that defines the best
c and an efficient way to find this control. It is intuitive
that solutions are not all equivalently useful: some have
extreme voltages that are not experimentally practical,
some involve precisely manipulating all the control volt-
ages of the system, while others involve only modest volt-
ages on a few electrodes. The latter scenario describes a
desirable property often referred to as “orthogonal” con-
trol; i.e., that relatively few electrodes should be involved
when trying to change an operational target. Hence, our
goal is to identify solutions in which the resulting change
in applied voltages is as simple as possible to implement.
This problem is exactly suited to compressed sensing
techniques: we are given an underdetermined linear map-
ping Sˆ : C → T , and we wish to find
δc0 = argmin
δc
||δc||0 , subject to Sˆ(cop + δc) = top + δt,
(1)
where cop (top) is the control (target) vector at the work-
ing point, δc (δt) is the control (target) change from
the working point, and || · ||0 is the L0 pseudonorm12,
which counts the number of non-zero elements in the
vector. This type of constrained optimization is known
as regularization. Unfortunately, regularization with re-
spect to the L0 pseudonorm is known to be an NP-hard
problem35, so finding a solution is not computationally
feasible for large systems. Compressed sensing avoids
this difficulty by regularizing the problem using the L1
norm (the sum of the absolute values of the entries of
the vector), which is computationally efficient. Regular-
izing with the L1 norm tends to achieve sparse solutions,
while regularizing with the L2 norm (the square root of
the sum of the squares of the entries of the vector) does
not11,12.
Results from compressed sensing show that the control
vectors produced by this method are indeed sparse11,12;
however, the question of locality has not been addressed.
We first give an intuitive argument for why CODA should
yield solutions that are local, and then provide a nu-
merical demonstration of the fact. Consider a classical
scenario in which the dot couplings are purely capaci-
tive. Since the capacitive coupling between a dot and
an electrode decays inversely with separation, electrodes
that are far away tend to require large voltage changes
to achieve the same response as closer electrodes. Mini-
mizing the L1 norm of the voltage vector δc suppresses
such changes in favor of small voltage changes. In other
words, the sparse solutions found by CODA are local.
Figure 2 gives a numerical demonstration of the emer-
gence of local solutions when CODA is applied to
an accumulation-mode 8-dot device in a Si/SiGe het-
erostructure with four capacitively coupled double quan-
tum dot qubits. This design represents a natural exten-
sion of a recently demonstrated 4-dot device37. Figure 2a
shows the device design. We model the device using
the semiclassical Thomas-Fermi approximation38 to com-
pute electron densities and potentials, as described in the
Methods. The space of operational targets is defined by
the eight dot occupations and the four intra-qubit tunnel
rates. Our working point is chosen so there is 1 electron
per dot, and energy barriers with maximum heights of 1
meV, corresponding roughly to GHz tunnel rates39 (see
Supplemental Information36 for details about the simu-
lation parameters).
We then calculate small changes in the dot occupations
and tunnel rates when electrode voltages are varied near
the working point, obtaining the cross-covariance matrix
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FIG. 2. Locality emerging from the CODA protocol ap-
plied to an octuple quantum dot, comprising four double-dot
qubits. a, Device schematic, with metal gates colored yel-
low/orange (lower level) and green (upper level). The oper-
ational target is to increase the occupation of the right-most
quantum dot (underneath the orange electrode) by one elec-
tron. b,d, Visualization of the voltage variations correspond-
ing to adding one electron to the right-most dot while leav-
ing all other dot occupations and tunnel barriers unchanged,
plotted on a logarithmic color scale (electrodes with voltage
changes less than 1 µV are colored white). Solutions are ob-
tained by applying the iterative CODA procedure, minimizing
the b, L1 and d, L2 norms of the voltage changes found for
each cycle. c,e, The L1 norm of the voltage changes relative to
the original working point (∆V ) and the associated distance
from the operational target (|δt|, see Supplemental Informa-
tion36 for details about this metric) across each iteration of
the CODA procedure. Solutions are obtained by minimiz-
ing the c, L1 and e, L2 norms of the voltage changes found
for each cycle. These results demonstrate that the voltage
changes obtained using L1 minimization are local, requiring
adjustment of a small number of electrodes, while many elec-
trode voltages are changed when L2 minimization is used.
that describes the effective linear response of the system.
Once the cross-covariance matrix is determined, we may
specify a desired output. Here, we focus on the oper-
ational target of adding one electron to the right-most
quantum dot, while holding all the other tunnel rates
and dot occupations constant.
As this is a linear approximation of a non-linear pro-
cess, a single cycle of the CODA procedure will not nec-
essarily generate voltages which will yield the desired op-
erational target in the device. Regularization therefore
FIG. 3. Improving double quantum dot designs through
CODA. a, A schematic of a series of double-dot devices with
different SiGe spacer thicknesses. The heterostructure, which
is not shown to scale here, consists of 200 nm of Si0.7Ge0.3 (the
SiGe “buffer”), 10 nm of Si (the Si quantum well), and a layer
of Si0.7Ge0.3 with variable height h (the SiGe “spacer”). b,
The gate geometry used for the devices. The design consists of
an upper layer and lower layer of electrodes, depicted in blue
and orange, respectively, separated by 80nm of oxide. The
lower layer of electrodes is separated from the SiGe spacer by
10nm of oxide. c, The CODA procedure is applied to a range
of devices with different spacer heights, h. For each simulation
we begin with an initial working point corresponding to one
electron per dot and an interdot tunnel barrier of 1 meV. We
then use CODA to add one electron to the right dot, while
keeping the occupation of the left dot and the barrier height
fixed. The L1 norm, ∆V , of the voltage required to achieve
this retuning monotonically increases with the height of the
SiGe spacer, indicating that thinner spacer layers allow the
dots to be controlled more easily.
requires a closed-loop iteration, as indicated in Fig. 1. To
reliably converge, the step size needs to be sufficiently
small that the linearized model remains approximately
correct. In Fig. 2b, we show the voltage changes needed
to achieve convergence of the CODA procedure—in this
case, after three iterative steps. Note that although volt-
ages are allowed to vary on all the electrodes, only three
voltages are found to vary in the L1-regularized solution,
corresponding to electrodes that are most local to the
target of interest. Hence, we confirm that the L1 norm
is an effective proxy for local control, and that CODA is
a practical tool for tuning a device, because it picks out
control solutions that are both sparse and local while
achieving a specified operational target. For compari-
son, we also performed an alternative optimization pro-
cedure based on L2 regularization, with results shown in
Fig. 2d. Note that although the latter procedure achieves
the same target objectives, the solution involves voltage
changes on almost all of the electrodes, indicating that
this solution is neither local nor sparse.
We now show how CODA can be used to optimize
device designs, via the objective comparison of different
device designs. We focus on a single double-dot qubit
design, shown in Fig. 3a, which can be replicated to form
4a multi-qubit device. Since CODA automatically local-
izes the control voltages, using it to design a high-quality
unit cell leads naturally to multi-qubit devices that are
locally controllable.
We again use the semiclassical Thomas-Fermi
approximation38 to model the devices, with working
points similar to those used for the 8-dot device. The het-
erostructure of the simulated devices is shown in Fig. 3a
(see Methods for details). To demonstrate how CODA
can be used to compare different devices, we consider
several devices with the same gate geometry, but with
different SiGe spacer heights. In the device with a 30
nm SiGe spacer, we choose an initial working point that
corresponds to 1 electron in each quantum dot, and an in-
terdot tunnel barrier of height 1 meV. We next apply the
same CODA procedure used in Fig. 2 to add one electron
to the right dot, leaving the occupation of the left dot and
the tunnel barrier height unchanged. We then increase
the spacer height and repeat the procedure. We note
here that each new initial working point, corresponding
to a new spacer height, was obtained from the previous
initial point by allowing CODA to retune the appropriate
electrode voltages, yielding a fully automated procedure.
The results of our CODA investigation, shown in
Fig. 3, help to compare and contrast the effectiveness
of different device designs. Since L1 regularization yields
solutions that are local and sparse, we expect that smaller
values of L1 will yield devices that are easier to control.
In Fig. 3c, we see that reducing the height of the SiGe
spacer layer improves the device controllability, as mea-
sured by smaller magnitude changes in the control vectors
(small ∆V ). This is intuitively reasonable because nar-
row spacers yield strong capacitive couplings between the
dots and the top electrodes. In real devices, the advan-
tages of narrow spacers may be offset by the proximity to
disorder in the oxide, which is not included in our simula-
tions. However, it is clear that CODA can be an effective
tool for assessing designs, and that many types of design
questions can be addressed in this way.
In summary, we have introduced a protocol for the
Compressed Optimization of Device Architectures, which
applies an L1 regularization scheme to a linearized model
of device operation. We have demonstrated the effec-
tiveness of this scheme by considering its application to
semiconductor nanoelectronic quantum dot systems. As
devices continue to grow in complexity, such automated
control schemes will be essential for design and operation.
Our protocol is computationally efficient to implement,
and it provides a systematic approach for achieving local
and sparse control. Through realistic semiclassical sim-
ulations of double-dot devices, we have illustrated how
the CODA scheme can be used for quantitative bench-
marking and device development. This method provides
a path toward the rational design and operation of ex-
tensible quantum nanodevices.
Methods
We perform semi-classical Thomas-Fermi
calculations38 using the COMSOL Multiphysics software
package to solve a nonlinear Poisson equation in three
dimensions. We use zero-field boundary conditions on
all sides of the simulated domain, with the exception
of the bottom of the SiGe buffer, which is grounded.
We assume the following heterostructure profile for all
the modeled devices, unless otherwise specified. This
profile is consistent with the accumulation-mode devices
described in refs. 8 and 18: 200 nm of Si0.7Ge0.3 (with
dielectric constant ε = 13.19), a 10 nm Si quantum
well (ε = 11.7), 30 nm of Si0.7Ge0.3, 10 nm of Al2O3
(ε = 9.0), a 10 nm layer of metallic electrodes, 80 nm of
Al2O3, and a second 10 nm layer of metallic electrodes.
The occupations of the dots and the leads are found by
integrating the induced 2D charge density over the accu-
mulation regions. The heights of the tunnel barriers are
calculated by numerically finding the saddle point over
the appropriate potential energy landscape calculated by
the self-consistent solver. By changing the voltage on
the electrodes, the relevant occupations and tunnel bar-
rier heights can be altered to achieve a desired working
point, which in this case consists of one electron per dot
and tunnel barrier heights of 1 meV. Small (∼1 mV) volt-
age perturbations are then applied to each electrode, and
the resulting changes in the operational targets are com-
puted. These data are used to find the mapping in the
equation Sˆ : C → T of Eq. 1 (i.e., the cross-covariance
matrix).
The L1 and L2 regularized optimization procedures
are implemented using the CVXPY computational
package40. For additional simulation details, see the Sup-
plemental Information36.
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I. SUPPLEMENTAL INFORMATION
A. CODA procedure
Here, we provide further details about the CODA pro-
tocol sketched in Fig. 1 of the main text. Suppose that
we have m operational targets and n controls, and that
n > m, so the system is underconstrained. We first iden-
tify a working point of experimental interest (cop, top)
and assume that perturbations of the device from the
working point are small. We then linearize the mapping
Sˆ : C → T around (cop, top); we express the resulting
linear map as a matrix Sˆop.
In general, we define
δcα = argmin
δc
||δc||α , subject to Sˆop(cop+δc) = top+δt,
(2)
where δc (δt) is the control (target) change from the
working point, || · ||α for α ≥ 1 is the Ln norm, and
|| · ||0 is the L0 pseudonorm12, which counts the number
of non-zero elements in the vector. Although δc0 would
be sparse by definition, finding δc0 is computationally
infeasible for large systems, so we instead find δc1, which
tends to be similarly sparse, as shown in the field of com-
pressed sensing11,12.
The full protocol for CODA is specified as follows:
1. Identify a working point (cop, top) satisfying
Sˆ(cop) = top. In practice, Sˆ represents the action
of some physical device, and top is the computed
target vector corresponding to the input control cop
(e.g. voltages).
2. Consider a set of linearly independent, small con-
trol variations {1, 2, ..., n} (i ∈ C) about the
working point. (We took each j to correspond
to a small voltage change on a single electrode.)
Perform n simulations Sˆ(cop + i) to obtain the re-
sulting n data points top + δti. Since the control
variations were small, by linearity Sˆop(i) = δti.
3. From the collection of {1, 2, ..., n} and the asso-
ciated {δt1, δt2, ..., δtn}, construct the linear oper-
ator Sˆop using least squares.
4. For a desired target variation δt, identify the con-
trol variation δc1 as defined in Eq. (2). Using a
convex program (such as the matrix-free cone solver
implemented in the CVXPY package40), find δc1
which has minimal ||δc||1 subject to the constraint
Sˆop(δc) = δt.
5. Due to the nonlinearity of the system, in general
Sˆ(cop + δc1) 6= top + δt. However, because the
linear approximation is valid within a neighborhood
around the working point, there must exist a scalar
0 < γ ≤ 1 such that Sˆ(cop + γδc1) ≈ Sop(cop +
γδc1) = top+γδt. Use a series of simulations to find
the maximum value of γ for which this equation
holds, γ0. Define a new control working point c
′
op =
cop +γ0δc1, and new desired change in target δt
′ =
(1−γ0)δt. Repeat this procedure until convergence
is achieved at the final target.
B. Simulation details
We perform semi-classical Thomas-Fermi
calculations38 using the COMSOL Multiphysics software
package to solve a nonlinear Poisson equation in three
dimensions. Within the Si quantum well, we define a
plane of charge with the charge density given by
σ2D(x, y) = −2×2×emeff(U(x, y) + EF )
2pi~2
×θ(U(x, y)+EF ),
(3)
where e is the charge of an electron, meff = 0.19melectron
is the transverse effective mass of a conduction electron
in silicon, U(x, y) is the strength of the electrostatic po-
tential energy as a function of position, EF is the Fermi
energy (which we take to be at ground), and θ(x) is the
step function. The two prefactors account for the spin
and valley degeneracies.
The details of the working point used in the analy-
sis of the 8-dot device are given in the supplemental file
8DotDevice.txt. In this file, the physical attributes are
listed first. The dot occupations are expressed in electron
numbers, and the tunnel barrier heights in eV. Voltages
are given for each electrode, with the following labeling
convention defined with respect to Fig. 2a of the main
text. Beginning with the upper layer of electrodes, Elec-
trode 1 is in the lower-right corner of the schematic, and
the ordering proceeds clockwise. In the lower layer of
gates, Electrode 5 is in the lower-right corner, and the
ordering again proceeds clockwise.
Similar details for working points on the devices
shown in Fig. 3 are given in the supplemental file
VaryingHeight.txt. As before, the dot occupations
are given in numbers of electrons and the tunnel bar-
rier heights in eV. Here, the labeling convention for the
electrodes begins with the upper layer at the electrode
in the upper right corner of the schematic and proceeds
clockwise. On the lower layer of electrodes, the label-
ing begins at the electrode in the upper-left corner and
proceeds clockwise.
Our CODA procedure requires all the components of
the control vector to have the same units (and compara-
ble magnitudes for numerical stability). The operational
targets considered in our simulations were electron oc-
cupations and tunnel barrier heights. To make these
quantities comparable for the devices studied here, we
multiplied the tunnel barrier height by a factor of 10, to
ensure rapid convergence.
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