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Abstract. The aberration and Doppler coupling effects of the Cosmic Microwave Back-
ground (CMB) were recently measured by the Planck satellite. The most straightforward
interpretation leads to a direct detection of our peculiar velocity β, consistent with the mea-
surement of the well-known dipole. In this paper we discuss the assumptions behind such
interpretation. We show that Doppler-like couplings appear from two effects: our peculiar
velocity and a second order large-scale effect due to the dipolar part of the gravitational
potential. We find that the two effects are exactly degenerate but only if we assume second-
order initial conditions from single-field Inflation. Thus, detecting a discrepancy in the value
of β from the dipole and the Doppler couplings implies the presence of a primordial non-
Gaussianity. We also show that aberration-like signals likewise arise from two independent
effects: our peculiar velocity and lensing due to a first order large-scale dipolar gravitational
potential, independently on Gaussianity of the initial conditions. In general such effects are
not degenerate and so a discrepancy between the measured β from the dipole and aberration
could be accounted for by a dipolar gravitational potential. Only through a fine-tuning of
the radial profile of the potential it is possible to have a complete degeneracy with a boost
effect. Finally we discuss that we also expect other signatures due to integrated second order
terms, which may be further used to disentangle this scenario from a simple boost.
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1 Introduction
Although we have attained a high-level of both precision and accuracy in our measurements of
the Cosmic Microwave Background (CMB), an observation of the intrinsic cosmological dipole
still eludes us. The reason is because its most straightforward effect – a dipole anisotropy
in temperature – is degenerate with the standard Doppler effect due to our peculiar motion.
For typical cosmic velocities (hundreds of km/s) the Doppler effect is much higher than the
simplest expectation for the magnitude of the intrinsic dipole, to wit a ∼ 10−5 temperature
anisotropy, which is what we observe on the other multipoles. Assuming that the intrinsic
component is negligible the total measured dipole can be converted into a measurement of
our peculiar velocity. To this end, use is made of the observed monopole T0 = (2.7255 ±
0.0006)K [1] and the observed dipole Tdip = (3364.5 ± 2.0)µK [2] to derive our peculiar
velocity β ≡ |vo|/c = (1.2345 ± 0.0007) 10−3, a value that has changed little in the past 20
years [3].
Such high precision is not necessarily met by a similar accuracy because in principle the
dipole might have other contributions, as discussed for instance in [4–7]. This uncertainty
has led to a search of other observables that could provide independent measurements of
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our peculiar velocity. The most straightforward one is to look for a dipole in other distant
sources, such as the cosmic infrared background (see, e.g. [8]). Even though this avenue is yet
to produce precise results for diffuse sources, for galaxy surveys it may yield a 5σ detection in
the next decade [9]. Another possibility is to look for secondary effects on the CMB itself that
a peculiar velocity might induce. The simplest of these is an effect of order the `-th power
of the dipole on a multipole ` (i.e., a 10−6 Doppler quadrupole and 10−9 Doppler octupole).
However, these quantities are smaller than the primordial fluctuations, and cannot be used to
measure β. The temperature dipole also shows up as a frequency-dependent effect at second-
order, appearing in the so-called y-channel of the CMB. But this effect has been shown not
to distinguish between an intrinsic and Doppler dipole [10, 11].
Another secondary effect is aberration, as originally discussed in [12]: in a boosted
frame, the CMB anisotropies are displaced by an amount which is (to first order in β) dipolar
modulated. The actual effect on the CMB spectrum is to introduce 10−8 couplings among
neighboring multipoles at all scales both due to Doppler and aberration. It was later realized
in [13, 14] that this could be observed by the Planck satellite, and at over the 5σ confidence
level [15]. Such a measurement was later performed by Planck, although systematic errors in
practice limited the significance to around 3σ: β = (1.28 ± 0.46) 10−3, and with a direction
consistent with the dipole [16].
This measurement of the Doppler and aberration couplings seem at first to confirm the
hypothesis that the dipole is due to a Lorentz boost of the CMB. However, so far a more
in-depth discussion of the interpretation of this measurement has been lacking. We aim to
address this gap in the present paper. In particular, it is not obvious a priori if one could not
also mimic the same effects with a large scale dipolar gravitational potential. Such a potential
could clearly reproduce the dipole at linear order, but could it also induce similar couplings
between multipoles at second order? The scope of the present paper is to check whether a
dipolar potential can produce both Doppler-like and aberration-like couplings exactly in the
same way as a peculiar velocity does.
This paper is organized as follows. We start by revising second order perturbation theory
in section 2, adapting the formalism to make the aberration effect more explicit. In section 3
we show that although an aberration-like coupling could in principle be produced by lensing
due to a gravitational potential without a peculiar velocity, a very special type of potential
would be required. If one dismisses such a possibility, the aberration measurements are indeed
a direct probe of our peculiar velocity. In section 4 we show instead that the Doppler-like
couplings are more naturally reproduced as they only require a dipole in the potential at the
last scattering surface. We draw our final discussions in section 5. Finally, in 3 appendices
we discuss in depth some of our derivations. In A we derive the temperature anisotropies up
to second order; in B we consider the second order perturbation relations that are relevant
for our work; in C we digress over the scalar-vector-tensor decomposition and the freedom we
have at defining quantities at the origin.
2 Aberration and second order CMB perturbations
In what follows we will make use of the following notation: vectors and tensors will be written
in boldface; their components will not be in boldface, and will carry Latin letters super-scripts
which run from 0 (denoting the time component) to 3; second order perturbation quantities
will always carry a subscript “2”. Note however that by definition we will always treat vectors
and tensors as in Euclidean space and so we can raise and lower indices in all such quantities
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just with a Kronecker delta; in fact, we take into account any effect due to the metric explicitly
as extra terms in perturbation theory. For this reason we can use boldface notation without
ambiguities, just to obtain a more compact notation. We assume a flat FLRW (Friedman-
Lemaître-Robertson-Walker) background metric and that the gravitational theory is General
Relativity. Also, we shall use units in which c = 1.
Consider the line element ds2 = a2(η)gµνdxµdxν , where xµ = (η, r), η is the conformal
time and a is the scale factor. The metric elements can be expanded up to second order in
the following way:
g00 = − (1 + 2φ+ φ2) , (2.1)
g0i = zi +
1
2
z2i , (2.2)
gij = (1− 2ψ − ψ2) δij + χij + 1
2
χ2ij , (2.3)
ψ, φ, z,χ are first order perturbations to the background metric and ψ2, φ2, z2,χ2 are second
order terms, with χ traceless in order to make the separation of gij unambiguous.
It is shown in Appendix A that for an observer with peculiar velocity vo (see Eq. (A.7))
observing photons coming from direction n, the CMB temperature anisotropies are given by
δT (n)
T
= vo · n+ T1(η∗, r∗) + T2(η∗, r∗) + vo · n T1(η∗, r∗) + (vo · n)2 , (2.4)
where a subscript ∗ means evaluated at the Last Scattering Surface (LSS) or decoupling time,
r = (ηo − η)n describes the coordinates of a photon from the LSS to us, as inferred by the
observer ignoring perturbations, and ηo is the present conformal time. Here T1 contains the
first order temperature fluctuations while T2 contains second order terms:
T1 = φ− vγ · n+ τ − I , (2.5)
T2 =
φ2 − φ2 + τ2
2
+
I2
2
− I2 − I (τ + φ) + φ τ − vγ · n T1 −
v2γ
2
− 1
2
v2γ · n+ δTp , (2.6)
where vγ +v2γ/2 is the three “velocity” of the emitter (photon-baryon fluid) which is related
to the fluid four-velocity by (see Eqs. (A.17)-(A.19)). We introduce such a notation for the
three-velocity following [17, 18], which also makes the equations more compact.
v = u, v2 = u2 − 2uψ + u · χ , (2.7)
Uµγ = (U
0
γ , U
i
γ), U
i
γ =
1
a
[
uiγ +
1
2
ui2γ
]
. (2.8)
The other quantities are defined below, but we note now that the very last term in T2
contains the second order corrections due to the perturbed path characterized by r+ δr:
δTp = δr ·
[∇φ− (∇viγ)ni +∇τ]− vγ · [χ · n− n(n · χ · n)2 + δn
]
+
∂τ
∂di
δdi
−
∫ η
ηo
dη¯
{
δr ·
[
∇φ′ +∇ψ′ + (∇z′i)ni − 12ni(∇χ′ij)nj
]
+ z′ · δn− n · χ′ · δn
}
, (2.9)
where τ and τ2/2 are the first and second order intrinsic temperature anisotropies at the LSS,
and ∂τ/∂di tells us how the emission of photons depends on the direction of emission d (in
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case of an anisotropic source), and the explicit form of δd is given in Eq. (A.16). In this
paper we assume that τ is determined exclusively by the energy density perturbations of the
photons (see Eq. (3.24)) which depends only on position, and in that case ∂τ/∂di vanishes.
Finally, a prime means derivative with respect to conformal time η (∂0 ≡ ′ ≡ ∂η).
Some comments are in order. Eqs. (2.5) and (2.6) were obtained in appendix A by
rewriting previous results of [19] including scalar, vector and tensor contributions. They are
fully general and valid in all gauges. This result is not new, except for two additions. First,
we are introducing a new ingredient, which is necessary when comparing to observations: the
direction of observation n (seen by an observer with peculiar velocity vo) instead of the unit
vector e (the direction of observation as seen by a comoving observer), following the notation
of Ref. [19]. In order to study second order perturbations we must relate both up to first
order (see appendix A and Eq. (A.22) in particular)
e = n+ [−vo + n(vo · n)] . (2.10)
This will allow us to explicitly describe aberration. The other simplifying assumption we
made is that ψ = φ = z = χ = 0 at the observer’s position, which we set as the origin.
This is always possible as we discuss in Appendix C and simplifies somehow our equations.
Note also that in [17, 18] the authors have a similar formula for the case of primordial scalar
perturbations, but which is valid only in the particular choice of the Poisson gauge.
We now define the remaining quantities appearing in eqs. (2.5)-(2.9):
I =
∫ η
ηo
dη¯ A′ , (2.11)
A = φ+ ψ + z · n− 1
2
n · χ · n , (2.12)
I2 =
∫ η
ηo
dη¯
[
1
2
A′2 + (2ψ
′ + z′ · n− n · χ′ · n)A− (2φ+ z · n)A′
]
, (2.13)
A2 = φ2 + ψ2 + z2 · n− 1
2
n · χ2 · n . (2.14)
Here I can be interpreted in the Poisson gauge as the integrated Sachs-Wolfe effect, and I2
as the Rees-Sciama effect.
When we observe a CMB photon, we see it as coming from the apparent emission point
with coordinate r∗. However, the true photon emission point at the LSS is given by the
coordinates r∗ + δr∗. Such a correction is given up to first order by
δr = n δr + δr⊥, δr = −
∫ η
ηo
dη¯ A , (2.15)
δr⊥ = [−vo + n(vo · n)] (ηo − η)−
∫ η
ηo
dη¯
[
z− n(z · n)− χ · n+ n(n · χ · n) + (η − η¯)A⊥
]
,
(2.16)
where
A⊥ = ∇⊥(φ+ ψ) + (∇⊥zi)ni − 1
2
ni (∇⊥χij)nj , (2.17)
∇⊥ = ∇− n(n · ∇) . (2.18)
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We want to stress that the true position at which a given photon was emitted is one and
unique, in that sense r∗ + δr∗ is observer independent. Since we have defined our zero order
trajectory to be a straight line along the observed direction n, the apparent position of the
CMB anisotropies represents an aberrated and lensed image of the sky, for that reason, the
above formula provides aberration and lensing corrections. In fact, the velocity dependent
terms in Eq. (2.16) are de-aberration terms, while, in the Poisson gauge, the integrated term
could be called a de-lensing term. Finally, the second order anisotropies due to δr in Eq. (2.15)
can be interpreted in the Poisson gauge as time-delay. We further discuss these quantities in
section 3.
Aberration and lensing give a total deflection angle α which relates the direction of the
true emitting point to the apparent one1
α =
1
r
δr⊥(η,n) , (2.19)
but there is also a local2 deflection angle given by3
δn = [−vo + n(vo · n)] + z− n(z · n)− χ · n+ n(n · χ · n) +
∫ η
ηo
dη¯ A⊥ . (2.20)
Note that it is α that is relevant in the Poisson gauge for the discussion of lensing effects on
CMB, because one is interested in the total deflection (the angular excursion) of a photon
as it travels from the LSS to our observation point, and not in the change in its direction
(see [21], pp.5).
In an analogous way to the discussion above, we see that n+δn is observer independent,
as can be seen when expressing n in terms of e. It tells us that the photon 3-momentum
is being deflected due to inhomogeneities from the LSS up to the origin, and is therefore
observer independent, depending only upon the perturbations along the geodesic.
As stated before, the above formulas are fully general and valid in all gauges. But in
what follows we will restrict ourselves to the case of pure scalar perturbations in the Poisson
gauge.
2.1 Poisson Gauge and Scalar Perturbations
At first order each mode (scalar, vector and tensor) evolves independently and so we can
study each one separately. To simplify our discussion, we consider only primordial scalar
perturbations since vector modes are decaying and tensor modes are known to be subdominant
compared to the scalar modes [22]. However, at second order we need to consider every mode,
since vector and tensor perturbations are sourced due to non-linearities by the first order scalar
counterpart. We choose to work in the Poisson gauge which yields (see [23, 24])
zi = χij = 0, ∂
iz2i = ∂
iχ2ij = 0 . (2.21)
It is also well known that in the Poisson gauge the first order potentials φ, ψ are equal (as
long as we neglect anisotropic stress).
1See Eq. (A.30), and also [20]-pp.7-8 and [21]-pp.4
2By “local” we mean that it depends of each point on the trajectory, which is in contrast with global (or
total) deflection angle. We borrow this terminology from [20]-pp.7-8
3This notation agrees with Eq.(3.5) of [17] except for the fact that we put aberration and lensing together.
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3 Comparing aberration and lensing effects
In the first part of this work we discuss the second order temperature anisotropies due to
lensing and aberration. We note that such terms appear explicitly into δr⊥. However, it
could also happen that aberration and lensing terms are hidden into intrinsic second order
quantities, like φ2. This is not the case for the Poisson gauge as we will stress later when
discussing the Doppler-like effects (vide Eq. (4.3)); however it can happen in other gauges as
discussed in [25].
Aberration effects appears explicitly when we compare two different frames, one of them
in which the observer has, say vo = 0, and the other in which vo 6= 0. That implies that
the arrival direction of photons seems different in each frame. On the other hand, lensing
is the effect due to gravitational perturbations along the photon’s path, which also changes
the apparent direction of emission. It is an integrated effect encoded into δr⊥. Just for
completeness we mention that δr describes the so called time-delay or Shapiro delay [26]
which tells us that photons are not coming from a spherical shell of radius r but from a
distorted surface whose “radius” in direction n is r + δr.
It is convenient to use spherical coordinates so that r = (r,n) where r is the radial
coordinate centered at the observer position, and we split the gradient into its radial and
transverse parts
∇ = n d
dr
+
1
r
∇ˆ, ∇ˆ = θˆ ∂θ + ϕˆ 1
sin θ
∂ϕ , (3.1)
so that ∇ˆ = r∇⊥ is the gradient on the unit 2-sphere. With this definition we can see that
−vo + n(vo · n) = −∇ˆ(vo · n), (3.2)
and (see Eqs. (2.16) and (2.19))
δr⊥ = −r∇ˆ(vo · n) + r∇ˆφ¯, ⇒ α = ∇ˆ
(−vo · n+ φ¯) . (3.3)
Here we introduced the lensing potential
φ¯(r,n) = 2
∫ r
0
dr¯
r¯ − r
r¯r
φ , (3.4)
and used the fact that along the photon’s geodesic we need to set r = ηo − η.
Note that lensing is similar to aberration; the difference is that in general φ¯ contains all
terms of the multipole expansion (all the `’s and m’s), while vo · n has just the dipole ` = 1.
This is related to the known properties of lensing and aberration: the former couples a large
range of multipoles ` (see [20, 27]), while for the latter the most relevant coupling is between
` and its neighbors `± 1 (see [12, 15]).
For δn we have
δn = −∇ˆ(vo · n)− 2∇ˆ
∫ r
0
dr¯
r¯
φ , (3.5)
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which allows us to write the transverse part of Eq. (2.9) as4
δTp⊥ = δr⊥ ·
[∇φ− (∇viγ)ni +∇τ]− vγ · δn− 2 ∫ η
ηo
dη¯ δr⊥ · ∇φ′
= α · ∇ˆ [φ− vγ · n+ τ ]− 2
∫ η
ηo
dη¯ α · ∇ˆφ′ + vγ · (α− δn)
≡ T deflec + vγ · ∇⊥δr , (3.6)
where we used the fact that ∇ˆ (vγ · n) = (∇ˆviγ)ni + vγ ·α, and
α− δn = 2
r
∇ˆ
∫ r
0
dr¯ φ = ∇⊥δr . (3.7)
Here T deflec, defined through Eq. (3.6) contains both lensing and aberration. Note that in
previous equations we defined α only at the observer, while δn is a vector defined at any
point in the trajectory. However we remind the reader that we are treating all our vectors
simply raising and lowering their (three-dimensional) indices with a Kronecker delta so we
can safely sum such quantities together.
For the purpose of this work, we explicitly disentangle the modes that contribute to the
dipole of the CMB from the rest. We proceed as follows: the gravitational potential can be
expanded into spherical harmonics as φ(η, r) = φ`m(η, r)Y`m(n), from which we can extract
the dipolar part (i.e. terms containing only ` = 1). We will need to consider the radial profile
of φ in order to compute its lensing potential and other integrated terms. However, for vγ and
τ , we only need to consider their values at LSS. In the following we therefore find convenient
to split each field as:
φ→ φd + φ, τ → τd + τ, vγ → vγd + vγ . (3.8)
In this way we can extract the dipolar contribution from T1 and add it to vo · n so that the
total dipole of the CMB becomes5
Θd = vo · n+ φd − vγd · n+ τd − 2
∫ η
ηo
dη¯ φ′d . (3.9)
In what follows we refer explicitly to all the remaining multipoles (i.e. everything in ` > 1)
coming from T1 simply as “Θ”:
Θ = (φ− vγ · n+ τ)− 2
∫ η
ηo
dη¯ φ′ . (3.10)
Eq. (2.4) can be thus written as
δT (n)
T
= Θd + Θ + T2 + vo · n Θ + quadrupole terms . (3.11)
In the following we do not consider quadrupole terms explicitly. The reason is that we focus
on aberration-like and Doppler-like couplings which affect all scales, so one can safely ignore
the quadrupole terms with no effective loss of information.
4That is, the part due to δr⊥. We do not consider the radial part here, which corresponds to time-delays.
5T2 can also contain a second order contribution to the dipole but this is irrelevant in what follows.
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3.1 Aberration vs Dipolar Lensing
We now explicitly separate the dipolar dependence from T deflec and call it T deflecd (see Eq. (3.6))
T deflecd ≡ αd · ∇ˆ [φ− vγ · n+ τ ]− 2
∫ η
ηo
dη¯ αd · ∇ˆφ′ , (3.12)
αd(η,n) = ∇ˆ
(−vo · n+ φ¯d) , (3.13)
which both describes aberration and dipolar lensing (lensing due to φd). Eq. (3.12) is the
more general expression describing aberration+dipolar lensing; for clarity of discussion we
now focus on the two extreme cases in which the dipole is purely of kinematical (boosted
induced) or intrinsic (lensing induced) type.
Boosted induced dipole — If the observed dipole is purely kinematical, we can set φd =
τd = vγd = 0 as an extreme case, so Θd = vo · n and we see that the deflection is given by
T deflecd = −∇ˆ(vo · n) · ∇ˆ
[
(φ− vγ · n+ τ)− 2
∫ η
ηo
dη¯ φ′
]
= −∇ˆ(Θd) · ∇ˆΘ , (3.14)
where we used the fact that vo ·n is constant along the line of sight, so that we could take it
out of the integral. This is a pure aberration term and it induces couplings between multipoles
which grow linearly with ` [12–14].
Intrinsic Dipole — We want now to check whether an intrinsic dipole can also produce
the same couplings as aberration through the lensing effect. In the more general case a
given potential will induce a velocity to the observer which is proportional to ∇φ at the
origin (see Eq. (3.22)). But let us consider here the case vo = 0, so that the temperature
anisotropies are totally determined by φ,vγ and τ (the general case is given in next section).
We have
Θd = (φ− vγ · n+ τ)d − 2
∫ η
ηo
dη¯ φ′d , (3.15)
and the lensing due to φd is
T deflecd = ∇ˆ
(
φ¯d
) · ∇ˆ (φ− vγ · n+ τ)− 2 ∫ η
ηo
dη¯ ∇ˆ (φ¯d) · ∇ˆφ′ . (3.16)
A primordial dipole will thus produce exactly the same couplings as a boost induced aberration
if this satisfies the integral condition
T deflecd = −∇ˆ(Θd) · ∇ˆΘ . (3.17)
Note that there exists no function φd for which φ¯d is a constant function of r (or equiva-
lently of η, see Eq. (3.4)), so we cannot take ∇ˆφ¯d out of the integral as we did in the boosted
case. This expresses the fact that that lensing is cross correlated to the integrated Sachs-Wolfe
effect (ISW). Also note that lensing is correlated with other effects like the Sunyaev-Zel’dovich
effect (SZ) but for that we would need to consider the late reionization due to the hot gas.
However, the SZ effect is not included in formula (2.4). Generally, the lensing effect on the
reionization and ISW signals is very small as they are only important on large scales (see
– 8 –
[20]-pp.6). Henceforth we will thus assume for simplicity full matter domination from recom-
bination up to present time, which results in zero ISW effect. With such considerations we
can then write Eq. (3.12) as
T deflecd ≈ αd · ∇ˆΘ , (3.18)
and the above aberration-mimicking condition is
αd = −∇ˆΘd . (3.19)
This would be the condition that insures that the aberration couplings measured by Planck
[16] are consistent with the measurement of the CMB dipole.
3.2 Matter Domination
The 0− i Einstein equation at first order in Poisson gauge is (see Eq.(149) of [28])
∇ (ψ′ +Hφ) = −3
2
H2(1 + w)v , (3.20)
where w = P/ρ, v is the total-fluid velocity perturbation and H = a′/a is the conformal
Hubble parameter. Here P and ρ are the unperturbed pressure and density of the total fluid
(matter+radiation). In matter domination w = 0, φ = ψ, φ′ = 0 and H = 2/η, so
v = −2
3
∇
Hφ = −
1
3
η∇φ , (3.21)
and we can compute the velocity induced by the potential φd on the observer as
vdo = −
1
3
η0∇φd(r = 0) . (3.22)
In general Eq. (3.21) only applies to the total matter fluid, however we can use it to compute
vγ on large scales. In principle one could imagine situations in which the photon fluid has a
different large scale velocity compared to the rest, by invoking a non-standard initial condition
or vector modes. However in the present paper we do not consider such possibilities, on the
basis that anyway such modes would rapidly decay. Discarding such cases, then no causal
processes such as free streaming or diffusion can separate the components, so all fluid velocities
are equal (see [29]-pp.8). Therefore on large scales the photon-fluid velocity is also given by
Eq. (3.21).6
During matter domination the gravitational potential is constant in time, the integrated
Sachs-Wolfe term I vanishes, and the aberration-mimicking condition Eq. (3.19) reduces to
(see Eq. (3.13) and Eq. (3.9))
φ¯d(n, r∗) = − [φd − vγd · n+ τd]∗ . (3.23)
Note that in arriving at this equation we made no hypothesis on the observer’s velocity, so it
is valid even for nonzero vo. So we can conclude that, if the lensing potential φ¯d satisfies the
equation above, the Planck measurement [16] in principle does not tell us which is the source
6Note however that one could imagine exotic cosmologies with a very large scale photon fluid velocity, as
an initial condition. Such a velocity would generically decay and in presence of Inflation it would then be
forbidden. For these reasons we do not consider it further in the present paper.
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of aberration, either of kinematic or intrinsic type. However there is no reason to expect that
such a condition is satisfied and so one expects to see deviations between the velocity inferred
from the CMB dipole and the one inferred through aberration, as long as φd is nonzero.
Now, in order to find radial profiles which satisfy Eq. (3.23), we need to discuss the
intrinsic temperature anisotropies τ . They are given by (see Eqs.(80)-(81) of [30])
τ =
1
4
δγ , τ2 =
1
4
δ2γ − 3τ2 , (3.24)
where δγ and δ2γ are the first and second order density-contrast perturbations of the photons.
If % is a energy density, with mean value ρ, then density-contrast perturbations are defined
by
% = ρ
(
1 + δ +
1
2
δ2 + · · ·
)
, δ =
δ%
ρ
, δ2 =
δ%2
ρ
. (3.25)
In order to be more general let us consider also the possibility of having isocurvature (or
entropy) perturbations. We introduce the entropy perturbation between the total matter
fluid (cold dark matter + baryonic matter) and radiation:
S = 3
(
δm
3
− δγ
4
)
. (3.26)
Using the fact that on large scales δm = −2φ (see Eq. (B.11)) we can rewrite the integral
condition as
φ¯d(n, r∗) = −
[
φd − Sd
3
+
η
3
dφd
dr
]
∗
, (3.27)
where we used the relation
vγd · n = −η∗
3
n · ∇φd = −η∗
3
d
dr
φd(n, r∗) . (3.28)
Note that we are considering the possibility of an isocurvature perturbation only for the very
large scales which correspond to a dipolar potential, so usual constraints from CMB do not
apply and moreover on such large scales we can treat baryons and CDM as a single fluid.
Now, that for a given radial profile φd(r), we can always satisfy Eq. (3.27) by just choosing
the appropriate initial condition for Sd. However, again there is no reason in principle to
expect that such a condition is exactly satisfied. Thus we regard such a choice for S as a fine
tuning of the initial conditions. We come back to this issue in the end of this Section.
The velocity term vγd is suppressed by a factor of ∼ η∗/r∗ ≈ η∗/ηo, that is, by a factor of
about 100 compared to φ, so we neglect it in the following. We now consider two extreme cases:
pure adiabatic perturbations S = 0, and pure initial isocurvature perturbations, for which
φ∗ = −S/5 (see Eq. (B.33)). In addition, we choose the z-axis so that φd(r) = φd(r) cos θ.
The integral condition can thus be written as (see Eq. (3.4))
φd(r∗) = N
∫ r∗
0
dr φd(r)
(
1
r
− 1
r∗
)
.
{
N = 1, Isocurvature
N = 6, Adiabatic
(3.29)
Note that we study here the two extreme cases of pure adiabatic or isocurvature, but
more generally N can take other values by taking linear combinations of them. Given a
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radial profile φd(r) we can check if it produces aberration-like couplings with the appropriate
magnitude or not by just computing the above integral. It is also clear that for a fixed r∗
there exist an infinite number of functions φd which do satisfy Eq. (3.29). However in general,
if they do satisfy the condition for a given r∗ they will do not for another value of the LSS
radius. In this sense, though we can mimic aberration with an intrinsic dipole, it would
be in principle a fortuitous situation. Note also that from the infinitely many solutions to
Eq. (3.29) there exist one which is valid for any value of r∗. In fact consider R = r∗, and take
two derivatives with respect to R in both sides to obtain
R2
d2
dR2
φd(R) + 2R
d
dR
φd(R) = Nφd(R) , (3.30)
or
φd(R) =
{
c1R
−3 + c2R2, Adiabatic
c1R
m1 + c2R
m2 , Isocurvature
(3.31)
with c1, c2 constants and m1,2 = (−1 ±
√
5)/2. The condition φd(R = 0) = 0 sets c1 = 0,
then we finally get
φd(R) ∝
{
R2, Adiabatic
R(−1±
√
5)/2 . Isocurvature
(3.32)
The isocurvature solution is not an analytical function of R as its derivative diverges at the
origin. Since we expect the gravitational potential to be analytical, we can conclude that
isocurvature modes can satisfy the aberration-mimicking condition only for fixed values of
r∗. Adiabatic perturbations on the other hand have a solution φd(r) ∝ r2, which is valid for
all r∗. Clearly, this solution must have this parabolic form only in the region 0 ≤ r ≤ R for
some R & r∗; the functional form outside the horizon can be of any type, since we are in
unobservable regions.
We summarize this section by saying that in order to reproduce Planck [16] measurements
on aberration couplings, a dipolar potential has to be negligible with respect to our peculiar
velocity (as is usually assumed) or it has to satisfy to the integral condition Eq. (3.27).
In the purely kinematic case, this integral constraint is automatically satisfied as φd = 0.
However, there are some radial profiles which satisfies the constrain independently of the
amplitude of the perturbation. Since the dipole of CMB only fixes the amplitude of the field
at decoupling, a primordial dipole could in principle still produce aberration-like couplings
just as a kinematical dipole. Nonetheless, we do not expect the dipolar potential to satisfy this
integral condition, as such, a possible discrepancy between the inferred peculiar velocity from
a kinematic dipole and aberration could be accounted for by a non-negligible contribution
from a dipolar potential.
There is still one radial profile for adiabatic perturbations which mimics aberration
without any fine tuning in the amplitude or the LSS radius. However it seems that in that
case the observer is located at a special position in the Universe, one in which the radial profile
seems locally as φd(r) ∝ r2 and the angular profile a cos(θ). Unless there is some mechanism
that comes to justify this radial profile, this also seems as a fine tuning (reminiscent of the
one found in inhomogeneous void models for dark energy [31–33]).
Even in the case in which the radial profile could mimic a kinematic dipole, there might
nevertheless be a way to completely disentangle lensing from aberration by looking at the cross
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correlation between a dipolar lensing and the ISW (in a more realistic scenario, including dark
energy) could help to solve this degeneracy as a kinematic aberration has no correlation with
the ISW. The same could perhaps be done by looking at cross correlation between a dipolar
lensing and SZ. We leave a more quantitative investigation for a future work.
4 Doppler-induced multipole couplings
The observer’s peculiar velocity contributes to the CMB dipole through vo · n, but it also
induces Doppler couplings given by (vo · n) Θ, (see Eq. (3.11)). If the dipole is purely
kinematical then Θd = vo · n, and the total Doppler effect is
T dop(n) = Θd Θ . (4.1)
Planck [16] measurements are consistent with the Doppler formula given above, so this can
be seen as a consistency check for a kinematical dipole.
However, we now show that an intrinsic dipole also leads to Doppler-like terms. For this
purpose, we turn our attention to the terms inside T2 besides δTp (see Eq. (2.6)). We dub
these collection of terms “Θ2”. We still assume full matter domination and take the large
scale limit so that we can neglect terms involving vγ and v2γ (v2γ is subdominant as we can
see by looking at the 0− i second order Einstein equation, the same way as we did with vγ).
So, in this case Θ2 ≡ T2 − δTp becomes
Θ2 + Θ2d =
φ2 − φ2 + τ2
2
− I2 + φ τ +
[
φ2 − φ2 + τ2
2
+ φ τ − I2
]
d
+ quad. terms , (4.2)
where we have used the splitting given in Eq. (3.8) and “quad. terms” means contributions
to the quadrupole. Here, the subscript d, means the part of that expression which is linear
in the dipole quantities. So for example, (φ2)d ≡ 2φ φd.
To proceed we need to know what are the expressions for φ2 and ψ2. It is shown in
appendix B.1 that7
φ2 = 2φ
2 − 6K + λnl + 1
14
∂i∂j
∇2
(
10
3
∂iφ∂jφ− δij∂kφ∂kφ
)
η2 , (4.3)
ψ2 = −2φ2 + 4K + λnl + 1
14
∂i∂j
∇2
(
10
3
∂iφ∂jφ− δij∂kφ∂kφ
)
η2 , (4.4)
K = ∂i∂j∇4
[
∂iφ∂jφ− δij
3
∂kφ∂kφ
]
, (4.5)
where summation over repeated indexes is assumed. Here, λnl is associated with the presence
of primordial non-Gaussianity and it is given by
λnl =
3
5
(−ζ2 + 2ζ2) , adiabatic, (4.6)
λnl =
1
5
(
−S2 + 2
3
S2
)
, isocurvature , (4.7)
where ζ, ζ2 (S, S2) are first and second order curvature (isocurvature) perturbations. It is
important to stress that in the adiabatic case ζ2 is usually parametrized as ζ2 = 2anlζ2 so
7See also Eq.(3.14) of [19], Eqs.(2.18)–(2.26) of [24] and Eq.(B.4) of [34].
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that λnl = −5(anl − 1)φ2/3, as was done e.g. in [17, 24]. Here, however, we take a more
general approach and make no assumption on the initial conditions for ζ2.
In Eqs. (4.3)-(4.4), η → 0 at the very beginning of matter domination which occurs
at some time after recombination. Note that since we are considering the simplified case in
which the Universe is matter dominated from the LSS until today, then we can set η → 0 in
the second order quantities when evaluating at LSS.
In the remaining of this Section we will compute for simplicity only the perturbations
on large scales, but we have reason to believe that all the results below can also be extended
to small scales as well. We will pursue a careful derivation of this extension in a future work.
This is important observationally, as most of the Doppler (and aberration) couplings signal
comes from these scales [15].
4.1 Adiabatic perturbations
For adiabatic perturbations and on large scales we have (see Eq. (B.19))
τ = −2
3
φ, Θ =
1
3
φ, ⇒ φd τ + φ τd = −2
3
(φ)2d , (4.8)
while (see Eq. (B.24))
τ2 =
(
16φ2 − 6φ2
9
)
d
. (4.9)
Here, φ and φ2 have to be evaluated at LSS. After replacing those expression into Θ2d (see
(4.2)) we get8
Θ2d =
1
2
[
φ2m − φ2 +
(
16φ2 − 6φ2m
9
)]
d
− I2d − 2
3
(φ)2d
=
(
φ2
18
)
d
−Kd + 1
6
λnl − I2d . (4.10)
Remembering that φ+ τ = φ/3, then
(
φ2
)
d
= 2φ φd = 18 (φ+ τ)d Θ, and so
Θ2d = Θ (φ+ τ)d −Kd +
1
6
λnl − I2d . (4.11)
4.2 Isocurvature perturbations
For isocurvature perturbations, we have on large scales (see Eq. (B.20))
τ = φ, Θ = 2φ, ⇒ φd τ + φ τd = (φ)2d , (4.12)
while (see Eq. (B.26))
τ2 =
(
ψ2 + 3φ
2
)
d
. (4.13)
Replacing into Θ2d yields
Θ2d =
1
2
[
φ2m − φ2 +
(
ψ2m + 3φ
2
)]
d
− I2d + (φ)2d
= 2
(
φ2
)
d
−Kd + λnl − I2d . (4.14)
8This agrees with Eq. (1.2) of [24].
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Remembering that φ = τ , leads to 2
(
φ2
)
d
= 4φ φd = (φ+ τ)d Θ, then
Θ2d = Θ (φ+ τ)d −Kd + λnl − I2d . (4.15)
We need now to add the kinematic contribution, which leads to
vo · n Θ + Θ2d = Θd Θ + λnl
N
−Kd − I2d,
{
N = 1, Isocurvature
N = 6, Adiabatic
(4.16)
where we used that the total dipole is Θd = vo · n + (φ+ τ)d. Note that this N already
appeared in the aberration discussion. As a consistency check note that such a product Θd Θ
is a generalization of Eq. (4.11) of [17], which was derived in the special case of a linear
gradient mode (which is a special case of our dipolar potential) and in absence of primordial
non-Gaussianity and which agrees with our result.
We now parametrize λnl as
λnl = −5
3
(anl − 1)φ2 , (4.17)
not only for the adiabatic case (as was done in [24, 34]) but also for the isocurvature case.
Taking the d-dependent part
(λnl)d = −10
3
(anl − 1)φ φd , (4.18)
and remembering that Θ = φ/3 for adiabatic and Θ = 2φ for isocurvature perturbations, we
get the Doppler-like couplings given by the initial conditions
Tdopp−i.c. =
λnl
N
= −5
3
(anl − 1)φdΘ. (4.19)
Now, from [24]-pp.(5) we know: in the standard scenario anl ≈ 1, while in the curvaton case
anl = 3/(4r)−r/2, where r is the relative curvaton contribution to the total energy density at
curvaton decay. In the minimal picture for the inhomogeneous reheating scenario, anl = 1/4.
Eqs. (4.11), (4.15) and (4.19) are our main results about Doppler-like couplings. If
λnl ≈ 0, as predicted by single field inflation, then remarkably we see that such equations
lead exactly to the same couplings as the one produced in the usual kinematic Doppler
case. This striking result shows that in the simplest inflationary scenario there is no way to
disentangle a large scale potential from a boost using only Doppler-like couplings. In other
words: suppose that a future experiment will measure a deviation in the values of vo inferred
from the dipole and from the Doppler-like couplings. This would imply that there must be a
large dipolar potential perturbation and moreover coming from a non-standard inflationary
mechanism which generates non-Gaussianity.
We note that a dipolar potential also produces other effects which are due to Kd + I2d.
This is similar to what happens when studying aberration, where a φd produces other effects
which a peculiar velocity does not, e.g, time-delay. As can be seen K contains non-local
terms (due to the inverse Laplacians); however, as discussed in [17] (Section 5), those non-
localities must cancel somehow as observations cannot depend on perturbations well outside
our observable Universe. This is explicitly shown in [17] (Appendix C), where they noted that
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10−3 dipole 10−8 Doppler-like 10−8 aberration-like
couplings couplings
Peculiar velocity yes yes yes
Adiab. dipolar potential yes yes? only with fine-tuning
Isocur. dipolar potential yes yes? only w/ even more fine-tun.
Non-Gauss. dipolar pot. yes different only with fine-tuning
Table 1. Summary of the main conclusions of this paper. The ? symbol is a reminder that we have
only been able to prove the corresponding result on large scales. See Section 5 for details.
the non-locality of K is cancelled by boundary terms coming from the integral I2. However
other terms survive, contributing to the CMB anisotropies. This can be see explicitly from
K + I2 = 1
3
∫ η
ηo
dη¯ η
[
2(n · ∇φ)2 −∇φ · ∇φ] , (4.20)
which follows from Eq.(C.1) of [17]. We see therefore, that the additional terms coming from
Kd+I2d do not contribute to aberration-like or Doppler-like couplings. Finally, we stress that
Kd + I2d is an integrated term, so it can in principle be correlated with with dipolar lensing,
and also with SZ and ISW effects.
5 Conclusions
The Planck satellite has detected couplings between multipoles in the CMB at all scales
which are consistent with Doppler and aberration effects due to our peculiar velocity [16]. In
particular the Doppler couplings are `-independent, while the aberration ones grow linearly
with ` [12, 14]. The measured values are consistent in amplitude and direction with the well-
known measured CMB dipole. However in this paper we have tried to check whether a large
scale dipolar gravitational potential could produce or not the same observational signatures.
We have shown that such a potential, in addition to a dipole in the CMB, produces indeed
couplings due to lensing, which are similar to aberration, and couplings due to second order
potentials, which are similar to Doppler. However, crucially, we find important differences
compared to a boost effect. We illustrate in Table 1 our main results, which we discuss in
more detail below.
First, the amplitude of the lensing couplings discussed above, relative to the dipole,
depends on the radial profile of the dipolar potential and in most cases only for fine-tuned
choices one could exactly reproduce a boost effect. For the adiabatic case a parabolic radial
profile could exactly mimic aberration without any fine tuning in the LSS radius. However,
the observer needs to be located at a special position in the Universe, to wit near the center
of such parabola. Unless there is some mechanism that comes to justify this, this can be seen
as a fine-tuning. For the isocurvature case, the problem is even worse as one would need also
to fine-tune the distance to the LSS.
So generically we expect to see a deviation in the measured value of vo through such
couplings due to the possible presence of a dipolar potential. One expects of course such a
potential to be present at least with a 10−5 amplitude, but perhaps higher in more exotic
models which violate the global isotropy of the Universe. Detecting a larger deviation would
signal the presence of an unusually large dipolar potential.
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Second, we have found that a primordial dipolar potential can also reproduce Doppler-
like couplings (just as a kinematical dipole) both for an adiabatic and isocurvature dipole,
as shown in Eq. (4.15) and Eq. (4.11). Such an effect depends on the initial conditions,
presumably set by Inflation. Strikingly in this case a single-field slow-roll scenario would
induce couplings which are exactly degenerate with a boost. So, detecting any inconsistency
between the value of vo from the CMB dipole and the one from the Doppler couplings would
signal the presence of physics beyond single-field inflation. As stated before, for the Doppler-
like couplings we derived the equations only on the large scale regime. We have reason to
believe that this result might extend also to small scales. We will develop a more careful
proof in a future work. If this is true, the only approximation here would be to assume we
are always in the complete matter domination regime.
We stress that a primordial dipole produces in addition other effects which are potentially
detectable: cross correlation with the ISW and SZ effects, time-delay and integrated effects
coming from Kd + I2d, and which we will discuss in detail in a future paper.
In conclusion, better measurements of the dipole, the Doppler and aberration couplings
could in principle help us distinguish a boost from a dipolar gravitational potential; the latter
however can be detected only if it has an unusually large amplitude compared to the other
CMB multipoles.
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A Derivation of temperature anisotropies up to second order
In this appendix we obtain Eqs. (2.4)-(2.9) by interpreting and rewriting some previous results
of [19]. For clarity we repeat here the metric given at the beginning of this work,
g00 = − (1 + 2φ+ φ2) , (A.1)
g0i = zi +
1
2
z2i , (A.2)
gij = (1− 2ψ − ψ2) δij + χij + 1
2
χ2ij , (A.3)
but this time we use coordinates xµ = (η,x) for an easy comparison with [19]. We will also
make use of the unit vector e, defined as the direction of observation for a comoving observer.
We then define the functions T1 = T1(η,x) and T2 = T2(η,x) as
T1 = φ− uγ · e+ τ − I, (A.4)
and
T2 = φ2 − φ
2
2
− I2 − (uγ · e) φ+ (I + uγ · e) (−uo · e− φ− τ + uγ · e+ I)
+ δx0A′ + (δx+ δx0e) · [∇φ− (∇uiγ)ei +∇τ]+ u2o − u2γ2 + φ τ + ∂τ∂di δdi
+ uo · e (τ + φ)− uγ · (z+ I) + 1
2
(u2o − u2γ) · e+ 1
2
τ2, (A.5)
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where each quantity is defined below in Eqs. (A.10)-(A.16). Mollerach and Matarrese [19]
(see also [35]) have shown that the CMB anisotropies at first and second order are given by9
δT1(e)
T
= uo · e+ T1(η∗,x∗), δT2(e)
T
= T2(η∗,x∗), x∗ = (ηo − η∗) e , (A.6)
where ∗means a quantity evaluated at decoupling (sometimes referred in the literature with an
E , for “emission”) and ηo the present conformal time. Eq. (A.6) describes the CMB anisotropies
as seen by an observer with four velocity
Uµo = (U
0
o ,Uo), Uo = uo +
1
2
u2o , (A.7)
which measures the frequency of arrival photons with “normalized” four-momentum
kµ =
dxµ
dη
= (k0,k). (A.8)
At the observer, we have
kµo = (1,−e). (A.9)
Some comments are in order: in the previous equations we set ψ = φ = z = χ = 0 at the
observer’s position (the origin), this is always possible as we discuss in Appendix C. Second,
we have included two additional terms (u2o − u2γ) · e/2 and τ2/2 which were not considered
in the final expressions of [19] but were included in more recent papers [36].
We now define the quantities appearing in Eqs. (A.4) and (A.5).
I =
∫ η
ηo
dη¯ A′, I =
∫ η
ηo
dη¯ A, (A.10)
A = φ+ ψ + z · e− 1
2
e · χ · e, A = ∇(φ+ ψ) + (∇zi)ei − 1
2
ei(∇χij)ej , (A.11)
δk0 = −2φ− z · e+ I, δk = −2ψ e− z+ χ · e− I, (A.12)
δx0 =
∫ η
ηo
dη¯
[−2φ− z · e+ (η − η¯)A′] , δx = −∫ η
ηo
dη¯ [2ψ e+ z− χ · e+ (η − η¯)A] ,
(A.13)
where a prime means derivative with respect to conformal time η (∂0 = ′ = ∂η). Note that
all quantities defined in the LHS of Eqs. (A.10)-(A.13) are scalars while those of the RHS are
vectors. Then we have
I2 =
∫ η
ηo
dη¯
(
1
2
A2 +A2
)
, A2 = φ2 + ψ2 + z2 · e− 1
2
e · χ2 · e, (A.14)
A2 = −(z′ − χ′ · e) · (δk+ e δk0) + 2 δk0A′ + 2ψ′A+ δx0A′′ + δx ·A′. (A.15)
Finally, uγ and u2γ/2 are perturbations to the velocity of the emitter (photon-baryon
fluid) at first and second order, τ and τ2/2 are the first and second order intrinsic temperature
9Note that we have changed a bit the notation of [19], see Eqs. (2.4)–(2.7) of that work for comparison.
E.g. we interchange φ with ψ.
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anisotropies at the LSS and ∂τ/∂di tells us how the emission of photons depends on the
direction of emission (due to possible anisotropic emissions), with
δd = e− e− δk|e− δk| . (A.16)
In general, the four-velocity is defined by
Uµ = (U0,U), U =
1
a
[
u+
1
2
u2
]
. (A.17)
Here we use instead a related quantity, with which the equations become more compact:
V =
1
a
[
v +
1
2
v2
]
, V = U(1− ψ) +U · χ
2
. (A.18)
Then we have the relations
v = u, v2 = u2 − 2uψ + u · χ . (A.19)
Note that this redefined three-velocity satisfies
δijV
iV j =
(
U i(1− ψ) + 1
2
Ujχ
ji
)(
Ui(1− ψ) + 1
2
Ukχki
)
= (1− 2ψ)U iUi + U iχijU j +O(4) = gijU iU j +O(4) . (A.20)
A.1 Direction of observation and deflection angles
We draw the attention on the fact that e is not in general the true direction of observation. To
see this, note that the direction of observation nµ of a photon is defined through10 (see [37])
kµ = ω(Uµ − nµ), ω = −gµνkµUν . (A.21)
Plugging Eqs. (A.1)-(A.3), and (A.7)-(A.8) into Eq. (A.21), we arrive at
e = n
(
1 + uo · n+ n · χo
2
· n− ψo
)
− uo
= n (1 + uo · n)− uo , (A.22)
where the subscript o means evaluated at the observer’s position.11 The first line of the previ-
ous equation is a general result, in the second line we have used that in our case ψo = χo = 0.
As the notation suggest, δk0 and δk are perturbations to the photon’s four momentum, they
are first order and as we see from the previous formulae they generate second order per-
turbations so that we do not need to consider higher order perturbations of k. The same
applies to δx0 and δx which are first order perturbations to the photon’s path produced by
inhomogeneities along the journey from the LSS to us. Note that we do not include second
orde terms in (A.22), since they would only affect third order observables.
10In the Eqs. (A.7), (A.8) and (A.21) we are setting a = 1 as we are at the observer’s position.
11In [17] they set χo = 0 from the beginning but they missed the term ψo into direction vector n. See
Eq.(A.6) of [17].
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It is helpful to split the photon’s path perturbation into its radial and transverse part,
as δx+ δx0e = e δx+ δx⊥ with
δx = (δx · e+ δx0) = −2
∫ η
ηo
dη¯
[
φ+ ψ + z · e− e · χ
2
· e− η − η¯
2
dA
dη
]
= (η − η¯)A
∣∣∣η
ηo
− 2
∫ η
ηo
dη¯
(
A− A
2
)
= −
∫ η
ηo
dη¯ A , (A.23)
where in the first line we used the fact that
d
dτ
= ∂0 − e · ∇, (A.24)
and in the second line we integrated by parts and used A = 0 at origin. Now,
δx⊥ = −
∫ η
ηo
dη¯ {z− e(z · e)− χ · e+ e(e · χ · e) + (η − η¯)A⊥} , (A.25)
where the definition of A⊥ is the same as that of A (see Eq. (2.19)) but using the transverse
gradient ∇⊥ instead
∇⊥ ≡ ∇− e(e · ∇) . (A.26)
In the same manner we split δk+ δk0e = e δk + δk⊥ with
δk = −A , (A.27)
δk⊥ = −
[
z− e(z · e)− χ · e+ e(e · χ · e) +
∫ η
ηo
dη¯ A⊥
]
. (A.28)
Note that at zero order ei = −ki represents both the backward direction of the photon’s
momentum, and also the direction of observation for an observer with zero peculiar velocity,
uo = 0. However, at first order, those concepts are not degenerate. Then what is the meaning
we should give to δe? Hereafter, we define
δe ≡ −δk⊥ , (A.29)
it therefore will represent the local deflection angle due to lensing and should not be confused
with the total defection angle α given by12
α =
1
r
δx⊥ , (A.30)
which relates the direction of the true emitting point to the apparent one.
As noted before, x = (ηo−η)e describes the unperturbed path followed by photons from
LSS to us, while the perturbed path is characterized by x+ δX:
δX ≡ δx+ δx0e = e δx+ δx⊥ , (A.31)
12See [20], pp. (7-8) and [21], pp.4. Note that our notation for δe is different from theirs.
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now, take the function T1 evaluated at the “true” emission point x + δX and compare with
its value at the apparent emission point x,
δT¯ ≡ T1(η,x+ δX)− T1(η,x) = δφ−
[
(δuiγ)ei + uγ · δe
]
+ δτ
−
∫ η
ηo
dη¯
[
δφ′ + δψ′ +
(
(δz′i)e
i + z′ · δe)− (1
2
eiδχ′ije
j + e · χ′ · δe
)]
, (A.32)
where in the last line we use the fact that χ is symmetric. Then, we find
δT¯ = δX · [∇φ− (∇uiγ)ei +∇τ]− uγ · δe+ ∂τ∂di δdi
−
∫ η
ηo
dη¯
{
δX ·
[
∇φ′ +∇ψ′ + (∇z′i)ei −
1
2
ei(∇χ′ij)ej
]
+ z′ · δe− e · χ′ · δe
}
, (A.33)
where we used
δφ = δX · ∇φ, δψ = δX · ∇ψ, δχ = δX · ∇χ, (A.34)
and
δτ = δX · ∇τ + ∂τ
∂di
δdi . (A.35)
Here, we took into account that in general the emission of photons at LSS depends
not only on position but may also depend on the direction. The direction of emission d do
change by a quantity δd when we go from the unperturbed path to the perturbed one (see
Eq. (A.16)).
A.2 Isolating the contributions from the perturbed path
We now proceed to rewriting Eq. (A.5), it allow us to get the simple form given a the beginning
of this work. First note that, by using ∂0 = d/dτ + e · ∇, we can rewrite the term δx0A′′ as
δx0A
′′
= δx0
(
dA′
dη
+ e ·A′
)
, ⇒ δx0A′′ + δx ·A′ = δx0dA
′
dη
+ δX ·A′, (A.36)
now using ∫ η
ηo
dη¯ δx0
dA′
dη
= δx0A
′
∣∣∣η
ηo
−
∫ η
ηo
dη¯ δk0A
′
, (A.37)
and the fact that the fields vanish at origin, δx0A′
∣∣∣
ηo
= 0, yields
T2 = φ2 − φ
2 + τ2
2
− I˜2 − (uγ · e) φ+ [−I + (uo − uγ) · e]T1
+ δX · [∇φ− (∇uiγ)ei +∇τ]− u2γ2 + φ τ + ∂τ∂di δdi − uγ · (z+ I)− 12u2γ · e, (A.38)
where we neglect u2o and u2o · e from T2 as they only affect the monopole and dipole, respec-
tively. u2o can also be absorbed into a redefinition of uo. Here,
I˜2 =
∫ η
ηo
dη¯
[
1
2
A′2 − (z′ − χ′ · e) · (eδk − δe) + δk0A′ + 2ψ′A+ δX ·A′
]
, (A.39)
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where we used the relation δe = −δk⊥. Now, by using e · ∇ = ∂0 − d/dτ , we have
z+ I = z+
∫ η
ηo
dη¯
[
e
(
∂0 − ddτ
)
A+A⊥
]
= z+ e
(
I −A
∣∣∣η
ηo
)
+
∫ η
ηo
dη¯A⊥
= e ·
(
I − φ− ψ + e · χ
2
· e
)
+ z− e(z · e) +
∫ η
ηo
dη¯A⊥
= e ·
(
I − φ− ψ − e · χ
2
· e
)
+ χ · e+ δe . (A.40)
So, by using Eq. (A.33) we get
T2 = φ2 − φ
2 + τ2
2
− I˜2 + [−I + (uo − uγ) · e]T1 + φ τ
+ δT¯ − u
2
γ
2
− 1
2
u2γ · e+ uγ · e
(
−I + ψ + e · χ
2
· e
)
− uγ · χ · e, (A.41)
with
I˜2 =
∫ η
ηo
dη¯
[
1
2
A′2 + (z
′ · e− e · χ′ · e)A+ δk0A′ + 2ψ′A
]
=
I2
2
+
∫ η
ηo
dη¯
[
1
2
A′2 + (2ψ
′ + z′ · e− e · χ′ · e)A− (2φ+ z · e)A′
]
≡ I
2
2
+ I2 , (A.42)
where we used Eq. (A.12) and the fact that
∫ η
ηo
dη¯ IA′ = I2/2.
We summarize this section as follows: the CMB temperature anisotropies up to second
order are given by
δT (e)
T
= vo · e+ T1(η∗,x∗) + T2(η∗,x∗) + vo · e T1(η∗,x∗), (A.43)
with T1 given in Eq. (A.4)
T2 =
φ2 − φ2 + τ2
2
+
I2
2
− I2 − I (τ + φ) + φ τ − vγ · e T1
− v
2
γ
2
− 1
2
v2γ · e+ 1
2
vγ · [e(e · χ · e)− χ · e] + δT¯ , (A.44)
and the integral I2 defined in Eq. (A.42). Here, and in the rest of this work, we used the
three velocities v,v2 instead of u,u2, see Eq. (A.19).
Finally, we remember that for δT¯ we must use Eq. (A.33), with δX given in Eqs. (A.31),
(A.25) and (A.23); and δe given in Eq. (A.29). This is so due to our interpretation of δe as be-
ing the local deflection angle instead of total defection angle (see discussion before Eq. (A.30)).
The expressions above together with Eq. (A.22) allow us to easily obtain Eqs. (2.4)-(2.9).
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B Second order gravitational potentials and intrinsic anisotropies
This appendix provides the formulas and concepts needed to study the Doppler couplings
in Section 4. Though in that Section we explicitly separate the d-dependent part (dipolar
components) in the potentials, in this appendix for simplicity φ, φ2, · · · represent the full
perturbations containing also the dipolar terms. In what follows, all equation are given in
Poisson gauge.
The derivation that we follow in this appendix is similar to what was done in [30]; we
generalize it here by including also isocurvature perturbations and finally by specializing to
the case of an explicit separation of the dipolar part in the potentials.
By using the traceless part of the i − j Einstein’s equations, one obtains (see [24]-
Eqs. (C.3-C.7), or [28]-Eq.(154))
ψ2 − φ2 = −4φ2 + 3∂i∂j∇4
[
Fij − δij
3
F kk
]
, (B.1)
Fij = 2φiφj + 3(1 + w)H2vivj , (B.2)
where v is the total fluid velocity, and summation in repeated indexes is assumed. Here for
simplicity, we used φi ≡ ∂iφ. The 0− i Einstein equation at first order (see [28]-Eq.(149))
∇ (ψ′ +Hφ) = −3
2
H2(1 + w)v , (B.3)
yields φi = −3Hvi/2 in matter domination (hereafter MD), and φi = −2Hvi in radiation
domination (hereafter RD). From this we get Fij = 10φiφj/3 for MD, and Fij = 3φiφj for
RD, so
ψ2 − φ2 = −4φ2 + 10K, MD (B.4)
ψ2 − φ2 = −4φ2 + 9K, RD (B.5)
K ≡ ∂i∂j∇4
[
φiφj − δij
3
φkφk
]
. (B.6)
Now, by taking the trace of the i− j Einstein’s equations, one obtains during MD (see
[34]-Eq.(B.3))
ψ′′2 + 3Hψ′2 =
∂i∂j
∇2
(
10
3
φiφj − δijφkφk
)
, (B.7)
from which follows, with H = 2/η
φ2 = φ2m +
1
14
∂i∂j
∇2
(
10
3
φiφj − δijφkφk
)
η2 ,
where φ2m stands for the value of φ2 at the very beginning of MD, taken conventionally at
η → 0 in [34]. In this appendix, we rewrite the equation above as
φ2 = φ2m +
1
14
∂i∂j
∇2
(
10
3
φiφj − δijφkφk
)
(η2 − η2m) , (B.8)
where ηm is the value of η at the very beginning of MD.
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B.1 Initial conditions: Isocurvature and Adiabatic perturbations
The purpose of this section is to provide the tools for computing Θ2d as defined in Eq. (4.2).
In that sense, we are interested in terms which are linear in φd or its gradient. In what follows
we will find terms involving products of φd with φ, or gradients of them. Then, it is useful to
note that given the product of two arbitrary fields f and g, we have in Fourier space
(f g) (k) =
∫
d3k1d
3k2 δ(k1 + k2 − k) f(k1) g(k2) . (B.9)
Given an arbitrary mode k of the product f g, it will in general involve all modes of both f
and g. However, since in our case we have products of the form fd g where fd is already a
large scale mode (small k1), then k and k2 must be associated to the same scale. That is, g
determines the scale of the product fd g.13
The 0− 0 Einstein equation at first order is (see [38]-Eq.(3.45), or [28]-Eq.(148))
H(ψ′ +Hφ)− 1
3
∇2ψ = −1
2
H2δ , (B.10)
where δ is the total-fluid density-contrast perturbation. So, for large scales where we neglect
gradient terms we have
δ = −2
[
ψ′
H + φ
]
. (B.11)
Below, we will need to apply this equation in two special cases: matter domination (δ = δm)
and at the very beginning of radiation domination (δ = δγ). In both cases we have
δm = −2φm, MD (B.12)
δγ = −2φp, RD, initial conditions, (B.13)
where we used ψ′ = 0 at MD and the fact that ψ′ is analytical so that η ψ′ → 0 as η → 0. In
the radiation era we have H = 1/η. In addition we use φp to denote the primordial value of
the gravitational potential (at the very beginning of RD) while φm is the value in MD.
The 0− 0 second order Einstein equation is (see [38]-Eq.(3.129) or [28]-Eq.(153))
3H(ψ′2 +Hφ2)−∇2ψ2 − 3(ψ′)2 − 3∇ψ · ∇ψ − 8ψ∇2ψ − 12H2ψ2 = −3H2
[
δ2
2
+ (1 + w)v2
]
,
where δ2 is the total-fluid density-contrast perturbation. Taking the d-dependent part (terms
linear in φd or ∇φd), and the large scales limit we get
H(ψ′2 +Hφ2)d − (ψ′)2d − 4H2(φ2)d = −
1
2
H2δ2d . (B.14)
We stress that in general, even when taking the large scale limit, we should not neglect
terms like ∇ψ · ∇ψ, because they will involve all scales of each individual field. However,
as mentioned above when one of the scales is kept to be large (here φd) then necessarily the
other quantity must also be a large scale. Combining this with v ∝ ∇φ (see Eq. (B.3)), we
can safely neglect those terms.
13Here g stands either for φ or ∇φ, while fd stands for φd or ∇φd.
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We will henceforth, for simplicity, omit the subscript d just to keep the notation cleaner.
Eq. (B.14) gives rise to
δ2m = −2φ2m + 8φ2m, MD (B.15)
δ2γ = −2φ2p + 8φ2p, RD, initial conditions, (B.16)
where we used again the analyticity of the potentials and Eq. (B.8), from which follows that
ψ′2
∣∣∣
ηm
= 0.
B.1.1 First order
The continuity equation leads to
δ′
3(1 + w)
+
∇ · v
3
− ψ′ = 0 , (B.17)
which is valid for any fluid, photons, baryons, CDM as they do not interchange energy
(baryons and photons do interchange momentum through Thomson scattering but not energy,
[39]-pp.(130)). At large scales we can neglect v so that, after integration we have
δγ
4
− ψ = C1, δm
3
− ψ = C2 , (B.18)
where we used the fact that for matter w = 0, and for radiation w = 1/3. Here C1(x) and
C2(x) are constant fields fixed by the initial conditions, the way we choose them defines if we
are in the adiabatic mode, in the isocurvature mode or in a mixture of them. The adiabatic
condition is that for which C1 = C2, while the matter isocurvature, stands for the initial
condition δγ = ψ = 0 and therefore C1 = 0.
Adiabatic Case: C1 = C2 This condition immediately yields, using Eq. (B.12)
τ ≡ δγ
4
∣∣∣∣∣
LSS
=
δm
3
∣∣∣∣∣
LSS
= −2
3
φm . (B.19)
Isocurvature Case: The isocurvature case is that with initial contitions δγ
∣∣∣
p
= φp = C1 =
0. So Eq. (B.18) yields δγ = 4ψ at any time (on large scales), then
τ ≡ δγ
4
∣∣∣∣∣
LSS
= φm . (B.20)
B.1.2 Second order
The continuity equation at second order on large scales is14
δ′2 − (δ2)′
3(1 + w)
− (ψ2 + 2ψ2)′ = 0 , (B.21)
which is valid for any fluid only at large scales, because outside the horizon each fluid evolves
independently and no causal effect can produce energy transfer. Integrating we get
δ2γ − δ2γ
4
− (ψ2 + 2ψ2) = c1, δ2m − δ2m
3
− (ψ2 + 2ψ2) = c2 . (B.22)
Again, the initial conditions define in which mode we are.
14See also Eqs. (4.9) and (9.4) of [34] for continuity equations at all scales of both radiation and CDM. See
also Eq.(237) of [28].
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Adiabatic Case: c1 = c2 This condition leads to:
δ2γ
4
=
δ2m − δ2m
3
+
δ2γ
4
=
1
3
δ2m +
1
9
(δm)
2 , (B.23)
where we used the adiabatic condition at first order. Using Eqs. (B.15) and (B.12) we arrive
at
τ2 =
1
4
δ2γ
∣∣∣∣∣
LSS
− 3τ2 =
(−2φ2m + 8φ2m
3
+
4
9
φ2m
)
− 3
(
4
9
φ2m
)
=
16φ2m − 6φ2m
9
, (B.24)
where in the last line we use the assumption that recombination occurs at the beginning of
matter domination so we can set φ2m = φ2∗.
Isocurvature Case: The isocurvature case is that with initial contitions δ2γ
∣∣∣
p
= ψ2p =
c1 = 0. So Eq. (B.22) yields at any time (on large scales)
δ2γ − δ2γ
4
= ψ2 + 2ψ
2, ⇒ δ2γ
4
= ψ2 + 6ψ
2 , (B.25)
where we used δγ = 4ψ from the first order isocurvature condition. This leads to
τ2 =
1
4
δ2γ
∣∣∣∣∣
LSS
− 3τ2 = ψ2m + 3ψ2m . (B.26)
B.2 Initial conditions: entropy and curvature perturbation
The initial conditions are usually given in terms of the gauge invariant quantities like the
curvature perturbation, which at first and second order are defined by15
ζi =
δi
3(1 + wi)
− ψ, (B.27)
ζ2i =
δ2i
3(1 + wi)
− ψ2 −
[
1 + 3wi
(1 + wi)2
δ2i
9
+
4ψ δi
3(1 + wi)
+
2δi
9(1 + wi)
∇ · v
H
]
, (B.28)
here i stands for the type of fluid, either radiation or matter (baryons + cold dark matter).
In terms of them it is usually defined the entropy (or isocurvature) perturbations
S = 3(ζm − ζγ), (B.29)
S2 = 3(ζ2m − ζ2γ). (B.30)
On large scales we neglect the velocity dependent term that appears into the definition
of ζ2i, and from the previous subsection we see that ζγ = C1, ζm = C2, while by using
Eqs. (B.22) and (B.22) we get
ζ2γ = c1 + 2C
2
1 , ζ2m = c2 + 2C
2
2 . (B.31)
We see therefore that the curvature perturbations defined above are constant on large scales.
We now relate φm = ψm, φ2m and ψ2m to the initial conditions.
15Eq. (B.28) follows from [40], pp.(41-44) and Eq.(6.3) of [34].
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First order Let’s relate φ to its primordial value φp. Using Eqs. (B.12)-(B.13) into Eq. (B.18)
yields
ζ ≡ ζγ
∣∣∣
RD
= −3
2
φp, ζm = −5
3
φm , (B.32)
from which
φm =
{
−35ζ = 910φp, Adiabatic,
−15S, Isocurvature.
(B.33)
Second order From Eq. (B.22) we get
3c2 =
[
δ2m − δ2m − 3
(
ψ2m + 2ψ
2
m
)]
, ⇒
3
(
ζ2m − ζ2m
)
=
[−2φ2m − 3ψ2m − 2ψ2m] , (B.34)
where we used Eqs. (B.12) and (B.15). Now, by using Eq. (B.4) into the previous equation
we get
5φ2m − 10φ2m + 30K =
{
−3ζ2 + 6ζ2 , adiabatic,
−S2 + 23S2 , isocurvature.
(B.35)
Here we set ζ2 ≡ ζ2m = ζ2γ for adiabatic perturbations16. This previous result together with
Eq. (B.4) immediately yields
φ2m = 2φ
2 − 6K + λnl , (B.36)
ψ2m = −2φ2 + 4K + λnl , (B.37)
with λnl as defined in Eq. (4.6). Those expressions together with Eq. (B.8) leads to Eqs. (4.3)-
(4.4).
C Gauges and Scalar, vector and tensor perturbations.
It is common to classify the perturbations as being of scalar, vector and tensor type according
to their transformation behavior under rotation on spatial three hypersurfaces (see [23, 38,
40]). For simplicity, consider just the first order metric perturbation, then we have that φ
and ψ are scalars while we can write
zi = ∂izs + z
v
i , (C.1)
χij =
(
∂i∂j − 1
3
δij∇2
)
χs +
(
∂iχ
v
j + ∂jχ
v
i
)
+ χTij , (C.2)
where zs and χs are scalars, zvi and χ
v
i are divergence free vectors; ∂
izvi = ∂
iχvi = 0, and χ
T
ij
is a traceless and transverse tensor, that is
(
χT
)i
i
= ∂iχTij = 0.
16Eq. (B.35) agrees with [24]-Eq.(2.17) for the adiabatic case.
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Under a gauge transformation defined by the parameters ξµ = (α, ξi) the metric changes
at first order as follows [23, 40]
φ˜ = φ+ α′ +Hα , (C.3)
z˜i = zi − α,i + ξ′i , (C.4)
ψ˜ = ψ − 1
3
ξk,k −Hα , (C.5)
χ˜ij = χij + ξi,j + ξj,i − 2
3
δijξ
k
,k . (C.6)
C.1 Setting Minkowski at the origin
Note that, the second order perturbations z2,χ2 enters only in the integrated terms through
their derivatives, so that any shift like: z2 → z2 + constant in those functions does not alter
the observed anisotropies. Also, φ2, ψ2, evaluated at the observer position only affects the
monopole, therefore we can safely set φ2 = ψ2 = z2 = χ2 = 0 at origin. Let’s now look at
the first order quantities.
It is well known that for any spacetime we can always choose the coordinates in such a
way that the metric looks locally Minkowski. However, in cosmological perturbation theory
we work with a fixed background, in our case, the FLRW space-time, which is built as the
solution for a perfectly homogeneous fluid of density ρ = ρ(η). So, setting the perturbations
equal to zero at a given position, seems to indicate that we are supposing that the density at
that point is equal to the mean density of the Universe. But what if that is not the case? The
question is that as far as we are in perturbation theory any point has a density which is not
too different from the mean density. Since we are interested only on the observable Universe
we can always superpose an isotropic and homogenous family of super-horizon modes17 which
cannot have any physical effect inside the horizon, but which will shift the metric perturbations
by a small constant value. So by using this shifting we can set those perturbations to vanish
at a desired point18. In the following we show it explicitly by using gauge transformation.
Start with a generic metric perturbation without fixing the gauge. Now, choose an
arbitrary event p. We will show that we can always set the metric perturbation to vanish at
that point. We will do it in two steps.
(i) Set z = 0 and χ = 0 at p
First, apply the gauge transformation given by
α = 0, ξi =
ωij
2
xj + Ωiη , (C.7)
for an arbitrary constant matrix ωij . Then by using Eqs. (C.3)-(C.6) we see that zi and χij
transform as
z˜i = zi + Ωi , (C.8)
χ˜ij = χij + ωij − 1
3
δij ω
k
k . (C.9)
By properly choosing ωij and Ωi we can get rid of χ and z at the desired point p.
17Those modes will belong to our background as seen in our observable Universe.
18Note however that this argument do not allow us to set the first derivative to zero.
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(ii) Set φ = 0 and ψ = 0 at p
We now apply a transformation
α = α(η), ξi = ωxi , (C.10)
for some constant ω. We see that z and χ become invariant, so that they still vanish at p,
while
φ˜ = φ+ α′ +Hα , (C.11)
ψ˜ = ψ − ω −Hα . (C.12)
By properly choosing α(η), we can set φ = 0 at p. After that, we can fix ω to set ψ = 0 at p.
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