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Abstract
Blurred edges appear sharper in motion than when they are stationary. We (Vision Research 38 (1998) 2108) have previously
shown how such distortions in perceived edge blur may be accounted for by a model which assumes that luminance contrast is
encoded by a local contrast transducer whose response becomes progressively more compressive as speed increases. If the form of
the transducer is ﬁxed (independent of contrast) for a given speed, then a strong prediction of the model is that motion sharpening
should increase with increasing contrast. We measured the sharpening of periodic patterns over a large range of contrasts, blur
widths and speeds. The results indicate that whilst sharpening increases with speed it is practically invariant with contrast. The
contrast invariance of motion sharpening is not explained by an early, static compressive non-linearity alone. However, several
alternative explanations are also inconsistent with these results. We show that if a dynamic contrast gain control precedes the static
non-linear transducer then motion sharpening, its speed dependence, and its invariance with contrast, can be predicted with rea-
sonable accuracy.
 2003 Elsevier Science Ltd. All rights reserved.
1. Introduction
The ﬁnite integration time of the visual system leads
to the prediction that edges in motion should be visually
blurred or smeared. The eﬀects of such motion blur have
been well documented under certain conditions (see, e.g.
Chen, Bedell, & Ogmen, 1995; P€a€akk€onen & Morgan,
1994). Paradoxically, however, blurred moving edges
tend to appear sharper than static ones, rather than
appearing even more blurred. This phenomenon, which
we have termed motion sharpening, was ﬁrst reported
by Ramachandran, Rao, and Vidyasgar (1974) with
several possible explanations. Firstly, the visual system
might infer the presence of sharp edges by attributing
the image blur (attenuation of higher spatial frequen-
cies) to the presence of motion. See Bex, Edgar, and
Smith (1995), Burr and Morgan (1997), and Galvin,
OShea, Squire, and Hailstone (1999) for similar sug-
gestions. Secondly, the visual system might actively de-
blur the moving image. More recently, a number of
models of motion deblurring has been proposed (e.g.
Anderson & Van Essen, 1987; Burr, Ross, & Morrone,
1986). These models predict a reduction in motion blur
relative to that expected from some estimates of the
integration time of the visual system, but they do not
predict the observed sharpening of moving edges relative
to stationary ones.
We (Hammett, Georgeson, & Gorea, 1998) have pre-
viously suggested that motion sharpening may be due to
a non-linearity in the encoding of edge contrast that
becomes progressively more compressive as speed in-
creases. The lighter and darker parts of the waveform are
eﬀectively clipped by the saturating parts of a sigmoidal
transducer function (Fig. 1B), leading to a sharper edge
proﬁle (Fig. 1C). In this model, the spatial response
proﬁle RðxÞ of the transducer output is a function of the
local contrast CðxÞ of the input image:
RðxÞ ¼ CðxÞ
S þ jCðxÞj ; ð1Þ
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where CðxÞ ¼ ðLðxÞ  L0Þ=L0, LðxÞ is the luminance
proﬁle and L0 is mean luminance. The saturation con-
stant (S) controls the compressiveness of the transducer,
and smaller values make it more compressive. If S is
constant––independent of the stimulus and invariant
with time––then the function is a static transducer. We
supposed that S got smaller with increasing speed
(S ¼ a=V , where V is speed), leading to greater sharp-
ening at higher speeds, but that S was otherwise con-
stant. If the shape of the transducer (determined by S) is
independent of stimulus contrast, then a strong predic-
tion of the transducer model is that the sharpening of
moving blurred edges should increase at higher contrasts
and be negligible at low contrasts. To see why, consider
that at low contrasts most of the waveform will fall into
the central, linear part of the transducer (Fig. 1B)
without distortion; at high contrasts the distortion due
to saturation (and hence the sharpening) will be in-
creasingly severe. To quantify this prediction, we took
the model of Hammett et al. (1998, Eq. (10)), with the
two parameters chosen for best-ﬁt to the average of the
two observers (a ¼ 2:04, rt ¼ 6:3 ms), and computed
predictions for other contrast levels not previously tes-
ted. The general result was that the predicted sharpening
was greatly increased at high contrasts and largely or
completely eliminated at low contrasts. For example, at
8 deg/s and 31 min edge blur, the amount of motion
sharpening was predicted to double at high contrast
(from 25% at our usual contrast of 0.3, to 52% at a
contrast of 0.9), but to decrease to 2% at a low contrast
of 0.05. Similarly, at 16 deg/s, the expected sharpening
increased from 35% (at 0.3 contrast) to 57% (at 0.9), but
reversed to a net 4% blurring at low contrast. In short,
on this model the eﬀects of contrast should be profound,
and there should be little or no sharpening at low con-
trast.
To test this prediction we have measured the per-
ceived blur of moving periodic stimuli for a range of
spatial frequencies and blur widths across a wide range
of contrasts (2.5–80%). The results indicate that motion
sharpening is practically constant across all contrasts
tested. This is not consistent with a transducer whose
shape is the same at all stimulus contrasts. We then
explored an extended version of the model in which S
depends on both speed and contrast of the stimulus. We
show how this dynamic aspect of transduction can be
implemented by a contrast gain control sited before the
static transducer, and show that the gain control can
account for the speed dependence, and contrast invari-
ance, of the sharpening phenomenon.
Fig. 1. (A) The range of variation in luminance proﬁles of stimuli from square-wave to sinusoid, deﬁned as 0% and 100% blurred respectively. The
solid curve is a blur proﬁle constructed by replacing the square-wave edges with sine-wave half-periods centred on the edges. Edge blur width is
deﬁned by this half-period, in min arc. (B) Example of the sigmoidal transducer function deﬁned by Eq. (1). (C) How a blurred grating (solid curve) is
sharpened (dashed curve) by the transducer shown in (B). (D) layout of the two stimulus windows on the display screen; shown to scale for the largest
(120 min) standard edge blur.
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2. Experiment 1
2.1. Method
2.1.1. Apparatus and stimuli
Stimuli were generated by a VSG2/3W (Cambridge
Research Systems) graphics generator with 14 bit grey-
scale resolution. Stimuli were displayed on an Eizo
6600M greyscale display at a frame rate of 100 Hz. The
mean luminance was 32 cd/m2. The display was gamma
corrected using internal look-up tables. The stimuli were
displayed in two windows, equidistant from a central
dark ﬁxation point. The windows subtended 6 deg
(vertical) by 3 deg (horizontal) and were separated
horizontally by 1 deg. The viewing distance was 57 cm.
The stimuli were horizontal periodic gratings whose
luminance proﬁle was manipulated such that the hard
edges of a square wave were replaced by half a cycle of a
sine-wave. In the limiting cases (Fig. 1A), the proﬁle
could be a sinusoid (deﬁned as 100% blur) or a square
wave (deﬁned as 0% blur). Intermediate blur widths
were produced by replacing the edges of the square wave
by sinusoidal proﬁles centred on the edge (see Fig. 1A
and Bex et al., 1995). Blur width is given by the half-
period of this sinusoidal proﬁle. The patterns were either
stationary or drifted vertically at a range of speeds. The
spatial frequency of the patterns was 0.127 c/deg. A
range of Michelson contrasts (2.5%, 5%, 10%, 20%, 40%
and 80%) was tested.
2.1.2. Procedure
Standard and test gratings of the same spatial fre-
quency and contrast were presented simultaneously in
the two windows (Fig. 1D), and the left or right position
of the two patterns was randomised from trial to trial.
The patterns were presented for 500 ms with abrupt
onset and oﬀset. Between presentations, a homogeneous
grey ﬁeld of mean luminance was presented. The spatial
phase of the standard and test patterns was randomised
from trial to trial. The standard pattern was a drifting
blurred square wave whose blur width (60, 100, 300, 600,
or 1200) and Michelson contrast (2.5%, 5%, 10%, 20%,
40%, or 80%) were constant in any session. At the be-
ginning of each session the blur proﬁle of the stationary
test pattern was randomised such that it was between 5%
and 20% sharper than that of the standard pattern. The
blur width of the test pattern subsequently varied from
trial to trial depending upon the subjects previous re-
sponses. Its blur width was determined by a modiﬁed
Pest procedure (Taylor & Creelman, 1967) set to con-
verge on the 50% point of subjective equality (PSE). [In
principle, displaying large test blur widths (from 1800 to
2400) might be problematic because the edge proﬁles
would be truncated by the display window. In practice,
this was not an issue because matching blur never ap-
proached 180 min, even for the largest (120 min) stan-
dard blur.] The subjects task was to indicate which of
the two patterns appeared sharper by pressing a button.
The test pattern was static and the standard pattern
drifted vertically at 0, 2, 4, 8, 16 or 32 deg/s. The
direction of motion of the standard pattern (up or
down) was randomised from trial to trial. In each ses-
sion, contrast and standard blur width were held con-
stant but trials at all six speeds were interleaved, with 50
trials for each speed. The 50% points of the resultant
psychometric functions were estimated by Probit anal-
ysis (Finney, 1971). The PSE was taken to be the mean
of four such estimates for all conditions other than 0
deg/s where the mean of 24 such estimates (four esti-
mates at each contrast level tested) was taken as the
baseline blur match. The order of sessions was pseudo-
random.
Two subjects participated in the experiment, one of
the authors (S.B.) and a naive observer (D.S.). Viewing
was binocular and no head restraint was used. The ex-
periment was conducted in a semi-darkened room.
2.2. Results
Control matches (at speed 0) were generally close to a
veridical match, and showed no trend with contrast;
hence we averaged these across contrast to get a robust
baseline estimate for each observer and edge width. For
edge widths 6, 10, 30, 60, and 120 min the geometric
mean baseline across the two observers was 6.00, 9.80,
27.90, 550 and 1120, thus showing only a small constant
error (mean 4.8%, max. 8%) that was factored out when
we expressed the results relative to baseline. Fig. 2 shows
these results for two observers at all contrasts, speeds
and blur widths. The ratio of matched blur in motion to
baseline (static) blur is plotted as a function of speed. A
value of 1 represents a blur match equal to that for a
static pattern (i.e. no motion-induced distortion). For
the larger blur widths sharpening increased monotoni-
cally with speed for all but the lowest contrast tested.
Trends were similar for the two observers, but the
sharpening eﬀect was somewhat larger for DS than SB.
At the lowest contrasts there was a slight rise in per-
ceived blur at 32 deg/s. There was also a small but
consistent tendency for sharpening to decrease as con-
trast increased except in the high-speed, low-contrast
conditions.
The results are broadly consistent with previous
ﬁndings, namely that moving blurred edges appear
sharper than their static analogues and that this sharp-
ening increases with speed, whereas sharper edges (<100
blur) tend to undergo motion blurring. However, the
results showed little change in these eﬀects as a function
of contrast. Inspection of the data for larger blur widths
(300, 600 and 1200) revealed a small but systematic in-
crease in sharpening as contrast decreased. This eﬀect
became less coherent at the smallest blur widths tested
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(60 and 100). We have therefore re-plotted the entire
dataset, averaged within these two blur ranges, as a
function of contrast in Fig. 3. Here we can see that there
is a small trend toward greater sharpening at lower
contrasts––just the opposite of that predicted by our
previous model in which the transducers shape was
contrast-invariant, and also at odds with some of the
results reported by Bex et al. (1995).
2.2.1. Discussion
The results of Experiment 1 conﬁrmed our previous
ﬁnding that blurred edges appear sharper in motion
whilst sharper edges tend to suﬀer motion blurring.
However, the results are not consistent with the pre-
diction that this eﬀect should increase with contrast, nor
are they consistent with a previous report that this was
so (Bex et al., 1995). However, the Bex study found a
large eﬀect of contrast under conditions diﬀerent from
those used here. In their Experiment 2 contrasts were
interleaved within experimental blocks and the contrast
of the static stimulus was ﬁxed at 30%. In that experi-
ment they found that sharpening increased markedly
with contrast of the drifting grating. However, the re-
sults of Bex et al.s Experiment 1 showed little (subject
TF) or no (subject PB) eﬀect of contrast on sharpening
under conditions where both static and drifting con-
trasts were equal and trials at diﬀerent contrasts were
not interleaved. Thus under conditions very similar to
our Experiment 1, Bex et al.s results are similar to those
reported here. Our results were gathered with no inter-
leaving of contrasts within an experimental block and
the contrast of the static stimulus was always equal to
that of the drifting stimulus. It is possible that one (or
both) of these diﬀerences in experimental paradigm led
to the discrepancy between our results and those of Bex
et al.s second experiment.
2.3. Experiment 2
To establish whether the interleaving of contrasts or
the ﬁxing of the static grating contrast could explain the
Fig. 2. The ratio of matched blur to baseline blur is plotted as a function of speed for each of the contrasts tested. Each panel represents the results
for one blur width (60–1200) and one subject (upper panels––SB, lower panels––DS). Error bars represent 1 standard error of the mean.
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discrepancy between our results and Bex et al.s (1995)
Experiment 2, we conducted a second series of experi-
ments using interleaved contrasts and ﬁxed static con-
trasts.
2.4. Methods
The sessions of Experiments 2.1 and 2.2 were inter-
leaved and each session was followed by a rest interval
of at least 3 minutes to avoid the possibility of a build-
up of adaptation eﬀects.
2.4.1. Experiment 2.1
The methods were similar to those of Experiment 1.
In Experiment 1, contrast and blur width were held
constant within a session but all six speeds were inter-
leaved. In Experiment 2.1 we estimated perceived blur
for just one blur width (300) and speed (8 deg/s) across a
range of contrasts that were interleaved within each
Fig. 3. (A) The results averaged across the two smallest blur widths (60 and 100; left) and the three largest blur widths (300–1200; right) are plotted as a
function of contrast. (B) The averaged results of both subjects are plotted as a function of speed and contrast for the same ranges of blur widths.
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session. As in Experiment 1, the static and drifting
contrasts were equal.
2.4.2. Experiment 2.2
Experiment 2.2 was identical to Experiment 2.1 except
that the contrast of the static pattern was ﬁxed at 30%.
2.5. Results
Fig. 4 shows the results of Experiments 2.1 and 2.2 for
both subjects. There was substantial perceived sharp-
ening of the edge at 8 deg/s, but edge contrast had little
eﬀect on sharpening. The use of a ﬁxed static contrast
and the interleaving of contrasts did not yield an in-
crease in sharpening at higher contrasts. These details of
procedure do not appear to be inﬂuential because the
data of Experiment 1, re-plotted in Fig. 4, were not
signiﬁcantly diﬀerent from those of Experiment 2.
Thus neither the interleaving of contrasts nor the
ﬁxing of the static contrast appear to explain the dis-
crepancy between our results and some of those re-
ported by Bex et al. At present we have no explanation
for the discrepancy between our results and those of Bex
et al.s Experiment 2, but we draw some conﬁdence from
the consistency between our results obtained with dif-
ferent procedures (Experiments 1, 2.1, 2.2).
2.6. Discussion
Our results indicate that motion sharpening increases
with speed but is nearly invariant with contrast. The
main body of data (Experiment 1) showed a small but
systematic trend toward greater sharpening at lower
contrasts, at least for the larger blur widths tested. These
ﬁndings cannot be explained by our earlier model of
motion sharpening which assumed a smooth compres-
sive local contrast non-linearity whose shape was con-
trast-invariant. This form of transducer would be quasi-
linear at low contrasts, and so we should expect to see
little or no sharpening at low contrasts but a marked
increase in sharpening at high contrasts (see Introduc-
tion). No such eﬀects were observed.
We therefore explored the idea that the compressive-
ness of the transducer, determined by the parameter S
(Eq. (1)), might eﬀectively vary with both speed and
contrast. Consider the following revision of Eq. (1),
where a gain term G modiﬁes the eﬀect of parameter S,
and CðxÞ is (trivially) re-written as the product of stim-
ulus contrast (m) and an edge proﬁle of unit amplitude
[f ðxÞ]:
RðxÞ ¼ m 	 f ðxÞ
S 	 Gþ mjf ðxÞj : ð2Þ
If the gain term G were also (approximately) pro-
portional to contrast (m) then clearly m would cancel out
and the response proﬁle RðxÞ would be contrast-invari-
ant. Further, if G decreased with increasing speed, then
we should predict a sharpening eﬀect that increased with
speed but was invariant with contrast, as observed. We
now show how a fairly simple feed-forward gain control
prior to a static non-linearity can lead to both these
forms of behaviour. The gain control evaluates the
contrast energy in the input image, averaged across a
neighbourhood in space and time, and uses this to scale
down the signal amplitude before input to a static
transducer. Its broad purpose would be to exploit the
dynamic range of the transducer, but to prevent satu-
ration of high contrast signals, rather like the automatic
gain control (AGC) built into many audio tape record-
ers. Studies of Y cells in the cat (e.g. Shapley & Victor,
1978, 1979) and M-cells in the primate (Benardete &
Kaplan, 1999) have revealed that, for stimulus temporal
frequencies up to about 16 Hz, response gain is scaled
down markedly with increasing contrast. Accounts of
Fig. 4. Matched blur (in min arc) is plotted as a function of contrast for conditions where the contrasts of the static and drifting patterns were always
equal (circles) and where the contrast of the static pattern was ﬁxed at 30% (squares). The relevant data from Experiment 1 are also re-plotted for
comparison (diamonds). The physical width of the edges was always 300. Error bars represent 1 SEM.
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contrast gain control in the retina have often been ex-
pressed as feedback networks (e.g. Berry, Brivanlou,
Jordan, & Meister, 1999; Shapley & Victor, 1981), but
for simplicity and stability we used a feed-forward
control signal in our model.
2.6.1. The gain control model
The structure of the model is outlined in Fig. 5A, and
deﬁned more fully in Appendix A. Worked examples,
showing the outputs at each processing stage, are illus-
trated in Fig. 6A and B. The input (Fig. 6, top left) is a
space–time image Cðx; tÞ that deﬁnes the local contrast
of each image pixel in space and time, as before. These
image data pass through a linear low-pass ﬁlter (f 1,
notionally representing mild spatio-temporal smoothing
by the optics and photoreceptors), but also pass into a
parallel path that computes the contrast energy of the
input over quite a wide spatio-temporal region. The
energy is computed (Morrone & Burr, 1988) by a pair of
quadrature (odd and even) spatial ﬁlters (Fig. 5B and C)
that have the same low-pass temporal response. The
energy response is then smoothed by a Gaussian spatial
kernel to represent the pooling of non-linear sub-units
across a spatial neighbourhood (Hochstein & Shapley,
1976; Shapley & Victor, 1978, 1979) with the aim of
producing a control signal that is (nearly) spatially
uniform in the neighbourhood of each edge. The gain
control signal Gðx; tÞ is a linear function of the smoothed
energy R2ðx; tÞ [i.e. G ¼ aþ k 	 R2]. The two paths now
come together, and the input R3 to a static, compressive
transducer is given by the direct input R1, divided by the
gain signal G. The transducer output R4 is (like Eq. (1)),
given by:
R4 ¼ R3
S þ jR3j ð3Þ
with S constant. But since R3 ¼ R1=G, we get:
R4 ¼ R1
S 	 Gþ jR1j ; ð4Þ
as envisaged in Eq. (2). Changes in G are equivalent to
changes in the saturation constant of the transducer.
Since G ¼ aþ k 	 R2, we can see that the transducer
output R4 is controlled by the energy signal R2:
R4 ¼ R1
S 	 ðaþ k 	 R2Þ þ jR1j : ð5Þ
When a is small, R4 is practically invariant with
contrast, as discussed above. As temporal frequency
(speed) increases, so temporal smoothing in the quadr-
ature ﬁlters attenuates the energy R2 and consequently
the eﬀective saturation constant ðS 	 GÞ decreases. De-
pending on the parameter values, this can lead to edge
sharpening that increases with speed.
The ﬁnal but important step in the model is to take
the transducer output R4ðx; tÞ––another space–time
image––and return a single number representing the
encoded edge blur. We previously ﬁtted a logistic ogive,
and took its spatial scale as a measure of blur. Our
subsequent work, however, has developed a more ac-
curate and widely applicable model for perceived blur
(Georgeson, 2001; Georgeson, Barbieri-Hesse, & Free-
man, 2002) based on Gaussian derivative ﬁlters, and so
we used that approach here. In brief, the logic is this: a
step edge blurred by a Gaussian gðx; rÞ, with blur¼ r, is
a Gaussian integral, and so its second-derivative proﬁle
is the ﬁrst spatial derivative of a Gaussian, g0ðx; rÞ. We
Fig. 5. (A) Block diagram of the revised transducer model, with dynamic contrast gain control. (B,C) Spatiotemporal impulse responses of the even
and odd ﬁlters used to compute contrast energy. Inset: spatial and temporal cross-sections of these ﬁlter kernels.
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call this the signature of the edge. The blur r can be
recovered by ﬁnding which of a set of Gaussian deriv-
ative templates g0ðx; riÞ, i ¼ 1; . . . ; n, correlates best with
the signature. The blur is then given by rmax, the scale of
the best-ﬁtting template. Receptive ﬁelds (templates) of
diﬀerent sizes are thus used to measure the spatial extent
of the edge blur. This scheme works well in predicting
the perceived blur of Gaussian and non-Gaussian edge
proﬁles (Barbieri-Hesse & Georgeson, 2002; Georgeson,
2001). Here we applied this rule moment-by-moment to
yield a blur code bðtÞ [see last pane of Fig. 6A and B],
and then averaged this over the time course of the
stimulus using the amplitude of R1ðx; tÞ at time t as a set
of weights wðtÞ in the averaging, to yield a ﬁnal blur
estimate B at each speed V . The rationale for this choice
of weights was that values of bðtÞ arising when the re-
sponse to stimulus contrast is near zero should con-
tribute little to the ﬁnal blur estimate. Note, for
example, how a large spike of high blur (Fig. 6B, right)
is eliminated when these weights are applied. Hence the
ﬁnal blur code is given by:
B ¼
P
wðtÞ 	 bðtÞP
wðtÞ : ð6Þ
Because it involves many space–time convolutions the
model output is quite slow to compute, even on a fast
PC, and so it was impractical to run an optimization
routine to ﬁnd best-ﬁtting parameters. Instead we asked
whether, in principle, this kind of model could account
for the speed and contrast dependence of motion
Fig. 6. Worked example of our implementation of the gain control model (Fig. 5), for edge blur¼ 600 at (A) speed¼ 0 deg/s and (B) speed¼ 16 deg/s,
with parameters given in Table 1. Each pane shows a space–time image of the response at a given stage (horizontal axis is time), along with spatial (X,
blue) and temporal (T, red) proﬁles taken at the positions marked by blue and red lines in the space–time image. For all plots X-range is 16 deg, T-
range is 1000 ms. Stimulus duration is 500 ms. Early band of high response in R3 reﬂects delay in the gain control signal (where G is brieﬂy low), but
because of saturation this is not so prominent in the transduced signal, R4. Final coding of edge blur operates on the R4 signal, as described in the
text. Final pane (right) shows the raw blur code bðtÞ (upper graph) and the contrast-weighted blur code ½wðtÞ 	 bðtÞ=maxðwÞ (lower graph). The ﬁnal
blur estimate B is the weighted average of bðtÞ, and is compared with the baseline estimate (B0) obtained from a stationary presentation (panel A). In
panel (B), ﬁnal blur B is 48% of B0 implying that the model predicts 52% sharpening for this stimulus condition.
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sharpening. The qualitative reasoning given above was
supported by explicit computation of the dynamic,
spatio-temporal behaviour of the proposed mechanisms.
For example, comparison of Fig. 6A and B shows how
the gain signal G is greatly reduced at a speed of 16 deg/
s, compared with that at 0 deg/s, and shows how this
leads to values of blur bðtÞ for the moving image that are
about half those of the stationary image (rightmost
panes in Fig. 6A and B). This is motion sharpening.
Curves in Fig. 7 plot relative blur estimates for the
model, as percentages of baseline blur [i.e. 100 	 B=B0]
for comparison with the blur-matching data of Experi-
ment 1 expressed the same way. Model parameters are
listed in Table 1. With these parameters, the ﬁt is ex-
cellent for the 600 edge width, and reasonable at 300 and
1200 but showing slight under- and over-estimation of
the sharpening respectively. Overall, the correlation
between model and data is 0.88, and these model curves
account for 78% of the variance in the data. The model
accounts well for three important features of the results.
(1) Motion sharpening is similar for diﬀerent edge blur
widths (30, 60, 120 min) when expressed in proportional
terms, (2) it increases with speed, and (3) it is contrast-
invariant.
The basic mechanism of sharpening is the same as we
proposed previously––namely waveform distortion by a
saturating transducer (Hammett et al., 1998). But where
previously we simply assumed that the saturation con-
stant S must decrease with increasing speed, we can now
see how that comes about. Temporal averaging within
the gain control ﬁlters, over a time span of about 150 ms
(Fig. 5B and C) attenuates the gain control signal at
higher speeds, drives up the signal amplitude R3 and so
causes more distortion at the transducer stage. If the
time constant (s2) is too small then the attenuation of R2
is also small, and little sharpening is predicted. The same
is true if S is too large, tending towards a linear, non-
distorting, transducer. If the energy signal R2 is not
smooth enough across space (rs too small) then G spa-
tially modulates R1 and introduces rather unpredictable,
unwanted ripples and distortions of the image data, R3.
The spatial scales ðr2; rsÞ were chosen to avoid these
diﬃculties for the edge widths simulated here (30–1200)
but we envisage that, in a multi-scale system, the scale of
the gain control might be matched to the scale of the
spatial ﬁlters that analyze the edge blur.
2.6.2. Other accounts of motion sharpening
Other previous attempts to explain the phenomenon
can be broadly classiﬁed into three categories––motion
deblurring, the default hypothesis and linear ﬁltering.
The ﬁrst two of these classes of explanation were brieﬂy
sketched out by Ramachandran et al. (1974) and have
been subsequently elaborated by others (e.g. Galvin,
OShea, Squire, & Govan, 1997; Martin & Marshall,
1993; Morgan and Burr, 1997). Firstly, the motion de-
blurring accounts point to the relative lack of motion
blur apparent in human vision and suggest that a mo-
tion deblurring mechanism actively removes motion
induced smearing of the neural image. The invocation of
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Fig. 7. Data of Experiment 1 (edge widths A: 300, B: 600, C: 1200), at
contrasts 5–80% (see symbol key), averaged over the two observers,
compared with predictions of the gain control model (thick curve)
using parameters given in Table 1. With these parameters the model is
contrast-invariant, so only a single curve appears for each edge width.
Experimental blur matches (and model blur codes) are expressed as
percentages of the baseline match (or code). Thin curves show pre-
dictions from three versions of a linear ﬁlter model (P€a€akk€onen &
Morgan, 2001)––see Discussion.
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such a mechanism assumes that the integration period of
the system is relatively long (>100 ms) and indeed some
estimates of the integration time match this assumption
(e.g. Barlow, 1958; Legge, 1978). However, other esti-
mates of integration time for visual contrast are far
shorter, around 20–40 ms (Georgeson, 1987; Gorea &
Tyler, 1986; Hammett et al., 1998). At these lower esti-
mates of integration time no such mechanism should be
required to account for the relatively small amount of
motion blur found. More critically, motion de-blurring
models do not explain perceptual sharpening of an edge,
rather they account for an absence of blur that might
otherwise be expected. Chen et al. (1995), however,
showed that motion deblurring is not a general visual
phenomenon. Moving dots do appear to be fully
smeared by motion when there are no other dots fol-
lowing closely behind. When moving dots are closely
followed by other dots, then the leading dots appear
much less smeared than the trailing ones. Thus motion
deblurring, where it exists, appears to be form of local,
spatio-temporal masking phenomenon (Chen et al.,
1995). Purushothaman, Ogmen, Chen, and Bedell (1998)
used the neural network model of €Ogmen (1993) to ac-
count for these results. Very recently, Purushothaman,
Lacassagne, Bedell, and Ogmen (2002) used a revised
version of the model to tackle blur perception and blur
discrimination. Their model is elaborate (31 parameters)
and we shall not attempt to review it here. It predicts a
blurring of brieﬂy presented sharp edges, consistent with
their experimental data. Purushothaman et al. (2002)
did not test whether the model would predict the
sharpening of brieﬂy presented blurred edges that we
and others have reported (Galvin et al., 1999; George-
son & Hammett, 2002), nor did they apply it to the case
of moving edges studied here.
A second explanation is the default hypothesis. The
visual system might assume that an edge is sharp unless
it has suﬃcient information to determine otherwise
(Burr & Morgan, 1997; Galvin et al., 1997, 1999; Ra-
machandran et al., 1974). Thus sharp edges (high spatial
frequencies) that would be rendered invisible by motion
blur are assumed to be present in the image, even when
they are not present. This class of explanation was tested
directly by Hammett and Bex (1996) who measured
motion sharpening after adapting to a missing-funda-
mental square-wave grating. They found that motion
sharpening was reduced under such conditions. This is
just the opposite of what the default hypothesis should
predict, since the adapting stimulus would have ren-
dered the high spatial frequencies even less visible. Thus
one should expect either the same or more sharpening
after adaptation.
Finally, P€a€akk€onen and Morgan (2001) have pro-
posed that sharpening could be the result of linear ﬁl-
tering. They have shown that a biphasic, linear spatio-
temporal ﬁlter can predict both motion blurring and
motion sharpening for a moving edge. Moreover, a bi-
phasic temporal impulse response has been shown to be
consistent with aspects of the threshold and supra-
threshold contrast responses of the visual system (e.g.
Georgeson, 1987; Watson & Nachmias, 1977). Impor-
tantly, the linear mechanism predicts contrast invariance
of motion sharpening, as observed here. However, this
model––indeed any linear model––cannot deal ade-
quately with the ﬁnding that sharpening occurs even for
pure sinusoidal patterns (Bex et al., 1995; Hammett,
1997; Hammett & Bex, 1996; Hammett et al., 1998) since
a linear ﬁlter never distorts a sinusoidal input. It has
been suggested that both a non-linear mechanism and a
biphasic temporal ﬁlter might be at work in motion
sharpening (P€a€akk€onen & Morgan, 2001). Certainly the
linear ﬁlter alone is insuﬃcient for the case of sine-wave
gratings, and it cannot explain the perceived sharpening
of brieﬂy ﬂashed stationary edges and gratings (Galvin
et al., 1999; Georgeson & Hammett, 2002).
In applying their linear model to motion sharpening,
P€a€akk€onen and Morgan (2001) simulated an isolated
(single) moving Gaussian edge, where our experiments
actually used periodic grating images with a sine-wave
edge proﬁle. We therefore computed the predictions of
their model for the gratings used here. Filter parameters
were as given in their paper, and we tried both of the
blur coding rules given there, as well as the Gaussian
derivative-based template scheme described here. Fig. 7
(thin curves) shows these predictions for the three edge
widths. All three versions of the linear model gave only
slight sharpening up to 8 or 16 deg/s and this reversed to
give blurring at the higher speeds, especially for the 30
and 60 min edge widths. Clearly, the ﬁt to the data was
poor. The use of periodic gratings in the simulation did
not turn out to be a critical factor: a fairly similar pat-
tern of predictions (not shown) was obtained when we
simulated single moving edges (again 300, 600, and 1200
edge widths) with either a sine-wave or a Gaussian
proﬁle. The blurring at higher speeds was very evident in
the simulation, but not in the experimental data.
We also carefully re-examined the data of Hammett
et al. (1998) and found a similar picture (compare
Fig. 8A with Fig. 7A). For a 30 min edge width (Fig.
8A) the linear ﬁlter model incorrectly predicted blurring
Table 1
Parameters used in the simulation
Mechanism Parameter Value
Filter, f1 s1 2 ms
Filter, f2 r2 300
s2 40 ms
Energy smoother rs 600
Gain constants a 0.002
k 3.26
Transducer S 2
Blur coding Parameter-free
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at higher speeds, especially when the periodic edges used
in the experiment were simulated. Fig. 8B presents a
similar comparison for 60 min edge width, in the inter-
esting case where the grating was a pure sine-wave. The
linear model predicts no eﬀect, as it must, but the data
showed motion sharpening in the usual way. So far,
then, the linear model does not give us a general account
of motion sharpening.
The non-linear mechanism described here appears
suﬃcient to explain the degree of motion sharpening
across a wide range of stimulus variables (speed, con-
trast, and edge blur), and it invokes a plausible pro-
cess––contrast gain control, followed by local saturation
of peak responses––to do so. It remains to be seen how
well it might account for the sharpening produced at
brief durations and with ﬂickering gratings, without
movement (Georgeson & Hammett, 2002).
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Appendix A. Model deﬁnition and parameters
The model architecture sketched in Fig. 5 was im-
plemented in Matlab by a set of equations deﬁning each
linear ﬁlter and non-linear operation. The stimulus is
deﬁned by an array of luminance values Lðx; tÞ distrib-
uted over space (x) and time (t) sampled at intervals of 10
and 2 ms respectively, with mean L0. The input to the
model was taken as the local pixel contrast Cðx; tÞ:
Cðx; tÞ ¼ Lðx; tÞ  L0
L0
:
Linear spatio-temporal ﬁlters f 1 and f 2 were formed
as the separable products of spatial and temporal ker-
nels. The temporal kernel h was a simple, low-pass, n-
stage exponential ﬁlter (with n ¼ 3):
hðt; sÞ ¼ t
s
 n
exp
t
s
 
and it was normalised to have unit area:
h0ðt; sÞ ¼ hðt; sÞP
hðt; sÞ :
The role of f 1 was essentially to transmit the image
data, with slight temporal smoothing, so its spatial
kernel was just a unit impulse function dðxÞ that has no
ﬁltering eﬀect, thus:
f 1ðx; t; s1Þ ¼ dðxÞ 	 h0ðt; s1Þ:
The even-symmetric spatial kernel for f 2e was the
second derivative g2 of a Gaussian, scaled to have unit
peak amplitude in the Fourier domain:
g2ðx; r2Þ ¼ r
2
2e
2
 
	 o
2gðx; r2Þ
ox2
;
where
gðx; rÞ ¼ 1
r
ﬃﬃﬃﬃﬃ
2p
p
 
exp
x2
2r2
 
:
Multiplying the spatial and temporal kernels gave the
spatio-temporal kernel:
f 2eðx; t; r2; s2Þ ¼ g2ðx; r2Þ 	 h0ðt; s2Þ:
The corresponding odd-symmetric receptive ﬁeld f 2o
was formed by taking the Hilbert transform Hf g of the
spatial kernel:
f 2oðx; t;r2; s2Þ ¼ Hfg2ðx; r2Þg 	 h0ðt; s2Þ:
Responses R1, R2 were computed as the convolution
of the ﬁlter kernels with the input space–time image C,
implemented by multiplication in the Fourier domain.
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Fig. 8. (A) Filled symbols show blur-matching data for observers SH
and SB from Hammett et al. (1998) for 30 min edge width. To make a
full and fair comparison, we used all the available data that extended
out to 16 deg/s at this edge width (i.e. averaged over the data obtained
at edge widths of 27.9 and 31.9 min). Curves show predictions of the
linear ﬁlter model (P€a€akk€onen & Morgan, 2001) using blur coding rule
1 (PM1, solid curves) or rule 2 (PM2, dashed curves). The model
simulated a single Gaussian edge (thick curves), or the periodic grat-
ings used in the experiment (thin curves with symbol). (B) Similar to A,
but for 60 min edge width where the grating was a pure sine-wave of
0.5 c/deg. Note how the PM model predicts no eﬀect of speed on blur
when the sine-wave used in the experiment is also used in the simu-
lation.
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Edge artefacts were avoided by ensuring that an integer
number of spatial cycles was present in the image. Thus:
R1 ¼ Cðx; tÞ  f 1ðx; tÞ
R2e ¼ Cðx; tÞ  f 2eðx; tÞ
R2o ¼ Cðx; tÞ  f 2oðx; tÞ:
The energy image R2ðx; tÞ was computed as the qua-
dratic sum of even and odd responses, smoothed by
convolution with a unit-area Gaussian of scale rs:
R2 ¼ gðx; rsÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R22e þ R22o
q
:
Output of the gain-control signal processing is
G ¼ aþ k 	 R2, and this is divided into the image data
R1, to give R3 ¼ R1=G. Finally the transducer has the
form of a simple Naka–Rushton function:
R4 ¼ R3
S þ jR3j :
This saturates at maximum (or minimum) output
values of 1 when the magnitude of R3 (positive or
negative) is large (see Fig. 1B), and it reaches half the
saturated response when R3 ¼ S. If S is made smaller,
R4 saturates at lower input levels and so produces more
distortion of the input spatial waveform. Simple sub-
stitutions yield:
R4 ¼ R1
S 	 ðaþ k 	 R2Þ þ jR1j ;
implying that distortion should increase when the energy
signal R2 is attenuated at higher speeds.
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