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Abstract: Recently, a new path integral formulation of Loop Quantum Gravity (LQG) has been
derived in [1] from the reduced phase space formulation of the canonical LQG. This paper focuses on
the semiclassical analysis of this path integral formulation. We show that dominant contributions of
the path integral come from solutions of semiclassical equations of motion (EOMs), which reduces
to Hamilton’s equations of holonomies and fluxes h(e), pa(e) in the reduced phase space Pγ of the
cubic lattice γ:
dh(e)
dτ
= {h(e), H}, dp
a(e)
dτ
= {pa(e), H},
where H is the discrete physical Hamiltonian. The semiclassical dynamics from the path integral
becomes an initial value problem of Hamiltonian time evolution in Pγ . Moreover when we take the
continuum limit of the lattice γ, these Hamilton’s equations reproduce correctly classical reduced
phase space EOMs of gravity coupled to dust fields in the continuum, as far as initial and final
states are semiclassical. Our result proves that the new path integral formulation has the correct
semiclassical limit, and indicates that the reduced phase space quantization in LQG is semiclassically
consistent. Based on these results, we compare this path integral formulation and the spin foam
formulation, and show that this formulation has several advantages including the finiteness, the
relation with canonical LQG, and being free of cosine and flatness problems.a
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1 Introduction
In recent developments of Loop Quantum Gravity (LQG), tremendous progresses have been ob-
tained by the covariant path integral approach (see e.g. [2] for summary). The covariant path
integral approach of LQG focuses on transition amplitudes of LQG states (such as spin-networks).
These amplitudes sum all possible evolution histories of LQG states, reflecting the idea of Feyn-
man’s path integral. Moreover the path integral approach makes it possible to bypass complications
from non-polynomial Hamiltonian constraint operator, and possibly reduce difficulties in computing
physical quantities in LQG. Indeed, the path integral trades the non-commutativity of quantum
operators for integrals of commutative c-numbers, thus may reduce complicated operator manipu-
lations to computable integrals. It is the reason why most developments of Quantum Field Theories
(QFTs) are made by using path integral formulae.
A popular path integral approach in LQG is the Spin Foam formulation [2, 3]. This formulation
constructs transition amplitudes of LQG on a 4-dimensional triangulations, and all these spin foam
amplitudes are made by gluing elementary building blocks called vertex amplitudes, in analogy
with Feynman amplitudes made by gluing vertices and propagators. This structure of spin foam
amplitudes allow them to be study both analytically and numerically. Semiclassical behaviors of
spin foam amplitudes, given by the large-j asymptotics, have been extensively studied analytically
and found close relation to Regge calculus of discrete gravity (see e.g. [4–17]). Numerical studies
of spin foam amplitudes have been developed in [18–21]. Spin foams have also been related to
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quantum computations recently [22–24]. However extensive studies of spin foam amplitudes reveal
several severe problems:
1. Cosine problem: In the large-j limit, the emergent (discrete) spacetime determined by spin
foam amplitude with fixed semiclassical boundary state is highly non-unique in general, even
when the semiclassical boundary state specifies both metric and extrinsic curvature at the
boundary, while the uniqueness only happens for a single vertex amplitude [25]. Different
discrete spacetimes have different 4d orientations at individual 4-simplices [7, 8]. If we view
the spin foam as an initial value problem, then its semiclassical time evolution from a fixed
initial condition in phase space can give many different trajectories, thus is very different from
classical physics.
2. Flatness problem: There are evidences indicating that in the large-j limit, spin foam ampli-
tudes dominate at the flat spacetime and miss all other curved spacetimes [26–30]. Although
some other work suggests that one may modify the large-j limit and/or definitions of spin
foams in order to avoid the flatness problem [11, 12, 31], there is still no satisfactory resolution
to the problem in full generality1.
3. Relation with canonical LQG : The spin foam approach has been developed in parallel to the
canonical approach of LQG. It is not clear how to relate spin foam amplitudes to any transition
amplitude or physical inner product in the canonical LQG (see e.g. [33–38] for some earlier
attempts). It is not clear about the unitarity of spin foam models.
4. Divergence: Spin foam amplitudes are divergent unless the quantum group is employed (the
quantum group relates to cosmological constant [9, 39]).
5. Computational complexity : Numerical computations are currently developed only for a single
vertex amplitude. Even for the vertex amplitude, the computational complexity grows very
fast as the spin j increases [18]. The computational complexity grows exponentially when the
number of 4-simplices increases. Quantum computing might help in this perspective, but it
is still at a very preliminary stage.
6. Lattice dependence: There are infinitely many spin foam amplitudes with the same boundary
state. These amplitudes are defined on different triangulations (with the same boundary). It
is not clear how to remove the triangulation dependence and/or how to take the continuum
limit at the quantum level. Group Field Theory (GFT) provides an interesting proposal
to sum over all triangulations, but it seems still difficult to extract all semiclassical smooth
spacetimes from a fixed GFT partition function (while some special cases such as black holes
and cosmology can indeed be extract from the general GFT formalism [40–42]).
As a different approach, a new path integral formulation of LQG has been proposed recently in
[1]. This path integral is derived from the reduced phase space formulation of canonical LQG. The
reduced phase space formulation couples gravity to matter fields such as dusts or scalar fields (clock
fields), followed by a deparametrization procedure, in which gravity variables are parametrized by
values of clock fields, and constraints are solved classically. Results from the deparametrization
are (1) the reduced phase space P on which all phase space functions are Dirac observables free
of gauge redundancy (except for the SU(2) gauge freedom when using connection variables), and
(2) the dynamics is governed by a physical Hamiltonian H0 generating physical time evolution (the
physical time is the value of a clock field). The reduced phase space P of gravity-matter system
can be quantized using the standard LQG technique, and result in the physical Hilbert space H.
1See also a recent numerical study toward understanding the problem [32]
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The physical Hamiltonian is promoted to a positive self-adjoint Hamiltonian operator Hˆ on H. The
reduced phase space quantization of LQG has been proposed conceptually in [43, 44], and been
made concrete in [45–50] (Section 2 provides a review of the reduced phase space formulation).
The new path integral formula in [1] equals to the transition amplitude of the unitary evolution
generated by Hˆ:
A[g],[g′] = 〈Ψt[g]| exp[−
i
~
T Hˆ] |Ψt[g′]〉 (1.1)
of semiclassical initial and final physical states Ψt[g′],Ψ
t
[g]. Here Ψ
t
[g′],Ψ
t
[g] are SU(2) gauge invariant
coherent states [51, 52] in Hγ , the physical Hilbert space on a cubic lattice γ. [g], [g′] label gauge
equivalence class of initial and final data in the phase space (g is the complex coordinate of the
phase space). The path integral formula is derived from A[g],[g′] by standard method: discretizing
T into arbitrarily large N time-steps and inserting overcompletness relation of coherent states. As
a result, we obtain a discrete path integral on a 4d hypercubic lattice (see Section 2 for review).
A[g],[g′]
‖Ψt[g]‖ ‖Ψt[g′]‖
=
∫
dh
N+1∏
i=1
dgi ν[g] e
S[g,h]/t (1.2)
where we can extract a “classical action” S[g, h] from the resulting path integral formula (see
Section 2.2 for details).
∫
dgiν[g] integrates coherent states intermediating the quantum transition
at different time steps τi =
i
N T . t = `
2
P /a
2 is a dimensionless semiclassicality parameter, and
a is a length unit determining the scale at which the physics is interested. For instance, a is a
macroscopic unit, e.g. a = 1mm, when we are interested in the semiclassical limit. So `P  a and
t→ 0. Eq.(1.2) has SU(2) integrals ∫ dh since the initial and final data have SU(2) gauge freedom.
This path integral formula is comparable to the spin foam amplitude in the coherent state
representation [7] which is frequently used for analyzing the large-j behavior. On the other hand,
if we choose the clock field to be a real massless scalar, Eq.(1.2) closely relates to the spin foam
model in [53] 2. It is a matter of changing representation basis to cast the path integral (1.2) into
a shape similar to spin foams.
In this paper, we focus on the semiclassical analysis of the path integral formulation Eq.(1.2),
i.e. the behavior as t → 0. By stationary phase approximation, dominant contributions of the
path integral come from solutions of semiclassical equations of motion (EOMs) δS = 0. These
semiclassical EOMs have been derived in [1], and shown to admit time continuous limit ∆τ =
T/N → 0, i.e. all solutions can be approximated by continuous (and differentiable) trajectories g(τ)
in the reduced phase space. In this paper, we show that in the time continuous limit, semiclassical
EOMs derived from Eq.(1.2) become precisely the Hamilton’s equation in the reduced phase space:
dh(e)
dτ
= {h(e), H}, dp
a(e)
dτ
= {pa(e), H}, (1.3)
where h(e), pa(e) are holonomy and gauge covariant flux associated to the edge e in γ. h(e), pa(e)
relates to g(e) by g(e) = e−ip
a(e)τa/2h(e), τa = −i(Pauli Matrix)a. { , } is the Poisson bracket
of the reduced phase space and reduces to the holonomy-flux algebra on γ. H is the semiclassical
limit of Hˆ.
In addition, we show in Section 6 that when we take the continuum limit of the lattice γ,
EOMs (1.3) reproduce classical reduced phase space EOMs of gravity coupled to matter fields in
the continuum, as far as initial and final states Ψt[g′],Ψ
t
[g] are semiclassical in the sense that [g
′], [g]
is within the classically allowed regime. The classically allowed regime in the phase space satisfy
2Namely (1.2) is the coherent state representation of the amplitude in [53], if their derivation uses graph-preserving
Hamiltonian, and Hˆ is the Hamiltonian in [54].
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certain nonholonomic constraints required by the gravity-matter system. Our result proves that
the path integral formulation Eq.(1.2) has the correct semiclassical limit, and indicates that the
reduced phase space quantization in LQG is semiclassically consistent.
Given semiclassical initial and final states and by Hamilton’s equations (1.3), the semiclas-
sical dynamics from A[g],[g′] becomes an initial value problem of Hamiltonian time evolution in
the reduced phase space. Fixing the initial condition [g′], solution of EOMs (1.3), given by the
Hamiltonian flow of H, is unique up to SU(2) gauge transformation.
If semiclassical initial and final data [g′], [g] are connected by the trajectory g(τ) satisfying
Eqs.(1.3), as t→ 0, integrals ∫ ∏N+1i=1 dgi in the path integral (2.44) dominate at this semiclassical
trajectory:
A[g],[g′]
‖Ψt[g]‖ ‖Ψt[g′]‖
=
∫
dh
(2pit)N/2√
det(−H) ν[g(τ), h] e
S[g(τ),h]/t [1 +O(t)] , (1.4)
where N is the total dimension of the integral ∫ ∏N+1i=1 dgi in Eq.(2.44), and H is the Hessian matrix
at the solution. S[g(τ), h] is the action evaluated at the solution, where the continuous trajectory
g(τ) ' gi approximates the discrete solution as ∆τ small. Here we still have
∫
dh because the initial
condition g′ is determined by Ψt[g′] up to a gauge transformation g
′ → g′h. If the initial and final
data [g′], [g] are not connected by the trajectory g(τ), the amplitude is suppressed exponentially as
t→ 0.
It is interesting to make a comparison between the new path integral formulation of LQG (1.2)
to the spin foam formulation.
1. Our path integral formulation is free of the cosine problem. The initial state Ψt[g′] determines a
unique semiclassical trajectory (up to SU(e) gauge transformations) given by the Hamiltonian
flow of H. The asymptotic formula has a single exponential (integrated over SU(2) gauge
transformations). A key reason is that here all solutions of semiclassical EOMs admit a time
continuous limit. Solutions with discontinuous orientations are forbidden.
2. Our path integral formulation is free of the flatness problem. The semiclassical EOMs (1.3)
from the path integral reproduce the classical EOMs of the gravity-matter system, and admit
all curved solutions that are physically interesting. For instance, [1, 55] have demonstrated the
homogeneous and isotropic cosmology and cosmological perturbation theory from solutions.
3. There is a clear link between our path integral formulation and the canonical LQG3. The
path integral (2.44) is rigorously derived from the canonical LQG. The unitarity is manifest
because the path integral equals the transition amplitude of unitary evolution generated by
Hˆ.
4. The path integral formula (2.44) is finite, because of the transition amplitude A[g],[g′] is
manifestly finite. The finiteness is irrelevant to the cosmological constant.
There are open issues: Computing quantum effects within the path integral formulation (2.44)
relies on knowledges of the matrix elements and/or expectation values of Hˆ with respect to coherent
states. The non-polynomial operator Hˆ may make computations highly involved. Secondly, the
path integral is constructed on the lattice γ, it is not clear at present if we are able to remove this
lattice dependence at the quantum level. So this formulation may still share issues of computational
complexity and lattice dependence with the spin foam formulation, at least at the current stage.
However studies of the new path integral formulation is still at very preliminary stage, and research
3Some advantages of relating canonical and path integral formulation can also be seen from Loop Quantum
Cosmology (LQC) [56, 57].
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on overcoming these issues will be carried out in the future. Some discussions are given in Section
8.
Many computations in this work are carried out with Mathematica on High-Performance-
Computing (HPC) servers. Some intermediate steps and results contain long formulae that cannot
be shown in the paper. These formulae and Mathematica codes can be downloaded from [58].
The architecture of this paper is follows: Section 2 reviews the reduced phase space formulation
of LQG and the derivation of the new path integral formulation. Section 3 discusses semiclassical
EOMs derived from the path integral and its time continuous limit. Section 4 shows that semiclas-
sical EOMs are equivalent to Hamilton’s equations (1.3). Section 5 shows that the time continuous
limit of the action S[g, h] gives a canonical action with the Hamiltonian H, and demonstrates that
the variational principle and time continuous limit are commutative when acting on S[g, h]. Sec-
tion 6 analyzes semiclassical EOMs in the lattice continuum limit of γ, and demonstrate consistency
with classical gravity-matter system. Section 8 compares the new path integral formulation with
the spin foam formulation.
2 Reduced Phase Space Formulation of LQG
2.1 Classical Framework
The reduced phase space formulation couples gravity to matter fields at classical level. These matter
fields are often called clock fields. In this paper, we mainly focus on two scenarios including coupling
gravity to Brown-Kucharˇ and Gaussian dust fields [49, 50, 59, 60].
Firstly we denote by SBKD the action of Brown-Kucharˇ dust model:
SBKD[ρ, gµν , T, S
j ,Wj ] = −1
2
∫
d4x
√
|det(g)| ρ [gµνUµUν + 1], (2.1)
Uµ = −∂µT +Wj∂µSj , (2.2)
where scalars T, Sj=1,2,3 form the dust coordinates of time and space to parametrize physical fields.
ρ, Wj are Lagrangian multipliers. ρ is interpreted as the dust energy density. When we couple
SBKD to gravity (or gravity coupled to some other matter fields) and carry out Hamiltonian analysis
[50], we obtain following constraints:
Ctot = C + 1
2
[
P 2/ρ√
det(q)
+
√
det(q)ρ
(
qαβUαUβ + 1
)]
= 0, (2.3)
Ctotα = Cα + PT,α − PjSj,α = 0, (2.4)
ρ2 =
P 2
det(q)
(
1 + qαβUαUβ
)−1
, (2.5)
Wj = Pj/P, (2.6)
where α, β are spatial coordinate indices, P, Pj are momenta conjugate to T, S
j , and C, Cα are
Hamiltonian and diffeomorphism constraints of gravity (or gravity coupled to some other matter
fields). Firstly Eq.(2.5) can be solved by
ρ = ε
P√
det(q)
(
1 + qαβUαUβ
)−1/2
, ε = ±1. (2.7)
ε can be fixed to ε = 1 by physical requirement that U is timelike and future pointing [47], so
sgn(P ) = sgn(ρ). Inserting this solution to Eq.(2.3) and using Eq.(2.6) lead to
C = −P
√
1 + qαβCαCβ/P 2. (2.8)
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Thus −sgn(C) = sgn(P ) = sgn(ρ). When we consider dust coupling to pure gravity, we must have
C < 0 and the physical dust ρ, P > 0 to fulfill the energy condition as in [59]. However, we may
couple some additional matter fields (e.g. scalars, fermions, gauge fields etc) to make C > 0, then
ρ, P < 0 correspond to the phantom dust as in [47, 49]. The case of phantom dust may not violate
the usual energy condition due to the presence of additional matter fields. We can solve P, Pj from
Eqs.(2.3) and (2.4)
P =
{
h physical dust,
−h phantom dust, h =
√
C2 − qαβCαCβ , (2.9)
Pj = −Sαj (Cα − hT,α) (2.10)
which are strongly Poisson commutative constraints. Sαj is the inverse matrix of ∂αS
j (α = 1, 2, 3).
In deriving above constraints, we find at an intermediate step that P 2 = C2 − qαβCαCβ > 0
constraints the argument of the square root to be positive. Moreover the physical dust requires
C < 0 while the phantom dust requires C > 0.
We use Aaα(x), E
α
a (x) to be canonical variables of gravity, where A
a
α(x) is the Ashtekar-Barbero
connection and Eαa (x) =
√
det q eαa (x) is the densitized triad. a = 1, 2, 3 is the Lie algebra index of
su(2). Gauge invariant Dirac observables are constructed relationally by parametrizing (A,E) with
values of dust fields T (x) ≡ τ, Sj(x) ≡ σj , i.e. Aaj (σ, τ) = Aaj (x)|T (x)≡τ, Sj(x)≡σj and Eja(σ, τ) =
Eja(x)|T (x)≡τ, Sj(x)≡σj , where σ, τ are physical space and time coordinates in the dust reference
frame. Here j = 1, 2, 3 is the dust coordinate index (e.g. Aj = AαS
α
j ).
Both Aaj (σ, τ) and E
j
a(σ, τ) are free of diffeomorphism and Hamiltonian constraints. They
satisfy the standard Poisson bracket in the dust frame:
{Eia(σ, τ), Abj(σ′, τ)} =
1
2
κβ δijδ
b
aδ
3(σ, σ′) (2.11)
where β is the Barbero-Immirzi parameter and κ = 16piG. The reduced phase space P ofAaj (σ, τ), Eja(σ, τ)
is free of Hamiltonian and diffeomorphism constraints. All SU(2) gauge invariant phase space func-
tions are Dirac observables.
The evolution in physical time τ is generated by the classical physical Hamiltonian H0 given
by integrating h on the constant T = τ slice S. The constant τ slice S is coordinated by the value
of dust scalars Sj = σj thus is referred to as the dust space [49, 50]. From Eq.(2.9), we find that
H0 is negative for physical dust while is positive for phantom dust. We flip the direction of the
time flow τ → −τ thus H0 → −H0 for physical dust so we have a positive Hamiltonians in every
case:
H0 =
∫
S
d3σ
√√√√C(σ, τ)2 − 1
4
3∑
a=1
Ca(σ, τ)2. (2.12)
Here C and Ca = 2eαaCα are parametrized in the dust frame. In terms of Aaj (σ, τ) and Eja(σ, τ):
C = 1
κ
[
F ajk −
(
β2 + 1
)
εadeK
d
jK
e
k
]
εabc
EjbE
k
c√
det(q)
+
2Λ
κ
√
det(q) (2.13)
Ca = 4
κβ
F bjk
EjaE
k
b√
det(q)
. (2.14)
Λ is the cosmological constant.
Coupling gravity to Gaussian dust model can be analyzed similarly, so we don’t present the
details here (while details can be found in [50]). As a result the physical Hamiltonian has a simpler
– 6 –
expression
H0 =
∫
S
d3σ C(σ, τ). (2.15)
In order to put discussions of both the Brown-Kucharˇ and Gaussian dusts in a unified manner, we
express the physical Hamiltonian as the following:
H0 =
∫
S
d3σ h(σ, τ), (2.16)
h(σ, τ) =
√√√√C(σ, τ)2 − α
4
3∑
a=1
Ca(σ, τ)2,
{
α = 1 Brown-Kucharˇ dust,
α = 0 Gaussian dust.
The physical Hamiltonian H0 is manifestly positive in Eq.(2.16). When C < 0, Eq.(2.16) is different
from Eq.(2.15) by an overall minus sign, thus reverses the time flow τ → −τ for the Gaussian dust.
In both scenarios, the physical Hamiltonian H0 generates the τ -time evolution:
df
dτ
= {f,H0} , (2.17)
for all phase space function f of Aaj (σ, τ) and E
j
a(σ, τ). In particular, the Hamilton’s equations are
dAaj (σ, τ)
dτ
= −κβ
2
δH0
δEja(σ, τ)
,
dEja(σ, τ)
dτ
=
κβ
2
δH0
δAaj (σ, τ)
. (2.18)
Functional derivatives on the right-hand sides of Eq.(2.18) can be computed by
δH0 =
∫
S
d3σ
(C
h
δC − α
4
Ca
h
δCa
)
, (2.19)
where C/h is negative (positive) for physical (phantom) dust. Compare δH to the variation of
Hamiltonian HGR of pure gravity in absence of dust motivates us to view the following as physical
lapse function and shift vector
N =
C
h
, Na = −α
4
Ca
h
. (2.20)
Therefore N is negative (positive) for the physical (phantom) dust. Negative N for the physical
dust relates to the flip τ → −τ for making Hamiltonian positive.
In the gravity-dust models, we resolve the Hamiltonian and diffeomorphism constraints clas-
sically, while the SU(2) Gauss constraint Ga(σ, τ) = DjEja(σ, τ) = 0 still has to be imposed
to the phase space. In addition, non-holonomic constraints are imposed to the phase space:
C(σ, τ)2 − α4
∑3
a=1 Ca(σ, τ)2 ≥ 0 and C < 0 for physical dust (C > 0 for phantom dust).
These constraints are preserved by the time evolution for gravity coupled to the Brown-Kucharˇ
dust. Indeed, firstly the time evolution cannot break Gauss constraint since {Ga(σ, τ), H0} = 0.
Secondly both h(σ, τ) and Cj(σ, τ) = 12eajCa(σ, τ) are conserved densities on the Gauss constraint
surface [49]:
dh(σ, τ)
dτ
= {h(σ, τ), H0} = 0, dCj(σ, τ)
dτ
= {Cj(σ, τ), H0} = 0 (2.21)
Therefore C(σ, τ)2− 14
∑3
a=1 Ca(σ, τ)2 ≥ 0 is conserved in the time evolution. About the other non-
holonomic constraint C < 0 (C > 0), suppose C < 0 (C > 0) was violated in the time evolution, there
would exist a certain time τ0 that C(σ, τ0) = 0, but then C(σ, τ)2− 14
∑3
a=1 Ca(σ, τ)2 would becomes
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negative if Cj(σ, τ) 6= 0, contradicting the conservation of h(σ, τ) and the other nonholonomic
constraint. If the conserved Cj(σ, τ) = 0, h(σ, τ)2 = C(σ, τ)2 is conserved so cannot evolve from
nonzero to zero. For gravity coupled to the Gaussian dust, Cj(σ, τ) is conserved. h(σ, τ) and C(σ, τ)
are conserved only when Cj(σ, τ) = 0. C < 0 (C > 0) may be violated in the time evolution for
gravity coupled to the Gaussian dust if Cj(σ, τ) 6= 0.
In our following discussion, we focus on pure gravity coupling to dusts, thus we only work with
physical dusts in order not to violating the energy condition.
2.2 Quantization, Transition Amplitude, and Coherent State Path Integral
We construct a fixed cubic lattice γ which partitions the dust space S. In this work, we consider
S is compact and has no boundary so that γ is a finite lattice. We denote by E(γ) and V (γ)
sets of (oriented) edges and vertices in γ. By the dust coordinate on S, we assign every edge a
constant coordinate length µ. µ→ 0 relates to the lattice continuum limit. Every vertex v ∈ V (γ)
is 6-valent. At v there are 3 outgoing edges eI(v) (I = 1, 2, 3) and 3 incoming edges eI(v − µIˆ)
where Iˆ is the coordinate basis vector along the I-th direction. It is sometimes convenient to orient
all 6 edges at v to be outgoing from v, and denote 6 edges by ev;I,s (s = ±):
ev;I,+ = eI(v), ev;I,− = eI(v − µIˆ)−1. (2.22)
We regularize canonical variables Aaj (σ, τ), E
j
a(σ, τ) on the lattice γ, by defining holonomy h(e)
and gauge covariant flux pa(e) at every e ∈ E(γ):
h(e) := P exp
∫
e
A,
pa(e) := − 1
2βa2
tr
[
τa
∫
Se
εijkdσ
i ∧ dσj h (ρe(σ)) Ekb (σ)τ b h (ρe(σ))−1
]
, (2.23)
where A = Aaτa/2 and τa = −i(Pauli matrix)a. Se is a 2-face intersecting e in the dual lattice γ∗.
ρe is a path starting at the source of e and traveling along e until e ∩ Se, then running in Se until
~σ. a is a length unit for making pa(e) dimensionless. Note that because pa(e) is gauge covariant
flux, we have
pa (ev;I,−) =
1
2
Tr
[
τah
(
ev−Iˆ;I,+
)−1
pb
(
ev−Iˆ;I,+
)
τ bh
(
ev−Iˆ;I,+
)]
. (2.24)
The Poisson algebra of h(e) and pa(e) are called the holonomy-flux algebra:
{h(e), h (e′)} = 0, (2.25)
{pa(e), h (e′)} = κ
a2
δe,e′
τa
2
h (e′) , (2.26){
pa(e), pb (e′)
}
= − κ
a2
δe,e′εabcp
c (e′) , (2.27)
h(e) and pa(e) parametrize the reduced phase space Pγ for the theory discretized on γ.
The LQG quantization defines the Hilbert space Hγ spanned by gauge invariant (complex
valued) functions of all h(e)’s on γ, and is a proper subspace of H0γ = ⊗eL2(SU(2)). Hγ is the
physical Hilbert space free of constraint because it quantizes the reduced phase space. hˆ(e) becomes
multiplication operators on functions in H0γ . pˆa(e) = it Rˆae/2 where Rˆae is the right invariant vector
field on SU(2): Raf(h) = ddε
∣∣
ε=0
f(eετ
a
h). t = `2p/a
2 is a dimensionless semiclassicality parameter
(`2p = ~κ). hˆ(e), pˆa(e) satisfy the commutation relations:[
hˆ(e), hˆ(e′)
]
= 0[
pˆa(e), hˆ(e′)
]
= itδe,e′
τa
2
h(e′)[
pˆa(e), pˆb(e′)
]
= −itδe,e′εabcpc(e′), (2.28)
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as quantization of the holonomy-flux algebra.
The (non-graph-changing) physical Hamiltonian operators Hˆ are given by [49]:
Hˆ =
∑
v∈V (γ)
Hˆv, Hˆv :=
[
Mˆ†−(v)Mˆ−(v)
]1/4
, (2.29)
Mˆ−(v) = Cˆ †v Cˆv −
α
4
3∑
a=1
Cˆ †a,vCˆa,v, α =
{
1, Brown-Kucharˇ dust,
0, Gaussian dust.
(2.30)
In our notation, H0 =
∫
S d
3σ h, C, and Ca are the Hamiltonian, scalar constraint, and vector
constraint in the continuum. H =
∑
vHv, Cv, and Ca,v are their discretizations on γ, while
Hˆ =
∑
v Hˆv, Cˆv, and Cˆa,v are quantizations of H, Cv, and Ca,v:
Cˆ0,v =
2
iβκ`2p
∑
s1,s2,s3=±1
s1s2s3 ε
I1I2I3 Tr
(
hˆ(αv;I1s1,I2s2)hˆ(ev;I3s3)
[
hˆ(ev;I3s3)
−1, Vˆv
])
(2.31)
Cˆa,v =
8
iβ2κ`2p
∑
s1,s2,s3=±1
s1s2s3 ε
I1I2I3 Tr
(
τahˆ(αv;I1s1,I2s2)hˆ(ev;I3s3)
[
hˆ(ev;I3s3)
−1, Vˆv
])
(2.32)
Cˆv = Cˆ0,v +
1 + β2
2
CˆL,v +
2Λ
κ
Vˆv, Kˆ =
i
~β2
 ∑
v∈V (γ)
Cˆ0,v,
∑
v∈V (γ)
Vv

CˆL,v = − 16
κ
(
iβ`2p
)3 ∑
s1,s2,s3=±1
s1s2s3 ε
I1I2I3 (2.33)
Tr
(
hˆ(ev;I1s1)
[
hˆ(ev;I1s1)
−1, Kˆ
]
hˆ(ev;I2s2)
[
hˆ(ev;I2s2)
−1, Kˆ
]
hˆ(ev;I3s3)
[
hˆ(ev;I3s3)
−1, Vˆv
] )
.
where Λ is the cosmological constant and Vˆv is the volume operator at v:
Vˆv =
(
Qˆ2v
)1/4
, (2.34)
Qˆv = −i
(
β`2P
4
)3
εabc
Raev;1+ −Raev;1−
2
Rbev;2+ −Rbev;2−
2
Rcev;3+ −Rcev;3−
2
= β3a6εabc
pˆa(ev;1+)− pˆa(ev;1−)
4
pˆb(ev;2+)− pˆb(ev;2−)
4
pˆc(ev;3+)− pˆc(ev;3−)
4
(2.35)
The Hamiltonian operator Hˆ is positive semi-definite and self-adjoint because Mˆ†−(v)Mˆ−(v) is
manifestly positive semi-definite and Hermitian, therefore admits a self-adjoint extension (Friedrich
extension).
Classical discrete Cv, and Ca,v are obtained from Eqs.(2.31) - (2.33) by mapping operators to
their classical counterparts and [fˆ1, fˆ2]→ i~{f1, f2}. Hence classical discrete physical Hamiltonian
H is given by
H =
∑
v∈V (γ)
Hv, Hv =
√√√√∣∣∣∣∣C2v − α4
3∑
a=1
C2a,v
∣∣∣∣∣. (2.36)
The absolute value in the square-root results from that H is the classical limit of Hˆ defined on the
entire Hγ disregarding nonholonomic constraints in particular C2 − α4
∑3
a=1 C2a ≥ 0 for α = 1.
An interesting quantity for quantum dynamics is the transition amplitude
A[g],[g′] = 〈Ψt[g]| exp
[
− i
~
T Hˆ
]
|Ψt[g′]〉 (2.37)
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For the purpose of semiclassical analysis, we focus on the semiclassical initial and final states
Ψt[g′],Ψ
t
[g] which are gauge invariant coherent states defined in [52, 61]:
Ψt[g](h) =
∫
SU(2)|V (γ)|
dh
∏
e∈E(γ)
ψt
h−1
s(e)
g(e)ht(e)
(h(e)) , dh =
∏
v∈V (γ)
dµH(hv). (2.38)
where dµH(hv) is the Haar measure on SU(2). The gauge invariant coherent state is labelled by
gauge equivalence class [g] generated by g(e) ∼ gh(e) = h−1s(e)g(e)ht(e) at all e. Here g(e) is an
SL(2,C) group element. ψtg(e) (h(e)) is the complexifier coherent state on the edge e:
ψtg(e) (h(e)) =
∑
je∈Z+/2∪{0}
(2je + 1) e
−tje(je+1)/2χje
(
g(e)h(e)−1
)
, (2.39)
where g(e) is complex coordinate of Pγ and relates to h(e), pa(e) by4
g(e) = e−ipa(e)τa/2h(e) = e−ip
a(e)τa/2eθ
a(e)τa/2, pa(e), θa(e) ∈ R3. (2.40)
Applying Eq.(2.38) and using a discretization of time T = N∆τ with large N and infinitesimal
∆τ ,
A[g],[g′] =
∫
dh
〈
ψtg
∣∣ [e− i~∆τHˆ]N |ψtg′h〉, (2.41)
=
∫
dh
N+1∏
i=1
dgi 〈ψtg|ψ˜tgN+1〉〈ψ˜tgN+1
∣∣e− i∆τ~ Hˆ∣∣ψ˜tgN 〉〈ψ˜tgN ∣∣e− i∆τ~ Hˆ∣∣ψ˜tgN−1〉 · · ·
· · · 〈ψ˜tg2
∣∣e− i∆τ~ Hˆ∣∣ψ˜tg1〉〈ψ˜tg1 |ψtg′h〉 (2.42)
where we have inserted N + 1 overcompleteness relations of normalized coherent state ψ˜tg =
⊗eψtg(e)/||ψtg(e)||:∫
dgi |ψ˜tgi〉〈ψ˜tgi | = 1H0γ , dgi =
( c
t3
)|E(γ)| ∏
e∈E(γ)
dµH(hi(e)) d
3pi(e), i = 1, · · · , N − 1.(2.43)
A path integral formula is derived in [1] from the above expression of A[g],[g′]:
A[g],[g′] =
∥∥ψtg∥∥∥∥ψtg′∥∥∫ dhN+1∏
i=1
dgi ν[g] e
S[g,h]/t (2.44)
where the “effective action” S[g, h] is given by
S[g, h] =
N+1∑
i=0
K (gi+1, gi)− iκ
a2
N∑
i=1
∆τ
[
〈ψtgi+1 |Hˆ|ψtgi〉
〈ψigi+1 |ψtgi〉
+ iε˜i+1,i
(
∆τ
~
)]
, (2.45)
K (gi+1, gi) =
∑
e∈E(γ)
[
zi+1,i(e)
2 − 1
2
pi+1(e)
2 − 1
2
pi(e)
2
]
(2.46)
with g0 ≡ g′h, gN+2 ≡ g, and ν[g] is a measure factor. ε˜i+1,i
(
∆τ
~
)→ 0 as ∆τ → 0 and is negligible.
In the above, zi+1,i(e) and xi+1,i(e) are given by
zi+1,i(e) = arccosh (xi+1,i(e)) , xi+1,i(e) =
1
2
tr
[
gi+1(e)
†gi(e)
]
. (2.47)
4For any polynomial Pol[hˆ(e), pˆa(e)] of hˆ(e), pˆa(e), the coherent state expectation value is semiclassical:
〈ψt
g(e)
|Pol[hˆ(e), pˆa(e)]|ψt
g(e)
〉 = Pol[h(e), pa(e)] + O(t) where h(e), pa(e) on the right hand side relate to g(e) by
Eq.(2.40) [62].
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The path integral Eq.(2.44) is constructed with discrete time and space, and is a well-define
integration formula for the transition amplitude A[g],[g′] as long as ∆τ is arbitrarily small but finite.
The time translation of γ with finite ∆τ makes a hypercubic lattice in 4 dimensions, on which the
path integral is defined. There is no issue of any divergence in this path integral formulation of
LQG, since it is derived from a well-defined transition amplitude.
3 Semiclassical Equations of Motion
3.1 Discrete Equations of Motion
The main part of this work is to study the semiclassical limit t → 0 (or `P  a) of the transition
amplitude A[g],[g′]. By Eq.(2.44) and the stationary phase approximation, dominant contributions
to A[g],[g′] as t → 0 come from semiclassical trajectories satisfying the semiclassical equations of
motion (EOMs).
Semiclassical EOMs has been derived in [1] by the variational principle δS[g, h] = 0 and ex-
pressed in the following form:
• For i = 1, · · · , N , at every edge e ∈ E(γ),
1
∆τ
[
zi+1,i(e) tr
[
τagi+1(e)
†gi(e)
]√
xi+1,i(e)− 1
√
xi+1,i(e) + 1
− pi(e) tr
[
τagi(e)
†gi(e)
]
sinh(pi(e))
]
=
iκ
a2
∂
∂εai (e)
〈ψtgεi+1 |Hˆ|ψtgεi 〉
〈ψtgεi+1 |ψtgεi 〉
∣∣∣∣∣
~ε=0
(3.1)
where gε(e) = g(e)eε
a(e)τa (εa(e) ∈ C) is a holomorphic deformation.
• For i = 2, · · · , N + 1, at every edge e ∈ E(γ),
1
∆τ
[
zi,i−1(e) tr
[
τagi(e)
†gi−1(e)
]√
xi,i−1(e)− 1
√
xi,i−1(e) + 1
− pi(e) tr
[
τagi(e)
†gi(e)
]
sinh(pi(e))
]
= − iκ
a2
∂
∂ε¯ai (e)
〈ψtgεi |Hˆ|ψtgεi−1〉
〈ψtgεi |ψtgεi−1〉
∣∣∣∣∣
~ε=0
. (3.2)
• The closure condition at every vertex v ∈ V (γ) for initial data:
−
∑
e,s(e)=v
pa1(e) +
∑
e,t(e)=v
Λab
(
~θ1(e)
)
pb1(e) = 0. (3.3)
where Λab(
~θ) ∈ SO(3) is given by eθcτc/2τae−θcτc/2 = Λab(~θ)τ b.
The initial and final conditions are given by g1 = g
′h and gN+1 = g. Here the gauge transformation
h is arbitrary. Eqs.(3.1) and (3.2) come from δS/δg = 0 and δS/δg¯ = 0, while Eq.(3.3) comes from
δS/δh = 0. These semiclassical EOMs govern the semiclassical dynamics of LQG in the reduced
phase space formulation.
Semiclassical EOMs (3.1) - (3.3) are derived with finite ∆τ . We prefer to derive EOMs from the
path integral Eq.(2.44) with discrete time and space, because Eq.(2.44) is a well-define integration
formula for the transition amplitude.
The small-step transitions 〈ψ˜tgi+1 | exp
(
− i~∆τHˆ
)
|ψ˜tgi〉 in Eq.(2.42) are dominated by overlaps
〈ψ˜tgi+1 |ψ˜tgi〉 as ∆τ is arbitrarily small. |〈ψ˜tgi+1 |ψ˜tgi〉| decays exponentially fast to zero unless gi+1 is
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within a small neighborhood at gi of radius
√
t [61] (a summary can be found in [63]). Therefore for
sufficiently large N , the dominant contribution to A[g],[g′] in Eq.(2.44) comes from integral over the
neighborhood where all gi+1 are close to gi with distance of O(
√
t). This neighborhood becomes
arbitrarily small as t→ 0. Within this neighborhood, both quantities in square brackets in Eqs.(3.1)
and (3.2) have a single isolated zero at gi = gi+1 (Lemma 4.1 in [1]). Therefore ∆τ → 0 forces
gi → gi+1, given that right-hand sides of Eqs.(3.1) and (3.2) are always finite [1]. So any solution
of Eqs.(3.1) and (3.2) can be approximated arbitrarily well by the continuous function gi ' g(τ),
as ∆τ arbitrarily small. In the following we apply this approximation, replace all gi by continuous
function g(τ), and take the time continuous limit ∆τ → 0 of Eqs.(3.1) and (3.2).
3.2 Time Continuous Limit
The time continuous limit leads to gi+1 → gi = g(τ), so that matrix elements 〈ψtgεi |Hˆ|ψtgεi−1〉 on
right-hand sides of Eqs.(3.1) - (3.2) reduces to the expectation values 〈ψtgε |Hˆ|ψtgε〉 as ∆τ → 0 (see
[1] for proving that gi+1 → gi commutes with holomorphic derivatives). Coherent state expectation
values of Hˆ have correct semiclassical limit5
lim
t→0
〈ψ˜tg|Hˆ|ψ˜tg〉 = H[g] (3.4)
where H[g] is the classical discrete Hamiltonian (2.36) evaluated at pa(e), h(e) determined by g(e) in
Eq.(2.40). Note that deriving semiclassical behavior of 〈ψ˜tg|Hˆ|ψ˜tg〉 relies on a semiclassical expansion
of volume operator Vˆv [63]
Vˆv = 〈Qˆv〉2q
[
1 +
2k+1∑
n=1
(−1)n+1 q(1− q) · · · (n− 1 + q)
n!
(
Qˆ2v
〈Qˆv〉2
− 1
)n]
, q = 1/4 (3.5)
where 〈Qˆv〉 = 〈ψtg|Qˆv|ψtg〉. This expansion is valid when 〈Qˆv〉  `6p.
We write gi+1(e) = gi(e)[1 + ∆φ
a(e)τa] where ∆φa(e) parametrizes the infinitesimal change of
g(e) between two time steps. Eqs (3.1) and (3.2) reduce to follows (by using Lemma 4.1 in [1]):
− ia
2
κ
M1
a
b(g(e))
∆φ¯b(e)
∆τ
=
∂
∂εa(e)
H [gε]
∣∣∣
~ε=0
(3.6)
− ia
2
κ
M2
a
b(g(e))
∆φb(e)
∆τ
= − ∂
∂ε¯a(e)
H [gε]
∣∣∣
~ε=0
(3.7)
where the left-hand sides become time derivatives as ∆τ → 0, and
M1
a
b(g) = 2Λ
a
c(
~θ)Λbd(
~θ)
[
pc
p
pd
p
− iεcdepe + p cosh(p)
sinh(p)
(
δcd − p
c
p
pd
p
)]
, (3.8)
M2
a
b(g) = 2Λ
a
c(
~θ)Λbd(
~θ)
[
pc
p
pd
p
+ iεcdepe +
p cosh(p)
sinh(p)
(
δcd − p
c
p
pd
p
)]
, (3.9)
where eθ
cτc/2τae−θ
cτc/2 = Λab(θ)τ
b. The matrices M1
a
b(g) and M2
a
b(g) are nondegenerate since
det (M1,2(g)) =
sinh2(p)
p2
6= 0. (3.10)
We can write ∆φa(e) as a linear combination of ∆pa(e) = pai+1(e) − pai (e) and ∆θa(e) =
θai+1(e)− θai (e)
∆φa(eI) = −1
2
Tr(g−1i (e)gi+1(e)τ
a) = J1
a
b(e)∆p
a(e) + J2
a
b(e)∆θ
a(e). (3.11)
5Firstly we can apply the semiclassical perturbation theory of [63] to Oˆ ≡ Hˆ4v (recall Eq.(2.29)) and all Oˆn
(n > 1): 〈ψ˜tg |Oˆn|ψ˜tg〉 = O[g]n+O(t). Then by Theorem 3.6 of [62], limt→0〈ψ˜tg |f(Oˆ)|ψ˜tg〉 = f(O[g]) for any any Borel
measurable function on R such that 〈ψ˜tg |f(Oˆ)†f(Oˆ)|ψ˜tg〉 <∞.
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at leading orders of ∆pa(e) and ∆θa(e). The holomorphic deformation εa(e) has the similar ex-
pression
εa(e) = −1
2
Tr(g−1(e)gε(e)τa) = J1ab(e)δp
a(e) + J2
a
b(e)δθ
a(e) (3.12)
where δpa(e) and δθa(e) relates to gε(e) by
gε(e) = e−i[p
a(e)+δpa(e)]τa/2e[θ
a(e)+δθa(e)]τa/2. (3.13)
J1, J2 are 3-by-3 complex matrices whose elements depend on p
a(e) and θa(e). We define 6 × 6
matrices J and J˜ as:
J =
(
J1 J2
J¯1 J¯2
)
, J˜ =
(
J¯1 J¯2
J1 J2
)
. (3.14)
J and J˜ satisfy (
ε(e)
ε¯(e)
)
= J
(
δp(e)
δθ(e)
)
=
(
J1 J2
J¯1 J¯2
)(
δp(e)
δθ(e)
)
, (3.15)(
∆φ¯(e)
∆φ(e)
)
= J˜
(
∆p(e)
∆θ(e)
)
=
(
J¯1 J¯2
J1 J2
)(
∆p(e)
∆θ(e)
)
(3.16)
Here the bold letters p,θ denotes the 3-vectors pa, θa. Using above matrices Eqs.(3.6) and (3.7)
becomes
T (p,θ)
(
∆p(e)/∆τ
∆θ(e)/∆τ
)
=
iκ
a2
(
∂H/∂p(e)
∂H/∂θ(e)
)
, (3.17)
where
T (p,θ) =
(
J1 J2
J¯1 J¯2
)T (
M1 0
0 −M2
)(
J¯1 J¯2
J1 J2
)
. (3.18)
It is much more convenient to compute the right-hand side of Eq.(3.17) than right-hand sides of
Eqs.(3.6) and (3.7), since H is expressed in terms of holonomies and fluxes.
By the time continuous limit ∆τ → 0, ∆p(e)/∆τ → dp(e)/dτ and ∆θ(e)/∆τ → dθ(e)/dτ , so
the semiclassical EOMs reduce to
T (p,θ)
(
dp(e)/dτ
dθ(e)/dτ
)
=
iκ
a2
(
∂H/∂p(e)
∂H/∂θ(e)
)
. (3.19)
The above computation is carried out in Mathematica. The matrix elements of J , J˜ , and T
are lengthy. Their explicit formulae are given in [58].
As seen from Eq.(3.19), the approximation g(τ) of any solution gi of Eqs.(3.1) and (3.2) is
not only continuous in τ but also differentiable. Indeed, if a solution gi ' g(τ) failed to be
differentiable, left-hand sides of Eq.(3.19) or Eqs.(3.1) and (3.2) would have blew up with small ∆τ
and contradicted the finiteness of right-hand sides, i.e. gi could not be a solution.
4 Semiclassical Dynamics as Hamiltonian Evolution
4.1 Holonomy-Flux Poisson Algebra
Since the semiclassical EOMs are expressed in terms of variables pa(e), θa(e), it is useful to compute
the Poisson algebra of pa(e), θa(e) from the holonomy-flux algebra Eqs.(2.25) - (2.27) by the relation
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h(e) = eθ
a(e)τa/2. The computation can be proceed as the following: We write Eq.(2.26) (at e′ = e)
as {
pa(e), θb(e)
} ∂hAB(e)
∂θb(e)
=
κ
a2
[
τa
2
h (e)
]
AB
. (4.1)
Among 4 matrix elements hAB(e), there are only 3 independent h11(e), h12(e), h21(e). The above
equations with AB = 11, 12, 21 form a matrix equation of three 3× 3 matrices U, V , and W :
UabV
b
AB =
κ
a2
W aAB , where U
a
b =
{
pa(e), θb(e)
}
, V bAB =
∂hAB(e)
∂θb(e)
, W aAB =
[
τ b
2
h (e)
]
AB
(4.2)
where AB = 11, 12, 21. Solving U = κa2WV
−1 gives the following result:{
pa(e), θb(e)
} ≡ Uab(θ) (4.3)
=

2θ21+θ(θ
2
2+θ
2
3) cot( θ2 )
2θ2 −
θ33+(θ
2
1+θ
2
2)θ3+θ1θ2(θ cot( θ2 )−2)
2θ2
1
2
(
θ1θ3(2−θ cot( θ2 ))
θ2 + θ2
)
θ33+(θ
2
1+θ
2
2)θ3+θ1θ2(2−θ cot( θ2 ))
2θ2
2θ22+θ(θ
2
1+θ
2
3) cot( θ2 )
2θ2
1
2
(
θ2θ3(2−θ cot( θ2 ))
θ2 − θ1
)
− θ2θ
2
1+θ2(θ
2
2+θ
2
3)+θ3θ1(θ cot( θ2 )−2)
2θ2
θ31+(θ
2
2+θ
2
3)θ1+θ2θ3(2−θ cot( θ2 ))
2θ2
2θ23+θ(θ
2
1+θ
2
2) cot( θ2 )
2θ2

where θa ≡ θa(e) and θ =
√
θa(e)θa(e). With this result we check that Eq.(4.1) with AB = 21 is
satisfied automatically.
The holonomy-flux algebra Eqs.(2.25) - (2.27) implies the following Poisson algebra between
pa(e) and θa(e) {
θa(e), θb (e′)
}
= 0, (4.4){
pa(e), θb (e′)
}
=
κ
a2
δe,e′U
a
b(θ), (4.5){
pa(e), pb (e′)
}
= − κ
a2
δe,e′εabcp
c (e′) , (4.6)
A straight-forward computation demonstrates that Eqs.(4.4) - (4.6) implies the holonomy-flux
algebra Eqs.(2.25) - (2.27). Thus the holonomy-flux algebra and the Poisson algebra between pa(e)
and θa(e) in Eqs.(4.4) - (4.6) are equivalent.
4.2 Hamilton’s equations
We would like to relate EOMs (3.19) to Hamilton’s equations with the discrete physical Hamiltonian
H and symplectic structure of holonomy-flux algebra. Firstly
{pa(e),H} = {pa(e), pb(e)} ∂H
∂pb(e)
+
{
pa(e), θb(e)
} ∂H
∂θb(e)
{θa(e),H} = {θa(e), pb(e)} ∂H
∂pb(e)
+
{
θa(e), θb(e)
} ∂H
∂θb(e)
. (4.7)
We define the matrix
P (p,θ) =
( {
pa(e), pb(e)
} {
pa(e), θb(e)
}{
θa(e), pb(e)
}
0
)
. (4.8)
Applying P to the EOMs (3.19) gives
− ia
2
κ
P (p,θ)T (p,θ)
(
dp(e)/dτ
dθ(e)/dτ
)
=
( {p(e),H}
{θ(e),H}
)
. (4.9)
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By using the explicit formula of T (p,θ) and Poisson brackets in P (p,θ), we obtain the following
simple result
− ia
2
κ
P (p,θ)T (p,θ) = 16×6. (4.10)
This shows that the semiclassical EOMs from the path integral is equivalent to Hamilton’s equations
with the discrete physical Hamiltonian H:
dpa(e)
dτ
= {pa(e), H} , dθ
a(e)
dτ
= {θa(e), H} , (4.11)
where the Poisson brackets are given by Eqs.(4.4) - (4.6), or equivalently, by the holonomy-flux
algebra Eqs.(2.25) - (2.27). In general, the time evolution of any phase space function f(pa(e), θa(e))
or f(pa(e), h(e)) is governed by
df
dτ
= {f, H} . (4.12)
Mathematica is employed for all above computations, including computing {pa(e), θb(e)}, check
the equivalence between Eqs.(4.4) - (4.6) and holonomy-flux algebra, and verifying Eq.(4.10). The
Mathematica files can be found in [58].
Moreover the closure condition (3.3) is equivalent to
∑3
I=1
∑
s=± p
a(ev;I,s) = 0. The Hamilto-
nian flow generated by Gav :=
∑3
I=1
∑
s=± p
a(ev;I,s) in a Pγ is SU(2) gauge transformation. Since
H is SU(2) gauge invariant,
dGav
dτ
= {Gav , H} = 0. (4.13)
So the closure condition (3.3) is preserved in the time evolution. Given a solution pa(τ, e), θb(τ, e)
satisfying Eq.(4.12), its gauge transformation still satisfies Eq.(4.12):
{{f, Gav}, H} = −{{Gav , H}, f} − {{H, f}, Gav} =
{
f,
dGav
dτ
}
+
{
df
dτ
, Gav
}
=
d
dτ
{f, Gav}. (4.14)
Recall that the initial state in Eq.(2.44) is labelled by the gauge equivalence class [g′], the trajectory
in the reduced phase space determined by the Hamiltonian flow (4.12) is unique up to SU(2) gauge
transformations, in the phase space regime where H is a smooth function in pa, θa.
Note that due to the absolute-value and square-root in H, H is non-differentiable at C2v −
α
4
∑3
a=1 C
2
a,v = 0, at which the uniqueness of solution cannot be established. As it is discussed in
Section 6, these irregularities are avoided if initial states Ψt[g′] are semiclassical in the sense that
[g′] is in the classically allowed regime of the phase space. The classically allowed regime satisfies
non-holonomic constraints required by the classical gravity-dust theory.
5 Action Principle
Here we present another routine to derive the classical EOMs (the Hamilton’s equation (4.12)).
We are going to firstly take the time continuous limit of the discrete action S[g, h], then derive
EOMs, in contrast to the above procedure in which discrete EOMs are derived firstly from the path
integral, then take the time continuous limit.
Recall S[g, h] in Eq.(2.45), we write
gi = g(τ), gi+1 = g(τ + ∆τ), (5.1)
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and expand summands in S[g, h] in ∆τ :
〈ψtgi+1 |Hˆ|ψtgi〉
〈ψigi+1 |ψtgi〉
+ iε˜i+1,i
(
∆τ
~
)
= 〈ψtg(τ)|Hˆ|ψtg(τ)〉+O(∆τ), (5.2)
K (gi+1, gi) = ∆τ
∑
e∈E(γ)
iGab
(
θ(τ, e)
)
pa(τ, e)
dθb(τ, e)
dτ
+O(∆τ2). (5.3)
The 3× 3 real matrix Gab
(
θ
)
is given by
− (θθ
2
1+(θ
2
2+θ
2
3) sin(θ))
θ3 − (θ1θ2(θ−sin(θ))+θθ3(cos(θ)−1))θ3 (θ1θ3(sin(θ)−θ)+θθ2(cos(θ)−1))θ3
θθ3(cos(θ)−1)−θ1θ2(θ−sin(θ))
θ3 −
(θθ22+(θ
2
1+θ
2
3) sin(θ))
θ3 − (θ2θ3(θ−sin(θ))+θθ1(cos(θ)−1))θ3
− (θ1θ3(θ−sin(θ))+θθ2(cos(θ)−1))θ3 (θ2θ3(sin(θ)−θ)+θθ1(cos(θ)−1))θ3 −
(θθ23+(θ
2
1+θ
2
2) sin(θ))
θ3
(5.4)
where θa ≡ θa(e) and θ =
√
θa(e)θa(e).
We find that Gab(θ) closely relates to U
a
b(θ) =
{
pa(e), θb(e)
}
by
G(θ)TU(θ) = U(θ)G(θ)T = − κ
a2
13×3. (5.5)
We define new variables
Xb(τ, e) = Gab
(
θ(τ, e)
)
pa(τ, e) (5.6)
and interestingly, we obtain the following result:
Theorem 5.1. The following (equal-time) Poisson algebra between Xa and θa is equivalent to the
holonomy-flux algebra{
Xa(e), θb(e′)
}
= − κ
a2
δabδe,e′ ,
{
Xa(e), Xb(e′)
}
=
{
θa(e), θb(e′)
}
= 0. (5.7)
Xa(e), θa(e) form local Darboux coordinate on the reduced phase space of LQG.
Proof: The first relation is equivalent to Eq.(4.4){
Xa(e), θb(e′)
}
= Gca
(
θ(e)
) {
pc(e), θb(e′)
}
= Gca
(
θ(e)
)
U cb(θ(e))δe,e′ = −
κ
a2
δabδe,e′ . (5.8)
Secondly, {
Xa(e), Xb(e′)
}
=
{
Gca
(
θ(e)
)
pc(e), Gdb
(
θ(e′)
)
pd(e′)
}
= Gca
(
θ(e)
)
Gdb
(
θ(e′)
) {
pc(e), pd(e′)
}−Gdb(θ(e′))pc(e)∂Gca(θ(e))
∂θf (e)
{
pd(e′), θf (e)
}
+ Gca
(
θ(e)
)
pd(e′)
∂Gdb
(
θ(e′)
)
∂θf (e′)
{
pc(e), θf (e′)
}
= Gca
(
θ(e)
)
Gdb
(
θ(e′)
) {
pc(e), pd(e′)
}
+
κ
a2
δe,e′p
c(e)
[
∂Gca
(
θ(e)
)
∂θb(e)
− ∂Gcb
(
θ(e)
)
∂θa(e)
]
(5.9)
is vanishing because
{
pc(e), pd(e)
}
= − κ
a2
G−1ac
(
θ(e)
)
G−1bd
(
θ(e′)
) [∂Gea(θ(e))
∂θb(e)
− ∂Geb
(
θ(e)
)
∂θa(e)
]
pe(e), (5.10)
which can be checked straight-forwardly. The Mathemaica file for the above computation is provided
in [58].
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
Although the Poisson algebra Eq.(5.7) is simple, SU(2) gauge transformations of Xa(e), θa(e)
are complicated. In contrast, the holonomy-flux algebra uses variables pa(e), h(e) that have simple
SU(2) gauge transformations, but sacrifices the simplicity of Poisson brackets.
As a result we obtain the following time continuous limit S[g, h] = lim∆τ→0 S[g, h]
S[g, h] = i
∫ T
0
dτ
 ∑
e∈E(γ)
Xa(τ, e)
dθa(τ, e)
dτ
− κ
a2
〈ψtg(τ)|Hˆ|ψtg(τ)〉

= i
∫ T
0
dτ
 ∑
e∈E(γ)
Xa(τ, e)
dθa(τ, e)
dτ
− κ
a2
(
H [p(τ),θ(τ)] +O(~)
) (5.11)
where 〈ψtg(τ)|Hˆ|ψtg(τ)〉 = H [p(τ),θ(τ)] +O(~).
The Poisson algebra Eq.(5.7), or equivalently the holonomy-flux algebra, can be obtained from
the above S[g, h] by the Legendre transformation. S[g, h] provides an action principle for the LQG
(reduced) phase space and the quantization.
By the time continuous limit, the path integral formula (2.44) becomes a standard phase space
path integral
∫
[DXDθ] µ[X, θ] e
i
t
∫ T
0
dτ
[∑
e∈E(γ) X
a(τ,e)
dθa(τ,e)
dτ − iκa2
(
H+O(~)
)]
(5.12)
up to O(~) in the action and a measure factor µ[X, θ] (containing ν[g] and the Jacobian for trans-
forming dg → dXdθ). The path integral formula becomes an infinite dimension integral, thus may
be mathematically ill-defined. This path integral relates to a starting point in [33, 35].
The variational principle δS = 0 gives the Hamilton’s equation (up to O(~))
dθa(e)
dτ
=
κ
a2
∂H
∂Xa(e)
,
dXa(e)
dτ
= − κ
a2
∂H
∂θa(e)
(5.13)
For any phase space function f(X,θ), its time evolution is given by
df
dτ
= {f, H} , (5.14)
which is identical to Eq.(4.12). It shows that the time continuous limit and variational principle
are commutative when acting on S[g, h].
6 Lattice Continuum Limit
In this section, we demonstrate the relation between the semiclassical EOMs (3.19) (or equivalently
(4.12)) from path integral and classical reduced phase space EOMs (2.18) of gravity-dust system in
the continuum. We are going to take the continuum limit of the cubic lattice γ, i.e. send the total
number |V (γ)| of vertices to infinity, and show that (3.19) recovers (2.18) in this limit. Defining
µ ∼ |V (γ)|−3 to be the coordinate length of every lattice edge, the lattice continuum limit is given
by µ → 0. More precisely, recall that semiclassical EOMs are derived with t = `2P /a2 → 0 and
〈Qˆv〉 ∼ µ6  `6P (see Eq.(3.5)), the lattice continuum limit takes us to the regime
`P  µ a, (6.1)
where a is a macroscopic unit, e.g. a = 1mm. When keeping a fixed, the lattice continuum limit
sends µ→ 0 after the semiclassical limit `P → 0 (from which EOMs are derived) so `P  µ is kept.
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We rescale θa(e), pa(e):
θa (eI(v)) = µA
a
I (v), p
a (eI(v)) =
2µ2
βa2
EIa(v), (6.2)
where AaI (v),E
I
a(v) behave as follows in the lattice continuum limit:
AaI (v) = A
a
I (v) +O(µ), E
I
a(v) = E
I
a(v) +O(µ). (6.3)
Here AaI (v) = A
a
j (v)e˙I(v)
j and EIa(v) = E
j
a(v)e˙I(v)
j are smooth fields (A,E) evaluated at the
vertex v. e˙I(v) is the tangent vector of eI(v) at v. A
a
I (v), E
I
a(v) are coordinate components of
(A,E) when we take e˙I(v) ≡ ∂/∂σI (I = 1, 2, 3) as coordinate basis. σI is such that the coordinate
length of eI(v) is µ.
Inserting the µ-expansion of θa(e), pa(e) in T (p,θ) of Eq.(3.19) gives:
T (p,θ) =

0 0 0 −i 0 0
0 0 0 0 −i 0
0 0 0 0 0 −i
i 0 0 0 0 0
0 i 0 0 0 0
0 0 i 0 0 0

+O(µ). (6.4)
So the left hand side of Eq.(3.19) becomes
T (p,θ)
(
dp(eI(v))
dτ
dθ(eI(v))
dτ
)
= i
(
−µdAI(v)dτ +O(µ2)
2µ2
βa2
dEI(v)
dτ +O(µ
3)
)
. (6.5)
On the right hand side of Eq.(3.19),
∂H[p,θ]
∂pa(eI(v))
=
βa2
2µ2
∂H[E,A]
∂EIa(v)
,
∂H[p,θ]
∂θa(eI(v))
=
1
µ
∂H[E,A]
∂AaI (v)
. (6.6)
H[E,A] is obtained from H[p,θ] by changing variables (6.2). Derivatives of H reduces to derivatives
of Cv and Ca,v:
∂H
∂EIa(v
′)
=
∑
v∈V (γ)
sv
[
Cv
Hv
∂Cv
∂EIa(v
′)
− α
4
3∑
b=1
Cb,v
Hv
∂Cb,v
∂EIa(v
′)
]
, (6.7)
∂H
∂AaI (v
′)
=
∑
v∈V (γ)
sv
[
Cv
Hv
∂Cv
∂AaI (v
′)
− α
4
3∑
b=1
Cb,v
Hv
∂Cb,v
∂AaI (v
′)
]
, (6.8)
where Hv =
√
|C2v − α4
∑3
a=1 C
2
a,v| and sv = sgn(C2v − α4
∑3
a=1 C
2
a,v). We have assumed that
variations of EIa(v
′) and AaI (v
′) (for computing above derivatives) do not make any sv jump, so
derivatives of sv are zero. Without this assumption, Hamilton’s equations (4.11) is ill-defined
because H is not differentiable as sv jumps. Semiclassial EOMs are singular at C
2
v − α4
∑3
a=1 C
2
a,v =
0.
Computing explicitly Poisson brackets h(e){h(e)−1, Vv} and h(e){h(e)−1,K} makes Cv and
Ca,v as polynomials generated by following quantities
h(eI(v)) = e
µAaI (v), pa(eI(v)) =
2µ2
βa2
EIa(v), (6.9)
Q
− 12
v = µ
−3q(v)−
1
2 , q(v) =
1
6
εIJKε
abcEIa(v)E
J
b (v)E
K
c (v), (6.10)
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where Qv is the classical limit of Qˆv in Eq.(2.35).
In the following we often use the short-hand notation
fα(v) =
(
EIa(v), A
a
I (v), q(v)
− 12
)
= fα(v) +O(µ),
fα(v) =
(
EIa(v), A
a
I (v), q(v)
− 12
)
, q(v) =
1
6
εIJKε
abcEIa(v)E
J
b (v)E
K
c (v). (6.11)
We apply Eqs.(6.9) and (6.10) to Cv and Ca,v and expand in µ (but do not recover smooth
fields fα from fα). Cv and Ca,v can be cast into the following pattern (see Appendix A for an
explanation):
Cv or Ca,v = µ
∑
α,β,J,K,N±J ,M
±
K
Fα,β
N±J ,M
±
K
(~v)∆J,N±J
fα(v˜1) ∆K,M±K
fβ(v˜2)
+ µ2
∑
α,J,N±J
Fα
N±J
(~v)∆J,N±J
fα(v˜) + µ
3F (~v) +O(µ4), (6.12)
where
∆J,N±J
fα(v˜) = fα(v˜ +N
+
J µJˆ)− fα(v˜ −N−J µJˆ). (6.13)
~v = (v1, v2, · · · ) and v˜, v˜1, v˜2 are some vertices whose distance from v are of O(µ). −3 ≤ N±J ≤ 3
(N+J 6= −N−J ) are integers and Jˆ is the lattice vector along the J-th direction. Nonzero N±J reflect
correlations among variables at neighboring vertices in Cv and Ca,v. Correlations are not only
among nearest neighbors. Fα
N+J ,N
−
J
(~v) and F (~v) (with ~v = (v1, v2, · · · ) a finite sequence of vertices
vi) are polynomials of fα(vi) where vi = v +
∑
J Ni(J)µJˆi (Ji ∈ {1, 2, 3} and integer Ni ∈ [−3, 3])
are vertices at or near v. Parameters α, β, N±, M±, J , ~v, and v˜, v˜1, v˜2 are determined by patterns
of variables and Poisson brackets in Cv,Ca,v, thus are independent of v.
If fα(v) evaluate as smooth fields at lattice vertex v, the continuum limit of (6.12) is of O(µ
3):
Cv or Ca,v = µ
3
∑
α,β,J,K
 ∑
N±J ,M
±
K
(N+J +N
−
J )(M
+
K +M
−
K)Fα,βN±J ,M±K (v)
 ∂Jfα(v)∂Kfβ(v)
+ µ3
∑
α,J
∑
N±J
(N+J +N
−
J )FαN±J (v)
 ∂Jfα(v) + µ3F(v) +O(µ4). (6.14)
Fα,β
N±J ,M
±
K
(v), Fα
N+J ,N
−
J
(v), and F(v) are continuum limit of Fα,β
N±J ,M
±
K
(~v), Fα
N+J ,N
−
J
(~v) and F (~v):
Fα,β
N±J ,M
±
K
(~v) = Fα,β
N±J ,M
±
K
(v) +O(µ),
Fα
N+J ,N
−
J
(~v) = Fα
N+J ,N
−
J
(v) +O(µ),
F (~v) = F(v) +O(µ). (6.15)
They are given by Fα,β
N±J ,M
±
K
(~v), Fα
N+J ,N
−
J
(~v) and F (~v) with all vi → v and applying Eq.(6.3).
Fα,β
N±J ,M
±
K
(v), Fα
N+J ,N
−
J
(v) and F(v) are polynomials of EIa(v), AaI (v), q(v)−
1
2 . Let’s take an example
for illustration,
q(v1)
− 12E21(v2)E
1
2(v3) = q(v)
− 12E21(v)E
1
2(v) +O(µ). (6.16)
The leading term on the right hand side corresponds to a term in Fα,β
N±J ,M
±
K
(v), Fα
N+J ,N
−
J
(v) or F(v).
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We check that Cv, Ca,v, H, and G
a
v have correct continuum limits (i.e. (6.14) recovers contin-
uum expressions of scalar and vector constraints C(v), Ca(v) up to a prefactor µ3):
Cv = µ
3C(v) +O(µ4), (6.17)
Ca,v = µ
3Ca(v) +O(µ4), (6.18)
Hv = µ
3h(v) +O(µ4) = µ3
√√√√∣∣∣∣∣C(v)2 − α4
3∑
a=1
Ca(v)2
∣∣∣∣∣+O(µ4) (6.19)
H =
∑
v
µ3
√√√√∣∣∣∣∣C(v)2 − α4
3∑
a=1
Ca(v)2
∣∣∣∣∣+O(µ4) '
∫
S
d3σ
√√√√∣∣∣∣∣C(σ)2 − α4
3∑
a=1
Ca(σ)2
∣∣∣∣∣, (6.20)
Gav =
2µ3
βa2
DjE
j
a(v) +O(µ
3). (6.21)
Mathematica codes for deriving Eqs.(6.17) and (6.18) are given in [58]. The last relation indicates
that the closure condition (3.3) reduces to the Gauss constraint in the lattice continuum limit.
Continuum limit of sv is given by
sv = sgn
(
C2v −
α
4
3∑
a=1
C2a,v
)
= sgn
(
C(v)2 − α
4
3∑
a=1
Ca(v)2 +O(µ)
)
. (6.22)
C, Ca are smooth fields in the continuum.
Given v′ ∈ V (γ), we assume v′ is inside a neighborhood U ⊂ S, such that sv = sU is a
constant for all v ∈ U and the coordinate distance r(v′, ∂U) between v′ and any point in ∂U satisfy
r(v′, ∂U) µ. This is an assumption for phase space points at which derivatives in Eqs.(6.7) and
(6.8) are computed. This assumption is necessary for the lattice continuum limit of Eqs.(6.7) and
(6.8), because otherwise as µ→ 0, v′ approaches the boundary where C2v − α4
∑3
a=1 C
2
a,v = 0, then
sv′ jumps by variations for computing derivatives of H thus invalidates Eqs.(6.7) and (6.8).
We compute the following term in Eq.(6.7):∑
v∈V (γ)
sv
Cv
Hv
∂Cv
∂EIa(v
′)
= µsU
∑
v∈U
Cv
Hv
∑
α,β,J,K,N±J ,M
±
K
∑
i
∂Fα,β
N±J ,M
±
K
(~v)
∂EIa(vi)
δv′,vi∆J,N±J
fα(v˜1) ∆K,M±K
fβ(v˜2)
+ µsU
∑
v∈U
Cv
Hv
∑
α,β,J,K,N±J ,M
±
K
Fα,β
N±J ,M
±
K
(~v)
[
∂fα(v
′)
∂EIa(v
′)
δv′,v˜1+N+J µJˆ
− ∂fα(v
′)
∂EIa(v
′)
δv′,v˜1−N−J µJˆ
]
∆K,M±K
fβ(v˜2)
+ µsU
∑
v∈U
Cv
Hv
∑
α,β,J,K,N±J ,M
±
K
Fα,β
N±J ,M
±
K
(~v)∆J,N±J
fα(v˜1)
[
∂fβ(v
′)
∂EIa(v
′)
δv′,v˜2+M+KµKˆ
− ∂fβ(v
′)
∂EIa(v
′)
δv′,v˜2−M−KµKˆ
]
+ µ2sU
∑
v∈U
Cv
Hv
∑
α,J,N±J
∑
i
∂Fα
N±J
(~v)
∂EIa(vi)
δv′,vi∆J,N±J
fα(v˜)
+ µ2sU
∑
v∈U
Cv
Hv
∑
α,J,N±J
Fα
N±J
(~v)
[
∂fα(v
′)
∂EIa(v
′)
δv′,v˜+N+J µJˆ
− ∂fα(v
′)
∂EIa(v
′)
δv′,v˜−N−J µJˆ
]
+ µ3sU
∑
v∈U
Cv
Hv
∑
i
∂F (~v)
∂EIa(vi)
δv′,vi
+ O(µ4). (6.23)
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Two sums
∑
v and
∑
α,β,J,K,N±J ,M
±
K
(or
∑
α,J,N±J
,
∑
i) can be interchanged since α, J,N
+
J , N
−
J , Ni
are independent of v. Kronecker deltas in Eq.(6.23) are nonzero only if v inside U by the assumption
r(v′, ∂U)  µ, since distances from vi, v˜, v˜1,2 to v is of O(µ).
∑
v∈U in the result can be freely
extend to
∑
v over all v ∈ V (γ), because v outside U has no contribution.
In the first term in the result of Eq.(6.23), δvi,v′ restricts v = v
′ − δi, where δi = vi − v =∑
J Ni(J)µJˆi. We denote by δ˜1,2 = v˜1,2 − v ∼ O(µ). δi, δ˜1,2 independent of v. Carrying out
∑
v,
the first term in Eq.(6.23) becomes:
µsU
∑
α,β,J,K,N±J ,M
±
K
∑
i
Cv′−δi
Hv′−δi
∂Fαβ
N±J ,M
±
K
(−−−−→
v′ − δi
)
∂EIa(v
′)
∆J,N±J
fα(v
′ − δi + δ˜1) ∆K,M±K fβ(v
′ − δi + δ˜2)
= µ3sU
∑
α,β,J,K,N±J ,M
±
J
C(v′)
h(v′)
∂Fαβ
N±J ,M
±
K
(v′)
∂EIa(v
′)
(N+J +N
−
J )(M
+
K +M
−
K)∂Jfα(v
′)∂Kfβ(v′)
+ O(µ4), (6.24)
where Fαβ
N±J ,M
±
K
(−−−−→
v′ − δi
)
is from the expansion of Cv′−δi . Note that all vertices in
−−−−→
v′ − δi are
inside U . Fαβ
N±J ,M
±
K
(~v) is a polynomial of fα(vi). Derivatives ∂F
αβ
N±J ,M
±
K
/∂EIa have continuum
limit ∂Fαβ
N±J ,M
±
K
/∂EIa. Thanks to summing over all v ∈ U ,
∑
i in Eq.(6.24) sums over ver-
tices v′ − δi at which ∂FαβN±J ,M±K (
−−−−→
v′ − δi)/∂EIa(v′) are nonzero, and reduces to the Leibniz rule of
∂Fαβ
N±J ,M
±
K
(v′)/∂EIa(v
′).
In the second term in the result of Eq.(6.23), δv′,v˜1±N±J µJˆ restricts v = v
′ − δ˜1 ∓N±J µJˆ ≡ v±J .
Carrying out
∑
v in the second term in Eq.(6.23) gives
µsU
∑
α,β,J,K,N±J ,M
±
K
[
Cv+J
Hv+J
Fαβ
N±J ,M
±
K
(−→
v+J
)
∆K,M±K
fβ
(
v+J + δ˜2
)
−
Cv−J
Hv−J
Fαβ
N±J ,M
±
K
(−→
v−J
)
∆K,M±K
fβ
(
v−J + δ˜2
)] ∂fα(v′)
∂EIa(v
′)
= −µ3sU
∑
α,β,J,K,N+J ,N
−
J
(N+J +N
−
J )(M
+
K +M
−
K)∂J
[C
h
Fαβ
N±J ,M
±
K
∂Kfβ
]
(v′)
∂fα(v
′)
∂EIa(v
′)
+O(µ4). (6.25)
The third and fifth terms in Eq.(6.23) are treated similar to the second term, while the fourth
and sixth terms are treated similar to the first term. As results,
3rd term = −µ3sU
∑
α,β,J,K,N+J ,N
−
J
(N+J +N
−
J )(M
+
K +M
−
K)∂K
[C
h
Fαβ
N±J ,M
±
K
∂Jfα
]
(v′)
∂fβ(v
′)
∂EIa(v
′)
+O(µ4)
4th term = µ3sU
∑
α,J,N+J ,N
−
J
C(v′)
h(v′)
∂Fα
N+J ,N
−
J
(v′)
∂EIa(v
′)
(N+J +N
−
J )∂Jfα(v
′) +O(µ4)
5th term = −µ3sU
∑
α,J,N+J ,N
−
J
(N+J +N
−
J )∂J
[C(v′)
h(v′)
Fα
N+J ,N
−
J
(v′)
]
∂fα(v
′)
∂EIa(v
′)
+O(µ4)
6th term = µ3
C(v′)
h(v′)
∂F (v′)
∂EIa(v
′)
+O(µ4). (6.26)
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On the other hand, we apply the functional derivative to C using Eq.(6.14):∫
U
d3σ
C(σ)
h(σ)
δC(σ)
δEIa(v
′)
=
∑
α,β,J,K,N±J ,M
±
J
C(v′)
h(v′)
∂Fαβ
N±J ,M
±
K
(v′)
∂EIa(v
′)
(N+J +N
−
J )(M
+
K +M
−
K)∂Jfα(v
′)∂Kfβ(v′)
−
∑
α,β,J,K,N+J ,N
−
J
(N+J +N
−
J )(M
+
K +M
−
K)∂J
[C
h
Fαβ
N±J ,M
±
K
∂Kfβ
]
(v′)
∂fα(v
′)
∂EIa(v
′)
−
∑
α,β,J,K,N+J ,N
−
J
(N+J +N
−
J )(M
+
K +M
−
K)∂K
[C
h
Fαβ
N±J ,M
±
K
∂Jfα
]
(v′)
∂fβ(v
′)
∂EIa(v
′)
+
∑
α,J,N+J ,N
−
J
C(v′)
h(v′)
∂Fα
N+J ,N
−
J
(v′)
∂EIa(v
′)
(N+ +N−)∂Jfα(v′)
−
∑
α,J,N+J ,N
−
J
(N+ +N−)∂J
[C(v′)
h(v′)
Fα
N+J ,N
−
J
(v′)
]
∂fα(v
′)
∂EIa(v
′)
+
C(v′)
h(v′)
∂F (v′)
∂EIa(v
′)
. (6.27)
Comparing Eq.(6.27) with (6.24) - (6.26), we obtain the following result∑
v∈V (γ)
sv
Cv
Hv
∂Cv
∂EIa(v
′)
= µ3
∫
U
d3σ sU
C(σ)
h(σ)
δC(σ)
δEIa(v
′)
+O(µ4). (6.28)
The derivation of Eq.(6.28) only uses general patterns of Cv, Cj,v in Eq.(6.12) and their con-
tinuum limit, so can be easily generalized to
∑
v
Cb,v
Hv
∂Cb,v
∂EIa(v
′) and derivatives with respect to A
a
I (v
′).
Therefore
∂H
∂EIa(v
′)
= µ3
∫
U
d3σ sU
[
C(σ)
h(σ)
δC(σ)
δEIa(v
′)
− α
4
3∑
b=1
Cb(σ)
h(σ)
δCb(σ)
δEIa(v
′)
]
+O(µ4)
= µ3
δ
δEIa(v
′)
∫
S
d3σ
√√√√∣∣∣∣∣C(σ)2 − α4
3∑
b=1
Cb(σ)2
∣∣∣∣∣+O(µ4), (6.29)
∂H
∂AaI (v
′)
= µ3
∫
U
d3σ sU
[
C(σ)
h(σ)
δC(σ)
δAaI (v
′)
− α
4
3∑
b=1
Cb(σ)
h(σ)
δCb(σ)
δAaI (v
′)
]
+O(µ4), (6.30)
= µ3
δ
δAaI (v
′)
∫
S
d3σ
√√√√∣∣∣∣∣C(σ)2 − α4
3∑
b=1
Cb(σ)2
∣∣∣∣∣+O(µ4). (6.31)∫
U
can be replaced by
∫
S because the functional derivative is local. This result shows that the
lattice continuum limit of partial derivatives in discrete variables gives the functional derivatives in
smooth fields.
Recall Eqs.(6.5) and (6.6), we obtain the lattice continuum limit of discrete semiclassical EOMs
(3.19):
−dA
a
I (v)
dτ
=
κβ
2
δ
δEIa(v)
∫
S
d3σ
√√√√∣∣∣∣∣C(σ)2 − α4
3∑
a=1
Ca(σ)2
∣∣∣∣∣+O(µ), (6.32)
dEIa(v)
dτ
=
κβ
2
δ
δAaI (v)
∫
S
d3σ
√√√√∣∣∣∣∣C(σ)2 − α4
3∑
a=1
Ca(σ)2
∣∣∣∣∣+O(µ). (6.33)
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The result recovers the classical EOMs (2.18) of the gravity-dust system in the continuum when
C(σ)2 − α4
∑3
a=1 Ca(σ)2 > 0.
The above derivation replies on the assumption that v′ ∈ U , r(v′, ∂U)  µ, and sv = sU is
constant on U . But if we violate this assumption, i.e. let v′ ∈ U , r(v′, ∂U) ∼ µ, and sv changes
sign outside U , then in the lattice continuum limit µ → 0, v′ belongs to the boundary where sv
jumps and C(σ)2 − α4
∑3
a=1 Ca(σ)2 = 0. Semiclassical EOMs at this v′ cannot relate to Eqs.(6.32)
and (6.33) by the lattice continuum limit, because the functional derivative is ill-defined at v′.
In our quantization, nonholonomic constraints C(σ)2 − α4
∑3
a=1 Ca(σ)2 > 0 and C < 0 are
not imposed to the Hilbert space Hγ . Therefore H are defined on the entire phase space Pγ ,
thus the continuum limit Eqs.(6.32) and (6.33) extend the continuum theory to the regime where
nonholonomic constraints are not valid. The relation between Eqs.(6.32) - (6.33) and the classical
EOMs (2.18) is sensitive to the choice of initial condition. Here the initial condition is given by
[g′] at which the initial coherent state Ψt[g′] is peaked. Ψ
t
[g′] is semiclassical if [g
′] is in the classical
allowed regime of the phase space, while the classical allowed regime satisfies the non-holonomic
constraints required by the classical gravity-dust system. Eqs.(6.32) and (6.33) indeed coincide
with classical EOMs (2.18) of the continuum theory, if the initial data g′ satisfies (discretized)
nonholonomic constraints:
• For gravity coupled to Brown-Kucharˇ dust, if the initial data g′ at τ = 0 satisfies C2v −
1
4
∑3
a=1 C
2
a,v > 0 and Cv < 0 at all v ∈ V (γ), these two non-holonomic constraints are going
to be still satisfied by the solution to EOMs (6.32) and (6.33) within a finite time period
τ ∈ [0, T0], simply because the solution is a continuous function in τ . Therefore | | in (6.32)
and (6.33) can be removed at least with in this time period.
On the other hand, although C2v − 14
∑3
a=1 C
2
a,v is not exactly conserved in (3.19) (or (4.12))
due to the anomaly from discretization [49], it is approximately conserved up to O(µ) be-
cause its continuum limit C2 − 14
∑3
a=1 C2a is conserved by the continuum limit Eqs.(6.32)
and (6.33). Cv cannot flip sign by the similar reason. Therefore C
2
v − 14
∑3
a=1 C
2
a,v > 0 and
Cv < 0 can continuously be satisfied by the solution at and even after T0. By adding another
time period [T0, 2T0], repeating the argument iteratively, we can extend the time period to
entire [0, T ] in which C2v − 14
∑3
a=1 C
2
a,v > 0 and Cv < 0 are satisfied, when µ is sufficiently
small6.Then semiclassical EOMs from A[g],[g′] reproduce classical EOMs (2.18) for gravity
coupled to Brown-Kucharˇ dust in the continuum limit:
−dA
a
I (v)
dτ
=
κβ
2
δ
δEIa(v)
∫
S
d3σ
√√√√C(σ)2 − 1
4
3∑
a=1
Ca(σ)2 +O(µ), (6.34)
dEIa(v)
dτ
=
κβ
2
δ
δAaI (v
′)
∫
S
d3σ
√√√√C(σ)2 − 1
4
3∑
a=1
Ca(σ)2 +O(µ). (6.35)
• A similar reasoning applies to gravity coupled to Gaussian dust, when the initial data g′ of
A[g],[g′] satisfy Cv < 0 and Ca,v = 0, both Cv and Ca,v are approximately conserved if µ is
sufficiently small, since they are conserved in the continuum limit, thus Cv < 0 is preserved by
the time evolution for sufficiently small µ. Then semiclassical EOMs of reduced phase space
LQG with Gaussian dust reproduce classical EOMs (2.18) in the continuum limit up to a flip
6T → ∞ is more subtle because accumulating errors of O(µ) over infinite amount of time might cause a finite
change of C2v − 14
∑3
a=1 C
2
a,v and flip the sign.
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of time direction:
dAaI (v)
dτ
=
κβ
2
δ
δEIa(v)
∫
S
d3σ C(σ) +O(µ), (6.36)
−dE
I
a(v)
dτ
=
κβ
2
δ
δAaI (v
′)
∫
S
d3σ C(σ) +O(µ). (6.37)
Recall that time direction has been flipped to flow backward in Section 2 in order to obtain
a positive Hamiltonian.
• If the initial data does not satisfy nonholonomic constraints, Ψt[g′] is not anymore semiclas-
sical. The continuum limit of semiclassical EOMs derived from A[g],[g′] cannot be related to
classical EOMs (2.18) of the gravity-dust system. Existence of non-classical solutions has
been anticipated in [49], and viewed as analogs of negative energy states in relativistic QFT,
because when Eq.(2.9) is viewed as constraint, it can be written as P 2 + (C − qαβCαCβ) = 0
whose quantization would be an analog of Klein-Gordan operator. But that non-classical
solutions appear or disappear is determined by initial conditions, similar to the situation of
negative energy states in QFT.
Some examples of solutions of semiclassical EOMs and their continuum limit are studied in
cosmological perturbation theory in [55].
7 Asymptotics of Transition Amplitude
Assuming initial and final states Ψt[g′],Ψ
t
[g] are both semiclassical in the sense that both [g
′], [g]
are within the classical allowed regime, if [g], [g′] are connected by the trajectory g(τ) satisfying
Eqs.(4.11), as t→ 0, integrals ∫ ∏N+1i=1 dgi in the path integral (2.44) dominate at this semiclassical
trajectory:
A[g],[g′]
‖Ψt[g]‖ ‖Ψt[g′]‖
=
∫
dh
(2pit)N/2√
det(−H) ν[g(τ), h] e
S[g(τ),h]/t [1 +O(t)] , (7.1)
where N is the total dimension of the integral ∫ ∏N+1i=1 dgi in Eq.(2.44), and H is the Hessian matrix
at the solution. g(τ) is unique up to SU(2) gauge transformations. S[g(τ), h] is the action evaluated
at the solution, where the continuous trajectory g(τ) ' gi approximates the discrete solution as ∆τ
small. Here we still have
∫
dh =
∫ ∏
v dµH(hv) which integrates gauge transformations g
′ → g′h of
the initial data.
If the initial and final data [g′], [g] are not connected by any trajectory g(τ) satisfying Eqs.(4.11),
the amplitude is suppressed as t→ 0:
A[g],[g′]
‖Ψt[g]‖ ‖Ψt[g′]‖
= O(tM ), ∀ M > 0. (7.2)
8 Comparison with Spin Foam Formulation and Outlook
The above analysis demonstrates the semiclassical consistency of the new path integral formulation
from reduced phase space LQG. If we compare our results to the spin foam formulation, we find
following advantages of our path integral formulation:
1. Our path integral formulation is free of the cosine problem. The initial condition [g′] given by
the semiclassical initial state Ψt[g′] determines a unique solution of semiclassical EOMs up to
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SU(2) gauge freedom. Therefore the asymptotic formula (7.1) has only a single exponential
in the integrand.
A key reason why we obtain unique solution and avoid the cosine problem is that all solutions
of discrete EOMs (3.1) and (3.2) admit the time continuous limit. If spin foam formulation
admitted the time continuous limit or anything similar, the continuous time EOMs (critical
equations) would have forbidden the 4d orientation to jump, and suppressed contributions
from orientation-changing evolutions to spin foam amplitude.
2. Our path integral formulation is free of the flatness problem. The semiclassical analysis of
the path integral has been shown to reproduce the classical EOMs (2.18), which are Einstein
equation formulated in the reduced phase space. Semiclassical EOMs (4.12) admit all curved
solutions that are physically interesting. For instance, [1] has demonstrated the homogeneous
and isotropic cosmology as a solution, while [55] obtains cosmological perturbation theory
from solutions. Note that the flat spacetime is not a solution of semiclassical EOMs because
of the presence of physical dust field with positive energy density.
3. There is a clear link between our path integral formulation and the canonical LQG. The
path integral (2.44) is rigorously derived from the canonical formulation in the reduced phase
space. The unitarity is manifest because the path integral is the transition amplitude of
unitary evolution generated by the Hamiltonian Hˆ.
4. The path integral formla (2.44) is clearly finite (irrelevant to the cosmological constant), be-
cause of the transition amplitude A[g],[g′] = 〈Ψt[g]| exp[− i~T Hˆ] |Ψt[g′]〉 is finite. All ingredients
Ψt[g], Ψ
t
[g′], exp[− i~T Hˆ], and 〈 · | · 〉 are well defined.
Our formulation may still have issues of computational complexity and lattice dependence
similar to the spin foam formulation, at least at the present stage. However studies of the new path
integral formulation are still at very preliminary stage, and research on overcoming these issues will
be carried out in the future.
1. At the level of discrete path integral (2.44), the action S[g, h] depends on the non-polynomial
operator Hˆ and its matrix element, which is hard to compute. However because ∆τ is
arbitrarily small, we may consider a formal time continuous limit at the level of path integral,
as in the standard QFT. The resulting path integral formula integrates over continuous paths,
then the matrix element of Hˆ in S[g, h] reduces to the coherent state expectation value
〈ψtg|Hˆ|ψtg〉, which is computable as a perturbative expansion in t by using the method in [63].
Therefore perturbative techniques in QFT (more precisely, the lattice perturbation theory)
should be applied to our path integral formulation to compute quantities such as correlation
functions and quantum effective action as power expansions in t.
2. Our path integral formulation depends on the cubic lattice γ even after taking the time
continuous limit. Currently the lattice continuum limit at the quantum level is not clear for
our formulation (in Section 6, the lattice continuum limit µ→ 0 is taken after the semiclassical
limit µ → 0). We expect to see effects of lattice continuum limit order by order in t in
perturbative computations.
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A Proof of Eq.(6.12)
There are 2 useful properties of Cv and Ca,v
• Cv, Ca,v are polynomials of h(e), pa(e) and Q1/2v . By applying Eqs.(6.9), (6.9) and expand
in µ, Cv, Ca,v become series of µ and fα(v).
• In the continuum limit Cv = µ3C(v)+O(µ4), Ca,v = µ3Ca(v)+O(µ4) where the leading order
is of O(µ3) and both C and Ca are polynomials of fα and their 1st order derivatives7. Each
term in C and Ca contain no more than 2 derivatives.
We extract arbitrarily two terms at O(µn) in the expansion of Cv and Ca,v. Generically they
may be written as
f1 (v1) f2 (v2) . . . fn (vn) fn+1 (vn+1) · · · fm (vm)
and f1 (v
′
1) f2 (v
′
2) . . . fn (v
′
n) f
′
n+1
(
v′n+1
) · · · f′q (v′q) . (A.1)
They may share f1, · · · , fn although locations of f1, · · · , fn, vi and v′i, may be different between these
2 terms. Distances from v to vi, v
′
i are of O(µ). fi and f
′
i are factors not shared by these 2 terms.
If the relative sign between these 2 terms is negative, we can perform the following reduction
f1 (v1) f2 (v2) . . . fn (vn) fn+1 (vn+1) · · · fm (vm)− f1 (v′1) f2 (v′2) . . . fn (v′n) f′n+1
(
v′n+1
) · · · f′q (v′q)
= f1 (v1) f2 (v2) . . . fn (vn) fn+1 (vn+1) · · · fm (vm)− f1 (v′1) f2 (v′2) . . . fn (v′n) fn+1 (vn+1) · · · fm (vm)
+ f1 (v
′
1) f2 (v
′
2) . . . fn (v
′
n) fn+1 (vn+1) · · · fm (vm)− f1 (v′1) f2 (v′2) . . . fn (v′n) f′n+1
(
v′n+1
) · · · f′q (v′q)
= [f1 (v1) f2 (v2) . . . fn (vn)− f1 (v′1) f2 (v′2) . . . fn (v′n)] fn+1 (vn+1) · · · fm (vm)
+ f1 (v
′
1) f2 (v
′
2) . . . fn (v
′
n)
[
fn+1 (vn+1) · · · fm (vm)− f′n+1
(
v′n+1
) · · · f′q (v′q)] , (A.2)
The quantity in the 1st square bracket of the above result is the difference of two monomials
f1(v1)f2(v2) . . . fn(vn) and f1(v
′
1)f2(v
′
2) . . . fn(v
′
n) sharing the same set of f1,··· ,n, and can be further
reduced
f1(v1)f2(v2) . . . fn(vn)− f1(v′1)f2(v′2) . . . fn(v′n)
= f1(v1)f2(v2) . . . fn(vn)− f1(v′1)f2(v′2) . . . fn(v′n) + f1(v1)f2(v′2) . . . fn(v′n)− f1(v1)f2(v′2) . . . fn(v′n)
= f1(v1) [f2(v2) . . . fn(vn)− f2(v′2) . . . fn(v′n)] + [f1(v1)− f1(v′1)] f2(v′2) . . . fn(v′n)
= · · ·
=
n∑
i=1
f1(v1) · · · fi−1(vi−1) [fi(vi)− fi(v′i)] fi+1(v′i+1) . . . fn(v′n). (A.3)
Inserting this result back into Eq.(A.2) gives
f1 (v1) f2 (v2) . . . fn (vn) fn+1 (vn+1) · · · fm (vm)− f1 (v′1) f2 (v′2) . . . fn (v′n) f′n+1
(
v′n+1
) · · · f′q (v′q)
=
n∑
i=1
f1(v1) · · · fi−1(vi−1) [fi(vi)− fi(v′i)] fi+1(v′i+1) . . . fn(v′n)
+ f1 (v
′
1) f2 (v
′
2) . . . fn (v
′
n)
[
fn+1 (vn+1) · · · fm (vm)− f′n+1
(
v′n+1
) · · · f′q (v′q)] , (A.4)
while there is no reduction for the 2nd square bracket. Here the point of this reduction is to manifest
the difference fi(vi)− fi(v′i) in the formula.
7FaIJ has only 1st order derivatives of A
a
I . βK
a
I = A
a
I − ΓaI where ΓaI = 12 abcEJc
[
EbI,J − EbJ,I + EKb EdIEdK,J
]
+
1
4
abcEJc
[
2EbI
(det(E)),J
det(E)
− EbJ
(det(E)),I
det(E)
]
. Here det(E(v)) = q(v), and the inverse EaI is a polynomial of E
I
a and
det(E)−1.
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We insert the above result back into Cv and Cv,a so that they become polynomials of fα and
∆fα(v, v
′) ≡ fα(v) − fα(v′). We make further similar reduction as above, by including ∆fα as one
of generators of the polynomial. As a result from iteration, we obtain at O(µn)
µn
Poln(fα) +∑
p>0
Polpn(fα,∆fα) +
∑
k≥0,l>0
Polk,ln (fα,∆fα,∆
2fα)

= µn
Poln(fα) +∑
p>0
µpPolpn (fα,∆fα/µ) +
∑
k≥0,l>0
µk+2lPolk,ln
(
fα,∆fα/µ,∆
2fα/µ
2
) (A.5)
∆2fα = ∆fα(v, v
′) − ∆fα(v˜, v˜′). ∆fα/µ,∆2fα/µ2 are lattice derivatives. Poln(fα) is a polynomial
of fα. Pol
p
n(fα,∆fα) is a polynomial homogeneous in ∆fα of degree p. Pol
k,l
n (fα,∆fα,∆
2fα) is a
polynomial homogeneous in ∆fα and ∆
2fα of degree k and l respectively.
When Poln(fα), Pol
p
n(fα,∆fα), and Pol
k,l
n (fα,∆fα,∆
2fα) are nonzero, their continuum limits do
not vanish, because otherwise they can be further reduced to higher order in ∆fα.
We are interested in expansions of Cv and Cv,a truncated up to O(µ
3) to be relevant to their
continuum limit. So we consider
n ≤ 3, n+ p ≤ 3, n+ k + 2l ≤ 3. (A.6)
Continuum limits of Cv and Cv,a contain no term of 3 derivatives, so
k = 0, p ≤ 2. (A.7)
Moreover Cv, Cv,a ∼ µ3 in the continuum limit. So at n = 0, Pol0(fα), Polp0(fα,∆fα), and
Polk,l0 (fα,∆fα,∆
2fα) have to vanish, since otherwise they can produce nonzero continuum limit
at O(µ0), O(µ1), O(µ2)
Pol0(fα) +
2∑
p=1
µpPolp0 (fα, ∂fα) + µ
2Pol0,10
(
fα, ∂fα, ∂
2fα/µ
2
)
(A.8)
By similar arguments, Pol1(fα) and Pol
1
1(fα,∆fα) has to vanish at n = 1, and Pol2(fα) has to vanish
at n = 2. As a result, Cv and Cv,a can be written as
µ
[
Pol21 (fα,∆fα) + Pol
0,1
1
(
fα,∆fα,∆
2fα
)]
+ µ2Pol12 (fα,∆fα) + µ
3Pol3(fα) +O(µ
4)
→ µ3
[
Pol21 (fα, ∂fα) + Pol
0,1
1
(
fα, ∂fα, ∂
2fα
)
+ Pol12 (fα, ∂fα) + Pol3(fα)
]
+O(µ4) (A.9)
Recall that continuum limits of Cv and Cv,a, C and Ca, contain no second order derivative. So
Pol0,11
(
fα,∆fα,∆
2fα
)
has to vanish. Finally we obtain
Cv or Cv,a = µPol
2
1 (fα,∆fα) + µ
2Pol12 (fα,∆fα) + µ
3Pol3(fα) +O(µ
4). (A.10)
Given any v1, v2 of O(µ)-distance from v,
v1 = v +M1µ1ˆ +N1µ2ˆ + P1µ3ˆ, v2 = v +M2µ1ˆ +N2µ2ˆ + P2µ3ˆ. (A.11)
we define
v3 = v +M1µ1ˆ +N1µ2ˆ + P2µ3ˆ, v4 = v +M1µ1ˆ +N2µ2ˆ + P2µ3ˆ. (A.12)
so that
v1 − v2 = (v1 − v3) + (v3 − v4) + (v4 − v2), (A.13)
∆fα(v1, v2) = ∆3fα(v1, v3) + ∆2fα(v3, v4) + ∆1fα(v4, v2), (A.14)
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where ∆3fα(v1, v3),∆2fα(v3, v4),∆1fα(v4, v2) are differences along 3, 2, 1 directions respectively. In-
serting Eq.(A.14) and expand, Eq.(A.10) can be rewritten as
Cv or Cv,a = µPol
′2
1 (fα,∆J fα) + µ
2Pol′12 (fα,∆J fα) + µ
3Pol3(fα) +O(µ
4) (A.15)
where every difference is along 1, 2, or 3 direction.
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