Depression disorder has become one of the major psychological diseases endangering human health. Researcher in the affective computing community is supporting the development of reliable depression severity estimation system, from multiple modalities (speech, face, text), to assist doctors in their diagnosis. However, the limited amount of annotated data has become the main bottleneck restricting the study on depression screening, especially when deep learning models are used. To alleviate this issue, in this work we propose to use Deep Convolutional Generative Adversarial Network (DCGAN) for features augmentation to improve depression severity estimation from speech. To the best of our knowledge, this approach is the first attempt to apply the Generative Adversarial Network for depression severity estimation from speech. Besides, to measure the quality of the augmented features, we propose three different measurement criteria, characterizing the spatial, frequency and representation learning of the augmented features. Finally, the augmented features are used to train depression estimation models. Experiments are carried out on speech signals from the Audio Visual Emotion Challenge (AVEC2016) depression dataset, and the relationship between the model performance and data size is explored. Our experimental results show that: 1) The combination of the three proposed evaluation criteria can effectively and comprehensively evaluate the quality of the augmented features. 2) When increasing the size of the augmented data, the performance of depression severity estimation gradually improves and the model converges to a certain stable state.
I. INTRODUCTION
Nowadays, living in a fast-paced world makes people under higher and higher pressure which brings mental health problems. Specially, the incidence of depression has increased year by year, with more than 300 million people affected The associate editor coordinating the review of this manuscript and approving it for publication was Dian Tjondronegoro .
worldwide [1] . At its worst, depression can lead to suicide, causing around one million lives lost every year. In other words, depression has become one of the most widespread diseases threatening our health and quality of life.
With the advancement of technology, the affective computing community engaged signal processing, computer vision and machine learning technologies for emotion analysis and depression detection. In clinical depression detection, VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ depression severity has been assessed by trained clinicians using clinician-rated itemized mood/depression rating scales, such as the Hamilton Rating Scale for Depression (HRSD), the Young Mania Rating Scale (YMRS) or the Montgomery Asberg Depression Rating Scale (MADRS), as well as self-report instruments such as the Patient Health Questionnaire (PHQ) and the Beck Depression Inventory (BDI) being the most widely used questionnaire. Alghowinem et al. [2] investigated the utility of various classifiers for the detection of depression from speech. In their study, subjects included healthy controls (Class 0) and patients who had been clinically diagnosed with severe depression using the HRSD scale (Class 1 with HRSD > 15). They compared compared four popular classifiers, namely GMM, SVM, Multilayer Perceptron Neural Networks (MLP), and Hierarchical Fuzzy Signature (HFS), for the task of depression detection. Pamouchidou et al. [3] also considered depression classification (depressed/not-depressed), and proposed a decision tree classification scheme fusing high level and low level features from speech, video and text modalities.
The above studies used relatively shallow architectures. Recently, Deep Convolutional Neural Network (DCNN), Deep Neural Network (DNN) and Long Short Term Memory -Recurrent Neural Network (LSTM-RNN) models have also been used for depression classification and depression severity estimation. Using the AVEC2016 [4] dataset, Ma et al. [5] proposed a deep model constructed with CNN and LSTM to encode depression related characteristics in speech for depression classification. For the purpose of BDI-based depression severity estimation from video, the authors of [6] proposed a two stream fusion framework based on DCNNs. Facial appearance features and optical flow features are input into two DCNN models, separately, their output fully connected layers are then concatenated as the input into a network of two fully connected layers for depression severity estimation.
The above-mentioned works using deep models achieved good performances. Still, the size of the training data set plays an important role in the performance of deep learning models for depression classification/severity estimation. Indeed, the actual released datasets for depression assessment, listed in Table 1 , amount for approximately 200 sessions recorded from a small number of subjects. Furthermore, these datasets cannot be merged, to augment the training sample size, as they consider different languages, different recording settings, as well as labelling. Hence, adopting some data augmentation approaches to increase the number of samples is a prerequisite for improving the performance of automatic depression assessment systems.
Fortunately, the Generative Adversarial Nets (GAN) [13] proposed by Goodfellow et al. [13] , and its following variants, provide a good solution for data (sample) augmentation. Although GAN has been proposed for only a few years, due to its powerful data generation capability, it has been widely used in the fields of image generation [13] , semantic image editing [14] , style transfer, natural language processing [15] and acoustic event detection [16] .
Although GANs have been used in speech applications such as voice conversion [17] speech enhancement [18] , [19] , text to speech synthesis [20] , only recently they have been adopted for data augmentation for audio and speech signals e.g. for sound classification [21] , [22] and speech emotion recognition [23] - [25] . To the best of our knoweldge this work is the first one proposing GANs-based data augmentation for depression severity estimation from speech. In addition, in most of the current research works using GAN for data augmentation, the quality of the generated data is evaluated via the final classification/regression performance in the experiments. Indices for the objective evaluation of GAN generated features have been proposed in the field of GAN-based image generation. Inception Score (IS) [26] and Fréchet Inception Distance (FID) [27] are two popular metrics. While IS mainly measures the diversity of the generator, FID computes the distance between the real and fake distributions. However, both of them are based on Inception net (or similar models) trained on ImageNet, they are not suitable for evaluating generated features that are quite different from the samples in ImageNet dataset.
In summary, one of the most important challenges facing depression research is the lack of data, which leads to the motivations of this paper. In this work, we explores the following research questions:
• Can we utilize GAN to expand the data size, specially to augment the speech features, so as to train deep models for depression severity prediction from speech?
• How to measure the quality of the generated data (speech features)? Different from generated image which can be intuitively judged, audio features are often difficult to be subjectively evaluated.
• How the accuracy of the depression severity prediction model is impacted by the size of the augmented samples?
By answering the above research questions, the contributions of our work are three-fold: 1) We propose a GAN-based features augmentation for speech improving the performance of depression severity estimation from speech.
2) We propose several objective measures to evaluate the quality of the generated features, using spatial-, frequency-, and deep learning-based indices. Experimental results show that these evaluation criteria can effectively measure the generated features from different perspectives.
3) We further evaluate the impact of size of the generated data on the performance of the depression severity estimation model.
The remainder of the paper is organized as follows. Section II gives an overview of related works on depression classification/severity prediction from speech as well as data augmentation. The proposed GAN-based data augmentation is introduced in Section III. The measurements for evaluating the quality of the generated features are described in Section IV. Section V analyses the performance of our proposed framework on the AVEC2016 depression challenge dataset. Finally, conclusions and further research work will be discussed in Section VI.
II. BACKGROUND AND RELATED WORK A. DEPRESSION LEVEL ESTIMATION FROM SPEECH
Since 2011, the Audio Visual Emotion Challenges (AVEC) has attracted more and more researchers proposing machine learning models for analysing and assessing human emotion and mental health. Using the AVEC2014 dataset, Williamson et al. [28] proposed a multi-scale correlation structure and timing feature sets with speech-based vocal features and video-based facial action units from recordings, to predicts Beck depression inventory ratings for audio-viusl recordings. From the cognitive psychology research, Thomasollivier et al. [29] explored the cognitive component of psychomotor retardation (PMR) through analysing the verbal fluency (VF) performance in unipolar and bipolar disorder. They found that the correlations between the retardation rating scale for depression and VF performances appeared after treatment. Cohn et al. [30] adopted vocal prosody features for clinical diagnosis of major depression, and SVM and logistic regression to classify a person as depressed or not depressed. In [31] , Mitra et al. modelled a wide range of vocal features and used a variety of approaches, including SVR, GMM and decision trees for depression analysis. Pampouchidou et al. [3] implemented a decision tree based depression classification by fusing high level and low level features from speech, video and text modalities. Using the AVEC2014 [8] dataset for BDI-II score estimation, Gupta et al. [32] adopted a support vector regression (SVR) to model the relationship between speech, visual, linguistic information and depression severity scores.
Typical symptoms of depression can be well described by global variation information, therefore most approaches in depression severity prediction extract global feature vectors from speech signals by aggregating a large set of local descriptors. In [33] , the authors focused on assessing depression from speech signals. They compared i-vectors from several hand-crafted audio features, such as F0, they found that the score fusion from Mel Filterbank Cepstrum Coefficients (MFCC) and Voice Quality obtained the best performance. A Low level descriptor (LLD) set of voice acoustic, including 221 Energy and Spectral related features and 27 Voicing related features, has been adopted by [34] . Over these LLDs, 25 statistical functionals and 4 regression functionals have been calculated to obtain a global representation for each speech segment. Such voice acoustic features achieved excellent performance in several depression analysis tasks. 
B. DATA AUGMENTATION BASED ON GENERATIVE ADVERSARIAL NETWORK
The basic GAN model contains two parts (as shown in Fig.1 ): a generator, G, and a discriminator, D. G is responsible for mapping a random noise into a specific distribution, while D is trained to classify specific inputs as either being from the training data (real data) or from the generator (fake data). The two models are trained alternately until they cannot improve any more, that is, the discriminative model cannot distinguish whether a sample is real or fake. Formally, we define a generative model G and a random noise z, where G is used to map the random noise z into a specific distribution x, while D is a discriminative model. For any inputs x, the output of D(x) is a real number between [0, 1] indicating the probability that the current inputs belong to a real sample. Let p data and p z represent the distribution of the real data and the random noise, respectively, then the objective function of the model is as follows:
Finally, when the distribution of G's outputs is close to that of the real data, the accuracy of the discriminator D will theoretically stabilize at about 0.5 for all inputs.
The initial GAN [13] is structurally implemented by a Multi-Layer Perceptron (MLP) for both the generator and the discriminator. Radford et al. [35] adopted CNN as VOLUME 8, 2020 generator and discriminator, and proposed the Deep Convolutional GAN (DCGAN). Meanwhile, Mirza and Osindero [36] proposed the Conditional GAN by adding condition information to both D and G to guide the training process. This proposed structure can be better applied to generate multiple categories of data.
Generative Adversarial Network (GAN) provides a new perspective to data augmentation. Frid-Adar et al. [37] utilized the CNN-based GAN structure to synthesize tomography images, and then trained a lesion classifier with the synthesized images and the real images together. By comparing the model performances with and without data augmentation, it was found that the sensitivity increased from 78.6% to 85.7%, and specificity increased from 88.4% to 92.4%, respectively. Similar work has been made in [38] , in which the authors adopted GAN to generate abnormal magnetic resonance images (MRI). Their argument is that medical images are very imbalanced only few data with real pathological changes are used, which brings much difficulties to train deep models. This method not only effectively balances the pathological data, but also protects patients' privacy and offers a potential solution to the challenges that machine learning faces in medical imaging.
GAN has not been used only for generating images [40] - [42] , but also audio and speech. For audio synthesis, Donahue et al. [43] investigated the use of GAN on both raw audio input as well as spectrogram representations of audio. They proposed WaveGAN for the unsupervised synthesis of raw-waveform audio and SpecGAN for generating semi-invertible spectrograms. For SpecGAN, the authors designed a spectrogram representation that allows for approximate inversion and adopted the Deep Convolutional GAN (DCGAN) to operate on these spectrograms. For WaveGAN, the DCGAN structure was flattened to one-dimension. To evaluate the generated audios, the authors made use of the Inception Score (IS) [26] , Nearest Neighbor Comparisons and Human judgement. In [21] , to improve Acoustic Scene Classification (ASC) performance, the authors proposed to use GAN for data augmentation. For each acoustic scene they trained one GAN model, and SVM was used as sample selection criteria. Zhang et al. [22] proposed a data augmentation approach based on semi-supervised conditional GAN (scGANs), to automatically learn a mapping strategy from a random noise space to the original data distribution. They applied their strategy to improve the performance of automatic snore sound classification. Sahu et al. [24] applied the recently proposed adversarial auto-encoder [44] for speech based emotion recognition. They highlighted that current emotion recognition systems suffer from two drawbacks: (1) it is difficult to analyze the feature representations for the utterances, and (2) machine learning models require a large dataset for training, however the data collection is expensive and prohibitive in time. Therefore they used adversarial auto-encoders to synthetically generate samples to classify emotion. Chatziagapi et al. [23] investigated conditioned data augmentation using GANs to address the problem of data imbalance for the task of Speech Emotion Recognition (SER). The authors adapted the conditional GAN architecture to generate synthetic spectrograms for the minority class. Their experimental results demonstrated promising performance in IEMOCAP and FEEL-25k datasets. The authors of [25] adopted the Cycle consistent adversarial networks (CycleGAN) to generate synthetic data, which aims at addressing the data scarcity problem in speech emotion recognition. Specifically, they proposed a CycleGAN-based method to transfer feature vectors extracted from a large unlabelled speech corpus into synthetic features representing the given target emotions. To measure the similarity of generated feature vectors to real data, the authors proposed a new loss function involving the similarities between real and synthetic feature vectors and the discriminability between emotions.
In most current research works using GAN for data augmentation, the quality of the generated data is evaluated via the final classification/regression performance or human subjective evaluation index. Few researchers considered the development of quantitative measures such as the Inception Score (IS) [26] and Fréchet Inception Distance (FID) [27] . IS and FID often used when generating images. While IS mainly measures the diversity of the generator, FID computes the distance between the real and fake distributions.
In summary, considering the scarcity of annotated data for depression severity prediction, in this paper, we adopt GAN to generate synthetic speech acoustic features for training a DCNN-based depression severity estimation model. To the best of our knowledge, this is the first work using GAN to augment audio features for depression prediction. In addition, we propose several objective measures based on image entropy, similarity in the frequency domain, and deep representation to evaluate the quality of the generated features. In the following the terms generated data and generated samples have the same meaning, i.e. generated synthetic features.
III. FEATURE GENERATION A. SPEECH ACOUSTIC FEATURES
In this work, we make use of our previously proposed speech acoustic feature for depression severity prediction from speech [34] , [45] . The feature set is composed of the Geneva Minimalistic Acoustic Parameter Set (GeMAPS) and the INTERSPEECH Challenges feature sets. In total 238 low level descriptors (LLDs), consisting of 211 spectral and energy related features and 27 voicing related dynamic features are firstly extracted, then 25 statistical functionals and 4 regression functionals are performed resulting in a 6902 dimensional feature vector for each speech segment. The reader can refer to our previous work [34] , [45] for more details. In this work, we consider the proposed features as speech descriptors to be learned by GAN. To directly use existing CNN's structures, we reshape the feature vector in an image-like 2D feature map in row-major order, so that when 
B. DCGAN-BASED FEATURES GENERATION
As mentioned above, in this work, the speech feature vectors are first converted into 2D image-like feature map, and Deep Convolutional Generative Adversarial Net (DCGAN) is adopted for features generation. To train the DCGAN, we draw on the experience of [35] for Batch Normalization, leaky ReLU activation functions, etc.. In addition, to reduce the complexity of the training process and make the model easier to converge, a 2-level hierarchical learning strategy, as shown in Figure 2 , is proposed. In the 1st level, we first split the original input feature map into 9 sub-images, each of size 28 × 28. For each sub-image, we assign a DCGAN model to learn synthetic features, each GAN is responsible for mapping a 100-d random noise vector, z d , to a part of the original feature map. Therefore, we obtain 9 DCGANs which have the same structure. When the 1st level is trained, the outputs of the 9 DCGANs (9×28×28) are fed into the 2nd level DCGAN model (input size: 84 × 84) for fine-tuning the global features. This hierarchical structure can avoid learning too many complex distributions at once, making the model easier to converge.
Considering that our objective is to generate features related to depression levels, i.e., ground truth PHQ-8 scores, we utilize the depression intensity as constraint to the DCGAN as follows: a 25 dimension one-hot vector, which represents 25 depression levels, is concatenated with the noise, forming a 125 dimensional vector as input of the DCGAN model. To better guide the training process, this constraint is also spliced with the inputs of the other layers (as shown in Figure 2 ). Correspondingly, Eq 1 is modified as:
where y is the constraint (25d one-hot vector indicating depression levels). After training the whole model, we can generate audio features for a specific depression level by constraining y. It should be noted that in the 2nd level DCGAN model, we increase the number of convolution kernels for each layer (see Figure 2 and Section V for details), so that it can better learn global information. Details on the learning process will be given in Section V.
IV. EVALUATION OF THE GENERATED FEATURES
In this section, we introduce three evaluations metrics for assessing the quality of the generated features. Note that the generated features which are not qualified by the evaluation measures will be discarded for future depression severity prediction.
A. IMAGE ENTROPY SIMILARITY MEASURE
Image entropy can represent the aggregation characteristics of image gray distribution, therefore it has been often used to measure the similarity between two images [46] - [48] . Image entropy is defined as:
With P i the probability of occurrence of the gray level intensity i. In this work, we also adopt entropy to measure the similarity between the real feature map and the generated feature map. As illustrated in Figure 3 , for samples with the same depression severity level, we define the sample set 
B. FREQUENCY DOMAIN SIMILARITY MEASURE
Although the above entropy-based measure may estimate the difference in 'gray values' between the original samples and the generated samples, it has difficulties gauging the information content such as image lines direction. As noted by several authors, the 2D Fourier power spectrum preserves direction information of an image [49] - [51] . In this work, we propose using Fast Fourier Transform (FFT) as similarity measure between two images, that gives an overall image quality based on frequency spectrum. Narayanan et al. [52] proposed a metric based on the histogram of image FFT to measure the similarity of two images. In this work, the spectrum of real and generated feature maps are first calculated via Fast Fourier Transform, then we reshape each of the spectrum to a vector and calculate the similarity between them via cosine distance. Cosine distance is widely adopted in measuring the similarity between two images [53] , [54] . We define F(S, L, x i ) as the spectrum vector of a sample x i from S with depression level L. Then, we calculate the angle A x i ,x j between F(S, L, x i ) and F(S, L, x j ), and estimate the minimum and maximum values:
A min = min arccos( F(S, L, x i ) · F(S, L, x j ) F(S, L, x i ) F(S, L, x j ) ),
), Finally, the similarity between a generated sample x f and a real sample x i is given by:
),
A generated sample x f is retained according to the following equation:
C. EVALUATION MEASURE WITH DEEP LEARNING Several researchers used convolutional neural network (CNN) for feature extraction, but instead of the fully connected multi-layer perceptron, a support vector machine (SVM) or other machine learning techniques have been used in the decision stage for final classification. This approach has been also used in depression prediction/classification [5] , [55] , [56] . To decide either keeping or rejecting the generated features, in this work we follow the same idea and use CNN for feature extraction. The approach is described in Figure 5 . The original feature vectors labelled as ''Real'' features, and the DCGAN generated feature vectors labelled as ''Generated'' features, are input to a VGG16 CNN for features extraction (layer fc7 in Figure 5 .). The learned features are then fed to a SVM to decide in discarding or keeping the generated features:
For each depression level L, we train one SVM model, F svm (L, x f ) to classify a sample x f .
V. EXPERIMENTS AND ANALYSIS A. DATA PRE-PROCESSING
In our experiments, we use the AVEC2016 depression dataset [10] . It consists of 189 sessions of interviews designed to support the diagnosis of psychological distress conditions such as anxiety, depression, and post-traumatic stress disorder. For each session of the training and development sets, a PHQ-8 score ranging from 0 to 24 is given as label. The training set contains sessions from 27 not-depressed and 17 depressed females, 55 not-depressed and 8 depressed males, as summarized in Table 2 . In order to increase the number of training samples, rather than using a full session as a sample, we re-sample the data set to obtain more samples as follows: we first remove the nonspeaking segments when the participant listens to Ellie, the animated virtual interviewer. Then for the speaking segments from each session, the longest ten segments are taken as samples. The numbers of obtained samples in the training set are listed in Table 2 . For the development set, the longest segment of each session will be used to measure the performance of the depression severity estimation model, in terms of root mean square error (RMSE) and mean absolute error (MAE).
As noted previously, we reshape the speech acoustic feature vector to a 2D image-like feature map in row-major order. To obtain a squared feature map of 84 × 84, we apply zero padding by adding 154 zeros at the tail of the 6902 feature vector (as shown in Figure 6 ). We also check the data balance in terms of representative samples from each depression level, and find that some depression severity levels, e.g., 17, 19, 21, 22, 23, 24 for females, and 14, 15, 17, 19, 21, 22, 23, 24 for males, do not have training samples. For these depression levels, we do not generate DCGAN-based features.
B. DCGAN TRAINING AND FEATURES GENERATION 1) MODEL PARAMETERS
As explained in Section III, in order to reduce the complexity of the training process and make the model easier to converge, the proposed GAN adopts 2-level hierarchical learning strategy, in which each level contains one Generator and one Discriminator. For the generator of the first level, there are two Fully-Connected layers and two Fractional-Strided Convolution layers. Each layer is followed by a Batch-Norm and ReLU operation (except for the last Fractional-Strided convolution layer). After the second Fully-Connected layer, the Reshape operation is used to convert the 1D vector to the 2D feature map. At the same time, in order to restrict the generator to produce samples for a given depression levels, besides the input layer, after the activation function (or reshape) of each layer, we splice a 25-dimensional one-hot vector into the outputs of that layer, as a constraint condition for the following layer. The kernel size of Fractional-Strided Convolution is 5 × 5, with a stride [1, 2, 2, 1] . The discriminator of the first level consists of two Convolution layers and two Fully-Connected layers, the batch-norm is used in the second Convolution layer and the first Fully-Connected layer, Leaky ReLU with 0.2 slope is used as the activation function for the outputs of each layer. The size of the Convolution kernel is 5×5 and the stride is [1, 2, 2, 1]. The learning rate for training both the Generator and Discriminator is set as 0.00001.
As described in Section III-B, to reduce model learning complexity, we use 9 DCGANs, having the same structure, each dealing with a sub-image from the original feature map. Then the second level GAN model contains 1 Generator and 1 Discriminator, which have the same structure as the first level (but different number of nodes for each layer) for global fine tuning. The detailed parameters of each layer are given in Figure 2 . It should be noted that the Generator and Discriminator are serially connected and trained at the same time, they are represented separately in Figure 2 for convenience to better describe the structure of the models.
2) MODEL TRAINING AND SAMPLE GENERATION
For each of the 9 GAN models at the first level, we iterate over 15, 000 epochs, and then take the model from the last epoch as final model. For the second level, we train and iterate 10, 000 epochs. When the models are trained, theoretically, we can use the Generator to produce numerous generated features only by inputting random noise and depression levels. In our experiments, in order to increase the diversity of the models, for each depression level, we retain 10 GAN models, with 8200, 8400, 8600, . . ., 10000 epochs, respectively. These 10 GAN models are used to generate 3, 000 samples for each depression level, i.e. 300 samples for each depression level are generated by each of the 10 GAN models.
C. EVALUATION OF THE GENERATED FEATURES 1) ENTROPY-BASED MEASURE
Following the approach described in Section IV-A, for a feature map with a specific depression level, we calculate the entropy of distributions of the original samples, as illustrated in Figure 7 and 8 for female and male, respectively. As it can be noticed, the entropy distributions of real samples approximate Gaussian distributions (the red curves in Figures 7 & 8) , so we use a Gaussian function to fit feature map distribution for each depression level of female/male, respectively. For a given DCGAN generated feature map, we apply the criterion of Equation 4 to decide keeping or rejecting it. The number of generated features for each depression level (L), before and after rejection using the entropy measure, are listed in Table 3 . Figure 9 shows the amplitude spectra of the original and DCGAN generated feature maps at different depression levels, for female and male respectively. As it can be seen, the spectra of the generated features resemble those of the real feature maps. Especially, the high frequency components (denoted by the white pixels in the figures) are sufficiently learned. Moreover, one can notice that, males have more high-frequency information in the generated features than females. As explained in Section IV-B, we use Eq 7 to keep or reject the generated features. Table 4 lists the number of the generated features before and after rejection.
2) FREQUENCY-BASED MEASURE

3) DEEP LEARNING BASED MEASURE
We also evaluate the DCGAN generated features using the VGG-SVM approach of Section IV-C. For selecting the SVM parameters (cost and gamma), we apply a grid search approach within 2 y where y ∈ [− 8, 8] . When training the SVM for a specific depression level of female/male, we combine the generated features (0) and the real features (1) from the training set of AVEC 2016 to form a new training set. These new training data are input into the framework of Figure 5 , the learned features from VGG16 are used to train the SVM. The parameters which obtains the highest classification accuracy on the training data are kept as final SVM parameters, and the generated audio features which are classified as real samples (false positive) by the model will be retained. The final number of the generated features before and after VGG-SVM based rejection are listed in Table 5 .
4) FINAL SELECTION OF THE GENERATED FEATURES
Comparing Tables 3, 4 and 5, one can see that the evaluation criterion based on deep learning is the most stringent one, whose acceptance rate for female and male is 52.2% and 55.9%, respectively. This means that nearly half of the generated features are eliminated. From Table 4 , one can notice that the frequency-based measure provides the highest acceptance rate, with 77.1% for female and 92.6% for male. Also from Figure 9 , we can conclude that the generated features have similar frequency distribution as the real features. Table 6 lists the numbers of samples we finally obtained, i.e., the numbers of samples that have passed through the three evaluation measures (entropy, frequency, deep features). Compared to the three tables above, the acceptance rate decreases greatly, with 24.5% acceptance rate for female and 37.4% for male, which shows that our three evaluation criteria measure the generated features from three different perspectives, and there is not too much overlap between the three methods. The low acceptance rate also indicates that the combination of these evaluation measurements can effectively and comprehensively evaluate the generated samples, so that it can obtain generated features with higher quality. Figure 10 shows some feature maps of the real features and the final selected generated features for female and male under different depression levels, respectively. Although there are some differences in details between real feature maps and generated feature maps, the overall texture characteristics are similar.
D. DEPRESSION SEVERITY PREDICTION
In the following the selected DCGAN genetated feature maps are used for depression severity prediction. Moreover we also evaluate the sample size with respect to prediction accuracy. To be able to compre to previous works, we adopt a Deep Convolutional Neural Network (DCNN) as depression severity prediction model, its hyperparameters are set as in [45] including the number of layers and nodes. When training the model, we adopted an early-stop strategy. If the loss no longer decreases in two hundred consecutive iterations, the training process is stopped.
We first use the real audio features extracted on the training set of AVEC 2016 to train 2 DCNN models for female and male, respectively. The number of training samples for female/male are as listed in Table 2 . The obtained RMSEs on the development set are given as red lines in Figure 11 . For the training using the generated features, we gradually increase the number of generated features to train the DCNN models. We trained the model using DCGAN generated data set of size n × |S|, with n = 1 · · · 40, and |S| is the size of the original data set. Figure 11 , plots the obtained RMSE per dataset.
From Figure 11 , one can see that: 1) In the case of the same data size, the model performance using real data is better than using DCGAN generated data. 2) With more generated data added, the performance is improved. When the training data set for female (male) reaches 16 times (3 times) the size of the original data set, the model performance using generated data begins improving, showing that augmenting the number of generated data can indeed improve the model performance. 3) When the training data size for female and male reach 30 times and 20 times the size of the original data set respectively, the prediction performance gradually stabilize. This is understandable because the original data set is limited, therefore expanding the data through GAN is subject to the original data to some extent.
The qualitative PHQ-8 depression severity estimation, in terms of RMSE and MAE on the development set of AVEC 2016, are shown in Table 7 . While the first row lists the results using real features estimated on the training set, the second row lists the prediction accuracy using generated features with same size as real features, and the third row using the generated data set which provided the best results according to Figure 11 , i.e 40 times and 20 times the size of the original data set. We also compare our results to the state of art speech-based depression severity prediction models on AVEC 2016 and AVEC 2017 which share the same dataset. One can see that while the RMSEs of most of state of the art approaches are above 6.0, the proposed model trained on GAN-based data augmentation achieves the best result with RMSE of 5.520 and MAE of 4.634. These results suggest that using GAN for augmenting the training data can effectively improve the performance of depression severity prediction. 
VI. CONCLUSION AND FUTURE WORK
As speech data lack for depression prediction, in this work, we propose a data augmentation approach based on Deep Convolutional Generative Adversarial Net (DCGAN) to generate features. The proposed DCGAN, adopts a hierarchical structure and the PHQ-8 scores are used as constraint to guide model generating features for specific depression level. It provides a new perspective for improving the performance of depression prediction. As far as we know, our approach is the first which applies Generative Adversarial Network for depression analysis.
In addition, we propose three measurement criteria for evaluating the quality of the generated features using entropy, frequency and deep representation learning measures. The combination of the 3 proposed criteria can effectively and comprehensively evaluate the generated samples.
We further evaluate the impact of size of the generated data on the performance of the depression severity estimation model. We find that increasing the generated data in training the models, the performance of depression prediction improves gradually and then stabilizes. Finally, very competitive results on the AVEC2016 depression dataset are obtained using the augmented DCGAN features.
In the future, we are going to combine spatiotemporal information to predict depression level from facial expressions, and try to integrate the Arousal/Valence and depression level together. We also plan to collect an audio visual multi-modal depression database from Chinese patients with major depression disorder, and investigate the effectiveness of the proposed models for data augmentation and depression level prediction.
