Outahajala, M.; Benajiba, Y.; Rosso, P.; Zenkouar, L. (2015). Using confidence and informativeness criteria to improve POS-tagging Abstract. Amazigh is used by tens of millions of people mainly for oral communication. However, and like all the newly investigated languages in natural language processing, i t i s resource-scarce. The main aim of this paper is to present o u r POS taggers results based on two state of the art sequence labeling techniques, namely Conditional Random Fields and Support Vector Machines, by making use of a small manually annotated corpus of only 20k tokens. Since creating labeled data is very time-consuming task while obtaining unlabeled data is less so, we have decided to gather a set of unlabeled data of Amazigh language that we have preprocessed and tokenized. The paper is also meant to address using semi-supervised techniques to improve POS tagging accuracy. An adapted self training algorithm, combining confidence measure with a function of Out Of Vocabulary words to select data for self training, has been used. Using this language independent method, we have managed to obtain encouraging results.
Introduction
The POS-tagging task consists of annotating each word in a sentence with its lexical category, i.e., part-of-speech. It is the first layer above the lexical level and the lowest level of syntactic analysis. Hence, most of the Natural Language Processing (NLP) tasks dealing with higher linguistic levels require POS tags, for instance: phrase chunking, word sense disambiguation, grammatical function assignment and named entity recognition [27] . In conjunction with partial parsing, POS-tagging is used in more complex tasks such as: lexical acquisition, information extraction, finding good indexing terms in information retrieval and question answering [19] .
Most of the newly investigated languages in NLP are resource-scarce. Amazigh is one of the endangered languages of West Africa. However, with the emergence of an increasing sense of identity and militancy, it has been introduced in mass media and in the educational system in Morocco. On the first July 2011, Moroccans voted favorably for the new constitution; therefore, the Amazigh language became an official language along with Arabic. In the last ten years, The Royal Institute for Amazigh Culture (IRCAM), together with other associations and authors have published an important number of books related to the Amazigh language and culture. However, this language, and like most non-European languages, still suffers from the scarcity of language processing tools and resources.
Enhancing the performance of taggers when trained on small manually annotated datasets is of great importance. However, obtaining hand labeled data is time consuming and requires significant human effort in the annotation process [ 2 8 , 4 2 ] , especially for languages with scarce resources such as Amazigh. To overcome these issues, other techniques are used, namely: unsupervised strategies where no data is labeled and all annotations are discovered [21] , and semi-supervised learning paradigms, where labeled data are used to annotate unlabeled data. Examples of these techniques include self-training [11, 43] and co-training [6] . Active learning, which can be seen as an interactive semisupervised technique, is also used to reduce annotation cost [35, 36] . In this paper we present Amazigh POS-tagging results based on a small corpus with a tag set of 28 tags, then we experiment some confidence measure variants used to select unlabeled data for self-training our model, and an adapted form of self training algorithm heavily relying on Out Of Vocabulary (OOV) and confidence measure.
The rest of this paper is organized as follows: in Section 2 we give an overview of Amazigh language and its NLP related works. The third section presents manual annotation process and POStagging results. In Section 4 we present confidence measure effectiveness for self training our model based on unlabeled data, informativeness effectiveness and how we combine confidence and informativeness criteria for self training. Finally, in Section 5 we draw some conclusions.
Amazigh Language and NLP Related works
In this section we will present a brief description of the Amazigh language and NLP Amazigh related works.
Amazigh language brief description
Amazigh is spoken in Morocco, Algeria, Tunisia, Libya, and the Egyptian Oasis Siwa; it is also spoken by many other communities in parts of Niger and Mali and by immigrant Amazigh communities in Europe and over the world. In Morocco, it is used by tens of millions of people mainly for oral communication, and has been introduced in mass media and in the educational system. Its writing system for Amazigh is Tifinagh. It does not have capitalization in its script and it is written from left to right. The total number of Tifinagh letters after the two amendments reaches 59 characters, and are occupying 2D30-2D7F plage in Unicode.
The Amazigh language belongs to the HamitoSemitic/"Afro-Asiatic" languages [9, 13] , with rich templatic morphology [8] . In linguistic terms, the language is characterized by the proliferation of dialects due to historical, geographical and sociolinguistic factors. For instance, one may distinguish three major dialects in Morocco: Tarifit in the North, Tamazight in the center and Tashlhit in the southern parts of the country; it is a composite of dialects of which none has been considered the national standard.
Most Amazigh words may be conceived of as having consonantal roots. They can have one, two, three or four consonants, and may sometimes extend to five. Words are made out of these roots by following a pattern. For example the common noun ⴰ ⵎ ⵣ ⴷ ⴰ ⵖ (inhabitant) "amzdaG" is built up from the root ⵣ ⴷ ⵖ (live) "zdG" by following a definite pattern (Figure 1 .) ⴰ ⵎ 12ⴰ 3 "am12a3"; where the number 1 is replaced by the first consonant of the root, number 2 is replaced by the second consonant of the root and number 3 is replaced by the 3rd consonant of the root. Also, verb derivation is very rich. A reciprocal verbal derivation sample is generate d by adding ⵎ ⵎ "mm". For instance, for the verb ⵕ ⵥ "RZ" (break), its reciprocal derivation is ⵎ ⵎ ⵕ ⵥ "mmRZ" (mutual break).
Challenges in POS-tagging and related works
One of the challenges of POS-tagging is ambiguity; the same surface form might be tagged with a different POS tag depending on how it has been used in the sentence. Like most of the languages that have only recently started being investigated for the NLP tasks, Amazigh lacks of annotated corpora and processing tools and resources. Very few linguistic resources and tools have been developed up to now for this language. In this part of the paper, we introduce existing works related to the introduction of this language into information and communication technology. Existing works in NLP are a spelling corrector based on the algorithm of Hunspell [17] , a concordance [7] , a light stemmer [ 4 ] , some tools and resources achieved by LDC/ELDA under a relationship of partnership with IRCAM as an encoding converter [2] , a word and sentence segmenter, and a named-entity tagger and tagged text with named entities, and a morphological analyzer/generator for Amazigh nouns [34] .
We think that the development of a POS-tagger system is the first step needed for automatic text processing. In line with this, in the preliminary experiments on POS-tagging for Amazigh [30, 31] In the next section we will present AMTS, AMazigh Tag Set a larger tag set of 28 tags and POStagging results using SVMs and CRFs.
Amazigh POS-tagging with CRFs and SVMs
In this section we introduce the manually annotated corpus, the employed machine learning techniques, baselines, and the used feature set. Then we present the POS-tagging results obtained on the basis of the manually labeled data and the used unlabeled data in self training experiments.
Manual Annotation and AMTS tag set
Manual annotation was achieved following a 5-step process:
1. Raw texts: to constitute an annotated corpus, we have chosen a list of corpora extracted from a variety of sources such as some novels, as well as some texts from IRCAM's web site. 2. Transliteration: Amazigh corpora produced up to now are written on the basis of different writing systems, most of them use Tifinagh-IRCAM (Tifinagh-IRCAM makes use of Tifinagh glyphs but Latin characters) and Tifinagh Unicode. It is important to say that the texts written in Tifinagh Unicode are increasingly used. Even though, we have decided to use a specific writing system based on ASCII characters for technical reasons [29] . 3. Manual annotation: this corpus is annotated morphologically using AncoraPipe annotation tool 1 . Four annotators were involved in this task and annotation speed was between 80 and 120 tokens/hour. Our Inter Annotator Agreement is around 94.98%. 4. Revision: we have used XSLT to generate output files that allow validation of the annotated corpora. Annotation speed was between 80 and 120 tokens/hour. Randomly chosen texts were revised by three other linguists, their common remarks were generalized to the whole corpora in the second validation by a different annotator. 5. Annotated texts: output documents have an XML format, allowing representing tree structures. As XML is a wide spread standard, there are many tools available for its analysis, transformation and management.
Since defining the adequate tag set is a core task in building an automatic POS-tagger, we have decided to use a state-of-art machine learning technique, namely CRFs, on the basis of a fine-grained tag set called AMTS. It contains 28 tags and it is presented in Table 1 . The tag set is richer than the one used by (Outahajala et al., 2011) . For instance we have split the N corresponding tag to the nouns into NN for common nouns, NNK for kinship nouns and NNP for proper nouns. Also, S_P and N_P referring respectively to prepositions and kinship nouns when followed by personal pronouns where split. Thus, a tokenization system was achieved to assume tokenization preprocessing task before POS-tagging [32] . PROT represents all particle kinds apart from orientation, vocative, negative, predicate and preverbal particles. ROT label stands for attributes like currency, and mathematical marks. 
Our Machine learners
In this subsection we describe SVMs and CRFs, being proved to give good results for sequence classification [12, 20, 22, 23] .
SVMs were first introduced by Vapnik [41] ; they are known for their good generalization performance and have been used for different recognition problems. For instance, in NLP SVMs are applied to text categorization [22] , name entity recognition [5] , base phrase chunking [15] and others. Many POS taggers based on SVMs have been achieved for many languages, such as: Arabic [14, 15] , Bengali [16] etc .They are reported to have achieved a high accuracy without over fitting even with a large number of features. SVMs are also known for copying well with sparse and noisy data.
With respect to the task of POS tagging in Amazigh, the training process has been carried out by YamCha 2 , an SVM based toolkit. For classification, we have used the TinySVM-0.094 3 classifier, a publicly available toolkit for the problem of pattern recognition.
CRFs are undirected graph models. They are a generalization of Maximum Entropy Markov Models (MEMMs) and are oriented toward segmenting and labeling data [23] . Conditional model specify the probabilities of possible label sequences given an observation sequence. In addition to having the advantages of MEMMs, CRFs also overcome the label bias problem. We can think of CRFs as a finite state model with unnormalized transition probabilities. CRFs are applied to many NLP fields such as name entity recognition [25] , shallow parsing [37] , information extraction from tables [33] . CRFs were used for POS-tagging in many languages, such as Amharic [1] and Tamil [24] .
We have used CRF++ 4 , an open source implementation of Conditional Random Fields for segmenting and labeling data, using the same data set as the one used with YamCha.
Experiments settings and baselines
Throughout this paper, all the described statistical models will use the same feature-set. The choice of the below described features has been reached through empirical results. The employed features are the following: 1-The current token; 2-Lexical features: these consist of the last and first 'i' character n-grams, with 'i' spanning from 1 to 4; 3-Lexical context: the surrounding words in a window of -/+2; and 4-Tag context: this consists of the predicted tags of the two previous words.
Regarding baselines, frequency based baseline (Freq-Base.) is a non learning algorithm. It predicts the tag for a certain token is the most frequent POS tag that has been associated with it in the training data. Thus, this baseline completely ignores the sur- rounding context and resolves the ambiguous cases using only frequency. Such baseline has been already used in competition tasks such as CoNLL for named entity recognition 5 . Best-Base: To study the best case scenario using CRFs and SVMs, we start with an initial model M init trained on an initial training set and aggregate data from the remaining 30% of the manually annotated data in blocks of 2k (see Figure 4 ). This will be helpful to provide a contrast to the models that will be generated using automatically annotated data.
POS-tagging 10-fold cross-validation results
In this first experiment set, we have run 10-fold cross validation. We use the whole manually annotated data. The obtained best F-measure is in the fifth fold. Table 2 The test set of fold 5 is the one used in the rest of the experiments of this paper.
The obtained results are very promising considering that we have used a corpus of only 20k tokens and compared to previous results based on 13 tags. We have more than doubled the tag set size in return we lost 1.34% in precision.
In comparison with the old tag set, most classes' performance increased. We obtained 96.24% vs. 94% for prepositions class, 65.38% vs. 60.7% for adverbs, 87.02% vs. 84.6% for determinants, 75% vs. 60% for focalizers, 100% vs. 45% for interjections. The adjective and conjunctions classes precision decreased in the new tag set. Regarding classes that we have split into several subclasses such as N corresponding to nouns, that we split into NN for common nouns, NNK for kinship nouns and NNP for proper nouns, NN precision is 95.15% vs. 94.60% for N. However obtained accuracy for proper nouns is just 54.16%, due essentially to insufficient examples in the training set. Concerning verbs base form precision is 94.22%. 5 http://www.cnts.ua.ac.be/conll2002/ Analyzing training and test sets, some classes are difficult to distinguish in Amazigh such as adjectives, nouns and participles. Also, we observed that unseen words in the test set are significant due to the small size of the data set. Fig. 2 . Performance of the tagger when trained with manually annotated data Figure 2 shows the obtained results for 'BestBase' and 'Freq-Base' both using manually annotated data. The learning curve is increasing along t h e training corpus size. The 'Freq-Base' is at least 8 points below CRFs and SVMs across the curve. We started with an initial model (Minit) and each time we added 10% from annotated data. The precision difference between the model trained on the basis of 60% and the model trained on the basis of 90% of hand labeled data for CRFs and SVMs is 1.55% and 1.23% respectively. Creating labeled data is a hard task. The only way to obtain labeled data, especially for languages with scarce resources, is following manual annotation process. However, obtaining unlabeled data, although needing most time preprocessing, is less difficult. In this way, we collected all the available corpora in Amazigh and we experimented their use with the manually labeled data presented in subsections 3.5 and 3.6 below.
Amazigh unlabeled corpora
The used corpora, in these experiments, were collected from some p u b l i s h e d I R C A M novels, 113,474 words from t h e collected c o rp o r a b y L DC [10] , plus a v a i l a b l e sentences translated into Amazigh. The collected corpora needed preprocessing of many kinds: -For texts written in tifinaghe-IRCAM (Tifinaghe-IRCAM makes use of Tifinagh glyphs but Latin characters), to correct some elements such as the character ^ which exists in some texts due to input error in entering emphatic letters; -Transliteration to the chosen writing system based on ASCII characters, of texts written in tifinaghe-IRCAM and official tifinagh transcription of Amazigh language; -Correction of misplaced tifinagh letter yey "ⴻ ", which is one of the frequent errors in the collected texts. A script was used in order to help fixing it; -Orthographic writing revision by linguists following IRCAM rules; indeed many orthographic writing rules exist for this language. One frequent mistake is space misplacing. A Perl script was used in order to correct space misplacing. This program uses a lexicon of more than 41,000 distinct Amazigh words. Many texts and lexicons were used to constitute this lexicon such as [3, 18, 38] . The total number of words of the revised corpus is 218,073 words ; -Tokenization, using the Amazigh tokenizer described in [32] . We have obtained a total of 225,901 tokens from the raw collected corpus.
In order to compute the quality and the reading complexity of this Amazigh collected and tokenized corpus, the three measures defined in [26] were considered. The complexity is 8.37, variety is 1884,35, and correctness of the corpus tokens frequency distribution, based on "the principal of least-ffort" [44] is presented in figure 3 .
Graphical representation in log-log scale of ideal Zipf's law is a straight line with negative slope. Amazigh tokens distribution is around Zipf's law ideal curve (Figure 3) . Hence, we showed empirically that this Amazigh corpus respects the Zipf's law principle. The preprocessed and tokenized collected data is denoted by U in the following experiments.
Data selection for automatic training
In order to study the usefulness of system word confidence to select data, we have conducted experiments using Minit and the unlabeled data presented above.
Unlabeled data were annotated automatically and we kept only corresponding sentences to 1295 sentences (the same size as the manually labeling data training set). The data selection criterion is based on CRFs sentence confidence measure. As it is shown on Figure 4 , the selected corpus was divided into 9 parts: U1, U2, U3, U4, U5, U6, U7, U8, and U9. Where each part of them has 144 sentences for each Ui where i varies from 1 to 9 (the equivalent to 10% of the total number of manually annotated sentences).
Fig. 4. Data splits for preliminary self training experiments
In this experiment, we started by training our model from an intial model M init and at each time we added U i , 10% from automatically annotated data using M init , on the basis of the best system confidence measure. The achieved error reduction is 1.37%. The used measure to choose the best sentences to constitute automatically unlabeled data is system confidence for sentences. Each point of Figure 5 (a) represents the obtained model accuracy with training based on 60% of manually annotated corpus (Tr_1) and its accumulation with U i , where i varies from 1 to 3.
In order to study the effect of ignoring confidence and to see whether confidence is important or not, we conducted experiments on training our model from M init and at each time we add 10% from automatically annotated data on the basis of data selected randomly from unlabeled data set. Self training our model on the basis of data selected randomly from unlabeled data set is less than self training on the basis of data selected using confidence measure. We have also conducted experiments on training our tagger on automatically annotated corpora. In this experiment, and instead of using M init , we used U 1 , U 2 , ..., U 6 to generate the initial model M init , afterwards, at each time we added 10% from automatically annotated data. The achieved accuracy improvement between 60% and 90% of the trained data is 5.9%. Figure 5(b) shows the improvement evolution and summarizes results. This experiment shows the importance of the learned information in spite of the fact that Minit is obtained by the use of U1, U2, ..., U6 and that we add at each iteration tagged data obtained automatically from U.
In the next section we will present semisupervised learning experiments to improve our POS tagger accuracy. In these experiments, we will use the CRFs tool used above because it provides probabilities for each tag and a conditional probably for the whole sentence.
Experiments
In this section we will study the usefulness confidence measure and its effectiveness when using unlabeled data for improving our POS tagger accuracy.
Confidence measure effectiveness
A selection criterion that we want to explore in this research work is confidence measure. We want, however, to start with an assessment of the validity of this approach. To do so, we have opted to estimate the correlation between the 'confidence' and the 'probability of correctness'. That is to assess the odds of the automatic tag assigned to a token being correct when the system 'word confidence' is high. We believe this estimate is important because as the observed correlation tends to 0 the probability of the selected data point to enhance the performance tends to 0.5, i.e. random. From a noise filtering perspective, we can say that in the case of absence of correlation between the two terms in question it is not possible to filter noise on the base of system confidence. In order to obtain the required information we have automatically tagged 10% from the training set using Mint a trained model based on 60% of manually annotated corpus. The obtained tags served as a data set to compute the correlation. In Figure 6 we show a plot of the data point together with a line obtained through linear regression. The data set shows that there is a correlation of 0.78 between these two terms. From the figure, it can be appreciated that there is a clear positive correlation with few outliers. Computing a similar statistic for the 'sentence confidence' has been stymied by the skeweness of the distribution of correctly vs. incorrectly tagged sentences, i.e. the number of correctly tagged sentences (where all the words are correctly tagged) is very smaller relatively to the number of the incorrectly tagged ones (where at least one word is incorrectly tagged). However, we find the results encouraging running further experiments using both word and sentence confidence as self-training criteria. We present the design and results of these experiments in the upcoming subsections.
Self training algorithm and confidence as criterion to select data
Semi supervised learning techniques which consist of using labeled as well as unlabeled data can be very useful. The goal is to map inputs to labels by taking advantage of available unlabeled data, in order to build a more accurate classifier.
Two main algorithms are used in semisupervised learning: -Self training begins with a classifier trained with some labeled data, and at each iteration the labeled data are increased with the new labeled data. It has been applied to many NLP fields. For instance, Yarowsky [43] uses it for word sense disambiguation; -Co-training proposed by Blum and Mitchell [6] , starts with some labeled data, train one classifier using the first view of labeled data, and the second classifier using a second view of labeled data. The classifiers are used to label some new data. The most confident labeled data are kept and added to the training set. The process is iterated until a stopping criterion is achieved. Since unsupervised approach have proven to give interesting results, when using automatically annotated data, we have opted to implement self training algorithm to generate more accurate POS-tagger using many variants of CRF++ confidence measure and an adapted form of self training algorithm.
Self training algorithm
The algorithm consists in training a first classifier Minit with a small amount of labeled data and expanding the labeled data with the addition of the classified-labeled data, and re-training new classifiers. The process is iterated until a stopping criterion is met. Its basic form is presented in Algorithm 1. The select function takes a confidence-labeled data set and selects best sentences to be trained. We have implemented the self training algorithm using 60% of hand labeled data constituting L0. The accuracy of the trained model Minit based on L0 is 89.63%, and collected unlabeled data is U presented in Subsection 5.1.
Self training using confidence to select data
In this experiment we have used 10% of the manually annotated data for the test. Taking as confidence measure the mean of sentence words confidences given by the model, the best obtained performance is 89.86% achieved after 155 iterations. The error reduction in this experiment is 2.24%. Analyzing selected sentences, we have observed that they are small. In line with this, we have combined this measure with a weight of sentences length.
At each iteration of the experiment we add the best sentence based on a confidence with word system probability and the weight of the sentence following the formula:
Where Conf_M is the computed confidence measure, Words_Conf is the total of the given sentence words confidences, Sentence_length represents the tokens number of the sentence and max_sentences_lenght is the number of tokens of the longest unlabeled data sentences.
By varying α, we obtained a slightly better accuracy of 89.89% and an error reduction of 2.53% after 11 iterations with a value of α equal to 3. However, the accuracy decreases slowly after some little iteration.
Using system confidence for sentences as a criterion to choose the best sentences to add to labeled data, our model reaches the accuracy of 89.96% after 840 iterations which is the maximum of the self training curve when we select at each iteration 1 best sentence. With this experiment we obtain an error reduction of 3.20%. The performance goes down after 1200 iteration.
Since that OOV are an important source of errors, in the next subsection we will study the informativeness impact on POS-tagging.
Informativeness
In order to study informativeness impact on our system, we studied the performance with respect to OOVs rate. Table 3 summarizes the OOV and baselines results; as the performance goes up it becomes harder to improve. However, the difference in improvement does not decrease; instead it slightly fluctuates. For instance, improvement going from 70 to 80% (0.81) is greater than the improvement from 60 to 70% (0.66) when we train our models on data manually annotated data. The main reason of this improvement is OOV rate decreasing. For instance, the OOV for 80% is 11% besides 15% for 60%. Also, analyzing the output files of our tagger, we observed that returned tags by the system are sometimes correct. In this way, we have conducted experiments on informativeness by looking for unseen instances with frequency higher than some threshold and for each of these instances we identified the most frequent tag and assigned it to all the retrieved sentences containing the given OOV. Afterwards adding the sentences to the training data and re-training (Algorithm 2) did not give good results. It has not an important impact on performance; in fact the maximum obtained error reduction is 1.37%.
End loop 7
Return Model 8 Function Select(U, Model) 9 selected_sentences= best sentences based on a confidence measure 10 Return selected_sentences In Algorithm 2, identifying the most frequent tag consists in looking for the most frequent tag of the given OOV among sentences; then it is assigned to all the sentences containing the given OOV word.
The obtained results are more interesting when we select data based on the combination of confidence measure and unseen tokens frequencies feature; that is why we decided to use these two features with semi-supervised learning techniques.
In the next section we will combine the use of confidence measure and informativeness.
Combining Confidence and Informativeness
Since OOVs are an important source of errors, we have implemented a new algorithm (Algorithm 3.), which exploits, at each iteration, frequencies of given tags to OOVs and confidence measure. Fig. 7 . Results of self training using unlabeled data OOV frequencies Figure 7 shows the important impact of using unlabeled data OOV frequencies and CRFs confidence measure. Although the fact that we have only 41% of the OOVs in the unlabeled data, we obtained an error reduction of 5.90%. As shown in figure 7, model accuracy is improving each time we added selected data containing OOVs with high confidence. However, analyzing the learning curve evolution and output files, it is hard to increase the performance when it is already high. The obtained Error reduction on this small Amazigh corpus is slightly better than the one obtained in related works on semi-supervised POS tagging, e.g. [39, 40] , where obtained error reduction is between 4 and 5% on Wall Street Journal.
OOVs is an import source of errors that's why in the near future we will investigate further the use of lexicons together with supervised learning techniques to improve Amazigh POS-tagging results.
Conclusions
Very few linguistic resources have been developed so far for Amazigh and we believe that the development of a POS-tagger system is the first step needed for automatic text processing. In line with this, we presented AMTS tag set. Using CRFs we obtained a performance of 91.18% in accuracy; these results are very promising considering that we have used a corpus of only 20k tokens. In this way, since creating labeled data is a hard task and the fact that obtaining unlabeled data is less difficult, although needing a lot of time for its preprocessing especially for languages with scarce resources, we have gathered a set of unlabeled data of Amazigh language that we have preprocessed and tokenized. We have obtained a total of 225,901 tokens. The collected unlabeled corpus was used with self training in order to have a more accurate POS-tagger. Analyzing the learning curve evolution, it is possible to notice that when the performance is already high, it is hard to increase it especially if we add automatically tagged data. The automatically tagged data, even if it is filtered by looking only at the data with high confidence, do not help increasing the performance such as when hand labeled data is used. In this way, using an adapted form of self training algorithm heavily relying on CRFs confidence measure and OOVs frequencies of the unlabeled corpus, we obtained an error reduction of 5.9%.
