Let ν f be the Gibbs measure associated to a regular function f on a one-sided topologically mixing subshift of finite type. Introducing a parameter λ, we consider the behaviour of the family (ν λf ), as λ → +∞. When f depends on p coordinates, we show that the measures (ν λf ) converge. Moreover, the limit measure belongs to a finite set dependent only on p and on the subshift. The proof is a consequence of a general statement of Analytic Geometry.
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Presentation
A motivation for the present paper is the study of maximizing measures. We briefly recall the context. Let (X, T ) be a topological dynamical system, that is a compact metric space X with a continuous and surjective transformation T . Fixing some continuous function f on X, we study the invariant probability measures µ that maximize f dµ and their stochastic properties. Using Birkhoff's Ergodic Theorem, this problem is equivalent to finding the points in X that maximize the growth of the ergodic sums of f . We mention the important example of Bousch [1] who has considered the family of functions x → cos(2π(x + t)), where t is a parameter, on X = [0, 1) and with the transformation T x = 2x Mod(1). The result is that for every t, the maximizing measure is unique and Sturmian. This measure is also periodic for almost every t.
We consider here the construction of maximizing measures. Following Conze-Guivarc'h [4] , one way is to proceed by freezing the system. More precisely, when there exists a finite Markov partition as in the previous situation on the circle, we can assume that the problem is given in symbolic dynamics, that is in the context of a subshift of finite type over a finite alphabet. If a function f is regular, we can introduce the Gibbs measure ν f associated to f , that is the unique measure realizing the maximum in the variational principle. Considering the measures (ν λf ) λ→+∞ where λ would be the inverse of the temperature in Statistical Mechanics,
Introduction and reduction of the problem
We fix some integer d 2 and introduce = {1, . . . , d} N with its usual distance. For x ∈ and any integer p 1, let C p (x) be the cylinder of size p associated to x, i.e.
We write B p for the finite Boole algebra generated by the cylinders of size p and B for the σ -algebra generated by all the cylinder sets. Let = ( , T , A) be a one-sided topologically mixing subshift of finite type, where T is the shift on and A is a transition matrix (with entries equal to zero or one) giving the allowed transitions and such that A N 0 has strictly positive entries for some integer N 0 1. Given a locally constant function f on , we write ν f for the corresponding Gibbs measure. We will prove the following. 
Remark. The second part of theorem 2.1 will follow directly from the proof, but without control on M( , p). Anyway, the cardinal of M( , p) seems to grow very fast with p, as suggested by the example of the next section.
First step. We recall a general frame for the construction of the Gibbs measure ν f in the particular case when f is locally constant (see, e.g. Bowen [2] or Denker-Grillenberg-Sigmund [5] ). Then, let f be B p -measurable for some integer p 1. Up to conjugating the system by increasing the alphabet (see [5] ), we suppose that f depends on two coordinates. We then introduce the transfer matrix M f associated to f and which is defined by
As the matrix A N 0 has strictly positive entries for some N 0 1, it is also the case for (M f ) N 0 . Therefore, M f admits a unique strictly positive eigenvectorH f with H f 1 = 1 and a strictly positive eigenvalue e s(f ) . With D = diag(H f ), we then consider the stochastic matrix,
Writing H f for the strictly positive eigenvector of t Q f such that H f 1 = 1 and (X i ) i 0 for the coordinate applications, we have that ν f is the Markovian measure on such that for any
Second step. We now reduce theorem 2.1 to a rather general statement on analytic functions, independent of the above problem. We consider the set S ⊂ M d (R) of positive matrices B with the same non-zero elements as ( Similarly, we define
) and H (B) as the unique strictly positive eigenvector of
We extend ζ on M d (R) by 0. The picture is as follows: there exists a stratified structure determined by ζ , in the set of positive matrices with the same non-zero entries as ( t A). This will be given by the 'preparation theorem' for subanalytic functions applied to ζ . We will give a version of that theorem in section 4, and we postpone the required definitions to that section as well.
Remark. Although the needed class here is the semialgebraic one, we provide a statement available for the general subanalytic class, as the techniques are similar. (2) is semialgebraic and thus subanalytic. Proof of theorem 2.1. Let n+1 be the number of non-zero entries of any matrix in S. We order them and denote them by (u k (B)) 1 k n+1 for any matrix B ∈ S, independently on B ∈ S. Now, let f be defined on and let it depend on two coordinates. Fixing λ > 0, each matrix M λf is in S and any non-zero coordinate of M λf has the form u k (M λf ) = exp (λf (j, i) ). We then set x = exp(−λ) and k = −f (j, i). The path of (M λf ) λ→+∞ in S is identified to the path (x k ) x→0 + in R n+1 . We then apply lemma 2.2 and theorem 2.3 to ζ and (x, ( k )). As a consequence, we obtain that the entries of Q λf and H λf converge and that the limit values belong to a finite set independent of f , as the number of u and (p k /q k ) is finite. This concludes the proof of the theorem.
Lemma 2.2. The map ζ defined in
Theorem 2.3. Let ζ : R n+1 → R m be a subanalytic application and η : R × R n+1 → R n+1 be the map (x, = ( i )) → (x i ). Then,
An example
Before developing the analytic tools we will use, we consider the example of the full shift on {1, 2} N with a function f depending on two coordinates. In this case, the convergence of (ν λf ) can be proved by direct calculations. In each case, we indicate the limit Q ∞,f of the stochastic matrices Q λf and the limit H ∞,f of the initial distributions H λf . For convenience, we write f ij in place of f (i, j) for 1 (i, j ) 2 and set φ = (1 + √ 5)/2. We obtain the following.
(1) If
and
Remark. We check that there are finitely many possible limit measures and that their expressions do not depend on f . We also observe that the limit may have non-zero entropy, as in the case (1) which corresponds to the measure of Parry-Renyi (f = 0). It can also be periodic or be a strict barycentre of periodic measures and thus not ergodic.
The theorem of 'preparation' of subanalytic functions
We will now prove lemma 2.2 and theorem 2.3. To begin the study, we introduce the general class of subanalytic functions. We will then need some form of implicit function theorem adapted to such a class of functions and this will be the theorem of preparation. As references, we mention Gabrielov [7] , Lion [9] and Parusiński [10] . We begin with a few definitions. First we embed algebraically R into the compact P 1 by the map x → [x : 1] and see R n as a subset of (P 1 ) n . Any real analytic function will simply be called analytic.
Definition 4.1.
( 
there exists a neighbourhood U of a, and a finite number of analytic functions
is a set such that there exists an A-set B ⊂ R n called the basis, ϕ and possibly ψ in A such that C has one of the following forms:
Remark 1.
A theorem of Gabrielov on the complementary [7] says that the global subanalytic sets are stable by complementation and thus form a Boole algebra. It is also stable by projection. The semi-algebraic sets have the same properties by a theorem of Tarski-Seidenberg, which states stability by projection, whereas the semi-analytic sets are not stable by projection.
Remark 2.
Subanalytic sets are an example of o-minimal family of subsets of R n , i.e. one for which 'good' topological and geometric results can be proved. For global subanalytic functions, Parusiński [10] has shown a theorem of preparation. As in the implicit functions theorem, considering any function ϕ = ϕ(x 1 , . . . , x n , y) and the equation ϕ = 0 in y, to 'prepare' ϕ in the variables (x 1 , . . . , x n , y) means to decompose R n+1 in cylinders on which ϕ admits a principal part of the same class as ϕ. To make this statement precise, we now introduce the set of 'reduced functions'. • the quantities p and q are strictly positive integers.
• the function U is analytic without zero on a neighbourhood of the compact ψ(C)
Such a reduction is adapted for recursive proofs as we will see later. We use the following result, which is due to Parusiński [10] . For the form presented here and for a proof, we refer to [9] . 
where (C) is the condition 'P is a real unitary polynom of degree d and r is the greatest real root of P '. We prove that this set is semialgebraic. This way, introduce for 1 l d,
The set D 1,l is the set of real unitary polynoms P of degree d together with l distinct real roots of P . It is semialgebraic. By projection, the set
is also semialgebraic by the theorem of Tarski The other coordinate applications of ζ can be treated similarly.
Proof of theorem 2.3. Let ξ be a coordinate of the application ζ . From the preparation theorem 4.3, there exists a finite partition of R n+1 in R n -cylinders such that on each cylinder C, ξ or 1/ξ has the form described in (3). Then, set E(n + 1) = {ξ } and let E(ξ, n + 1, n) be the finite set of all the functions in R n , which intervene in the decomposition of ξ or 1/ξ
