Abstract. In this paper we propose and analyze a preconditioner for a system arising from a finite element approximation of second order elliptic problems describing processes in highly heterogeneous media. Our approach uses the technique of multilevel methods (see, e.g. [16] ) and the recently proposed preconditioner based on additive Schur complement approximation by J. Kraus (see, [8] ). The main results are the design and a theoretical and numerical justification of an iterative method for such problems that is robust with respect to the contrast of the media, defined as the ratio between the maximum and minimum values of the coefficient (related to the permeability/conductivity).
Introduction
We consider the following second order elliptic boundary value problem written in mixed form for the unknown scalar functions p(x) and the vector function u:
in Ω, (1.1a) Here, K : R d → R d×d is a function taking values in symmetric, positive definite (SPD) d×d matrices for almost all x ∈ Ω. The given forcing term f is function in L 2 (Ω), Ω ⊂ R d (d = 2, 3) is a bounded polyhedral domain, and its boundary ∂Ω is split into two non-overlapping parts Γ D and Γ N . In the case pure Neumann problem, i.e. Γ N = ∂Ω, we assume that f satisfies the compatibility condition
The computer generated permeability coefficient K(x) which exhibits such features and is used in petroleum engineering simulations as a benchmark is found in the SPE10 Project [7] .
Depending on the application and its goals, solving the governing equations of flows in porous media might be sought at: (a) a coarse scale (e.g., if only the global pressure drop for a given flow rate is needed, and no other fine scale details of the solution are important), or a coarse scale enriched with some desirable fine scale details, and (b) the finest scale that resolves media heterogeneities, if computationally this is possible. The numerical solution of latter class of problems is a challenging task that has attracted a substantial attention in the scientific and engineering community.
The aim of this paper is finite element approximations of the problem (1.1a) -(1.1d) on a mesh that resolves the finest scale of the permeability. This leads to a very large system of algebraic equations and its efficient solution is the object of this paper. We give two finite element approximations, dual mixed and least-squares FEM, and develop, study and test an optimal (with respect to the contrast κ and the mesh size h) preconditioner for the corresponding algebraic problem.
The system arising from the finite element approximation has symmetric matrix, which is indefinite in the case of a mixed method and positive definite in the case of a least-squares approximation. In both cases the preconditioner is a block diagonal matrix, which in combination with a minimal residual method in the case of mixed method and conjugate gradient iteration in the case of leastsquares FEM, leads to an optimal preconditioner so that the number of iterations does not depend neither on the contrast nor on the mesh size.
In the least-squares methods written as a system of linear equations for the unknown u and p, the upper left block (corresponding to the vector variable u) is a symmetric and positive definite matrix, corresponding to the finite element approximation of the weighted bilinear form (K −1 u, v) + (div u, div v) with H(div)-conforming finite elements. For the mixed method this form plays also essential role (see, e.g. [1] ). It is known that the preconditioner of Arnold, Falk, and Winther, [1, 2] , is optimal if K(x) is a constant matrix. However, since K(x) is the permeability of heterogeneous media of high contrast, the corresponding matrix is very ill-conditioned and consequently construction of an optimal preconditioner is a nontrivial task. The main result and novelty of this paper is design, theoretical justification, and experimental study of a preconditioner for the matrix corresponding to the above weighted bilinear form that will produce an optimal iterative method which converges independently of the contrast κ. Such construction is based on the method developed in [9] .
The paper is organized as follows. In Section 2 the dual mixed and least-squares variational formulations of the boundary value problem (1.1a)-(1.1d) are given. Next we introduce the weighted H(div) bilinear form and show proper inf-sup condition using the corresponding weighted norm. We emphasize that the constant in the inf-sup condition, coercivity and the boundedness of the corresponding forms do not depend on the contrast of the media defined by (2.1). In Section 3 we introduce finite element approximations for the mixed and least-squared formulations. A key point in this part is Lemma 3.1 where we establish an inf-sup condition on a discrete level with a constant independent on the contrast. The detailed proof of the Lemma is given in the Appendix. In Section 4, which is central to the paper, we describe the preconditioning method for the finite element systems. Starting with the definition of a block-diagonal preconditioner for the dualmixed formulation in operator notation, see Section 4.1, a reformulation of the FE problem in matrix notation is given in Section 4.2. The key issue in designing a contrast-independent Krylov solver becomes the construction of a robust preconditioner for the weighted H(div)-norm. This is addressed in details in Section 4.3 by, first, discussing an abstract auxiliary space two-grid method, see Section 4.3.1, and then, defining an auxiliary space multigrid (ASMG) method, see Section 4.3.2. Two variants of the algorithm are described in Section 4.3.3 differing only in the choice of the basis in which smoothing and residual updates are performed. Finally, in Section 5, we present the numerical results for three different examples of porous media in two dimensions in order to test the robustness of the preconditioner with respect to media contrast and its optimality with respect to the mesh-size. All numerical results confirm our theoretical findings.
Problem formulation
2.1. Notation and preliminaries. For functions defined on Ω we shall use the standard notations for Sobolev spaces. Namely, H s (Ω), s ≥ 0 an integer, is the space of functions having their generalized derivatives up to order s square-integrable on Ω. We denote by (·, ·) the L 2 and [L 2 ] d inner products. The standard norms on H s are denoted by · s . For s = 0 we shall often use · without subscript. When the norm is weighted with a matrix valued function ω(x), with ω(x) SPD for almost all x ∈ Ω we use the notation:
Occasionally, when we consider only a subset of Ω, say, T ⊂ Ω we will indicate this in the notation for the norms and seminorms, i.e., we have · s,T , · s,ω,T , | · | s,T , and | · | s,ω,T . In the following, if ω ∈ R d×d is symmetric matrix, the norm ω 2 is, as usual, the spectral radius of ω. We introduce the number
called the contrast of the media, is assumed that this could be many orders of magnitude. For scalar permeability K(x), obviously, κ = max x∈Ω K(x)/ min x∈Ω K(x). The values of κ typically are very large (up to 10 8 ).
The Hilbert space H(div) consists of square-integrable vector-fields on Ω with square-integrable divergence. The inner product in H(div) is given by
Further we use the notation of the Sobolev spaces
In the case when Γ D = ∅ we have
Note that for φ ∈ H 1 D (Ω) the seminorms |φ| 1 = ∇φ and |φ| 1,ω = ω 1/2 ∇φ are in fact norms on H 1 D (Ω) and we denote these norms by φ 1 and φ 1,ω . The space H N (div) is defined as follows:
Together with (2.2) the weighted inner product in the space H(div) will play a fundamental role in our analysis
We also denote v
Note, that a weighted bilinear form of the type Λ α,β (u, v) = α(u, v) + β(div u, div v), with α > 0 and β > 0 constants, was used by Arnold, Falk, and Winther in [2] to design multigrid methods for H(div)-systems. A key moment in their study was the construction of a multigrid method that converges uniformly with respect to the parameters α and β. The important difference between our bilinear form Λ α compared with Λ α,β is that in our form α is a highly heterogeneous function with high contrast. This makes the proof of a proper inf-sup condition more delicate and the construction of an efficient preconditioner more complicated. The main objective of this work is a derivation and theoretical justification of numerical methods for solving the problem (1.1a) -(1.1d) that are robust with respect to the media contrast, or in the ideal case, do not depend on the contrast κ. In this regard, in the following we write x y to denote the existence of a constant C such that x ≤ Cy. In case x y and y x we write x y. It is important to remember that in our analysis the constants hidden in or are always independent of the contrast and the mesh size.
Note that for all ξ ∈ R d , x ∈ Ω and writing K for K(x) we have
Based on this, without loss of generality we assume that the following inequality holds
As seen from the considerations above, such an assumption is always fulfilled if we scale the coefficient and work with
Clearly, such rescaling does not change the value of κ. We note that the standard elliptic theory ensures existence and uniqueness of a unique solution p ∈ H 1 D (Ω). However, since the coefficient matrix K(x) is piece-wise smooth and may have very large jumps, the solution p has low regularity, say H 1+s (Ω), where s > 0 could depend on the contrast κ in a subtle (and unfavorable) way. We need to take this into account when proving the stability of the discrete methods with constants independent of κ.
2.2.
Weak formulations of the elliptic problem. Now we introduce the dual mixed and leastsquares formulations of the problem (1.1a) -(1.1d).
2.2.1. Dual mixed formulation. To present the dual mixed weak form we require the following notation V ≡ H N (div; Ω) and W ≡ {q ∈ L 2 (Ω) and (q, 1) = 0 if Γ N = ∂Ω}.
We multiply the first equation by K −1 (x) and a test function v, integrate over Ω, and perform integration by parts to get
Next, we multiply the second equation by a test function q and integrate over Ω to get
Then the weak form of the problem (1.1a) -(1.1d) is: find u ∈ V and p ∈ W such that (2.10)
where the bilinear form
Remark 2.1. It is clear that we could test the equation (2.9) with q = div v, multiply by an arbitrary positive constant β, and add to equation (2.8 ). This will result in a slightly different bilinear form
. and modified right hand side of (2.10) equal to −(f, q) + β(f, div v). This modified problem will have the same solution. However, such formulation might be beneficial in the design of a better preconditioner for the finite element system, see, e.g. [17] .
2.2.2.
Least-squares formulation. In this case we take the L 2 -norm of the second equation (1.1b) and the weighted L 2 -norm with weight K −1/2 of the first equations in (1.1a) to obtain a quadratic functional, e.g. [15] . Then the minimizer of this least-squares functional satisfies the following weak form: find u ∈ H N (div) and
Clearly, the bilinear form A LS (u, p; v, q) is symmetric and coercive, see, e.g. [15] . We would like to establish the coercivity with a constant independent of the contrast κ and later we provide a proof of this.
2.3. Stability of the weak formulations. Now we study the stability of the discrete problems (2.10) and (2.12). We shall use the Poincaré inequality
The constant C P depends only on the geometry of the domain Ω and the splitting of ∂Ω into Γ D and Γ N . Moreover, due to (2.7) on the coefficient K(x) we also have the inequality
Stability of the mixed formulation. First, we consider the mixed form. For this we need continuity and inf-sup condition (see, e.g. [5] ) for the bilinear form A DM (u, p; v, q) on the spaces V and L 2 (Ω) equipped with the weighted norm (Λ α (v, v)) 1 2 and the standard L 2 -norm p , respectively. (1) For all u, v ∈ V and for all p, q ∈ W (2.15)
Proof. The first inequality follows immediately by applying Schwarz inequality to all three terms and having in mind that α is a positive function. Proving the inf-sup condition (2.16) is equivalent to proving the following inequality (see, [6] ):
As is well known, if γ is independent of the contrast κ, then so is α 0 and for more details on the relation between the constants γ and α 0 we refer to [19] . It is clear then that proving a contrast independent estimate for γ, which we show next, automatically leads to a contrast independent α 0 . Inf-sup condition (2.17) for Raviart-Thomas finite element spaces and standard H N (div)-norm is a well known fact. However, we have slight modification the H N (div)-norm and we would like to show that the constant γ does not depend on the contrast κ. For this reason we provide a proof.
We first prove that for all q ∈ W there exists w ∈ V such that
For this let ϕ ∈ H 1 D (Ω) be the solution to the variational problem (2.19)
We then set w = K∇ϕ. By construction w ∈ V with div w = −q which holds in L 2 (Ω). Since αK = I d×d for almost all x ∈ Ω, then
Here, we used the Poincaré inequality (2.14) and the fact that from (2.7) we have (K(x)ξ ·ξ) ≥ (ξ ·ξ) for ξ ∈ R d and x ∈ Ω. Next, for any q ∈ L 2 (Ω) we have
This completes the proof.
2.3.2.
Stability of the least-squares formulation. For this we require continuity and coercivity of the bilinear form 
Then the following inequalities hold:
(2) For all v ∈ V and q ∈ W then
Proof. The bound (2.20) follows easily by first transforming the terms (div u, q) and (div v, p) using integration by parts to −(∇q, u) and −(∇p, v) and then using Schwarz inequality. For the bound (2.21) we fist note that
Next, we proceed as follows: using the Schwarz inequality, the Poincaré inequality, αK = I d×d , and also 2ab
Now multiplying inequality (2.22) by a constant β > 0 and adding it to this inequality we have
, then we choose β = 1 2 and obtain (2.21). If C P ≥ 1 2 , then choosing β > 0, such that 1 − 2C P + β = 1 2 , we derive the lower bound for A LS (v, q; v, q) with (4C P − 1)/(4C P + 1), which obviously is greater or equal to 1 3 . Thus we have the desired bound (2.21). Remark 2.2. We stress that, under the assumption (2.7) and the choice of the norms in the spaces V and W , the coercivity constant of the bilinear form in the least-squares formulation does not depend on the contrast κ.
FEM approximations
3.1. Finite element partitioning and spaces. We assume that the domain Ω is connected and is triangulated with d dimensional simplices. The triangulation is denoted by T h and we assume that the simplices forming T h are shape regular (the ratio between the diameter of a simplex and the inscribed ball is bounded above). Now we consider the finite element approximation of the problem (1.1a) -(1.1d) using the finite dimensional spaces V h ⊂ V and W h ⊂ W of piece-wise polynomial functions.
It is well known that for the vector variable u we can use H(div)-conforming or Raviart-Thomas space RT k or Brezzi-Douglas-Marini BDM k+1 finite elements. However, since we have a problem with low regularity it is natural to use the lowest order finite element spaces. For the vector variable u we use the standard Raviart-Thomas RT 0 for simplices and cubes. In the case of simplices we can apply also Brezzi-Douglas-Marini BDM 1 finite elements.
For the two formulations, least-squares and mixed, we use W -conforming finite elements spaces for pressure p. Note that for the least-squares formulation W = H 1 D (Ω) while for the mixed formulation W = L 2 (Ω). For both cases we show that the corresponding finite element methods are stable uniformly with respect to the contrast κ.
3.2.
Mixed FEM and its stability. Thus, we take
q is a piece-wise constant function on T h }.
The mixed finite element approximation of the problem (1.1a) -(1.1d) is: find u h ∈ V h and p h ∈ W h such that
where the bilinear form A DM (u h , p h ; v, q) is defined by (2.11). Our goal is to prove the discrete variant of the inf-sup condition.
Lemma 3.1. Let V h be the space defined by (3.1) and W h be the space defined by (3.2). Then independently of the contrast κ and the step-size h the following inequality holds true:
Proof. This is stated and proved as Theorem A.2 in the Appendix.
As a consequence of Lemma 3.1 and (2.15) we have Theorem 3.1. The following bounds are valid for all u ∈ V h and p ∈ W h :
The constant α 0 may depend on the shape regularity of the mesh, but is independent of the contrast κ and the mesh-size h.
3.3.
Least-squares FEM and its stability. For the least-squares formulation the space W h for the pressure p consists of standard conforming Lagrangian finite elements involving linear polynomials P 1 (on triangles) and bilinear polynomials Q 1 (on rectangles). Since in this case we have conforming spaces, then the results of Lemma 2.2 are valid so that finite element method is stable. Thus we have Theorem 3.2. The bilinear form A LS (u, p; v, q) is coercive and bounded on V h × W h so that the following bounds are valid for all v ∈ V h and q ∈ W h :
and
We note that the coercivity and the stability of the least-squares FEM immediately show that we have an efficient preconditioner for this problem as long as we know how to solve an weighted H(div) problem and also a scalar elliptic problem. Moreover, since the stiffness matrix resulting from the least-squares FEM is an SPD matrix, such a preconditioner can be used in the conjugate gradient algorithm to obtain an efficient and optimal solution method.
Preconditioning

4.1.
Block-diagonal preconditioner for the system of the finite element method. Now we consider the problem (2.10) and for definiteness we restrict ourselves to the lowest order RaviartThomas mixed finite elements on a rectangular grid. The goal of this section is to develop and justify a preconditioner for the algebraic problem resulting from the Galerkin method (2.10) that is independent of the contrast of the media.
Then (2.10) can be written as an operator equation in
where for all
Obviously, the operator A h : X h → X h is self-adjoint on X h = V h × W h and indefinite in the case of dual mixed formulation and positive definite in the case of least-squares approximation.
As it has been shown in [5] , the operator norms corresponding to the mixed finite element disretization (2.10)
are uniformly bounded. The same is valid for the operator norms corresponding to the least squares formulation. Now our goal is to construct a positive definite self-adjoint operator B h : X h → X h such that all eigenvalues of B −1 h A h are bounded uniformly independent of h and, what is even more important, independent of the contrast κ. From (4.2) it follows that
) being uniformly bounded in h and κ is sufficient for B h to be a uniform and robust preconditioner for the minimum residual (MinRes) iteration for the mixed method and conjugate gradient (CG) for the least-squares method.
Let the block-diagonal preconditioner B h be defined as
and D h : W h → W * h is either I h , the identity on W h (for the mixed method) or is defined by the relation (D h p h , q h ) = (K∇p h , ∇q h ) for the least-squares finite element method. Remark 4.1. As easily seen, preconditioning is an equivalence relation, that is, if Z 1 Z 2 and Z 2 Z 3 for some operators Z 1 , Z 2 and Z 3 , then Z 1 Z 3 . Therefore, uniform condition number estimates for B h , directly carry over to the case when B h is replaced by any of its uniform (with respect to the contrast κ and with respect to the mesh size h) preconditioners.
) being uniformly bounded in h and κ, which in the case of the mixed method is sufficient for optimality of the preconditioner, see [1] . For the case of the least-squares formulation (4.3) we also need uniform boundedness of
Optimal preconditioners using multigrid and domain decomposition methods for solving the system D h p h = c h have been developed by many authors in the last three decades. One approach for the solution of D h p h = c h (which is, in some sense, the closest one to our work) is the multilevel and auxiliary space multigrid methods proposed in [8, 9] . Thus, the main task in this section is the development and study of a robust and uniformly convergent (with respect to h and κ) iterative method for solving systems with A h u h = b h .
4.2.
Reformulation of the FE problem using matrix notation. The derivation and the justification of the preconditioner will be in the framework of algebraic multilevel/multigrid methods. As a first step we rewrite the operator equation (4.1) in a matrix form. For doing this, instead of functions x h = (u h , p h ) ∈ V h × W h we use the vectors consisting of the degrees of freedom determining x h through the nodal basis functions, namely,
and |E h | is the number of edges in E h , excluding those on Γ N , and |T h | is the number of rectangles of the partition T h . Then A, B div , A, R, denote matrices being either square or rectangular. As a result of this convention the equation (4.1) can be written in a matrix form for mixed and least-squares approximations, correspondingly,
, and q T Dp = (K∇p h , ∇q h ). Our aim now is to derive and study a preconditioner for the algebraic system (4.5), which due to the above considerations reduces to efficient preconditioning of the system
4.3. Robust preconditioning of the weighted H(div)-norm. The preconditioning technique described in this section is based on additive Schur complement approximation (ASCA), see, [8] .
For the sake of self-containedness, first we will recall the auxiliary space two-grid and multigrid methods that have recently been introduced in [9] . Then we formulate two variants of the algorithm resulting from ASCA that are subject to numerical testing in Section 5.
4.3.1. Auxiliary space two-grid preconditioner. The first step in the construction of the preconditioner involves a covering Ω by n overlapping subdomains Ω i , i.e.,
This overlapping covering of Ω is to some extent arbitrary with generous overlap. For practical purposes however, we consider the situation shown on Figure 1 . In this particular case any finite element in the partition T h will belong to no more than four subdomains. We associate subdomain matrices A i , i = 1, . . . , n with the subdomains Ω i and assume that they have the following assembling property
where R i is a rectangular matrix that extends by zero the vector associated with the degrees of freedom of u h in Ω i to a vector representing the degrees of freedom in the whole domain Ω. Assume further that the set D of degrees of freedom (DOF) of u h is partitioned into a set D f , fine DOF, and a set D c , coarse DOF, so that
where
Recall that |E h | is the number of edges in the partitioning T h with the edges on Γ N excluded. Such splitting is not obvious for the mixed finite element method and will be explained in detail later. The splitting (4.7) induces a representation of the matrices A and A i into two-by-two block form, i.e.,
We now introduce the following auxiliary domain decomposition matrix
Note that if A is an SPD matrix then A is a symmetric and positive semi-definite matrix. Moreover, A ∈ R N ×N and A ∈ R N × N are related via 
where D is a block-diagonal matrix, e.g.,
Then let us consider the following fictitious-space two-grid preconditioner C for A, which is implicitly defined via its inverse (4.15)
The method of fictitious space preconditioning has first been proposed in [12, 13, 14] , and refined in [18] by adding an additional smoother. The basis of the auxiliary space multigrid algorithm, is the following auxiliary space two-grid preconditioner B, which is implicitly defined via its inverse
where C is defined according to (4.15), the operator M denotes an A-norm convergent smoother, i.e., I − M −1 A A < 1, and M = M (M + M T − A) −1 M T is the corresponding symmetrized smoother. Examples of such smoothers include the Gauss-Seidel smoother and the damped Jacobi smoother and are well known. Below in Theorem 4.1 we present an estimate for the condition number under the following assumptions:
(i) the smoother M satisfies for all v ∈ V = R N :
where ρ A = λ max (A) denotes the spectral radius of A and η is a non-negative constant;
(ii) the operator Π defined by While the results stated here provide uniform bounds on the condition numbers of the preconditioned systems, it is also straightforward to state similar results for a convergent iterative method. Indeed, if, for a large enough scaling parameter τ , we set
, then it holds that the related stationary iterative method is A-norm convergent, namely, I − C −1 A A < 1. To keep the presentation focused on preconditioning, however, we only consider τ = 1.
We are now ready to state the theorem (see [9] ) which gives the condition number estimate.
Theorem 4.1 (Condition number estimate [9] ). Under the assumptions (4.
Next, we note that if no smoothing is applied, i.e. B = C, then the condition number estimate provided in Theorem 4.1 also holds and we have the following result. 
, where
4.3.2.
Auxiliary space multigrid method. Let k = 0, 1, . . . , − 1 be the index of mesh refinement where k = 0 corresponds to the finest mesh, i.e., A (0) := A h = A denotes the fine-grid matrix. Consider the sequence of auxiliary space stiffness matrices A (k) , in the two-by-two block factorized form
and the additive Schur complement approximation Q (k) defines the next coarser level matrix, i.e.
The algebraic multilevel iteration (AMLI)-cycle auxiliary space multigrid (ASMG) preconditioner B (k) approximating A (k) is defined on all levels k < via the following relations (see [9] ) (4.26)
is an approximation of the inverse of the coarse-level matrix, i.e., B
In the linear AMLI-cycle B (k+1) ν is a polynomial approximation of A (k+1) −1 , i.e.
that requires the action of B (k+1) −1 . The classical choice of p (k) (t) is a scaled and shifted Chebyshev polynomial of degree ν k = ν where
Other polynomial approximations are possible, e.g., choosing q (k) (t) to be the best approximation to 1/t in uniform norm, see [11] .
In case of the nonlinear AMLI-cycle ASMG method
is a nonlinear mapping whose action on a vector d is realized by ν iterations of a preconditioned Krylov subspace method. In the following the generalized conjugate gradient method will serve this purpose and hence we denote B
. An important step in the construction is that performing B (k+1) ν
[·] one applies (4.26) also for preconditioning at level (k + 1). Hence, (4.26) becomes a nonlinear operator, too-we will therefore write
, for all k < .
4.3.3.
Nonlinear ASMG algorithms. In the remainder of this section we will present two variants of nonlinear ASMG algorithms for preconditioning the SPD matrices arising from discretization of the weighted bilinear form (2.6) and comment on some details of their implementation in the specific situation of using lowest-order Raviart-Thomas elements on rectangles. On Figure 1 we give an illustration of the covering of Ω by overlapping subdomains, these are 9 staggered subdomains each of size 1/2 of the original domain Ω. Next, let us comment on the partitioning (4.7) of the set D of DOF. We illustrate it in case of two grids coarse, T H , and fine, T h , where H = 2h. Then the corresponding sets of the edges are E H and E h . The following relations are obvious: 4|T H | = |T h | and 2|E H | + 4|T H | = |E h |. Since in the setting of the lowest-order Raviart-Thomas finite elements it is not immediately clear how to partition D, we perform a preprocessing step which consists of a compatible two-level basis transformation, see e.g. [8] . The global matrix A is transformed according to
where the transformation matrix J is the product of a permutation matrix P and another transformation matrix J ± , i.e.
(4.30)
The permutation P allows us to provide a two-level numbering of the DOF that splits them into two groups, the first one consisting of DOF associated with fine-grid edges that are not part of any coarse-grid edge (interior DOF) and the second one keeping all remaining DOF ordered such that any two that are on one edge have consecutive numbers. The transformation matrix J ± in (4.30) is of the form
J 22 has the form
The analogous transformation is performed on a local level on each subdomain Ω i , i.e.
(4.31)
where again J i = P i J ±,i with P i the permutation explained above but performed on the degrees of freedom in the subdomain Ω i and J ±,i has the same meaning but restricted to the subdomain Ω i .
Definition 4.2. The global and local transformations will be called compatible if
which is equivalent to (4.33)
The introduced transformation matrix J defines the splitting of the DOF into coarse and fine, namely the FDOF correspond to the set of interior DOF and half differences on the coarse edges while the CDOF correspond to the half sums on the coarse edges.
Finally we formulate the following two algorithms (variants of nonlinear ASMG) for solving linear systems with the matrix A resulting from discretization of (2.6).
The first algorithm applies the nonlinear ASMG method in the two-level basis, i.e., all matrices A (k) are transformed into two-level basis, i.e.,
and also the smoothing is performed in the two-level basis, i.e., using M instead of M . 
Auxiliary space correction:
The second algorithm applies the nonlinear ASMG method directly in the original basis of standard Raviart-Thomas basis functions and reads as follows. 
Remark 4.4. Note that the matrices A
21 are identical in both algorithms. Remark 4.5. In general the matrices A (k) have slightly more nonzero entries as compared to A (k) and thus Algorithm 4.2 increases computational memory requirements. 
Numerical Experiments
Description of the parameters and the numerical test examples.
Subject to numerical testing are three representative cases of problems characterized by a highly varying coefficient α(x) = K −1 (x), namely:
[a] A binary distribution of the coefficient described by islands on which α = 1.0 against a background where α = 10 −q , see Figure 2 ; [b] Inclusions with α = 1.0 and a background with a coefficient α = α T = 10 −q rand that is constant on each element τ ∈ T h , where the random integer exponent q rand ∈ {0, 1, 2, . . . , q} is uniformly distributed, see Figure 3 ; [c] Three two-dimensional slices of the SPE10 (Society of Petroleum Engineers) benchmark problem, see [7] , where the contrast κ is 10 7 for slices 44 and 74 and 10 6 for slice 54, see Figure 4 . The numerical experiments are performed over a uniform mesh consisting of N ×N elements (squares) where N = 4, 8, . . . , 512, i.e. up to 525312 velocity DOF and 262144 pressure DOF. We have used a direct method to solve the problems on the coarsest grid. The iterative process has been initialized with a random vector. Its convergence has been tested for linear systems with right-hand side zero. We have used overlapping coverings of the domain as shown in Figure 1 , where the subdomains are composed of 8 × 8 elements and overlap with half of their width/height. In the presentation of results we use the following notations:
• denotes the number of levels;
• q = log κ log 10 is the logarithm of the contrast κ; • n ASM G is the number of auxiliary space multigrid iterations;
• m ≥ 0 is the number of point Gauss-Seidel pre-and post-smoothing steps;
• ρ is the average convergence factor defined by
where u n ASM G is the first iterate (approximate solution of (4.6)) for which the residual has decreased by a factor of at least 10 8 .
The matrix D is as in (4.14) 
for details see [10] . The second category of experiments, discussed in Section 5.3, addresses the solution of the indefinite linear system (4.5) arising from problem (2.10) by a preconditioned MinRes method. The main purposes are, on the one hand, to confirm the robustness of the block-diagonal preconditioner (4.4) with respect to arbitrary multiscale coefficient variations, and on the other hand, to demonstrate its numerical scalability.
Numerical tests for solving the system (4.6).
Here we test the ASMG preconditioner for solving the system (4.6) with a matrix corresponding to the discretization of the form Λ α (u, v). As we can see by comparing the results summarized in Tables 1 and 2 the V -cycle multigrid preconditioner gains robustness with respect to the contrast of a binary distribution of a piecewise constant permeability coefficient when increasing the number of smoothing steps from zero to two. We further observe an increase of the number of ASMG iterations for decreasing mesh size h (in average 2-3 times). At the same time, as seen in Table 3 , the W -cycle preconditioner with one smoothing step is robust with respect to both the contrast and the mesh size h. ASMG V-cycle: bilinear form (2.6), Algorithm 4. In the next set of numerical experiments we consider the same distribution of inclusions of low permeability as before but this time against a background of a randomly distributed piecewise constant permeability coefficient as shown on Figure 3 . The results, presented in Tables 4 and 5 , are even better than those obtained for the binary distribution in the sense that here both V -and W -cycle are robust with respect to the contrast. ASMG V-cycle: bilinear form (2.6), Algorithm 4. we compare the ASMG preconditioners defined by Algorithm 4.1 and Algorithm 4.2. In this example the finest mesh is always composed of 256 × 256 elements meaning that changing the number of levels refers to a different size of the coarse-grid problem. Tables 7-12 report the number of outer iterations n ASM G and the maximum number of inner iterations n i needed to reduce the residual of the linear systems with the matrix R DR T by a factor of 10 6 . Tables 7 and 8 contain the results for SPE10 slice 44. We see that while the number of inner iterations is about the same, the number n ASM G of outer iterations in case of the V-cycle is on average 2.5 times higher than those for the W-cycle. However, since the complexity of the Vcycle is lower, the overall performance of these two methods is comparable. Comparing the two algorithms, we see that they have approximately the same number of inner and outer iterations. Due to its lower memory requirements we could therefore recommend Algorithm 4.1 for these kinds of problems. On Tables 11-12 we present the results for SPE10 slice 74, which has slightly different permeability distribution but has the same contrast, κ = 10 7 . Computational results are pretty much the same for this case as well.
5.3.
Testing of block-diagonal preconditioner for system (4.5) within MinRes iteration. Now we present a number of numerical experiments for solving the mixed finite element system (4.5) by using a preconditioned MinRes method. We consider two different examples, first, Example 5.3 in which the performance of the block-diagonal preconditioner and its dependence on the accuracy of the inner solves with W-cycle ASMG preconditioner is evaluated, and second, Example 5.4 that tests the scalability of the MinRes iteration, again using a W-cycle ASMG preconditioner with one smoothing step for the inner iterations. 2. An ASMG W-cycle based on Algorithm 4.1 with one smoothing step has been used as a preconditioner on the RT 0 space. Table 13 shows the number of MinRes iterations denoted by n M inRes , the maximum number of ASMG iterations n ASM G needed to achieve an ASMG residual reduction by . Table 14 shows the number of MinRes iterations n M inRes , the maximum number of (inner) ASMG iterations n ASM G per (outer) MinRes iteration, and the number ASMG W-cycle: bilinear form (2.6) of DOF. Note that as long as the product n M inRes n ASM G is constant, the total number of arithmetic operations required to achieve any prescribed accuracy is proportional to the number of DOF.
5.4. Some conclusions and general comments regarding the numerical experiments. The presented numerical results clearly demonstrate the efficiency of the proposed algebraic multilevel iteration (AMLI)-cycle auxiliary space multigrid (ASMG) preconditioner for problems with highly varying coefficients as they typically arise in the mathematical modelling of physical processes in high-contrast and high-frequency media. The first group of tests examines the convergence behavior of the nonlinear ASMG method for the weighted bilinear form (2.6) . This is a key point in the presented study. background with a random coefficient) appears to be more complicated, the impact of the multiscale heterogeneity seems to be stronger in the binary case [a] where the number of iterations is slightly larger. However, in both cases we observe a uniformly converging ASMG V-cycle with m = 2 and W-cycle (ν = 2) with m = 1. Some small fluctuations of the results in the right-lower corner of the tables could be due to some round off effects. Case [c] (SPE10) is a popular benchmark problem in the petroleum engineering community. Here we observe robust and uniform convergence with respect to the number of levels , or, equivalently, mesh-size h. Note that such uniform convergence is present for the ASMG V-cycle even without smoothing iterations (i.e. m = 0) and for both, Algorithm 4.1 and Algorithm 4.2. In addition, Algorithm 4.2 is computationally more favorable when compared to Algorithm 4.1 because the matrices used in Algorithm 4.2 have fewer non-zeroes (they are sparser). The last two tables, Table 13 -14, confirm the expected optimal convergence rate of the blockdiagonally preconditioned MinRes iteration applied to the coupled saddle point system (4.5). The results in Table 13 demonstrate how the efficiency (in terms of the product n M inRes n ASM G ) is achieved for a relative accuracy of 10 −8 of the inner ASMG solver. Table 14 illustrates the scalability of the solver indicated by a (almost) constant number of MinRes and ASMG iterations since the total computational work is in terms of fine grid matrix vector multiplications is proportional to the product n M inRes n ASM G .
Although not in the scope of this study, we note that the proposed auxiliary space multigrid method would be suitable for implementation on distributed memory computer architectures.
Appendix A. Discrete inf-sup condition
Here we provide a proof of the discrete inf-sup condition (3.4) for the bilinear form arising in the mixed finite element method. We begin by introducing some details regarding the finite element spaces involved in the approximation of problem (2.10) or (2.12).
A.1. Raviart-Thomas-Nédélec space. We consider the standard lowest order Raviart-ThomasNédélec space V h . Recall that every element v ∈ V h can be written as
Here the vector n e has a fixed direction (normal to e), and this direction is set once and for all for every face e ∈ E h . For an element T ∈ T h let n e,T define the unit normal vector to e ∈ ∂T ∩ E h which points outward with respect to T . Now, if e is the intersection of two elements from T h , e = T + e ∩ T − e , then T + e is the element for which n e · n e,T = 1 and T − e is the element for which n e · n e,T = −1. If e is on the boundary of the domain then the corresponding element is T + e and T − e is missing. Finally, for a piece-wise constant function q ∈ W h we denote q ±,e = q T ± e , e ∈ E h .
The basis function ψ e ∈ V h , for e ∈ E h corresponds to an edge/face e ∈ ∂T , for some T ∈ T h . If e is the face opposite to the vertex P e of the triangle/tetrahedron T , then
where c d is a constant depending only on the spatial dimension d and is chosen so that e ψ e ·n e = 1. We note that explicit formulas similar to (A.2) are available also for the case of lowest order Raviart-Thomas-Nédélec elements on d-dimensional cuboids (parallelograms or rectangular parallelepipeds). Indeed, if a cuboidal element T ∈ T h is with faces parallel to the coordinate planes, this can be seen as follows. We denote by ψ ± k , the basis function which corresponds to a face F ± k with outward normal vector ±e k , k = 1, . . . , d. Here, e k is the k-th coordinate vector in
Here for simplicity we have used the notation x T e k for the standard Euclidean inner product of vectors x, e k ∈ R d . From this formula we see that over the finite element T the basis functions ψ ± k (x) are linear of the variable x k and constant in the remaining variables in R d . These are exactly 2d basis functions satisfying
= 0, for j = k, and
with a similar relation for ψ
. We note that all numerical experiments in the subsequent sections were done using these finite elements.
These simple formulas also show that on a shape regular mesh we have:
The constants in the norm equivalence in (A.4) depend on the shape of the finite elements, but not on the contrast κ. We treat Dirichlet, Neumann boundary conditions (or mixture of these) in a unified fashion. In order to do this we set E h to denote the set of faces (edges) of T h minus the set of faces (edges) on which we have Neumann conditions and |E h | is the number of these edges/faces. Thus, in the case of pure Neumann conditions on ∂Ω the set of faces (edges) E h is the set of interior faces (edges). Further, W h is the space of all piece-wise constant scalar valued functions with zero mean value over Ω, namely, Ω q = 0. In the case of pure Dirichlet conditions, W h is the space of piece-wise constants (without restriction) and E h is the set of all faces (edges) in T h .
A.2. Scalar products and discrete gradients. We now define a weighted scalar product on V h : For a vector of weights ω ∈ R |E h | we set
Note that (u, v) * ,1 is an inner product for which ω e = 1 for all e ∈ E h . The corresponding norms are denoted by · * ,ω and · * ,1 . Next, with the vector ω ∈ R |E h | , we associate an operator D ω : V h → V h . The action of the operator is determined by defining σ e (D ω v) for e ∈ E h , since these degrees of freedom uniquely determine any element from V h . We set (A. 5) σ e (D ω v) = ω e σ e (v).
The discrete gradient is defined as adjoint of the "div" in the (·, ·) * ,1 inner product and denoted by "∇ h ". For q ∈ W h , ∇ h q is the unique element in V h satisfying (A.6) (v, ∇ h q) * ,1 = −(div v, q), for all v ∈ V h .
A straightforward computation (by taking v = ψ e ) shows that To show that this inequality is strict (which implies positive definiteness of the bilinear form) we observe that if we have Dirichlet conditions on part of, or, the whole boundary then the matrix corresponding to this bilinear form is a symmetric, weakly diagonally dominant M -matrix and hence it is positive definite. If we have Neumann conditions on ∂Ω, then setting (∇ h ϕ, ∇ h ϕ) * ,ω = 0 implies that q +,e = q −,e for all e ∈ E h and we conclude that q is a constant on Ω. Since the average of q is 0 (in case of Neumann conditions) we conclude that q = 0. Thus, the bilinear form has a trivial kernel and is positive definite on W h . The proof of (ii) is complete.
A.3. A discrete a priori estimate. Recall that K(x) and α are a piece-wise constant tensorfunctions whose discontinuities are aligned with the triangulation T h . For any face e ∈ E h , e = T We have the following lemma which is a crucial ingredient in the proof of the discrete inf-sup condition.
Lemma A.1. Let α ∈ R |E h | and κ ∈ R |E h | be defined as in (A.7). Then Proof. To prove the first inequality in (i), let u ∈ V h . Then, for all T ∈ T h we have u T = e⊂∂T σ e (u)ψ e , and, hence, To prove the equivalence in (i) for α e = 1, e ∈ E h , we observe that for T ∈ T h we have the following equivalence relation with constants only depending on the geometry of T (bounded for shape regular triangulation):
(A.9)
e∈∂T e ∈∂T σ e (u)σ e (u)
T ψ e ψ e e∈∂T [σ e (u)] 2 ψ e 2 .
The equivalence (A.9) is just spectral equivalence between the element mass matrix {(ψ e , ψ e )} e,e ∈∂T and its diagonal { ψ 2 } e∈∂T which is easy to establish, for example, by using the explicit form of the basis functions given in (A.2) and (A.3). This completes the proof of (i). Items (ii) and (iii) directly follow from the definitions and the inequality (2.7) which implies that α 2 ≤ 1.
An immediate corollary from Proposition A.1 and Lemma A.1 is the following Poincaré inequality.
Corollary A.1. If ω e = 1 for all e ∈ E h we have (A.10)
with a constant C P independent of h.
Proof. To prove this Poincaré inequality we recall a classical result on the solvability of the mixed discretizations of the Laplace equation. It is well known (see, for example, [4, (7.1.28 ) and Proposition 5.4.3]; also [3] ), that the following estimate holds with γ > 0 independent of h for all q ∈ W h : (A.11) sup which completes the proof.
The standard theory of mixed finite element methods then immediately implies the following approximation result Theorem A.3. Let (u, p) ∈ H N (div)×L 2 be the solution of the mixed problem (2.10) and (u h , p h ) ∈ V h × W h be the solution of the discrete problem (3.3). Then the following estimate holds
where the constant C depend on the shape regularity of the mesh, the Poincaré constant C P , and the spatial dimension d, but is independent of the variations in K(x).
