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Abstract
Numerical simulation of compressible fluid flows is performed using the Eu-
ler equations. They include the scalar advection equation for the density, the
vector advection equation for the velocity and a given pressure dependence on
the density. An approximate solution of an initial–boundary value problem is
calculated using the finite element approximation in space. The fully implicit
two–level scheme is used for discretization in time. Numerical implementation
is based on Newton’s method. The main attention is paid to fulfilling conserva-
tion laws for the mass and total mechanical energy for the discrete formulation.
Two–level schemes of splitting by physical processes are employed for numerical
solving problems of barotropic fluid flows. For a transition from one time level
to the next one, an iterative process is used, where at each iteration the lin-
earized scheme is implemented via solving individual problems for the density
and velocity. Possibilities of the proposed schemes are illustrated by numerical
results for a two–dimensional model problem with density perturbations.
Keywords: Compressible fluids, the Euler system, barotropic fluid, finite
element method, conservation laws, two–level schemes, decoupling scheme
1. Introduction
Applied models of continuum mechanics [1, 2] are based on conservation
laws for the mass, momentum and energy. The transport of scalar and vector
quantities due to advection determines a mathematical form of conservation
laws [3, 4]. In addition, some parameters of a flow have the positivity prop-
erty (monotonicity). Such important properties of the differential problem of
continuum mechanics must be inherited in a discrete problem [5, 6].
Flows of ideal fluids are governed by the Euler equations, whereas the
Navier–Stokes equations are applied to describing viscous flows. Mathemati-
cal problems of validation of such models are considered, for example, in the
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books [7, 8]. When discussing the existence of solutions in various Sobolev
spaces, the principal problems of the positivity (non–negativity) of the fluid
density are also should be highlighted. Such a consideration is also carried out
(see, for instance, [9]) at the discrete level for various approximations in time
and space.
In computational fluid dynamics, the most important problems are associ-
ated with two contradictory requirements. Namely, it is necessary to construct
monotone approximations for advective terms and to fulfil conservation laws.
The construction of monotone approximations is discussed in many papers (see,
e.g., [10, 11, 12]). In [13, 14], standard linear approximations are considered for
the basic problems of continuum mechanics (convection–diffusion problems).
For discretization in space, conservative approximations are constructed on
the basis of using the conservative (divergent) formulation of continuum me-
chanics equations. This approach is most naturally implemented using integro–
interpolation method (balance method) for regular and irregular grids [15], and
in the control method volume [4, 16]. Nowadays, the main numerical technique
to solve applied problems is the finite element method [17, 18]. It is widely used
in computational fluid dynamics [19, 20], too.
Discretizations in time for computational fluid dynamics are often constructed
using explicit schemes that have strong restrictions on a time step in sense of sta-
bility. Moreover, explicit schemes have similar restrictions on the monotonicity
of an approximate solution. So, it is more natural to focus on implicit schemes.
To solve boundary value problems for partial differential equations, two–level
schemes are widely used [11, 21, 22] (θ–method, schemes with weights). For
linear problems, a study of discretizations in time can be based on the general
theory of stability (well–posedness) for operator–difference schemes [15, 23]. In
particular, it is possible to apply unimprovable (coinciding necessary and suf-
ficient) stability conditions, which are formulated as operator inequalities in
finite–dimensional Hilbert spaces.
In the present work, an initial–boundary value problem is considered for the
Euler equations describing barotropic fluid flows (Section 2), which are conserva-
tion laws for the mass, momentum, and total mechanical energy. Discretization
in space is performed (Section 3) using standard Lagrange elements for the den-
sity and cartesian velocity components. To evaluate an approximate solution at
a new time level, the fully implicit scheme is employed. For the approximate
solution, the mass conservation law holds and an estimate for the dissipation
of the total mechanical energy is fulfilled. The fully implicit scheme is not con-
venient for numerical implementation. The solution at the new time level is
determined from a system of coupled nonlinear equations for the density and
velocity. A decoupling scheme is proposed in Section 4, which refers to the class
of linearized schemes of splitting by physical processes [24, 25]. Linearization is
carried out over the field of advective transport in such a way that at each time
level we solve individual problems for the density and velocity. Possibilities of
the proposed schemes are illustrated by the results of numerical solving a model
two–dimensional problem with a perturbation of the fluid density being initially
at rest (Section 5). To solve numerically the nonlinear discrete problem at the
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new time level, the Newton method is used. In the above calculations, a small
number of iterations (two or three) is sufficient for the process convergence.
The influence of the grid size in space and time is investigated. It was observed
that decreasing of the time step results in the monotonization of the numerical
solution. The main result of the paper is the proof of the robustness of the
linearized decoupling scheme. The scheme involves separate solving standard
advection problems for the density and velocity and demonstrates high iteration
convergence. Such an approach can be used for other problems of continuum
mechanics, e.g., for numerical solving initial–boundary value problems for the
Navier–Stokes equations.
2. Mathematical models
An initial–boundary value problem is considered for describing barotropic
fluid flows. The system of equations includes the scalar advection equation for
the density and the vector advection equation for the velocity with a given pres-
sure dependence on the density. The conservation laws for the mass, momentum,
and total mechanical energy are discussed.
2.1. Barotropic fluid
The continuity equation in a bounded domain Ω has the form
∂%
∂t
+ div(%u) = 0, x ∈ Ω, 0 < t ≤ T, (1)
where %(x, t) > 0 is the density and u(x, t) is the velocity. The momentum
equation is written in the conservative form
∂
∂t
(%u) + div(%u⊗ u) + grad p = 0, x ∈ Ω, 0 < t ≤ T, (2)
where p(x, t) is the pressure. The considered fluid is assumed to be barotropic,
i.e., we have a known dependence of the pressure on the density p = p(%),
dp
d%
> 0.
Assume that the domain boundaries are rigid and so, the impermeability
condition is imposed:
(u · n) = 0, x ∈ ∂Ω. (3)
Initial conditions for the density and velocity are also specified:
%(x, 0) = %0(x), u(x, 0) = u0(x), x ∈ Ω. (4)
The initial–boundary value problem (1)–(4) describes transient flows of an ideal
barotropic fluid.
The direct integration of the continuity equation (1) over the domain Ω
taking into account the boundary condition (3) results in the mass conservation
law
m(t) = m(0), m(t) =
∫
Ω
%(x, t)dx. (5)
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In the Hilbert space L2(Ω), we define the scalar product and norm in the stan-
dard way:
(w, u) =
∫
Ω
w(x)u(x)dx, ‖w‖ = (w,w)1/2.
In a similar way, the space of vector functions L2(Ω) is defined. If the density
is non–negative, the conservation law for the mass can be written as
‖%1/2‖ = ‖%1/20 ‖.
This relation can be treated as an a priori estimate for %1/2 in L2(Ω).
The equation (2) directly expresses the conservation law for the momentum.
Integrating this equation over Ω, we obtain∫
Ω
∂
∂t
(%u)dx+
∫
∂Ω
p(%)ndx = 0.
Thus, we have
I(t) = I(0)−
∫
∂Ω
p(%)ndx, I(t) =
∫
Ω
%udx. (6)
Multiplying by u and taking into account equation (1), rewrite equation (2)
as
1
2
∂
∂t
(%|u|2) + 1
2
div(%|u|2u) + div(p(%)u)− p divu = 0.
Integration over the domain Ω, in view of (3), leads to
1
2
d
dt
∫
Ω
%|u|2dx−
∫
Ω
p(%) divu dx = 0. (7)
The second term in (7) is expressed from the renormalized equation of continuity.
Define the pressure potential Π(%) from the equation
%
dΠ
d%
−Π(%) = p(%). (8)
In particular, for an ideal fluid, we have
p(%) = a%γ , Π(%) = a
%γ
γ − 1 , a = const > 0, γ > 1. (9)
From the continuity equation (1), we have
∂Π
∂t
+ div(Πu) + p(%) divu = 0, 0 < t ≤ T. (10)
Integration of the renormalized equation of continuity (10) results in the expres-
sion
d
dt
∫
Ω
Π dx+
∫
Ω
p(%) divu dx = 0.
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Adding this equality to (7), we get
d
dt
∫
Ω
(
1
2
%|u|2 +Π(%)
)
dx = 0. (11)
We arrive to the conservation law for the total mechanical energy:
E(t) = E(0), E(t) =
∫
Ω
(
1
2
%|u|2 +Π(%)
)
dx. (12)
The equations (5), (6) and (12) are the basic conservation laws for of the
problem (1)–(4).
2.2. Operator–differential formulation
For the convenience of consideration, we introduce operators of advective
(convective) transport for the system of Euler equations. The advection operator
A = A(u) in the divergent form is written as follows:
A(u)ϕ = div(uϕ). (13)
Assuming that the boundary condition (3) is satisfied for the velocity u, we
obtain
(A(u)ϕ, 1) = 0. (14)
The continuity equation (1) can be written in the form of an operator–
differential equation:
d%
dt
+A(u)% = 0, 0 < t ≤ T, (15)
where the notation %(t) = %(x, t) is used. Similarly, equation (2) is written in
the form
d
dt
(%u) +A(u)(%u) + grad p(%) = 0, 0 < t ≤ T. (16)
For the system of equations (15), (16) with a prescribed dependence p(%), we
consider the Cauchy problem, where the initial conditions (see (4)) have the
form
%(0) = %0, u(0) = u0. (17)
For the considered problem (15)–(17), the key point is the property (14) for
the advection operator written in the divergent form.
3. Implicit two–level scheme
To solve numerically the initial–boundary value problem for the Euler equa-
tions, we use the fully implicit (backward Euler) scheme for time–stepping with
finite element discretizations in space. The problems of fulfilment of the con-
servation laws at the discrete level are discussed.
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3.1. Discretization in space
To solve numerically the problem (15)–(17) (or (15)–(19)), we employ finite
element discretizations in space (see, e.g., [26, 27]). For (13), we define the
bilinear form
a(ϕ,ψ) =
∫
Ω
div(uϕ)ψ dx.
Define the subspace of finite elements V h ⊂ H1(Ω) and the discrete operator
A = A(u) as
(A(u)ϕ,ψ) = a(ϕ,ψ), ∀ w, u ∈ V h.
Similarly to (14), we have
(A(u)ϕ, 1) = 0. (18)
For two– and three–dimensional vector quantities, the coordinate–wise rep-
resentation is employed: u = (u1, ...., ud)
T , d = 2, 3. For a simple specifica-
tion of the boundary conditions (3), assume that separate parts of the bound-
ary of the computational domain are parallel to the coordinate axes. A fi-
nite element approximation is used for the individual components of the vector
ui ∈ V h, i = 1, ..., d.
After constructing discretizations in space, we arrive at the Cauchy prob-
lem for the system of semi–discrete operator equations in the corresponding
finite–dimensional space, namely, we have the Cauchy problem for the system
of ordinary differential equations. For instance, for (15)–(17), we put into the
correspondence the problem
d%
dt
+A(u)% = 0, (19)
d
dt
(%u) +A(u)(%u) + grad p(%) = 0, 0 < t ≤ T. (20)
%(0) = %0, u(0) = u0. (21)
Here %0 = P%
0, u0 = Pu
0 with P denoting L2–projection onto V
h.
The solution of the problem (18)–(21) satisfies the same system of conserva-
tion laws as the solution of the problem (14)–(17) (see (5), (6), (12)).
3.2. Discretization in time
Let τ be a step of a uniform, for simplicity, grid in time such that ϕn =
ϕ(tn), tn = nτ , n = 0, 1, ..., N, Nτ = T . To construct and study time–stepping
schemes, the main attention is given to the fulfillment of the corresponding con-
servation laws (a priori estimates). Such an important problem as the positivity
(non–negativity) of the density at each time level requires a more in–depth study
and so, it is not considered in the present work.
To solve numerically the problem (19)–(21), the fully implicit scheme is ap-
plied. In this case, the approximate solution at the new time level is determined
from
%n+1 − %n
τ
+A(un+1)%n+1 = 0, (22)
6
%n+1un+1 − %nun
τ
+A(un+1)(%n+1un+1)+grad p(%n+1) = 0, n = 0, 1, ..., N−1,
(23)
using the prescribed (see (21)) value %0,u0. The basic properties of the ap-
proximate solution are related to the fulfillment of the conservation laws for the
mass and total energy. To simplify our investigation, assume that the density
is positive.
Assumption 1. At each time level %n > 0, n = 0, 1, ..., N .
In view of (18), integration of equation (22) over the domain leads to
(%n+1, 1) = (%n, 1), n = 0, 1, ..., N − 1. (24)
The equality (24) is a discrete analog the mass conservation law (5). For the
momentum conservation law (6), we put into the correspondence the equality
(%n+1un+1, 1) = (%nun, 1)− τ
∫
∂Ω
p(%n+1)ndx, n = 0, 1, ..., N − 1, (25)
which has been obtained by integrating equation (23).
An estimate for the total mechanical energy can be established, e.g., follow-
ing the work [9]. Multiplying equation (23) by un+1 and integrating it over Ω,
we arrive at(
%n+1un+1 − %nun
τ
,un+1
)
+ (A(un+1)(%n+1un+1),un+1)
+ (grad p(%n+1),un+1) = 0.
(26)
For the first term, we have
%n+1un+1 − %nun
τ
un+1 =
1
2
%n+1|un+1|2 − %n|un|2
τ
+
1
2
%n+1|un+1|2 + %n|un|2 − 2%nunun+1
τ
=
1
2
%n+1|un+1|2 − %n|un|2
τ
+
1
2
%n+1 − %n
τ
|un+1|2 + 1
2
%n
|un+1 − un|2
τ
≤ 1
2
%n+1|un+1|2 − %n|un|2
τ
+
1
2
%n+1 − %n
τ
|un+1|2.
In view of this, from (26), we obtain
1
2
(
%n+1|un+1|2 − %n|un|2
τ
, 1
)
+
1
2
(
%n+1 − %n
τ
, |un+1|2
)
+ (A(un+1)(%n+1un+1),un+1)
+ (grad p(%n+1),un+1) ≤ 0.
(27)
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From (22) and the definition of the operator A, we have
1
2
(
%n+1 − %n
τ
, |un+1|2
)
+ (A(un+1)(%n+1un+1),un+1)
= (A(un+1)(%n+1un+1),un+1)− 1
2
(A(un+1)%n+1), |un+1|2) = 0.
This makes possible to rewrite the inequality (27) as
1
2
(
%n+1|un+1|2 − %n|un|2
τ
, 1
)
− (p(%n+1),divun+1) ≤ 0. (28)
To estimate the second term on the left–hand side of the inequality (28),
we apply the discrete analogue of the renormalized equation of continuity (10).
Multiply the continuity equation (22) by
dΠ
d%
(%n+1):
%n+1 − %n
τ
dΠ
d%
(%n+1) +A(un+1)%n+1
dΠ
d%
(%n+1) = 0. (29)
The following equality takes place:
Π(%n+1)−Π(%n) = dΠ
d%
(%n+1)(%n+1 − %n)− 1
2
d2Π
d%2
(%˜n+1)(%n+1)(%n+1 − %n)2,
where
%˜n+1 ∈ [min(%n, %n+1), max(%n, %n+1)].
Assumption 2. Assume that
d2Π
d%2
(%) ≥ 0, (30)
Under these natural assumptions, we get
dΠ
d%
(%n+1)(%n+1 − %n) ≥ Π(%n+1)−Π(%n).
For the second term in (29), taking into account (8), we have
A(un+1)%n+1
dΠ
d%
(%n+1) = %n+1
dΠ
d%
(%n+1) divun+1 + un+1 gradΠ(%
n+1)
= div(Π(%n+1)un+1) + p(%n+1) divun+1.
In view of this, integration of equation (29) results in(
Π(%n+1)−Π(%n)
τ
, 1
)
+ (p(%n+1),divun+1) ≤ 0. (31)
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Combining (28) and (31), we obtain the inequality(
1
2
%n+1|un+1|2 +Π(%n+1), 1
)
≤
(
1
2
%n|un|2 +Π(%n), 1
)
. (32)
Comparing (32) with (12), we can conclude that at the discrete level, instead
of fulfillment of the conservation law for the total energy, we observe a decrease
of the energy. It should be noted that this property has been established under
the additional assumption (30). The result of our consideration can be expressed
in the following statement.
Proposition 1. The fully implicit scheme (22), (23) produces the approximate
solution of the problem (19)–(21) that satisfies the mass conservation law in
the form ( ref 24) and the momentum conservation law (25). Moreover, if the
assumptions 1 and 2 hold, the estimate (32) for the total mechanical energy is
also fulfilled.
4. Decoupling schemes
A linearized scheme is used, where the solution at a new time level is eval-
uated by advective transport taken from the previous time level. Using such
a linearization, an iterative process is constructed for the numerical implemen-
tation of the fully implicit scheme. The approximate solution at the new time
level is determined by sequential solving, first, the linear problem of advection
for the density and, secondly, the linear problem for the velocity.
4.1. Linearized scheme
We focus on the use of such time–stepping techniques that demonstrate the
following properties:
• the transition to a new time level is implemented by solving linear prob-
lems;
• splitting with respect to physical processes is employed, namely, the prob-
lems for the density and velocity are solved separately (with individual
problems for the velocity components).
An example of the simplest decoupling scheme for the Euler equations system
(19), (20) is the linearized scheme, where the advective transport involves the
velocity from the previous time level.
Instead of (22), (23), we employ the scheme
%n+1 − %n
τ
+A(un)%n+1 = 0, (33)
%n+1un+1 − %nun
τ
+A(un)(%n+1un+1)+grad p(%n+1) = 0, n = 0, 1, ..., N−1.
(34)
First, from the linear transport equation (33), we evaluate the density at the
new time level. Next, from the linear decoupled system (34) for the velocity
components, we calculate the velocity un+1.
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Remark 1. The system of equations (34) with a given density is, in the general
case, coupled for individual cartesian velocity components. In the case, where all
parts of the boundary of the computational domain ∂Ω are parallel to the axes of
the cartesian coordinate system, the system of equations (34) is decoupled and
so, we can evaluate independently the individual components of the velocity.
For the linearized scheme, the discrete analogs of the mass conservation law
(see (24)) and the momentum conservation law (see (25)) hold.
4.2. Iterative decoupling scheme
On the basis of the linearized scheme (33), (34), it is possible to construct an
iterative algorithm for the numerical implementation of the fully implicit scheme
(22), (23). The approximate solution for %n+1, un+1 at the k–th iteration is
denoted by %kn+1, u
k
n+1, with the initial approximation from the previous time
level:
%0n+1 = %n, u
0
n+1 = un. (35)
Assume that the new approximation at the new time level is calculated, when
the previous K iterations have been done. Similarly to (33), (34), we use the
system of equations:
%k+1n+1 − %n
τ
+A(ukn+1)%
k+1
n+1 = 0, (36)
%k+1n+1u
k+1
n+1 − %nun
τ
+A(ukn+1)(%
k+1
n+1u
k+1
n+1)+grad p(%
k+1
n+1) = 0, k = 0, 1, ...,K−1,
(37)
where
%n+1 = %
K
n+1, un+1 = u
K
n+1, n = 0, 1, ..., N − 1. (38)
Thus, at each iteration, we firstly solve the linear problem for the density and
only then calculate the linear problem for the velocity.
5. Numerical results
The possibilities of the fully implicit scheme and decoupling schemes are
illustrated by numerical results for a model two–dimensional problem with a
density perturbation of an initially resting fluid.
5.1. Test problem
Here, we present the results of numerical solving a model problem obtained
using different time–stepping techniques. The problem (1)–(4) is considered in
the square
Ω = {x | x = (x1, x2), −5 < x1 < 5, −5 < x2 < 5}.
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Assume that the dependence of the density on the pressure has the form ((9)
with a = 1, γ = 1.4. We simulate the motion of the initially resting fluid
(u0(x) = 0 in (4)) with the initial density (see (4)) specified in the form
%0(x) = 1 + α exp(−β|x|2),
where α = 2 and β = 20.
5.2. Fully implicit scheme
The problem is solved using the standard uniform triangulation Ω on M
segments in each direction. The piecewise–linear finite elements P1 are employed
for discretization in space. To implement the fully implicit scheme (22), (23)
for the nonlinear discrete problem at the new time level, the Newton method
with a direct solver is applied for the corresponding system of linear algebraic
equations.
Time–evolution of the compressible fluid flow is shown in Fig. 1, which
presents the density at various time moments. In this calculation, we used
the spatial grid with M = 200, the time step was τ = 0.005. Time–histories of
the density in the center of the computational domain (%0), maximum (%max)
and minimal (%min) values of the density over the entire domain Ω are given in
Fig. 2.
Newton’s iterative method for solving the discrete problem at each new time
moment converges very quickly (two or three iterations are enough). Table 1
demonstrates convergence of the iterative process for the first step in time. Here,
we present the relative error for the first three iterations for the model problem
obtained with M = 200 and various time steps.
Table 1: Convergence of Newton’s method
iteration τ = 0.01 τ = 0.005 τ = 0.0025
1 2.219e-03 5.602e-04 1.404e-04
2 5.104e-08 9.100e-10 1.458e-11
3 5.566e-15 9.994e-15 1.788e-14
The accuracy of the approximate solution of the test problem will be illus-
trated by the data on the density in the section x2 = 0. The solution calculated
on the grid with M = 50 using various grids in time is shown in Fig. 3. Similar
data for M = 100 and M = 200 are shown in Fig. 4, 5, respectively. It is easy to
see a good accuracy in the reconstruction of the leading edge of the wave, when
the spatial grid is refined. Also, we observe the effect of smoothing, namely,
elimination of non–monotonicity with increasing of time step.
5.3. Decoupling scheme
In using the decoupling scheme (35)–(38), the greatest interest is related to
the convergence rate of the iterative process. The time step in the calculations
was equal to τ = 0.005. We present numerical results for the model problem
11
t = 0
t = 2
t = 4
t = 1
t = 3
t = 5
Figure 1: The density at various time moments.
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Figure 2: Time–histories of the density (central, maximal and minimal values).
Figure 3: The solution of the problem at various time moments calculated on the gridM = 50:
dotted line — τ = 0.01, dashed — τ = 0.005, solid — τ = 0.0025.
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Figure 4: The solution of the problem at various time moments calculated on the grid M =
100: dotted line — τ = 0.01, dashed — τ = 0.005, solid — τ = 0.0025.
Figure 5: The solution of the problem at various time moments calculated on the grid M =
200: dotted line — τ = 0.01, dashed — τ = 0.005, solid — τ = 0.0025.
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Figure 6: The solution of the problem at various time moments calculated on the gridM = 50:
dashed line — K = 1, dotted — K = 2, solid — K = 5.
under consideration obtained on different grids in space. The dependence of
the solution on the number of iterations for the grid with M = 50 is shown
in Fig. 6. Figure 7 and 8 presents similar data for grids with M = 100 and
M = 200, respectively. It is easy to see see that on the finest grid (see Fig. 8)
the linearized scheme (34), (34)) (K = 1 in (35)–(38)) yields a substantially
non–monotonic solution, which is monotonized on subsequent iterations.
The main conclusion of our study is the demonstration of high computational
efficiency of the iterative decoupling scheme (35)–(38). Namely, for the problems
under consideration it is sufficient to do only two iterations using (35)–(38).
For the above time–stepping methods, the key point is a violation of the
conservation law for the total energy. For the fully implicit scheme (22), (23),
instead of conservation of the energy (see the estimate (32)), decreasing of the
total energy is observed.
The dynamics of the total mechanical energy using a linearized scheme (33),
(34) (K = 1) and iterative decoupling schemes (35)–(38)) for K = 5 on various
grids is shown in Fig. 9–11. Here, according to (12), tn is calculated at each
time moment
E(tn) =
∫
Ω
(
1
2
%n|un|2 +Π(%n)
)
dx, n = 0, 1, ..., N.
For K = 5, the solution obtained using the decoupling scheme (35)–(38) prac-
tically coincides with the solution derived from the fully implicit scheme (22),
(23). The above data indicate that the conservation law for the total energy is
satisfied with a good accuracy. Decreasing of the time step results in increasing
15
Figure 7: The solution of the problem at various time moments calculated on the grid M =
100: dashed line — K = 1, dotted — K = 2, solid — K = 5.
Figure 8: The solution of the problem at various time moments calculated on the gridM = 200:
dashed line — K = 1, dotted — K = 2, solid — K = 5.
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Figure 9: Time–history of the total mechanical energy for various time steps obtained on the
grid with M = 50: dashed line — K = 1, solid — K = 5.
of the accuracy of the conservation law fulfillment.
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Figure 10: Time–history of the total mechanical energy for various time steps obtained on the
grid with M = 100: dashed line — K = 1, solid — K = 5.
Figure 11: Time–history of the total mechanical energy for various time steps obtained on the
grid with M = 200: dashed line — K = 1, solid — K = 5.
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