Searching for novel materials involves identifying potential candidates and selecting those that have desirable properties and facile synthesis. It is relatively easy to generate large numbers of potential candidates, for instance by computational searches or elemental substitution. The identification of synthesizable compounds, however, is a needle-in-a-haystack problem. Conventionally, the screening is based on a convex hull construction, which identifies structures stabilized by a particular thermodynamic constraint, such as pressure, chosen based on prior experimental evidence or intuition. We introduce a generalized convex hull framework that instead relies on data-driven coordinates, and represents the full structural diversity of the candidate compounds in an unbiased way. Its probabilistic construction addresses the inevitable uncertainty in input structure data and provides a superior measure of stability compared to the input (free) energies, that can for instance also be used to assist experimental crystal structure determination. It efficiently identifies candidates with high probabilities of being synthesizable and suggests the relevant experimentally realizable constraints, thereby providing a much needed starting point for the determination of viable synthetic pathways.
I. INTRODUCTION
The aspiration of computational materials science is to autonomously predict structures with desirable properties and to design technologically relevant materials. This poses three main challenges: (i) comprehensively surveying the high-dimensional configuration space describing all possible structures, (ii) identifying experimentally and technologically relevant structures from a virtually infinite zoo of possible (meta)stable configurations, and (iii) designing experimental protocols to synthesize the structures of interest.
Numerous applications such as Refs. 1-7 demonstrate how configuration spaces can be explored effectively by combining atomistic calculations with various structure searching techniques [8] [9] [10] [11] [12] [13] [14] , despite the exponential increase in the number of computationally (meta)stable structures with system size 15 . Meanwhile, the computational effort involved in (i) mapping phase diagrams using extensive Gibbs free energy calculations and (ii) determining possible synthetic pathways using methods such as forward flux sampling 16 and enhanced sampling metadynamics 17, 18 prevents bulk calculations for large numbers of locally stable structures. One of the key steps on the path to computational materials design is thus the reliable identification of the manageably small number of compounds stabilized by diverse thermodynamic conditions, given that geometries and relative stabilities are only available for one particular set of conditions.
In the absence of kinetic effects 19 a convex hull (CH) construction can be used to identify structures and compounds that are stable with respect to decomposition into two or more parent structures at fixed thermodynamic conditions. For instance, consider the volumebased CH. If two structures A and B with molar volumes V (A) and V (B) and free energies G(A) and G(B) are part of the hull, then any structure C with molar volume V (A) < V (C) < V (B) and a free energy that lies above the line joining A and B on a V −G plot will spontaneously decompose at constant volume into a mixture of A and B (see Fig. 1 (d) , taking φ = V ).
CH constructions have proven useful in numerous structure searching applications such as Refs. [1] [2] [3] [4] [5] [6] [7] . However, the conventional form has some crucial limitations. The choice of one particular feature, such as molar volume, on which the CH is constructed, relies on experimental evidence or preconceived notions of which thermodynamic constraints may stabilize structures of interest. It limits which stabilizable structures are identified, and is generally insufficient to explore the structural diversity that can be accessed experimentally through complex thermodynamic constraints such as pressure, composition, doping with guest molecules, substitution of portions of organic compounds, electric or magnetic fields, etc. (for instance, see Ref. 20 ). Furthermore, the conventional CH construction neglects inevitable inaccuracies in the computed (free) energies and geometries, which render the CH probabilistic in nature.
While the identification of experimentallysynthesizable compounds is the focus of this work, the generalized CH framework proposed in the following also translates (at negligible computational cost) input energies into a far better measure of structural stability, namely the energy relative to the GCH. The latter can be used in place of bare energies in diverse applications, such as experimental crystal structure determination protocols or as the fitness function driving structure searches in situ.
FIG. 1.
Schematic representation of the GCH framework. X k denotes structure k with (free) energy G k and the associated (SOAP) structural descriptors xi(X k ) and (PCA) principal features Φ(X k ) = {Φi(X k )}. Hn, σG k , and σΦ i denote the nth convex hull, the uncertainty in the (free) energy of X k with respect to the current convex hull, and the uncertainty in Φi, respectively. ξ are normally distributed random numbers and pvertex(X k ) denotes the fraction of the sampled hulls for which X k ∈ H (as a measure of the stabilizability of X k ).
II. THE GENERALIZED CONVEX HULL
To overcome the above limitations we introduce a probabilistic generalized CH (GCH) framework for evaluating the probabilities of structures being stabilized by general thermodynamic constraints. A schematic representation of this framework is shown in Fig. 1 . It (i) quantifies the uncertainty arising from the inevitable errors in the underlying energies and structures, and (ii) rests on geometric fingerprints Φ = {Φ i }, which reflect the full structural diversity of the dataset. While there is considerable freedom in choosing such fingerprints, they must exhibit an additive behavior, that guarantees that a macroscopic sample X, which is a phase-separated mixture of different components X k with molar fractions w k , has a fingerprint Φ(X) = k w k Φ(X k ). A simple way to guarantee that Φ i fulfills this requirement is to choose descriptors that are consistent with an atom-based decomposition, Φ(X) = X ∈X φ(X )/N X . Here φ(X ) are the fingerprints of the N X atom-centered, local environments X within the structure X. Additivity ensures that any structure with features inside a convex region of D-dimensional feature-space can be decomposed into a phase-separated mixture of the D + 1 vertices of the convex region, without changing the corresponding D features of the fingerprint describing the system (although the resultant fingerprint may differ in the remaining features). By considering the molar free energy as a function of a set of D features Φ i , one can thus generalize the CH construction to identify the structures that are stable with respect to decomposition subject to the abstract "thermodynamic constraint" defined by a given set of D features.
Data-driven structure fingerprints. For a given dataset {X k } we extract a small set of key data-driven features that captures most of its structural diversity by performing a kernel principal component analysis (KPCA) on a kernel measure of similarity K(X k , X l ) between pairs of structures X k and X l . That is, we compute the eigenvalues λ i and eigenvectors u i of the kernel matrix, K kl = K(X k , X l ), and evaluate the features of a structure X k as
These features are additive, provided that
is a kernel measure of similarity between pairs of local environments X k and X l .
In practice, we use the smooth overlap of atomic positions (SOAP) kernel, which is constructed around atom-centered, local environments and thus additive, but is otherwise general and agnostic, and can be applied seamlessly to different kinds of materials [21] [22] [23] [24] . Crucially, SOAP fingerprints have proven reliable for both energy regression 23 and structure classification 25 for the systems discussed in the following. SOAP describes an atomic environment X as a sum of atom-centered Gaussians
where x j are the Cartesian coordinates of the atoms of chemical identity α (H, O, C, . . .) within a radial cutoff r c . σ specifies the width associated with each atomic probability distribution. The (rotationally averaged) power spectrum of the expansion of an environment X on a basis of radial functions R n (r) and spherical harmonics Y lm (r),
provides the representation to define the environmental kernels
Loosely speaking, the resultant KPCA features Φ i (X k ) are orthonormal measures of the similarity of the structure X k to a particular combination of all structures in the dataset, dominated by the structurally most distinct configurations.
Feature selection and interpretation. The abstract nature of these KPCA features begs the question of (i) how to identify which among them have the potential to stabilize structures and should thus be included in the GCH construction, and (ii) how to relate them to experimentally realizable conditions. When no prior knowledge of the system is available the KPCA eigenvalue spectrum provides indication of the maximum intrinsic dimensionality (Fig. 2) of the structure data at hand 26 . It can thus be used to choose the dimensionality of the GCH such that the full structural diversity of the dataset is explored. Even in this worst case scenario, the resultant pool of candidates is typically orders of magnitude smaller than the underlying structure database, rendering it possible to further investigate the relations between the features of the candidates and physical observables (or thermodynamic constraints) such as density, composition, etc. This can not only help to translate abstract structural features into practically realizable synthetic protocols, but also to refine the selection of features on which the GCH is constructed a posteriori to those which couple strongly to experimentally realizable conditions and thus have the greatest potential for stabilizing structures. Probabilistic GCH and uncertainty quantification. So far, the GCH framework neglects the inevitable uncertainties in (computed) free energies, lattice parameters and atomic positions, and therefore in the determination of the hull vertices, making it necessary to use rather arbitrary confidence regions around the hull, and to manually remove duplicate structures 27 . We therefore propose a probabilistic extension in which the GCH probability distribution is sampled by constructing many possible convex hulls based on free energies and geometries, which have been randomized according to their respective uncertainties. In practice we take the typical model errors on the energies and Cartesian coordinates (for example, due the choice of density functional in density functional theory (DFT) calculations or the absence of quantum nuclear effects) to be known from experience or benchmarks. We estimate the resultant errors in the energies relative to the instantaneous hull, σ G k , exploiting structural correlations to account for correlations between the errors in {G k }. In particular we ensure that σ G k vanishes for the vertex structures and any structure that is a phase-separated mixture of the vertices of its associated simplex (its "parent phases"), while otherwise reflecting how different a given non-hull structure is from the parent phases. The rationale is that the typical errors are not random, but correlate with the structural features. Consider for instance a phase-separated mixture X k composed of molar fractions w kl of the parent phases X l with calculated energies G l + l . Its calculated energy is identical to the corresponding combination of the energies of the parent phases, including their errors, l w kl (G l + l ). This is exactly the definition of the convex hull energy constructed on G l + l , so that the energy of X k relative to the hull will be zero regardless of the errors. Hence, σ G k should vanish.
Let us introduce a practical definition that satisfies this requirement. We estimate σ G k as the fraction of the total error associated with the deviation of the features Φ i (X k ) from the ideal interpolation in terms of the parent phases, Φ
Here g i is the energetic response to changes in Φ i , which we learn by ridge regression from a machine-learning model of G k , and σ 2 G is the variance of G over the entire dataset. Due to additivity, for a physical mixture, Φ i (X k ) = Φ GCH i (X k ) for all the features, including those that are not used for the GCH construction, which ensures that σ G k = 0. On the contrary, for each point that is not a physical mixture of hull points, only the features used to build the GCH will coincide with Φ GCH i (X k ). In this case, σ G k scales with the residual structural diversity that is not captured by the GCH coordinates. Note that the dependence of the uncertainties σ G k on the instantaneous hull implies that the hull distribution must be sampled "self-consistently".
The randomization of the features Φ i requires knowledge of how the uncertainty in the underlying atomic coordinates and lattice parameters (or "structure parameters") propagates to uncertainties in the features, σ Φi . We estimate σ Φi by randomizing the structure parameters of n r reference configurations X r , that we choose by farthest point sampling. In practice, we randomize each reference structure n s times, compute the features for the randomized structures Φ i (X s r ), and evaluate
After extensive sampling of the GCH distribution the rate with which each structure occurs as a vertex p vertex (X k ) roughly quantifies how trustworthy the identification of the structure X k as stabilizable is and its average distance from the hull provides a measure of its (meta)stability.
Coarse graining of the GCH vertices. In cases where large numbers of very similar structures (for example owing to stacking faults or partial disorder) compete for stability each candidate exhibits a small individual probability of becoming stable. However, collectively such a cluster of structures represents a stable phase. For convenience we reduce the full list of potential vertices to representatives of each cluster, that is, of each stable phase. These are identified by sequentially eliminating the N lowest probability candidates with a cumulative probability N k=1 p vertex (X k ) < 1 (which guarantees that no complete cluster of structures that constitutes one stabilizable structure gets eliminated entirely in one step) from the dataset and resampling the GCH for the thus reduced dataset. This procedure is repeated until the lowest p vertex (X k ) is above a set threshold of 0.5. This "coarse-graining" ensures that the surviving candidates correctly accumulate the probability of becoming stable associated with their respective clusters of similar structures. Even though we only consider these marginal probabilities, the GCH directly samples the full hull distribution, which can further be used to investigate for instance which structures compete for stability.
III. APPLICATIONS
To demonstrate the power of the GCH framework, we apply it to four problems of increasing complexity, namely a database of hydrogen solid phases at terapascal pressure, a set of oxygen-hydrogen binary crystal structures, a subset of this database for which we demonstrate how a GCH can predict oxygen phases that are stabilized by magnetism, and a set of crystalline polymorphs of pentacene for which we investigate chemical substitutions and demonstrate the stability of the GCH to errors in the input energy data. The respective structure databases are available as supplemental material.
Hydrogen at gigapascal pressure. As a first test, we analyze 7,964 locally stable hydrogen structures from an ab initio random structure search (AIRSS)
1,28 at 500 GPa based on DFT geometry optimizations using the Perdew-Burke-Ernzerhof (PBE) functional 29 , where extensive experimental and theoretical literature [30] [31] [32] [33] [34] provides a detailed reference of stabilizable structures. Fig. 3 shows a representation of the GCH procedure when performed on the dominant two KPCA components resulting from a SOAP kernel (r c = 2Å). It is clear that the principal components correlate strongly with the cohesive energy and the molar volume of the structures, and that the GCH procedure identifies configurations that are extremal in geometry and/or particularly favorable energetically. While this two-dimensional map provides for a more intuitive visualization, the KPCA eigenvalue spectrum (see Fig. 2 ) suggests that the intrinsic dimensionality of the dataset is higher. We therefore consider for further analysis the GCH constructed on the top four components. We identify 81 candidate structures, and successfully recover the high-pressure molecular I4 1 amd and atomic R3m phases of hydrogen, as well as analogs of the lower-pressure phases II to IV (a comparison between the structures and their lower-pressure analogs is given in the SI). The latter are not stable at the simulated conditions, so being able to find very similar structures among the candidates is a testament to the long-sightedness of AIRSS and the predictive power of the GCH. To achieve the same feat using a conventional energy-volume CH, structures up to around 8 meV/atom above the CH have to be retained, leaving a disproportionately larger pool of more than 2,000 potentially stabilizable structures.
Oxygen-Hydrogen binary compounds. The next level of complexity in computational materials discovery involves the modeling of multi-component systems: in the case of 51,376 locally stable H x O 1−x configurations from an ab initio random structure search (AIRSS) 1, 28 at 20 GPa (again based on DFT geometry optimizations using the PBE functional 29 ) the GCH framework must resolve the most stable stoichiometries, while at the same time recovering various hydrogen, ice and oxygen phases. The KPCA eigenvalues based on a SOAP kernel (r c = 5Å) decay by more than an order of magnitude after the first feature (see Fig. 2 ). This reflects the dominant role of composition in determining structural diversity and forecloses the identification of the first KPCA feature with composition (see Fig. 4 (a) ). Along this principal axis, one identifies the expected stable oxygen, hydrogen, and ice structures, but also crystalline hydrogen peroxide, ice phases with different fractions of intercalated hydrogen molecules and crystalline molecular hydrogen and oxygen phases with guest water molecules. The latter are unstable in the absence of other stabilizing fields as highlighted by an energy-composition CH construction. Their stability on the GCH arises because the first KPCA feature (while predominantly describing composition) also measures molar volume as an additional stabilizing factor. When constructed on the first two KPCA features the GCH framework identifies 171 stabilizable structures, differing in both stoichiometry and geometry (see Fig. 4 (b) ). Among nine hydrogen structures are phase I, the P c2 1 -24 candidate for phase II, and the Cmca-4 candidate for phase IV 3 . Reassuringly, the three ice phases include the experimentally stable ice VII/VIII and the P mc2 1 high-pressure candidate phase of Hermann et al. 35 .
Magnetically-stabilized phases of oxygen. The six oxygen structures deserve a more detailed discussion, as they demonstrate that the GCH is capable of revealing subtle mechanisms of stabilization, which have barely been touched upon in literature, such as the stabilization of unconventional molecular oxygen phases by external magnetic fields. Using the nomenclature introduced in Refs. 36-38, the six oxygen structures include the conventional α/β and ε 39 phases, in which the O 2 molecules align in the so called "H"-state (Fig. 5  (b) ). The GCH further detects α/β and δ phases with uniformly-tilted O 2 molecules ("S" state, Fig. 5 (c) ) and an α phase, in which the molecules display an alternating tilt pattern ("X" state, Fig. 5 (d) ). Experimental evidence suggests that these may be stabilized by strong magnetic fields 38, 40 , which we further substantiate using spin-polarized DFT calculations using QUANTUM FIG. 6. Sublimation energies, E subl , of different pentacene configurations in kJ/mol before (left) and after 5A nitrogen substitution (center), and after subsequent geometry optimization (right). (a) is among the most unstable pentacene configurations in the dataset. (e) is the most stable 5A substituted azapentacene configuration among 594 configurations from an independent structure search 42 . The E subl computed for the Campbell bulk phase (b) of 151.019 kJ/mol agrees with the experimental values of 154.5 45 and 156.9 ± 13.6 kJ/mol 46 to within the errors.
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41 (see Fig. 5 and SI Fig. S5 ). This demonstrates (i) that structural features do indeed correlate with subtle responses to manipulations of the electronic structure of a configuration and (ii) how one can verify the coupling between abstract structural coordinates and experimentally realizable thermodynamic constraints.
Nitrogen substitution in pentacene. As a final example, we analyze a database of 564 locally stable arrangements of pentacene molecules. This application beyond high-pressure physics demonstrates how the GCH can suggest suitable starting points for studies of chemical substitution. The configurations were obtained by a systematic structure search 42 , based on rigid, DFToptimized molecular units interacting via the W99 forcefield 43 . In Ref. 42 , this structure search is accompanied by independent searches for 5A (see Fig. 6 ) and 5B nitrogensubstituted molecules, which are required because the stability of a given molecule is rarely a good predictor of the behavior of its substituted counterparts 44 .
We first perform a KPCA of the pentacene dataset using the same SOAP kernel (r c = 5Å and σ = 0.3Å) which has previously proven suitable for energy regressions 24 . Alongside conventional, energetically favorable herringbone configurations, such as the Campbell bulk phase 47 , the GCH constructed on the two dominant KPCA features identifies five energetically unfavorable configurations with planar, colinear arrangements of molecules as stabilizable. Whereas nitrogen substitution of the global minimum pentacene configuration leads to a high-energy, unstable structure, several of the GCH vertices that are much higher in energy, which would therefore be discarded in a conventional analysis, retain their geometry upon nitrogen substitution and relaxation (see Fig. 6 ). Moreover, they exhibit competitive energies compared to
