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Los sistemas clásicos de traducción automática están basado en el entrenamiento
de pares de lenguas bilingües. Un modelo es diseñado y entrenado para traducir de
una lengua fuente a una lengua destino. En los últimos años, se han ido desarrollan-
do nuevas aproximaciones que intentan mejorar la calidad de la traducción con la
ayuda de dos o más lenguas en un mismo modelo. En este escenario una lengua es
traducida a dos o más lenguas, muchas lenguas pueden ser traducidas a una lengua,
o muchas lenguas pueden ser traducidas a muchas lenguas. Esta aproximación es
prometedora, diversos estudios han demostrado que utilizar modelos multilingües
mejora la traducción de una lengua, sin embargo, esta aproximación conlleva una
cantidad no menor de retos dependiendo del diseño del modelo de traducción.
En este trabajo se presenta el entrenamiento de dos tipos de aproximaciones den-
tro de los modelos de traducción multilingüe en NMT-Keras. La traducción multilin-
güe con parámetros totalmente compartidos y la traducción automática multilingüe
con parámetros controladamente compartidos. Ambas aproximaciones utilizan redes
neuronales sobre la clásica arquitectura de codificador, decodificador, además de un
modelo atencional. Por otro lado, para lograr construir y entrenar un modelo multi-
lingüe con parámetros controladamente compartidos en NMT-Keras, se modificó el
toolkit creando y asignando un decodificador por cada lengua objetivo.
Análogamente, con un corpus reducido y por cada aproximación multilingüe y
por cada linea base por lengua, se prueban distintas configuraciones de modelos de
traducción automática, con el fin de encontrar la mejor configuración, la cual será
entrenada con la totalidad de los datos.
Finalmente se exponen los resultados de cada aproximación, incluyendo las lineas
bases. Se comparan los resultados entre las aproximaciones expuestas y con trabajos




Classic machine translation systems are based on the training of bilingual lan-
guage pairs. A model is designed and trained to translate from a source language
to a target language. In recent years, new approaches have been developed that at-
tempt to improve the quality of translation with the help of two or more languages
in the same model. In this scenario one language is translated into two or more
languages, many languages can be translated into one language, or many languages
can be translated into many languages. This approach is promising, several studies
have shown that using multilingual models improves the translation of a language,
however, this approach entails a number of challenges depending on the design of
the translation model.
In this work, the training of two types of approaches is presented within the
multilingual translation models in NMT-Keras. Multilingual translation with fully
shared parameters and multilingual machine translation with controlled shared para-
meters. Both approaches use neural networks on the classic architecture of encoder,
decoder, as well as an attentional model. On the other hand, in order to build and
train a multilingual model with controlled parameters shared in NMT-Keras, the
toolkit was modified by creating and assigning a decoder for each target language.
Similarly, with a reduced corpus and for each multilingual approach and for each
baseline per language, different configurations of machine translation models are
tested, in order to find the best configuration, which will be trained with all the
data.
Finally, the results of each approximation are exposed, including the baselines.





Els sistemes clàssics de traducció automàtica estan basat en l’entrenament de
parells de llengües bilingües. Un model és dissenyat i entrenat per a traduir d’una
llengua font a una llengua destinació. En els últims anys, s’han anat desenvolupant
noves aproximacions que intenten millorar la qualitat de la traducció amb l’ajuda de
dues o més llengües en un mateix model. En aquest escenari una llengua és traduïda
a dues o més llengües, moltes llengües poden ser traduïdes a una llengua, o moltes
llengües poden ser traduïdes a moltes llengües. Aquesta aproximació és promete-
dora, diversos estudis han demostrat que utilitzar models multilingües millora la
traducció d’una llengua, no obstant això, aquesta aproximació comporta una quan-
titat no menor de reptes depenent del disseny del model de traducció.
En aquest treball es presenta l’entrenament de dos tipus d’aproximacions dins
dels models de traducció multilingüe en NMT-keras. La traducció multilingüe amb
paràmetres totalment compartits i la traducció automàtica multilingüe amb parà-
metres controladament compartits. Ambdós aproximacions utilitzen xarxes neuro-
nals sobre la clàssica arquitectura de codificador, descodificador, a més d’un model
d’atenció. D’altra banda, per a aconseguir construir i entrenar un model multilin-
güe amb paràmetres controladament compartits en NMT-Keras, es va modificar el
toolkit creant i assignant un descodificador per cada llengua objectiu.
Anàlogament, amb un corpus reduït i per cada aproximació multilingüe i per ca-
da línia base per llengua, es proven diferents configuracions de models de traducció
automàtica, amb la finalitat de trobar la millor configuració, la qual serà entrenada
amb la totalitat de les dades.
Finalment s’exposen els resultats de cada aproximació, incloent les línies bases.
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Desde hace muchos años, la traducción de lenguas ha sido un problema en diver-
sos ámbitos para las sociedades. Desde el siglo XVII hasta nuestros días, se han ido
buscando y desarrollando teorías, métodos y máquinas de traducción para lograr
la comunicación entre sociedades con bases lingüísticas diferentes. Este problema
se acentúa a medida que en el mundo en que vivimos se globaliza a un paso rau-
do. En el pasado la comunicación no era expedita, mucho menos en tiempo real,
es por lo anterior que en el mundo moderno y altamente globalizado en el que nos
encontramos, estamos obligados a tener el conocimiento o herramientas para poder
comunicarnos con nuestros pares nativos y extranjeros de forma inmediata, ya sea,
por diversos motivos: trabajo, viajes, estudios, etc.
La traducción automática (TA), ha sido blanco de estudio durante varios años,
remontándose a 1933 cuando George Artsrouni (franco-armenio) y Petr Smirnov-
Troyanskii (ruso) postularon una de las primeras aproximaciones a la traducción
automática, fabricando un glosario automático mecánico en el cual se podía traducir
una palabra de un idioma otro. Años más tarde, el estadounidense y criptógrafo
Warren Weaver planteó el problema de la traducción de lenguas como un problema
criptográfico, de tal modo que, una frase en una lengua A estaba codificada con
símbolos extraños en una lengua B. Más tarde el mismo Warren propondría los
primeros métodos estadísticos para la traducción automática utilizando ordenadores
(los cuales habían sido inventados recientemente), dando los primeros lineamientos
para la traducción automática moderna.
Años más tarde, aparecerían los sistemas de traducción basados en reglas, en los
cuales, se extraía la información de diccionarios y reglas gramaticales por traductores
humanos, para generar las traducciones. El fin de estos sistemas basados en reglas
fue en 1989 cuando se presentaron los traductores automáticos basados en corpus.
Los sistemas basados en corpus, utilizan pares de sentencias, en los cuales cada
sentencia en la lengua X tiene su propia traducción en la lengua Y. Normalmente a
estos corpus se les llama corpus paralelos. Dentro de estos sistemas de traducción se
ha estado destacando hasta no hace mucho, los sistemas de traducción automática
estadística (TAE).
Los esfuerzos por mejorar la TA han puesto en evidencia que no se ha logrado
resolver el problema en su totalidad. Hoy en día se utilizan grandes redes neuronales
para realizar las traducciones. Las prestaciones computacionales son extremadamen-
te mejores que las del pasado, permitiendo la utilización de diversas técnicas.
A pesar de todos los avances tecnológicos y los resultados obtenidos con las dis-
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tintas aproximaciones durante la historia de la TA, se siguen buscando métodos para
mejorar la calidad de los traductores automáticos. Investigadores en universidades
y el sector privado, han descubierto y demostrado que la utilización de más de un
par de lenguas en un mismo modelo, mejoran la calidad de la traducción.
En el presente trabajo se aborda el problema de la traducción automática mul-
tilingüe, desarrollando un modelo capaz de traducir de una lengua a dos lenguas
diferentes. El documento está estructurado de la siguiente forma: en el Capítulo 1
se introduce la traducción automática y sus desarrollos hasta el día de hoy. En el
Capítulo 2 se desarrolla la traducción automática multilingüe en conjunto con el
estado del arte en esta área. En el Capítulo 3 se introduce el toolkit NMT-Keras, el
cual es utilizado para entrenar dos tipos de modelos dentro de la traducción auto-
mática multilingüe, los cuales son: modelo de traducción automática con parámetros
totalmente compartidos y modelo de traducción automática con parámetros contro-
ladamente compartidos. En el mismo capítulo se presenta la modificación del toolkit,
el cual en un principio no posee la característica de entrenar modelos multilingües.
En el Capítulo 4 se presentan los experimentos realizados, los resultados obteni-
dos y su discusión. Finalmente en el Capítulo 5 se presentan los trabajos futuros y
conclusiones del presente estudio.
Capítulo 1
Traducción Automática
La traducción automática (TA) es una rama de la lingüística computacional que
aborda el cómo traducir texto o habla de una lengua a otra utilizando herramientas
computacionales. El problema de la traducción, se remota a varios siglos atrás,
incluso a la época de grandes filósofos como Descartes y Leibniz, los cuales fueron
los pioneros en buscar relaciones de palabras entre dos lenguas distintas. Durante
años se han ido desarrollando distintos métodos, modelos y teorías de sobre cómo
diseñar un buen traductor de lengua, incluso se han postulado teorías de lenguajes
universales utilizando principios lógicos y símbolos. Hoy en día, el problema de la
traducción automática es la calidad de la traducción, además de la búsqueda de un
traductor universal. Lo anterior se puede demostrar debido a que existen traductores
automáticos especializados en áreas específicas.
La traducción automática, ha ido tomando importancia con el pasar de los años,
la globalización ha puesto en aceleración varios aspectos sociales y tecnológicos, y la
traducción no ha estado exento de ello. Prueba de lo anterior son las organizaciones
internacionales, las redes sociales y la facilidad que hoy en día tienen las personas
de moverse por el mundo. Lo anterior, genera la necesidad de poder comprender las
distintas lenguas con las que nos enfrentamos día a día, en viajes, en internet, en
conferencias, etc.
Las distintas aproximaciones para enfrentar los problemas de la TA pueden ser
divididas basados en los siguientes criterios [1]:
1. Dependiendo del tipo de entrada: texto o habla.
2. Dependiendo del tipo de aplicación en la que se usará las traducciones:
Aplicaciones que buscan la traducción en una base de datos.
Aplicaciones que producen una traducción estimada y luego se mejoran
con posedición con la ayuda del usuario.
Aplicaciones que generan traducciones interactivas con la ayuda del usua-
rio.
Aplicaciones completamente automatizadas para realizar la traducción
(restringido al dominio).
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3. Dependiendo de la tecnología que se emplea al traducir:
Sistemas basados en reglas
Sistemas basados en corpus
La utilización de sistemas basados en reglas fue predominante durante algunos años,
sin embargo, este sistema de traducción era muy costoso y complejo, además de no
ser escalable y adaptable a los cambios del lenguaje, puesto que, requerían de ac-
tualizaciones de las reglas que modelan el lenguaje.
1.1. Traducción Automática Estadística
Los sistemas basados en corpus han dominado el campo de la TA durante los
últimos años, destacando en ellos la traducción automática estadística (TAE), la
cual fue presentada en los años 50 y retomada en los 90, debido a la mejora de
las prestaciones computacionales. La TAE ha demostrado ser el estado del arte en
este tópico durante varios años no muy lejanos al actual. La hipótesis principal
que propone la TAE es que para cada frase del lenguaje fuente existe una posible
traducción en la lengua de destino.
Más formalmente, dado una sentencia x en un lenguaje fuente, el sistema TAE
busca una traducción apropiada y en el lenguaje destino. Lo anterior puede ser
modelado de la siguiente forma [2]:
ŷ = arg m
y
axPr(y|x) (1.1)
la ecuación anterior entrega la frase de destino y que maximice la probabilidad de
que y sea una traducción de la frase x del lenguaje fuente dado.
Por otra parte, los enfoques más recientes de TAE se basan en el modelo log-
linear para Pr(y|x) el cual es modelado de la siguiente forma [3]:






λn · log(fn(y, x))
}
(1.2)
donde log(fn(y, x)) puede ser una característica importante para el modelo de tra-
ducción, N es el número de características y λn son los pesos de la combinación
log-linear.
Análogamente, TAE se enfrenta a dos desafíos, los cuales son:
Aprendizaje de los modelos que generan las características.
Buscar un método eficiente y efectivo para la búsqueda global.
Por otra parte, existen los métodos basados en redes neuronales, los cuales se han
utilizado en este trabajo y se les dará mayor énfasis en la siguiente sección.
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1.2. Traducción Automática Neuronal
La traducción automática neuronal TAN (o en inglés NMT de neuronal machi-
ne translation) se ha convertido en una aproximación importante en la traducción
automática, no solo en la investigación académica sino que también en las empre-
sas privadas que la utilizan para uso comercial [4]. TAN ha demostrado tener un
mejor rendimiento en muchos casos frente a la TAE clásica, incluso alcanzando el
estado del arte en diferentes pares de lenguas [5], gracias a la utilización de redes
neuronales. La idea principal de la TAN se representa con la siguiente ecuación:





prθ(si|si−11 , c(e)), (1.3)
donde si es la palabra traducida actual, la cual se genera a partir de las palabras
ss−11 que fueron traducidas con anterioridad con un tipo de representación denotado
por la función c de la sentencia de origen e, y de los parámetros del modelo θ.
Aunque el uso de redes neuronales para la traducción automática se propuso hace
ya varios años [24], hoy en día se han convertido en la herramienta más utilizada
para la TA, incluso se han desarrollado bastantes aproximaciones para la TAN,
comúnmente siguiendo el paradigma de codificador-decodificador como base, además
de la utilización de grandes redes neuronales.
1.2.1. Redes neuronales recurrentes
Una red neuronal recurrente (RNN) es un tipo de red neuronal que contiene
un estado oculto h y una salida opcional y que opera en una secuencia de tamaño
variable x = (x1, ..., xT ). En cada tiempo t, el estado oculto h(t) es actualizado de la
siguiente manera:
ht = fh(xt, ht−1) (1.4)
yt = fo(ht) (1.5)
donde ht es el estado oculto de la red neuronal en el tiempo t. La RNN puede
aprender la distribución de probabilidad sobre una secuencia siendo entrenada para
predecir el símbolo siguiente de una secuencia. La salida en cada tiempo t es la dis-
tribución condicional p(Xt|xt−1, ...x1). Diferentes elecciones de h, fh y fo generaron
nuevas arquitecturas de redes neuronales como las redes de Jordan [30] o las redes
de Elman [31]. En la Figura 1.1 se puede observar la arquitectura de Elman. En este
caso las ecuaciones 1.4 y 1.5 son reescritas de la siguiente forma:
ht = fh(xt, ht−1) = φ(W
Tht−1 + U
Txt) (1.6)
yt = fo(ht) = σ(V
Tht) (1.7)
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Figura 1.1: Red neuronal recurrente
donde W, U y V son los pesos de las matrices de la capa recurrente, la capa de
entrada, y la capa de salida respectivamente. Por otra parte, φ es una función de
activación no lineal (usualmente sigmoidea o tangente hiperbólica). Finalmente σ es





donde zk es la k-ésima unidad de salida. Cada unidad de salida representa una
palabra del diccionario de palabras, por lo que el tamaño de la capa de salida es
equivalente al tamaño del vocabulario.
1.2.2. Codificador-Decodificador
Un codificador-decodificador (Figura 1.2) en una red neuronal codifica una se-
cuencia de longitud variable en una representación vectorial de longitud fija. Por otra
parte, decodifica el vector de longitud fija en una secuencia de longitud variable. Los
componentes del codificador-decodificador se entrenan con el fin de maximizar la
probabilidad logarítmica condicional dado un conjunto de pares de entrenamiento









donde xn = x1, ..., xJ es una sentencia de entrada de tamaño J , yn = y1, ..., yI es
una sentencia de salida de tamaño I y finalmente θ es el conjunto de parámetros.
La entrada de estas redes es el lenguaje fuente, y su output es el lenguaje destino
(u objetivo) el cual posee la traducción real.
Codificador
El codificador normalmente está compuesto por una red neuronal recurrente con
capas ocultas del tipo “Long Short Term Memory” (LSTM) [34] o “Gated Recurrent
Unit” (GRU) [35]. El codificador proyecta una representación de su entrada en un
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vector de tamaño fijo, mientras que el decodificador es alimentado con esta represen-
tación para producir la traducción de la sentencia en el lenguaje objetivo [6], como
se muestra en la Figura 1.2:
Codificador C DecodificadorEl café está listo . The coffee is ready .
Figura 1.2: Configuración Codificador-Decodificador.
Una diferencia que caracteriza a la traducción automática neuronal es la represen-
tación de las palabras y frases, las cuales son proyectadas en vectores numéricos
[8].
El codificador formalmente se modela de la siguiente forma [6, 7]:
hj = f(xj, hj−1) (1.10)
y
c = q(h1, ..., hJ) (1.11)
donde xj es una secuencia de entrada al modelo, hj ∈ Rn es el estado oculto en
el tiempo j, y c es un vector generado en base a la secuencia de estados ocultos,
mientras que f y q son funciones no lineales.
Decodificador
El decodificador es entrenado para generar la sentencia de salida yI1 = y1, ..., yI
dado las palabras predichas anteriormente y el vector de contexto c. Desde una




p(yi|{y1, ..., yi−1}, c) (1.12)
donde y = (y1, · · ·, yI). Utilizando una red neuronal recurrente (RNN) como es en
este caso, la probabilidad se modela de la siguiente forma:
p(yi|{y1, ..., yi−1}, c) = g(yi−1, si, c), (1.13)
donde g es una función no lineal y si es el estado oculto de la RNN.
Modelo atencional
El uso de un tamaño fijo de vectores en el modelo de codificador-decodificador
produce un cuello de botella, dado que el vector al ser de tamaño fijo no puede cap-
turar el contexto completo de la sentencia cuando esta es de un tamaño extenso [10].
Sin embargo, este problema se soluciona creando un vector de contexto variable, el
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cual captura el contexto y las relaciones de las sentencias a traducir [9]. Formalmente
esta aproximación se modela de la siguiente forma:
p(yi|{yi, ..., yi−1}, ci) = g(yi−1, si, ci), (1.14)
donde g es una función no lineal, si es el estado oculto de la RNN y el vector ci es
la suma ponderada de la secuencia de anotaciones salientes del codificador, la cual





donde αij es estimado por una función softmax para cada hj. Esta estimación se





donde eij = a(si−1, hj) es una puntuación dada por un modelo de alineamiento, el
cual mide que tan bien las entradas de posición j coinciden con las posiciones i de
las salidas.
Este modelo de alineamiento recibe el estado previo del decodificador si−1, y
la anotación de la sentencia fuente hj. Formalmente este modelo se describe de la
siguiente forma:
A(si−1, hj) = v
>
a tanh(WaSi−1 + Uahj) (1.17)
donde va, Wa y Ua, son los pesos entrenables del modelo atencional. Esto permite
obtener una representación de la sentencia de entrada basada en el entrenamiento
de estos pesos.
Existen otras aproximaciones en la literatura para realizar el cálculo del modelo
atencional, como el producto punto atencional [33] el cual formalmente se escribe
de la siguiente forma:
A(si−1, hj) = s
>
i−1hj (1.18)
Esta aproximación posee una ventaja debido a que no posee parámetros como en la
ecuación 1.17. Esta ventaja radica en el simple producto punto entre los vectores de
proyección de consulta (en inglés “query”) y llave (en inglés “key”).
1.2.3. Transformer
El transformer [32] es una arquitectura que se ha introducido recientemente, el
cual reemplaza las capas recurrentes por una nueva capa de autoatención, además
de varios cambios en la arquitectura tradicional de codificador-decodificador.
El codificador y decodificador están compuesto por la unión de varias capas de
autoatención, las cuales forman bloques en la parte superior de cada componente.
El codificador está compuesto por la unión de 6 capas idénticas. Cada capa tiene
un conjunto de capas secundarias con distintas funcionalidades. La primera capa
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contiene un mecanismo multicabezal de autoatención, mientras que la segunda es
una capa totalmente conectada. Por otra parte, existe una conexión residual entre
cada una de las dos capas secundarias, seguidas de una capa de normalización.
El decodificador está compuesto por la unión de 6 capas al igual que el codifica-
dor, con la diferencia de que se introduce una tercera capa secundaria la cual utiliza
un muticabezal atencional sobre la salida de las capas del decodificador.
Esta arquitectura contiene múltiples productos puntos escalares atencionales
usando un multicabezal atencional. El producto punto fue introducido en la ecua-
ción 1.18. Este producto punto atencional tiene una entrada de consulta (la cual
usualmente es el estado oculto del decodificador) y llaves de tamaño dk (estados
ocultos del codificador), y valores de dimensión dv (pesos normalizados), los cuales
representan cuanta atención posee una llave. El producto es calculado por la consul-
ta para todas las llaves, dividido por cada
√
dk y aplicando una función de activación
softmax para obtener los pesos de cada valor.
En la práctica, el cálculo se realiza sobre un conjunto de consultas simultánea-
mente encapsuladas en una matriz Q. Por otra parte, las llaves y los valores son
encapsulados en las matrices K y V respectivamente. Formalmente esto se presenta
de la siguiente forma:




Con el cálculo anterior, el mecanismo de atención solo nos entrega una respuesta
para cada consulta. El multicabezal atencional permite realizar el cálculo anterior a
un nivel de múltiples consultas y llaves. Lo anterior desencadena en varios cálculos
atencionales en paralelo combinando el resultado para obtener un vector de contexto.
El multicabezal atencional se calcula se la siguiente forma:







i , V W
V
i ) (1.21)
Las proyecciones son matrices de parámetrosWQi ∈ Rdmodel×dk ,WKi ∈ Rdmodel×dk ,W Vi ∈
Rdmodel×dv y WO ∈ Rhdv×dmodel , los cuales son aprendidos durante la etapa de entre-
namiento.
En la Figura 1.3 se muestra la arquitectura de un transformer con 6 codificadores
y 6 decodificadores.
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Figura 1.3: Arquitectura de un transformer.
Capítulo 2
Traducción automática multilingüe
Hasta hace poco, la idea inicial de estudiar la traducción automática fue basada
en la traducción de un lenguaje a otro (Sección 1). En los últimos años investigadores
han descubierto que la utilización de múltiples lenguajes en los sistemas de TA
mejoran la calidad de la traducción [11, 12, 13]. A este nuevo sistema de traducción
se le denomina en inglés como “multilingual neuronal machine translation” (MNMT).
A diferencia del sistema de pares de lenguajes en TAN, MNMT procesa múltiples






















Casos de uso Problemas centrales
Total/mínimo/controlado compartimiento de 
parámetros, modelos masivos, capacidad de 
embotellamiento.
Equilibrar las representaciones de idiomas dependientes 
de agnósticos, el impacto de las etiquetas de idioma, el 
reordenamiento y preorden de idiomas.
Desafíos
Entrenamiento paralelo o en conjunto, entrenamiento con 
etapas, entrenamiento incremental, destilación del 
conocimiento.
Generador de lenguaje incorrecto, representación 
invariante del lenguaje, acuerdos de salidas, 
efectos del tamaño del corpus y números de 
lenguajes.
Fine-tuning, regularización, transferencia léxica, 
transferencia sintáctica, relación lingüística.
Generación de corpus sintético, refinamiento iterativo, 
modelos profesor-estudiante, aproximaciones 
pre-entrenadas.
Sentencias fuentes disponibles/no disponibles, 
lenguajes fuentes y destino multilingües, 
posedición.
Figura 2.1: MNMT categorizado en base a casos de usos, problemas centrales y
desafíos a resolver [14].
El objetivo principal de MNMT es crear un modelo de traducción capaz de utili-
zar todos los recursos disponibles en las distintas lenguas participantes del proceso.
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Los sistemas MNMT están tomando ventaja sobre los de NMT, puesto que,
MNMT ha demostrado que ayuda al lenguaje con recursos bajos de traducción a
adquirir conocimiento de los otros lenguajes [15]. Por otra parte, MNMT permite
que la capacidad de generalización de los modelos aumente dado la exposición de
diversos lenguajes en un mismo sistema, aportando conocimiento (transferencia de
conocimiento [16]) en las decisiones de desambiguación mejorando la calidad de la
traducción. Por otra parte, se han presentado estudios en los cuales se desmuestra
que MNMT también aporta a la calidad de la traducción cuando los modelos son
entrenados con lenguajes de recursos altos [17]. Comúnmente se pensaría que al
añadir más lenguajes a un modelo NMT los parámetros crecerían considerablemente.
Lo anterior no es correcto en su totalidad, debido a que un sistema NMT puede ser
convertido en un MNMT fácilmente (como se exhibe en la Sección 3.1), manteniendo
un modelo compacto.
Como se muestra en la Figura 2.1, existen diversos escenarios que se han esta-
do estudiando durante los últimos años. Dentro de ellos los más explorados en la
literatura han sido [14]:
Traducción multilingüe: el objetivo principal es construir un modelo único que
acepte varias lenguas, tales como, de una a varias lenguas, de varias lenguas a
una, y de varias lenguas a varias lenguas.
Traducción de bajos recursos: el objetivo principal es mejorar la traducción de
aquellos lenguajes con bajos corpus paralelos o sin ellos. Existen dos tipos en
éste tópico:
a) Pares de lenguajes de altos recursos.
b) No existe un corpus paralelo directo para la lengua de bajos recursos,
pero las lenguas comparten un corpus paralelo con uno o más idiomas
pivote.
Traducción de múltiple recursos: la redundancia existe en el lenguaje fuente, al
haber sido traducido en múltiples lenguajes [15]. Esto podría ayudar a mejorar
la traducción al aportan en la desambiguación al momento de la traducción al
nuevo lenguaje.
En la siguiente sección se extenderá el concepto multilingüe en profundidad.
2.1. Traducción automática multilingüe
Como se dijo anteriormente, el objetivo de MNMT es encapsular un modelo que
sea capaz de procesar múltiples lenguajes. Formalmente existen l pares de lenguas
(srcl, tgtl) ∈ L(l = 1 aL), donde L ⊂ S×T , y S,T son los conjuntos de datos X del
lenguaje fuente e Y del lenguaje objetivo respectivamente. Expuesto lo anterior, es
evidente que es necesario tener un corpus para cada par de lenguas, tanto para el
lenguaje fuente como para el lenguaje objetivo.
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Dentro de la traducción automática multilingüe se pueden distinguir tres clases
de modelos, los cuales son agrupados dependiendo del nivel de compartición de
parámetros entre lenguas. Las clases y algunas de sus características son [14]:
1. Parámetros mínimamente compartidos: sistemas que encapsulan la mayoría de los
parámetros por lengua. Solo algunos de los parámetros son compartidos. Dentro
de esta clase predominan una serie de componentes que se listan a continuación:
Codificadores y decodificadores separados.
Capa atencional compartida.
Modelos de gran volumen.
Descomponible - separable.
Sin cuello de botella.
Menos populares.
2. Parámetros parcialmente compartidos: sistemas que comparten controladamente
los parámetros. Normalmente estos modelos son complejos. Los componente que
destacan en esta clase son:
Parámetros controlados.
Modelos complejos.
Creación contextual de los parámetros del modelo.
Posible arquitectura de modelos basada en datos.
Están ganando popularidad
3. Parámetros totalmente compartidos: sistemas que comparten todos los paráme-
tros entre todos los lenguajes que se procesan en el modelo. Los componentes
predominantes en esta clase son:
Codificador, decodificador y capa atencional compartida.
Cadena de texto que indican el lenguaje objetivo (etiqueta).
Modelos ligeros y compactos.
No descomponible o separable.
Cuello de botella.
Más popular.
Los modelos de traducción automática multilingüe permiten la compartición de co-
nocimiento entre lenguas, ayudan a la contextualización y a la desambiguación. Por
otra parte, es posible comprender la relación de los lenguajes desde una perspectiva
estadística y lingüistica [18]. En el presente trabajo se presenta un modelo con pará-
metros totalmente compartidos y un modelo con parámetros compartidos en forma
parcial.
En la siguiente sección se estudiarán más en profundidad estos modelos.
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2.1.1. Modelos con parámetros totalmente compartidos
En esta aproximación un único modelo es entrenado con múltiples lenguajes,
por lo tanto, todos los parámetros del modelo son compartidos. Para realizar esto
no es necesario realizar modificaciones en el sistema clásico de TAN (embedding-
codificador-Atención-decodificador), debido a que la característica principal de esta
aproximación se basa en una etiqueta o token [17], que indica el lenguaje objetivo













1. <fr> I am an student .
2. <fr> Yo soy un estudiante .
3. <it> I am an student .
4. <it> Yo soy un estudiante .
1. Je suis étudiant .
2. Je suis étudiant .
3. Sono uno studente .
4. Sono uno studente .
Figura 2.2: Paradigma de la traducción automática multilingüe
En el ejemplo de la Figura 2.2 se define un único codificador, los embeddings (E)
y un decodificador compartido por ambos lenguajes. El codificador podría poseer
N capas ocultas, de L1 a LN , además de una entrada única X la cual contiene
los lenguajes fuentes concatenados. Por otra parte el decodificador podría poseer M
capas, de L1 a LM y una salida única Y que puede ser uno de los lenguajes objetivos.
La etiqueta añadida a cada sentencia del lenguaje fuente es aprendida por la red
neuronal y es capaz de distinguir el lenguaje objetivo.
Normalmente en esta aproximación se utiliza un vocabulario único a lo largo de
cada lenguaje utilizado en el modelo, puesto que, la entrada al modelo son secuencias
de distintas lenguas desde un mismo origen, como se muestra en la Figura 2.2. En
la práctica, lo anterior se traduce en la construcción de un único vocabulario para
distintos lenguajes, debido a la concatenación de los corpus en la entrada y la salida.
Usualmente este vocabulario es generado usando técnicas de niveles de sub-palabras
como byte-pair encoding (BPE) [19], word-piece model (WPM) [20] o sentence-piece
model (SPM) [21].
Por otra parte, el entrenamiento se realiza de igual forma que un sistema TAN,
en el cual se minimiza la entropía cruzada como función de pérdida entre la sentencia
estimada y la sentencia real. Análogamente, se postuló que este tipo de aproximación
es beneficioso para aquellos lenguajes que tienen cierto grado de similitud, o que
están relacionados de alguna forma a nivel léxico y sintáctico [22].
2.1.2. Modelos con parámetros parcialmente compartidos
En este tipo de aproximación se decide qué parámetros se compartirán a lo largo
del modelo. Se estima que los parámetros a compartir dependen del origen de cada
lenguaje y sus similitudes, como también la divergencia de estos [22]. La literatura
recomienda poner mayor atención al decodificador, puesto que, este se encarga de
hacer la traducción a la lengua objetivo, mientras que el codificador tiene un trabajo
más simple en este tipo de tareas.
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Análogamente, se estima que al compartir el codificador a lo largo de diferentes
lenguajes se reduce la cantidad de parámetros del modelo.
Se han presentado diversos modelos los cuales se diferencian dependiendo de los
parámetros que comparten.
En Dong et al., 2015 [23] se presenta la configuración de un codificador compar-
tido y un decodificador por cada lengua, como se muestra en la Figura 2.3. Esta
arquitectura no es trivial de construir y de entrenar. Por otra parte, ha ido ga-
nando popularidad en este tipo de tareas, debido a que el decodificador tiene la
oportunidad de ser entrenado con un solo lenguaje. Si bien esta arquitectura se está
popularizando por su buen desempeño, los parámetros crecen a medida que se in-








Figura 2.3: Configuración de un lenguaje a muchos con un decodificador por lengua
objetivo.
Otra configuración posible para esta tarea, es utilizar parámetros compartidos
entre decodificadores [22]. La idea principal de esta aproximación es tener un decodi-
ficador por lengua, los cuales comparten algunos componentes de cada decodificador,
como se muestra en la Figura 2.4. Este modelo híbrido propone compartir la mayor
cantidad de parámetros entre los decodificadores, para aprovechar los beneficios de
compartir información entre lenguas objetivo sin perder la particularidad de deco-








Figura 2.4: Configuración de un lenguaje a muchos con decodificadores separados
por lengua y parámetros compartidos.
Este tipo de aproximación es altamente compleja, dado que, se debe mantener un
equilibrio entre los parámetros compartidos y la exactitud del modelo, en vista de
crear un único sistema compacto.
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2.2. Estado del Arte
La traducción automática multilingüe es una nueva aproximación en el área de
la traducción automática, poco explorada, la cual puede utilizar múltiples lenguajes
fuentes y destinos, o distintas configuraciones entre ellas, como un lenguaje fuente
a muchos como en el caso de este trabajo.
Varios modelos han sido presentados en la literatura, debido a los buenos re-
sultados que están demostrando estas aproximaciones, incluso alcanzando el estado
del arte en la traducción automática, tanto en la literatura como en la industria.
Recientes trabajos han demostrado los beneficios y mejoras que están aportando los
modelos multilingües.
En Yiren Wang at al. [40], se propone un aprendizaje multitarea, utilizando un
corpus de entrenamiento de bitext y dos modelos de lenguaje de eliminación de rui-
do en corpus monolingües (lenguaje enmascarado y codificación automática), con
el fin de mejorar la traducción. En este trabajo se realiza un estudio extenso sobre
TAM con 10 pares de lenguas de la WMT. En este trabajo se muestra que se mejora
eficazmente la calidad de la traducción para lenguas de recursos altos y bajos, lo-
grando resultados significativamente mejores que los modelos bilingües individuales.
Los autores utilizan la arquitectura de transformadores para todos los experimentos,
los cuales están conformados por muchos lenguajes a inglés, ingles a muchos lengua-
jes, y muchos lenguajes a muchos lenguajes. Los autores añadieron una etiqueta a
cada sentencia de entrada la cual representa el lenguaje objetivo de cada sentencia
[17]. El trabajo demuestra que el aprendizaje de un modelo multilingüe combinado
con aprendizaje multitarea ayuda a mejorar la calidad de la traducción en lenguajes
de altos y bajos recursos.
Zehui Lin at al. [36] investigan la pregunta “¿es posible construir un único modelo
de traducción automática universal que sirva como semilla común para obtener mo-
delos derivados y mejorados en pares de idiomas arbitrarios?”. Los autores proponen
mRASP un método de preentrenamiento, el cual propone un enfoque para entrenar
un modelo de TAM universal. mRASP utiliza una nueva técnica de sustitución ali-
neada aleatoria. Su funcionamiento se basa en el acercamiento de palabras y frases
con significados similares en lenguajes parecidos en el espacio de representación. En
el trabajo se entrena el modelo mRASP con 32 pares de lenguas conjuntamente
sobre una arquitectura basada en el transformador. Los autores modifican la arqui-
tectura clásica del transformador reemplazando la función de activación ReLU por
una GeLU [37] en la red neuronal. Para realizar la detección del lenguaje objetivo,
los autores añaden la etiqueta del lenguaje objetivo a las sentencias de entrada [17].
Los experimentos realizados en este trabajo demuestran que el modelo propuesto
mejora la calidad de la traducción. Paralelamente, se demuestra también que al uti-
lizar varios lenguajes de bajos recursos en el modelo puede mejorar la calidad de
traducción de los lenguajes de altos recursos.
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En Gao at at. [39] se presenta DecSDE , un embedding eficiente el cual está ba-
sado en n-gramas de caracteres diseñados para el decodificador. El objetivo de este
trabajo es mejorar la traducción automática multilingüe para los lenguajes de ba-
jos recursos. Los autores diseñan un método para construir un embedding para el
lenguaje objetivo en la traducción automática multilingüe. DecSDE está basado
en “Soft Decoupled Encoding” (SDE) [40], pero adaptado al decodificador. La ar-
quitectura utilizada en este trabajo está basada en el transformador con 6 capas
de codificadores y decodificadores. El trabajo presenta mejoras en la calidad de la
traducción en los lenguajes de bajos recursos al mirar a nivel de caracteres en el





NMT-Keras es un toolkit desarrollado por la Universidad Politécnica de Valencia
(UPV) basado en la biblioteca para aprendizaje profundo Keras [26] la cual trabaja
sobre la biblioteca de Tensorflow. Posee una serie de herramientas para entrenar
modelos de aprendizaje profundo. Además se especializa en tareas de traducción
automática, tales como, protocolos de traducción interactiva, predictiva y adaptación
del sistema de traducción a través del aprendizaje continuo. NMT-Keras posee dos
modelos de traducción automática: Attention RNN (Figura 3.1) [9] y Transformer
[27]. Estos pueden ser instanciados rápidamente sin intervención a nivel de código,
además de ser fácilmente modificados desde el configurador indicando los hiper-
parámetros para el modelo, como también para el entrenamiento.
Esta herramienta soluciona el problema de instanciar tareas secuenciales aplica-
das a entradas y salidas de texto, de una manera eficaz e intuitiva.
NMT-Keras está compuesto por tres grandes componentes, los cuales se listan a
continuación:
Keras: API diseñada para el fácil uso de cualquier persona con conocimientos
de programación. Keras sigue las mejores prácticas para reducir la carga cog-
nitiva, posee una API consistente y simple de utilizar, además de ser intuitiva.
Por otra parte, minimiza el número de acciones del usuario para la creación
de modelos tradicionales o no complejos.
Multimodal Keras Wrapper: permite manejar el entrenamiento y aplicación de
modelos complejos en Keras. Posee gestión de datos, el cual permite cargar y
modificar los datos, como también la instanciación de modelos y llamadas de
vuelta (callbacks) durante el entrenamiento.
NMT-Keras: biblioteca la cual utiliza Keras y Multimedia Keras Wrapper para
construir el proceso de traducción automática desde el preprocesamiento hasta
la predicción.
En el presente trabajo se adaptará la configuración estándar de NMT-Keras para
permitir el entrenamiento de un modelo de traducción automática multilingüe, visto
en la sección 2.1. Por otra parte, se modificará la arquitectura base expuesta en la
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Figura 3.1: Arquitectura de un traductor automático en NMT-Keras basado en en
el modelo atencional de Bahdanau [9], el cual está compuesto por una capa de
embedding, seguido de una red neuronal recurrente bidireccional la cual representa
al codificador, el cual se conecta directamente al mecanismo atencional, creando una
entrada para el decodificador con la representación dada por el codificador en forma
de anotaciones.
Figura 3.1 con el fin de crear un modelo capaz de entrenar una lengua de origen
a dos lenguas objetivos, con decodificadores paralelos, tal como se muestra en la
Figura 2.3.
3.1. Traducción automática multilingüe con pará-
metros completamente compartidos en NMT-
Keras
Como se exhibió en la sección 2.1.1, es necesario agregar una etiqueta al principio
de cada sentencia de entrada en el lenguaje fuente (ver Figura 2.2). Lo anterior se
realizó fuera de NMT-Keras, debido a que el toolkit no está diseñado para realizar
este tipo de trabajo, por lo tanto, se abordó en la parte del preproceso y no fue nece-
saria la modificación del toolkit. Cada sentencia en el lenguaje fuente fue etiquetada
con el nombre de su respectivo lenguaje objetivo.
El corpus resultante del lenguaje fuente, para el caso de un modelo de traducción
del inglés al español quedó de la siguiente forma:
__trgt__es Resumption of the session
__trgt__es I declare resumed the session of the...
__trgt__es Although, as you will have seen...
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y para el inglés al francés:
__trgt__fr Resumption of the session
__trgt__fr I declare resumed the session of the..
__trgt__fr Although, as you will have seen...
Seguido de lo anterior, los corpus fueron concatenados en un único corpus, similar
a la siguiente estructura:
__trgt__es Resumption of the session
__trgt__es I declare resumed the session of the...
__trgt__es Although, as you will have seen...
...
__trgt__fr Resumption of the session
__trgt__fr I declare resumed the session of the..
__trgt__fr Although, as you will have seen...
Por otra parte, al crear un nuevo corpus unificado para el lenguaje fuente, fue ne-
cesario unir el corpus de los lenguajes objetivos, con el fin de que las sentencias de
ingles-español e inglés-francés estén pareadas y se posicionen correctamente, tal co-
mo se demuestra en la sección 2.1.1. Por lo anterior, el corpus de lenguajes objetivos
quedaría de la siguiente forma:
Reanudación del período de sesiones
Declaro reanudado el período de sesiones
Como todos han podido comprobar
...
Reprise de la session
Je déclare reprise la session...
Comme vous avez pu le constater...
Es importante destacar que no es necesario que ambos lenguajes tengan exactamente
las mismas sentencias o la misma cantidad de estas. Como también, destacar que
si se quiere añadir un nuevo lenguaje, bastaría con añadir una nueva etiqueta al
principio de las sentencias del corpus del lenguaje fuente, indicando el nombre del
lenguaje objetivo.
Preproceso y Entrenamiento
Como se mencionó en el apartado anterior, los corpus fueron concatenados. Sin
embargo, cada par de corpus fue preprocesado con la técnica de BPE por separado
antes de ser concatenados. Esto permite la reducción del vocabulario, el tratamiento
de las palabras desconocidas y además una aceleración en el entrenamiento.
El entrenamiento de este tipo de aproximación es bastante sencillo e intuitivo,
debido a que, al poseer una lengua de origen única y dos lenguas objetivos en un
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mismo corpus, el entrenamiento se realiza como en un sistema clásico TAN. Por otra
parte, la etapa de decodificación sigue los mismos lineamientos que la TAN.
3.2. Traducción automática multilingüe con com-
partición de parámetros controlados en NMT-
Keras
Debido a que NMT-Keras está diseñado para construir modelos de traducción
de una lengua a otra (Figura 1.2), fue necesario modificar varios aspectos del toolkit
a nivel de decodificadores y entrenamiento para obtener una representación como la
presentada en la Figura 2.3.
Como se exhibió en la Figura 3.1, NMT-Keras está basado en el modelo aten-
cional de Bahdanau [9]. Por lo anterior, los esfuerzos de modificar el toolkit1 fueron
puestos desde la capa de salida del codificador, la cual fue conectada a dos decodifi-
cadores en paralelo, con el fin de separar los lenguajes en la etapa de decodificación.
Lo anterior indica que se mantuvo el codificador original del toolkit, y por otra par-
te, se replicaron los tensores que construyen el decodificador. De esta forma queda
un modelo constituido por dos submodelos:
Submodelo 1: Codificador1 - Decodificador1
Submodelo 2: Codificador1 - Decodificador2
Al adquirir esta arquitectura y a diferencia del entrenamiento con parámetros to-
talmente compartidos, los corpus no fueron concatenados, sino que, fueron tratados
paralelamente. Además, como en este caso cada decodificador trabaja con un len-
guaje en específico, el conjunto de datos de cada lengua objetivo, fue dirigido a cada
decodificador en paralelo.
Por otra parte, NMT-Keras construye un modelo para la etapa de decodificación,
el cual fue replicado para cada lengua. Dado lo anterior, es importante recordar en
qué decodificador fue asignada cada lengua, debido a que en la etapa de traducción
se debe saber en cual submodelo fue asignada la lengua a traducir.
En la Figura 3.2 se pueden observar 6 lineas salientes del modelo. Estas lineas
son los tensores pertenecientes a 3 capas:
Anotaciones (annotations layer)
Memoria inicial (Initial memory layer)
Estado inicial (Initial state layer)
1https://github.com/cokecuevas/nmt-keras.git.
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En teoría, si existiesen N lenguas, se tendrían N decodificadores, por lo tanto,
cada capa mencionada anteriormente presentarían N salidas. En este caso, como hay
solo dos lenguas de destino, hay 2 salidas por cada capa las cuales conectan a cada
decodificador como se ve en la Figura 3.2. Por otra parte, en la misma figura se
puede distinguir una cuarta entrada a los decodificadores. Esta entrada es llamada
"state_below", la cual representa al lenguaje objetivo. Es justamente esta capa la
que permite distinguir entre ambos decodificadores al momento de dirigir el lenguaje
objetivo al entrenar el modelo.














memoria inicia: ruido Gaussiano
memoria inicial: normalización
estado inicial: dense
estado inicial: ruido Gaussiano
estado inicial: normalización
decodificador 1 decodificador 2
state_below_1 state_below_2
Figura 3.2: Configuración resultante en NMT-Keras para que permita la traducción
de una lengua a dos lenguas.
Preproceso y Entrenamiento
El preprocesamiento es idéntico al aplicado al modelo con parámetros comple-
tamente compartidos. Sin embargo, el entrenamiento y traducción cambia de forma
drástica.
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Al poseer un modelo compuesto por submodelos, es necesario distribuir el entre-
namiento en dos fases. La primera fase entrenará durante una época al submodelo
1 (inglés a lengua objetivo 1) y la segunda fase entrenará al submodelo 2 (inglés a
lengua objetivo 2) durante una época.
La idea de distribuir el entrenamiento en dos fases es homogeneizar el modelo,
dado que el codificador recibirá información de dos conjuntos de datos distintos. Por
otra parte, este es el camino más sencillo para modificar al mínimo NMT-Keras. El






en-fr en-es en-fr en-es...
Figura 3.3: Entrenamiento del modelo propuesto en NMT-Keras para el caso de la
traducción del inglés al español-francés.
Cada submodelo posee llamadas de vueltas (o “callbacks” en inglés) personaliza-
das, con el fin de controlar las métricas e hiperparámetros.
El tiempo de entrenamiento de este modelo se extiende bastante más que un
clásico modelo de traducción automática, debido a que las etapas de entrenamiento
no se ejecutan en paralelo. Aunque un entrenamiento utilizando multitareas [29]
podría ser implementado para solucionar esta lentitud.
Capítulo 4
Marco experimental y Resultados
En las siguientes secciones se abordará el marco experimental, el cual será apli-
cado con los corpus inglés-español e inglés- francés, con la finalidad de encontrar
la mejor configuración posible para la construcción de los modelos multilingües.
Seguidamente, en la sección de resultados, se aplicarán estas configuraciones a to-
dos los corpus, incluyendo el inglés-alemán, y sus combinaciones, tales como inglés-
español:alemán e inglés-francés:alemán.
4.1. Marco experimental
En el presente documento se desarrollaron dos lineas de trabajo dentro de la
traducción automática multilingüe: TAM con parámetros totalmente compartidos
y TAM con parámetros controladamente compartidos. En ambas lineas se utiliza-
ron los mismos corpus. Análogamente se desarrollaron experimentos en paralelo los
cuales poseían ciertas características comunes. El objetivo del marco experimental
es encontrar el mejor modelo dentro de distintas configuraciones e hiperparámetros
utilizando un corpus reducido. El corpus utilizado para la selección de la mejor con-
figuración fue el inglés como lenguajes fuente, y el francés y español como lenguaje
destino. Seguidamente estos modelos se entrenaron con la totalidad de los datos
disponibles para todas las lenguas de destino (español, francés y alemán). Seguida-
mente se presenta el comportamiento de cada modelo entrenado en el apartado de
resultados.
Ambas partes de este capítulo fueron desarrolladas con el toolkit NMT-Keras
y las modificaciones que se realizaron sobre este para lograr el entrenamiento de
múltiples lenguas en un único modelo. Estas modificaciones fueron introducidas en
la Sección 3.2.
Corpus
Los corpus utilizados en este trabajo son los pertenecientes al Europarl, el cual
posee 21 lenguas europeas, de las cuales se utilizaron 3. Por otra parte, estos corpus
fueron utilizados en la conferencia "Machine Translation"(WMT).
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En este trabajo se realizaron traductores automáticos multilingües en NMT-
Keras para una lengua de origen y dos lenguas de destino. La lengua de origen es
el inglés (para todas las lenguas de destino), mientras que las lenguas de destino
son español, francés y alemán. Todos los corpus poseen sus frases pareadas: inglés-
español, inglés-francés e inglés-alemán. En la Tabla 4.1 se muestra el tamaño de los
corpus.
Lenguaje En-Es En-Fr En-Al
# Sentencias 1.965.734 2.007.723 1.813.092
# Palabras fuente 56.801.281 58.073.788 53.073.122
# Palabras destino 61.907.970 66.277.191 55.760.756
Tabla 4.1: Tamaño del corpus de entrenamiento para todas las lenguas de destino.
Por otra parte el corpus para desarrollo pertenece a la misma conferencia.
Lenguaje En-Es En-Fr En-Al
# Sentencias 3.003 3.003 2998
# Palabras fuente 63.779 62.338 67.453
# Palabras destino 69.471 69.631 64.031
Tabla 4.2: Tamaño del corpus de validación para todas las lenguas de destino.
Finalmente se tiene el corpus de prueba, el cual pertenece a la conferencia del
año 2014 para el español, 2015 para el francés y 2020 para el alemán.
Lenguaje En-Es En-Fr En-Al
# Sentencias 3.000 1.500 2.000
# Palabras fuente 56.089 23.668 39.368
# Palabras destino 62.045 25.147 35.983
Tabla 4.3: Tamaño del corpus de prueba para todas las lenguas de destino.
Entrenamiento
Las métricas de entrenamiento se ajustaron basadas en el largo periodo de en-
trenamiento que requiere un traductor automático de este tamaño, además de los
recursos computacionales que se poseían para realizar este trabajo.
Dado lo anterior, se configuró un entrenamiento de 100 épocas por cada expe-
rimento, con un paciencia de 10. El tamaño de las sentencias de entrada y salida
para todos los experimentos fue configurada en 70. Al tamaño de la búsqueda se le
asignó un valor de 6.
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Cabe destacar que todos los experimentos fueron realizados sobre un codificador
constituido por capas de LSTM y el decodificador compuesto por capas del tipo
Conditional LSTM.
Linea base
Para realizar los experimentos se utilizó el 30% de los datos de entrenamiento
disponibles del corpus inglés-español e inglés-francés, con el fin de acelerar la elección
de la mejor configuración. En la Tabla 4.4 se puede observar la reducción del corpus.
Con los datos disponibles en esta etapa, se realizó la búsqueda de una configuración
Lenguaje En-Es En-Fr
# Sentencias 589.720 602.316
# Palabras fuente 17.238.644 17.672.387
# Palabras destino 18.606.704 20.108.162
Tam. Vocabulario fuente 17.766 17.808
Tam. Vocabulario destino 18.542 18.357
Tabla 4.4: Tamaño del corpus reducido para la linea base.
para encontrar la mejor configuración que logre representar la linea base para todas
las lenguas de este estudio.
Dentro de una serie de diversas configuraciones de las cuales se variaron algorit-
mos de entrenamiento, tamaño del lote de entrenamiento, tamaños de los embed-
dings, entre otros. Se buscó aquella configuración que presentara el más alto índice
BLEU.
La tasa de aprendizaje se fijó en 0.0002 para el algoritmo de Adam y 1.0 para
Adadelta. El tamaño del lote o en inglés “batch size” fue configurado en 26 para las
configuraciones con tamaño de 1000 en el codificador y decodificador, y para las redes
de 512 y 600 el tamaño del lote asignado fue de 60. No se realizaron experimentos
con tamaños de lote mayores a 60, puesto que, se le dio prioridad al tamaño del
vocabulario al momento de realizar el entrenamiento, por lo tanto, en este trabajo
se prefirió disminuir el tamaño del lote y mantener un vocabulario amplio.
En la Tabla 4.5 se pueden ver algunas de las configuraciones probadas.



















1 Adam 600 600 2 2 1000 1000
2 Adam 512 512 1 1 512 512
3 Adadelta 512 512 1 2 512 512
Francés
1 Adam 600 600 2 2 1000 1000
2 Adam 512 512 1 1 512 512
3 Adadelta 512 512 1 2 512 512
Tabla 4.5: Mejores configuraciones encontradas.
Dentro de las configuraciones presentadas en la Tabla 4.5, se seleccionó aquella
que mayor puntaje BLEU presentara por cada lengua. Por lo que el BLEU máximo
alcanzado para el español fue de 22,25 utilizando la configuración del experimento 2,
mientras que para el francés fue de 21,61 utilizando la configuración del experimento
2. Por lo que la linea base para la etapa experimental del trabajo se presenta en la
Tabla 4.6.
Lenguaje fuente Lenguaje destino BLEU TER(%)
Inglés Español 22,2 59,5Francés 21,6 64,0
Tabla 4.6: Linea base obtenida sobre el conjunto de prueba, para el español y francés
utilizando un corpus reducido.
En la Figura 4.1 se puede observar el comportamiento del entrenamiento de cada
lengua para la linea base.















Figura 4.1: BLEU por epoch resultante para la linea base. Una epoch equivale a la
presentación completa de las muestras de entrenamiento por cada lengua.
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Basado en los resultados anteriores, se presentará en la sección de resultados el
comportamiento de esta configuración con la totalidad de los datos y para todas
las lenguas abarcadas en este estudio. Por lo que obtendrán nuevas lineas bases por
pares de lengua.
Experimentos TAM con parámetros totalmente compartidos
Para realizar los experimentos para la TAM con parámetros totalmente comparti-
dos, se siguieron los lineamientos expuestos en la linea base. Se realizaron los mismos
experimentos con las mismas configuraciones. Sin embargo, existe una variación en
este experimento a nivel de corpus, debido a que los corpus fueron concatenados co-
mo se expuso en la Sección 3.1. Por otra parte, este tipo de aproximación no requiere
modificación a nivel de código, debido a que la detección del lenguaje de destino se
realiza por medio del etiquetado del corpus del lenguaje fuente, tal como se exhibió
en la Figura 2.2.
Como este tipo de aproximación realiza la concatenación del corpus fuente y des-
tino, el tamaño del corpus aumenta drásticamente, como también los vocabularios.
En la Tabla 4.7 se muestra el tamaño del corpus para el conjunto de datos utilizado
en esta etapa del trabajo.
Lenguaje En-Es + En-Fr
# Sentencias 1.192.036
# Palabras fuente 36.102.005
# Palabras destino 38.714.866
Tam. Vocabulario fuente 17.871
Tam. Vocabulario destino 26.979
Tabla 4.7: Tamaño del corpus de entrenamiento para TAM con parámetros total-
mente compartidos.
Dentro de las mejores configuraciones exhibidas en la Tabla 4.5, la que mejor
BLEU presentó para este tipo de tarea, fue la configuración número 2 la cual entregó
un BLEU de 21.2 para el español y 21.0 para el francés, tal como se muestra en la
siguiente tabla:





Tabla 4.8: BLEU y TER obtenido sobre el conjunto de prueba, con el corpus reducido
para el español, francés y ambos corpus concatenados.
En la Figura 4.2 se observa el comportamiento del modelo con parámetros total-
mente compartidos durante el entrenamiento.
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Modelo con parámetros totalmente compartidos
Español-Francés
Figura 4.2: BLEU por epoch resultante para el modelo con parámetros totalmente
compartidos. Una epoch equivale a la presentación completa de las muestras de
entrenamiento para ambas lenguas unidas.
Experimentos TAM con parámetros controladamente compartidos
Como se mencionó en la Sección 3.2, fue necesario modificar varios aspectos de
NMT-Keras para que sea posible la ejecución de este experimento. Sin embargo,
aunque los corpus y los parámetros de entrenamiento sean comunes, en este caso
el entrenamiento tuvo variaciones a nivel de ejecución tal como se menciona en la
Sección 3.2.
Lo anterior no implica que se deban realizar pruebas distintas a las realizadas
en la linea base y parámetros completamente compartidos, por lo que se realizaron
exactamente las mismas pruebas y configuraciones con tal de encontrar aquel mo-
delo que mejor calidad de traducción entregue. Por lo tanto, siguiendo los mismos
lineamientos que los modelos anteriores se probaron diversas configuraciones, siendo
la mejor la que posee el algoritmo de Adam y los embeddings de tamaño 512.
Como en esta aproximación los decodificadores están separados y el entrena-
miento se realizó con submodelos, tal como se muestra en la Figura 3.3, se utilizaron
ambos conjuntos de datos paralelizados, los cuales se describieron en la Tabla 4.4.
El comportamiento del modelo seleccionado se muestra en la Figura 4.3
El BLEU alcanzado en esta etapa para esta aproximación fue de 23,7 para el
español y 23,6 para el francés. En la siguiente tabla se resumen los resultados obte-
nidos:
Lenguaje fuente Lenguaje destino BLEU TER(%)
Inglés Español 23,7 57,0Francés 23,6 60,0
Tabla 4.9: BLEU y TER obtenido sobre el conjunto de prueba, con el corpus reducido
para el español y el francés con un decodificador para cada lengua.
Cabe destacar que en esta aproximación no existe un BLEU estimado para el
español-francés en conjunto, puesto que en esta parte de la experimentación se cons-
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Figura 4.3: BLEU por epoch resultante para el modelo con parámetros controlada-
mente compartidos. Una epoch equivale a la presentación completa de las muestras
de entrenamiento por cada submodelo.
truyó un modelo con un decodificador para cada lengua.
4.2. Resultados
En la sección anterior se expusieron los mejores modelos encontrados con los
corpus reducidos. En esta parte del estudio se presentarán los resultados obtenidos
con los modelos seleccionados anteriormente para cada aproximación y cada lengua
de destino, incluyendo la linea base y utilizando la totalidad de los datos, los cuales
se describen en la Tabla 4.1.
Linea base
Para poder comprobar los beneficios de la traducción automática multilingüe en
NMT-Keras, fue necesario establecer una linea base con los métodos tradicionales
de TAN utilizando RNN. Para esto, al igual que en la sección anterior, se entrenó un
modelo en NMT-Keras, para el español, un modelo para el francés y un modelo para
el alemán. Estos modelos fueron entrenados con la totalidad de los datos disponibles,
los cuales se describieron en la Tabla 4.1. La linea base resultante se presenta en la
Tabla 4.10.





Tabla 4.10: BLEU y TER obtenido sobre el conjunto de prueba, con el corpus
completo para el español, francés y alemán.
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El tiempo total de entrenamiento para el español fue de 9,3 días, mientras que
para el francés 12,7 días y para el alemán 9,5 días.
La cantidad de parámetros entrenables para el español fue de una cantidad de
43.861.345, para el francés 43.787.009 y para el alemán 47.836.961.
Experimentos TAM con parámetros totalmente compartidos
Los resultados obtenidos en el entrenamiento de TAM con parámetros totalmente
compartidos con la totalidad de los datos en NMT-Keras, se muestran en la siguiente
tabla:













Tabla 4.11: BLEU y TER obtenido sobre el conjunto de prueba, con la totalidad
del corpus para el español francés y alemán. El BLEU y TER de los lenguajes de
destino Español:Francés, Español:Alemán y Francés:Alemán, son calculados sobre
el corpus concatenado de ambas lenguas.
Se puede observar de la Tabla 4.11, que esta aproximación no mejora la calidad
de la traducción. Aunque ambos modelos utilizan la misma arquitectura, según estos
resultados la TAN multilingüe con parámetros totalmente compartidos no mejora
la traducción, aunque logra diferenciar ambos lenguajes gracias al etiquetado del
corpus fuente.
La cantidad de parámetros entrenables para este modelo fueron de un total de
51.840.424, mientras que la duración del entrenamiento fue durante alrededor de 17
días.
Experimentos TAM con parámetros controladamente compartidos
Los resultados obtenidos con la totalidad del corpus para esta aproximación se
presentan en la Tabla 4.12.
De la tabla, se infiere que este tipo de aproximación logra obtener un BLEU
superior de casi 2 puntos de BLEU en la traducción del inglés al español y del inglés al
francés con respecto a la linea base (ver Tabla 4.10). Lo anterior, independientemente
de la combinación de lenguas que se haya utilizado en los submodelos. En la misma
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Lenguaje fuente Lenguaje destino BLEU TER(%)
Inglés Español 25,4 57,0Francés 26,5 59,0
Inglés Español 25,4 56,9Alemán 17,0 68,0
Inglés Francés 26,6 59,0Alemán 16,8 68,6
Tabla 4.12: BLEU y TER obtenido sobre el conjunto de prueba, con la totalidad del
corpus para el español, francés y alemán
tabla, se observa que en la traducción del inglés a alemán se supera la linea base
en casi 2 puntos de BLEU en ambas combinaciones de submodelos. Por otra parte,
este modelo supera por alrededor de 4 puntos en la misma tarea a la TAM con
parámetros completamente compartidos.
El tiempo de entrenamiento de este tipo de modelo se calcula con el sumatorio
del tiempo de cada submodelo. Por ejemplo: el submodelo el cual controla el español
tardó 5,37 horas por cada época ejecutada, mientras que el submodelo pertenecien-
te al francés tardó 5,46 horas. De lo anterior se puede deducir que el tiempo de
entrenamiento de una época del modelo completo es de 11,38 horas. Este modelo
fue entrenado durante 100 épocas (50 para el español y 50 para el francés), lo que
da un total de 24,7 días de entrenamiento. Paralelamente, los modelos entrenados
con los pares de lenguas español-alemán y francés-alemán, tuvieron un tiempo de
entrenamiento similar al tiempo del español-francés.
Por otra parte, la cantidad de parámetros entrenables para el modelo de tra-
ducción de inglés a español-francés se calculó basado en la cantidad de parámetros
entrenables de cada submodelo. Por lo tanto, se tiene que el submodelo del español
tuvo un total de 43.885.409 parámetros entrenables, mientras que para el francés
43.787.009. Cabe destacar que ambos submodelos compartían el mismo codifica-
dor, por lo que la totalidad de parámetros del modelo completo es calculado como
el sumatorio de los parámetros presentados por el codificador más los parámetros
presentados por cada decodificador por separado. En este escenario se tiene que el
codificador presentó una totalidad de 25.841.152 parámetros. Por lo tanto, la totali-
dad de parámetros presentados por esta aproximación fue de un total de 61.831.266.
En cuanto al modelo de traducción de inglés a español-alemán, este presenta una
totalidad de 63.835.029 parámetros entrenables.
Finalmente, el modelo de traducción de inglés a francés-alemán, presentó una
totalidad de 65.933.602 parámetros entrenables.
Discusión de resultados
De los resultados expuestos anteriormente se puede observar que la TAM con
parámetros totalmente compartidos presentó un BLEU de 21,32 para el español y
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22,43 para el francés en el modelo que traduce el inglés al español y francés. Este
resultado se acerca a la linea base la cual obtuvo 23,65 en el español y 24,78 en el
francés. Sin embargo, es evidente que este tipo de aproximación no logra superar a la
linea base en este experimento. Sumado a lo anterior, los resultados expuestos por
los modelos de traducción de inglés a español-alemán y francés-alemán, tampoco
logran mejorar la linea base de cada una de sus lenguas, aunque, en el caso del
alemán se acerca bastante.
Por otra parte, en los experimentos realizados con la TAM con parámetros con-
troladamente compartidos, el modelo que traduce del inglés al español-francés, pre-
sentó un BLEU de 25,48 en español, superando en casi 2 puntos de BLEU a la linea
base en este experimento. Este modelo se acerca bastante a resultados presentados
en la literatura. En Dong et at. [29], se presenta un modelo el cual utiliza 4 lenguajes
objetivos (español, francés, portugués y holandés). Este modelo presenta un BLEU
de 25,31 en la traducción del inglés al español para el mismo conjunto de pruebas,
obteniendo 0,17 puntos de BLEU menos que el modelo con parámetros controlada-
mente compartidos presentado en este trabajo. Al mismo tiempo, en el documento
se expone un BLEU de 23,58 obtenido en MOSES para este conjunto de pruebas, el
cual es superado por el modelo propuesto. En cuanto al francés, se obtuvo un BLEU
de 26,58, el cual es un puntaje aceptable para la reducida configuración utilizada,
sin embargo, comparando esta aproximación con las presentadas en la conferencia
de la WMT15 [41], el modelo propuesto para el francés, no logra posicionarse entre
los mejores, los cuales obtuvieron entre 30 y 34 puntos de BLEU.
Observando los resultados que se obtuvieron con los modelos de traducción de
inglés a español-alemán, se estima que la combinación entre estas dos lenguas en
la aproximación presentada, logra mejorar la calidad de la traducción. Sumado a
lo anterior, el modelo de traducción de inglés a francés-alemán obtuvo una mejora
significativa al igual que los modelos presentados en este tipo de modelo.
En todos los casos el alemán de por si no mejora. Si a este se le añade una
lengua como el francés o español empeora con respecto a su linea base. Sin embargo,
el francés y español combinado con el alemán mejoran al igual que si combinamos
francés y español, incluso obteniendo valores de BLEU y TER casi idénticos. La
diferencia radica en que el francés y español mejoran en conjunto si se posicionan
en un mismo modelo. En su caso caso contrario, si se combina una de estas lenguas
con el alemán solo se beneficia una lengua y no ambas.
Se estima que lo anterior sucede porque al compartir el mismo codificador y la
misma lengua fuente, se enriquece la generalización y el vocabulario en el codifi-
cador. Pero en la etapa de decodificación el alemán con el francés no generan una
compartición de conocimiento, como tampoco, el alemán con el español. Esto es
debido a que son lenguas con bases lingüisticas distantes. Esto se acentúa más cuan-
do separamos los decodificadores, ya que cada decodificador se preocupa de cada
lengua, además, ambas lenguas reciben una representación del codificador que fue
entrenado con la misma lengua con casi el doble de la cantidad de ejemplos que
se entrenó en la linea base. Por lo anterior, se estima, que al separar los decodifi-
cadores, el francés y el español se ven beneficiados por el rico entrenamiento que
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recibió el codificador, incluso el alemán en este punto aumenta 3-5 puntos más que
los parámetros totalmente compartidos.
Cabe mencionar que en este estudio se aplicó la prueba de “approximate randomi-
zation tests” (Riezler and Maxwell, 2005 [42]) a los modelos que comparten lenguas
de destino. La prueba fue configurada con 10.000 repeticiones y un p=0.05, con el fin
de determinar que los modelos presentan diferencias estadísticamente significativas.
Análogamente, de los resultados se observa que la cantidad de parámetros au-
menta en un 16% en el modelo con parámetros totalmente compartidos y en un
30% en el modelo con parámetros controladamente compartidos. Seguidamente, los
datos indican que el tiempo de entrenamiento de un modelo multilingüe es de hasta
un 50% más que un modelo de TA tradicional.
Finalmente, comparando ambas aproximaciones de TAM presentadas en este
trabajo, se observó que para esta tarea la TAM con parámetros controladamente
compartidos presenta una mejor calidad de traducción, frente a la TAM con pa-
rámetros completamente compartidos, superando a esta aproximación en 4 puntos
de BLEU. Lo anterior demuestra que al poseer un decodificador para cada lengua
aumenta la calidad de la traducción, puesto que el decodificador se especializa en la
traducción de un solo lenguaje y no varios.

Capítulo 5
Trabajos Futuros y Conclusiones
5.1. Trabajos Futuros
Incorporar nuevas funcionalidades multilingües a NMT-Keras, como el entrena-
miento de un lenguaje a muchos, muchos lenguajes a uno y muchos lenguajes a
muchos lenguajes. De esta forma, sería posible la parametrización de los lenguajes
a utilizar en los modelos de traducción automática. Además de esto, añadir la po-
sibilidad de decidir qué parámetros dentro de los componentes del modelo pueden
ser compartidos y cuales no. Lo anterior, no aplicado tan solo a la configuración
utilizada en este trabajo, sino que también aplicada al transformer. De esta forma
se podría estudiar la compartición de distintos parámetros dentro de los decodifi-
cadores con una simple configuración como lo hace NMT-Keras para la traducción
automática clásica.
Buscar métodos más eficientes para el entrenamiento de modelos con paráme-
tros parcialmente compartidos, puesto que, el entrenamiento de estos modelos tarda
bastante más que un entrenamiento de un traductor automático no multilingüe,
además, es sabido que entrenar este tipo de modelos no es un problema trivial, es
por esto que es necesario optimizar el entrenamiento.
Finalmente, estudiar qué lenguas son las mejores para mejorar la calidad de la
traducción de otras lenguas.
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5.2. Conclusiones
Los resultados muestran que la traducción automática multilingüe mejora la ca-
lidad de la traducción si se utiliza un segundo lenguaje con algún grado de similitud
lingüístico. Sin embargo, esta afirmación depende del diseño del modelo multilin-
güe, puesto que en este trabajo se demostró que la TAM con parámetros totalmente
compartidos no supera la linea base. Aunque esto podría ser justificado por no uti-
lizar una configuración orientada al decodificador. Lo anterior quiere decir, que si
se comparan las 3 aproximaciones expuestas en este trabajo, se puede observar que
cada una de ellas utilizan la misma configuración, sin embargo, el modelo con todos
los parámetros compartidos tiene el trabajo extra de procesar múltiples lenguajes
en un mismo decodificador con un tamaño definido. Esto quiere decir, que si se hu-
biese puesto más atención a la configuración del decodificador (aumentar/disminuir
tamaños de configuraciones) se podría haber obtenido mejores resultados.
La separación de los decodificadores por lengua aumentó drásticamente la cali-
dad de la traducción, esto indica que al poner mayor atención a los decodificadores
paralelos se logran mejores traducciones. Sin embargo, en este trabajo se probaron
diversas configuraciones dentro del límite de recursos computacionales que se po-
seían. El aumentar el tamaño de las capas de la redes neuronales y los tamaños de
los embeddings podría haber mejorado la calidad de la traducción, pero a su vez,
afecta directamente a los recursos disponibles para entrenar los modelos, es por lo
anterior que no se probaron configuraciones más grandes a nivel de codificadores
y decodificadores, además, el tiempo de entrenamiento que implica esta variación.
Como se demostró en este trabajo, el entrenamiento de este tipo de aproximación
mejora la calidad de la traducción pero a un costo de tiempo bastante mayor a un
entrenamiento común de un traductor automático bilingüe.
La complejidad de cada aproximación en la TAM presentada en este trabajo fue
puesta en evidencia sobre el toolkit NMT-Keras. Se demostró que el entrenamiento
de un TAM con parámetros totalmente compartidos es sencillo, debido a la adición de
la etiqueta del lenguaje destino en las sentencias de entrada, lo que permitió entrenar
un modelo multilingüe de forma rápida sobre el toolkit. En su contraparte, en la
TAM con parámetros controladamente compartidos fue necesario modificar una serie
de componentes en NMT-Keras, los cuales permitieron construir la configuración del
modelo (ver Figura 3.2). Esta modificación no solo se traduce en una variación a
nivel de la configuración del modelo, sino que también, la creación de un método
de entrenamiento alternado (ver Figura 3.3) que el toolkit no poseía, además de la
detección del lenguaje a traducir en la etapa de muestreo, como también, en la etapa
de traducción del conjunto de pruebas. Lo anterior demuestra la alta complejidad que
está presentado la TAM al compartir los parámetros de los distintos componentes
de los modelos.
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