Experimental data are the source of understanding matter. However, measurable quantities are limited and theoretically important quantities are often hidden. Nonetheless, recent progress of machine-learning techniques opens possibilities of exposing them only from available experimental data. In this article, the Boltzmann-machine method is applied to the angle-resolved photoemission spectroscopy spectra of cuprate superconductors. We find prominent peak structures both in normal and anomalous self-energies, but they cancel in the total self-energy making the structure apparently invisible, while the peaks make dominant contributions to superconducting gap, hence providing a decisive testimony for the origin of superconductivity. The relation between superfluid density and critical temperature supports involvement of universal carrier relaxation time associated with dissipative strange metals. The present achievement opens avenues for innovative machine-learning spectroscopy method.
I. INTRODUCTION
Momentum k and energy ω dependent electron singleparticle spectral function A(k, ω) can be measured with recent revolutionarily refined resolution of angle resolved photoemission spectroscopy (ARPES) 1 . From A(k, ω), the interaction effects crucial for unconventional superconductors can be identified in the self-energy 2, 3 . Scanning tunnel microscope (STM) and its spectra (STS) including the quasiparticle interference method 4 also give us insights into the self-energy 5, 6 . In superconductors, the self-energy consists of the normal and anomalous (superconducting) contributions, Σ nor and Σ ano , respectively. ARPES and STS provide us with only the total self-energy Σ tot in a specific combination of these two 2 (see below for details). However, to understand the superconducting mechanism, it is crucially important to extract these two separately, because they represent theoretically different part of interaction effects: Σ ano is proportional to the superconducting gap function, at the heart of superconducting properties, while normal-electron correlation effects, such as renormalized mass and life time, are encoded in Σ nor . Despite its importance, Σ ano can be straightforwardly extracted separately only when Σ nor is non-singular as in the BCS superconductivity of weakly correlated systems 5, 6 . In this paper, we develop a scheme of machine-learning technique to extract physical quantities hidden in experimental data. To demonstrate the power of our method, we apply it to a long-standing open issue of the electronic structure in the cuprate high-temperature superconductors under strong correlation effects manifested by the formation of the pseudogap in the normal state. Specifically, the Boltzmann machine 7, 8 is examined to extract Σ nor and Σ ano separately from available ARPES spectra even when the normal self-energy is subject to prominent or singular correlation effects.
II. EXPERIMENTAL DATA AND THEORETICAL SETUP
We utilize a high resolution ARPES data taken for two cuprate compounds, Bi 2 Sr 2 CaCu 2 O 8+δ (Bi2212) for optimum doping concentration with critical temperature T c ∼ 90K 9 and Bi 2 Sr 2 CuO 6+δ (Bi2201) as an underdoped example (T c ∼ 29K) 10 . We analyse Bi2212 data at temperature T = 12 K and Bi2201 at T = 11K, which are both well below T c . The machine learning enables us to obtain Σ nor and Σ ano separately, and reveals prominent peak structures in both of them, which are, however, apparently hidden in the original ARPES data, because of the cancellation of these two contributions. We elucidate its profound consequences for the superconducting mechanism.
More concretely, the momentum k and energy ω dependent spectral function A(k, ω) = −(1/π)ImG nor (k, ω) is a functional of Σ nor and Σ ano , where the normal component of the Green's function is given as
with bare-electron dispersion k . Here, Σ tot (k, ω) = Σ nor (k, ω) + W (k, ω) is given by a specific combination of Σ nor and Σ ano , where the anomalous contribution W (k, ω) is given by 2 which is a measure of superconducting order, is proportional to Σ ano (k, ω) with the coefficient Q(k, ω) called the renormalization factor (see Appendix A).
Although tremendous efforts have been devoted since the discovery of the cuprate superconductors with many fruitful clarifications, various puzzling issues remain open.
The normal-state A(k, ω) is largely unusual including the pseudogap. Nevertheless, the superconducting phase does not look unusual except for the dwave-type nodal gap itself and somewhat inconspicuous "peak-dip-hump" structure (see red square symbols in Fig. 1a . 9, 10 ): Outside the sharp quasiparticle peak (at ∼ −40 meV in Fig. 1a .) expected at the superconducting gap edge, A(k, ω) (energy distribution curve (EDC)) particularly at the antinodal point k = k AN is characterized by a deeper-energy weak dip followed by a broad hump 1, 2 . In contrast, the underdoped sample does not show the gap-edge peak (Fig. 1b.) , though comparable gaps ∼ 30 meV open as a first look. They are in contrast with the strong-coupling BCS superconductors, where the phonons generate prominent peaks ( or saw-toothlike) structures outside the gap in A(k, ω) (or density of states after angle integration), which is identified as the major origin of the superconducting gap and is the decisive testimony of the electron-phonon mechanism 5, 6, 12 . ) at the antinodal point k = kAF (more precisely the closest point to the antinodal point, at which the momentum distribution of the quasiparticle dispersion curve is peaked). Red squares are experimental data. Blue crosses are reconstructed from the self-energies, which are deduced from Boltzmann machines.
III. HIDDEN SELF-ENERGY STRUCTURE REVEALED BY BOLTZMANN MACHINE
By using the Boltzmann-machine learning, a dramatic consequence is revealed for Σ nor and Σ ano by reconstructing them from the mild structure of A(k, ω) given by ARPES. The present reconstruction is a non-linear underdetermined problem as in many of machine learning problems. To obtain a reliable solution, we utilize physically sound constraints such as the rigorous causality encoded as the Kramers-Kronig relation. Sparse and localized nature of ImΣ ano is resulted a posteriori as the optimized solution under physical constraint as detailed in Appendix A. To represent the self-energies and incorporate the physical constraints, the Boltzmann machine as universal function approximators developed in machine learning is employed. See also Fig. 5for the flow chart.
The obtained A(k AN , ω) (cross points in Fig. 1 ) perfectly reproduces the distinct behaviors of both of the optimally doped and underdoped samples. These EDC curves are constructed from ImΣ nor (k AN , ω) and ImΣ ano (k AN , ω) in Figs. 2 a. and b.. Remarkably, prominent peaks are found in ImΣ ano (k AN , ω) at ω = ω OP PEAK ∼ ±50 meV for Bi2212 and at ω = ω UD PEAK ∼ ±45 meV for Bi2201, accompanied by weaker peaks at ± 180 meV and ± 160 meV, respectively. We will show later that the discovered peaks are the main source of superconductivity. Although the peak of ImΣ ano (k AN , ω) had been searched for long time in analogy to the strong coupling BCS superconductors 2,13 , its clear signature was missing in the cuprates. The machine learning now has succeeded in its identification. Surprisingly, ImΣ nor (ω) also has distinct (positive or negative) peaks at the same energy as ImΣ ano (ω) and as we later clarify their contributions to the spectral function cancel. The robustness of our finding against noise and the experimentally uncertain highenergy part is clarified in Appendix B. We note that in the case of underdoped Bi2201 sample below T c , there exists subtlety in the machine learning solution. Although the superconducting solution presented here is the optimized solution with the smallest mean-square error in the fitting of A(k, ω), an insulating solution is also found with larger error. This may be related to severe competition of insulating and superconducting behaviors in the real sample. We show the properties of superconducting solution because it gives the best optimized solution and the sample is indeed superconducting.
Despite generating the superconducting gap is found centered at ω ∼ 0 in ImΣ tot , which arises from the zero of the denominator in Eq.(2), commonly to the conventional BCS superconductors. Normal self-energy Σ nor (kAN, ω) and anomalous self-energy Σ ano (kAN, ω) deduced from A(kAN, ω) in Fig. 1 by the machine learning for Bi2212 (a.) and Bi2201 (b.). The vertical dashed lines indicate the peak positions ωPEAK in the imaginary part. ImΣ nor (kAN, ω), ImW (kAN, ω) and ImΣ tot (kAN, ω) are plotted for Bi2212 (c.) and Bi2201 (d.). The peaks of ImΣ nor (kAN, ω) and ImW (kAN, ω) are completely canceled in their sum ImΣ tot (kAN, ω). ImΣ tot is decomposed into simple BCS-type superconducting contribution LBCS(kAN, ω) (a Lorentizan around ω = 0 ( dotted blue curve)) and the rest ImΣN(kAN, ω) ≡ ImΣ tot − LBCS(kAN, ω). The latter is fitted by a superposition of many Gaussian distributions (blue dashed curve). Then the unusual structures are identified as ImΣPEAK(kAN, ω) ≡ ImΣ nor (kAN, ω) − ImΣN(kAN, ω) (yellow shaded area) and ImWPEAK(kAN, ω) ≡ ImW (kAN, ω) − LBCS(kAN, ω) (pink shaded area). The yellow and pink areas cancel in their sum both in c. and d.. The magenta dash-dotted curves show a quadratic (linear) fitting of ImΣ nor (kAN, ω) of Bi2212 (Bi2201) for |ω| < 35 meV.
To understand the significance of the peaks at ω PEAK in ImΣ ano , we show the contribution of the peaks to ReΣ ano (k, ω = 0) estimated from the normalized partial Kramers-Kronig relation 15 (Cauchy relation) (see Appendix A),
ReΣ ano (k, ω = 0) is a measure of the superconducting amplitude, because the gap ∆(k, ω = 0) is proportional to Σ ano (k, ω = 0) (Eq.(3)). Since I Σ (Ω = ∞) = 1, the contribution of the peak in ImΣ ano to the superconductivity can be estimated from the increment in I Σ (Ω). Figure 3a. shows that the inner energy peak at ω PEAK = −50 meV (−45 meV) for Bi2212 (Bi2201) both contribute to more than 90% of ReΣ ano (k AN , ω = 0) (note that ImΣ ano is an odd function of ω). Namely, these peaks are the main origin of the superconductivity. ano (kAN, ω) is shown for the Bi2212 (a.) and for the Bi2201 (b.) The right negative peaks of ImΣ ano (kAN, ω) both contribute to more than 90% of ReΣ ano (ω = 0). c. ImΣ nor (kAN, ω) and ImΣ ano (kAN, ω) modified from the originals in Figs. 2c. and 3a. by eliminating the low-energy peaks around ω = −50 meV for Bi2212. The peak component of ImΣ nor (kAN, ω) to be subtracted is ImΣPEAK(kAN, ω) in Fig. 2c and the subtracted ImΣ nor (kAN, ω) is nothing but ImΣN(kAN, ω). On the other hand, ImΣ ano (kAN, ω) consists of only two peaks and the right peak around ω = −50 meV can be easily subtracted by using the sigmoid function. Peak-subtracted ImΣ nor (kAN, ω) and ImΣ ano (kAN, ω) are represented by red and purple circles, respectively. (See Appendix A 5 (Decomposition of self-energy)) d. In comparison to the experimental A(k, ω) (blue thin curve), spectral function obtained from the peak-subtracted ImΣ nor (ω) and ImΣ ano (ω) is shown by red circles, where superconductivity disappears resulting in a good normal metal with a quasiparticle width comparable to the experimental resolution (∼ 10 meV).
To further ensure the crucial role of the inner peak in ImΣ ano (k AN , ω), we have hypothetically eliminated the peaks in ImΣ nor and ImΣ ano as shown in Fig. 3c . for Bi2212. The resultant A(k, ω) in Fig. 3d . shows the gap disappearance and switching to a normal metal with a sharp quasiparticle peak, confirming the crucial role of the peaks to superconductivity.
Through our Boltzmann-machine analyses, Σ nor , Σ ano and W are revealed to have prominent (positive or negative) peaks, while they cancel in the sum Σ tot . It is important that this conclusion is obtained directly from experimental data without assuming any theoretical models aside from mathematical requirement for the Green's function. A recent self-energy analysis of ARPES data 13 did not identify the present prominent structure. The origin of the discrepancy is not perfectly clear but we discuss the origin in Appendix C.
If a large superconducting gap is open around ω = 0 as in the experimental A(k, ω), it requires the corresponding famous gap structure in ReΣ ano around ω = 0, where inside the two peaks at the gap energy ω = ±∆, ReΣ ano shows plateau. Then consistency requires a prominent peak structure around ω PEAK in ImΣ ano through the Kramers-Kronig relation. The peak of ImΣ ano in turn naively anticipates prominent structures outside the gap in A(k, ω) through Eq.(1). However, such structures are missing. This is possible only when Σ nor plays a role to cancel the prominent structure in ImW . This is corroborated by the vanishing superconductivity in Fig.3d .. Furthermore, the superconducting order accompanied by coherent quasiparticle excitations observed in experiments can be generated from ImΣ ano (ω) only when electrons at ω become coherent, signaled by the reduction of |ImΣ tot | (or |ImΣ N |) (see Figs.2c. and d., their captions and Appendix A) seen in the region |ω| < ω * ∼ 0.07 eV. This restricts ω PEAK to this range.
The present machine learning indeed reproduced this natural expectation in a physically reasonable way.
In Appendix D and E, we show some of analyses on temperature dependence including a case above T c and momentum dependence away from the antinodal point, respectively as supporting data of the present analyses. The results confirm the validity of the present conclusion.
Although we found that the prominent peak in ImΣ ano is the true origin of the high critical temperature of the curates, full understanding and mechanism of prominent peaks in Σ nor (ω) and Σ ano (ω), which are absent in Σ tot (ω) are open to further analyses. One possible explanation is the two-component fermion theory, where electrons are fractionalized into the bare electrons and dark fermions (hidden fermions) consistently with the cluster dynamical mean-field theory (cDMFT) 16 . If the spontaneous symmetry breaking such as the stripe order coexists with the superconductivity, the cancellation may be accounted for as an alternative interpretation 16, 17 .
IV. ROLE OF INTRINSIC (PLANCKIAN) DISSIPATION
The present machine learning is also useful to separately extract other theoretically fundamental quantities such as the momentum resolved superconducting order parameter (the density of Cooper pair or the superfluid density) F (k), mass renormalization factor z qp (k) and the single-particle relaxation time τ , which had been inferred only indirectly or only in combinations of more than one quantity in experiments in the literature, although these quantities play crucial roles below in understanding physics. (see Appendix A 1 for precise definition of the above quantities).
How frequently the single-particle excitations are scattered is encoded in the imaginary part of the normal self-energy ImΣ nor . Landau's Fermi-liquid-like behavior characterized by ImΣ nor (ω) ∝ ω 2 , is satisfied only in a small region (|ω| < 0.03 eV) for Bi2212, and looks even linear (∝ |ω|) in the same region for Bi2201, implying non-Fermi liquid (marginal Fermi liquid) behavior 18 (see Figs. 2c. and d.), which can be fit by ImΣ nor (k, ω) ∼ c 0 (k) + sign(ω)c 1 (k) ω in the range 15 meV < ω < 40 meV with a dimensionless marginal-Fermi-liquid coefficient c 1 (k). The ω-linear component c 1 (k)ω is disruptive to the quasiparticle picture, and manifests emergent inelastic dissipation absent in Landau's Fermi liquids. As supporting information, tiny quasi-particle renormalization factor z qp corroborating the non-Fermi liquid together with its effects on pair breaking is also shown in Appendix J (see definition of z qp in Appendix A 1).
The single particle relaxation time τ is defined by
When the carrier relaxation time is estimated from τ , the ω-linear term, z qp (k)c 1 (k)ω, is associated with the universally observed T -linear resistivity in the cuprates 19, 20 through the ω-T correspondence τ ( ω) ↔ τ (k B T ) transformed to the self-energy of two-particle Green's function for the conductivity. Appendix K showing temperature-insensitive z qp (k)c 1 (k) also supports the correspondence. (See Fig. 17 of Appendix L for each z qp (k) and c 1 (k).)
A remarkable property of the inelastic relaxation rate Γ(k) = z qp (k)c 1 (k) is its high value (∼ 1) with only weak dependence on the doping, momentum (see Fig. 4a .) and temperature.
This universal behavior of Γ ∼ 1-1.5 seems to support a local and universal mechanism of the relaxation, for instance, the Planckian dissipation mechanism of the hydrodynamic state, which claims τ −1 (T ) = Γk B T / or τ −1 (ω) = Γω with a universal constant Γ of the order unity [21] [22] [23] . Although simple version of Planckian mechanism expects only an extended broad self-energy structure due to "unparticle physics," the self-energy has a broad but prominent peak structure around ω = ω PEAK which is responsible for the superconductivity through the KramersKronig transformation as we discussed. At the same time, although the cDMFT studies 16 suggest a sharp peak structure, the actual line shape is rather broad with the width around 0.05 eV (see Figs. 2c. and d.), which is comparable to ω PEAK itself. More importantly, the peak is smoothly connected in the tail with the ω-linear behavior near the zero energy, implying that the "Planckian dissipation and hydrodynamic behavior" associated with the strange metal 21 is caused by the origin of the superconductivity. The broad prominent peaks could be due to the damped pole but it could also be ascribed to "unparticle object" generated by entangled bare electron and dark object. If the electron is hybridized with the fermionic part of excitonic excitations 17 , the strong entanglement of the exciton and electron can generate the unparticle feature, which may be ultimately ascribed to Mott physics through emergent excitonic bound states characteristic of (doped) Mott insulator. Alternatively, other mechanisms can be equally proposed. The present result poses severe constraints on possible theories.
V. RELATION BETWEEN THE SUPERCONDUCTING CRITICAL TEMPERATURE AND SUPERFLUID DENSITY
Fundamental quantities revealed by the machine learning provide further insight into the superconductivity through the scaling among experimental observables: The linear relation F ∝ T c between T c and the superfluid density F measured from the muon-spin relaxation rate R (theoretically proportional to F (k)z qp (k) averaged over Fermi surface momentum) has been examined through the Uemura plot 27 in high-T c superconductors as in an example of the purple triangles in the inset of Fig. 4b . for Bi2201 24 . The linearity should be satisfied for attractive interaction stronger than the effective Fermi energy scale E F , which is proportional to the carrier density in two spatial dimensions. Here, E F is roughly the effective bandwidth of the dispersion z qp k . This can be regarded as the Bose-Einstein condensation (BEC) regime.
Homes et al. 26 proposed empirical but more universal fitting as plotted in an example of Bi2201 by blue upside-down triangles in the inset of Fig. 4b . 24, 25 , where the dc conductivity σ dc at T c enters as R ∼ CT c σ dc (T c ) with a material independent constant C. Since σ dc is proportional to the momentum relaxation time, the Homes relation proposes qualitatively different physics involving dissipation and scattering effects beyond the naive BEC regime. However, since σ dc is believed to be proportional to both the carrier density and the relaxation time, it is not easy to single out the relaxation effect. Related scaling of the superfluid density F z qp proportional to the quasiparticle peak weight was also proposed 28, 29 . Here, by replacing σ dc by the microscopic relaxation rate Γ(k)ω, we obtain a better linear scaling than the Uemura and Homes plots from the linear regression analysis, if we employ F Qω 0 ∝ T c (Γ(k)) −1 with ω 0 taken as a doping-independent energy scale for Bi2201. Here, instead of z qp defined in the ω → 0 limit, in the left hand side, we employ the renormalization factor Q at k AN averaged in the self-energy peak region, namely, (5) with the integration over the interval ω < 0, where the integrated peak intensity of the self-energy peak ImΣ PEAK = −ImW PEAK plotted as the yellow area in Figs. 2c. and d. is defined as W PEAK (k) = dωImW PEAK (k, ω). The replacement of z qp with Q allows to include the pairing energy scale reduced by the pair breaking effect Q more appropriately and it indeed gives better fitting. However, material independent ω 0 does not explain the large T c difference between Bi2201 and Bi2212, because Γ(k) and F Q are similar at the optimum doping (see Table I ).
Material-dependent T c can be represented by
instead of a constant ω 0 . Note that Ω 0 is the correct scale of superconducting amplitude because Ω 0 measures the contribution to the superconducting gap through the Kramers-Kronig relation, where the peak of ImΣ PEAK (yellow area in Figs. 2c. and d.) and ImW PEAK (pink area in Figs. 2c. and d.) have the same amplitude, and hence ImΣ ano does have a dominant peak as well. In fact, the primary origin of the large difference of T c between Bi2201 and Bi2212 is identified as the difference in W PEAK (namely the coupling strength of the electron with the dark object which makes the prominent self-energy peaks), supplemented by the difference in ω PEAK . (see Table I . 
with
gives the best linear fit (the main panel of Fig. 4b .). The transition temperature T c is determined first by F of course, but it is also scaled by the effective Cooper-pairformation energy scale of the attractive coupling given by g primarily around the antinodal region and the degree of quantum entanglement among, for instance, the bare electron and the emergent dark object together with the entanglement within the quasiparticles measured by Γ(k N ) in the nodal region. Although the Homes plot does not offer how T c is determined because σ(T c ) ∝ 1/T c cancels in the relation to F , the present result indeed shows T c linearly scaled by
The linearity is crucially different from the Uemura plot as well because of the dependence on the relaxation rate Γ. Intuitively, τ = /(Γk B T ) or /(Γk B ω) is related to the characteristic length scale λ for the extension of the quantum mechanically entangled area through λ ∼ v F τ 21 , where v F is the characteritic electron velocity ("Fermi velocity"). The larger attraction generates stronger self-energy peak. It necessarily generates the steeper ω-linear tail of ImΣ nor near zero energy, further enhancing more local and stronger pairing approaching the BEC limit, and raises T c through Eq. (7). It seems that the strange metal and high T c with strong attraction, in this sense, represent the two sides of the same coin. It is also interesting to note that Eq. (7) looks compatible with the scaling E c ∝ γ c T 2 c 30 , where E c is the condensation energy and γ c is the Sommerfeld constant of the specific heat, because gF plays the role of the gap, which generates the energy gain.
Note that Γ(k) should be analyzed around k N , while Ω 0 and F contribute at k AN for better fitting. The in-plane transport and the quantum entanglement are dominated by the contribution around the nodal region, while the pairing looks driven in the antinodal region. Equation (7) is the best scaling among various attempts we have made. To convince readers, we just show two examples of plot in Figs. 4c. and d.. The first example is z qp (k AN )F (k AN ) vs. T c plotted in Fig. 4c ., which, though not perfectly equivalent, apparently mimics the Uemura plot. The second is Fig. 4d .).
The standard deviation is by far best for the present fit in Fig. 4b . with Eq.(7).
The present result is significant because the whole analyses are obtained solely from the single ARPES line shape of A(k, ω) and contains much less ambiguity than before. The present machine learning purely from experimental data sheds new light on understanding the superconducting mechanism, where the energy dissipation plays a role through the extension of quantum entanglement. For detailed doping concentration and momentum dependences of T c , F (k), c 1 (k), z qp (k), and the superconducting gap ∆ 0 (k) for Bi2201 at 11K are found in Appendix L.
VI. OUTLOOK
It is desired to examine the present results on the cancellation of two self-energy contributions which makes the superconducting temperature high and the role of dissipation in determining T c in other cuprate compounds by measuring A(k, ω) at high accuracy and resolution. Present successful examples of insight obtained purely from the machine learning analysis of experimental data indicates an opening of a promising field which allows understanding physics hidden in experiments, without relying on involved and specific theoretical assumptions and biases. By combining with other experimental data and indisputable theoretically basic constraints such as symmetry, much more powerful tool will be provided for understanding physics of complex phenomena.
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Green's function
We propose a theoretical method to extract Σ nor and Σ ano from experimentally observed spectral functions A(k, ω) of superconductors. In superconducting phases, the single-particle retarded Green's function at a given momentum k as a function of frequency ω is given by a diagonal component of 2 × 2 matrix in Nambu representation,
with ζ = ω + iδ (δ is a small positive real number). The bare dispersion is given by k . A(k, ω) measurable by ARPES is related toĜ as
with the normal component of the Green function
while the total self-energy Σ tot is given by
with W given in Eq. (2) In the gap function Eq. (3) the renormalization is defined as
.
(A5) The ω → 0 limit of Q is theoretically equivalent to the quasiparticle weight (renormalization factor) defined in Eq.(A7) below as we calculate in Appendix J. The real part of ∆(k, ω), Re∆(k, ω = 0) is nothing but the superconducting gap (see the definition of ∆ in Eq. (3)). In the present paper, δ is chosen to be equal to the experimental resolution as δ = 10 meV 9 , instead of taking δ → 0 + . To estimate the density of the Cooper pairs, mass renormalization, and gap amplitude in the spectral weight, we define F (k), z qp (k), and ∆ 0 (k) respectively as,
where ∆(k, ω) is defined in Eq.(3) and z qp is called the renormalization factor (see Appendix J).
Boltzmann machine representation of imaginary part of self-energy
Although high-resolution ARPES data for A(k, ω) are available in experiments, Σ nor and Σ ano are not directly given separately from A(k, ω), while if Σ nor and Σ ano and k are given, A(k, ω) can be determined easily by using Eqs. (A1) and (A2). Therefore we need to solve an underdetermined non-linear inverse problem. To overcome the underdetermined nature of the problem, we employ physical constraints as prior knowledge as detailed below. By incorporating these physical constraints, we try to optimize Σ nor and Σ ano so as to reproduce experimental A(k, ω). For this purpose we employ a machine-learning method by applying a Boltzmann-machine algorithm 7 . The reliability, accuracy and robustness of the present machine learning procedure are shown in several robustness test against noise in Appendix B and benchmark tests in Appendix F.
The physical constraints employed in the present paper are classified into two categories. The constraints in the first category are the structure of the Green's function given in Eq.(A1), the Kramers-Kronig relationship between the real and imaginary part of the selfenergies, negative definiteness of ImΣ nor , and odd nature of ImΣ ano as ImΣ ano (−ω) = −ImΣ ano (ω). The constraint in the second category is the sparse and localized nature of the ImΣ ano along ω axis. In the present context, the sparseness is defined as the property of ImΣ ano concentrated and localized in the small frequency range around the Fermi level. It should be mentioned that the optimization procedure of the present machine learning does not explicitly impose the constraint because of the flexible representability of the present (restricted) Boltzmann machine 33 . The sparse nature of ImΣ ano is, however, justified a posteriori eventually in the optimized solution, which turns out to satisfy physically reasonable sparseness though the machine learning procedure does not explicitly impose this constraint.
From physical grounds, the sparse and localized nature of ImΣ ano is a natural consequence as clarified in Ref. 34 , where irrespective of the mechanism and symmetry of the realistic pairing, strong and long-range nature of Coulomb repulsion in general causes severe pair breaking at large energies and suppresses Σ ano at energies far away from the fermi level.
In the retarded Green's function representation, ImΣ nor is negative definite. Then ImΣ nor can be fit by
where C is represented by a superposition of a series of rectangular functions Θ L σ (x) defined in Eq.(A12) below. In this fitting, the frequency range of our interest
L grids using an integer L and assign an L-digit binary representation as
where σ i = mod(I/2 i−1 , 2) for the decimal representation I(σ) in the range 1 I(σ) 2 L of the grid number coordinate;
The grid mesh is chosen to be smaller than or comparable to the experimental energy resolution (∼ 10meV 9,10 ) to fully reproduce the experimental A(k, ω) within the resolution of the grid size ∆ω = Λ/2
The nonnegative weight C(σ) is to be determined by the optimization using the Boltzmann machine later. Thanks to the non-negativity of C(σ), it is efficiently optimized by the Boltzmann machine. The Boltzmann machine is generally defined as a Boltzmann weight for Ising variables ν = ±1
where (W ) m = W m represents interaction among ν, and (B) = B represents magnetic fields applied to ν. The restricted Boltzmann machine (RBM) 8, 35, 36 is one of the most widely used Boltzmann machine and introduces hidden Ising variables h in addition to the physical Ising variables S that constitute the whole Ising variables as ν = (S, h). The RBM allows the interactions only between visible and hidden variables in the form W m S h m . While the visible variables correspond to physical degrees of freedom, the hidden variable is internal one. Here, we assign the visible Ising variables S = (S 1 , S 2 , ...S 2 L ) for σ introduced in Eq.(A10) using the relation S = 2σ −1. With the hidden variables h, a flexible Boltzmann machines including the RBM is constructed as
where we rewrite C(σ) as C(S) = C(σ) by changing the variable from the binary variable σ to the Ising variable S. We can further generalize the Boltzmann machine by making a mixture distribution of the Boltzmann machine with coefficients w λ as
In this paper, we employ two different types of Boltzmann machines to enhance their representational power and determine each Σ nor and Σ ano , separately. ImΣ nor is negative definite and a widely distributed function within energy scale set by the Coulomb repulsion. Thus, we use the flexible and nonnegative RBM. However, ImΣ ano has different properties: It is sparse, which is justified a posteriori as we addressed already. Therefore, we employ a mixture distribution of the Boltzmann machine Eq.(A15) without the hidden variables to accelerate the optimization. There may still remain ambiguities in determining Σ nor and Σ ano from an observed A(k, ω). As proposed below, the ambiguities are removed by imposing physical constraints of ImΣ ano .
Our restricted Boltzmann machine for −ImΣ nor is given by The advantage of the RBM is that one can analytically trace out the hidden variables h m , leading to
Any ω-dependent line shape in the energy range [−Λ/2, Λ/2] can be flexibly represented by optimized Boltzmann-machine parameters, if they are nonnegative.
For Σ ano , to remove the ambiguities, we impose the physically required symmetries,
which can be constrained by employing a mixture distribution. Namely, we represent Σ ano as a mixture distribution consisting of Boltzmann machines as
If it is sparse, Σ ano can be better represented by Eq.(A20) below, as we see in an example of the Gaussian distribution in Appendix G.
is the weight for the anomalous part represented by the Boltzmann machine and w λ , V λ m and b λ are variational parameters to minimize the difference between the resultant A(k, ω) and the measured spectral functions.
Since it is sufficient to take the number of variables S at most 9 to fit the experiment data containing the resolution limitation, we can explicitly take the trace summation over S for all (with 2 L terms) at each iteration step. Therefore the drawback of the form Eq.(A20) beyond the RBM (namely, the complexity arising from containing the term proportional to V λ m ) is not a serious problem.
Real part of self-energy
The real part of the retarded self-energy is obtained through the Kramers-Kronig relation as,
For example, the real part of normal self-energy is obtained as
where we introduce a broadening factor δ.
Numerical procedure for optimization
We optimize the Boltzmann machine to reproduce experimentally observed spectral weights. Naively, the least square error defined by
is minimized, where N d is the number of the experimental data points, A exp (ω) is an experimentally observed A(k, ω), {ω j } (j = 1, 2, . . . , N d ) is the set of frequency where A(k, ω) is observed in the experiment, and f (ω j ) is a convolution of the Fermi-Dirac distribution and a Gaussian distribution. The experimental data A exp (ω j ) involves the Fermi-Dirac distribution broadened by the resolution of the experiments. Therefore, we introduce the convolution f (ω) of the Fermi-Dirac distribution at 12 K for Bi2212 and 11 K for Bi2201 and the Gaussian distribution with standard deviation √ σ 2 = 5 meV. Here, we normalize the experimental data A exp (ω) by assuming (1/N d ) j A exp (ω j ) = n 0 , where 0 < n 0 < 1. In this paper, we infer n 0 = 0.3 per spin, which means that 60% of an electron is assumed to be distributed for ω −0.4 eV. We show that n 0 = 0.3 is indeed the optimized value of the least square fit in Appendix H while the result of the self-energies does not sensitively depend on the choice of n 0 around 0.3.
The parameters in the Boltzmann machine, α nor = (b, {W m }) and α ano = (w λ , {b λ }, {V λ m }), are optimized by using the standard gradient method. The parameters at the kth step, α nor k and α ano k , are updated as
where while the simple steepest descent method is employed to optimize the part of ImΣ ano (ω j ) because the natural gradient method assumes that the optimized distribution is positive or negative definite. During the optimization of the Boltzmann machine, we may introduce a regularization term by L 1 norm of the mixture of the Boltzmann machines as λ w λ |w λ |. While λ w = 10 −3 will accelerate the optimization, the results of the optimization is confirmed to be insensitive to λ w ≤ 10 −3 . In the actual fitting, we employed λ w = 10 −3 . To explore the multi-dimensional parameter space of the Boltzmann machine and find an optimized solution, we employ the Bayesian optimization scheme. First, we perform sufficiently large number of minimization steps, which is typically 4 × 10 3 , with an initial parameter set. Then, we update the center of mass of each Boltzmann machine in ImΣ ano defined in Eq.(A19). To generate the next proposal for the center of mass, we use the Bayesian optimization scheme 39 depending on the history of the optimization process for the center of mass of each Boltzmann machine in ImΣ ano . When we generate the proposal, we choose the proposal to minimize another cost function χ 2 defined below.
To avoid overfitting, we use χ 2 defined below to make the proposal instead of the χ 2 . First, we generate fictitious experimental data from the original data. Because the overfitting originates from reproducing detailed noisy behaviors in the experimental data finer than the experimental resolution 40 , to eliminate the noise, the experimental data A exp is fitted by a smooth function A fit defined as a linear combination of the Gaussian distributions 39 with standard deviation √ σ 2 = 10 meV equal to the experimental resolution. Then, we can estimate amplitude of noise in the experimental data as σ
By using the probability distribution p(A |A fit , ω) ∝
2 n , we can generate fictitious experimental data. If we assume that p(A |A fit , ω) well reproduces real experimental data, the cost function to avoid overfitting is defined by,
where A r is the rth fictitious experimental data generated by the probability distribution p(A |A fit , ω) and
s } is a set of randomly chosen frequency points for each fictitious data A r .
The sequential optimization of the internal parameters of the Boltzmann machines and the center of mass of the mixture distribution is repeated several tens. The selfenergies that give the minimum χ 2 during the process are shown as the inferred self-energies.
In the present paper, first, we optimize the Boltzmann machine with L = 8 visible nodes and 2L = 16 hidden nodes for the part ImΣ nor and, then, we enhance the resolution with L = 9 visible nodes and 18 hidden nodes to obtain better resolution with reasonable numerical cost. In the optimization with L = 9, we avoid the update of the center of mass by the Bayesian process and perform longer minimization steps up to 2 × 10 4 . We employ the broadening factor δ = 10 meV throughout this paper. We show in Appendix I that the result does not sensitively depend on the choice of δ.
Decomposition of self-energy
While the normal and superconducting components of the total self-energy, ImΣ nor (k, ω) and ImW (k, ω), show the prominent peak structures, which are absent in the Bardeen-Cooper-Schrieffer (BCS) mean-field theory 41 , there are an extended background and a BCS-like superconducting contribution, in addition to the peaks. To highlight these peaks, we decompose ImΣ nor (k, ω) and ImW (k, ω) into the peaks and other components. As proposed in Ref. 14, Σ tot (k, ω) may consist of a single pole that generates a superconducting gap and a smooth normal state component. Then, we decompose ImΣ tot (k, ω) as
Here, while the BCS-like superconducting contribution is represented by a Lorentzian,
where ∆ 0 and Γ are phenomenological parameters that correspond to a BCS-like superconducting gap and life time of quasiparticles, respectively. The background ImΣ N (k, ω) is represented by a linear combination of many Gaussian distributions, where its large amplitude signals the incoherence of electrons at that energy. Then, the peak contribution cancelled in ImΣ tot (k, ω) is obtained from ImΣ nor (k, ω) as
and from ImW (k, ω) as
where ImΣ PEAK (k, ω) = −ImW PEAK (k, ω) holds.
Resolution of gap functions
The gap function ∆(ω) defined in Eq. (3) can show significant δ dependence near the small δ limit around ω ∼ 0. The δ dependence originates from the finite imaginary part of the normal self-energy ImΣ nor (k, ω = 0) inevitable in the experimental data. When we modify Q as
we obtain stable behaviors of ∆(ω) for |ω| > 10 meV by keeping δ = 10 meV and restricting to δ < δ. In Fig. 15 , we use δ = 2.5 meV.
Shift of peak positions in gap functions
Figure 15c. and d show the gap function ∆ defined in Eqs. (3) and (A5). It reveals that the peak positions in ∆(k AN , ω) are different from those in ImΣ ano , which is consistent with the hidden fermion theory 16 . In fact, the peak positions of Im∆(k AN , ω) (∼ ±80 and ±220 meV for Bi2212 and ∼ ±80 and ±210 meV for Bi2201) are nearly the same as the peak positions of ReΣ ano , while the peak positions of Re∆(k AN , ω) (∼ ±50 and ±180 meV for Bi2212 and ∼ ±50 and ±160 meV for Bi2201) are nearly the same as the peak positions of ImΣ ano . This is because the imaginary part of Q is dominant in the relevant frequency region (∼ 100 − 200 meV) as shown in Fig. 15 . The shift of the peak positions indicates the strong renormalization effect in the normal quasiparticle contained in Q. In any case, in the contribution to the real order parameter of the superconductivity ∆ AN = Re∆(k AN , ω = 0) is expected to be contributed mostly from the two peaks in Im∆(k AN , ω) through the KramersKronig relation. The d-wave gap amplitude ∆ AN is 30 meV for the optimally doped Bi2212 while it is around 10 meV. However, at small energy (∼ 60 meV), the gap amplitude is both around 40 meV, which is comparable to the peak energy of ImΣ ano and ImΣ nor suggesting the similar pseudogap energy for optimum and underdoped samples.
Appendix B: Robustness of machine learning
The present use of machine learning is categorized to a general class of regression analysis as addressed in the first paragraph of Appendix A In the standard simple case of the regression task, training data set is simply given by the observed A at discrete number of x and we infer the functional form of A(x). In the present case, it is more involved and the training data is the experimentally measured discrete and limited number of A and ω, and the regression task is to determine Σ as a continuous function of ω. In terms of the optimization with the machine learning, our task is to minimize the difference between the measured data A and that obtained from the inferred Σ(ω), which is a continuous function of ω. Therefore, our work is categorized to the machine learning application to a regression task, one of the most widely applied machine learning fields. Our regression scheme is illustrated in Figure 5 A (k,Z In the regression analysis, it is helpful to examine the reliability of the machine learning by using solvable cases as the benchmark, as in other type of the regression task found in the problem of solving quantum many-body problems and classical statistical physics problems 32 It is also important to test the stability of the procedure by adding noises. In this section we show the robustness against the noise and in Appendix F, we show several benchmark tests for solvable models. We examine stability of the present machine-learning scheme. By using A fit and σ 2 n , we can generate fictitious experimental data with larger amplitude of noise than the original data. Here, we use the fictitious data to examine the input data dependence of the present scheme. In the upper panel of Figure 6 , we show examples of fictitious data with amplified noiseσ n = 8σ n for Bi2212 andσ n = 2σ n for Bi2201. We perform the machine learning and extract the self-energy from the fictitious data. As shown in the lower panel of Fig. 6 , the variance of ImΣ nor , and ImΣ ano obtained from fictitious data is reasonably small with the peak structure in the imaginary part of the selfenergy, which indicates that our solution of the inverse problem is numerically stable. The present machine-learning scheme is based on the imaginary parts of the self-energy within a finite frequency range −Λ < ω < Λ, where Λ 0.4 eV, and the experimental data observed within −0.4 ω 0.2. Therefore, in the genuine self-energy, there is a possible unknown contribution from the outside of the cutoff energy Λ. However, as explained below, such a contribution is a monotonic and bounded function of ω, and, thus, possible errors due to the lack of information can be estimated.
Due to the Kramers-Kronig relation, the real part of the self-energy can be affected by the cutoff energy Λ. Because the imaginary part of the normal self-energy is expected to extend over the cutoff energy, the real part of the normal self-energy has a monotonic and bounded contribution from the outside of the cutoff energy. On the other hand, because the anomalous self-energy is finite only within the cutoff energy scale, the real part of the anomalous self-energy can be affected by the cutoff only through the normal self-energy. In the main text, we ignored the contribution of the high-energy part of normal self-energy. To estimate the possible contribution from the outside of the cutoff energy, here, we assume a possible distribution of the imaginary part of the normal self-energy outside the cutoff: The imaginary part of the normal self-energy outside the cutoff is assumed to be confined within Ω − W /2 ω Ω + W /2, where |Ω | > Λ W and the amplitude of the imaginary part is approximately constant within the energy range. Then, contribution to the real part is given by
which is monotonic for −Λ < ω < Λ. When |Ω | > Λ W is assumed, ∆ReΣ nor (ω = 0) and ∂∆ReΣ nor (ω)/∂ω| ω=0 are approximately estimated as −ImΣ nor (Ω )W /(πΩ ) and ImΣ nor (Ω )W /(πΩ 2 ), respectively. If we imagine formation of a lower Hubbard band, for instance, we may assume that |Ω | ∼ |ImΣ nor (Ω )| ∼ O(1) eV and W Λ. Then, the contribution from the outside of the cutoff is bounded as | − ImΣ nor (Ω )W /(πΩ )| Λ/π and ImΣ nor (Ω )W /(πΩ 2 ) 1/(2π). As we show in Fig.7 , the qualitative feature of the peak structure at ω < −0.4 eV does not change even when we add an artificial high-energy part for the normal selfenergy. In Fig. 7 , we compare the self-energy inferred from the experimental ARPES data with the self-energy inferred with an additional high-energy part Σ H .
Here, we added the following fixed high-energy part Σ H in the optimization process,
where a = 0.6, b = 0.5, and c = 0.3, whose imaginary part becomes substantial for ω > −0.4 eV as shown in the inset of Fig. 7 .
Indeed, the artificial high-energy part does not affect the prominent peak structures in ImΣ nor and ImΣ nor . When the energy range covered by the measured A(k, ω) becomes wider, the uncertainty becomes of course further reduced.
Appendix C: Comparison with Biased Self-Energy Form
Here, we discuss the possible origin of the discrepancy with the analysis by Bok et al. 13 . We first point out that the discrepancy is because of their neglect of the involved entanglement between Σ ano and Σ nor with a prominent peak in both of Σ ano and Σ nor revealed here. Their assumption of the fermi liquid for the normal component with momentum independence may not be justified. Since we are able to analyze with one EDC curve without assuming the fermi liquid behavior of the normal component, and successfully derive momentum dependent self-energy, the machine learning is more fit in solving the present problem, because the flexible fitting of the self-energy function is required.
In their analysis, (1) they have assumed momentum independent self-energy together with Eq.(S8) in their paper, which is justified only when the Fermi liquid theory applies in a wide energy range and as we clarified, it is not the case at least away from ω = 0. (2) They have analyzed mainly only at θ = 20
• , away from the antinodal point, which makes the identification of the prominent peak difficult. We infer that these may have effects on the contrast with ours.
Next we discuss the origin of discrepancy in the result by Li, et al. 42 .They assumed momentum independent self-energy in the MDC analysis as one sees in Eq. of their supplementary note 2, whose basis is unclear. More crucially, they assumed the imaginary part of selfenergy in the forms Eq. (5) or (6) for the normal part and (7) for the anomalous part, which is totally unjustified. Particularly, the form (7) does not allow the formation of peak and it does not allow the cancellation with the structure in the normal contribution in the spectral function as we discovered. It is crucially important to allow the flexibility of the self-energy form and the machine learning is one of the best way to incorporate it while the attempt by Li, et al. failed it. We have attempted to fit the self-energy in the form of (7) for the anomalous part and found the resultant optimized χ 2 is 1.71 × 10 −4 , which is higher than the present result 1.15 × 10 −4 . The Temperature dependence of self-energies. Self-energies are obtained from the machine learning using the ARPES EDC curves plotted in the upper panel and taken from the experimental data of Bi2212 at optimum doping at 40K, 80K and 120K, which are supplied by Kondo et al. 10 . Although the peak cancellation between W and Σ nor still exists at 40K and 80K, above Tc the anomalous self-energy peak contribution to W essentially vanishes, as is expected.
resultant self-energy does not show any appreciable peak as it should be in contrast to the present result as one sees in Fig. 8 . Note that due to the unbiased choice of the normal self-energy here, the self-energies in Fig. 8 are relatively better fit than the more biased ones in Li, et al 42 . The spectral function obtained from the additional bias in the normal part, Eq. (5) or (6) We have shown the machine learning results in the main text for the superconducting phase well below T c to show the remarkable structure of the pronounced anomalous self-energy peak with its dominant contribution to the superconductivity. However, the question how the cancellation of the normal and anomalous self-energy evolves with raising temperatures provides us with further insight on its role in the superconductivity. Fig. 9 shows machine learning results of the normal and anomalous self-energies together with W for the ARPES measurement obtained by the machine learning of Bi2212 at optimum doping at 40, 80 and 120K
10 . The anomalous self-energy peak vanishes above T c as it should be, which further confirms the validity of the present machine learning scheme.
Appendix E: Momentum Dependence
We have shown the machine learning results in the main text at the antinodal point, because the remarkable structure of the pronounced anomalous self-energy peak, coexisting with the normal self-energy peak is most clearly identified with its dominant contribution to the superconductivity. However, the momentum dependence of the peak structure provides us with useful insight. We here show the momentum dependence of self-energy structure. Fig. 10 shows the imaginary part of the normal and anomalous self-energies together with W for the ARPES measurement angle 1.0
• , 11.1
• , and 41.9
• obtained by the machine learning result of Bi2201 at optimum doping at 11.3 K 10 . Note that 0
• is the antinodal and 45
• is the nodal points. Although the peaks in the normal and anomalous self-energy become less significant as is expected, the cancellation of ImΣ nor and W always holds and the prominent peak is missing in ImΣ tot similarly to the case at the antinodal point. This result further corroborates the universal mechanism of the peak cancellation and the dominant contribution to the superconductivity. IG. 10. Momentum (angle) dependence of self-energies. Self-energies are obtained from the machine learning using the ARPES EDC curves plotted in the upper panel and taken from the experimental data of Bi2201 at optimum doping at 11.3 K at the angle 1.0
• (a. and f.), 11. • (e. and j.) supplied by Kondo et al. 10 . Although the quasiparticle peak becomes sharper when the nodal point is approached, prominent peaks are found at all angles in imaginary parts of the normal and anomalous self-energies around ±0.07 eV, which are missing in W at all the angles, though the peaks become less pronounced and are almost missing at 41.9
• (nearly nodal point).
Appendix F: Accuracy, Stability and Robustness of the Present Method Clarified by Solvable Benchmarks
In this section, we employ exactly solvable models as benchmarks. We first examine whether our machine learning correctly reproduces the exact self-energies (with prominent peak structures), if the exact solution indeed shows the cancellation of the normal and anomalous selfenergy contributions in the total self-energy and the spectral function A(ω) shows only a weak peak-dip-hump structure. To our knowledge, exact solution, which shows such a cancellation is not found except for the case of the two-component fermion model. Then, as a benchmark, we inferred the self-energy of a superconducting two-component fermion model defined by the following Lagrangian,
which is essentially the same form as that introduced in Ref. 16 . In the following discussion, we assume that the noninteracting density of states determined from c (k) is a constant N F and focus on a specific momentum k at the Fermi momentum just for simplicity. Because of the momentum independence, this consideration at a specified momentum does not cause loss of generality. Here, we add Σ (0) (ω) at the above momentum defined by
in addition to c (k) to mimic the additional normal Fermi-liquid-like component seen in the experimental result arising from interaction effect for the part not represented by the coupling to the f fermion, where a, b and d are constants. The self-energy in the exact solution of this two-fermion model is given as,
For simplicity, we have dropped the momentum dependence in the solutions (F3) and (F4). In our calculation, we set a = 0.008 eV 2 , b = 0.2 eV 2 , d = 0.08 eV 3 , V 1 = 0.075 eV, D 1 = 0.0375 eV, and f = c = 0. The present choice of the parameters is enough to generate the spectral function observed at the Fermi momentum we focus, and the dependence on the doping and dimension of the system etc. are implicitly contained in N F . By using the exact solution for the spectral function A 2f (ω), we add small but finite noise, where σ 2 of the noise is set to be 6 × 10 −4 to mimic the experimental noise and perform the machine learning using this noisy A 2f (ω). Although it is irrelevant to the inferred self-energies, the Fermi-Dirac distribution with T = 40 K is introduced in the spectral weight used in the machine learning just by following the scheme used in the main text. In Figs. 11a-c, the spectral function of the two-component fermion model A 2f (ω) and the self-energies are shown for the exact solutions (solid and dashed curves) and the machine learning results (symbols). In the self-energy inference, we choose n 0 = 0.45 without fine tuning and use the spectrum within −0.55 eV < ω < 0.05 eV. The peak position in ImΣ nor and ImΣ ano and the Fermi liquid-like normal contribution in the exact solution (shown with the index 2f such as A 2f (ω) illustrated by solid and dashed curves) are well reproduced by our machine learning results (symbols). The peak cancellation in Σ tot 2f in the exact solution is also well reproduced.
In Fig. 11d-f , we show an artificial case, where the pole of Σ ano is shifted 0.03 eV from the solution (F4), where the pole cancellation in the total self-energy does not occur any more and the spectral weight shows weird two peaks. The concrete representation of the self-energies of the modified two-component model is given by the following form,
where the pole of Σ ano is shifted from that of Σ ano because of ∆D 1 = 0.03 eV and a factor r = 2 is introduced to avoid singular spectrum. The spectrum and self-energies of the modified two-component model are denoted with the index m as A m (ω). Even in this case, the machine learning results well reproduce all the line shapes. This indicates that our machine learning flexibly and accurately reproduces the exact solution irrespective of the presence or absence of the peak cancellation.
The present scheme also reproduces the self-energies of boson-madiated superconductors. As a typical model, the superconducting state described by the following Eliashberg equations is examined.
By following the standard strong coupling theory for boson-mediated superconductors 5, 43, 44 , the superconducting gap ∆(ω) and particle-hole symmetric component of the normal self-energy ω(1 − Z(ω)) at zero temperature are give by the Eliashberg equations,
where ∆ 0 = Re∆(∆ 0 ), ω c is the cutoff frequency, and η is a positive broadening factor.
Again, we assume that the noninteracting density of states is given by momentum and energy independent constant N F for simplicity and the superconducting symmetry is momentum independent s-wave. In the following, we use the name "phonon" for the boson, although any kind of boson can be the candidate of this treatment.
Here, we assume that the kernel functions K ± originate from the Einstein phonon as
where Ω is the Einstein phonon frequency and g is the electron-phonon coupling constant. With the assumption that the density of states is constant around the Fermi leveld, the self-energies obtained by the Eliashberg equations are independent of the electron density and dimension of the system. Then, the normal component of the Green's function is defined as
where φ(ω) = Z(ω)∆(ω) and is the energy measured from the Fermi energy. The spectral function is defined as
is the Fermi-Dirac distribution, and the superconducting density of states is given by
The notation of the self-energies used in the literature on the phonon-mediated superconductors 43, 44 , ω[1 − Z(ω)] and φ(ω), is different from Σ nor (ω) and Σ ano (ω) in the present paper. The normal and anomalous components of the self-energies are obtained as
In Fig. 12 , an example of the self-energy inference for the phonon-mediated superconductors is shown. Here, we set the coupling constant g 2 N F = 0.275 eV, the Einstein phonon frequency Ω = 0.075 eV, the cutoff frequency ω c = 4 eV, and the broadening factor η = 0.0075 eV 2 . The parameters in Σ (0) (ω) are chosen as a = 0.008 eV 2 , b = 0.016 eV 2 , and d = 0.005 eV 3 . For normalization of the spectral function, we choose n 0 = 0.3 without tuning. Although its effect is negligibly small in the inferred self-energies, the Fermi-Dirac distribution with T = 40 K is introduced in the spectral weight used in the machine learning just by following the scheme used in the main text. The machine learning results capture essential features of the exact normal and anomalous self-energies, where the anomalous self-energy has a dip around −(∆ 0 + Ω) and −(∆ 0 + 2Ω) and the normal selfenergy shows a sharp drop. The dip in the anomalous self-energy, which arises from the the electron-phonon coupling and gives the superconducting gap through the Kramers-Kronig relation, is responsible for the s-wave superconductivity. These features are characteristic of the strong coupling BCS (phonon-mediated) superconductors and the anomaly of N b (ω) at −(∆ 0 +Ω) shown in the inset of a. is regarded as the evidence of the phonon mechanism. The machine learning well reproducing the exact results of the dip in ImΣ ano and the sharp drop in ImΣ nor indicates the reliability of the present method. Self-energies are obtained from the machine learning using the ARPES EDC curves with δ=5 meV. The ARPES EDC is taken from the experimental data of Bi2212 at optimum doping at 11K, which are supplied by Kondo et al. 9 . The peak position and their cancellation between W and Σ nor remain essentially the same even for δ smaller than the experimental resolution.
Appendix I: Effects of Resolution δ
In the present study, the small imaginary part iδ utilized in the Green's functions is chosen to be equal to the experimental resolution. When substantially larger resolution δ is taken, the detailed spectra are trivially not reproducible. On the other hand, when smaller resolution δ is taken, the spectra may be easily fitted. Here, we examine how the smaller δ affects the inferred selfenergy. As a typical example, we take δ=5 meV, which is a half of δ used in the main article, and confirmed that the smaller δ does not change the qualitative structure of the self-energy. As shown in Fig. 14 , the peak structures in ImΣ nor and ImW , and the cancellation between them are reproduced.
Appendix J: Pair Breaking in Underdoped Sample
The renormalization factor (quasiparticle residue) estimated from the expression z(k) = Q(k, ω)| ω→0 (J1) theoretically equivalent to z qp defined in Eq.(A7) is the weight of the quasiparticle, which can be substantially reduced from the noninteracting value z(k) = 1 due to the interaction effects. The renormalization factor estimated from the fitting of Eq.(J1) is z qp ∼ 0.1 for Bi2212 and z qp ∼ 0.03 for Bi2201 (see Fig. 15 ) supporting the non-Fermi liquid behavior especially in the underdoped case. In general, negative Im∆(ω) for ω < 0 enhances Re∆(ω = 0) through the Kramers-Kronig relation and is indeed negative in most of ω in Fig. 15c, d . However, Im∆(ω) is positive at |ω| < 0.04 eV (|ω| < 0.06 eV) for Bi2212 (Bi2201). Because ImΣ ano is found to be always negative for ω < 0, it is ascribed to the pair breaking effect of Q, arising from poles of Σ nor inside the superconducting gap as already pointed out 16 . The pair breaking is much more prominent for underdoped sample, Bi2201.
Although a similar conclusion for the underdoped Bi2201 suggests a universal nature, the prominent nonFermi liquid behavior and the pair breaking could be accounted for by an alternative at k = k AN , namely the pole of Σ nor shifts to the energy ω ∼ 0 and destroys Σ ano accompanied by an insulating gap. Although such a solution gives worse χ 2 in our analysis, a momentum selective insulating behavior at the antinodal point deserves to be explored further together with the full momentum and temperature dependences. 10 . The doping dependence of the superconducting order parameter F (k), gap amplitude determined from the peak position in EDC, the superconducting gap amplitude ∆0(k) obtained by the present Boltzmann machine learning (BML), the quasiparticle renormalization factor zqp, c1(k),Q, WPEAK, ωPEAK and Ω0 are shown mainly at k = kAN, where the doping p is estimated by doping dependence of Tc in 46 . The average over the Fermi surface of F , F (kF) is also estimated. 
