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Computation Efficiency Maximization in
OFDMA-Based Mobile Edge Computing Networks
Yuhang Wu, Yuhao Wang, Fuhui Zhou, and Rose Qingyang Hu
Abstract—Computation-efficient resource allocation strategies
are of crucial importance in mobile edge computing networks.
However, few works have focused on this issue. In this letter,
weighted sum computation efficiency (CE) maximization prob-
lems are formulated in a mobile edge computing (MEC) network
with orthogonal frequency division multiple access (OFDMA).
Both partial offloading mode and binary offloading mode are con-
sidered. The closed-form expressions for the optimal subchannel
and power allocation schemes are derived. In order to address
the intractable non-convex weighted sum-of ratio problems, an
efficiently iterative algorithm is proposed. Simulation results
demonstrate that the CE achieved by our proposed resource
allocation scheme is better than that obtained by the benchmark
schemes.
Index Terms—Mobile edge computing, computation efficiency,
resource allocation, orthogonal frequency division multiple ac-
cess.
I. INTRODUCTION
THE mobile-edge computing (MEC) has emerged as apromising technology that can improve the computing
capability of users [1]. In an MEC system, mobile devices are
able to offload computation-intensive tasks to the MEC servers
for computing. In contrast to cloud computing techniques,
the MEC server is deployed close to the user [2]. Thus, it
can significantly reduce the energy consumption and latency
compared to those required by the conventional cloud-based
computing systems [3]. In general, there are two ways to
conduct task computing, namely, partial and binary offloading
[4]. Under the partial offloading mode, the users partition
the computation task into two parts and one of them can be
offloaded to the MEC server for computing. Meanwhile, the
computation task is not able to be partitioned in the binary
offloading mode and should be completely offloaded or only
computed locally.
Since resource allocation is of vital importance in MEC
networks, there are many investigations that have focused on
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this area [5]-[11]. The work in [5] studied a multiuser MEC
system and a resource allocation scheme aimed to minimize
the energy consumption was proposed. The authors in [6]
proposed two alternative algorithms to tackle the computation
rate optimization problem in a wireless powered MEC system
where unmanned aerial vehicle (UAV) was utilized as the MEC
server. An energy consumption minimization problem was
formulated in [7] for a time division multiple access (TDMA)-
based wireless powered MEC system with latency constraint.
Based on the work in [7], a latency minimization problem
was studied in TDMA-based MEC systems [8]. An energy-
efficient non-orthogonal-multiple-access (NOMA)-based MEC
system was designed in [9]. Resource allocation strategies
were proposed to minimize the consumed energy.
Up to now, most of the existing works have been de-
voted to reducing the energy consumption, or increasing the
number of computed bits, but ignored the tradeoff between
the computation bits and the energy consumption. In this
letter, the computation efficiency (CE) is considered, which
is a new metric that can consider both energy consumption
and the computed bits. It aims to optimize the computation
bits per Joule energy and describe the tradeoff between the
energy consumption and the achievable computed bits [10].
In [10], the CE maximization problem under the partial
offloading mode was studied in TDMA-based MEC systems,
and a computation-efficient resource allocation scheme was
proposed. We have also investigated CE maximization problem
under the max-min fairness criterion in a wireless powered
MEC network [11], where the energy harvesting mode is
practically non-linear. However, resource allocation strategies
have not been fully studied for the computation efficiency
maximization.
Motivated by the above mentioned facts, in our work, we
design computation-efficient resource allocation strategies to
achieve the maximum weighted sum computation efficiency
in the OFDMA-based MEC system under both partial and
binary offloading modes. Although we have investigated CE
maximization in MEC systems with TDMA in [10], the CE
maximization problems and its solutions in the OFDMA-
based multiple-user MEC system are very different from those
in MEC systems with TDMA. The subchannel allocation in
OFDMA systems results in more complicated mixed-integer
programming problems. Moreover, both the partial and binary
modes are studied. To the best knowledge of the authors, there
are no investigations that have devoted to maximizing the CE
in the OFDMA-based MEC system under both partial and
binary offloading modes. We propose an efficiently iterative
algorithm to tackle the formulated intractable non-convex
fractional optimization problems. Simulation results show that
the CE achieved by the proposed resource allocation scheme
outperforms that obtained by the benchmark schemes. More-
over, it is shown that a better performance can be obtained
under the partial offloading mode than that achieved in the
binary offloading mode in terms of CE. Furthermore, the
simulation results elucidate that there is a tradeoff between
the computed bits and the CE. In addition, the performance
of the proposed CE maximization framework is compared
with that of two single metric optimization frameworks. The
results demonstrate that the proposed scheme outperforms
other schemes in terms of the CE.
The rest of letter is organized as follows. In Section II the
system model is presented. The CE maximization problems are
formulated in Section III. The simulation results are shown in
Section IV. Section V concludes the letter.
II. SYSTEM MODEL
An OFDMA-based MEC network is considered which con-
sists of one MEC server with single-antenna and K a single
antenna users denoted as K = {1, 2, . . . ,K}. The system
bandwidth is partitioned into N orthogonal subchannels. Let
N = {1, 2, . . . , N} denote the available subchannels. Each
has a bandwidth of B Hz. It is assumed that the subchannels
between the MEC server and users are block fading channels
such that the subchannels remain constant during each block
with duration T . Each user can occupy multiple subchannels.
However, one subchannel can only be occupied by at most
one user. The operation mode of the MEC network is stated
as follows.
A. Operation Mode
1) Partial Offloading Mode: Under this mode, the users
partition the computation task into two parts and one of
them is computed locally while the other part is offloaded
to the MEC server for computing. During the computation
offloading process, the transmit power is denoted as pk,n and
the channel power gain of user k on the nth subchannel can be
denoted by hk,n. ρk,n ∈ {0, 1} is defined as the subchannel
assignment indicator variable. Specifically, ρk,n = 1 if the
nth subchannel is occupied by the kth user and ρk,n = 0
otherwise. Thus, the number of computed bits can be ex-
pressed as lk,n = ρk,nTBlog2(1 +
pk,nhk,n
N0
), where N0 is
the noise power at each subchannel. T set as the OFDMA
time block. The energy consumed during this process for user
k is expressed as Eoffk,n = ρk,nζpk,nT + pcT , where pc is
the constant circuit power consumption for offloading process
and it depends on the specific hardware implementation and
the application. ζ is the amplifier coefficient.
During the local computing process, let Ck denote the cycles
required for processing one bit of input data at the central
processing unit (CPU) of the kth user, which is assumed to be
the same for all the users. The local computation time is the
entire block T . The local computing frequency of the kth user
is denoted as fk. Therefore, the computed bits of the kth user is
llocalk = Tfk/Ck. The energy consumed in local computing is
modeled as Elocalk = εkf
3
kT , where εk denotes the coefficient
depend on chip architecture at the user k [6]. The CE is the
ratio of the computation bits both in local computing and
offloading process to the consumed energy during the entire
block T [10]. According to the definition of CE in [10] and
[11], the CE of the kth user is expressed as
ηk =
Rk
Pk
=
∑N
n=1 ρk,nBlog2
(
1 +
pk,nhk,n
N0
)
+ fk
Ck∑N
n=1 ρk,nζpk,n + εkf
3
k + pc
(1)
2) Binary Offloading Mode: In this mode, the compu-
tation task should be completely offloading to the MEC
server or only computed locally. This mode is appropri-
ate to the scenario where the computation task of users
is indivisible. Let µk ∈ {0, 1}, ∀k ∈ K denote the op-
erational mode selection factor, namely, µk = 1 means
that user k chooses to perform task offloading mode, and
µk = 0 represents the local computation mode is chosen
in user k. Accordingly, under binary offloading mode, the
CE of each user is expressed as ηk = Rk/Pk, where
Rk = µk
∑N
n=1 ρk,nBlog2(1 +
pk,nhk,n
N0
) + (1− µk)
fk
Ck
and
Pk = µk
∑N
n=1 ρk,nζpk,n + (1− µk)εkf
3
k + pc, respectively.
III. PROBLEM FORMULATION
A. CE Maximization Under The Partial Offloading Mode
1) Problem Formulation: Under this mode, the weighted
sum CE maximization problem is formulated as
P1 : max
ρk,n,pk,n,fk
K∑
k=1
ωkηk (2a)
s.t. C1 : Rk ≥ R
th
k , ∀k, (2b)
C2 : Pk ≤ P
th
k , ∀k, (2c)
C3 : 0 ≤ fk ≤ f
max
k , ∀k, (2d)
C4 :
∑K
k=1
ρk,n ≤ 1, ∀n, (2e)
C5 : ρk,n ∈ {0, 1} , ∀n, ∀k, (2f)
where ωk > 0 indicates the weight of the kth user and it gives
the relative priority of each user. The constraint C1 ensures
that the minimum required computation bits of each user can
be satisfied. The constraint C2 is the total power consumption
constraint, and P thk denotes the maximum available power.
The constraint C3 is the CPU frequency constraint, where
fmaxk denotes the maximum CPU frequency of the kth user.
The constraints C4 and C5 ensures each subchannel can only
exist at most one user.
P1 is a challenging non-convex problem since the objec-
tive function has the sum-of-ratios structure. Moreover, the
existence of coupling relationship among different variables
makes the problem more complicated. In order to solve P1, an
auxiliary variable zk,n is introduced. The subchannel assign-
ment indicator variable is relaxed into a continuous variable,
namely, ρ˜k,n ∈ [0, 1]. Let zk,n = ρ˜k,npk,n, by substituting
pk,n = zk,n/ρ˜k,n and applying a parametric algorithm to
L =
K∑
k=1
λk
(
ωkR˜k − βkP˜k
)
+
K∑
k=1
υk (f
max
k − fk) +
K∑
k=1
αk
(
R
th
k − R˜k
)
+
K∑
k=1
ςk
(
P
th
k − P˜ k
)
+
N∑
n=1
ξn
(
1−
K∑
k=1
ρ˜k,n
)
(6)
transform P1. By introducing an auxiliary parameter βk, the
equivalent problem is given as
P2 : max
ρ˜k,n,zk,n,fk,βk
∑K
k=1
βk (3a)
s.t. βk ≤
ωkR˜k
P˜k
, ∀k. (3b)
R˜k ≥ R
th
k , ∀k, (3c)
P˜k ≤ P
th
k , ∀k, (3d)
C3,
∑K
k=1
ρ˜k,n ≤ 1, ∀n, (3e)
0 ≤ ρ˜k,n ≤ 1, ∀n, ∀k, (3f)
where R˜k =
∑N
n=1 ρ˜k,nBlog2 (1 + pk,nhk,n/N0) + fk/Ck
and P˜k =
∑N
n=1 ρ˜k,nζpk,n + εkf
3
k + pc. Furthermore, P2 can
be transformed into an equivalent optimization problem with
an objective function in subtractive form via Lemma 1.
Lemma 1: If (ρ˜∗
k,n
, z∗
k,n
, f∗
k
, η˜∗
k
) is the optimal so-
lution to P2, then there exist λ
∗ = (λ1, · · · , λk) and
β∗ = (β1, · · · , βk) such that the optimal solution to the fol-
lowing problem is (ρ˜∗k,n, z
∗
k,n, f
∗
k ) for the given (λ, β), i.e.
λ = λ∗ and β = β∗.
P3 : max
ρ˜k,n,zk,n,fk
K∑
k=1
λk
(
ωkR˜k − βkP˜k
)
(4a)
s.t. (3c)− (3f). (4b)
Besides, (ρ˜∗
k,n
, z∗
k,n
, f∗
k
, η˜∗
k
) also satisfies the following
equations for (λ, β):
λk =
1
P˜k
, ∀k, ωkR˜k − βkP˜k = 0, ∀k. (5)
Proof: Please refer to [12] for the proof.
The convex of the P3 is easy to prove. Therefore, the
optimal solutions can be readily obtained by using the dual
method for the given (λ, β). Then an efficient approach
to updating (λ, β) is developed. By rearranging terms, the
Lagrangian of P3 is written as (6),
where υk, αk, ςk and ξn are non-negative Lagrange multi-
pliers for the corresponding constraints.
2) Optimal Solutions: Let poptk,n and f
opt
k denote the optimal
transmit power and local computation frequency of the kth
user, respectively.
Theorem 1: The optimal transmit power and local com-
putation frequency of the kth user for the weighted sum CE
maximization are given as
poptk,n =
[
(λkωk − αk)B
ln 2ζ (λkβk + ςk)
−
N0
hk,n
]+
, (7)
foptk =
√√√√[ (λkωk−αk)Ck − υk
3 (λkβk + ςk) εk
]+
, (8)
where [a]+ represents the maximum between a and 0.
Proof: Differentiate the Lagrangian (6) with respect to
zk,n, and let it equal 0. Since zk,n ≥ 0, the optimal z
opt
k,n
is obtained as zoptk,n =
[
(λkωk−αk)ρ˜k,nB
ln 2ζ(λkβk+ςk)
− ρ˜k,nN0
hk,n
]+
. Since
pk,n =
zk,n
ρ˜k,n
, the optimal transmit power of the kth user can be
obtained. Similarly, the optimal local computation frequency
of the kth user can be obtained from the derivations of the
Lagrange function (6) with respect to fk,n. The proof for
Theorem 1 is completed.
Remark 1: Note that poptk,n increases with the subchannel gain
hk,n. This suggests that the user with a higher subchannel
gain should allocate more power to the offloading process
for the purpose of obtaining the maximum weighted sum
CE. Besides, the subchannel gain needs to satisfy hk,n ≥
[N0 ln 2ζ(λkβk+ ςk)]/(λkωk−αk)B. Otherwise, the optimal
power poptk,n becomes zero, which means the user can only
perform local computation.
According to (6), the optimal subchannel allocation ρoptk,n is
described in Theorem 2.
Theorem 2: The optimal subchannel allocation of the
OFDMA-based MEC system is obtained as
i (k) = arg max
1≤k≤K
Hk,n, ρ
opt
i(k),n = 1, ρ
opt
k,n = 0, ∀k 6= i (k) . (9)
Theorem 2 indicates that the nth subchannel should be
allocated to the user with the largest Hk,n, k ∈ K. Hk,n is
given by (11).
Proof: Taking partial derivative of (6) and applying the
Karush-Kuhn-Tucker (KKT) conditions, one has
∂L (ρ˜k,n, zk,n, fk)
∂ρ˜k,n


< 0, ρ˜optk,n = 0,
= 0, 0 < ρ˜optk,n < 1,
> 0, ρ˜optk,n = 1.
∀k, n. (10)
And the optimal subchannel allocation can be given as
Hk,n =(λkωk − αk)B
(
log2
(
1 +
zk,nhk,n
N0
)
−
zk,nhk,n
ln 2 (N0 + zk,nhk,n)
)
, (11)
ρoptk,n =
{
0, Hk,n < ξn
1, Hk,n > ξn
, ∀k, n, (12)
where Hk,n, ∀k, n is the channel allocation indicator obtained
by the above derivation process. It plays a vital role in finding
the optimal subchannel allocation and power allocation. It
reflects the tradeoff between the achievable computed bits
and the energy consumption. The proof for Theorem 2 is
completed.
The subgradient method can be applied to obtain all the
dual variables [13]. Finally, an efficient approach to attain
the optimal CE under partial offloading mode is presented in
Algorithm 1.
3) Complexity Analysis: The complexity analysis of Al-
gorithm 1 is presented as follows. Firstly, the complexity
of ρ˜k,n, pk,n and fk , ∀k, linearly increase with KN ,
where K and N are the number of users and the number
of subchannels, respectively. Secondly, since the number of
dual variables is 4K + N , the subgradient method has the
complexity in O(K2N2). Finally, the complexity of λk and
βk is independent ofK [12]. Thus, for the proposed algorithm,
the total complexity is O(K3N2).
Algorithm 1: Computation-efficiency resource allocation algorithm
for OFDMA-based MEC networks
1: Initialize the algorithm accuracy indicator e, λ and β,
and set i = 0;
2: repeat
3: Initialize (υk , αk , ςk, ξn);
4: repeat
5: Obtain the optimal transmit power p
opt
k,n
, local computation
capacity f
opt
k,n
and the optimal subchannel allocation ρ
opt
k,n
from (7), (8) and (9) respectively;
6: Update the Lagrange variables (υk , αk , ςk, ξn) by
υk(i + 1) = υk(i) + ∆υk(f
max
k
− f∗
k
),
αk(i + 1) = αk(i) + ∆αk(R
th
k
− R˜∗
k
),
ςk(i+ 1) = ςk(i) + ∆ςk(P
th
k
− P˜ ∗
k
),
ξn(i+ 1) = ξn(i) + ∆ξn(1−
∑
k
ρ˜k,n);
7: until (υk , αk, ςk, ξn) converges;
8: Update λ and β by (5);
9: i = i+ 1;
10: until p
opt
k,n
, f
opt
k,n
and ρ
opt
k,n
converges;
11: Output the optimal computation efficiency.
B. CE Maximization Under The Binary Offloading Mode
1) Problem Formulation: In this mode, the optimization
problem is formulated as
P4 : max
ρk,n,pk,n,fk,µk
K∑
k=1
ωkηk (13a)
s.t. Rk ≥ R
th
k , ∀k ∈ K, (13b)
Pk ≤ P
th
k , ∀k ∈ K, (13c)
C3− C5, (13d)
µk ∈ {0, 1} , ∀k ∈ K, (13e)
where (13b) stands for the minimum computed bits require-
ment and (13c) denotes the maximum available power for
binary offloading mode, respectively. The constraint (13e)
indicates that each user can either only offload tasks or only
perform local computing.
2) Optimal Solutions: It can be seen that P4 is similar to
P1. Thus, P4 can adopt the same method for solving P1, for
a given µk. Moreover, µk is relaxed as a continuous variable,
µ˜k ∈ [0, 1]. The optimal solution for the operation mode
selection factor can be obtained by Theorem 3.
Theorem 3: The operation mode selection factor of the CE
maximization problem under the binary computation offload-
ing mode can be given as
µk =
{
0, F 1k < F
2
k
1, F 1k ≥ F
2
k
, (14a)
F 1k =(ψkωk − ϑk)
N∑
n=1
ρk,nBlog2
(
1 +
xk,nhk,n
ρk,nN0
)
(14b)
− (ψkφk + χk)
(
N∑
n=1
xk,n + pc
)
,
F 2k =(ψkωk − ϑk)
fk
Ck
− (ψkφk + χk)
(
εkf
3
k + pc
)
,
(14c)
where ϑk and χk are the non-negative Lagrange factors for the
constraints (13b) and (13c), respectively. Moreover, φk and ψk
are the auxiliary variable introduced according to Lemma 1.
Proof: It is easy to prove Theorem 3 from the derivations
of the Lagrangian with respect to µk. Due to space limit, the
detail is omitted .
The optimal transmit power poptk,n, local computation capac-
ity foptk,n and the optimal subchannel allocation ρ
opt
k,n can be
similarly obtained by Theorem 1 and Theorem 2.
IV. SIMULATION RESULTS
In this section, simulation results are presented to investigate
the performance of our proposed resource allocation schemes.
The following parameter settings are considered. The system
bandwidth is B = 2MHz, T is set as 1s, the number of
subchannel N is set as 4 and the number of users is 2 [4]. The
channel fading is Rayleigh.The number of cycles for process-
ing each bit is set to be Ck = 10
3 cycles per bit, and the chip
CE is εk = 1×10
−24. The weights for all users are set to be 1,
i.e., ωk = 1, ∀k. The transmit circuit power consumptions are
the same for all users, pc = 50 mW. The amplifier coefficient
ζ is set to 3. Four baseline schemes are also evaluated for
comparison which are stated as follows: 1) Offloading only;
2) Local computing only; 3) Maximizing computation bits
(CB) scheme: the CB maximization; 4) Minimizing energy
consumption (EC) scheme: the EC minimization.
Fig. 1 illustrates the convergence of the proposed algorithm,
i.e., the CE obtained by different computing modes versus
the number of iterations. It is observed that the convergence
rate of the proposed algorithm is fast. It can converge to a
constant with only a small number of iterations. Thus, the
high efficiency of the proposed algorithm is verified. Besides,
the proposed algorithm has a better performance than the other
schemes in terms of CE.
From Fig. 2, it can be seen that the CE of Algorithm 1 first
increases with the transmit power. Then, when the transmit
power is high enough, the CE reaches the saturation point.
This is because the number of computed bits increases faster
than the consumed energy when a small maximum available
transmit power is adopted. But when the maximum transmit
power is high enough, the user chooses the optimal transmit
(a) (b) (c)
Fig. 1. (a) Convergence of the proposed algorithm for different schemes.; (b) The sum CE versus the maximum available energy; (c) The sum CE versus the
minimum data requirement.
power that maximizes the sum weighted CE instead of using
the maximum transmit power. Since more available power
allows users to offloading more computation data to the MEC
server or processing them locally, which significantly improves
the CE. Moreover, we can observe that the CE of our pro-
posed schemes is larger than those of other three benchmark
schemes since the proposed scheme has more flexibility in
allocating resources between computation offloading or local
computation. It is also shown that the CE obtained under
the partial offloading scheme is superior to that achieved
under the CB maximization scheme. This is due to the CB
maximization scheme consumes all the available energy to
obtain the maximum achievable computation bits. Since the
computation bits and the consumed energy are simultaneously
increased, the CE may be not increased.
Fig. 3 illustrates the weighted sum CE achieved with those
four schemes versus the minimum computed bits requirement.
As shown in Fig. 3, the CE do not increase with the minimum
computation bits. It clearly indicates that the tradeoff between
the computed bits and the CE exists. It is also shown that the
performance of the proposed schemes is superior to that of
three benchmark schemes with respect to the CE. In particular,
the CE achieved under the EC scheme is smaller than that
obtained under the proposed CE maximization scheme. The
reason is that the energy consumption minimization scheme
cannot consume more energy to increase the achievable com-
putation bits as long as the minimum computation bits re-
quirement is satisfied. Therefore, the maximum CE cannot be
achieved under the energy consumption minimization scheme.
This also indicates that our framework can achieve a good
tradeoff between the consumed energy and the computation
bits.
V. CONCLUSIONS
The weighted sum CE maximization problems were studied
in an OFDMA-based MEC system. The subchannel, tranmit
power and local CPU frequency were jointly optimized to
maximized the weighted sum CE. By exploiting the sum-of-
ratio structure of the objective function, we proposed an ef-
ficiently iterative algorithm to solve the formulated problems.
Simulation results demonstrated the efficiency of our proposed
algorithm. It was also shown that our proposed resource
allocation strategy has a larger CE compared to the benchmark
schemes. Moreover, it shows that the CE obtained by the
partial offloading mode is better than that achieved in the
binary offloading mode. Furthermore, the tradeoffs between
the computation efficiency and the number of computation bits
optimization framework are revealed.
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