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This compilation of published papers forms my habilitation work. The three
papers presented here have benefited from useful comments by the referees and




This habilitation work presents my research in the field of adaptive learning,
which is one of the ways of modeling boundedly rational agents, and thus a
deviation from the rational expectations (RE) hypothesis. For the last 40 years,
REH was the cornerstone of modelling in macroeconomics. Under RE, the ex-
pectations are formed consistently with the underlying model and the policy
environment, and all available information is used effi ciently by the agents. The
expectations are crucial for the macroeconomic models, because modern litera-
ture insists on the agents’behavior being ‘micro-founded’, that is, optimal, given
well defined preferences and budget constraints. Absolute majority of modern
macro models are defined as a series of intertemporal optimization problems,
and the solution to these problems depends crucially on how agents form their
expectations about future variables that inform their action.
REH is a very useful and powerful assumption. It tightens the link between
theory and estimation, allows for an effi cient estimation of the deep parameters
of the model by exploiting all the cross-equation restrictions that are imposed
through the model-consistent expectations hypothesis, and often results in exis-
tence of a unique equilibrium. However, REH does not provide a description of
the information problem that agents have to solve to discover systematic rela-
tions between current and future values of the relevant variables. RE might be
thought of as a result of some asymptotic process whereby the agents, having
lived for an infinite time in a stationary environment, were able to learn exactly
all the relevant relations and distributions.
In reality, households and firms have limited knowledge and diffused infor-
mation about the correct form of the underlying model, about the exact value of
the model parameters or the state vector of variables, and especially about the
exogenous and latent disturbances that hit the economy. Agents, like econome-
tricians, need to find out the dynamic structure of the economy using the data
available in real time. As processing information is costly, it is more realistic to
assume that they will concentrate on a limited amount of information and that
they update their beliefs about the underlying economic relations as new data
becomes available, in order to capture possible changes in the stochastic struc-
ture or in the policy environment. If expectations are allowed to deviate from
the RE solution, the model dynamics changes as well and expectations become,
potentially, an important additional source of business cycle fluctuations. Such
beliefs are called mis-specified.
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x INTRODUCTION
Real time economic environment is characterized by frequent changes, rang-
ing from the seemingly one-off events such as the Great Depression to the con-
stant churning of market leaders and modes of production caused by the tech-
nological progress. It is, therefore, realistic to assume that the agents, unsure
of the parameters of their environment and thus learning, also make allowance
for the possibility that their world could be non-stationary. In non-stationary
environments, using of the so-called ‘perpetual learning’becomes optimal. Such
learning, however, introduces its own stochastic component to the agents’behav-
ior. If the economic environment is, indeed, stationary, then usage of tracking
algorithms for learning could become the source of non-trivial economic fluctu-
ations, even asymptotally.
In my research, I concentrate consequences of AL agents using perpertual
learning algorithms and mis-specified beliefs on the economic dynamics, both
from theoretical and practical point of view. In the first presented paper, “Es-
cape Dynamics: A Continuous Time Approximation”, joint with D. Kolyuzhnov
and A. Bogomolova, published in the Journal of Economic Dynamics and Con-
trol 2014, 38, 161-183, we investigate theoretically and by the way of computer
simulations the most prominent way mis-specified perpetual learning could af-
fect the economic dynamics: so-called ‘escapes’, whereby the agents’(Central
Banks and the private sector’s) beliefs leave a neighborhood of the Nash Equi-
librium and move towards beliefs consistent with another equilibrium. The
escapes occur purely by chance, due to a sequence of shocks which lead the
Central Bank to believe in existence of an exploitable inflation-unemployment
tradeoff and thus deviate from the Nash equilibrium. Attempts to exploit such
a tradeoff, if accompanied by several shocks reinforcing the original deviation,
force the beliefs outside of the small neighborhood of the NE, where the so-called
mean dynamics (the averaged driving factor in the beliefs updating process) is
pushing them further away form the NE. In contrast to the earlier literature,
starting with Cho, Williams, and Sargent (2002), utilizing the discrete-time
large deviations theory approach to the escapes, we apply the continuous-time
approximation of the original discrete-time process, resulting in a continuous-
time diffusion. These earlier papers worked directly with discrete-time learning
dynamics and used the earlier results of Williams (2001), who derived numer-
ically the action functional for a linear-quadratic case when the state variable
process is autoregressive with Gaussian noise. The basic problem associated
with this approach is that characterizing escape dynamics for the discrete-time
process as proposed by Cho et al. implies numerical calculation of a functional in
a calculus-of-variation problem that leads to a system of non-linear differential
equations with numerically derived right hand side functions. For complicated
problems (with many lags, and/or high dimensionality), this approach can be-
come numerically intractable. An analytical solution for escape dynamics of
a discrete-time process can be derived only for a restrictive class of learning
processes, such as recursive least squares or stochastic gradient learning with a
constant gain with Gaussian shocks.
The continuous-time approximation proposed in our paper contributes to a
partial resolution of this problem. Our approximation around the REE is a
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linear diffusion with constant coeffi cients. In large deviations theory, all escape
dynamics characteristics such as the expected time until the beliefs escape any
given neighborhood D of the REE, the point through which this escape is most
likely, and the probability of leaving D within a given amount of time, are
obtained by minimizing a so-called action functional on the boundary of the
neighborhood, ∂D. Given our choice of the approximating diffusion, this task
is a standard linear control theory problem: minimizing the action functional
is equivalent to finding a minimum of a quadratic form on ∂D, where a closed
form solution for many geometric forms of boundaries exists. We argue that our
approach allows the construction of an approximation to the true characteristics
of escape dynamics, which would be hard to derive otherwise, investigate this
approximation using numerical simulations, and further show that the escape
process is well described by the Central Limit Theorem, while large deviations
approach becomes applicable only for the much smaller value of the learning
gain than the one used in the macroeconomic literature.
The other two papers, included into this habilitation work, deal with con-
sequences allowing the agents, populating a medium-scale DSGE model similar
to that of Smets and Wouters (2007), to be adaptive learners holding poten-
tially mis-specified beliefs and engaging in perpertual learning. In “Learning in
an estimated medium-scale DSGE model”, joint with Raf Wouters, published
in the Journal of Economic Dynamics and Control (2012), 36, 26-46, we eval-
uate empirically the fit of a DSGE model while allowing the agents to form
their expectations as linear functions of past model variables. Coeffi cients of
these linear functions, commonly known as beliefs, are re-estimated every pe-
riod using a constant-gain (perpetual) learning algorithm. The beliefs about
the relationship between expectations and current and past variables adapt to
the patterns recently observed in the data. Several authors have suggested that
adaptive learning can enhance the propagation mechanism of the DSGE models
and generate the persistence that is otherwise caused by these models’frictions
or by the dynamics in the exogenous stochastic processes. For instance, Or-
phanides and Williams (2003-2005a) illustrated how adaptive learning can lead
to inflation scares or to increased inflation persistence. Milani (2007) estimated
a small-scale model both under RE and learning and showed that the learning
reduces the scale of structural frictions and results in an improved marginal
likelihood relative to the RE model. We extended this previous work by esti-
mating the learning process in a medium-scale DSGE model. We investigated
systematically the role of initial beliefs and the information set in our learning
models. The initial beliefs are hard to discover, because they depend on histor-
ical observations that are not part of the likelihood function. We investigated
initial beliefs based on pre-sample data information, the beliefs that maximise
the likelihood of the in-sample data, and the initial beliefs consistent with the fi-
nal estimated model. We showed that if the agents are allowed to use the same
information set under AL as under RE, there is no much difference between
model dynamics, and the adaptive agents’beliefs stay close to their RE coun-
terparts. However, if the information set for adaptive learners included only
the observable variables and was smaller than the RE set, several interesting
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features could be observed: First, the model fit, measured using the log data
density, improved; Second, there was a clear drift in the agents’beliefs, clearly
showing that the initial beliefs (selected to be consistent with the RE equilib-
rium, corresponding to the estimated model parameters), were not providing
the best possible description of the model dynamics. If the initial beliefs were
estimated together with the other model parameters, then the model fit was
improving dramatically. The latter finding raises the question of selecting the
initial beliefs under AL, as it could significantly affect the estimation results.
Finally, we found that the learning models that fit the data better than the
model with rational expectations tend to add some additional persistence to
the DSGE model, in particular following a monetary policy shock, that reduces
the gap between the IRFs of the DSGE model and the more data-driven DSGE-
VAR approach. We also observed that the additional dynamics introduced by
the learning process did not systematically alter the estimated structural para-
meters related to the nominal and real frictions in the DSGE model.
The final paper of this work, “Learning in a medium-scale DSGE model with
expectations based on small forecasting models”, also with Raf Wouters, pub-
lished in the American Economic Journal: Macroeconomics (2012), 4, 65-101,
developed further the themes discovered in the previous paper. We allowed the
adaptively learning agents to use an even smaller information set than previ-
ously – typically, only two lags of a forward-looking variable being forecasted
and a constant. In contrast to much of the earlier literature, both theoretical
and empirical, we let our agents update their beliefs using Kalman filter (KF)
rather than constant gain least squares (CG LS). We observed that Kalman filter
learning is more effi cient and adjusts more quickly than the constant gain learn-
ing, a finding that is in line with Sargent and Williams (2005). We documented
more extensively the macroeconomic implication of the learning dynamics: the
impact is mainly concentrated in the inflation dynamics, and contrary to Milani
(2007), we did not observe an important effect on the role of real frictions in
households’and firms’decision problems.
We allowed the agents to experiment with different forecasting rules and
combine their predictions using either simple averaging or Bayesian Model Av-
eraging (BMA) techniques, and showed that using small forecasting models
further improves the models fit, that using several forecasting models leads to
almost the same result as using only the best one and that simple averaging
works better than BMA methods.
Assuming that agents use only a limited information set in forming expec-
tations may be criticized for being largely arbitrary. Therefore, we conducted
an extensive robustness exercise to underline that our results do not depend on
a specific choice of the small forecasting model or of the initial beliefs. We also
documented that the out-of-sample forecast performance of the DSGE model
with adaptively learning agents using small forecasting models is competitive
with a RE DSGE model where expectations are formed using a much larger
forecasting model. The use of small forecasting models is important for the
learning dynamics to adjust in a flexible, fast, and stable way. The empirical
performance of the learning model depends on three properties: the specification
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of the forecasting model, the initial beliefs and the effi cient updating procedure.
All three aspects are contributing to a successful fit, but nevertheless the results
were robust for relatively minor changes on each of the three properties.
We also showed that under adaptive learning the transmission mechanism of
the model changes significantly, with very persistent mark-up processes which
are needed to explain the data under RE becoming iid processes under AL.
Finally, we demonstrated that RE and AL models deliver rather different time
series for inflation expectations, and that these expectations are rather different
from the ones measured in the Survey of Professional Forecasting, with AL
model’s expectations closer to the SPF data than RE expectations. The latter
finding served as the beginning of my current work, also with Raf Wouters, on
empirical DSGE models with AL agents.
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