Synthesis of platinum cubes: Platinum NPs were prepared in a scintillation vial (20 mL) by reduction of K 2 PtCl 4 with freshly prepared NaBH 4 in an aqueous tetradecyltrimethylammonium bromide solution. 1 Initially, aqueous solutions of K 2 PtCl 4 (0.1 mL, 100 mM) and tetradecyltrimethylammonium bromide (9.9 mL, 100 mM) were mixed at room temperature. The mixture was heated at 50 ºC 3 for 5 min in an oil bath, and NaBH 4 (0.3 mL, 1 M) was added under vigorous stirring. The flask was immediately closed with a septum and the resulting pressure inside the reaction flask was released by inserting a needle into the septum. After 10 min, the needle was removed, and the solution was stored at 50 ºC for 5 h under gentle stirring. The product was centrifuged at 5000 rpm for 30 min. The supernatant solution was separated and centrifuged again at 12000 rpm for 10 min. The precipitate was re-dispersed in 1 mL of water. The final size of platinum cubes was 9.7 ± 0.3 nm, as determined by TEM.
S2. High resolution TEM (HRTEM) imaging of Pt NPs
Figure S1 (a) HRTEM image of a Pt NP at room temperature oriented along a <100> zone axis and (b-c) two different models for the 3D shape of the NP based on the orientation and the projected shape. It is clearly impossible to decide which of the two models describes the shape better, due to the lack of thickness information along the viewing direction.
S3. In situ aberration corrected HAADF-STEM observations

Experimental details
In situ observations of the shape evolution of Pt NPs were carried out using an aberrationcorrected FEI-Titan Cubed electron microscope, operated at 300 kV. For HAADF-STEM, a probe convergence semi-angle of 21 mrad and detector inner and outer collection semi-angles of 42 and 95 mrad respectively, were used. The gas and heating cell holder (Climate S3+, DENSsolutions) is made of two chips functionalized with electron-transparent SiNx windows. 2, 3 The thickness of the window membrane was approximately 30 nm. The temperature of the sample is accurately controlled via a 4-point probe method. The as-prepared Pt NPs were studied at 300 ˚C under 1 bar O 2 (99.999%) and 1 bar 5%H 2 /Ar. To minimize the effect of the electron beam, the electron dose was reduced to 5580 e -/Å 2 , which is approximately 1 to 2 orders of magnitude lower in comparison to conventional HAADF-STEM imaging. Moreover, the dose rate was reduced by acquiring multiple frames with a short dwell time (0.25 μs) and a low beam current of 55 pA. The focus of the images was optimized to yield highest contrast. 4 To rule out any effect of the electron beam during our observations, we always compared the illuminated particles to those that were not exposed to the electron beam during the switch to a different gaseous environment and a similar particle shape was observed. given atomic column. Non-rigid registration methods using multiple successive images as an input have therefore been proposed. 7 In this study, we acquired multiple consecutive images at high speed (acquisition of 2k x 2k images with a scan time of 1s for each frame) in order to minimize beam damage, charging, and specimen rotation. As a consequence, effects of kHzMHz frequency distortions are unfortunately very strong and often strongly correlated along the fast-scan direction. Even after applying a frame average procedure based on rigid 8 and non-rigid registration 7,9,10 , these distortions persist.
Structural characterization of Pt
To compensate for scanning distortions, we apply the concept of machine learning using a deep artificial neural network. This approach has become state-of-the-art because of its ability to learn from data by adjusting the so-called weight connections between neurons in the network during its training process. In particular, convolutional neural networks (CNNs) have resulted in a breakthrough for various tasks. [11] [12] [13] [14] [15] [16] [17] The restoration procedure we propose here is based on the use of a deep convolutional neural network that directly learns how to differentiate between distorted and undistorted HAADF-STEM images. By training the neural network, it implicitly learns to detect the presence of distortions and to correct for these, regardless the level and combination of distortions present in the image that is used as an input. The architecture that we propose for the network consists of a stack of 12 layers, where each layer is composed of a linear convolution followed by a so-called elementwise Rectified Linear Unit. 18 All layers consist of 64 filters (except for the last one which consists of a single filter) and have a spatial filter size of 5x5. Using the Caffe framework 19 , the unknown parameters are determined by minimizing the standard mean squared error employing the so-called Adam learning algorithm 20 followed by the SGD learning algorithm 21 , which has been shown to have optimal convergence results. 22 Note that the input data has a size of 64x64. We train the network from scratch where the initialization of the weights has been chosen according to. 23 
Data generation
Since we are only able to collect distorted experimental images, our training dataset is based on a set of simulated undistorted and distorted images, which can be corrected on a single-shot STEM image without using any prior knowledge of the specimen. This constraint was included in order to develop a general restoration procedure. The distorted STEM image can be modelled by applying successive distortions to an undistorted image. We want to point out that the occurrence probability and the range of values of the described distortions were obtained based on the analysis of a large number of experimental STEM images.
The HAADF STEM images are generated by projecting a specimen in which each atom is modelled as a 3D Gaussian function. The specimens were generated by randomly choosing the Bravais lattice, specimen orientation, specimen thickness, lattice parameters, atomic types, amorphous composition, amorphous density, and amorphous thickness. Defects were created by removing atoms with a random probability between 0 and 20%. The brightness and contrast are randomly changed by rescaling the image and adding an offset. In order to control the level of the counting noise during the data generation, the image is normalized in the range 0-1 by dividing by its maximum value.
In general, binning combines the information of adjacent pixel. This will lead to a change of the noise distribution and a reduction of the resolution by the binning factor. We include this effect by resizing the undistorted image intensities by a random factor of 2, 4 or 8 with a probability of occurrence of 20%. In the final step of the data generation, the distorted image is binned by the same factor. Moreover, it is known that the frame average procedure changes the noise distribution. By applying the frame average procedure to N distorted images, this effect is included in the last step of the data generation. The number N is randomly selected from a uniform integer distribution within the range . The occurrence probability was set to 20%.
[ , ]
The displacement of the jitter distortions are modeled using the correlation scheme 24
where is the / displacement, is the correlation factor, is a random number
selected from a normal distribution with standard deviation . In order to generate different levels of jitter distortions, and are randomly selected in the range and ,
respectively. The distorted images are synthesized using the above mentioned correlation scheme combined with a bicubic interpolation. The occurrence probability of this distortion was set to 90%.
In the next step, these images are corrupted with Poisson noise which is the basic form of uncertainty associated with electron detection. This process starts by multiplying the image intensities by a random value in the range , followed by the generation of a random [ , ] number for each pixel, which is based on the Poisson distribution. In order to go back to the original intensity scale, the generated image intensities were divided by the same scaling factor.
Fluctuations of electrons in the detector are modelled as Gaussian noise with a probability of occurrence of 50%. The standard deviation of the Gaussian noise was generated by a random number extracted in the range from 0 to the standard deviation of the undistorted image. At the saturation level, pixels lose their ability to accommodate additional charge leading to a loss of information. This effect was modelled by clipping the intensity of all pixel values having an intensity beyond a random value generated in the range from 95% to 100% of the maximum pixel intensity in the image. The occurrence probability of this effect was set to 10%.
We found out that fast scan distortion can be accurately synthetized by convolving with an exponential decaying function 5 with a random exponential factor generated in the range [0. 10, 3.94 ]. This distortion is generated with an occurrence probability of 50%. Moreover, when Xrays hit the STEM detector, it can produce a saturation at the current pixel location. This can be modelled by including a random saturation over randomly selected pixels with an occurrence probability of 10%. (c) Average frame based on rigid and non-rigid registration using 5 frames. Figure S6b shows a corrected single HAADF-STEM image, by applying our CNN to Figure S6a , presenting a high-resolution image of a Pt nanoparticle acquired at a pressure of 1 bar 5%H 2 /Ar and a temperature of 300 o C and a frame time of 1 s. The optimized quality is mainly due to the compensation of the highly correlated distortions. Despite this improvement, non-linear distortions are present, which can be reduced using a non-rigid registration procedure under the assumption that the remaining distortions are uncorrelated between frames. Figure S6c shows the result of this procedure.
S5. Atom-counting
The number of atoms in the projected atomic columns was determined using a statistics-based atom-counting method. [25] [26] [27] This statistical atom-counting method is developed for application to aberration corrected HAADF-STEM images of monotype crystalline nanostructures in zone-axis.
This method can be applied to nanocrystals of arbitrary shape, size, and atom type with no need for prior knowledge of the nanostructure. Trustworthy single-atom sensitivity can be achieved with this method. 26 The atom-counting here was performed using StatSTEM. 28 The StatSTEM software enables a description of the experimental image pixel values by a sum of Gaussians which are peaked at the atomic column positions. For each Gaussian peak, the height, width, and position need to be estimated. These unknown parameters are estimated by minimizing the least squares sum. This optimization involves an iterative refinement in a huge parameters space. Important to notice is that we do take overlap between neighboring columns into account, which is particularly important for closely separated atomic columns. The width and the height of the estimated Gaussian peaks can be used to measure the volume under each Gaussian function which for HAADF-STEM imaging is very sensitive for the atom type and number of atoms in a column. These are the so-called scattering cross-sections. Since the intensity in HAADF-STEM images scales with the thickness, the scattering cross-section increases with increasing number of atoms. In contrast to the use of e.g. peak intensities, the advantage of using scattering cross-sections to count the number of atoms is its robustness to probe parameters including the defocus. 29, 30 Therefore, scattering cross sections do not vary significantly with defocus. 
S6. Energy minimization
The counting results can be used as an input for an iterative energy minimization scheme to obtain a 3D model for the investigated structure. [31] [32] [33] [34] [35] Based on the atom-counting results, an initial 3D configuration is obtained by positioning the atoms in each atomic column, parallel to the beam direction, symmetrically around a central plane. The atoms are separated by a fixed distance a or a/√2 for the [100] and [110] orientation respectively (where a is the lattice parameter). In addition, prior knowledge about the FCC structure is used to assign the relative heights of neighboring columns. Molecular dynamics (MD) simulations employing the embedded atom method (EAM) 36 potential were performed using the GPU Lammps package for the relaxation of the initial 3D models. [37] [38] [39] First the initial 3D models were structurally relaxed by minimizing the energy of the system at T=0 K in order to reduce the stress in the system. Then a full MD relaxation at the experimental temperature was performed in the canonical ensemble with a time step of 2.5 fs, an equilibration period of 10 ns, and a production of 5 ns.
Over the production time each atomic position has been extracted every 5 fs step. The MD simulation was carried out for a large cubic box without periodic boundary conditions so that the surface of the nanoparticle is free. The MD relaxation procedure will relax the surface of the nanoparticle to a local minimum. The reason for this is that the experimental temperature is not large enough to overcome major constraints imposed by the atom-counting results and the symmetry in the initial configuration. The reliability of the approach was previously confirmed by comparing the outcome of this procedure to high resolution reconstructions based on multiple images acquired from different 
