Ensemble-based analyses are useful to compare equiprobable scenarios of the reservoir models. However, they require a large suite of reservoir models to cover high uncertainty in heterogeneous and complex reservoir models. For stable convergence in ensemble Kalman filter (EnKF), increasing ensemble size can be one of the solutions, but it causes high computational cost in large-scale reservoir systems. In this paper, we propose a preprocessing of good initial model selection to reduce the ensemble size, and then, EnKF is utilized to predict production performances stochastically. In the model selection scheme, representative models are chosen by using principal component analysis (PCA) and clustering analysis. The dimension of initial models is reduced using PCA, and the reduced models are grouped by clustering. Then, we choose and simulate representative models from the cluster groups to compare errors of production predictions with historical observation data. One representative model with the minimum error is considered as the best model, and we use the ensemble members near the best model in the cluster plane for applying EnKF. We demonstrate the proposed scheme for two 3D models that EnKF provides reliable assimilation results with much reduced computation time.
Introduction
Integration of various reservoirs' information improves accuracy and reliability of reservoir models. However, the uncertainty associated with the reservoir models is likely to be significant, because very sparse static data such as core and well log data would be available to characterize a reservoir. These uncertainties can be reduced by calibrating reservoir parameters, so the responses of the reservoir model are matched to measurement data such as flow rates and bottom-hole pressures. Then, its future performances can be predicted reliably using the calibrated reservoir model honoring the measurement data.
Ensemble Kalman filter (EnKF) proposed by Evensen (1994) is one of the popular history matching (or model Edited by Yan-Hua Sun calibration) methods because EnKF is not only easy to couple with any flow simulator, but also parallelizable and computationally efficient. EnKF has been applied in a variety of studies such as oceanography, meteorology, hydrology, and petroleum engineering (Kalman 1960; Houtekamer and Mitchell 2001; Naevdal et al. 2005; Liu and Oliver 2005; Jafarpour and McLaughlin 2009; . For history matching and uncertainty quantification in reservoir engineering studies, Naevdal et al. (2002) used EnKF for the first time to update the permeability distribution near the wellbore.
EnKF updates reservoir properties of interest using available measured data. Arroyo-Negrete et al. (2008) utilized streamlines and Jeong et al. (2010) added a gradual deformation method to EnKF so that they calculated Kalman gain with better reliability. Lee et al. (2013) used clustering analysis and they made several clusters by considering permeability distributions. In each cluster, the reservoir models are updated using different Kalman gains. There are also some schemes to update the model parameters selectively in EnKF. It is called as the localization scheme, and these schemes are divided into distance-based (Chen and Oliver 2010; Jung et al. 2017b ), attribute-based (e.g., streamline and temperature distribution) (Arroyo-Negrete et al. 2008; Huang and Zeng 2016) , and correlation-based process (Luo et al. 2018 (Luo et al. , 2019 .
van Leeuwen and Evensen (1996) proposed ensemble smoother (ES), which utilizes a single global update at the end of observation times. EnKF updates an ensemble recursively, which means that reservoir properties are updated every time when we get new measurement data. Compared to the multiple updates of EnKF, ES conducts only one update by using all historical data available. For this reason, ES is faster than EnKF in updating the ensemble, but ES tends to give unstable results in highly complex problems. Thus, many researchers have attempted to improve Kalman gain estimations for stable convergence in ES (Kang et al. 2016; Lee et al. 2016 Lee et al. , 2017 .
It is mathematically proven that initial models affect quality of final models (Evensen 2004; Jafarpour and McLaughlin 2009; . However, as mentioned above, even though prior data such as core samples, well log data, and geological survey data are integrated into the initial (or prior) models, many equiprobable reservoir models are possible because the prior data are very sparse compared to the entire reservoir size. Therefore, the matching quality of historical and predicted responses can be improved by using initial models selectively in EnKF or ES. Kim et al. (2017) proposed an initial ensemble design scheme that resamples initial ensemble members that exhibit similar fluid migrations. Jung et al. (2017b) suggested a different initial ensemble design scheme that selects a subset of initial ensemble models based on the relative errors between historical observation data and predicted data. These schemes by Kim et al. (2017) and Jung et al. (2017b) improve the history matching quality for channel reservoirs, but they require pre-simulation runs for all initial ensemble members. Thus, the initial ensemble design schemes are computationally demanding for large-scale reservoir models.
We propose a model selection scheme using principal component analysis (PCA) and clustering analysis. PCA is a useful mathematical tool to manage high-dimensional data by extracting primary parameters of the data (Lim et al. 2015; Siena et al. 2016; Jung et al. 2018) . Some researchers utilized PCA with other schemes to apply to multipoint geostatistics (Vo and Durlofsky 2014 , 2016 Chen et al. 2016) . We use PCA to extract the primary characteristics of channel distribution and select good models efficiently.
There are several ways to use PCA for data analysis. One is to apply PCA to reparametrize high-dimensional data into low-dimensional representation. Vo and Durlofsky (2014) generated new realizations based on principal parameters from PCA, and Durlofsky (2015, 2016) used the regenerated models for data assimilation. The reparametrization process reduces dimension while it maintains principal information of original data. Likewise, singular value decomposition and cross-validation scheme can be also used for reducing dimension of data (Saetrom et al. 2012; Patel et al. 2015; Kang et al. 2016) .
Another approach is to manage the data in reduced-order dimension, considering principal characteristics by PCA. Our strategy is to choose reliable initial models, which have similar reservoir parameters before applying EnKF, by simulating only a few representative models. For the model selection, we group the initial models in a dimension-reduced space using PCA. The models in the same group will have similar reservoir characteristics of interest. Therefore, we can check the group's character by simulating just one center model. Only the representative models of the groups are simulated, and then, the mismatch is compared between observed data and simulated data. The best model that has the minimum mismatch is chosen. In this study, only 100 models that are close to the chosen model are selected as reliable models and updated further using EnKF. also used PCA to select good initial models and they applied the selected models to EnKF. Their applications are limited to mostly 2D models. However, a 3D reservoir is much more complex than 2D because we should consider both vertical and horizontal reservoir parameters with increased number of unknown parameters. Although there have been many schemes proposed and demonstrated for 2D cases, only a few of them are applied for 3D reservoirs due to these difficulties. An application to 3D is not a simple extension of the dimension but a big task to manage these difficulties for fast and reliable results. In this paper, we demonstrate the efficiency of the PCA-assisted model selection scheme in 3D channel reservoir models. It will save computational time without simulating all initial ensemble models, if the proposed scheme works for complex 3D channel reservoirs.
Methodology

The model selection process using PCA and clustering analysis
Channel reservoirs are highly heterogeneous because rock facies are clearly different. In common, sand provides flow channels while shale prevents flows. Because oil and gas flow along the sand channels, the connectivity of channels is a critical issue in forecasting future performances of the reservoir. Models with similar channel trends will have similar production histories. Therefore, we use PCA to characterize reservoir parameters efficiently by grouping reservoir models based on channel distribution. Each grid has permeability values and we can construct a vector , which contains the properties of all grid blocks. We calculate eigenvalues and eigenvectors by decomposing the covariance matrix of all the models. The covariance matrix is computed using Eq. (1):
where N is the total number of the models and each column of X is the mean value of .
The magnitude of an eigenvalue implies the degree of the principal direction of the corresponding eigenvector. We use them to extract primary characteristics of the data. In this paper, we choose a subset of eigenvectors corresponding
(2) X = 1 , 2 , … , N to large eigenvalues and project the models onto the space formed using the eigenvectors. Because all eigenvectors are orthogonal, we can make a space using a few eigenvectors and project the models into the space of low dimensions. Figure 1 is the 2D space obtained using two principal components of the 400 initial models in this study. The space is constructed by using the two eigenvectors, which are corresponding to the largest eigenvalues. The reservoir models are denoted as a dot in the plane, and the distances between the models show how dissimilar they are. This concept of 'distance' for comparing the dissimilarity has been employed in many studies to group models (Suzuki et al. 2008; Scheidt and Caers 2009; Kim et al. 2017; Jung et al. 2017b; Koneshloo et al. 2017) . We measure the dissimilarity of the permeability distribution of the models to make groups according to their characteristics.
Some researchers used multi-dimensional scaling (MDS) to reduce the data's dimensions. Each distance is required to construct a distance matrix for using MDS so that there are many proposed methods to define and measure difference between the data (Scheidt and Caers 2009; Chiotoroiu et al. 2017; Lee et al. 2017) .
It is computationally inefficient if we simulate all ensemble models. Instead, we choose representative models of the groups obtained by PCA and clustering analysis. The initial models are divided by using K-means clustering (Fig. 1a ), which is one of the efficient methods to make several groups. We set the models into ten clusters so that we compare the relative error of production data of the ten representative models (Fig. 1b ). Near the model with the least error, we can select additional models in the plane for applying EnKF, since EnKF utilizes many equiprobable models. Finally, 100 models are selected in this case ( Fig. 1c ) and they have similar channel trends because we choose the models considering both static and dynamic reservoir data. Table 1 provides overall workflow for selecting reservoir models. After generating initial reservoir models, we project 400 initial models on the plane Representative models in each cluster 100 selected models for applying EnKF (a) (b) (c)
Fig. 1
Dataset of 400 reservoir models projected on the 2D plane using PCA in this study. The clusters are denoted as different colors. × is the centroid of each cluster them on the 2D space using PCA. The number of principal components to reduce the dimension depends on the complexity of data and user's objective. There is a mathematical formula to determine the reduced dimensions in PCA as Eq. (3): where is the eigenvalue, is the threshold value, P is the total number of eigenvalues, and p is the number of selected eigenvalues to reduce the dimension. is typically set to 0.80-0.95, but it depends on the data. In our case, it does not improve classification to maintain the principal components over 80%. Therefore, we used the 2 largest eigenvalues to denote the initial models on the reduced space. The initial models are located according to their permeability distributions. Next, we find the best centroid model by comparing production profiles with measurement data. Finally, 100 reservoir models are selected near the best model on the PCA-based plane. The number of initial models, clusters, and selected models can be changed depending on each study. These settings should be determined on consideration of complexity of reservoir problem and computer hardware.
Ensemble Kalman filter
Ensemble Kalman filter (EnKF) has two main processes: prediction and assimilation steps. In the prediction step, forward reservoir simulation is conducted for its prediction until the next time of available observation data. Then, we update the models by using Kalman gain matrix in the assimilation step. The models can be repetitively updated when it comes to new observation data, so EnKF is useful for a real-time update procedure.
In EnKF, all reservoir models, called ensemble, are a group of state vectors y and they are constructed by reservoir variables and predicted data. We update permeability values in this paper, but other properties such as porosity, facies ratio, and aquifer strength can be put into the state vectors (Zhao et al. 2008; Jung et al. 2017a; Kim et al. 2017 ). In the assimilation step, ensemble Y is updated by Eq. (4), Kalman gain K and the difference between observed and predicted data. Kalman gain in Eq. (6) is derived to minimize the estimated error covariance C Y where C m is the measurement error covariance. is the measurement operator matrix in which entries are 0 or 1 only. Superscripts a and p denote 'assimilated' and 'prior,' respectively.
Results
3D channel reservoir
We make a 3D channel reservoir using single normal equation simulation (SNESIM) module in SGeMS (Remy et al. 2011) . The reservoir has a 53 × 27 × 3 grid system and each grid is a cubic with 50 ft long. We use three training images (TI) to generate diverse channel reservoir models. The TIs have multiple sinusoid curves of primarily upward to the right side ( Fig. 2a ). The reference model in this case is in Fig. 2b . We assume that the reservoir has two uniform permeability values of sand (2000 mD) and shale (20 mD). There are inactive cells on upper left and lower right side of the field, so 3513 grids are used for flow simulations.
The top view of the reference model is shown in Fig. 3 . There are seven production wells and two injection wells on the field, and they are completed in all vertical layers. The total operation period is 2000 days, and it is assumed that we have produced oil and gas for 1000 days. The historical oil production rates at each well are given every 100 days, and they are used to update the reservoir models in EnKF. The Work to do 1. Generate initial channel reservoir models 2. Calculate eigenvalues and eigenvectors 3. Construct a 2D space by using the two eigenvectors 4. Project the initial models on the plane 5. Divide the models into ten groups by using K-means clustering 6. Choose ten representative models to calculate the error of production data 7. Select 100 reservoir models near the model with the minimum error 1 3 specification of the computer for the study is Intel i7-4770K with 3.50 GHz and 16.0 GB RAM.
The prediction quality of EnKF results is compared in three different cases. Case (a) uses all the 400 initial models in EnKF. Different model sampling methods are tested in the other cases: Case (b) uses the uniform sampling method and case (c) does the proposed selection scheme. In the cases (b) and (c), only 100 reservoir models are selected among the initial 400 models.
Since case (a) uses 4 times more ensemble than the other two cases, we intuitively expect stable results after EnKF updates in case (a). The mean of the permeability field after applying EnKF is shown in Fig. 4 . All figures in Fig. 4 have same scales in log-transformed values. The color bar is on the right. The first column is the reference model and the second is one of the 400 initial models. For the initial models, the layer 1 is similar to that of the reference model. However, there are discontinuities of the channels in the layers 2 and 3, which need proper assimilations for reliable production estimation. Case (a) in the third column shows good updates in layers 1 and 3. Particularly, the channel in layer 3 is connected after the EnKF updates. However, in layer 2, permeability is overestimated along the boundary between sand and shale, and the channel to the left top is still not clear.
EnKF in case (b) looks to reproduce the channel connectivity but the permeability values are much higher than those of the reference. It is called as overshooting resulting from small ensemble size or unstable convergence of the Kalman gain. The overshooting problem leads to unreliable prediction of future productions, so it needs an additional remedy to manage the problem. For case (c) (the fifth column), there are high-permeability zones but the degree is not severe as case (b). In addition, the connectivity of the channels in case (c) is improved compared to case (b) to follow the reference's trends properly: connecting the channel in the northwest direction in the layer 2 and the diagonal channel in the layer 3 from disconnected channels in the initial model.
For characterizing channel reservoirs, it is important to figure out connectivity and direction of channels to predict production performances reliably. It is because fluid flows along sand facies of high permeability in channel reservoirs. Therefore, overall channel trend should be found out through the EnKF updates. For case (c) in Fig. 4 , the channel connections are well calibrated so that we expect reliable estimations on production performances as shown later in Figs. 5, 6, and 7. Table 2 shows L2 norm of the updated permeability values for quantitative comparison of the three cases. It is calculated by using log-transformed values. L2 norm indicates overall accuracy compared to the true model. Case (a) has the minimum value among the three cases. L2 norm in case (c) is larger than case (a), but smaller than the case using same ensemble size. Compared to case (b), the proposed method reduces the error by 14.13%. I1 (16, 9) P1 (27, 14) P2 (27, 5) P6 (16, 9) I2 (38, 19) P7 (38, 19) P5 (49, 14) 1000 1500 The average of a large number of ensemble models will help to calibrate reservoir properties in EnKF. However, simulation cost for the 400 realizations is a burden and future predictions are not reliable (Fig. 7) . Therefore, it is not practically recommended to use hundreds of models, especially in 3D models. Considering that case (c) uses a quarter number of ensemble models in case (a), it is a reasonable solution for both speed and reliability of the results. Note that it starts with the same initial models, but the EnKF results are different due to ensemble members used. It could be a safe guideline to use a large ensemble size for stable convergence of EnKF updates, but it is not necessarily the best considering simulation efficiency and reliability. Total simulation time for each case is summarized in Table 3 . Case (a) spends almost 5.5 h for the whole process, whereas the other cases do 1.5 h. Model selection process takes only a few minutes so that ensemble size is a dominant factor on computing time. By using the proposed sampling scheme, 72.17% of the total simulation time is saved compared to case (a), and the connectivity of the channels is reliably reproduced.
History matching results are shown in Figs. 5 and 6 on oil production rates and watercuts (water rate to total liquid rate) at production wells P3, P6, and P7 after the update using EnKF. The vertical dash line in the figures represents the last time of the observations. This means that we update the reservoir models until the 1000th day and we predict the next 1000 days. The mean values in case (b) are deviated from the reference, and the predictions by the ensemble members do not cover the true line. On the other hand, the proposed case shows much more reliable prediction than case (b) in both oil and water productions. The predictions in case (a) look stable, predicting the true production values, but the forecast range is much larger than that in the case (c). This is also confirmed from the boxplots in Fig. 7 .
For quantitative comparisons of the three cases, we analyze the uncertainty range and the production forecasts of oil and water. At first, we calculate the difference between maximum and minimum value of oil rates and watercuts to measure prediction range of the ensemble in 50 days interval. Table 4 shows the reduction ratio of uncertainty ranges of the three wells compared to the case (a). In both cases (b) and (c), the uncertainty ranges are reduced for oil production rates and watercuts. Although the average reduction ratio in case (b) is higher than that of case (c), it does not imply case (b) is better than case (c). Case (b) provides too narrow prediction ranges for uncertainty quantification. In many cases of variance underestimation, also known as filter divergence, the predicted results could not cover the true as seen in Figs. 5 and 6. In addition, it is impossible to estimate future productions stochastically as a negative effect.
Since the reduction ratio alone cannot give a clear clue for reliable results, we conduct another comparison by rootmean-square error (RMSE) between the true value and the mean of the ensemble. Table 5 shows the result of the RMSE analysis on oil and water productions in 50 days interval for 2000 days. Case (b) has the highest RMSE in average and most of the wells for oil and water productions. Although the uncertainty ranges are small and look stable, the accuracy of the production forecasts in case (b) is worse than the other cases. For well P7, RMSE is large in case (a) due to wide prediction ranges. In contrast, case (c) has smaller RMSE as well as it reduces prediction ranges compared to case (a). Therefore, the proposed method helps to improve the history matching results, considering both stability and accuracy.
The boxplot about the total productions is compared (Fig. 7) at the end of the operation period for quantitative comparison in another way. The values are normalized by the reference, so we draw a horizontal line crossing 1 to denote the true value. The boxes in case (b) do not cover the true value, which means wrong estimations on the oil and water productions. Also note that the medium of case (a) does not match with the true values for both oil and water productions. Case (c) covers the true production amounts in the box ranges, which is more accurate than the others. Therefore, the selection of good initial reservoir models helps to improve the prediction quality as well as the computational cost.
3D benchmark reservoir: egg model
We test our model selection scheme in another 3D channel reservoir model named the egg model (Jansen et al. 2014) . It is one of the popular public benchmark models (Fig. 8 ). It consists of 101 ensemble members in total with a 60 × 60 × 7 grid system. It also has eight water injectors and four producers and we simulate for 3600 days. Jansen et al. (2014) assumed one of 101 ensemble members as the reference model, and the rest 100 models are used for history matching analysis.
Initial simulation results of the 100 ensemble members are compared on oil production rates and watercuts (Figs. 9 and 10). The early production stage before 1000 days has large uncertainty in the production wells. However, the mean value of the ensemble (dotted line) is similar to that of the reference (solid line) except for well P2.
The oil production rates are observed every 360 days: 360th, 720th, 1,080th, and 1,440th days. The size of the initial ensemble is 100, and we select 30 reservoir models using the proposed PCA-assisted scheme. Three cases are compared: 100 models [case (a)]; 30 models by the uniform sampling method [case (b)]; 30 models by the proposed method [case (c)]. From Fig. 9 , all ensemble members seem fairly similar with the reference so that we I1 (5, 57) I6 (8, 9) I2 (30, 53) P2 (35, 40) I5 (50, 35) I8 (57, 6) P4 (43, 18) I4 (27, 29) I7 (32, 2) P3 (23, 16) P1 (16, 43) may expect stable convergence when we use all the 100 models for EnKF. In the egg model case, we check again how the proposed selection scheme is efficient for fast and reliable analysis.
Oil and water productions of the three cases after EnKF updates are shown in Figs. 10 and 11, respectively. Overall trends of production forecasts seem to be reliable in all cases. However, note that the forecast ranges in case (b) are deviated from the reference, especially in well P2. Even with Fig. 9 Simulation results from the initial reservoir models on oil production rates and watercuts of the four producers in the egg model the same ensemble size, case (c) gives reliable forecasts on the all producers. The results in case (c) can be comparable to the results using all the 100 models, but it takes only 33.1% of the simulation time, compared to case (a). It is the same trend when we draw the boxplots for the cumulative productions. Tables 6 and 7 are results of quantitative analysis on production forecasts similar to the first case. Table 6 is the reduction ratio of prediction ranges of the production wells compared to case (a), and RMSEs are compared in Table 7 . Since we only use 30% of well-made ensemble members in cases (b) and (c), the prediction ranges are reduced after the EnKF updates.
As can be seen in Figs. 10 and 11 , the production forecasts from the realizations are similar. Therefore, quantitative analysis is needed to compare prediction accuracy among the three cases. RMSE is one of the good criteria to compare the results and as shown in Table 7 , the proposed method gives the lowest RMSE in average.
The normalized total oil and water productions at the end of the simulations are compared in boxplots (Fig. 12 ). Only the box in case (b) is out of the true line, which leads to wrong production estimations. In case (c), we select 30 ensemble members from the 100 initial models. The future estimations in the boxplot in case (c) demonstrate that we can get more reliable estimations while using less computation times by using the proposed method.
Conclusions
Reservoir models are typically made by integrating static and dynamic data available. However, all data represent only some parts of the whole reservoir properties. Hence, uncertainty in reservoir models is natural and we propose one of the efficient strategies to manage the uncertain parameters for reliable analysis of future performances.
In this paper, the model selection scheme using PCA and clustering is proposed and applied to two complex 3D reservoir models. As a reservoir is a complex and large-scale grid system, selection of good reservoir models is critical for fast and reliable simulations. We study in a 3D channel reservoir and the egg model to demonstrate the effectiveness of the proposed sampling scheme. Compared to the case with the same ensemble size, the results from the proposed method are more accurate on future production forecasts. Among the initial models generated by equiprobable geostatistical algorithms, there will be poor models that are quite different from the true reservoir model. From this study, we confirm that it is more important to have good initial models for stable assimilations by EnKF, rather than increasing the ensemble size. The proposed method is to select good ensemble models prior to applying the optimization process such as EnKF. Therefore, it can be easily combined with other algorithms and give an effective solution for simulating 3D channel reservoirs in an efficient way. 
