In fringe projection profilometry, an object shape is evaluated through phase distribution extracted from a projected fringe pattern. For parallel illumination geometry, the carrier phase component introduced by the fringes is spatially linear, whereas nonparallel illumination would lead to a nonlinear carrier. In this study, a general approach for the removal of a nonlinear-carrier phase component is proposed. A series expansion technique is used to approximate the carrier phase function, and a least-squares method is developed to estimate the unknown coefficients of the series. The theoretical analysis is given on the basis of a divergent illumination geometry with carrier fringes in the x direction. The method is also extended to include a curved surface-fitting approach, which is applicable to various measurement system geometries.
INTRODUCTION
Carrier fringes are widely incorporated into various optical measurement techniques, such as fringe projection profilometry, 1, 2 A fringe pattern with carrier can be expressed as I͑x,y͒ = I 0 ͑x,y͒ + I M ͑x,y͒cos͓2fx + ͑x,y͔͒, ͑1͒
where x and y are spatial variables; I is the recorded intensities; I 0 and I M are background and modulation intensities, respectively; f is the frequency of the carrier fringes; and is the phase to be measured. The carrier fringes, cos͑2fx͒, serve as an information carrier for data recording but will introduce a carrier phase component, 2fx, in the phase extraction process. Hence the carrier must be removed from the overall phase distribution for evaluation of the phase of interest . Methods for carrier removal can be traced back to the advent of the Fourier transform fringe pattern analysis technique. 3 Takeda et al. suggested that a carrier phase component could be removed in the frequency domain via a spectrum shift. This approach is based on a property of the Fourier transform: a spectrum shift of distance −f in the frequency domain is equivalent to the subtraction of a linear component 2fx in the spatial domain. Although theoretically correct, this approach has two drawbacks. First, in discrete Fourier transform (DFT), the measurement resolution of the carrier frequency f is in terms of pixels, which limits the accuracy of the carrier removal. Second, the method can remove only the linear carrier phase component. If the carrier fringe spacing is not a constant, as in the nonparallel illumination condition, the spectrum shift approach is not applicable. In their next paper, 1 Takeda and Mutoh proposed a more robust reference-phase-map-subtraction method. The unwrapped phase map in the measurement of a reference plane and an object are calculated. The phase distribution of the object profile can be retrieved by the subtraction of the reference from the object phase map. This subtraction approach is robust in that regardless of whether the carrier is linear or nonlinear, it can be obtained by measurement of the reference plane. However, two measurements are required, and the relative positions of the reference plane and the object need to be carefully arranged to reduce system errors. In addition, the overall phase measurement uncertainty will consist of the uncertainties in the measurement of the object and the reference plane, because as in the subtraction process, uncertainties are added.
An improvement on the above method was reported in a phase mapping approach by Srinivasan et al. 4 The method does not require an additional measurement of the reference plane. When an unwrapped phase map is obtained, a point on the object is mapped to a point with identical phase value on the reference plane. The distance between the two points in pixel units is converted to an object height that is related to the system geometrical parameters, such as the projection angle, relative position of the projection, and imaging optics. The phase mapping approach simplifies the experiment procedure, but the problem of uncertainty magnification during the mapping process still exists. In 1998, Li et al. described a technique that would eliminate the problem of magnification of phase measurement uncertainty. 5 Basically, the method estimated the carrier phase component by the first derivative of a phase map. It was shown that the average of the first derivative over the whole phase map was a good approximation to the slope of the carrier component. Hence the subtraction of the average slope would remove the carrier phases. This method does not affect the measurement uncertainty, because it is a carrier function (rather than experimental phase data) that is subtracted, and no other uncertainty is brought into the process. However, as this approach essentially relies on the detection of a constant slope, it is applicable only to the removal of a linear car-rier. For the measurement of a large object under divergent illumination or a small object under convergent illumination, the average-slope technique would not be able to retrieve the nonlinear-carrier function. The above methods are based on an estimation of the carrier, while the following techniques directly estimate a phase-to-height relationship through relevant system geometrical parameters. Zhou and Su proposed a profilometry method for a large object under divergent illumination. 6 The system geometrical parameters were calibrated by the measurement of at least three different parallel reference planes. Provided that the geometrical parameters were accurately quantified, a phase value composed of both the carrier and shape-related components could be converted directly to a height value. However, the calibration process was complicated and errors in the quantification of the geometrical parameters would severely reduce the accuracy of the phase-to-height conversion.
Salas et al. proposed a coordinate transform scheme to establish the phase-to-height relationship. 7 The method relied on a minimization process to quantify up to seven unknown geometrical parameters. Due to a large number of unknowns, the minimization algorithm might converge to an erroneous solution, and human intervention was required to direct the progress of the algorithm. A similar approach was reported by Pavageau et al. 8 Instead of using a minimization process to quantify the geometrical parameters, Pavageau et al. suggested that one could calculate only three of the parameters from the unwrapped phase map by a least-squares method and directly measure the rest. Nevertheless, when this was done, the measurement error of the geometrical parameters reduced the overall measurement accuracy.
In this paper, a robust technique for removal of a carrier phase component based on a generalized leastsquares approach is described. The method requires only one measurement and is applicable to both linear and nonlinear carriers. The theoretical derivation begins with a special case where the carrier fringes are generated in the x direction and is extended to the general situation for any arbitrary directions. Figure 1 (a) shows the geometry of the measurement system with a camera set at a normal view. Grating AB is projected divergently on a reference plane CG. Line CA intersects GB at point O, which has a distance h from the reference plane. A light beam OE is directed at the reference plane at an angle ␣ given by
PRINCIPLE OF THE METHOD A. Carrier Fringes in the x Direction
where x is the distance between C and E, and d is the distance from C to H. The following derivation shows the carrier phase function on the reference plane in terms of x and the system geometrical parameters. The distances from O to AB and CD are defined as l 1 and l 2 , respectively and lines CD and EF are parallel to AB. The frequency of the fringes in region EF, f EF , is uniform and can be expressed in terms of the frequency of the projection grating f AB :
where ␤ is the angle formed by the grating and the reference plane. It is worth noting that ␤, a constant angle, is different from ␣, a function of x. The fringe frequency at x, f͑x͒, on the reference plane is given by
The relationship is seen clearly in the vicinity of E, where at a larger magnification ␣ can be considered to be a constant [ Fig. 1(b) ]. A pitch width t projected on the reference plane becomes t / cos ␣, and hence Eq. (4) is obtained. Based on Eqs. (2)- (4), f͑x͒ can be expressed as
͑5͒
It can be seen that l 1 , l 2 , ␤, f AB , h, and d are determined by the geometry of the measurement system. An expression for the carrier phase function on the reference plane is given by 
where r ͑x͒ is the carrier phase function that contains only the carrier phase information, r ͑0͒ is the initial carrier phase angle, and u is a dummy variable for integration. Normally it is difficult to solve for the integral in Eq. (6); and even if the integral is obtained, one may find that it is difficult to determine the unknown geometrical parameters directly. Instead of using a rigorous expression of r ͑x͒, the proposed method uses a power series expansion of r ͑x͒; and instead of directly quantifying the geometrical parameters, the method determines unknown coefficients in the power series. It should be noted that the terms in Eq. (6) carry the same binomial form. An analytical binomial form can be expanded as a power series within its convergence range. Hence the terms in Eq. (6) can be written as
where p n and q n are unknown coefficients. As the values of p n and q n are not of particular interest, Eqs. (7) and (8) can be simplified in terms of unknown coefficients b n and c n :
Furthermore, provided that the convergence conditions in both Eqs. (7) and (8) are satisfied, the product of the two terms is also a power series, which remains a series after integration. Consequently, the carrier phase function in Eq. (6) can be rewritten in a simple form,
where a n are the coefficients to be determined. By comparing Eq. (6) with Eq. (11), one can see that instead of determining the geometrical parameters, it is necessary only to determine the coefficients in a power series. A least-squares method is developed to determine a n for n =0,1, . . .N, where N is a number that gives a reasonably good approximation to r ͑x͒. The error function is defined as
where U denotes the domain of all points on the reference plane and r,exp ͑x , y͒ refers to the experimentally obtained unwrapped phase value. To fit the power series to r,exp ͑x , y͒ in terms of minimum error, the partial derivatives of E r with respect to a 0 , a 1 , . . .a N are set to zero. This results in N + 1 linear functions, and hence N + 1 unknown coefficients can be obtained. The linear functions can be written in a matrix form:
where T represents the transpose. The coefficients a 0 , a 1 , . . .a N are subsequently substituted into Eq. (11) to obtain r ͑x , y͒. This value is then subtracted from the overall phase distribution to remove the nonlinear carrier phase component.
B. Carrier Fringes in an Arbitrary Direction
The theoretical development presented in the previous subsection is applicable only to the special case where the carrier fringes are in the x direction. This means that the carrier phases do not change with the spatial variable y.
In this subsection, we will extend the least-squares approach to the general situation in which the carrier phase component is a nonlinear function of both x and y variables. For simplicity the theoretical derivation will not be based on a specific experimental setup, since there are many types of system geometries that can lead to a nonlinear carrier. In this study, it is assumed that the carrier function can be approximated by a series expansion. Compared with the one-dimensional (1-D) situation, which is essentially a high-order curved line fitting, the two-dimensional (2-D) situation is basically a high-order curved surface fitting. The mathematical expression for a curved surface of the Nth order is given by where there are ͑N +1͒͑N +2͒ / 2 unknown coefficients. The terms that carry the form x px y py (px and py represent the power of x and y, respectively) take into account the rotation in the direction of the carrier fringes and distinguish the surface fitting from a simple combination of the line fittings in the x and y directions individually. An error function is defined as 
͑15͒
where r ͑x , y͒ represents the series (for simplicity), and U and r,exp ͑x , y͒ are as defined in Eq. (12). To minimize the error, the partial derivatives of E r with respect to each of the unknown coefficients are set to zero. This will produce ͑N +1͒͑N +2͒ / 2 equations, from which the unknowns can be solved. On substituting the calculated coefficients into Eq. (14), one can obtain the estimated carrier phase function in terms of the minimum error. When the carrier phases are subtracted from the overall phase distribution, the carrier phase component is removed.
The main difficulty in the implementation of the algorithm is in solving the ͑N +1͒͑N +2͒ / 2 linear equations. A Cϩϩ source code package, in which a numerical analysis method 9 is incorporated for solving the linear equations, is provided in Appendix A.
EXPERIMENTAL WORK
To verify the theoretical analysis, a partial sphere specimen (diameter 20 mm) mounted on a reference plate and a coin (diameter 25 mm) were measured. The measurement system consisted of a liquid-crystal display (LCD) projector, a CCD camera, and a computer, as shown in Fig. 1(a) . Phase-shifted fringe patterns were generated by a personal computer and loaded onto the LCD projector through a serial port. The phase shift between the fringe patterns was introduced digitally, thereby rendering the phase-shifting errors negligible. A specially developed program synchronized the fringe pattern generation, the LCD projection, and the CCD camera image acquisition. Hence the data-recording process was fully automatic. Moreover, to compensate for the nonlinearity in the projection and imaging optics, twelve 30°phase-shifted fringe patterns were recorded. Using such a large number of phase-shifting steps enhances measurement accuracy in comparison with the case with three or four steps.
The geometrical parameters of the experimental setup need not be measured precisely; however, they should satisfy the convergence conditions in Eqs. (7) and (8) . In our system, the angle ␤ was set to 20°; d and l 2 were approximately 20 and 60 cm, respectively. The distance h from the LCD panel to the reference plate was greater than 50 cm, and the distance corresponding to d + x max was less than 30 cm (x max refers to the maximum value of x in the field of view). Hence both convergence conditions were satisfied. Since the parameters h, d, x max , l 2 , and ␤ are interrelated, the general convergence condition necessitates that the maximum projection angle be less than 45°. This condition is readily satisfied in most fringe projection systems, since to avoid projection shadow and achieve relatively uniform illumination intensity, the projection angle should normally be less than 45°.
RESULTS AND DISCUSSION
Figure 2(a) shows a fringe pattern projected on a partial sphere specimen. The carrier fringes were generated in the x direction in accordance with the curved line-fitting theory. A wrapped phase map was extracted by a phaseshifting algorithm, 10, 11 and an unwrapping process was incorporated to retrieve a continuous phase distribution. Figure 2(b) shows a three-dimensional (3-D) plot of the unwrapped phase map. As can be seen, the phase distribution consists of both carrier fringe-related and object height-related phase components. If one removes only the linear phase component by setting N to 1 in Eq. (13), a curve in the reference plane is produced, as shown in Fig.  3(a) . This implies that first-order curve fitting is not sufficiently accurate to approximate the actual carrier function. Hence a higher value of N would provide a better approximation to the nonlinear carrier. Figure 3(b) shows improved results when N is set to 2. However, it should be noted that up to a certain value of N, the carrierestimation accuracy will not improve any further, since subsequent improvement would be smaller than phase measurement uncertainty. From our study, we found that second-order ͑N =2͒ curve fitting will provide sufficient accuracy for most applications. It is important to note that data points used for the estimation of the carrier function should be in the vicinity of the reference plane. Hence this would require a certain degree of human intervention to distinguish the reference plane from the test object. With advanced graphics-based human-computer interface, a user-friendly program could make the region selection easily. Furthermore, for objects that have an inherent base plane, manual identification of the reference plane is unnecessary. An example of this case is shown below. Figure 4 (a) shows the partial sphere specimen with carrier fringes generated in an arbitrary direction. In this case, the spatial nonlinearity of the carrier was extended to the y direction. To tackle this problem, the method for a combination of the individual line fitting in the x and y directions was employed. It is seen from the results [ Fig.  4(b) ] that although the main part of the curve was removed from the reference plane, it still contains a residual curvature. This is because the combination of the line fitting in x and y can estimate only the orthogonal components of the nonlinear carrier, and the subsequent subtraction of the orthogonal components would leave some carrier phases unaffected. The best way to solve this problem is to estimate the carrier by a generalized surface-fitting approach, as described in Subsection 2.B. In this study, a second-order series expansion was used, and the results obtained were similar to those shown in Fig. 3(b) . It is verified that the carrier phase component was correctly removed. Compared with Takeda and Mutoh's reference phase map-subtraction method, 1 which is also applicable to the current problem, our approach has two advantages. First, only one measurement is needed. Second, the nonlinear carrier is obtained by a series expansion that does not bring in random errors, which are inevitable in the measurement of an actual reference plane. Hence the subtraction of the carrier function does not magnify the overall phase measurement uncertainty. At this point, the proposed method shares the advantage of Li's average-slope method. 5 Both techniques do not rely on the subtraction of the actual measurement phase values to remove the carrier; instead, a carrier function is generalized from the experimentally obtained phases to eliminate the measurement uncertainty. However, since the average-slope method handles only a linear carrier, the proposed high-order curve-fitting approach could be considered more flexible.
In the partial-sphere experiment, since the specimen did not have an inherent base plane, a reference plate served as the source of phase data for the curve fitting. This limitation could be avoided for other kinds of objects having a self-reference, such as the coin specimen shown in Fig. 5 . Phase data, including the wording, the icon, and the base plane, were fed into the curve-fitting algorithm. If one removes only the linear carrier or applies independent line fitting in the x and y directions, results similar to those shown in Fig. 6 (a) will be obtained. It can be seen that the residual curvature distorts the shape of the specimen. The results also imply that the nonlinearity of the carrier cannot be easily eliminated by manual adjustment of the experimental setup, because, as seen from the fringe pattern in Fig. 5 , it is almost impossible for the naked eye to differentiate whether the fringe spacing is a constant or not. Figure 6(b) shows the profile of a coin obtained by the generalized surface-fitting carrier-removal process. The base plane of the coin was accurately retrieved, and hence subsequent evaluation of the specimen height will provide sufficient reliability. For this particular specimen, the phase data for carrier estimation are not confined to the region of the base plane, since, owing to the least-squares method, phases from the detailed structures, such as the icon and the wording, will not considerably affect the accuracy of the carrier estimation. In fact, the effects of these small concave and convex profile variations were canceled in the least-squares process. This is an additional advantage of the proposed method, which also ensures high tolerance to random errors.
CONCLUDING REMARKS
A generalized least-squares approach for the removal of a nonlinear carrier was proposed. A series expansion of a complicated carrier phase function was utilized. The method incorporates the least-squares approach to retrieve coefficients of the series from experimental phase data. Though the theoretical development was based on fringe projection profilometry under a divergent illumination condition, the approach is generally applicable to various measurement geometries. The rigorous expression of the carrier function derived shows the theoretical viability of the series expansion analysis, and the implementation of the proposed method could be fully automated by a computer program without the necessity of de- riving the carrier function for a specific experimental setup. Compared with existing methods, the leastsquares approach simplifies the data-recording procedure, with relatively less manual intervention in data processing, and ensures high tolerance to random errors. Hence it shows good potential for practical applications to phase evaluation. Although the present method does not directly address the issue of phase-to-height conversion, it could sufficiently facilitate the calibration process. With the elimination of the nonlinear carrier, the relationship between phase and height will be linear, and therefore the calibration process is reduced to one of finding a linear translation coefficient for the phase-to-height conversion. This would lead to a great saving in efforts previously reported in the estimation or measurement of the geometrical parameters. { if͑c Ͻ power͒ {c = 0; power++; } px͓i͔ = c; py͓i͔ = power-c; } for(i =0; i Ͻ num; i++) phase+ =A͓i͔ * fxy͑x , y , px͓i͔ , py͓i͔͒; return phase; } Corresponding author L. Chen may be reached by phone, 65-68742230, or e-mail: chenlujie@gmail.com.
