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Abstract
In this work, we introduce the average top-k (ATk) loss as a new aggregate loss
for supervised learning, which is the average over the k largest individual losses
over a training dataset. We show that the ATk loss is a natural generalization of the
two widely used aggregate losses, namely the average loss and the maximum loss,
but can combine their advantages and mitigate their drawbacks to better adapt to
different data distributions. Furthermore, it remains a convex function over all
individual losses, which can lead to convex optimization problems that can be
solved effectively with conventional gradient-based methods. We provide an intu-
itive interpretation of the ATk loss based on its equivalent effect on the continuous
individual loss functions, suggesting that it can reduce the penalty on correctly
classified data. We further give a learning theory analysis of MATk learning on
the classification calibration of the ATk loss and the error bounds of ATk-SVM.
We demonstrate the applicability of minimum average top-k learning for binary
classification and regression using synthetic and real datasets.
1 Introduction
Supervised learning concerns the inference of a function f : X 7→ Y that predicts a target y ∈ Y
from data/features x ∈ X using a set of labeled training examples {(xi, yi)}ni=1. This is typically
achieved by seeking a function f that minimizes an aggregate loss formed from individual losses
evaluated over all training samples.
To be more specific, the individual loss for a sample (x, y) is given by `(f(x), y), in which ` is
a nonnegative bivariate function that evaluates the quality of the prediction made by function f .
For example, for binary classification (i.e., yi ∈ {±1}), commonly used forms for individual loss
include the 0-1 loss, Iyf(x)≤0, which is 1 when y and f(x) have different sign and 0 otherwise, the
hinge loss, max(0, 1 − yf(x)), and the logistic loss, log2(1 + exp(−yf(x))), all of which can be
further simplified as the so-called margin loss, i.e., `(y, f(x)) = `(yf(x)). For regression, squared
difference (y−f(x))2 and absolute difference |y−f(x)| are two most popular forms for individual
loss, which can be simplified as `(y, f(x)) = `(|y − f(x)|). Usually the individual loss is chosen
to be a convex function of its input, but recent works also propose various types of non-convex
individual losses (e.g., [10, 15, 27, 28]).
The supervised learning problem is then formulated as minf {Ł(Lz(f)) + Ω(f)}, where Ł(Lz(f))
is the aggregate loss accumulates all individual losses over training samples, i.e., Lz(f) =
{`i(f)}ni=1, with `i(f) being the shorthand notation for `(f(xi), yi), and Ω(f) is the regularizer
on f . However, in contrast to the plethora of the types of individual losses, there are only a few
choices when we consider the aggregate loss:
• the average loss: Łavg(Lz(f)) = 1n
∑n
i=1 `i(f), i.e., the mean of all individual losses;
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Figure 1: Comparison of different aggregate losses on 2D synthetic datasets with n = 200 samples for binary
classification on a balanced but multi-modal dataset and with outliers (top) and an imbalanced dataset with
outliers (bottom) with logistic loss (left) and hinge loss (right). Outliers in data are shown as an enlarged ×
and the optimal Bayes classifications are shown as shaded areas. The figures in the second and fourth columns
show the misclassification rate of ATk vs. k for each case.
• the maximum loss: Łmax(Lz(f)) = max1≤k≤n `i(f), i.e., the largest individual loss;
• the top-k loss [20]: Łtop-k(Lz(f)) = `[k](f)2 for 1 ≤ k ≤ n, i.e., the k-th largest (top-k)
individual loss.
The average loss is unarguably the most widely used aggregate loss, as it is a unbiased approximation
to the expected risk and leads to the empirical risk minimization in learning theory [1, 7, 22, 25, 26].
Further, minimizing the average loss affords simple and efficient stochastic gradient descent algo-
rithms [3, 21]. On the other hand, the work in [20] shows that constructing learning objective based
on the maximum loss may lead to improved performance for data with separate typical and rare sub-
populations. The top-k loss [20] generalizes the maximum loss, as Łmax(Lz(f)) = Łtop-1(Lz(f)),
and can alleviate the sensitivity to outliers of the latter. However, unlike the average loss or the
maximum loss, the top-k loss in general does not lead to a convex learning objective, as it is not
convex of all the individual losses Lz(f).
In this work, we propose a new type of aggregate loss that we term as the average top-k (ATk) loss,
which is the average of the largest k individual losses, that is defined as:
Łavt-k(Lz(f)) = 1k
∑k
i=1 `[i](f). (1)
We refer to learning objectives based on minimizing the ATk loss as MATk learning.
The ATk loss generalizes the average loss (k = n) and the maximum loss (k = 1), yet it is less
susceptible to their corresponding drawbacks, i.e., it is less sensitive to outliers than the maximum
loss and can adapt to imbalanced and/or multi-modal data distributions better than the average loss.
This is illustrated with two toy examples of synthesized 2D data for binary classification in Fig.1 (see
Appendix for a complete illustration). As these plots show, the linear classifier obtained with the
maximum loss is not optimal due to the existence of outliers while the linear classifier corresponding
to the average loss has to accommodate the requirement to minimize individual losses across all
training data, and sacrifices smaller sub-clusters of data (e.g., the rare population of + class in
the top row and the smaller dataset of − class in the bottom row). In contrast, using ATk loss with
k = 10 can better protect such smaller sub-clusters and leads to linear classifiers closer to the optimal
Bayesian linear classifier. This is also corroborated by the plots of corresponding misclassification
rate of ATk vs. k value in Fig.1, which show that minimum misclassification rates occur at k value
other than 1 (maximum loss) or n (average loss).
The ATk loss is a tight upper-bound of the top-k loss, as Łavt-k(Lz(f)) ≥ Łtop-k(Lz(f)) with
equality holds when k = 1 or `i(f) = constant, and it is a convex function of the individual
losses (see Section 2). Indeed, we can express `[k](f) as the difference of two convex functions
kŁavt-k(Lz(f))− (k−1)Łavt-(k−1)(Lz(f)), which shows that in general Łtop-k(Lz(f)) is not convex
with regards to the individual losses.
2We define the top-k element of a set S = {s1, · · · , sn} as s[k], such that s[1] ≥ s[2] ≥ · · · ≥ s[n].
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In sequel, we will provide a detailed analysis of the ATk loss and MATk learning. First, we estab-
lish a reformulation of the ATk loss as the minimum of the average of the individual losses over
all training examples transformed by a hinge function. This reformulation leads to a simple and ef-
fective stochastic gradient-based algorithm for MATk learning, and interprets the effect of the ATk
loss as shifting down and truncating at zero the individual loss to reduce the undesirable penalty on
correctly classified data. When combined with the hinge function as individual loss, the ATk ag-
gregate loss leads to a new variant of SVM algorithm that we term as ATk SVM, which generalizes
the C-SVM and the ν-SVM algorithms [19]. We further study learning theory of MATk learning,
focusing on the classification calibration of the ATk loss function and error bounds of the ATk SVM
algorithm. This provides a theoretical lower-bound for k for reliable classification performance.
We demonstrate the applicability of minimum average top-k learning for binary classification and
regression using synthetic and real datasets.
The main contributions of this work can be summarized as follows.
• We introduce the ATk loss for supervised learning, which can balance the pros and cons
of the average and maximum losses, and allows the learning algorithm to better adapt to
imbalanced and multi-modal data distributions.
• We provide algorithm and interpretation of the ATk loss, suggesting that most existing
learning algorithms can take advantage of it without significant increase in computation.
• We further study the theoretical aspects of ATk loss on classification calibration and error
bounds of minimum average top-k learning for ATk-SVM.
• We perform extensive experiments to validate the effectiveness of the MATk learning.
2 Formulation and Interpretation
The original ATk loss, though intuitive, is not convenient to work with because of the sorting proce-
dure involved. This also obscures its connection with the statistical view of supervised learning as
minimizing the expectation of individual loss with regards to the underlying data distribution. Yet,
it affords an equivalent form, which is based on the following result.
Lemma 1 (Lemma 1, [16]).
∑k
i=1 x[i] is a convex function of (x1, · · · , xn). Furthermore, for
xi ≥ 0 and i = 1, · · · , n, we have
∑k
i=1 x[i] = minλ≥0
{
kλ+
∑n
i=1 [xi − λ]+
}
, where [a]+ =
max{0, a} is the hinge function.
For completeness, we include a proof of Lemma 1 in Appendix. Using Lemma 1, we can reformulate
the ATk loss (1) as
Łavt-k(Lz(f)) =
1
k
k∑
i=1
`[i](f) ∝ min
λ≥0
{
1
n
n∑
i=1
[`i(f)− λ]+ +
k
n
λ
}
. (2)
In other words, the ATk loss is equivalent to minimum of the average of individual losses that are
shifted and truncated by the hinge function controlled by λ. This sheds more lights on the ATk loss,
which is particularly easy to illustrate in the context of binary classification using the margin losses,
`(f(x), y) = `(yf(x)).
In binary classification, the “gold standard” of individual loss is the 0-1 loss Iyf(x)≤0, which exerts
a constant penalty 1 to examples that are misclassified by f and no penalty to correctly classified
examples. However, the 0-1 loss is difficult to work as it is neither continuous nor convex. In
practice, it is usually replaced by a surrogate convex loss. Such convex surrogates afford efficient
algorithms, but as continuous and convex upper-bounds of the 0-1 loss, they typically also penalize
correctly classified examples, i.e., for y and x that satisfy yf(x) > 0, `(yf(x)) > 0, whereas
Iyf(x)≤0 = 0 (Fig.2). This implies that when the average of individual losses across all training
examples is minimized, correctly classified examples by f that are “too close” to the classification
boundary may be sacrificed to accommodate reducing the average loss, as is shown in Fig.1.
In contrast, after the individual loss is combined with the hinge function, i.e., [`(yf(x))− λ]+ with
λ > 0, it has the effect of “shifting down” the original individual loss function and truncating it at
zero, see Fig.2. The transformation of the individual loss reduces penalties of all examples, and in
particular benefits correctly classified data. In particular, if such examples are “far enough” from the
decision boundary, like in the 0-1 loss, their penalty becomes zero. This alleviates the likelihood of
misclassification on those rare sub-populations of data that are close to the decision boundary.
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Figure 2: The ATk loss interpreted at
the individual loss level. Shaded area
corresponds to data/target with correct
classification.
Algorithm: The reformulation of the ATk loss in Eq.(2) also
facilitates development of optimization algorithms for the min-
imum ATk learning. As practical supervised learning prob-
lems usually use a parametric form of f , as f(x;w), where w
is the parameter, the corresponding minimum ATk objective
becomes
min
w,λ≥0
{
1
n
n∑
i=1
[`(f(xi;w), yi)− λ]+ +
k
n
λ+ Ω(w)
}
,
(3)
It is not hard to see that if `(f(x;w), y) is convex with respect
to w, the objective function of in Eq.(3) is a convex function
forw and λ jointly. This leads to an immediate stochastic (pro-
jected) gradient descent [3, 21] for solving (3). For instance,
with Ω(w) = 12C ‖w‖2, where C > 0 is a regularization fac-
tor, at the t-th iteration, the corresponding MATk objective can be minimized by first randomly
sampling (xit , yit) from the training set and then updating the parameters as
w(t+1) ← w(t) − ηt
(
∂w`(f(xit ;w
(t)), yit) · I[`(f(xit ;w(t)),yit )>λ(t)] + w
(t)
C
)
λ(t+1) ←
[
λ(t) − ηt
(
k
n − I[`(f(xit ;w(t),yit )>λ(t)]
)]
+
(4)
where ∂w`(f(x;w), y) denotes the sub-gradient with respect to w, and ηt ∼ 1√t is the step size.
ATk-SVM: As a general aggregate loss, the ATk loss can be combined with any functional form
for individual losses. In the case of binary classification, the ATk loss combined with the individual
hinge loss for a prediction function f from a reproducing kernel Hilbert space (RKHS) [18] leads to
the ATk-SVM model. Specifically, we consider function f as a member of RKHS HK with norm
‖ · ‖K , which is induced from a reproducing kernel K : X × X → R. Using the individual hinge
loss, [1− yif(xi)]+, the corresponding MATk learning objective in RKHS becomes
min
f∈HK ,λ≥0
1
n
n∑
i=1
[
[1− yif(xi)]+ − λ
]
+
+
k
n
λ+
1
2C
‖f‖2K , (5)
where C > 0 is the regularization factor. Furthermore, the outer hinge function in (5) can be
removed due to the following result.
Lemma 2. For a ≥ 0, b ≥ 0, there holds [[a− `]+ − b]+ = [a− b− `]+.
Proof of Lemma 2 can be found in the Appendix. In addition, note that for any minimizer
(fz, λz) of (5), setting f(x) = 0, λ = 1 in the objective function of (5), we have knλz ≤
1
n
∑n
i=1
[
[1− yifz(xi)]+ − λz
]
+
+ knλz +
1
2C ‖fz‖2K ≤ kn , so we have 0 ≤ λz ≤ 1 which means
that the minimization can be restricted to 0 ≤ λ ≤ 1. Using these results and introducing ρ = 1−λ,
Eq.(5) can be rewritten as
min
f∈HK ,0≤ρ≤1
1
n
n∑
i=1
[ρ− yif(xi)]+ − k
n
ρ+
1
2C
‖f‖2K . (6)
The ATk-SVM objective generalizes many several existing SVM models. For example, when k = n,
it equals to the standard C-SVM [5]. When C = 1 and with conditions K(xi,xi) ≤ 1 for any i,
ATk-SVM reduces to ν-SVM [19] with ν = kn . Furthermore, similar to the conventional SVM
model, writing in the dual form of (6) can lead to a convex quadratic programming problem that can
be solved efficiently. See Appendix for more detailed explanations.
Choosing k. The number of top individual losses in the ATk loss is a critical parameter that affects
the learning performance. In concept, using ATk loss will not be worse than using average or
maximum losses as they correspond to specific choices of k. In practice, k can be chosen during
training from a validation dataset as the experiments in Section 4. As k is an integer, a simple grid
search usually suffices to find a satisfactory value. Besides, Theorem 1 in Section 3 establishes a
theoretical lower bound for k to guarantee reliable classification based on the Bayes error. If we
have information about the proportion of outliers, we can also narrow searching space of k based on
the fact that ATk loss is the convex upper bound of the top-k loss, which is similar to [20].
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3 Statistical Analysis
In this section, we address the statistical properties of the ATk objective in the context of binary
classification. Specifically, we investigate the property of classification calibration [1] of the ATk
general objective, and derive bounds for the misclassification error of the ATk-SVM model in the
framework of statistical learning theory (e.g. [1, 7, 23, 26]).
3.1 Classification Calibration under ATk Loss
We assume the training data z = {(xi, yi)}ni=1 are i.i.d. samples from an unknown distribution p onX×{±1}. Let pX be the marginal distribution of p on the input spaceX . Then, the misclassification
error of a classifier f : X → {±1} is denoted byR(f) = Pr(y 6= f(x)) = E[Iyf(x)≤0]. The Bayes
error is given byR∗ = inff R(f), where the infimum is over all measurable functions. No function
can achieve less risk than the Bayes rule fc(x) = sign(η(x)− 12 ), where η(x) = Pr(y = 1|x) [8].
In practice, one uses a surrogate loss ` : R → [0,∞) which is convex and upper-bound the 0-1
loss. The population `-risk (generalization error) is given by E`(f) = E[`(yf(x))]. Denote the
optimal `-risk by E∗` = inff E`(f). A very basic requirement for using such a surrogate loss ` is
the so-called classification calibration (point-wise form of Fisher consistency) [1, 14]. Specifically,
a loss ` is classification calibrated with respect to distribution p if, for any x, the minimizer f∗` =
inff E`(f) should have the same sign as the Bayes rule fc(x), i.e., sign(f∗` (x)) = sign(fc(x))
whenever fc(x) 6= 0.
An appealing result concerning the classification calibration of a loss function ` was obtained in [1],
which states that ` is classification calibrated if ` is convex, differentiable at 0 and `′(0) < 0. In the
same spirit, we investigate the classification calibration property of the ATk loss. Specifically, we
first obtain the population form of the ATk objective using the infinite limit of (2)
1
n
n∑
i=1
[`(yif(xi))− λ]+ +
k
n
λ
k
n→ν−−−−→
n→∞ E [[`(yf(x))− λ]+] + νλ.
We then consider the optimization problem
(f∗, λ∗) = arg inf
f,λ≥0
E [[`(yf(x))− λ]+] + νλ, (7)
where the infimum is taken over all measurable function f : X → R. We say the ATk (aggregate)
loss is classification calibrated with respect to p if f∗ has the same sign as the Bayes rule fc. The
following theorem establishes such conditions.
Theorem 1. Suppose the individual loss ` : R → R+ is convex, differentiable at 0 and `′(0) < 0.
Without loss of generality, assume that `(0) = 1. Let (f∗, λ∗) be defined in (7),
(i) If ν > E∗` then the ATk loss is classification calibrated.
(ii) If, moreover, ` is monotonically decreasing and the ATk aggregate loss is classification
calibrated then ν ≥ ∫
η(x)6= 12 min(η(x), 1− η(x))dpX (x).
The proof of Theorem 1 can be found in the Appendix. Part (i) and (ii) of the above theorem
address respectively the sufficient and necessary conditions on ν such that the ATk loss becomes
classification calibrated. Since ` is an upper bound surrogate of the 0-1 loss, the optimal `-risk E∗` is
larger than the Bayes errorR∗, i.e., E∗` ≥ R∗. In particular, if the individual loss ` is the hinge loss
then E∗` = 2R∗. Part (ii) of the above theorem indicates that the ATk aggregate loss is classification
calibrated if ν = limn→∞ k/n is larger than the optimal generalization error E∗` associated with
the individual loss. The choice of k > nE∗` thus guarantees classification calibration, which gives a
lower bound of k. This result also provides a theoretical underpinning of the sensitivity to outliers
of the maximum loss (ATk loss with k = 1). If the probability of the set {x : η(x) = 1/2} is
zero, R∗ = ∫X min(η(x), 1 − η(x))dpX (x) = ∫η(x)6=1/2 min(η(x), 1 − η(x))dpX (x). Theorem
1 indicates that in this case, if the maximum loss is calibrated, one must have 1n ≈ ν ≥ R∗. In
other words, as the number of training data increases, the Bayes error has to be arbitrarily small,
which is consistent with the empirical observation that the maximum loss works well under the
well-separable data setting but are sensitive to outliers and non-separable data.
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3.2 Error bounds of ATk-SVM
We next study the excess misclassification error of the ATk-SVM model i.e., R(sign(fz)) − R∗.
Let (fz, ρz) be the minimizer of the ATk-SVM objective (6) in the RKHS setting. Let fH be the
minimizer of the generalization error over the RKHS space HK , i.e., fH = argminf∈HK Eh(f),
where we use the notation Eh(f) = E [[1− yf(x)]+] to denote the `-risk of the hinge loss. In the
finite-dimension case, the existence of fH follows from the direct method in the variational calculus,
as Eh(·) is lower bounded by zero, coercive, and weakly sequentially lower semi-continuous by its
convexity. For an infinite dimensional HK , we assume the existence of fH. We also assume that
Eh(fH) < 1 since even a naı¨ve zero classifier can achieve Eh(0) = 1. Denote the approximation
error by A(HK) = inff∈HK Eh(f)− Eh(fc) = Eh(fH)− Eh(fc), and let κ = supx∈X
√
K(x,x).
The main theorem can be stated as follows.
Theorem 2. Consider the ATk-SVM in RKHS (6). For any ε ∈ (0, 1] and µ ∈ (0, 1 − Eh(fH)),
choosing k = dn(Eh(fH) + µ)e. Then, it holds
Pr
{R(sign(fz))−R∗ ≥ µ+A(H) + ε+ 1 + Cκ,H√
nµ
} ≤ 2 exp(− nµ2ε2
(1 + Cκ,H)2
)
,
where Cκ,H = κ(2
√
2C + 4‖fH‖K).
The complete proof of Theorem 2 is given in the Appendix. The main idea is to show that ρz
is bounded from below by a positive constant with high probability, and then bound the excess
misclassification error R(sign(f∗z )) − R∗ by Eh(fz/ρz) − Eh(fc). If K is a universal kernel thenA(HK) = 0 [23]. In this case, let µ = ε ∈ (0, 1− Eh(fH)), then from Theorem 2 we have
Pr
{R(sign(fz))−R∗ ≥ 2ε+ 1 + Cκ,H√
nε
} ≤ 2 exp(− nε4
(1 + Cκ,H)2
)
,
Consequently, choosing C such that limn→∞ C/n = 0, which is equivalent to
limn→∞ (1 + Cκ,H)2/n = 0, then R(sign(fz)) can be arbitrarily close to the Bayes error R∗,
with high probability, as long as n is sufficiently large.
4 Experiments
We have demonstrated that ATk loss provides a continuum between the average loss and the max-
imum loss, which can potentially alleviates their drawbacks. A natural question is whether such
an advantage actually benefits practical learning problems. In this section, we demonstrate the
behaviors of MATk learning coupled with different individual losses for binary classification and
regression on synthetic and real datasets, with minimizing the average loss and the maximum loss
treated as special cases for k = n and k = 1, respectively. For simplicity, in all experiments, we use
homogenized linear prediction functions f(x) = wTx with parameters w and the Tikhonov regu-
larizer Ω(w) = 12C ||w||2 , and optimize the MATk learning objective with the stochastic gradient
descent method given in (4).
Binary Classification: We conduct experiments on binary classification using eight benchmark
datasets from the UCI3 and KEEL4 data repositories to illustrate the potential effects of using ATk
loss in practical learning to adapt to different underlying data distributions. A detailed description
of the datasets is given in Appendix. The standard individual logistic loss and hinge loss are com-
bined with different aggregate losses. Note that average loss combined with individual logistic loss
corresponds to the logistic regression model and average loss combined with individual hinge loss
leads to the C-SVM algorithm [5].
For each dataset, we randomly sample 50%, 25%, 25% examples as training, validation and testing
sets, respectively. During training, we select parameters C (regularization factor) and k (number of
top losses) on the validation set. Parameter C is searched on grids of log10 scale in the range of
[10−5, 105] (extended when optimal value is on the boundary), and k is searched on grids of log10
scale in the range of [1, n]. We use k∗ to denote the optimal k selected from the validation set.
3https://archive.ics.uci.edu/ml/datasets.html
4http://sci2s.ugr.es/keel/datasets.php
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Logistic Loss Hinge Loss
Maximum Average ATk∗ Maximum Average ATk∗
Monk 22.41(2.95) 20.46(2.02) 16.76(2.29) 22.04(3.08) 18.61(3.16) 17.04(2.77)
Australian 19.88(6.64) 14.27(3.22) 11.70(2.82) 19.82(6.56) 14.74(3.10) 12.51(4.03)
Madelon 47.85(2.51) 40.68(1.43) 39.65(1.72) 48.55(1.97) 40.58(1.86) 40.18(1.64)
Splice 23.57(1.93) 17.25(0.93) 16.12(0.97) 23.40(2.10) 16.25(1.12) 16.23(0.97)
Spambase 21.30(3.05) 8.36(0.97) 8.36(0.97) 21.03(3.26) 7.40(0.72) 7.40(0.72)
German 28.24(1.69) 25.36(1.27) 23.28(1.16) 27.88(1.61) 24.16(0.89) 23.80(1.05)
Titanic 26.50(3.35) 22.77(0.82) 22.44(0.84) 25.45(2.52) 22.82(0.74) 22.02(0.77)
Phoneme 28.67(0.58) 25.50(0.88) 24.17(0.89) 28.81(0.62) 22.88(1.01) 22.88(1.01)
Table 1: Average misclassification rate (%) of different learning objectives over 8 datasets. The best results
are shown in bold with results that are not significant different to the best results underlined.
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Figure 3: Plots of misclassification rate on testing set vs. k on four datasets.
We report the average performance over 10 random splitting of training/validation/testing for each
dataset with MATk learning objectives formed from individual logistic loss and hinge loss. Ta-
ble 1 gives their experimental results in terms of misclassification rate (results in terms of other
classification quality metrics are given in Appendix). Note that on these datasets, the average loss
consistently outperforms the maximum loss, but the performance can be further improved with the
ATk loss, which is more adaptable to different data distributions. This advantage of the ATk loss is
particularly conspicuous for datasets Monk and Australian.
To further understand the behavior of MATk learning on individual datasets, we show plots of mis-
classification rate on testing set vs. k for four representative datasets in Fig.3 (in which C is fixed to
102 and k ∈ [1, n]). As these plots show, on all four datasets, there is a clear range of k value with
better classification performance than the two extreme cases k = 1 and k = n, corresponding to the
maximum and average loss, respectively. To be more specific, when k = 1, the potential noises and
outliers will have the highest negative effects on the learned classifier and the related classification
performance is very poor. As k increases, the negative effects of noises and outliers will reduce and
the classification performance becomes better, this is more significant on dataset Monk, Australian
and Splice. However, if k keeps increase, the classification performance may decrease (e.g., when
k = n). This may because that as k increases, more and more well classified samples will be in-
cluded and the non-zero loss on these samples will have negative effects on the learned classifier
(see our analysis in Section 2), especifically for dataset Monk, Australian and Phoneme.
Regression. Next, we report experimental results of linear regression on one synthetic dataset
(Sinc) and three real datasets from [4], with a detailed description of these datasets given in Ap-
pendix. The standard square loss and absolute loss are adopted as individual losses. Note that
average loss coupled with individual square loss is standard ridge regression model and average loss
coupled with individual absolute loss reduces to ν-SVR [19]. We normalize the target output to
[0, 1] and report their root mean square error (RMSE) in Table 2, with optimal C and k∗ obtained
by a grid search as in the case of classification (performance in terms of mean absolute square error
(MAE) is given in Appendix). Similar to the classification cases, using the ATk loss usually improves
performance in comparison to the average loss or maximum loss.
5 Related Works
Most work on learning objectives focus on designing individual losses, and only a few are dedicated
to new forms of aggregate losses. Recently, aggregate loss considering the order of training data have
been proposed in curriculum learning [2] and self-paced learning [11, 9], which suggest to organize
the training process in several passes and samples are included from easy to hard gradually. It is
interesting to note that each pass of self-paced learning [11] is equivalent to minimum the average of
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Square Loss Absolute Loss
Maximum Average ATk∗ Maximum Average ATk∗
Sinc 0.2790(0.0449) 0.1147(0.0060) 0.1139(0.0057) 0.1916(0.0771) 0.1188(0.0067) 0.1161(0.0060)
Housing 0.1531(0.0226) 0.1065(0.0132) 0.1050(0.0132) 0.1498(0.0125) 0.1097(0.0180) 0.1082(0.0189)
Abalone 0.1544(0.1012) 0.0800(0.0026) 0.0797(0.0026) 0.1243(0.0283) 0.0814(0.0029) 0.0811(0.0027)
Cpusmall 0.2895(0.0722) 0.1001(0.0035) 0.0998(0.0037) 0.2041(0.0933) 0.1170(0.0061) 0.1164(0.0062)
Table 2: Average RMSE on four datasets. The best results are shown in bold with results that are not significant
different to the best results underlined.
the k smallest individual losses, i.e., 1k
∑n
i=n−k+1 `[i](f), which we term it as the average bottom-k
loss in contrast to the average top-k losses in our case. In [20], the pros and cons of the maximum
loss and the average loss are compared, and the top-k loss, i.e., `[k](f), is advocated as a remedy to
the problem of both. However, unlike the ATk loss, in general, neither the average bottom-k loss nor
the top-k loss are convex functions with regards to the individual losses.
Minimizing top-k errors has also been used in individual losses. For ranking problems, the work of
[17, 24] describes a form of individual loss that gives more weights to the top examples in a ranked
list. In multi-class classification, the top-1 loss is commonly used which causes penalties when the
top-1 predicted class is not the same as the target class label [6]. This has been further extended
in [12, 13] to the top-k multi-class loss, in which for a class label that can take m different values,
the classifier is only penalized when the correct value does not show up in the top k most confident
predicted values. As an individual loss, these works are complementary to the ATk loss and they
can be combined to improve learning performance.
6 Discussion
In this work, we introduce the average top-k (ATk) loss as a new aggregate loss for supervised
learning, which is the average over the k largest individual losses over a training dataset. We show
that the ATk loss is a natural generalization of the two widely used aggregate losses, namely the
average loss and the maximum loss, but can combine their advantages and mitigate their drawbacks
to better adapt to different data distributions. We demonstrate that the ATk loss can better protect
small subsets of hard samples from being swamped by a large number of easy ones, especially for
imbalanced problems. Furthermore, it remains a convex function over all individual losses, which
can lead to convex optimization problems that can be solved effectively with conventional gradient-
based methods. We provide an intuitive interpretation of the ATk loss based on its equivalent effect
on the continuous individual loss functions, suggesting that it can reduce the penalty on correctly
classified data. We further study the theoretical aspects of ATk loss on classification calibration and
error bounds of minimum average top-k learning for ATk-SVM. We demonstrate the applicability
of minimum average top-k learning for binary classification and regression using synthetic and real
datasets.
There are many interesting questions left unanswered regarding using the ATk loss as learning ob-
jectives. Currently, we use conventional gradient-based algorithms for its optimization, but we are
investigating special instantiations of MATk learning for which more efficient optimization methods
can be developed. Furthermore, the ATk loss can also be used for unsupervised learning problems
(e.g., clustering), which is a focus of our subsequent study. It is also of practical importance to
combine ATk loss with other successful learning paradigms such as deep learning, and to apply it to
large scale real life dataset. Lastly, it would be very interesting to derive error bounds of MATk with
general individual loss functions.
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A Proofs
A.1 Proofs of Lemma 1 and 2
Proof of Lemma 1
Notice that
∑k
i=1 x[i] is the solution of the following linear programming problem
max
p
pTx, s.t. pT1 = k,0 ≤ p ≤ 1. (8)
The Lagrangian of this linear programming problem is
L(p,u,v, λ) = −pTx− vTp+ uT (p− 1) + λ(pT1− k), (9)
where u ≥ 0, v ≥ 0 and t are Lagrangian multipliers. Taking its derivative w.r.t p and set it to be
0, we have v = u − x + λ1. Substituting this back into the Lagrangian to eliminate the primal
variable, we obtain the dual problem of (8) as
min
u,λ
uT1+ kλ, s.t. u ≥ 0,u+ λ1− x ≥ 0. (10)
This further means that
k∑
i=1
x[i] = min
λ
{
kλ+
n∑
i=1
[xi − λ]+
}
. (11)
The convexity of
∑k
i=1 x[i] follows directly from (11) and the fact that the partial minimum of a
jointly convex function is convex. Furthermore, it is easy to see that λ = x[k] is always one optimal
solution for (11), hence, for xi ≥ 0, i = 1, · · · , n, there holds
k∑
i=1
x[i] = min
λ≥0
{
kλ+
n∑
i=1
[xi − λ]+
}
. (12)
Proof of Lemma 2
Denote g(`) =
[
[a− `]+ − b
]
+
. For any a ≥ 0, b ≥ 0, we have g(`) = 0 = [a− b− `]+ if
` ≥ a. In the Case of ` < a, there holds g(`) = [a− b− `]+. Thus g(`) = [a− b− `]+ for any
a ≥ 0, b ≥ 0.
A.2 Proof of Theorem 1
Note that ` : R→ R+ is convex, differentiable at 0 and `′(0) < 0 implies that `(0) > 0. Hence, by
normalization we can let `(0) = 1. Indeed, the commonly used individual losses such as the least
square loss `(t) = (1− t)2, the hinge loss `(t) = (1−t)+, and the logistic loss `(t) = log2(1+e−t)
satisfy the conditions `′(0) < 0 and `(0) = 1. The assumption in part (ii) of Theorem 1 implicitly
assumes that E∗` ≤ 1 because E∗` ≤ E`(0) = 1.
Since (f∗, λ∗) is a minimizer, then, by choosing f = 0 and λ = `(0) = 1 there holds E[`(yf∗(x))−
λ∗)+] + νλ∗ ≤ E[(`(0)− `(0))+] + ν`(0) which implies that the minimizer λ∗ defined in (7) must
satisfy 0 ≤ λ∗ ≤ `(0) = 1. This means that the minimization over λ in (7) can be restricted to
0 ≤ λ ≤ `(0) = 1. Let β = 1 − λ which implies that the minimization (7) is equivalent to the
following
(f∗, β∗) = arg inf
f,0≤β≤1
{
E[(β + `(yf(x))− 1)+]− νβ
}
. (13)
Let (f∗, β∗) be the minimizer. We have, for any f and choosing β = `(0) = 1, that
−νβ∗ ≤ {E[(β∗ + `(yf∗(x))− 1)+]− νβ∗ ≤ E[(1 + `(yf(x))− 1)+]− ν = E`(f)− ν.
This implies that νβ∗ ≥ ν − E`(f). Since f is arbitrary, β∗ ≥ ν−E
∗
`
ν > 0 if ν > E∗` . Consequently,
the above arguments show that 0 ≤ λ∗ = 1− β∗ < 1 if ν > E∗` .
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Now observe that f∗ = arg inff
{
E[(`(yf(x))−λ∗)+] +νλ∗
}
= arg inff
{
E[(`(yf(x))−λ∗)+]
}
.
Define φ(t) = (`(t)−λ∗)+. This means that f∗ = arg inff E[φ(yf(x))] for standard classification.
The result of Theorem 2 in [1] states that that the loss φ is classification calibrated if φ is differ-
entiable at 0 and φ′(0) < 0. Notice that λ∗ < `(0) = 1 as proved above, which implies that φ is
differentiable at 0 and φ′(0) = `′(0) < 0. This shows that f∗ has the same sign as the Bayes rule
sign(Pr(y = 1|x)− 12 ) if ν > E∗` . This completes the proof of the first part of the theorem.
We now move on to prove the proof of the second part of the theorem. To this end, observe that
λ∗ = arginfλ≥0
{
E[`(yf∗(x)) − λ)+] + νλ
}
. Assume that λ∗ = 0. Then, f∗ = f∗` and choosing
f = 0 and λ = 1 = `(0) in the objective function of (7) implies that ν = E[(`(0) − 1)+] +
ν ≥ E[`(yf∗(x)) − λ∗)+] + νλ∗ = E[`(yf∗` (x))] ≥ R∗. Recall [8] that the Bayes error R∗ =∫
X min(η(x), 1− η(x))ρX (x). This proves the Case λ∗ = 0.
Now it only suffices to prove the Case of λ∗ > 0. In this Case , by the first-order optimality
condition, there exists a subgradient ofE[`(yf∗(x))−λ)+]+νλ of the variable λ at λ∗ equals to zero.
This implies that E[h(x, y)] + ν = 0, where h(x, y) is some subgradient of (`(yf∗(x))− λ)+ with
respect to λ at λ∗. Notice that h(x, y) ≤ −I`(yf∗(x))>λ∗ . Consequently, ν ≥ E[I`(yf∗(x))>λ∗ ] ≥
E[I`(yf∗(x))>`(0)] since λ∗ ≤ `(0) as proved in part (i). Since we assume that ` is monotonically
decreasing, `(yf∗(x)) > `(0) is equivalent to yf∗(x) < 0. The calibration of ATk models (i.e. f∗
has the sign as the Bayes rule) implies that yf∗(x) < 0 is equivalent to y(2η(x)−1) < 0. Putting the
above arguments together, we conclude that ν ≥ E[Iy(2η(x)−1)<0] =
∫
η(x) 6=1/2 min(η(x), 1−η(x)).
This completes the proof of the theorem.
A.3 Proof of Theorem 2
Steinwart [22] derived the bounds for the excess misclassification error for ν-SVM under the as-
sumption that the kernel is universal, i.e., the RKHS is dense in the space of continuous functions
C(X ) under the uniform norm ‖ · ‖∞ (See [23] for more details). The proof there depends on
Urysohn’s lemma in topology which states any two disjoint closed subsets can be separated by a
continuous function. In contrast, our result holds true without the assumption of universal kernels.
To prove Theorem 2, we need some technical lemmas. We say the function F :
m∏
k=1
Ωk → R has
bounded differences {ck}mk=1 if, for all 1 ≤ k ≤ m,
max
z1,··· ,zk,z′k··· ,zm
|F (z1, · · · , zk−1, zk, zk+1, · · · , zm)− F (z1, · · · , zk−1, z′k, zk+1, · · · , zm)| ≤ ck.
Lemma 3. (McDiarmid’s inequality [30]) Suppose f :
m∏
k=1
Ωk → R has bounded differences
{ck}mk=1 then , for all  > 0, there holds
Pr
{
F (z)− E[F (z)] ≥ 
}
≤ e−
22∑m
k=1
c2
k .
We need to use the the Rademacher average and its contraction property [29, 31].
Definition 1. Let µ be a probability measure on Ω and F be a class of uniformly bounded functions.
For every integer m, the Rademacher average over a set of functions F on
Rm(F ) := EµE
{ 1
m
sup
f∈F
∣∣∣ m∑
i=1
σif(zi)
∣∣∣}
where {zi}mi=1 are independent random variables distributed according to µ and {σi}mi=1 are inde-
pendent Rademacher random variables, i.e., Pr(σi = +1) = Pr(σi = −1) = 1/2.
Lemma 4. Let F be a class of uniformly bounded real-valued functions on (Ω, µ) andm ∈ N. If for
each i ∈ {1, . . . ,m}, Ψi : R→ R is a function with a Lipschitz constant ci, then for any {xi}mi=1,
E
(
sup
f∈F
∣∣ m∑
i=1
iΨi(f(xi))
∣∣) ≤ 2E( sup
f∈F
∣∣∣ m∑
i=1
ciif(xi)
∣∣). (14)
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Using the standard techniques involving Rademacher averages [29], one can get the following es-
timation. For completeness, we give a self-contained proof. Let the empirical error related to the
hinge loss be denoted by Eh,z(f) = 1n
∑n
i=1(1− yf(xi))+.
Lemma 5. For any ε > 0, there holds
Pr
{
sup
‖f‖K≤R
Eh(f)− Eh,z(f) ≥ ε+ 2κR√
n
}
≤ e− 2nε
2
(1+κR)2 .
Proof. Let F (z) = sup
‖f‖K≤R
[Eh(f) − Eh,z(f)]. Observe, for any x, y, that (1 − yf(x))+ ≤ 1 +
|f(x)| ≤ 1 + |〈Kx, f〉K | ≤ 1 + ‖f‖〈Kx,Kx〉K
1
2 = 1 + ‖f‖K
√
K(x, x) ≤ κR. Then, one can
easily get that the bounded differences are ck = 1+κRn for any 1 ≤ k ≤ n. By the McDiarmid
inequality, we have
Pr
{
sup
‖f‖K≤R
[Eh(f)− Eh,z(f)] ≥ Ez sup
‖f‖K≤R
[Eh(f)− Eh,z(f)] + ε
}
≥ exp
{
− 2nε
2
(1 + κR)2
}
.
Let z′ = {z′1, z′2, . . . , z′n} be i.i.d. copies of z. Then,
Ez sup
‖f‖K≤R
[Eh(f)−Eh,z(f)] = Ez[ sup
‖f‖K≤R
[Ez′(Ez′(f))−Eh,z(f)] ≤ EzEz′ sup
‖f‖K≤R
[Ez′(f)−Eh,z(f)].
By standard symmetrization techniques [29], for any Rademacher variables {σi : i = 1, . . . , n}, we
have that
EzEz′ sup
‖f‖K≤R
[Eh(f)− Eh,z(f)] = EzEz′Eσ sup
‖f‖K≤R
[
1
n
n∑
i=1
σi((1− y′if(x′i))+ − (1− yif(xi))+)]
= 2EzEσ sup
‖f‖K≤R
[ 1
n
n∑
i=1
σi(1− yif(xi))+
] ≤ 2EzEσ sup
‖f‖K≤R
1
n
∣∣∣ n∑
i=1
σi(1− yif(xi))+
∣∣∣.
Let Φi(t) = (1− yit)+ which has Lipschitz constant 1. By the contraction property of Rademacher
averages,
Eσ sup
‖f‖K≤R
1
n
∣∣∣ n∑
i=1
σi(1− yif(xi))+
∣∣∣ ≤ Eσ sup
‖f‖K≤R
1
n
∣∣∣ n∑
i=1
σif(xi)
∣∣∣ = Eσ sup
‖f‖K≤R
∣∣∣〈 1
n
n∑
i=1
σiKxi , f〉
∣∣∣
≤ Eσ sup
‖f‖K≤R
‖ 1
n
n∑
i=1
σiKxi‖K‖f‖K = R Eσ
[
‖ 1
n
n∑
i=1
σiKxi‖K
]
≤ R
[
Eσ‖ 1
n
n∑
i=1
σiKxi‖2K
] 1
2 ≤ R
n
[ n∑
i=1
K(xi, xi)
] 1
2 ≤ κR√
n
.
Putting all the above estimations together yields the desired result. This completes the proof of the
lemma.
We also need the Ho¨effding’s inequality stated as follows.
Lemma 6. Let ξ be a random variable and, for any i ∈ [m], ai ≤ ξ ≤ bi. Then, for any ε > 0,
there holds
Pr
{
1
m
m∑
i=1
ξi − Eξ ≥ 
}
≤ exp
{
− m
2
2M2
}
.
To prove the main theorem, we need to establish a lower bound for ρz. Denote κ =
supx∈X
√
K(x, x).
Lemma 7. For µ ∈ (0, 1− Eh(fH)), let dn(Eh(fH) + µ)e ≤ k ≤ n, then we have
Pr
{
z ∈ Zn : ‖fz‖K
ρz
≤ 2k
n
max
(√2C
µ
,
2‖fH‖K
µ
)}
≥ 1− exp
{
− nµ
2
2(1 + κ‖fH‖K)2
}
.
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Proof. Since (fz, ρz) is a minimizer of formulation (6), for any 0 < ρ ≤ 1 there holds
1
n
n∑
i=1
(ρz − yifz(xi))+ − k
n
ρz +
1
2C
‖fz‖2K ≤
1
n
n∑
(ρ− yiρfH(xi))+ − k
n
ρ+
1
2C
‖ρfH‖2K
= ρEh,z(fH)− k
n
ρ+
ρ2
2C
‖fH‖2K . (15)
This implies, for any 0 < ρ ≤ 1, that
k
n
ρz ≥ −ρEh,z(fH) + k
n
ρ− ρ
2
2C
‖fH‖2K .
Applying the Hoeffding inequality (Lemma 6) yields that
Pr
{
Eh,z(fH)− Eh(fH) ≤ µ
2
}
≤ 1− exp
{
− nµ
2
2(1 + κ‖fH‖K)2
}
. (16)
Then, on the event U = {z ∈ Zn : Eh,z(fH) − Eh(fH) ≤ µ2}, we have −ρEh,z(fH) + knρ −
ρ2
2C ‖fH‖2K ≥ ρ( kn − E(fH)− µ2 )− ρ
2
2C ‖fH‖2K ≥ ρµ2 − ρ
2
2C ‖fH‖2K . Define g(ρ) = ρµ2 − ρ
2
2C ‖fH‖2K .
It is easy to observe that
max
0<ρ≤1
g(ρ) ≥
{
Cµ2
8‖fH‖2K
, Cµ ≤ 2‖fH‖2K ,
µ
4 , Cµ > 2‖fH‖2K .
Consequently, on the event U , there holds
ρz ≥ n
k
max
0<ρ≤1
g(ρ) ≥ n
k
min
(µ
4
,
Cµ2
8‖fH‖2K
)
. (17)
By choosing ρ = 0 in (15), there holds ‖fz‖
2
K
ρz
≤ 2Ckn . Combining these estimation together, on the
event U there holds
‖fz‖K
ρz
≤
√
‖fz‖2K
ρz
√
1
ρz
≤ 2k
n
max
(√
2C
µ
,
2‖fH‖K
µ
)
.
This completes the proof of the lemma.
With all the above technical lemmas, we are ready to prove Theorem 2.
Proof of Theorem 2. We will use the relationship between the excess misclassification error and
generalization error [32], i.e. for any f : X → R, there holds
R(sign(f))−R(fc) ≤ Eh(f)− Eh(fc). (18)
Let U1 be the event such that the inequality in Lemma 7 is true, i.e. U1 =
{
z ∈ Zn : ‖fz‖Kρz ≤
2k
n max
(√
2C
µ ,
2‖fH‖K
µ
)}
. On the event U1, noting that 0 < µ ≤ 1 we have that ‖fz‖Kρz ≤ RC,µ :=
2
√
2C+4‖fH‖K
µ .
Now considering the sample z ∈ U1, using (18) we have
R(sign(fz))−R(fc) ≤ Eh
(fz
ρz
)− E(fc) ≤ Eh(fz
ρz
)− Eh,z(fz
ρz
) + Eh,z(fz
ρz
)− E(fc) (19)
By the definition of the minimizer (ρz, fz), there holds 1n
∑n
i=1(ρz − yifz(xi))+ − knρz +
1
2C ‖fz‖2K ≤ 0 which means that 1n
∑n
i=1(ρz − yifz(xi))+ ≤ knρz. Equivalently, Eh,z
(
fz
ρz
) ≤ kn on
the event U1. This combines with (19) implies, on the event U1, that
R(sign(fz))−R(fc) ≤ Eh
(fz
ρz
)− Eh,z(fz
ρz
) + (
k
n
− Eh(fH)) + Eh(fH)− E(fc)
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≤ sup
‖f‖K≤RC,µ
[
Eh
(
f
)− Eh,z(f)]+ (k
n
− Eh(fH)) + inf
f∈HK
Eh(f)− Eh(fc)
≤ sup
‖f‖K≤RC,µ
[
Eh
(
f
)− Eh,z(f)]+ (k
n
− Eh(fH)) +A(HK)
≤ sup
‖f‖K≤RC,µ
[
Eh
(
f
)− Eh,z(f)]+ µ+ 1
n
+A(HK),
where the last inequality follows from the fact, by the definition k = k(n) = dn(Eh(fH) +µ)e, that
Eh(fH) + µ ≤ kn ≤ Eh(fH) + µ+ 1n . Therefore,
Pr
{
z ∈ Zn : R(sign(fz))−R(fc) ≥ µ+ 1
n
+A(H) + ε+ 2κRC,µ√
n
}
≤ Pr(Uc1) + Pr
{
z ∈ U1 : sup
‖f‖K≤RC,µ
[Eh(f)− Eh,z(f)] ≥ ε+ 2κRC,µ√
n
}
≤ exp
(
− nµ
2
2(1 + κ‖fH‖K)2
)
+ Pr
{
z : sup
‖f‖K≤RC,µ
[Eh(f)− Eh,z(f)] ≥ ε+ 2κRC,µ√
n
}
≤ exp
(
− nµ
2
2(1 + κ‖fH‖K)2
)
+ exp
(
− 2nε
2
(1 + κRC,µ)2
)
≤ 2 exp
(
− nε
2µ2
(1 + 2κ
√
2C + 4κ‖fH‖K)2
)
.
Here, the second to last inequality follows from Lemma 5 which is the standard estimation for
Rademacher averages [29].
B Examples of ATk loss coupled with different individual losses
The proposed ATk loss is quite general and can be combined with different existing individual losses.
An interesting phenomenon is that ATk with hinge loss and absolute loss have a close relations to
the well-known ν-SVM and ν-SVR that proposed in [19], respectively. Specifically, we have
Proposition 1. Under conditions C = 1 and K(xi,xi) ≤ 1 for any i, ATk-SVM (6) reduces to
ν-SVM with ν = kn .
Proof. Recall [19] that the primal problem of the ν-SVM without the bias term b is formulated by
min
f∈HK ,ρ≥0
1
n
n∑
i=1
[ρ− yif(xi)]+ − νρ+
1
2
‖f‖2K , (20)
where ν ∈ [0, 1] is a scalar. Its dual is given by
minα
1
2
n∑
i,j=1
αiαjyiyjK(xi, xj)
s.t. 0 ≤ αi ≤ 1n ,∀i = 1, 2, . . . , n
n∑
i=1
αi ≥ ν.
The KKT conditions implies, for any optimal solution α∗ of the dual and any optimal solu-
tion (fz, ρz) of the primal, there holds, for the support vectors xi with 0 < α∗i <
1
n , that
ρz = yi
∑n
j=1 α
∗
jyjK(xi,xj). If one assumes that K(xi,xi) ≤ 1 for all i, then |K(xi, xj)| =
|〈Kxi ,Kxj 〉K | ≤
√
K(xi,xi)
√
K(xj ,xj) ≤ 1. Therefore,
ρz ≤ |yi
n∑
j=1
α∗jyjK(xi,xj)| ≤
n∑
j=1
α∗j ≤ 1,
where the last inequality follows from the fact that αj ≤ 1n for all j. Consequently, in the minimiza-
tion of (20) we can restrict to ρ ≤ 1 which implies that the ATk-SVM (6) with C = 1 is reduced to
ν-SVM with ν = kn .
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Besides, the dual formulation of ATk-SVM (6) can be easily derived as
minα
1
2
n∑
i,j=1
αiαjyiyjK(xi, xj)−
n∑
i=1
αi
s.t. 0 ≤ αi ≤ Cn ,∀i = 1, 2, . . . , n
n∑
i=1
αi ≤ Ck
n
.
This leads to a convex quadratic programming problem for ATk-SVM and can be solved efficiently.
Proposition 2. MATk model (3) coupled with absolute loss in the RKHS setting becomes ν-SVR
with ν = kn .
Proof. Recall [19] that the primal problem of the ν-SVR without the bias term b in RKHS is formu-
lated by
min
w,λ≥0
1
n
n∑
i=1
[|yi − f(xi)| − λ]+ + νλ+
1
2C
‖f‖2K , (21)
where ν ∈ [0, 1] is a scalar. It is easy to see in the setting of RKHS that, with individual absolute
loss (i.e., `(f(xi), yi) = |yi − f(xi)|) and Ω(w) = 12C ‖f‖2K , MATk model (3) becomes
min
w,λ≥0
1
n
n∑
i=1
[|yi − f(xi)| − λ]+ +
k
n
λ+
1
2C
‖f‖2K , (22)
We name model (22) as ATk-SVR for brevity. It is straightforward that ATk-SVR is exactly the
ν-SVR with ν = kn .
The above propositions provide new perspectives to understand the success of ν-SVM and ν-SVR.
That is, through “shifting down” the original individual hinge loss and absolute loss and truncating
them at zero, the penalty of correctly classified samples that are “far enough” from classification
boundary in classification and the penalty of samples that are “close enough” to the regression tube
in regression will be zero, which enables the model to put more effort to misclassified samples or
samples that are “too far” to the regression tube. Besides, the good properties of ν in ν-SVM and
ν-SVR that derived in [19] can be extended to k in ATk-SVM and ATk-SVR directly. For example,
for ATk-SVM with conditions C = 1 and K(xi,xi) ≤ 1 and ATk-SVR, k is a lower bound on
the number of support vectors and is an upper bound on the number of margin errors. Due to its
directness, we refer to [19] for their proofs. This can also help us select k in ATk-SVM and ATk-
SVR.
C Toy examples for effects of different aggregate losses
We illustrate the behaviors of different aggregate losses using binary classification on 2D synthetic
data examples. We generate six different datasets (Fig. 4). Each dataset consists of 200 samples
sampled from Gaussian distributions with distinct centers and variances. We use linear classifier and
consider different aggregate losses combined with individual logistic loss and individual hinge loss.
The learned linear classifiers and the misclassification rate of ATk vs. k are shown in Fig. 4. The
left panel in Fig. 4 (i.e., (a1-a6) and (b1-b6)) refers to the results of aggregate losses combined with
individual logistic loss and the right panel (i.e., (c1-c6) and (d1-d6)) refers to the results of aggregate
losses combined with individual hinge loss.
Case 1. The first row in Fig. 4 represents an ideal situation where there is no outliers and the +
samples and − samples are well distributed and linear separable. In this Case , all aggregate losses
with both logistic loss and hinge loss can get perfect classification results. This is also verified in
Fig. 4 (b1) and Fig. 4 (d1) that the misclassification rate is zero for ATk with all k.
Case 2. In the second row, there exists an outlier in the + class (shown as an enlarged ×). We can
see that the maximum loss is very sensitive to outliers and its classification boundary in Fig. 4 (a2)
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Binary Classification Regression
Dataset c n d IR Dataset c n d IR Dataset n d
Monk 2 432 6 1.12 Spambase 2 4601 57 1.54 Sinc 1000 10
Australian 2 690 14 1.25 German 2 1000 24 2.33 Housing 506 13
Madelon 2 2600 500 1.0 Titanic 2 2201 3 2.10 Abalone 4177 8
Splice 2 3175 60 1.08 Phoneme 2 5404 5 2.41 Cpusmall 8192 12
Table 3: Statistical information of each dataset, where c, n, d are the number of classes, samples and features,
respectively. IR is the class ratio.
and Fig. 4 (c2) are largely influenced by this outlier. Seen from Fig. 4 (b2) and Fig. 4 (d2), ATk
loss is more robust with larger k and achieves better classification results when k ≥ 3.
Case 3. In the third row, there is no outliers and the + samples and− samples are still linear separa-
ble. However, the + samples clearly has two distributions (typical distribution and rare distribution).
Seen from Fig. 4 (a3) and Fig. 4 (c3), the linear classifiers learned from average loss sacrifice some
+ samples from rare distribution even though the data are separable. This is because that the indi-
vidual logistic loss has non-zero penalty for correctly classified samples and individual hinge loss
has non-zero penalty for correctly classified samples with margin less than 1. Hence samples that
are “too close” to the classification boundary (samples from rare distributions in this example) are
sacrificed to accommodate reducing the average loss over the whole datasets. Besides, average with
hinge loss achieves better results than that with logistic loss, this may because that for correctly clas-
sified samples with margin larger than 1, the penalty caused by hinge loss is zero while that caused
by logistic loss is still non-zeros. Hence this part of samples still has “negative” effect to the learned
classification boundary of average with logistic loss. By “shifting down” and truncating, ATk loss
with proper k (e.g., k ∈ [1, 18] for logistic loss and k ∈ [1, 50] for hinge loss) can better fit this data,
as is shown in Fig. 4 (b3) and Fig. 4 (d3).
Case 4. The plots in the fourth row refers to a more complicated situation where there are both multi-
modal distributions and outliers. Obviously, neither maximum loss (due to the outlier) nor average
loss (due to the multi-modal distributions) can fit this data very well. Seen from Fig. 4 (b4) and Fig.
4 (d4), there exists a proper region of k (i.e., k ∈ [4, 24] for logistic loss and k ∈ [3, 62] for hinge
loss) that can yield much better classification results. We also report the linear classifier learned from
ATk=10 for better understanding. Seen from Fig. 4 (a4) and Fig. 4 (c4), the classification boundary
of ATk=10 is closer to the optimal Bayes linear classifier than that of maximum and average.
Case 5. The fifth row shows an imbalance scenario where the− samples are far less that the + ones.
The + samples and− samples are linear separable. We can see from Fig. 4 (a5) that the average loss
with individual logistic loss sacrifices all − samples to obtain a small loss over the whole dataset.
While the average loss with individual hinge loss obtains better results, it still sacrifices half of the−
samples, as is shown in Fig. 4 (c5). In contrast, ATk loss can better fit this distributions and achieves
better classification results with k ∈ [1, 25] for logistic loss and k ∈ [1, 135] for hinge loss.
Case 6. The sixth row shows an imbalanced data with one outlier. Comparing to the results in
the fifth row, the performance of maximum loss decreases due to the outlier. The performance of
average loss with hinge loss also decreases. Seen from Fig. 4 (b6) and Fig. 4 (d6), ATk loss with
k ∈ [2, 12] for logistic loss and k ∈ [3, 59] for hinge loss can better fit this data and achieve better
classification results.
Though very simple, these synthetic datasets reveal some properties of the maximum loss and av-
erage loss intuitively. That is, while maximum loss performs very well for separable data, it it
very sensitive to outliers. Meanwhile, average loss is more robust to outliers than maximum loss,
however, it may sacrifices some correctly classified samples that are “too close” to the classifica-
tion boundary, especially in imbalanced or multi-modal data distributions. As the distributions of
datasets from real applications can be very complicated and outliers are unavoidable, it is interesting
and helpful to add an extra freedom k to better fitting different data distributions.
Sinc data used for regression: This dataset is drawn from sinc function, i.e., y = sin(x)/x, where x
is an scalar, and the goal is to estimate y from the input x. We randomly select 1000 samples (xi, yi)
with xi drawn uniformly from [−10, 10]. As we use linear regression model in our experiments, we
map the input x into a kernel space via the radial basis function (RBF) kernel. We select 10 RBF
kernels from [−10, 10], which leads to 10-dimension input x = [k(x, c1), · · · , k(x, c10)]T , where
k(x, ci) = exp(−(x− ci)2). We also add random Gaussian noise N(0, 0.22) to the target output.
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Figure 4: Comparison of different aggregate losses on 2D synthetic datasets for binary classification on six
different data distributions. Each row refers to one data distribution. In all plots, the + samples are red crosses
and the − samples are blue circles. The outliers are shown with an enlarged × if any. The plots on the left
panel report the results of linear classifiers learned with different aggregate losses combined with individual
logistic loss, and that on the right panel are the results of different aggregate losses combined with individual
hinge loss. The plots on the first and third columns show the learned linear classifiers of maximum, average and
ATk=10 with the optimal Bayes classification shown as shaded areas, and the plots on the second and fourth
columns show the misclassification rate of ATk vs. k.
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Logistic Loss Hinge Loss
Maximum Average ATk∗ Maximum Average ATk∗
Monk 75.80(3.37) 79.47(2.05) 82.95(2.39) 76.37(3.51) 81.15(3.11) 82.68(2.79)
Australian 78.88(7.56) 86.10(3.19) 88.37(2.97) 78.99(7.47) 85.72(3.15) 87.50(4.14)
Madelon 51.20(2.92) 59.28(1.41) 60.26(1.58) 49.42(2.71) 59.36(1.83) 59.72(1.51)
Splice 76.31(1.94) 82.73(1.01) 83.90(0.97) 76.47(2.12) 83.78(1.12) 83.79(0.97)
Spambase 69.48(5.94) 90.63(1.21) 90.63(1.21) 69.96(6.76) 91.90(0.85) 91.90(0.85)
German 44.88(7.37) 60.12(7.59) 63.80(4.29) 44.87(7.34) 61.02(7.49) 62.96(3.33)
Titanic 46.52(15.27) 66.69(1.44) 66.69(1.44) 48.55(13.15) 66.65(1.43) 67.74(1.78)
Phoneme 19.10(11.84) 63.00(1.84) 66.29(2.04) 12.89(11.47) 70.41(1.65) 70.41(1.65)
Table 4: Average G-mean(%) of different learning objectives over 8 datasets. The best results are shown in
bold with results that are not significant different to the best results underlined.
Square Loss Absolute Loss
Maximum Average ATk∗ Maximum Average ATk∗
Sinc 0.2438(0.0445) 0.0816(0.0045) 0.0806(0.0044) 0.1489(0.0466) 0.0827(0.0048) 0.0821(0.0055)
Housing 0.1198(0.0150) 0.0738(0.0075) 0.0736(0.0079) 0.1233(0.0127) 0.0713(0.0089) 0.0712(0.0088)
Abalone 0.1312(0.0919) 0.0575(0.0016) 0.0574(0.0015) 0.1082(0.0303) 0.0559(0.0014) 0.0557(0.0016)
Cpusmall 0.2404(0.0832) 0.0634(0.0027) 0.0627(0.0025) 0.1868(0.0997) 0.0423(0.0018) 0.0422(0.0018)
Table 5: Average MAE on four datasets. The best results are shown in bold with results that are not significant
different to the best results underlined.
Table 3 tabulates the statistical information of datasets that used in this paper. Experiments results
in terms of G-mean for binary classification are reported in Table 4, and experiments results in terms
of mean absolute error (MAE) for regression are also reported in Table 5.
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