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INTRODUCTION 
Evans has conjectured that an incomplete n x n latin square which 
contains at most n - 1 occupied cells can always be completed [l], and 
the conjecture has been confirmed in some interesting special cases by 
Lindner [2,3] and by Marica and Schonheim [4]. However, the general 
problem remains open. In this note we show how the number-theoretic 
function 
fh; 4 y, 4 = [XYZ + (n - x)(n - y)(n - 41/n 
is related to Evans’ conjecture, as well as to the more general problem 
(mentioned by Ryser in [5]) of discovering precisely under what conditions 
an arbitrary incomplete n x n latin square can be completed. In parti- 
cular, with regard to this latter problem, we exhibit a set of necessary 
conditions which seem not to have appeared previously in the literature. 
These conditions involve our functionf(n; x, y, z) and have an interesting 
connection with system of distinct representatives. 
INCOMPLETE LATIN SQUARES 
An n x n lutin square is a square matrix with IZ rows and n columns 
whose entries are selected from the list of symbols 1, 2,..., n in such a way 
that no symbol is repeated within the same row or column. The number n 
is called the order of the latin square. If some cells of the matrix are left 
unoccupied, then the latin square is called incomplete. Below are some 
examples of order 3. 
1 2 3 1 * * 
2 3 1 * 2 3 
3 1 2 * 3 2 
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Associated with each (incomplete) latin square L of order n there is an 
n x n x 12 three-dimensional (0, I)-matrix which we call the characteristic 
matrix for L. This matrix C = (c& is defined by putting C$jk = 1 if the 
place in the ith row and jth column of L is occupied by the symbol k, 
and cijk = 0 otherwise. For example, the 3 x 3 latin square displayed 
on the left above is represented by the three-dimensional (0, I)-matrix: 
l 0 
; 0  O 
1 :, 
O l 0 i" 1 
1 
0 
0; 4; 
The latin property of a given (incomplete) latin square implies that each 
“line” of the associated characteristic matrix will contain at most one 
nonzero entry. 
TRIPLY~TOCHASTIC MATRICES 
An n x n x n matrix S = (&ik) with nonnegative real entries will be 
called triply stochastic if it satisfies the equations 
ilsijk = 1, for j, k = 1, 2 ,..., n; 
gls,k = l, for i, k = 1, 2 ,..., n; 
&%‘k = lv for i,j=1,2 ,..., n. 
(1.1) 
U.2) 
(1.3) 
Those triply stochastic matrices which contain only integral entries are 
known as permutation cubes, and have been the subject of recent studies 
by Jurkat and Ryser [6] and by Csima [7, 81. Clearly, the n x n x n 
permutation cubes are precisely the characteristic matrices for latin 
squares of order n. 
Our number-theoretic function f(n; x, y, z) makes its debut in the 
following theorem on triply stochastic matrices of size n x n x n. 
THEOREM 1. Any trip/y stochastic matrix S = (siik) satisfies the 
equation 
3EJ jSJ’ 
keK kcK’ 
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where I, J, K are any subsets of (1, 2 ,..., n). (Here I’ and / I / denote, 
respectively, the complement and the cardinality of the subset I.> 
Proof. Given any subsets I, J, K of (1, 2,..., n}, we obtain, from the 
defining equations (l.l)-( I .3) for triply stochastic matrices, the three 
relations 
(2.2) 
(2.3) 
When (2.3) is subtracted from the sum of (2.2) and (2.4), certain terms 
vanish from the left-hand side, and we get 
2 Siik + ,$, SM = I 1 I * I J I - I 1 I . I K’ I + I J’ I . I K’ I . (2.5) 
jSJ IEJ’ 
kEK koK’ 
By applying relations of the form j 1 I + ( I’ / = n to the right-hand side 
of (2.5), we arrive at the desired expression in (2.1). 1 
EMBEDDABILITY CONDITIONS 
The incomplete n x n latin square L is said to be embedded in the n x n 
latin square L’ if, for all i, .j, whenever the place in the ith row and jth 
column of L is occupied by a symbol k, then this same symbol k also 
occupies the place in the ith row andjth column of L’. Thus, if C = (CifE) 
and C’ = (cijk) denote the characteristic matrices for L and L’, respec- 
tively, then L is embedded in L’ if, and only if, cijk < cijk holds for all 
indices i, j, k = 1, 2 ,..., n. (We write C < C’ in this case.) The inequalities 
in the following theorem express necessary conditions for an incomplete 
n x it latin square to be embeddable in some (complete) latin square 
of order n. 
THEOREM 2. In order for a given incomplete n x n latin square L to 
be embeddable in some (complete) Iatin square of order n, it is necessary 
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that the characteristic matrix C = (cijk) for L should satkfy the inequalities 
; %k + L, Ciik G 
lll~lJl~lKl+lz’I~!J’l~l~‘l, (31) 
n 
for aN subsets Z, J, K of {I, 2 ,..., n}. 
Proof: If L can be embedded in some n x n latin square, then there 
exists an n x n x n triply stochastic matrix S = (s& such that S is a 
permutation cube and C < S. Of course, the relations (3.1) now follow 
at once from Theorem 1 and this matrix-inequality C < S. 1 
It is natural to wonder whether the necessary conditions just derived 
might also be sufficient for embeddability. There are interesting special 
cases for which the answer is affirmative. 
THEOREM 3. Let L be an incomplete n x n latin square whose occupied 
cells form an r x s rectangular submatrix. Then L can be embedded in a 
latin square of order n, if, and only if, its characteristic matrix C = (c& 
satisfies the inequalities (3.1). 
Proof. The necessity has been proved already. For the sufficiency 
we may, without loss of generality, assume that the occupied cells of L 
occur in the first r rows and the first s columns. By a famous criterion due 
to Ryser [9], it will suffice to show that the inequalities (3.1) imply that 
each of the symbols 1, 2,..., n occupies at least r + s - n of the cells in this 
r x s rectangular submatrix. Suppose this were not the case. Then there 
would be some symbol, say q, which occurs at most r + s - n - 1 
times in L. This implies that the remaining n - 1 symbols must fill 
altogether at least rs - (r + s - n - 1) cells in L. In terms of the charac- 
teristic matrix C, this means that we have 
(3.2) 
where the subsets A, B, C of (1, 2 ,..., n} are defined as A = {I, 2 ,..,, r}, 
B = (1, 2,..., s}, and C = (9)‘. But C is assumed to satisfy (3. l), so we also 
have 
z Cijk + $, ciik G 
r . s . (n - 1) + (n - r)(n - s) * 1 . 
n 
(3 3) 
iEB SB’ 
kEC kEC’ 
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Since all entries in the matrix C are nonnegative, and whereas a simple 
algebraic calculation shows that 
rs - (r + s - n - 1) > [r . s . (n - 1) + (n - r)(n - s) * II/n, (3.4) 
we find that the relations (3.2) and (3.3) are contradictory. Thus each 
symbol 1, 2,..., n does occur at least r + s - n times in the rectangular 
submatrix of occupied cells in L,, whence L is embeddable in an n x n 
Iatin square as claimed. 1 
We remark that the criterion of Ryser employed in the preceding argu- 
ment has been generalized by the author in [lo], where a broader class of 
incomplete, but embeddable latin squares is described. 
THE EVANS CONJECTURE 
Evans conjectures in [l] that an incomplete n x n latin square L can 
always be embedded in some latin square of order n, provided that L 
contains at most n - 1 occupied cells. This conjecture has recently been 
confirmed in two contrasting cases. On the one hand, if the occupied 
cells happen to lie in different rows and different columns of L, then the 
embeddability of L is established by Marica and Schiinheim in [4] using 
a result from group theory due to M. Hall [l I]. On the other hand, if 
all of the occupied cells in L are located within [n/2] or fewer rows, then L 
is shown to be embeddable by a counting argument due to Lindner [2] 
which relies on P. Hall’s well-known existence theorem for SDR’s [12]. 
Although both of these cases admit slight refinements and extensions, 
still the general problem posed by Evans has eluded solution. What we 
verify in the following theorem is the compatibility of Evans’ conjecture 
with the embeddability requirements obtained in Theorem 2. 
THEOREM 4. Zf C = (cijk) is the characteristic matrix for an incomplete 
n x n latin square having at most n - 1 occupied cells, then C satisfies all 
of the inequalities (3.1). 
Proof. The argument is based on the arithmetic properties of the 
number-theoretic function 
f b; x, Y, 4 = txyz + (n - xl@ - Y>@ - dlh 
whose values appear on the right-hand sides of the inequalities (3.1). 
NUMBER-THEORETIC FUNCTION: LATIN SQUARES 269 
Below we list several relevant identities which this function satisfies, 
each of which is easily checked by a simple calculation. 
f(n; x, y, z) = n2 - n(x + y + 4 + xy + xz + yz, (4.1) 
f(n;x,y,z) =f(n;n -x,n -y,n -z); (4.2) 
f (n; x, y, z) = f (n; y, 2, x) = f (n; Y, x, 4, (4.3) 
f(n;x,y,z) =f(n;x-l,y,z) +(y+z--), (4.4) 
f(n;x,y,z)=f(n-l;x,y,z)+(2n-x-y-z-l). (4.5) 
The essential property of the polynomial function f (n; x, y, z) which we 
need to complete the proof of Theorem 4 is expressed in the 
LEMMA. For any integer n > 1, the inequality 
f (n; x, Y, z) > n - 1 
holds for all integers x, y, z satisfying 0 < x, y, z < n. 
Proof. The lemma is proved by induction on n. For the case n = 2, 
the conditions 0 < x, y, z < n imply that x = y = z = 1, and so we 
readily check that the inequality holds in this case: 
f(2; 1, 1, 1) = (I . 1 * 1 + 1 . 1 . 1)/2 = 1 > 2 - 1. 
Now assume that n > 2 and that the inequality f (n - 1; x, y, z) 3 n - 2 
holds for all integers 0 < x, y, z < n - 1. Let x, y, z denote any integers 
satisfying 0 < x, y, z < n, and consider two separate cases. 
Case 1. Assume that x + y + z < 3n/2. Then at most one of the 
integers x, y, z equals n - 1; for if two or more of x, y, z were equal to 
n - 1, then we would get 2(n - 1) + 1 < x + y + z, which contradicts 
the inequality x + y + z < 3n/2 when n > 2. Now we have two sub- 
cases to check. First, if none of x, y, z is equal to n - 1, then all of x, y, z 
satisfy 0 -=c x, y, z < n - 1, and we may therefore apply identity (4.5) 
and our inductive hypothesis to get the relation 
f(n ; x, y, z) = f(n - 1 ; x, y, z) + (2n - x - y - 2 - 1) 
> (n - 2) + (2n - x - y - z - 1) 
>(n-2)+1 =n-1, 
since the term (2n - x - y - z - 1) must be positive, in view of the 
inequality x + y + z < 3n/2 < 2n - 1, which holds if n > 2. On the 
other hand, suppose that one of x, y, z is equal to n - 1. Without loss 
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of generality, in view of (4.3) we may assume it is x which equals 
n - 1, and that y, z are both strictly smaller. We then have 
0 < x - 1, y, z < n - 1, and so we may employ relations (4.4) and (4.5), 
the equation x = II - 1, and our inductive hypothesis, to get the relation 
we desire: 
=f(n-l;x,y,z)+(n-Y---z) 
= [f(n - 1; x - 1, y, z> + ( y + z - IJ + 1)l + (n - Y - 4 
=f(n - l;x- l,y,z) $ I 
>(n-2)+1 =n-1. 
Case 2. Assume that x + y + z > 3n/2. Then, by subtracting 3n 
from each side of this inequality, and multiplying by -1, we find that 
(n - x) + (n - y) + (n - z) < 3n/2 holds, and so we may use (4.2) 
and the result of Case 1 to get the desired inequality: 
fhx,y,d =f(n;n -x,n -y,n -2) >,n - 1. 
Thus, in each case, we are able to derive the desired inequality for 
f(n; x, y, z), provided the corresponding inequality has already been 
verified for f(n - 1; x, y, z). An appeal to the principle of mathematical 
induction therefore proves the lemma. 1 
Resuming our proof of Theorem 4 we see that, in view of the above 
lemma and the fact that the given matrix C = (cijn) contains altogether 
at most n - 1 nonzero entries by hypothesis, all of the inequalities (3.1) 
will be satisfied by C, except possibly those in which at least one of the 
subsets Z, J, K, I’, J’, K’ happens to be empty. Because of symmetry it 
suffices to consider only the case when, say, K’ is empty. Then for any 
subsets Z, J of (1, 2 ,..., n}, the corresponding inequality (3.1) assumes the 
simplified form 
Such a relation is automatically satisfied by the characteristic matrix 
for any incomplete y1 x IZ latin square, since each “line” of this matrix 
will contain at most one nonzero entry. This completes the proof. 1 
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SYSTEMS OF DISTINCT REPRESENTATIVES 
If Y = (S, ) s, )...) S,) is a sequence of subsets of a set M, and if 
R = (al , a2 ,..., a,) is a sequence of distinct members of M such that 
ai E Si for each i = 1, 2,..., n, then R is called a system of distinct repre- 
sentatives for Y (abbreviated SDR). A famous theorem of P. Hall [12] 
asserts that an SDR exists for Y if, and only if, for each k = 1, 2,..., n, 
the union of any k of the sets from 9’ contains at least k distinct elements. 
Various theorems on extending incomplete latin squares have utilized 
P. Hall’s criterion [2, 13, 14, 151, and the following theorem is another 
of this genre. 
THEOREM 5. Let L be an incomplete n x n latin square whose charac- 
teristic matrix C = (cijk) satisjes the inequalities (3.1), and suppose that 
the pth row of L contains unoccupied places in columns j, ,..., Jo. For each 
k = I,..., q, let Si, denote the set of those symbols which do not occur in 
either the pth row or the j&h column of L. Then there exists an SDR for 
these sets Sj, ,..., Sj . Q 
Proof Suppose the sets Sj, ,..., Si, do not possess an SDR. Then, 
according to Hall’s criterion, we may select t of these sets whose union 
will contain fewer than t distinct symbols. In view of the definition of the 
sets Sj , this means that, of the q symbols which do not appear in the 
pth row of L, at most t - 1 fail to appear in every one of the t columns of L 
corresponding to the selected sets just mentioned. So we will have a set T 
containing t distinct column-indices, and a set V containing q - (t - 1) 
distinct symbols, such that each of these symbols occurs in L in all of 
these columns. It follows that the characteristic matrix for L satisfies 
g Gjk b t * (4 - t + 1). 
iST 
koV 
(5.1) 
Furthermore, since thepth row of L contains n - q symbols, none of which 
belong to the set I’, we find that the characteristic matrix for L also satisfies 
(5.2) 
IET’ 
k:E V’ 
Combining (5.1) and (5.2) gives the relation 
C Cijk + C Cijk B t * (4 - t + 1) + (n - q>- (5.3) 
i#P i-p 
%T je ’ 
kEV ke V’ 
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However, our hypothesis that C satisfies the inequalities (3.1) gives a 
different result: 
2, Cijk + c cijk < 
(n - 1) t(4 - t + 1) + l(n - t)(n - 4 + t - 1) 
i=,’ n 
j sT &T’ 
kEV ksV’ 
An algebraic calculation shows that the right-hand side above equals 
t . (q - t + 1) + (n - q) - 1, and so we have reached a contradiction. 
Therefore the sets Si, , Si, ,..., Sj, do possess an SDR, as claimed. 1 
As an application of Theorem 5 we obtain another special case in which 
the conditions (3.1) are both necessary and sufficient for embeddability. 
THEOREM 6. Let L be an incomplete n x n latin square all of whose 
unoccupied places occur within at most two rows. Then L can be embedded 
in a latin square of order n if, and only if, its characteristic matrix C = (cijk) 
satisjies the inequalities (3.1). 
Proof. Suppose thepth row of L contains unoccupied places in columns 
jl A ,..., jn . Let the sets &, , Si, ,..., Sj, be defined as in Theorem 5, 
and let ajl , aj, ,..., ajg be an SDR for these sets. Let L’ be the incomplete 
n x n latin square obtained from L by filling in the unoccupied place in 
the pth row and jkth column with the symbol ajk:, for each k = 1, 2,..., q. 
Then L’ contains unoccupied places in at most one row, and each of 
these places may be filled in with the unique symbol which does not yet 
appear in its column. This will yield a complete n x n latin square in 
which L’, and hence L, is embedded. In view of Theorem 2 this completes 
the proof. 1 
FILLING IN UNOCCUPIED PLACES 
Theorem 5 tells us that it is always possible to fill in completely all 
unoccupied places that occur in any single row of a given incomplete 
n x n latin square L without violating the latin property, provided the 
characteristic matrix for L satisfies the list of conditions (3.1). (The proce- 
dure for doing this is illustrated in the proof of Theorem 6). In general, 
however, there is no assurance that the new incomplete latin square 
obtained in this way will have a characteristic matrix which still satisfies 
conditions (3.1). This spoils the possibility of giving a straightforward 
inductive proof of Evans’ conjecture based on Theorem 4. Nevertheless, 
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there is one case worth noting in which. the conditions (3.1) will be pre- 
served when a new place is filled in. This case is described in the next 
theorem. 
THEOREM 7. Let L be an incomplete n x n iatin square whose charac- 
teristic matrix C = (cijk) satisfies the inequalities (3.1) [f the pth row of L 
contains exactly n - I occupied places, and tf L’ is the (incomplete) n x n 
latin square obtainedfrom L by filling in the empty place in the pth row with 
the unique symbol which does not yet occur in that row, then the charac- 
teristic matrix C’ = (~a,,) for L’ will again satisfy all of the inequalities 
(3.1). 
Proof Assume the empty place in the pth row of L occurs in the qth 
column, and that this place is occupied in L’ by the symbol r. Thus the 
(0, l)-matrices C and C’ are identical in all entries, except that c,*, = 0 
and c& = 1. Now suppose C’ fails to satisfy one of the inequalities (3.1). 
Then there will exist subsets I, J, K of (1, 2,..., n} such that the triple 
(p, q, r) belongs to the Cartesian product I x J x K and such that C’ 
satisfies 
2 &k •t & djk > 
I~l~IJI~~~l+l~‘l~lJ’l~l~‘l~ c711 
n 
jeJ id’ 
ksK kEK’ 
Now the hypotheses on L and L’ imply that the matrix C’ satisfies 
$+k = 1, for each j = 1, 2,..., n; (7.2) 
$Cbjk = 1, foreach k= 1,2 ,..., n. (7.3) 
If we now subtract from (7.1) the equations of type (7.2) for-j E J, and add 
the equations of type (7.3) for k E K’, certain terms on the left-hand side 
will vanish, and we will obtain the inequality 
iL &k + & C&k > 
I~l~IJI~I~l+I~‘I~IJ’l~IK’I, c74j 
n 
jd js3’ 
kEK keK” 
where H = I - {p>. (Here the right-hand side of (7.4) is obtained from 
the right-hand sides of (7.1)-(7.3) with the help of relation (4.4).) Now 
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since the triple (p, q, r) belongs neither to H x J x K nor to 
H’ x J’ x K’, we see that all of the entries from the matrix C’ which 
appear on the left-hand side of (7.4) are identical with the corresponding 
entries from the matrix C, thereby contradicting the hypothesis that C 
satisfied all of the inequalities (3.1). So in fact C’ does satisfy all inequalities 
(3.1) as claimed. 1 
ISOTOPIES AND CONJUGACIES 
Among latin squares there are two well-known equivalence relations, 
isotope and conjugacy, which also apply to incomplete latin squares, and 
which lead to useful generalizations of our Theorems 3-7. These equiv- 
alences, when viewed in terms of characteristic matrices, also have 
considerable geometric appeal. The incomplete n x PZ latin squares L 
and L’ are conjugates if, for some permutation v of the integers 1, 2, 3, 
the characteristic matrices C = (cijJ and C’ = (c&) satisfy 
I  
Cijk = c,(iik) , 
for all indices i, j, k = 1, 2 ,.,., n, where here n(ijk) denotes the ordered 
triple in which the indices i, ,i, k occur, respectively, in positions ~1,772, z-3. 
Geometrically this means that the two n x n x n matrices C and C’ 
are related by a certain rotation or reflection in three-dimensional space. 
The squares L and L’ are isotopes if there exist permutations 01, /3, y on 
the set of indices 1, 2,..., n such that the matrices C and C’ satisfy 
ci,j,k ’ = c,i,Bj,yk 5 
for all indices i,j, k = 1, 2 ,..., n. In geometric terms, the matrix C’ is 
obtained from C by a simultaneous “shuffling” of the parallel “planes” 
which together comprise, respectively, the rows, columns, or files of the 
given three-dimensional matrix. Often when latin squares are being 
enumerated, isotopic or conjugate squares are regarded as equivalent 
or indistinguishable (see [16]), and of course this is also appropriate 
when investigating embeddability. 
For example, although there are 35 distinct (incomplete) 2 x 2 latin 
squares, there are only six nonequivalent ones: 
* * 1* 12 1* 12 12 
* * * * * * *2 2* 21 
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All of these except the fourth have characteristic matrices which satisfy 
the conditions (3.1). Thus, when n = 2, the inequalities (3.1) are both 
necessary and sufficient for embeddability. (In fact, conditions (3.1), 
together with nonnegativity constraints, define precisely the convex hull 
of the set of characteristic matrices for those incomplete 2 x 2 latin 
squares which are embeddable.) 
When n = 3 there are thousands of different incomplete IZ x n latin 
squares, and even the number of nonequivalent ones is much too large 
for convenient inspection. Nevertheless, although there are over a hundred 
distinct, nontrivial inequalities in the list (3.1), we can utilize our earlier 
theorems, and the equivalence relations described above, to establish 
the following embeddability criterion. 
THEOREM 8. For an incomplete 3 x 3 latin square L to be embeddable 
in a Iatin square of order 3, it is both necessary and suficient that its charac- 
teristic matrix C = (~~$3 satisfy the inequalities (3.1). 
Proof. The necessity is proved in Theorem 2. For the sufficiency we 
shall argue by induction on the number u(L) of unoccupied places in the 
given incomplete 3 x 3 latin square L. If u(L) = 0, then L is already 
a latin square and is embeddable trivially. So assume that u(L) > 0, and 
that any incomplete 3 x 3 latin square with fewer than u(L) unoccupied 
places can be embedded if its characteristic matrix satisfies (3.1). Assume 
also that C satisfies (3.1). There are essentially three cases to consider. 
First, if there is some row (or column) in L which contains three occupied 
places, (or if there is some symbol which occurs three times in L), then L 
is embeddable by Theorem 6 (applied if necessary to a square that is 
conjugate to L). Next, if there is some row (or column) in L which contains 
exactly two occupied places, (or if there is some symbol which occurs in L 
exactly twice), then L is likewise embeddable, by Theorem 7 and the 
inductive hypothesis. There remains only the case in which each row and 
column contains not more than one occupied place, and each symbol 
occurs at most once; then u(L) > 6. If u(L) 2 7, then the combined work 
of Lindner [2] and Marica and Schijnheim [4] shows that L is embeddable; 
while if u(L) = 6, then L must be isotopic to the incomplete latin square 
shown below. 
1 * * 
* 2 * 
* * 3 
Of course, since this latter square can be embedded in a (unique) latin 
square of order 3, the induction is complete. 
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A COUNTEREXAMPLE 
Unhappily, it is not true in general that conditions (3.1) are sufficient 
for embeddability. This may be seen by considering the following example. 
1 * 2 3 * * 
*24*** 
413*** 
*3*4** 
****j* 
* * t * * 6 
It is clear, in view of Theorem 1, that the characteristic matrix for this 
incomplete 6 x 6 latin square satisfies all of the inequalities (3.1), since 
it is embedded in the 6 x 6 x 6 triply stochastic matrix: 
100000 001000 000100 oooog+ 
oooogg 010000 0000~~001000 
010000 oooogg 001000 100000 
oooo~* 0000~~ 010000 000100 
oo~goo ~00~00 &ooooq OgoooQ 
ooggoo ~oogoo ~ooogo ogoogo 
ogooog ogoogo 
$oo+oo ~00~00 
ooogo* ooog+o 
go~ooo ~ogooo 
000010 oggooo 
o~gooo 000001 
Nevertheless, the incomplete latin square cannot be embedded in any 
latin square of order 6. 
CONCLUDING REMARKS 
While the preceding example demonstrates the incompleteness of our 
present list of embeddability conditions (3.1) it does not seem to detract 
from their combinatorial interest or appeal. Additional conditions will 
evidently be required to finish the characterization of embeddability for 
arbitrary incomplete latin squares. However, our present inequalities 
involving the function f(n; x, y, z) serve both to suggest an approach to 
the discovery of further unknown conditions, and perhaps to offer a 
glimpse of the sort of general criterion we may expect the future to disclose. 
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