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ABSTRACT
In this paper, we investigate the power of online learning
in stochastic network optimization with unknown system
statistics a priori. We are interested in understanding how
information and learning can be efficiently incorporated into
system control techniques, and what are the fundamental
benefits of doing so. We propose two Online Learning-Aided
Control techniques, OLAC and OLAC2, that explicitly utilize
the past system information in current system control via
a learning procedure called dual learning. We prove strong
performance guarantees of the proposed algorithms: OLAC
and OLAC2 achieve the near-optimal [O(), O([log(1/)]2)]
utility-delay tradeoff and OLAC2 possesses an O(−2/3) con-
vergence time. Simulation results also confirm the supe-
rior performance of the proposed algorithms in practice. To
the best of our knowledge, OLAC and OLAC2 are the first al-
gorithms that simultaneously possess explicit near-optimal
delay guarantee and sub-linear convergence time, and our
attempt is the first to explicitly incorporate online learning
into stochastic network optimization and to demonstrate its
power in both theory and practice.
1. INTRODUCTION
Consider the following constrained network optimization
problem: We are given a stochastic networked system with
dynamic system states that have a stationary state distri-
bution. At each state, an operation is implemented and
a corresponding system cost occurs depending on the cho-
sen actions. The objective is to minimize the expected cost
given service/demand constraints. Such a constrained op-
timization framework in stochastic systems is general and
models many practical application scenarios, such as in com-
puter networks, smart grids, supply chain management, and
transportation networks. Due to this wide applicability, de-
veloping efficient control techniques for this framework in
stochastic systems has been one central question in network
optimization.
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However, solving this problem is very challenging and the
main difficulty comes from the fact that the state distribu-
tion of the system is often unknown a priori. Moreover,
known algorithms that handle this challenge either do not
admit explicit delay guarantee, or suffer from a slow con-
vergence speed. To address such a challenge and to over-
come the previous limitations, in this paper, we investigate
the value of online learning in optimal stochastic system
control. We are interested in understanding how informa-
tion and learning can be efficiently incorporated into system
control techniques, and what are the fundamental benefits
of doing so.
Specifically, we propose two Online Learning-Aided Con-
trol techniques, OLAC and OLAC2. The two new techniques
are inspired by the following key aspect of the recently de-
veloped Lyapunov technique (also known as Backpressure
[1]): the Lyapunov technique converts the problem of finding
optimal system control decisions into learning the optimal
Lagrange multiplier of an underlying optimization problem
in an incremental manner, i.e., at every time, the technique
reacts only to the instantaneous system condition. This con-
version allows the queues in the system to play the role of
Lagrange multipliers, and the incremental nature eliminates
the need for knowing the statistical information of the sys-
tem. Because of this attractive feature, the Lyapunov tech-
nique has received much attention in the literature. How-
ever, the main limitation of the technique is that under Lya-
punov algorithms, the queue size in the system has to build
up gradually, which results in a large system delay. Specif-
ically, in order to achieve an O() close-to-optimal perfor-
mance, the queue size has to be Θ(1/), which is undesirable
when  is small.
In comparison, OLAC and OLAC2 explicitly utilize the sys-
tem information via a learning procedure called dual learn-
ing, which effectively integrates the past system information
into current system control by solving an empirical optimal
Lagrange multiplier. By doing so, OLAC and OLAC2 con-
vert the problem of optimal control into a combination of
stochastic approximation and statistical learning. Note that
this is a challenging task, because dual learning introduces
another coupling effect in time to stochastic system algo-
rithm performance analysis, which itself is already highly
non-trivial due to the complicated interactions among dif-
ferent system components.
To the best of our knowledge, this is the first attempt to
explicitly incorporate the power of online learning in stochas-
tic network optimization. We address a general model of
stochastic network optimization with unknown system statis-
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tics a priori. Specifically, we make the following contribu-
tions in this paper:
• We propose two Online-Learning-Aided Control algo-
rithms, OLAC and OLAC2, which explicitly utilize the
system information via online learning to integrate the
past system information into current system control.
OLAC and OLAC2 apply to all scenarios where Backpres-
sure applies. Moreover, they retain all the attractive
features of Backpressure, such as having low compu-
tational complexities, and assuming zero a priori sta-
tistical information. Therefore, they can be applied
to large-scale dynamic network systems. Simulation
results also demonstrate the empirical effectiveness of
our proposed algorithms.
• We prove strong performance guarantees for the pro-
posed algorithms, including near-optimality of the con-
trol policies, as well as sub-linear convergence time.
Specifically, we show that OLAC and OLAC2 achieve the
near-optimal [O(), O([log(1/)]2)] utility-delay trade-
off and OLAC2 possesses a convergence time ofO(−2/3),
which significantly improves upon the Θ(1/) conver-
gence time of the Lyapunov technique. This is proba-
bly the first result that simultaneously achieves near-
optimal utility-delay tradeoffs and sub-linear conver-
gence time, and demonstrates the power of online learn-
ing in stochastic network optimization.
• We develop two analytical techniques, dual learning
and the augmented problem, for algorithm design and
performance analysis. Dual learning allows us to con-
nect dual subgradient update convergence to statis-
tical convergence of random system states, whereas
the augmented problem enables the interplay between
Lyapunov drift analysis and duality in analyzing sys-
tems that apply time-inhomogeneous control policies.
These techniques may be applicable to solving other
network control problems.
The rest of the paper is organized as follows. In Section
2, we discuss a few representative examples of stochastic
network optimization in diverse application fields and the
related works. We then explain how our results advance the
state-of-the-art. We set up our notations in Section 3. We
present the system model and problem formulation in Sec-
tion 4, and background information in Section 5. We present
OLAC and OLAC2 in Section 6, and prove their optimality in
Section 7, and convergence in Section 8. Simulation results
are presented in Section 9, followed by conclusions in Section
10.
2. MOTIVATING EXAMPLES
In the following, we present a few representative exam-
ples of stochastic network optimization in diverse applica-
tion fields and the related works, and explain how our main
results can be applied.
Wireless Networks Consider the following simplified
scheduling problem in cellular networks. A cellular base
station (BS) is transmitting data to a mobile user. The
channel (i.e., state) between the user and the BS is time
varying, and the cost (e.g., energy) and the transmission
rate depend on the channel state. The user has a certain
arrival rate, and thus the constraint is that the service rate
provided by the BS to the user has to be larger than the ar-
rival rate. The objective is to minimize the expected energy
consumption, where the expectation is taken over channel
distributions, subject to the rate constraint. This exam-
ple can be generalized in practice, e.g., to include multiple
users, multiple hops, multiple transmission rates, various
coding/modulation schemes, multiple constraints, and dif-
ferent objectives, e.g., [2], [3].
Smart Grids Consider the following demand response
problem with renewable energy sources in a smart grid. The
problem is to allocate renewable energy sources (e.g., solar
or wind) to flexible consumers (e.g., an EV to be charged or
a dishwasher load to be finished). In this case, the renewable
energy source provides energy according to a time-varying
supply process (state). When the renewable energy source
cannot generate enough energy to serve all customer load,
it incurs a cost to draw energy from the regular power grid,
which has a time-varying price (state). The objective is to
minimize the time average cost of using the regular grid
(and hence results in the most efficient utilization of the
renewable source). The constraint is that the average service
rate has to be larger than the arrival rate of the consumer
demand. Various related issues can also be considered here,
including demand response [4], deferrable load scheduling
[5], and energy storage management [6].
Supply Chain Management Consider the following in-
ventory control problem in supply chain management. A
manufacturing plant purchases raw materials to assemble
products and then sells the final products to customers.
There areK types of raw materials, each with a time-varying
price (state) and N types of final products, each with a time
varying demand (state). At each time instance, the plant
needs to decide whether to re-stock each type of raw mate-
rials and how to price each final product based on the cur-
rent and future customer demands and material price. The
objective is to maximize profit. In the case of large K and
N , approximate dynamic programming solutions [7] and ef-
ficient Lyapunov optimization solutions have been proposed
[8]. Other issues are studied in general processing networks
[9], [10], with applications to semiconductor wafer fabrica-
tion facilities and assembly line control.
Transportation Networks Consider the traffic signal
control problem in a transportation network. The operator
controls each set of traffic signals at traffic intersections to
regulate the traffic flow rate in the network. Vehicles enter
the network in a random fashion (state), with a constant av-
erage rate. They move in the network following pre-specified
average turn ratios. The objective is to stabilize the queue
and allow vehicles to move as fast as possible. Such a system
can be modeled as a “store and forward” queuing network.
Feedback policies based on queue measurements have been
extensively studied [11], as well as Backpressure based de-
centralized schemes [12].
Solutions The above examples demonstrate the wide ap-
plication scenarios of the stochastic optimization problem
we consider in this paper. If the distribution of the sys-
tem state is known or if the system is static, many algo-
rithms have been proposed using flow-based optimization
techniques, e.g., [13], [14], and the references therein. How-
ever, flow-based schemes typically do not explicitly charac-
terize network delay and algorithm convergence time.
For general stochastic settings, Backpressure algorithms
address the challenge of unknown channel state distribu-
tions by gradually building up the queues and use them
for optimal decision making, e.g., [15], [3]. However, Back-
pressure is known for its slow convergence and long de-
lay, because the queues have to be large enough for achiev-
ing near-optimal performance. Specifically, for achieving
an O() near-optimality, an Θ(1/) queue size is required.
There have been recent works trying to obtain improved
utility-delay tradeoff for stochastic systems. For instance,
[16], [17], and [18] propose algorithms that can achieve the
[O(), O([log(1/)]2)] tradeoff. However, all the above algo-
rithms require a convergence time of Θ(1/). Moreover, they
typically require additional system knowledge, e.g., system
slack, for algorithm design, which adds to the complexity of
algorithm implementation.
Our learning-based approach overcomes these limitations.
In particular, we use an online learning-based approach to
take advantage of the historic state information, which is
ignored by Backpressure throughout the system control pro-
cess. Our approach is based on a novel dual learning idea,
which computes an empirical Lagrange multiplier based on
the empirical distribution of the system states. Then, we in-
clude the learned Lagrange multiplier to the network queues
for decision making. Two advantages manifest themselves
in this learning-based approach. First, using the distribu-
tion information gradually learned in the system, we can
significantly speed up the convergence to the optimal solu-
tion. Second, because of the “virtual” value added to the
queue, i.e., the empirical Lagrange multiplier, the actual
queue size is significantly smaller than that under Backpres-
sure. Specifically, we develop two Online Learning-Aided
Control techniques, OLAC and OLAC2. We show that OLAC and
OLAC2 achieve the [O(), O([log(1/)]2)] tradeoff and OLAC2
possesses a convergence time of O(−2/3), which significantly
outperforms that of Backpressure.
3. NOTATIONS
Rn denotes the n-dimensional Euclidean space. Rn+ and
Rn− denote the non-negative and non-positive orthant. Bold
symbols x = (x1, ..., xn) denote vectors in Rn. The no-
tion w.p.1 denotes “with probability 1.” ‖ · ‖ denotes the
Euclidean norm. For a sequence of variables {y(t)}∞t=0, we
also use y = limt→∞ 1t
∑t−1
τ=0 E
{
y(τ)
}
to denote its average
(when exists). x  y means that xj ≥ yj for all j.
4. SYSTEM MODEL AND PROBLEM FOR-
MULATION
In this section, we specify the general network model. We
consider a network controller that operates a network with
the goal of minimizing the time average cost, subject to the
queue stability constraint. The network is assumed to op-
erate in slotted time, i.e., t ∈ {0, 1, 2, ...}. We assume there
are r ≥ 1 queues in the network (e.g., the amount of data to
be transmitted in cellular networks or the amount of flexible
jobs to be scheduled in a smart grid).
4.1 Network State
In every slot t, we use S(t) to denote the current network
state, which indicates the current network parameters, such
as a vector of conditions for each network link, or a collec-
tion of other relevant information about the current network
channels and arrivals. We assume that S(t) is i.i.d. over
time and takes M different random network states denoted
as S = {s1, s2, . . . , sM}. 1 Let pisi = Pr
{
S(t) = si
}
denote
the probability of being in state si at time t and denote
pi = (pis1 , ..., pisM ) the stationary distribution. We assume
that the network controller can observe S(t) at the begin-
ning of every slot t, but the pisi probabilities are unknown.
4.2 The Cost, Traffic, and Service
At each time t, after observing S(t) = si, the controller
chooses an action x(t) from a set X (si), i.e., x(t) = x(si) for
some x(si) ∈ X (si). The set X (si) is called the feasible action
set for network state si and is assumed to be time-invariant
and compact for all si ∈ S. The cost, traffic, and service
generated by the chosen action x(t) = x(si) are as follows:
(a) The chosen action has an associated cost given by the
cost function f(t) = f(si, x
(si)) : X (si) 7→ R+ (or
X (si) 7→ R− in reward maximization problems);
(b) The amount of traffic generated by the action to queue
j is determined by the traffic functionAj(t) = Aj(si, x
(si)) :
X (si) 7→ R+, in units of packets;
(c) The amount of service allocated to queue j is given by
the rate function µj(t) = µj(si, x
(si)) : X (si) 7→ R+, in
units of packets.
Note that Aj(t) includes both the exogenous arrivals from
outside the network to queue j, and the endogenous ar-
rivals from other queues, i.e., the transmitted packets from
other queues, to queue j. We assume the functions f(si, ·),
µj(si, ·) and Aj(si, ·) are time-invariant, their magnitudes
are uniformly upper bounded by some constant δmax ∈ (0,∞)
for all si, j, and they are known to the network operator.
4.3 Problem Formulation
Let q(t) = (q1(t), ..., qr(t))
T ∈ Rr+, t = 0, 1, 2, ... be the
queue backlog vector process of the network, in units of
packets. We assume the following queueing dynamics:
qj(t+ 1) = max
[
qj(t)− µj(t) +Aj(t), 0
]
, ∀j, (1)
and q(0) = 0. By using (1), we assume that when a queue
does not have enough packets to send, null packets are trans-
mitted, so that the number of packets entering qj(t) is equal
to Aj(t). In this paper, we adopt the following notion of
queue stability [1]:
qav , lim sup
t→∞
1
t
t−1∑
τ=0
r∑
j=1
E
{
qj(τ)
}
<∞. (2)
We use Π to denote an action-choosing policy. Then, we use
fΠav to denote the time average cost induced by Π, i.e.,
fΠav , lim sup
t→∞
1
t
t−1∑
τ=0
E
{
fΠ(τ)
}
, (3)
where fΠ(τ) is the cost incurred at time τ by policy Π. We
call an action-choosing policy feasible if at every time slot t
it only chooses actions from the feasible action set X (S(t)).
We then call a feasible action-choosing policy under which
(2) holds a stable policy, and use f∗av to denote the optimal
time average cost over all stable policies.
In every slot, the network controller observes the current
network state and chooses a control action, with the goal of
1The results in this paper can likely be generalized to sys-
tems with more general Markovian dynamics.
minimizing the time average cost subject to network stabil-
ity. This goal can be mathematically stated as:
(P1) min : fΠav, s.t. (2).
In the following, we call (P1) the stochastic problem. It can
be seen that the examples in Section 2 can all be modeled
with the stochastic problem framework. This is the problem
formulation we focus on in this paper.
5. THE DETERMINISTIC PROBLEM AND
BACKPRESSURE
In this section, we first define the deterministic problem
and its dual problem, which will be important for designing
our new control techniques and for our later analysis. We
then review the Lyapunov technique for solving the stochas-
tic problem (P1). To follow the convention, we will call it
the Backpressure algorithm.
5.1 The deterministic problem
The deterministic problem is defined as follows [17]:
min : F (x,pi) , V
∑
si
pisif(si, x
(si)) (4)
s.t. Hj(x,pi) (5)
,
∑
si
pisi [Aj(si, x
(si))− µj(si, x(si))] ≤ 0, ∀ j,
x(si) ∈ X (si) ∀ i = 1, 2, ...,M.
Here the minimization is taken over x ∈ ∏i X (si), where
x = (x(s1), ..., x(sM ))T , and V ≥ 1 is a positive constant
introduced for later analysis. The dual problem of (4) can
be obtained as follows:
max : g(γ), s.t. γ  0, (6)
where g(γ) is the dual function and is defined as:
g(γ) = inf
x(si)∈X (si)
∑
si
pisi
{
V f(si, x
(si)) (7)
+
∑
j
γj
[
Aj(si, x
(si))− µj(si, x(si))
]}
.
Here γ = (γ1, ..., γr)
T is the Lagrange multiplier of (4). It
is well known that g(γ) in (7) is concave in the vector γ
for all γ ∈ Rr, and hence the problem (6) can usually be
solved efficiently, particularly when the cost functions and
rate functions are separable over different network compo-
nents [19].
Below, we use γ∗ = (γ∗1 , γ
∗
2 , ..., γ
∗
r )
T to denote an optimal
solution of the problem (6). For notational convenience, we
also use g0(γ) and γ
∗
0 to denote the dual function and an
optimal dual solution for V = 1. It can be seen that:
g(γ) = V g0(γ/V ), (8)
which implies that γ = V γ∗0 is an optimal solution of g(γ).
Note that g0(γ) is independent of V . For our later analysis,
we also define:
gsi(γ) = inf
x(si)∈X (si)
{
V f(si, x
(si)) (9)
+
∑
j
γj
[
Aj(si, x
(si))− µj(si, x(si))
]}
,
to be the dual function when there is only a single state si.
It is clear from equations (7) and (9) that:
g(γ) =
∑
si
pisigsi(γ). (10)
5.2 The Backpressure algorithm
Among the many techniques developed for solving the
stochastic problem, the Backpressure algorithm has received
much attention because (i) it does not require any statisti-
cal information of the changing network conditions, (ii) it
has low implementation complexity, and (iii) it has prov-
able strong performance guarantees. The Backpressure al-
gorithm works as follows [1]. 2
Backpressure: At every time slot t, observe the current
network state S(t) and the backlog q(t). If S(t) = si, choose
x(si) ∈ X (si) that solves the following:
max : −V f(si, x) +
r∑
j=1
qj(t)
[
µj(si, x)−Aj(si, x)
]
(11)
s.t. x ∈ X (si). 3
In many problems, (11) can usually be decomposed into
separate parts that are easier to solve, e.g., [15], [3]. Also,
when the network state process S(t) is i.i.d., it has been
shown in [1] that,
f BPav = f
∗
av +O(1/V ), q
BP = O(V ), (12)
where f BPav and q
BP are the expected average cost and the
expected average network backlog size under Backpressure,
respectively. Note that the performance results in (12) hold
under Backpressure with any queueing discipline for choos-
ing which packets to serve and for any V .
Though being a low-complexity technique that possesses
wide applicability, the delay performance and the conver-
gence speed of Backpressure are not satisfactory. Indeed, it
is known that when Backpressure achieves a utility that is
within O() of the optimal, the average queueing delay is
Θ(1/). Although techniques proposed in [17] [18] are able
to achieve an O([log(1/)]2) delay, it has been observed that
the convergence time of these algorithms is Θ(1/) (this will
also be proven in Section 8).
Moreover, we make the following observation of Backpres-
sure: it discards all past information of the system states,
i.e., {S(0), ..., S(t − 1)}, and only reacts to the instanta-
neous state. While such an incremental manner is known
to be able to accelerate the convergence of the algorithm
compared to the ordinary subgradient methods [19], one in-
teresting question to ask is whether such information can be
utilized to construct better control techniques? Specifically,
we are interested in understanding how the information can
be incorporated into algorithm design and whether this incor-
poration enables the development of algorithms that possess
better delay and convergence performance.
In our next section, we present two learning-aided con-
trol techniques that perform learning through the historic
system state information. As we will see, this learning step
allows us to achieve a near-optimal system performance and
a significant improvement in convergence speed.
2A similar definition of Backpressure based on fluid model
was also given in Section 4.8 of [20].
6. ONLINE LEARNING-AIDED CONTROL
In this section, we describe our online learning-aided sys-
tem control idea and two novel control schemes, which we
call Online Learning-Aided Control (OLAC) and OLAC2.
6.1 Intuition
Here we provide intuitions behind the two techniques.
Both OLAC and OLAC2 are motivated by the fact that, un-
der Backpressure algorithms, the queue vector plays the
role of Lagrange multiplier [17]. However, Backpressure’s
incremental nature ignores the possibility of utilizing the
information of the system dynamics for “accelerating” the
convergence of the control algorithm, and only relies on tak-
ing subgradient-type updates. OLAC and OLAC2 are designed
to simultaneously take both subgradient-type updates and
statistical learning into consideration.
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Figure 1: Convergence behavior of queue sizes un-
der three algorithms, Backpressure, OLAC and OLAC2.
It can be seen clearly that the virtual queue un-
der OLAC and the actual queue under OLAC2 converge
much faster to γ∗ compared to the queue size under
Backpressure. This clearly demonstrates the power
of dual learning.
Fig. 1 best demonstrates our intuition and results. As
we can see from the figure, the queue vector under Back-
pressure is attracted to the fixed point γ∗ after some time
[17]. However, Backpressure only uses the queue value to
track the value γ∗. This results in undesired delay and con-
vergence performance. In OLAC and OLAC2, we instead in-
troduce an auxiliary variable β(t) to approach the value of
γ∗ by solving an “empirical” version of (7) and finding the
empirical Lagrange multiplier (called dual learning). The
reason for performing this dual learning step is motivated
by the fact that in many stochastic control problems, the
optimal Lagrange multiplier γ∗ is the unique key informa-
tion for finding the optimal control policies. Then, we feed
β(t) to the Backpressure controller for choosing the actions.
Since β(t) eventually converges to γ∗, we essentially do not
require building up the queues for tracking γ∗. Also, as we
will see, at the beginning, dual learning provides a crude but
fast learning of γ∗. Hence, by doing so, we can significantly
improve the convergence time of the system.
6.2 Dual Learning
The dual learning step is a novel and critical component in
our online-learning-aided control mechanisms. Specifically,
at every time t, the network operator maintains an empir-
ical distribution of the network states, denoted by pi(t) =
(pis1(t), ..., pisM (t)), where pisi(t) = Nsi(t)/t and Nsi(t) is
the number of slots where S(t) = si in {0, 1, ..., t− 1}. Note
that limt→∞ pisi(t) = pisi w.p.1.
Although we adopt a simple learning mechanism for pisi(t)
here, other approaches for learning the distribution can also
be used. In addition, if some prior knowledge of the sys-
tem exists, it can be incorporated into pisi(0), which further
speeds up the learning. Other practical techniques in typi-
cal machine learning can also be included, such as using a
uniform prior to avoid large fluctuation in the early stage
of learning. Depending on the features of the approaches,
similar performance and convergence results may also be
obtained.
Using the empirical distribution, we then define the fol-
lowing empirical dual problem as follows:
max : g(β, t) ,
∑
si
pisi(t)gsi(β), s.t. β  0. (13)
We denote β(t) = (β∗1 (t), β
∗
2 (t), ..., β
∗
r (t))
T an optimal solu-
tion vector of (13), and we call this step of obtaining β(t)
via (13) dual learning. As we will see, β(t) plays a critical
role in the proposed control schemes to significantly speed
up the convergence to the optimal solution. On the other
hand, by its definition, β(t) is time-varying and error-prone,
which introduces significant challenges in the analysis of the
proposed algorithms. Thus, novel techniques are developed
in Sections 7 and 8 for performance analysis.
In the following, we present two control techniques us-
ing the empirical Lagrange multiplier β(t) obtained in dual
learning for decision making.
6.3 OLAC
In the first technique, we use dual learning in each iter-
ation of decision making. We also use a control parameter
θ > 0 to manage the queue deviation (Its function and value
will be specified later).
Online Learning-Aided Control (OLAC): At every time slot t,
do:
• (Dual learning) Obtain β(t) by solving (13),
• (Action selection) Observe the system backlog q(t),
and define the effective backlog Q(t) with:
Qj(t) = qj(t) + βj(t)− θj , ∀ j. (14)
Observe the current network state S(t). If S(t) = si,
choose x(si) ∈ X (si) that solves the following:
max : −V f(si, x) +
r∑
j=1
Qj(t)
[
µj(si, x)−Aj(si, x)
]
(15)
s.t. x ∈ X (si).
• (Queueing update) Update all the queues with the ar-
rival and service rates under the chosen actions accord-
ing to (1). 3
We see that the OLAC algorithm has both similarities and
differences compared to the Backpressure algorithm. On
one hand, OLAC retains all the advantages of Backpressure,
i.e., it does not require any statistical information of the
system and it retains the low-complexity feature. On the
other hand, one should note that OLAC has an important
component that is not possessed by Backpressure, i.e., dual
learning through empirical Lagrange multiplier. This step
fundamentally changes the algorithm. In particular, β(t)
takes advantage of the empirical information to speed up
the convergence of Q(t) to the optimal Lagrange multiplier.
In addition, it also serves the function of a “virtual” queue
vector, and thus reduces the actual queue size of q(t) (See
Fig. 1).
As we will see, OLAC achieves a near-optimal utility-delay
tradeoff and has a significantly faster learning speed. The
dual learning method also connects subgradient-type up-
date analysis to the convergence properties of the system
state distribution, allowing us to leverage useful results in
the learning literature for performance analysis in stochastic
network optimization.
A few comments on the control parameter θ > 0 are in
order. As we will see later, the effective backlog Q(t) will
eventually converge to γ∗ (See the right side of Fig. 1).
Since β(t) also converges to γ∗, this implies that β(t) +q(t)
will eventually be larger than γ∗. Thus, if we were to use
only β(t)+q(t) as the weight for the Backpressure controller,
the system will always “think” that it is in a congested stage
and operate at an “over-provisioned” mode, which will lead
to utility loss. The introduction of θ is trying to solve this
problem. After subtracting θ, the effective backlog Q(t) can
also go below γ∗, which allows the Backpressure controller
to choose “under-provisioned” actions and to achieve the
desired performance through time-sharing over-provisioned
and under-provisioned actions [21]. We will also show in Sec-
tion 7 that it suffices to choose θ = Θ([log(1/)]2) to guar-
antee an O() close-to-optimal utility performance (Here
 = 1/V ).
6.4 OLAC2
We now present the second algorithm, which we call Online
Learning-Aided Control 2 (OLAC2). OLAC2 combines the LIFO-
Backpressure algorithm [18] with dual learning, and contains
a backlog adjustment step.
Online Learning-Aided Control 2 (OLAC2): Choose a time Tl =
V c for some c ∈ [0, 1). At every time slot t, do:
• (Action selection) Observe the current network state
S(t) and queue backlog q(t). If S(t) = si, choose
x(si) ∈ X (si) that solves the following:
max : −V f(si, x) +
r∑
j=1
qj(t)
[
µj(si, x)−Aj(si, x)
]
(16)
s.t. x ∈ X (si).
• (Queueing update) Update all the queues with the ar-
rival and service rates under the chosen actions accord-
ing to (1) with the Last-In-First-Out (LIFO) discipline.
• (Dual learning and backlog adjustment) Only at t =
Tl, solve (13) with pi(Tl − 1) and obtain the empir-
ical Lagrange multiplier β˜. Then, make q(Tl) = β˜
by dropping packets if qj(Tl − 1) > β˜j or adding null
packets if qj(Tl − 1) < β˜j . 3
Note that although there exists a packet dropping step in
dual learning and backlog adjustment, packet dropping rarely
happens. The intuition is that at t = Tl = V
c, we have
with high probability that β˜ = O(V ). On the other hand,
since the queue size increment is always Θ(1), we only have
q(Tl − 1) = O(V c). The key difference between OLAC2 and
the LIFO-Backpressure algorithm developed in [18] is that
OLAC2 contains a dual learning phase and adjusts its back-
log condition at time t = Tl. The intuition here is that β˜
computed at t = Tl will give us good enough learning of
the system, which provides better estimation of the true op-
timal Lagrangian multiplier than the queue value obtained
via subgradient-type updates under LIFO-Backpressure. As
we will see in Section 8 that, these two steps are critical for
OLAC2, as they enable the achievement of a superior conver-
gence performance.
Note that the LIFO discipline is important to OLAC2. This
is so because if OLAC2 does not utilize any auxiliary process
to “substitute” the true backlog. Thus, the queue will even-
tually build up, and its average value will still be γ∗ = Θ(V ).
Hence, packets can experience large delay. However, LIFO
scheduling ensures that most of the packets are not affected
by such network congestion and can go through the system
with low delay.
6.5 Performance Guarantee
We summarize the proven properties of OLAC and OLAC2
here while leaving the technical details to next two sections.
OLAC: OLAC achieves the [O(), O([log(1/)]2)] utility-delay
tradeoff for general stochastic optimization problems. Com-
pared to other Backpressure-based algorithms, OLAC is easier
to implement and shows much better convergence perfor-
mance (see Figure 1). The convergence analysis of OLAC is
much more difficult because of the time-varying nature of
β(t), and thus is left for future work.
OLAC2: OLAC2 achieves the [O(), O([log(1/)]2)] utility-
delay tradeoff for general stochastic optimization problems.
In addition, it requires a convergence time of only O(−c +
c/2−1 log(1/)) with high probability. Therefore, by select-
ing c = 2/3 in OLAC2, we see that with very high probability,
the system under OLAC2 will enter the near-optimal state in
only O(−2/3 log(1/)) time! This is in high contrast to the
Backpressure algorithm, whose convergence time is Θ(1/).
7. PERFORMANCE ANALYSIS
In this section, we first present some preliminaries needed
for our analysis. Then, we present the detailed performance
results for OLAC and OLAC2.
7.1 The augmented problem and preliminar-
ies
Due to the introduction of β(t) in decision making, the
performance of OLAC and OLAC2 cannot be obtained by di-
rectly applying the typical Lyapunov analysis. To overcome
this obstacle, we introduce the following augmented prob-
lem and carry out our analysis based on it. Specifically, we
define:
min : F (x) +
∑
j
(βj(t)− θj)Hj(x) (17)
s.t. Hj(x) ≤ 0, ∀ j,
x(si) ∈ X (si) ∀ i = 1, 2, ...,M.
Let g˜(γ) be the dual function of (17), i.e.,
g˜(γ) = inf
x(si)∈X (si)
∑
si
pisi
{
V f(si, x
(si)) (18)
+
∑
j
[γj + βj(t)− θj ]
[
Aj(si, x
(si))− µj(si, x(si))
]}
.
It is interesting to notice the similarity between (18) and (15)
(note that Qj(t) = qj(t) + βj(t) − θj). Using the definition
of g(γ), we have:
g˜(γ) = g(γ + β(t)− θ). (19)
In the following, we state the assumptions we make through-
out the paper. These assumptions are mild and can typically
be satisfied in network optimization problems.
Assumption 1. There exists a constant s = Θ(1) > 0
such that for any valid state distribution pi′ = (pi′s1 , ..., pi
′
sM )
with ‖pi′−pi‖ ≤ s, there exists a set of actions {x(si)k }k=1,2,...,∞i=1,...,M
with x
(si)
k ∈ X (si) and some variables ϑ(si)k ≥ 0 for all si and
k with
∑
k ϑ
(si)
k = 1 for all si (possibly depending on pi
′),
such that:∑
si
pisi
{∑
k
ϑ
(si)
k [Aj(si, x
(si)
k )− µj(si, x(si)k )]
} ≤ −η0, (20)
where η0 = Θ(1) > 0 is independent of pi
′. 3
Assumption 2. There exists a set of actions {x(si)∗k }k=1,...,∞i=1,...,M
with x
(si)∗
k ∈ X (si) and some variables ϑ(si)∗k ≥ 0 for all si
and k with
∑
k ϑ
(si)∗
k = 1 for all si, such that:∑
si
pisi
∑
k
ϑ
(si)∗
k f(si, x
(si)∗
k ) = f
∗
av, (21)∑
si
pisi
{∑
k
ϑ
(si)∗
k [Aj(si, x
(si)∗
k )− µj(si, x(si)∗k )]
}
= 0. 3
Assumption 3. γ∗0 is the unique optimal solution of g0(γ)
in Rr. 3
Some remarks are in order. Notice that by having η0 > 0
in Assumption 1, we assume that there exists at least one
control policy under which the resulting system arrival rate
vector is strictly smaller than the resulting service rate vec-
tor (or the arrival rate vector is strictly inside the capacity
region if it is exogenous). This is known as the “slack” con-
dition, and is commonly made in the literature with s = 0,
e.g., [22], [23] (it is always necessary to have η0 ≥ 0 for
system stability [1]). Here with s > 0, we assume in addi-
tion that when two systems are relatively “similar” to each
other, they can both be stabilized by some randomized con-
trol policy (may be different) that results in the same slack.
Assumption 2 is also commonly satisfied by most network
optimization problems, especially when the cost f(si, x
(si))
increases with the increment of the services rate µj(si, x
(si)).
Finally, Assumption 3 holds for many network utility opti-
mization problems, especially when the corresponding cost
functions are strictly convex, e.g., [2] and [17].
Under these assumptions, our first lemma shows that the
magnitude of β(t) quickly becomes bounded as time goes
on.
Lemma 1. There exists an O(1) time Ts < ∞, such
that with probability 1, for all t ≥ Ts ,∑
j
βj(t) ≤ ξ , V fmax
η0
. 3
Proof. See Appendix A.
With the above bound, we have the following corollary,
which shows the convergence of g(β, t) to g(β).
Corollary 1. With probability 1, for all t ≥ Ts (here
Ts is defined in Lemma 1), the function g(β, t) satisfies:
|g(β(t), t)− g(β(t))| ≤ max
si
|δsi(t)|M(V fmax + rξB).
Here ξ = V fmax
η0
is defined in Lemma 1, δsi(t) , pisi −pisi(t)
is the estimation error of the empirical distribution for state
si, and M is the number of system states. 3
Proof. See Appendix B.
With Lemma 1 and Corollary 1, we next show that β(t)
converges to γ∗ with probability 1.
Lemma 2. limt→∞ β(t) = γ∗ w.p.1. 3
Proof. See Appendix C.
Notice that while Assumption 3 assumes that there is a
unique optimal for (4), it does not guarantee that g(β, t)
will also only have a unique solution. Lemma 2 thus shows
that although such a condition can appear, it is simply
a transient phenomenon and β(t) will eventually converge
to γ∗. According to Assumption 3, (19) implies that the
unique maximizer of g˜(γ), denoted by γ˜∗(t), is given by
γ˜∗(t) = γ∗ − β(t) + θ. Using Lemma 2, we also see that:
lim
t→∞
γ˜∗(t)→ θ, w.p.1. (22)
In the following, we will carry out our analysis about
the performance of OLAC and OLAC2 under a general sys-
tem structure that commonly appears in practice. For our
analysis, it is also useful to define B , r
2
δ2max. It can be seen
that ‖µ(t)−A(t)‖ ≤ B at all time.
7.2 Performance of OLAC and OLAC2
We now carry out our analysis for OLAC and OLAC2 un-
der a polyhedral system structure. Intuitively speaking, this
structure appears in systems where the feasible control ac-
tion sets are finite, in which case once an action becomes the
minimizer of the dual function at γ, it remains so at all γ′
in some neighborhood of γ, resulting in a constant service
and arrival rate difference (which determines the slope of
g(γ)). The formal definition of the polyhedral structure is
as follows [17].
Definition 1. A system is polyhedral with parameter ρ >
0 if the dual function g0(γ) satisfies:
g0(γ
∗
0) ≥ g0(γ) + ρ‖γ∗0 − γ‖. 3 (23)
Using (23), we have:
V g0(γ
∗
0) ≥ V g0(γ/V ) + V ρ‖γ∗0 − γ/V ‖.
Together with (8) and the fact that γ∗ = V γ∗0, we see that
the above implies:
g(γ∗) ≥ g(γ) + ρ‖γ∗ − γ‖, (24)
i.e., the function g(γ) also satisfies the polyhedral condition
(23) with the same parameter ρ. Moreover, we have:
g˜(γ˜∗(t)) = g(γ˜∗(t) + β(t)− θ)
(a)
≥ g(γ + β(t)− θ) + ρ‖γ˜∗(t)− γ‖
= g˜(γ) + ρ‖γ˜∗(t)− γ‖. (25)
Here (a) is because γ∗ = γ˜∗(t) + β − θ. This shows that
the function g˜(γ) is also polyhedral. It turns out that this
polyhedral condition has a special attraction property, un-
der which the queue vector under OLAC and OLAC2 will be
exponentially attracted towards γ˜∗(t). This is shown in the
following important lemma:
Lemma 3. Suppose (23) holds. Then, there exist a con-
stant Dp , B−η
2
2(ρ−η) = Θ(1) with η < ρ, and a finite time
T0 < ∞, such that, with probability 1, for all t ≥ T0, if
‖q(t)− γ˜∗(t)‖ ≥ D,
E
{‖q(t+ 1)− γ˜∗(t)‖ | q(t)} ≤ ‖q(t)− γ˜∗(t)‖ − η. 3 (26)
Proof. See Appendix D.
Lemma 3 states that, after some finite time T0, if the
queue vector q(t) is of distance D = Θ(1) away from γ˜∗(t),
there will be an Θ(1) drift “pushing” the queue size towards
γ˜∗(t). This intuitively explains why q(t) mostly stays close
to a fixed point. Note that proof of Lemma 3 is based on
the augmented problem (17). Below, we present the detailed
performance results. Recall that all the results are obtained
under Assumptions 1, 2, and 3.
7.2.1 Performance of OLAC
We now analyze the performance of the OLAC algorithm. It
is important to note that γ˜∗(t) is a function of β(t). Under
OLAC, however, the value of β(t) changes every time slot.
Hence, analyzing the performance of OLAC is non-trivial.
Fortunately, using (22), we know that γ˜∗(t) eventually con-
verges to θ with probability 1. This allows us to prove the
following theorem, which states that the average queue size
under OLAC is mainly determined by the vector θ.
Theorem 1. Suppose (i) g0(γ) is polyhedral with ρ =
Θ(1) > 0, and (ii) Q(t) has a countable state space under
OLAC. Then, under OLAC, we have w.p.1 that:
qav =
∑
j
θj +O(1). (27)
Proof. See Appendix E.
Theorem 1 shows that by using the decision making rule
(15) with the effective backlog Q(t), one can guarantee that
the average queue size is roughly
∑
j θj . Hence, by choos-
ing θj = Θ([log(V )]
2), we recover the delay performance
achieved in [17] and [18].
It is tempting to choose θj = 0, in which case one can
indeed make the average queue size Θ(1). However, as dis-
cussed before, the choice of θ also affects the utility perfor-
mance of OLAC. Indeed, choosing a small θ forces the system
to run in an over-provision mode by always having an effec-
tively backlog very close (or larger) to γ∗. However, in order
to achieve a near-optimal utility performance, the control al-
gorithm must be able to timeshare the over-provision mode
and under-provision actions [21]. Therefore, it is necessary
to use a larger θ value.
In the following theorem, we show that an O(1/V ) close-
to-optimal utility can be achieved as long as we choose θj =
Θ([log(V )]2) for all j = 1, ..., r. Our analysis is different
from the previous Lyapunov analysis and will be useful for
analyzing similar problems (Recall that  = 1/V ).
Theorem 2. Suppose the conditions in Theorem 1 hold.
Then, with a sufficiently large V and θj = [log(V )]
2 for all
j, we have w.p.1 that:
f OLACav = f
∗
av +O(
1
V
). (28)
Proof. See Appendix F.
Theorems 1 and 2 together show that OLAC achieves the
[O(1/V ), O([log(V )]2)] utility-delay tradeoff for general stochas-
tic optimization problems. Compared to the algorithms de-
veloped in [17] [18], which also achieve the same tradeoff,
OLAC preserves using the First-In-First-Out (FIFO) queue-
ing discipline and does not require any pre-learning phase.
Thus, it is more suitable for practical implementations.
7.2.2 Performance of OLAC2
We now present the performance results of OLAC2. Since
OLAC2 is equivalent to LIFO-backpressure [18] except for the
learning step and a finite backlog adjustment at time t = Tl,
its performance is the same as LIFO-Backpressure. 3
The following theorem from [18] summarizes the results.
Theorem 3. Suppose (i) g0(γ) is polyhedral with ρ =
Θ(1) > 0, and (ii) q(t) has a countable state space under
OLAC2. Then, with a sufficiently large V ,
1) The utility under OLAC2 satisfies f OLAC2av = f
∗
av +O(
1
V
).
2) For any queue j with a time average input rate λj >
0, there are a subset of packets from the arrivals that
eventually depart the queue and have an average rate
λ˜j that satisfies:
λj ≥ λ˜j ≥
[
λj −O( 1
V log(V )
)
]+
. (29)
Moreover, the average delay of these packets is O( [log(V )]
2
λ˜j
).
Proof. See [18].
Theorem 3 shows that if a queue qj(t) has an input rate
λj = Θ(1), then, under OLAC2, almost all the packets going
through qj(t) will experience only O([log(V )]
2) delay. Ap-
plying this argument to every queue in the network, we see
that the average network delay is roughly O(r[log(V )]2).
8. CONVERGENCE TIME ANALYSIS
In this section, we study another important performance
metric of our techniques, the convergence time. Convergence
time measures how fast an algorithm reaches its steady-
state. Hence, it is an important indicator of the robust-
ness of the technique. However, it turns out that due to
the complex nature of the β(t) process and the structure of
the systems, the convergence properties of the algorithms
are hard to analyze. Therefore, we mainly focus on analyz-
ing the convergence time of OLAC2. We now give the formal
definition of the convergence time of an algorithm. In the
definition, we use γ(t) to denote the estimated Lagrange
multiplier under the control schemes, e.g., q(t) under Back-
pressure and OLAC2 and β(t)− θ + q(t) under OLAC.
Definition 2. Let ζ > 0 be a given constant. The ζ-
convergence time of the control algorithm, denoted by Tζ , is
the time it takes for the estimated Lagrange multiplier γ(t)
to get to within ζ distance of γ∗, i.e.,
Tζ , inf{t | ||γ(t)− γ∗|| ≤ ζ}. 3 (30)
3Note that OLAC2 may need to discard packets in the backlog
dropping step. However, such an event happens with very
small probability, as can be seen in the proof of Theorem 5.
Note that our definition is different from the definition in
[24], where convergence time relates to how fast the time-
average rates converge to the optimal values. In our case,
the convergence time definition (30) is motivated by the fact
that Backpressure, OLAC, and OLAC2 all use functions of the
queue vector to estimate γ∗, which is the key for determining
the optimal control actions. Hence, the faster the algorithm
learns γ∗, the faster the system enters the optimal operating
zone.
In the following, we present the convergence results of
OLAC2. As a benchmark comparison, we first study the con-
vergence time of the Backpressure algorithm. Since both
Backpressure and OLAC2 use the actual queue size as the
estimate of γ∗, we will analyze the convergence time with
γ(t) = q(t).
8.1 Convergence time of Backpressure
We start by analyzing the convergence time of Backpres-
sure. Our result is summarized in the following theorem.
Theorem 4. Suppose that g0(γ) is polyhedral with pa-
rameter ρ = Θ(1) > 0. Then,(‖q(0)− γ∗‖ −Dp)+/B ≤ E{TDp} ≤ ‖q(0)− γ∗‖/η. (31)
Here η ∈ [0, ρ) = Θ(1) and Dp = B−η22(ρ−η) = Θ(1). 3
Proof. See Appendix G.
Since γ∗ = Θ(V ), if q(0) = Θ(1), e.g., q(0) = 0, Theorem 4
states that the expected convergence time of Backpressure
is Θ(V ). This is consistent with the results that have been
observed in previous works, e.g., [1] and [17].
8.2 Convergence time of OLAC2
We now study the convergence time of the OLAC2 scheme.
Notice that under OLAC2 the convergence of q(t) to γ∗ de-
pends on both β˜ and the dynamics of the queue vector q(t).
The following theorem characterizes the convergence time of
OLAC2.
Theorem 5. Suppose (i) g0(γ) is polyhedral with ρ =
Θ(1) > 0, and (ii) q(t) has a countable state space under
OLAC2. Then, with a sufficiently large V , we have with prob-
ability of at least 1− M
V 4 log(V )
that, under OLAC2,
E
{
TDp
}
= O(V 1−c/2 log(V ) + V c). 3 (32)
Proof. See Appendix H.
Choosing c = 2
3
, we notice that with very high probability,
the system under OLAC2 will enter the near-optimal state
in only O(V 2/3 log(V )) time! This is in contrast to the
Backpressure algorithm, whose convergence time is Θ(V )
as shown in Theorem 4.
9. SIMULATION
In this section, we provide simulation results for OLAC and
OLAC2 to demonstrate both the near-optimal performance
and the the superior convergence rate. We consider a 2-
queue system depicted in Fig. 2.
HereAj(t) denotes the number of arriving packets to queue
j at time t. We assume that Aj(t) is i.i.d. with either 2 or 0
with probabilities pj and 1−pj , where p1 = 0.3 and p2 = 0.4.
A1(t)
A2(t)
C2(t)
C1(t)
Figure 2: A 2-queue system. In this system, each
queue receives random arrivals. The server can only
serve one queue at a time.
In this case, we see that λ1 = 0.6 and λ2 = 0.8. We assume
that each queue has a time-varying channel and denote its
state by Cj(t). Cj(t) takes value in the set C = {0, 2, 4, 6}.
At each time, the server decides how much power to allo-
cate to each queue. We denote Pj(t) the power allocated to
queue j at time t. Then, the instantaneous service rate a
queue obtains is given by:
µj(t) = log(1 + Cj(t)Pj(t)). (33)
The feasible power allocation set is given by P = {0, 0.75,
1.5, 2.25, 3}. The objective is to stabilize the system with
minimum average power. It is important to note that, even
though this is a simple setting, it is actually quite represen-
tative and models many problems in different contexts, e.g.,
a downlink system in wireless network, workload scheduling
in a power system, inventory control system, and traffic light
control. Moreover, it can be verified that Assumptions 1, 2
and 3 all hold in this example.
We compare three algorithms, Backpressure, OLAC and
OLAC2. We also consider two different channel distributions.
In the first distribution, Cj(t) takes each value in C with
probability 0.25, whereas in the second distribution, Cj(t)
takes values 0 and 6 with probability 0.1 and takes values 2
and 4 with probability 0.4. This is to mimic the Gaussian
distribution. Note that in each case, we have a total of 16
different channel state combinations.
Fig. 3 and 4 show that OLAC and OLAC2 significantly out-
perform the Backpressure in terms of delay. For example, in
the uniform channel case, we can see from Fig. 3 that when
V = 100, the average power performance is indistinguish-
able under the three algorithms. Backpressure results in an
average delay of 210 slots while OLAC and OLAC2 only incur
an average delay about 20 slots, which is 10 times smaller!
Fig. 4 shows similar behavior of the algorithms under the
unbalanced channel distribution.
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Figure 3: The power-delay performance of the
algorithms under uniform channel distribution
[0.25, 0.25, 0.25, 0.25]. We see that although all al-
gorithms achieve similar near-minimum average
power, OLAC and OLAC2 achieve this performance with
much smaller delay.
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Figure 4: The power-delay performance of the al-
gorithms under the unbalanced channel distribution
[0.1, 0.4, 0.4, 0.1]. We see again that OLAC and OLAC2
significantly outperform Backpressure in delay.
Having seen the utility-delay tradeoff of the algorithms, we
now look at the convergence rate of the algorithms. Fig. 1
shows the convergence behavior of the first queue under the
three different algorithms under the uniform channel distri-
bution with V = 500. As we can see, the virtual queue size
under OLAC and the actual queue size under OLAC2 converge
very quickly. Compared to Backpressure, the convergence
time is reduced by about 2500 timeslots. The behavior of
the other queue is similar and hence we do not present the
results. It is important to notice here that since OLAC and
OLAC2 converge very quickly, the early arrivals into the sys-
tem will depart from the queue without much waiting time
(see the queue process under OLAC), whereas in Backpres-
sure, early arrivals must wait until the algorithm converge
to get serve and suffer from a long delay. Fig. 5 also shows
the “jump” behavior of the sizes of the queues under OLAC2
under the uniform channel distribution and V = 500. It can
be seen that the convergence time is significantly reduced
via such dual learning (by about 2500 timeslots).
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Figure 5: Convergence of the queues to the opti-
mal Lagrange multiplier under OLAC2 with uniform
channel distribution and V = 500. It can be seen
that after only around 80 slots, dual learning already
generates a very good estimation of γ∗. This signif-
icantly reduces the time for convergence.
10. CONCLUSION
In this paper, we take a first step to investigate the power
of online learning in stochastic network optimization with
unknown system statistics a priori. We propose two learning-
aided control techniques OLAC and OLAC2 for controlling stochas-
tic queueing systems. The design of OLAC and OLAC2 in-
corporates statistical learning into system control, and pro-
vides new ways for designing algorithms for achieving near-
optimal system performance for general system utility max-
imization problems. Moreover, incorporating the learning
step significantly improves the convergence speed of the con-
trol algorithms. Such insights are not only proven via novel
analytical techniques, but also validated through numerical
simulations. Our study demonstrates the promising power
of online learning in stochastic network optimization. Much
further investigation is desired. In particular, we would like
to provide theoretical guarantees on the convergence speed
on OLAC, and more importantly, understand the fundamental
limit of convergence in the online-learning-aided stochastic
network optimization. We would like to further investigate
practical application scenarios of the proposed schemes and
address the corresponding challenges in real world applica-
tions.
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Appendix A – Proof of Lemma 1
We prove Lemma 1 here.
Proof. (Lemma 1) First we see that pisi(t) converges to
pisi as t goes to infinity with probability 1 [25]. Thus, there
exists a time Ts < ∞, such that ‖pi(t) − pi‖ ≤ s for all
t ≥ Ts with probability 1. This implies that β(t) < ∞ for
all t ≥ Ts [19]. Indeed, under Assumption 1, we see that
there exists an η0 > 0 such that (20) holds.
We now construct a fictitious system, which is exactly
the same as our system, except that we replace the network
state distribution pi by pi(t). From Assumption 1, we know
that for any t ≥ Ts , w.p.1, this system admits an optimal
control policy that achieves the optimal cost (with the state
distribution being pi(t)) and ensures network stability [1].
We denote f∗av(pi(t)) the optimal average cost of the fictitious
system subject to stability. We see then f∗av(pi(t)) ≥ 0.
Now we apply Theorem 1 in [26] to get that g(β(t), t) =
f∗av(pi(t)). Therefore, for any t ≥ Ts , one can plug the
variables that result in the slack in (20) into g(β, t) and
obtain:
0 ≤ f∗av(pi(t))
(a)
= g(β(t), t)
(b)
≤
∑
si
pisi(t)[V fmax − η0
∑
j
βj(t)].
Here (a) follows from Theorem 1 in [26], and (b) follows from
the definition of g(β, t). This shows that w.p.1,∑
j
βj(t) ≤ ξ , V fmax
η0
, ∀ t ≥ Ts . (34)
This proves Lemma 1.
Appendix B – Proof of Corollary 1
We carry out our proof for Corollary 1 here.
Proof. (Corollary 1) From lemma 1, we see that w.p.1
after some Ts time, ‖β(t)‖ ≤ ξ. This implies that, for all
t ≥ Ts and all si, we have w.p.1 that:
gsi(β(t)) ≤ V fmax + rξB, ∀ si. (35)
Now note that g(β(t), t) can be expressed as:
g(β(t), t) =
∑
si
[pisi + δsi(t)]gsi(β(t)), (36)
where δsi(t) = pisi(t)−pisi denotes the error of the empirical
distribution. Therefore,
|g(β(t), t)− g(β(t))| ≤ max
si
|δsi(t)|
∑
si
|gsi(β(t))| (37)
(a)
≤ max
si
|δsi(t)|M(V fmax + rξB).
The inequality (a) uses the fact that gsi(β(t)) ≤ V fmax +
rξB for all t ≥ Ts . This implies that with probability 1,
after some finite time Ts , (37) holds for all points β(t) gen-
erated by solving (13).
Appendix C – Proof of Lemma 2
Here we prove Lemma 2. Since the type of convergence we
consider here happens with probability 1, in the following,
we will sometimes say “converge” for convenience when it is
not confusing.
Proof. (Lemma 2) Note that for all t, the empirical dual
function g(β, t) is always concave [19] and hence continuous.
Suppose β(t) does not converge to γ∗. Then, there exists a
δ > 0 such that we can find an infinite sequence {β(tk)}∞k=1
with tk → ∞ such that ‖β(tk) − γ∗‖ ≥ δ for all k. Since
g(γ) has a unique optimal, this implies that there exists a
constant δ > 0 such that for all k,
g(γ∗)− g(β(tk)) ≥ δ. (38)
To see why (38) holds, suppose this is not the case. Then,
for any small  > 0, we can find some β(tk) such that
(38) is violated. This implies that there is a sequence of
{g(β(tm))}∞m=1 which converges to g(γ∗). DenoteM = {β :
‖β‖ ≤ ξ}. We see that M is compact. Also, by Lemma 1,
we see that there exists a finite m∗, such that {β(tm)}∞m=m∗
is an infinite sequence in the compact set M w.p.1. Hence,
it has a converging subsequence [27]. Denote the limit point
of this subsequence by β′. The above thus means that
g(β′) = g(γ∗). However, in this case ‖β′ − γ∗‖ ≥ δ, which
contradicts the fact that γ∗ is the unique optimal of g(γ).
Now let us choose a time T such that w.p.1, for all t ≥ T ,
|g(β, t)− g(β)| ≤ δ/3, (39)
for all β ∈M. This is always possible using Corollary 1 and
the fact that maxsi |δsi(t)| → 0 as t → ∞. Then, choose a
point β(tk) from {β(tk)}∞k=1 with tk ≥ T . We see that the
optimal solution β(tk) at time tk satisfies:
g(β(tk), tk) ≥ g(γ∗, tk). (40)
Using (39), (40) implies that:
g(β(tk)) +
2
3
δ ≥ g(γ∗), (41)
which contradicts (38). This shows that β(t) converge to
γ∗(t) w.p.1.
Appendix D – Proof of Lemma 3
Our proof is similar to the one in [17], except that in this
case, we prove the convergence result for a shifted target
γ˜∗(t).
Proof. (Lemma 3) First, we define a Lyapunov function:
L(t) = ‖q(t)− γ˜∗(t)‖2. (42)
Since with probability 1, β(t) converges to γ∗, we see that
for any  > 0, with probability 1, there exists a time T0 <∞
such that |βj(t)− γ∗j | ≤
√
/r for all j = 1, ..., r. Therefore,
we can choose  with
√
/r ≤ θj for all j, so that w.p.1, for
all t ≥ T0, we have γ˜∗(t)  0.
Then, from the queueing dynamic equation (1), we know
that q(t + 1) is obtained by projecting q(t) − µ(t) + A(t)
onto Rr+. Hence, we have:
‖q(t+ 1)− γ˜∗(t)‖2 (43)
(a)
≤ ‖q(t)− µ(t) +A(t)− γ˜∗(t)‖2
≤ ‖q(t)− γ˜∗(t)‖2 + ‖µ(t)−A(t)‖2
−2(γ˜∗(t)− q(t))T (A(t))− µ(t)).
Here (a) uses the non-expansion property of projection [19].
Since µ(t) and A(t) are chosen using q(t) + β(t) − θ as
the weights in (15), comparing (15) and (18), and using the
augmented problem (17), we obtain:
(γ˜∗(t)− q(t))T (A(t))− µ(t))
(a)
≥ g˜S(t)(γ˜∗(t))− g˜S(t)(q(t))
= gS(t)(γ
∗)− gS(t)(q(t) + β(t)− θ). (44)
Here in (a) we have used the fact that A(t) − µ(t) is a
subgradient of g˜S(t)(γ) at γ = q(t) [19]. Plugging (44) into
(43) and taking expectations over S(t) conditioning on q(t),
we get:
E
{‖q(t+ 1)− γ˜∗(t)‖2 | q(t)} (45)
≤ ‖q(t)− γ˜∗(t)‖2 +B − 2(g(γ∗)− g(q(t) + β(t)− θ)).
The constant B is due to ‖µ(t) − A(t)‖ ≤ B. Now for a
given η > 0, if:
η2 − 2η‖q(t)− γ˜∗(t)‖ (46)
≥ B − 2(g(γ∗)− g(q(t) + β(t)− θ)),
then we can plug this into (45) and obtain:
E
{‖q(t+ 1)− γ˜∗(t)‖2 | q(t)} (47)
≤ ‖q(t)− γ˜∗(t)‖2 − 2η‖q(t)− γ˜∗(t)‖+ η2
= (‖q(t)− γ˜∗(t)‖ − η)2.
This implies that:
E
{‖q(t+ 1)− γ˜∗(t)‖ | q(t)} ≤ ‖q(t)− γ˜∗(t)‖ − η. (48)
For (48) to hold, we only need (46) to hold. Rearranging the
terms in (46) and using the fact that γ˜∗(t) = γ∗−β(t) + θ,
it becomes:
2(g(γ∗)− g(q(t) + β(t)− θ))
≥ 2η‖q(t) + β(t)− θ − γ∗‖+B − η2.
This holds whenever:
ρ||γ∗ − q(t)− β(t) + θ|| (49)
≥ η‖q(t) + β(t)− θ − γ∗‖+ B − η
2
2
.
By choosing 0 < η < ρ and using (49), we see that (48)
holds whenever:
‖q(t)− γ˜∗(t)‖ = ||γ∗ − q(t)− β(t) + θ|| ≥ Dp , B − η
2
2(ρ− η) .
This proves the lemma.
Appendix E – Proof of Theorem 1
Here we prove Theorem 1. Different from the proof in [17],
where q(t) is shown to be attracted to a fixed point, here
q(t) can be viewed to be chasing a moving target (by Lemma
3). Fortunately, we see that γ˜∗(t) → θ w.p.1. Hence, q(t)
will eventually be attracted to θ.
Proof. (Theorem 1) First of all, we have the following
inequalities:
‖q(t)− γ˜∗(t)‖ ≤ ‖q(t)− θ‖+ ‖β(t)− γ∗‖,
‖q(t)− γ˜∗(t)‖ ≥ ‖q(t)− θ‖ − ‖β(t)− γ∗‖.
Since with probability 1, β(t) converges to γ∗ (Lemma 2),
we see that for any , with probability 1, there exists a time
T <∞ such that ‖β(t)− γ∗‖ ≤  for all t ≥ T. Using this
fact in (26), we see that w.p.1, when t ≥ T,
E
{‖q(t+ 1)− θ‖ | q(t)} ≤ ‖q(t)− θ‖ − η + 2. (50)
Choosing 2 < η and defining η1 = η − 2 > 0, we see that
for all time t ≥ T, one has:
E
{‖q(t+ 1)− θ‖ | q(t)} ≤ ‖q(t)− θ‖ − η1. (51)
Note that this holds w.p.1 whenever t ≥ T and ‖q(t) −
γ˜∗(t)‖ ≥ Dp , B−η22(ρ−η) , which is satisfied whenever t ≥ T
and ‖q(t)− θ‖ ≥ D˜p , Dp + .
Having established (51), we can now use an argument as
in [17] and show that there exist constants cp = Θ(1), Kp =
Θ(1) such that w.p.1, 4
Pp(D˜p,m) ≤ cpe−Kpm, (52)
where Pp(D˜p,m) is defined as:
Pp(D˜p,m) , lim sup
t→∞
1
t
t−1∑
τ=0
Pr
{‖q(τ)− θ‖ > D˜p +m}. (53)
This implies that for any qj(t), the probability that qj(t) >
θj + D˜p +m is exponentially decreasing in Kpm with Kp =
Θ(1). Hence, if we define dj(t) = max[qi(t) − θj , 0], it can
be shown that dj(t) = Θ(1). Thus, we have:
qOLACav =
∑
j
qj =
∑
j
θj + Θ(1). (54)
This completes the proof of Theorem 1.
Appendix F – Proof of Theorem 2
To prove Theorem 2, we first have the following simple
lemma, which will be used in the proof.
Lemma 4. Suppose g0(γ) is polyhedral. Let µ
OLAC
j and
A
OLAC
j be the average service rate and average arrival rate to
queue j under OLAC. Then, if θj > D˜p + δmax, we have:
µOLACj −A
OLAC
j ≤ δmaxcpe−Kp(θj−D˜p−δmax), w.p.1. 3 (55)
Proof. (Lemma 4) From (52), we know that w.p.1., if
θj > D˜p + δmax, then:
lim sup
t→∞
1
t
t−1∑
τ=0
Pr
{
qj(τ) < δmax
} ≤ cpe−Kp(θj−D˜p−δmax). (56)
This shows that the fraction of time that qj(t) is smaller
than δmax is at most cpe
−Kp(θj−D˜p−δmax). The lemma then
follows since every queue j can only serve δmax packets in a
timeslot.
We are now ready to prove Theorem 2.
4Note that this result holds for any q(0) < ∞. Therefore,
even though the Θ(1) drift in (51) becomes effective only
after some time, it does not affect the result.
Proof. (Theorem 2) We define a Lyapunov function L(t) =
1
2
∑
j q
2
j (t) and the one-slot conditional drift ∆(t) , E
{
L(t+
1)−L(t) | q(t)}. Using the queueing dynamic equations (1),
we have:
∆(t) ≤ B −
∑
j
qj(t)E
{
µj(t)−Aj(t) | q(t)
}
. (57)
By adding to both sides the term V E
{
f(t) | q(t)}−∑j E{(βj(t)−
θj)[µj(t)−Aj(t)] | q(t)
}
, we obtain:
∆(t) + V E
{
f(t) | q(t)} (58)
−
∑
j
E
{
(βj(t)− θj)[µj(t)−Aj(t)] | q(t)
}
≤ B + V E{f(t) | q(t)}
−
∑
j
E
{
(qj(t) + βj(t)− θj)[µj(t)−Aj(t)] | q(t)
}
.
Using Assumption 2 and plugging in (58) the optimal sta-
tionary and randomized policy {x(si)∗k , ϑ(si)∗k }si,k, we obtain:
∆(t) + V E
{
f OLAC(t) | q(t)} (59)
−
∑
j
E
{
(βj(t)− θj)[µOLACj (t)−AOLACj (t)] | q(t)
}
≤ B + V f∗av.
Here f OLAC(t), µOLACj (t) and A
OLAC
j (t) denote the cost, service
rate and arrival rate under the OLAC algorithm. Rearranging
the terms, we have:
∆(t) + V E
{
f OLAC(t) | q(t)} ≤ B + V f∗av (60)
+
∑
j
E
{
(βj(t)− θj)[µOLACj (t)−AOLACj (t)] | q(t)
}
.
Taking expectations on both sides of (60) over q(t), taking a
telescoping sum over t = 0, ..., T − 1, rearranging the terms,
dividing both sides by TV , and taking a lim sup as T →∞,
we have:
lim sup
T→∞
1
T
T−1∑
t=0
E
{
f OLAC(t)
} ≤ B
V
+ f∗av (61)
+ lim sup
T→∞
1
T
T−1∑
t=0
E
{∑
j
(βj(t)− θj)
V
[µOLACj (t)−AOLACj (t)]
}
.
It remains to show that the last term is O(1/V ). From
Lemma 2 we know that βj(t) − θj converges to γ∗j − θj =
Θ(V ) with probability 1. Thus, w.p.1, there exists a finite
time T, such that for all t ≥ T,
|(βj(t)− θj)− (γ∗j − θj)| ≤ , ∀ j. (62)
Hence, we have:
lim sup
T→∞
1
T
T−1∑
t=0
E
{ (βj(t)− θj)
V
[µOLACj (t)−AOLACj (t)]
}
(a)
≤ (γ
∗
j − θj + 
V
) lim sup
T→∞
1
T
T−1∑
t=0
E
{
µOLACj (t)
}
−(γ
∗
j − θj − 
V
) lim sup
T→∞
1
T
T−1∑
t=0
E
{
AOLACj (t)
}
≤ γ
∗
j − θj
V
(µOLACj −A
OLAC
j ) +
2δmax
V
. (63)
Here (a) follows from the fact that T < ∞. Using Lemma
4 with θj = [log(V )]
2 and a sufficiently large V such that
Kp([log(V )]
2 − D˜p − δmax) ≥ 2 log(V ), we have:
µOLACj −A
OLAC
j ≤ δmaxcpe
Kp(D˜p+δmax)
eKp[log(V )]
2 = O(
1
V 2
). (64)
We first consider when γ∗0j > 0. In this case, γ
∗
j = V γ
∗
0j =
Θ(V ). Thus, (64) implies that:
(γ∗j − θj)(µOLACj −A
OLAC
j ) = O(
1
V
). (65)
Using (63) and (64), we conclude that, with probability 1,
lim sup
T→∞
1
T
T−1∑
t=0
E
{
f OLAC(t)
} ≤ f∗av + B
V
+O(
1
V
). (66)
In the case when γ∗j = 0, we see that (65) still holds. Hence,
(66) again follows from (65). This completes the proof of
Theorem 2.
Appendix G – Proof of Theorem 4
To prove the theorem, we make use of the following technical
lemma from [19].
Lemma 5. Let Fn be filtration, i.e., a sequence of in-
creasing σ-algebras with Fn ⊂ Fn+1. Suppose the sequence
of random variables {yn}n≥0 satisfy:
E
{||yn+1 − y∗|| | Fn} ≤ E{||yn − y∗|| | Fn}− un, (67)
where un takes the following values:
un =
{
u if ||yn − y∗|| ≥ D,
0 else.
(68)
Here u > 0 is a given constant. Then, by defining ND ,
inf{k | ‖yn − y∗‖ ≤ D}, we have:
E
{
ND
} ≤ ||y0 − y∗||/u. 3 (69)
Proof. See [19].
Proof. (Theorem 4) From Lemma 3, we see that (26)
holds for all t under Backpressure with η < ρ and Dp =
B−η2
2(ρ−η) . Hence, using Lemma 5, we have:
E
{
TDp
} ≤ ||q(0)− γ∗||/η.
On the other hand, since ‖q(t+1)−q(t)‖ ≤ B, i.e., in every
time the queue vector can change by at most B distance, we
must have E
{
TDp
} ≥ (||q(0)− γ∗|| −Dp)+/B.
Appendix H – Proof of Theorem 5
We prove Theorem 5 in this section. We first have the fol-
lowing lemma regarding the distance between β(t) and the
distribution estimation accuracy.
Lemma 6. With probability 1, there exists an Θ(1) time
Ts (defined in Lemma 1) such that, for all t ≥ Ts ,
‖β(t)− γ∗‖ ≤ 2 max
si
|δsi(t)|M(V fmax + rξB)/ρ. (70)
Proof. See Appendix I.
Lemma 6 shows that under the polyhedral condition, the
distance between the current estimate of the Lagrange mul-
tiplier value and the true value diminishes as the empirical
distribution converges. This is an important result, as it
allows us to focus mainly on the convergence of the distri-
bution when studying the algorithm’s convergence. To show
our results, we also make use of the following theorem re-
garding distribution convergence [28].
Theorem 6. Let X1, ..., Xn be independent random vari-
ables with Pr
{
Xi = 1
}
= pi, and Pr
{
Xi = 0
}
= 1 − pi.
Consider X =
∑n
i=1 Xi with expectation E
{
X
}
=
∑n
i=1 pi.
Then, we have:
Pr
{
X ≤ E{X}−m} ≤ e −m22E{X} , (71)
Pr
{
X ≥ E{X}+m} ≤ e −m22(E{X}+m/3) . 3 (72)
We now state the proof of the convergence time for OLAC2.
Proof. (Theorem 5) Choosing n = Tl = V
c and m =
4V c/2 log(V ) in Theorem 6, and let Xt be the indicator of
state si at time t for 0 ≤ t ≤ n− 1. Then, we have E
{
X
}
=
V cpisi . Thus, using the fact that pisi ≤ 1, we see that at
time t = Tl,
Pr
{
pisi(t) ≤ pisi −
4 log(V )
V c/2
} ≤ e−8[log(V )]2 ,
Pr
{
pisi(t) ≥ pisi +
4 log(V )
V c/2
} ≤ e− 8[log(V )]21+ 23 log(V )V−c/2 .
Using the union bound, we see that when V is large enough
such that 2
3
log(V )V −c/2 ≤ 1,
Pr
{
max
si
|pisi(t)− pisi | ≥
4 log(V )
V c/2
} ≤Me−4[log(V )]2 . (73)
Therefore, using Lemma 6, we see that with probability at
least 1− M
V 4 log(V )
, at time t = Tl,
‖β˜ − γ∗‖ ≤ 8 log(V )M(V fmax + rξB)
ρV c/2
= Θ(V 1−c/2 log(V )), (74)
which implies that at time t = Tl,
‖q(Tl)− γ∗‖ = Θ(V 1−c/2 log(V )). (75)
Now note that given the same backlog values, OLAC2 always
uses the same actions as LIFO-Backpressure. Using Lemma
3 with Ts = 0, we see that at any time t ≥ Tl, if ‖q(t) −
γ∗‖ ≥ Dp, we have:
E
{‖q(t+ 1)− γ∗‖ | q(t)} ≤ ‖q(t)− γ∗‖ − η. (76)
Using Lemma 5, we conclude that with probability at least
1− M
V 4 log(V )
:
E
{
TDp
}
= O(V 1−c/2 log(V )) + Tl (77)
= O(V 1−c/2 log(V ) + V c). (78)
This completes the proof of Theorem 5.
Appendix I – Proof of Lemma 6
Here we prove Lemma 6.
Proof. (Lemma 6) As in Lemma 1, we have:
g(β, t) =
∑
si
[pisi + δsi(t)]gsi(β). (79)
Also, for any t, g(β(t), t) ≥ g(γ∗, t). By Lemma 1, we see
that w.p.1, for all t ≥ Ts ,
|g(β(t), t)− g(β(t))| ≤ max
si
|δsi(t)|M(V fmax + rξB).
This implies that:
g(γ∗)− g(β(t)) ≤ 2 max
si
|δsi(t)|M(V fmax + rξB). (80)
This is so because if (80) does not hold, then:
g(β(t), t)− g(γ∗, t)
≤ g(β(t)) + max
si
|δsi(t)|M(V fmax + rξB)
−[g(γ∗)−max
si
|δsi(t)|M(sV fmax + rξB)
]
< 0,
which contradicts with g(β(t), t) ≥ g(γ∗, t). Now with (80)
and (23), i.e., g(γ∗)− g(β) ≥ ρ‖γ∗ −β‖, we see that w.p.1,
for all t ≥ Ts = Θ(1),
‖β(t)− γ∗‖ ≤ 2 max
si
|δsi(t)|M(V fmax + rξB)/ρ. (81)
This completes the proof of Lemma 6.
