Superfast Line Spectral Estimation by Hansen, Thomas Lundgaard et al.
IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. XX, NO. XX, MONTH, 2018 1
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Abstract—A number of recent works have proposed to solve
the line spectral estimation problem by applying off-the-grid
extensions of sparse estimation techniques. These methods are
preferable over classical line spectral estimation algorithms
because they inherently estimate the model order. However, they
all have computation times which grow at least cubically in
the problem size, thus limiting their practical applicability in
cases with large dimensions. To alleviate this issue, we propose
a low-complexity method for line spectral estimation, which also
draws on ideas from sparse estimation. Our method is based on
a Bayesian view of the problem. The signal covariance matrix
is shown to have Toeplitz structure, allowing superfast Toeplitz
inversion to be used. We demonstrate that our method achieves
estimation accuracy at least as good as current methods and that
it does so while being orders of magnitudes faster.
I. INTRODUCTION
The problem of line spectral estimation (LSE) has received
significant attention in the research community for at least 40
years. The reason is that many fundamental problems in signal
processing can be recast as LSE; examples include direction
of arrival estimation using sensor arrays [1], [2], bearing
and range estimation in synthetic aperture radar [3], channel
estimation in wireless communications [4] and simulation of
atomic systems in molecular dynamics [5].
In trying to solve the LSE problem, classical approaches
include subspace methods [6] such as MUSIC [7] or ESPRIT
[8] which estimate the frequencies based on an estimate
of the signal covariance matrix. These approaches must be
augmented with a method for estimation of the model order.
Popular choices include generic information theoretic criteria
(e.g. AIC, BIC) or more specialized methods, such as SORTE
[9] which is based on the eigenvalues of the estimated signal
covariance matrix. Subspace methods typically perform ex-
tremely well if the model order is known, but their estimation
accuracy can degrade significantly if the model order is
unknown.
The stochastic maximum likelihood (ML) method is known
to be asymptotically efficient (it attains the Crame´r-Rao bound
as the problem size tends to infinity) [2]. Unfortunately it also
requires knowledge of the model order.
Inspired by the ideas of sparse estimation and compressed
sensing, many papers on sparsity-based LSE algorithms have
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appeared in recent years, e.g. [1], [10]. In particular, the
LSE problem is simplified to a finite sparse reconstruction
problem by restricting the frequencies to a grid. Such methods
inherently estimate the model order, alleviating the issues
arising from separate model order and frequency estimation
in classical methods. The granularity of the grid leads to
a non-trivial trade-off between accuracy and computational
requirements. To forego the use of a grid, so-called off-the-grid
compressed sensing methods have been proposed [11]–[13].
These methods provably recover the frequencies in the noise-
free case under a minimum separation condition. They suffer
from prohibitively high computational requirements even for
moderate problem sizes, see Sec VI.
In [14]–[16] a Bayesian view is taken on the LSE prob-
lem. The model used in stochastic ML is extended with a
sparsity-promoting prior on the coefficients of the sinusoid
components. Thereby inherent estimation of the model order
is achieved. These algorithms generally have high estimation
accuracy. Their per-iteration computational complexity is cu-
bic in the number of sinusoidal components, meaning that their
runtime grows rapidly as the number of components increases.
In this work we introduce the Superfast LSE algorithm for
solving the LSE problem in scenarios where the full measure-
ment vector is available (complete data case). The modelling
and design of the basic algorithm which we present in Sec. II is
based upon the ideas in [14]–[16]. The main novelty resides
in the computational aspects of Superfast LSE. The derived
method is based upon several techniques: a so-called superfast
Toeplitz inversion algorithm [17], [18] (thereof the name of
our algorithm), low-complexity Capon beamforming [19], the
Gohberg-Semencul formula [20] and non-uniform fast Fourier
transforms [21], [22]. The Superfast LSE algorithm has the
following virtues: It inherently estimates all model parameters
such as the noise variance and model order and it has low
per-iteration computational complexity. Specifically it scales
as O(N log2N) where N is the length of the observed vector.
We show empirically that it converges after a few iterations
(typically less than 20). This means that for large problem sizes
our algorithm can have computation time orders of magnitude
lower than that of current methods. It does so without any
penalty in estimation accuracy. Our numerical experiments
show that Superfast LSE has high estimation accuracy across
a wide range of scenarios, being on par with or better than
state-of-the-art algorithms.
Synergistically and computationally efficiently combining
the steps in the algorithm might appear easy after the fact.
This is however not the case. Some other LSE algorithms can
benefit in terms of computational effort from our approach, yet
not to the extent achieved with the proposed algorithm. For
instance, the computational methods in Sec. III can be em-
bedded in VALSE [16]. The resulting scheme will have high
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computational complexity due to the variational estimation
of the posterior on the frequencies. Note that our algorithm
performs on par with VALSE, but at a significantly reduced
computational effort.
For completeness we also present a semifast version of the
algorithm which works when only a subset of entries in the
measurement vector are available. The Semifast LSE algorithm
has per-iteration complexity O(NKˆ2 +N logN), where Kˆ is
the number of estimated sinusoids. Algorithms with similar
per-iteration complexity are derived in [14], [15], [23], [24].
We have observed that our algorithm converges in a smaller
number of iterations when compared to the algorithm in [15],
thus leading to lower total runtime.
Outline: In Sec. II we present our modelling and algorithm
for LSE. Our low-complexity computational methods are
presented in Sec. III (complete date case) and IV (incomplete
data case). In Sec. V the algorithm is extended to the case
of multiple measurement vectors. Numerical experiments are
presented in Sec. VI and conclusions are given in Sec. VII.
Notation: We write vectors as a and matrices as A. The
ith entry of vector a is denoted ai or [a]i; the i, jth entry of
matrix A is denoted Ai,j . Let b be a binary vector (containing
only zeros and ones) of the same dimension as a, then ab
denotes a vector which contains those entries in a where the
corresponding entry in b is one. The Hadamard (entrywise)
product is denoted by .
II. AN ALGORITHM FOR LINE SPECTRAL ESTIMATION
We now detail the observation model and the specific
objective of the LSE problem. The observation vector y ∈ CM
contains time-domain samples and is given by
y =
K∑
k=1
Φψ(θ˜k)α˜k +w = ΦΨ(θ˜)α˜+w, (1)
where the steering vector function ψ(θk) : [0, 1) → CN×1
gives a Fourier vector, i.e., it has nth entry [ψ(θk)]n ,
exp(j2pi(n − 1)θk) for n = 1, . . . , N . We also define
Ψ(θ) , [ψ(θ1), · · · ,ψ(θdim(θ))]. The measurement matrix
Φ ∈ CM×N is either the identity matrix (M = N , complete
data case) or made of a subset of rows of a diagonal matrix
(M < N , incomplete data case). The vector w is a white
Gaussian noise vector with component variance β. The LSE
problem is that of recovering the model order K along with
the frequency θ˜k ∈ [0, 1] and coefficient α˜k ∈ C of each
component k = 1, . . . ,K.
A. Estimation Model
The estimation model and inference approach we present
in the following are adaptions of ideas currently available
in the literature. We have carefully combined these ideas to
obtain an iterative scheme which can be implemented with low
complexity as described in Secs. III and IV, while achieving a
performance comparable to that of state-of-the-art algorithms.
Our algorithm is based on Bayesian inference in an esti-
mation model which approximates (1). Specifically, to enable
estimation of the model order K, we follow [14], [16] and em-
ploy a model with Kmax ≥ K components1. Each component
has an associated activation variable zk ∈ {0, 1} which is set
to 0 or 1 to deactivate or activate it. The activation variables
are collected in the sparse vector z. The effective estimated
model order is given by the number of active components.
Based on (1) we write our estimation model
y =
Kmax∑
k=1
Φψ(θk)zkαk +w = A(θz)αz +w, (2)
where θk ∈ [0, 1) and αk ∈ C are frequencies and coefficients
for k = 1, . . . ,Kmax and we have defined A(θ) , ΦΨ(θ).
Due to the Gaussian noise assumption we have
p(y|α, z,θ;β) = CN(y; A(θz)αz, βI), (3)
where CN(y;µ,Σ) denotes the probability density function
of a circularly symmetric complex normal random variable
y with mean µ and covariance matrix Σ. We assume β ∈
[εβ ,∞), where εβ > 0 is an arbitrarily small constant which
guarantees that the likelihood function is bounded below. A
Bernoulli prior is used to promote deactivation of some of the
components:
p(z; ζ) =
Kmax∏
k=1
ζzk(1− ζ)1−zk , (4)
where ζ ∈ [0, 1/2] is the activation probability. The restriction
ζ ≤ 1/2 ensures that the prior is sparsity inducing. The coef-
ficients are assumed to be independent zero-mean Gaussian
p(α;γ) =
Kmax∏
k=1
CN(αk; 0, γk), (5)
where γk ∈ [0,∞) is the active-component variance. Sparsity-
promoting priors have previously been used for both basis
selection [25] and LSE [15]. The Bernoulli-Gaussian prior
structure that we have adopted above was first introduced in
[26] and used for LSE in [16].
Even though each αk is modelled as Gaussian in (5), the
prior specification is significantly more general than that be-
cause the variance of each component is estimated through γk.
In the numerical investigation we demonstrate that our method
works well even when the true density of each coefficient is
not Gaussian.
We finally use an independent and identically distributed
(i.i.d.) uniform prior on the entries in θ:
p(θ) =
Kmax∏
k=1
p(θk) =
Kmax∏
k=1
1 = 1. (6)
If further prior information about the frequencies is available,
it can easily be incorporated through p(θ).
1Since we can never expect to estimate more parameters than the number
of observed observations, we select Kmax =M in our implementation.
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B. Approach
By integrating the component coefficients we obtain the
marginal likelihood
p(y|z,θ;β,γ) =
∫
p(y|α, z,θ;β)p(α;γ) dα
= CN(y; 0,C) (7)
with C , βI + A(θz)ΓzAH(θz) and Γz , diag(γz).
Based on the marginal likelihood we can write the objective
L(z,ζ, β,θ,γ) , − ln p(z,θ|y;β,γ, ζ)
= − ln p(y|z,θ;β,γ)p(z; ζ)p(θ) + const.
= ln |C|+ yHC−1y
−
Kmax∑
k=1
(zk ln ζ + (1− zk) ln(1− ζ)) + const. (8)
The variables (z,θ) and model parameters (β,γ, ζ) are es-
timated by minimizing (8), i.e., we seek the maximum a-
posteriori (MAP) estimate of (z,θ) and the ML estimate of
(β,γ, ζ). Our algorithm employs a block-coordinate descent
method to find a local minimum (or saddle point) of (8).
For fixed z the first two terms in (8) are equal to the
objective function of stochastic ML [2], and our approach can
therefore be viewed as stochastic ML extended with a variable
model order.
When the above estimates have been computed, the esti-
mated model order is given by the number of active com-
ponents, i.e. Kˆ = ||zˆ||0, and the entries of θˆzˆ are the
estimated frequencies. The corresponding coefficients αzˆ can
be estimated as follows. First, write the posterior of α as
p(α|y, zˆ, θˆ; βˆ, γˆ) ∝ p(y|α, zˆ, θˆ; βˆ)p(α; γˆ)
∝ CN(αzˆ; µˆ, Σˆ)
∏
{k:zˆk=0}
CN(αk; 0, γˆk), (9)
where
µˆ , βˆ−1ΣˆAH(θˆzˆ)y (10)
Σˆ ,
(
βˆ−1AH(θˆzˆ)A(θˆzˆ) + Γˆ−1zˆ
)−1
. (11)
As expected the posterior of the coefficients corresponding to
inactive components (those for which zˆk = 0) coincides with
their prior. These are not of interest (they are inconsequential
in the model (2)) and integrating them out gives a Gaussian
posterior over αzˆ . If a point estimate of αzˆ is needed, the
MAP (which is also the LMMSE) estimate αˆzˆ = µˆ can be
used2.
C. Derivation of Update Equations
As mentioned, our algorithm is derived as a block-
coordinate descent method applied on L in (8). The estimates
are updated in the following blocks: zˆ, ζˆ, βˆ and (θˆzˆ, γˆzˆ).
Each update is guaranteed not to increase L. We note that
the frequencies and variances of inactive components (those
2Note that for computational convenience we write µˆ = γˆzˆ  q, where q
is defined by (16). See the text following (26).
for which zˆk = 0) are not updated, as L does not depend on
these variables.
1) Estimation of frequencies and coefficient variances:
Even when all remaining variables are kept fixed, it is not
tractable to find the global minimizer of L with respect to the
vector of active component frequencies θzˆ and variances γzˆ .
We therefore resort to a numerical method. Writing only the
terms of (8) which depend on θzˆ , we have
L(θzˆ,γzˆ) = ln |C|+ yHC−1y + const.,
so we need to solve (θˆzˆ, γˆzˆ) = arg min
(θzˆ,γzˆ)
L(θzˆ,γzˆ).
In [10] a similar optimization problem involving only the
frequencies is solved by Newton’s method. Directly applying
that approach in our case leads to high computational com-
plexity. Methods based on gradient descent have also been
proposed [14], but we have observed that using this approach
leads to slow converge. As we are concerned with computa-
tional speed in this paper, we instead use the limited memory
Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm [27].
This algorithm only requires evaluation of the objective func-
tion and its gradient. In the following we demonstrate how
these evaluations can be performed with low complexity. At
the same time the per-iteration of L-BFGS is linear in Kˆ,
namely O(JKˆ), where J is the number of saved updates
used in L-BFGS. In our implementation we use J = 10. We
have observed that L-BFGS converges in a small number of
iterations.
The L-BFGS algorithm requires an initial estimate of the
Hessian of L(θzˆ,γzˆ), which is subsequently updated in each
iteration of the algorithm. Every update of the activation vari-
able zˆ results in a change in the dimension of the Hessian (the
number of variables in L(θzˆ,γzˆ) changes). This means that
the implicit estimate of the Hessian in the L-BFGS algorithm
is reinitialized rather frequently in our estimation scheme. As
a result, the degree of accuracy of the initialization of the
Hessian has a significant impact on the convergence speed of
the algorithm. We therefore propose to initialize L-BFGS with
a diagonal approximation of the Hessian. As shown below,
the diagonal entries of the Hessian can be obtained with low
computational complexity.
The initial estimate of the Hessian must be positive definite.
This is only achieved when all diagonal entries are positive.
Those entries of the diagonal Hessian which are negative
are therefore replaced with the following values: For entries
corresponding to frequency variables we use (50N)2 as the
diagonal Hessian and for the entries corresponding to the
variance of the kth component we use [γˆzˆ]−2k . These heuristic
values have been determined by considering a diagonally
scaled version of the optimization problem (see [28, Sec. 1.3]).
Here follows the required first- and second-order partial
derivatives of L(θzˆ,γzˆ) evaluated at the current estimates
(θˆzˆ, γˆzˆ) (see [15] for some hints on how these are obtained):
∂L
∂[θzˆ]k
= 2[γˆzˆ]k Im{tk − q∗krk} (12)
∂L
∂[γzˆ]k
= sk − |qk|2 (13)
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∂2L
∂[θzˆ]2k
= 2[γˆzˆ]kRe
{
xk − vk + [γˆzˆ]k(t2k − xksk)
+ [γˆzˆ]k(xk|qk|2 + sk|rk|2 − 2tkrkq∗k)
+ (ukq
∗
k − |rk|2)
}
(14)
∂2L
∂[γzˆ]2k
= 2sk|qk|2 − s2k, (15)
where we have defined vectors
q , ΨH(θˆzˆ)ΦHCˆ−1y (16)
r , ΨH(θˆzˆ)DΦHCˆ−1y (17)
s , diag
(
ΨH(θˆzˆ)Φ
HCˆ−1ΦΨ(θˆzˆ)
)
(18)
t , diag
(
ΨH(θˆzˆ)DΦ
HCˆ−1ΦΨ(θˆzˆ)
)
(19)
u , ΨH(θˆzˆ)D2ΦHCˆ−1y (20)
v , diag
(
ΨH(θˆzˆ)D
2ΦHCˆ−1ΦΨ(θˆzˆ)
)
(21)
x , diag
(
ΨH(θˆzˆ)DΦ
HCˆ−1ΦDΨ(θˆzˆ)
)
. (22)
The notation diag(·) denotes a vector composed of the diagonal
entries of the (matrix) argument. The matrix Cˆ is that in (7)
evaluated at θˆzˆ , γˆzˆ and βˆ. We have defined the diagonal matrix
D , diag
(
[0, 2pi, 4pi, . . . , (N − 1)2pi]T). In Secs. III and IV
we discuss how the vectors (16)–(22) can be calculated with
low computational complexity.
2) Estimation of activation probability: With all other
variables fixed, the objective (8) is a convex function of
ζ ∈ [0, 1/2]
(
∂2L
∂ζ2 > 0
)
. The global minimizer is then found
by differentiating and setting equal to zero. Considering the
constraints on ζ, we update it as
ζˆ = min
(
1
2
,
||zˆ||0
Kmax
)
. (23)
3) Estimation of noise variance: Even when keeping all
remaining variables fixed at their current estimate, the globally
minimizing noise variance β in (8) cannot be found in closed
form. An obvious alternative approach would be to incorporate
the estimation of β into L-BFGS together with the estimation
of θzˆ and γzˆ . However, we have observed this approach to
exhibit slow convergence because the objective function can
be rather “flat” in the variable β (the gradient is small far away
from any stationary point).
In sparse Bayesian learning [25] a similar estimation prob-
lem is solved successfully via the expectation-minimization
(EM) algorithm. To use EM, we need to reintroduce α into
the estimation problem. In order to show how EM is integrated
into our coordinate-block descent method and that the update
of βˆ is guaranteed not to increase (8), it is the easiest to
directly use the upper bound associated with EM (see [29]
for a derivation of EM which takes a similar approach).
The updated estimate of β is the minimizer of an upper
bound on the objective function (8). To obtain the upper bound
we write the terms of the objective function which depend on
β, with all other variables kept fixed at their current estimates:
L(β) = − ln p(y|zˆ, θˆ;β, γˆ) + const.
= − ln
∫
f(αzˆ)
p(y,αzˆ|zˆ, θˆ;β, γˆ)
f(αzˆ)
dαzˆ + const.
≤ −
∫
f(αzˆ) ln
p(y,αzˆ|zˆ, θˆ;β, γˆ)
f(αzˆ)
dαzˆ + const.,
(24)
where f(αzˆ) ≥ 0 is a function which fulfills
∫
f(αzˆ) dαzˆ =
1. The inequality follows from Jensen’s inequality.
Following EM, we select f(αzˆ) = p(αzˆ|y, zˆ, θˆ; βˆi−1, γˆ),
where βˆi−1 denotes the previous noise variance estimate.
Denote the upper bound on the right-hand side of (24) by
Q(β; βˆi−1) and insert f(αzˆ) to get
Q(β; βˆi−1) = M lnβ + β−1 tr
(
ΣˆAH(θˆzˆ)A(θˆzˆ)
)
+ β−1||y −A(θˆzˆ)µˆ||2 + const., (25)
where we have used (9) to evaluate expectations involving αzˆ
and µˆ and Σˆ are calculated from (10)–(11) based on βˆi−1. It
is easy to show that the upper bound has a unique minimizer,
which is used as the updated estimate of the noise variance:
βˆi = max
(
εβ ,
tr
(
ΣˆAH(θˆzˆ)A(θˆzˆ)
)
+ ||y −A(θˆzˆ)µˆ||2
M
)
.
(26)
To allow low-complexity calculation of βˆi we use Woodbury’s
matrix inversion identity to show that µˆ = γˆzˆ  q and
tr
(
ΣˆAH(θˆzˆ)A(θˆzˆ)
)
=
∑Kˆ
k=1(βˆ
i−1sk[γˆzˆ]k).
The update (26) could be applied repeatedly since an
improved upper bound is used each time. Since we have not
observed any advantages by doing so, we simply perform
the update (26) once for each pass in the block-coordinate
descent algorithm. We also note that even though EM is known
to be prone to slow convergence speed, we have observed
empirically that the estimate of β converges fast, typically
within 10 iterations.
It can easily be shown that with the chosen f(αzˆ), the
inequality in (24) holds with equality at β = βˆi−1. It then
follows that the new estimate of β does not increase the
value of the objective function (see the proof of Lemma 4
in Appendix A).
4) Deactivation of Components: We now describe the ac-
tivation and deactivation of components, which is performed
by the single most likely replacement (SMLR) detector [26].
SMLR has previously been demonstrated to perform well for
LSE [14]–[16], [23].
First we write the terms of (8) which depend on the variables
pertaining to the kth component and fix all other variables at
their current estimate. Based on Woodbury’s matrix inversion
identity and the determinant lemma we get (see [24] for
details)
L(zk, θk, γk) = zk
(
− |q∼k(θk)|
2
γ−1k + s∼k(θk)
+ ln
(
(1 + γks∼k(θk))
1− ζˆ
ζˆ
))
+ const., (27)
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with
q∼k(θk) , ψH(θk)ΦHCˆ−1∼ky (28)
s∼k(θk) , ψH(θk)ΦHCˆ−1∼kΦψ(θk),
where Cˆ∼k , βˆI+A(θˆzˆ∼k)Γˆzˆ∼kAH(θˆzˆ∼k) and zˆ∼k is equal
to zˆ with the kth entry forced to zero. The matrix Cˆ∼k is thus
the marginal covariance matrix of the observation vector with
the kth component deactivated.
To evaluate if an active component should be deactivated,
we test if the objective L is increased by doing so, i.e., we
test if L(zk = 0, θˆk, γˆk) < L(zk = 1, θˆk, γˆk). This gives the
deactivation criterion for the kth component:
|q∼k(θˆk)|2
γˆ−1k + s∼k(θˆk)
− ln
(
1 + γˆks∼k(θˆk)
)
< ln
(
1− ζˆ
ζˆ
)
. (29)
This criterion is evaluated for currently active components,
i.e., for k which has corresponding zˆk = 1.
For computational convenience we note that we can obtain
q∼k(θˆk) and s∼k(θˆk) from q and s with low complexity. First,
write Cˆ∼k = Cˆ− γˆkΦψ(θˆk)ψH(θˆk)ΦH and use Woodbury’s
identity to obtain
q∼k(θˆk) =
qi
1− γˆksi
s∼k(θˆk) =
si
1− γˆksi ,
where qi and si are the ith entries of (16) and (18) with i
denoting the index for which [θˆzˆ]i = θˆk.
5) Component Activation: We now describe a method to
decide if a deactivated component should be activated. This
also involves estimating the frequency and variance of this
component, because no meaningful such estimates are avail-
able before the component is activated. Any of the deactivated
components are equally good candidates for activation. In the
following k refers to an arbitrary value for which zˆk = 0. If
no such k exists all components are already activated and the
activation step is not carried out.
Our method is again based on the expression (27). Inspired
by [16], let γ¯ denote the average of the entries in γˆzˆ . Define
the change in the objective obtained from setting zˆk = 1,
θˆk = θk, γˆk = γ¯:
∆L(θk) = L(1, θk, γ¯)− L(0, θk, γ¯) (30)
= ln
(
(1 + γ¯s∼k(θk))
1− ζˆ
ζˆ
)
− |q∼k(θk)|
2
γ¯−1 + s∼k(θk)
Note that the last term in (30) does not depend on θk or γ¯.
Then the frequency is found by maximizing the decrease in
the objective, i.e.,
θˆk = arg min
θk∈G
∆L(θk), (31)
where G is a grid of L equispaced values, i.e., G ,
{0, 1/L, . . . , 1 − 1/L}. The restriction of the estimated fre-
quencies to a grid does not mean that the final frequency
estimates lie on a grid, because they are refined to be in [0, 1)
in subsequent updates of the frequency vector. For this reason,
the choice of L does not have any impact on the estimation
accuracy, provided that it is sufficiently large.3 In Sec. III and
IV we show how q∼k(θk) and s∼k(θk) can be evaluated with
low complexity for all θk ∈ G, such that the minimization can
be performed by means of an exhaustive search over G.
The activation procedure continues only if a decrease in the
objective can be obtained by activating a component at θˆk,
i.e., if ∆L(θˆk) < −εL. The inclusion of the constant εL > 0
is purely technical, as it simplifies our convergence analysis.
It can be chosen arbitrarily small and we select it as machine
precision in our implementation.
After estimating the frequency, the component variance is
selected as γˆk = arg min
γk
∆L(1, θˆk, γk). Using an approach
similar to [24], this minimizer can be shown to be
γˆk =
{ |q∼k(θk)|2−s∼k(θk)
s2∼k(θk)
if |q∼k(θk)|
2
s∼k(θk)
> 1,
0 otherwise.
(32)
The component is only activated if4 γˆk > 0.
It is instructive to explore the activation criterion ∆L(θˆk) <
−εL in detail. Since εL is machine precision, we ignore
it (εL = 0) for simplicity. The activation criterion can be
rewritten to the form
|q∼k(θˆk)|2
s∼k(θˆk)
>
(
1 +
1
γ¯s∼k(θˆk)
)
ln
((
1 + γ¯s∼k(θˆk)
) 1− ζˆ
ζˆ
)
.
(33)
Denote the left-hand side of (33) as κk. This quantity can be
interpreted as the signal-to-noise ratio of the kth component
[30], [31]. If the sparse Bayesian learning (SBL) model is
used for sparsity promotion, an activation criterion of the from
κk > 1 is obtained [30], [31]. Algorithms using the activation
criterion κk > 1 are known to be prone to the activation
of “artefact” components with very small γˆk and αˆk at what
seems to be arbitrary frequencies θˆk. The right-hand side of
(33) is always larger than one and this helps reduce the number
of artefacts which are activated, as demonstrated in [16]. This
favorable phenomenon is caused by the use of the average γ¯
in the definition of ∆L(θk) (as opposed to inserting γˆk from
(32), which resembles the SBL approach).
Even still, we have observed the activation of a few artefact
components in our numerical investigations. We therefore
follow the same idea as [30], [31] and heuristically adjust the
criterion (33) to obtain
|q∼k(θk)|2
s∼k(θk)
>
(
1 +
1
γ¯s∼k(θk)
)
ln
(
(1 + γ¯s∼k(θk))
1− ζˆ
ζˆ
)
+ τ,
(34)
where τ ≥ 0 is some adjustment of the threshold. Specifically
we select τ = 5, cf. the numerical study in Sec. VI-B. Our
numerical experiments show that this simple approach is very
effective at avoiding the inclusion of small spurious compo-
nents. Since the heuristic criterion (34) is stricter than the
3 A numerical investigation (not reported here) shows that the algorithm is
invariant to the choice of L, provided that L ≥ 2N . In our implementation
we use L equal to 8N rounded to the nearest power of 2.
4When γˆk = 0 the kth component is effectively deactivated because the
corresponding coefficient αk has a zero-mean prior with zero variance, see
(5). The effective deactivation is also seen in the definition of C in (7) and
it further manifests itself as µˆk = 0 in (10).
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criterion ∆L(θˆk) < −εL, it is guaranteed that the activation
of a component decreases the objective function.
D. Outline of the Algorithm and Implementation Details
The algorithm proceeds by repeating the following steps
until convergence:
1) Check if any components can be activated via the
procedure described in Sec. II-C5.
2) Re-estimate the activation probability ζ via (23).
3) Re-estimate the noise variance via (26).
4) Repeat:
4a) Perform a single L-BFGS update of the estimated
vectors of active component frequencies θzˆ and
variances γzˆ , as described in Sec. II-C1.
4b) Check if any components can be deactivated via
(29).
The algorithm terminates when the change in the objective (8)
between two consecutive iterations is less than M10−7.
In step 1) and 4b) the check for component (de)activation is
repeated until no more components can be (de)activated. The
updates in step 4) are iterated until either the approximated
squared Newton decrement of the L-BFGS method is below
M10−8 or at most 5 times.
The observant reader will have noticed that the minimization
over (θzˆ,γzˆ) must be constrained to γk ≥ 0 for all k. It turns
out that this constraint can be handled in a simple manner:
Notice that the deactivation criterion (29) is always fulfilled for
γˆk sufficiently small. The constraint is therefore never active
at the solution. We therefore simply need to restrict the line-
search performed in L-BFGS such that the no entry in γˆzˆ ever
becomes negative. If any γˆk approaches (or becomes equal
to) zero, it is deactivated in step 4b). Note that this approach
resembles that of L-BFGS for box constraints [32], except that
the deactivation of variables for which the constraint is active
happens automatically in our algorithm.
The algorithm is initialized with all components in the
deactivated stage (i.e. zˆ = 0). The initial values of the entries
in θˆ and γˆ do not matter, since they are assigned when their
corresponding component is activated (see Sec. II-C5). The
noise variance is initialized to βˆ = 0.01||y||2/M (1 % of the
energy in y is assumed to be noise). The activation probability
is initialized to ζˆ = 0.2.
In Appendix A we discuss in detail the convergence prop-
erties of our algorithm. The findings are summarized here. We
show that our algorithm terminates in finite time and that the
estimates of z, ζ and β are guaranteed to converge. We denote
the limit points as z¯, ζ¯ and β¯. When these estimates have
converged, our algorithm reduces to a pure L-BFGS scheme
which estimates (θz¯,γz¯). Due to the non-convexity of the
objective function, we cannot guarantee convergence of L-
BFGS (see [33]). Despite of this, we have never observed non-
convergence of our algorithm. In our experiments it always
converged to a local minimum of the objective function. We
therefore rely on the vast amount of experimental validation
of the convergence of L-BFGS and assume convergence to a
stationary point. In particular, we have the following theorem.
Theorem 1: Assume that L-BFGS in step 4a) converges to
a stationary point of (θz¯,γz¯) 7→ L(z¯, ζ¯, β¯,θz¯,γz¯). Then the
sequence of estimates obtained by our algorithm converges.
Further, the limit point is a stationary point of (ζ, β,θ,γ) 7→
L(z¯, ζ, β,θ,γ), in the sense that the Karush-Kuhn-Tucker
necessary conditions for a minimum are fulfilled.
Proof: See Appendix A.
E. Initial Activation of Components
When the number of sinusoids K in the observed signal (1)
is high, the algorithm spends significant computational effort
activating components (step 1). This is because each time a
component is activated, the values q∼k(θk) and s∼k(θk) must
be evaluated for all θk ∈ G to calculate (31). To alleviate
the computational effort of building the initial set of active
components, we propose to let the first few iterations use an
approximate scheme for activating components in place of step
1). The approximate activation scheme proceeds as follows:
1) Calculate q∼k(θ) and s∼k(θ) for all θ ∈ G, where k is
the index of a deactivated component.
2) Evaluate ∆L(θ) (30) for all θ ∈ G.
3) Find the local minimizers of ∆L(θ), i.e., find the values
of θ for which ∆L(θ) ≤ ∆L(θ′) with θ′ being any of the
two neighbouring grid-points of θ. The local minimizers
are candidate frequencies.
4) Activate a component at those candidate frequencies for
which the following criteria are fulfilled:
• The component activation criterion (33) is fulfilled.
• The component variance (32) is non-zero.
• The decrease in the objective obeys ∆L(θ) ≤
∆Lmin/5, where ∆Lmin is the largest decrease
obtained from activating a component at another
candidate frequency (in the current iteration).
• All other currently active components have fre-
quency estimates located at least5 0.05N−1 apart
from the candidate frequency.
The above method is a heuristic scheme, which quickly builds
a set of activated components. Typically this set is close to the
final result and only a few (in our setup less than 15 in most
cases) iterations are need before convergence.
III. SUPERFAST METHOD (COMPLETE OBSERVATIONS)
The algorithm presented above has rather large computa-
tional complexity, in particular due to the inversion of C
and the calculation of q∼k(θ) s∼k(θ) for all θ ∈ G. In this
section we discuss how all updates of the algorithm can be
evaluated with low computational complexity by exploiting
the inherent structure of the problem. In particular we discuss
how to evaluate ln |C|, yHC−1y, q, r, s, t, u, v, x and
q∼k(θ), s∼k(θ) for all θ ∈ G.
The method presented here is only applicable when the
complete observation vector is available, i.e., when Φ = I,
M = N and A(θ) = Ψ(θ). In this case the observation
vector y is a wide-sense stationary process and its covariance
5For the distance measure we use the wrap-around distance on [0, 1) defined
as d(x, y) , min(|x− y|, 1− |x− y|) for x, y ∈ [0, 1).
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matrix C is Hermitian Toeplitz. Low-complexity algorithms
for inverting such matrices are available in the literature. We
also rely on fast Fourier transform (FFT) techniques.
Our approach is based on the Gohberg-Semencul formula
[17], [20], which states that the inverse of the Hermitian
Toeplitz matrix C can be decomposed as
C−1 = δ−1N−1
(
TH1 T1 −T0TH0
)
, (35)
where the entries of T0 and T1 are
[T0]i,k = ρi−k−1,
[T1]i,k = ρN−1+i−k
for i, k = 1, . . . , N . Note that ρi = 0 for i < 0 and
i > N − 1; thus T0 is strictly lower triangular and T1
is unit upper triangular (ρN−1 = 1). The values δi and ρi
for i = 0, . . . , N − 1 can be computed with a generalized
Schur algorithm in time O(N log2N) [17]. Alternatively,
the Levinson-Durbin algorithm can also be used to obtain
the decomposition in time O(N2). The latter algorithm is
significantly simpler to implement and is faster for small N .
In [18] it is concluded that the Levinson-Durbin algorithm
requires fewer total operations than the generalized Schur
algorithm for N ≤ 256.
A. Evaluating yHC−1y and ln |C|
To calculate the value of the objective function (8) we need
to find yHC−1y and ln |C|. Inspecting (35) it is clear that
matrix-vector products involving T0 and T1 are convolutions.
These can be implemented using FFT techniques. The product
yHC−1y can thus be calculated in O(N logN) time when
{ρi} and δN−1 are known.
The matrix C is Hermitian positive definite and can there-
fore be factorized uniquely as
C = LBLH, (36)
with L being unit lower triangular. The diagonal matrix B is
computed with the generalized Schur algorithm. Its diagonal
entries are given by δi for i = 0, . . . , N − 1 [17]. Since the
determinant of a triangular matrix is the product of its diagonal
entries, we have
ln |C| =
N−1∑
i=0
ln δi. (37)
It follows that once the generalized Schur algorithm has been
executed, the objective function (8) can easily be found.
B. Evaluating q, r and u
Note that C−1y can be evaluated with FFT techniques
using (35). We recognize that matrix-vector products involving
ΨH(θˆzˆ) are Fourier transforms evaluated off the equispaced
grid. Such products are approximated to a very high preci-
sion in time O(N logN) using the non-uniform fast Fourier
transform6 (NUFFT) [21], [22]. Then q, r and u are easily
found in time O(N logN) (assuming the decomposition (35)
has already been calculated).
C. Evaluating s, t, v and x
Turning our attention to s, we follow [19] and note that
(recall that we assume Φ = I)
sk = [Ψ
H(θˆzˆ)C
−1Ψ(θˆzˆ)]k,k
=
N−1∑
i=−(N−1)
ωs(i) exp
(
j2pii[θˆzˆ]k
)
(38)
for k = 1, . . . , Kˆ where Kˆ is the number of entries in θˆzˆ .
The function ωs(i) gives the sum over the ith diagonal, i.e.,
ωs(i) =
min(N−1−i,N−1)∑
q=max(0,−i)
[C−1]q+1,q+i+1. (39)
It is obvious that (38) can be calculated for all k = 1, . . . , Kˆ
via a NUFFT when the values ωs(i) are available.
To evaluate t, v and x we follow a similar approach and
note that the entries of these vectors can be written as (38)
with ωs(i) replaced by
ωt(i) =
min(N−1−i,N−1)∑
q=max(0,−i)
[DC−1]q+1,q+i+1 (40)
ωv(i) =
min(N−1−i,N−1)∑
q=max(0,−i)
[D2C−1]q+1,q+i+1 (41)
ωx(i) =
min(N−1−i,N−1)∑
q=max(0,−i)
[DC−1D]q+1,q+i+1, (42)
respectively. In Appendix B we demonstrate how {ωs(i)},
{ωt(i)}, {ωv(i)} and {ωx(i)} can be obtained through length-
2N FFTs using the decomposition (35).
D. Evaluating q∼k(θ) and s∼k(θ) for all θ ∈ G
To calculate the frequency of the component processed in
the activation stage, q∼k(θ) and s∼k(θ) must be evaluated for
all θ ∈ G, where G is a grid of L equispaced points. Defining
the vector of gridded frequencies θG , [0, 1/L, . . . , (L −
1)/L]T, we need to find
qG , ΨH(θG)C−1y,
sG , diag
(
ΨH(θG)C−1Ψ(θG)
)
.
We have used the fact that in the beginning of the activation
step the kth component is deactivated and thus C∼k = C.
6The NUFFT calculates the Fourier transform at arbitrary points (not
lying on an equispaced grid) by interpolation combined with an FFT. It
is an approximation, which can be made arbitrarily accurate by including
more points in the interpolation. The NUFFT achieves a time complexity of
O(N logN+K), where K is the number of off-the-grid frequency points at
which it is evaluated. For K ≤ N this complexity is equal to that of the FFT,
but the constant hidden in the big-O notation is much higher for the NUFFT.
We have found that for N ≥ 512 significant speedups can be achieved by
using the NUFFT over a direct computation of A(θˆzˆ) and evaluation of the
matrix-vector products involving this matrix. In particular the speedup arises
from the fact that A(θˆzˆ) no longer needs to be formed.
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Since G is an equispaced grid, products with ΨH(θG) can
be evaluated as a length-L FFT. The vector qG is therefore
easy to find. Rewriting sG in the form (38), it is seen
that sG can also be evaluated as a length-L FFT. These
computations have time-complexity O(L logL) (assuming the
decomposition (35) has already been calculated).
E. Algorithm Complexity
In summary, the time complexity of each iteration in the
algorithm described in Sec. II is dominated by either the
calculation of {ρi} and δN−1 with the generalized Schur
algorithm or the calculation of qG and sG (we assume Kˆ ≤
M = N ≤ L). With our choice L = 8N we have complexity
per iteration of O(N log2N).
Also note that all computations involving Ψ(θˆzˆ) are per-
formed using the NUFFT. This matrix therefore does not need
to be stored, so our algorithm only uses a modest amount of
memory.
IV. SEMIFAST METHOD (INCOMPLETE OBSERVATIONS)
The method presented in Sec. III is not applicable when an
incomplete observation vector is available, i.e., when Φ 6= I.
In the following we introduce a computational method, which
can be used when Φ is a subsampling and scaling matrix,
i.e., when Φ ∈ CM×N consists of M rows of a diagonal
matrix.7 With this method we can still obtain an algorithm with
reasonable computational complexity per iteration, assuming
that Kˆ is relatively small (a Kˆ × Kˆ matrix must be inverted).
We coin this algorithm as semifast. For small Kˆ the semifast
algorithm is faster than the superfast algorithm of Sec. III and
it may therefore be beneficial to even use it in the complete
data case.
The semifast method is based on the following decomposi-
tion of C−1, obtained using Woodbury’s matrix identity:
C−1 = βˆ−1I− βˆ−2A(θˆzˆ)ΣˆAH(θˆzˆ) (43)
with Σˆ given by (11). We can evaluate Σˆ−1 by noting that[
AH(θˆzˆ)A(θˆzˆ)
]
i,k
=
[
ΨH(θˆzˆ)Φ
HΦΨ(θˆzˆ)
]
i,k
=
M∑
m=1
|Φm,IM(m)|2 exp
(
j2pi(IM(m)− 1)(θˆk − θˆi)
)
,
(44)
which can be evaluated with a NUFFT in time O(N logN +
Kˆ2). Forming Σˆ−1 is then easy and an inversion8 in time
O(Kˆ3) is needed to obtain Σˆ. The approach thus hinges on
Kˆ being sufficiently small, such that the inverse (really, the
Cholesky decomposition) can be calculated in reasonable time.
7Let M ⊆ {1, . . . , N} denote the index set of the observed entries and
IM : {1, . . . ,M} →M be an indexing. Then Φm,IM(m), m = 1, . . . ,M ,
are the only nonzero elements of Φ.
8As is customary in numerical linear algebra, we would recommend not
to explicitly evaluate the inverse, but instead use the numerically stabler and
faster approach of calculating the Cholesky decomposition Σˆ−1 = LLH (a
unique Cholesky decomposition exists because Σˆ−1 is Hermitian positive
definite). We need to evaluate matrix-vector products involving Σˆ which are
easily evaluated from the decomposition by forward-backward substitution.
We can also calculate |Σˆ−1| directly from the Cholesky decomposition.
A. Evaluating yHC−1y, ln |C|, q, r and u
Notice that matrix-vector products involving Ψ(θˆzˆ) and
ΨH(θˆzˆ) can be evaluated using a NUFFT. It then immediately
follows that the values yHC−1y, q, r and u can be evaluated
using (43) with complexity O(Kˆ2 +N logN).
To evaluate the objective function (8) we need to calculate
ln |C|. By invoking the matrix determinant lemma we get
ln |C| = M ln βˆ +
∑
{k:zˆk=1}
ln γˆk + ln |Σ−1|, (45)
which can be evaluated in time O(Kˆ) once the Cholesky
decomposition of Σ−1 is known.
B. Evaluating s, t, v and x
As an example, we demonstrate how to evaluate t. We
note that s, v and x can easily be obtained using the same
approach. First, insert (43) into (19) to get
t = βˆ−1 diag
(
ΨH(θˆzˆ)DΦ
HA(θˆzˆ)
)
− βˆ−2 diag
(
ΨH(θˆzˆ)DΦ
HA(θˆzˆ)ΣˆA
H(θˆzˆ)A(θˆzˆ)
)
.
Using the same methodology as for computing Σˆ−1, the Kˆ×
Kˆ matrices AH(θˆzˆ)A(θˆzˆ) and ΨH(θˆzˆ)DΦHA(θˆzˆ) can be
obtained in time O(N logN+Kˆ2). Then, t is found by direct
evaluation in time O(Kˆ3).
C. Evaluating q∼k(θ) and s∼k(θ) for all θ ∈ G
To calculate the frequency of the component processed in
the activation stage we must evaluate q∼k(θ) and s∼k(θ) for
all θ ∈ G, where G is a grid of L equispaced points. Using
the fact that in the beginning of the activation step the kth
component is deactivated and thus C∼k = C, we obtain the
required quantities by inserting (43) into (16) and (18):
qG = βˆ−1AH(θG)
(
y −A(θˆzˆ)µˆ
)
sG = βˆ−1 diag
(
AH(θG)A(θG)
)
− βˆ−2 diag
(
AH(θG)A(θˆzˆ)ΣˆAH(θˆzˆ)A(θG)
)
.
It is clear that qG can easily be found using FFT techniques.
To obtain sG we first note that the first term is a vector with
all entries equal to βˆ−1
∑M
m=1 |Φm,IM(m)|2. The second term
is found by using a NUFFT (see (44)) to form AH(θˆzˆ)A(θG).
Then by using the Cholesky decomposition of Σˆ−1 the second
term can be calculated in time O(LKˆ2).
D. Algorithm Complexity
The above computation is dominated by either the calcu-
lation of sG or the length-L FFT involved in calculating qG .
Again with L = 8N we have overall complexity per iteration
O(NKˆ2 +N logN).
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V. MULTIPLE MEASUREMENT VECTORS
The algorithm presented in Sec. II assumes a single mea-
surement vector (SMV). We now discuss an extension to
the case of multiple measurement vectors (MMV) [34]. This
case is of particular importance in array processing where the
number of observation points M is determined by the number
of antennas in the array.9 Typically M is small, which thus
limits estimation accuracy. On the other hand it is often easy
to obtain multiple observation vectors across which the entries
in θ˜ (the true directions of arrivals) are practically unchanged.
The MMV signal model reads
y(g) = A(θ˜)α˜(g) +w(g), (46)
where g = 1, . . . , G indexes the observation vectors.
To extend our SMV algorithm to the MMV case we again
impose an estimation model of the form (2) that contains Kmax
components which can be (de)activated based on variables zk,
k = 1, . . . ,Kmax. The likelihood for each of the G observation
vectors then reads
p(y(g)|α(g), z,θ;β) = CN(y(g); A(θz)α(g)z , βI). (47)
We impose the same prior as used in the SMV case (5) on
each α(g):
p(α(g);γ) =
Kmax∏
k=1
CN(α
(g)
k ; 0, γk). (48)
The vectors z and θ are assigned the same priors as in the
SMV case, i.e., as given by (4) and (6). Similarly to the SMV
case, the MMV model has parameters γ, β and ζ.
The objective to be minimized is the marginal likelihood,
which for the MMV model reads
LMMV , − ln
G∏
g=1
p(y(g)|z,θ;β,γ)p(z; ζ)p(θ) + const.,
=
G∑
g=1
[
ln |C|+
(
y(g)
)H
C−1y(g)
]
−
Kmax∑
k=1
(zk ln ζ + (1− zk) ln(1− ζ)) + const.,
where p(y(g)|z,θ;β,γ) = CN(y(g); 0,C) with C as in (7).
The posterior probabilities of the coefficient vectors α(g), g =
1, . . . , G, are given by (9) with y and α replaced by y(g) and
α(g).
The procedure to estimate the variables θ, z, γ, β and ζ
follows straightforwardly from the method used in the SMV
case. Here we provide a brief discussion of the derivation of
the update equations; refer to Sec. II for details.
To estimate θ and γ the first- and second-order derivatives
of LMMV are needed. Denote the derivative (12) with y
replaced by y(g) as ∂L
(g)
∂[θzˆ]k
. Then we have
∂LMMV
∂[θzˆ]k
=
G∑
g=1
∂L(g)
∂[θzˆ]k
.
9It is worth noting that in array processing the complete data case
corresponds to the very common situation of using a uniform linear array.
A similar result follows for the second-order derivative and
the derivatives with respect to γzˆ .
The estimate of ζ is unchanged from the SMV case (23).
To estimate the noise variance β, we write an upper bound
of the same form as (25) and find its minimizer to be
βˆ = max
(
εβ ,M
−1 tr
(
ΣˆAH(θˆzˆ)A(θˆzˆ)
)
+ (GM)−1
G∑
g=1
||y(g) −A(θˆzˆ)µˆ(g)||2
)
,
where µˆ(g) is given by (10) with y replaced by y(g).
To write the activation and deactivation criteria for the
MMV model we rewrite the objective in terms of the param-
eters of a single component, analogously to (27):
LMMV(zk, θk, γk) = zk
(
G ln
(
1 + γks∼k(θk)
)
−
G∑
g=1
|q(g)∼k(θk)|2
γ−1k + s∼k(θk)
+ ln
(
1− ζˆ
ζˆ
))
+ const., (49)
where q(g)∼k(θk) is given by (28) with y replaced by y
(g). We
omit the details of the activation and deactivation stages, as
they follow straightforwardly from (49) and the description in
Secs. II-C4 and II-C5.
The insightful reader may have noticed that the calculations
required for MMV are very similar to those required for SVM.
In particular, the matrix Cˆ is unchanged and the methods for
calculating matrix-vector products involving Cˆ−1 presented in
Secs. III and IV can be utilized. All expressions involving
y (i.e., q, r, u, qG and yCˆ−1y) must be calculated for
each observation vector y(g). This means that in the case of
complete observations, the generalized Schur algorithm can be
used so that the MMV algorithm has per-iteration complexity
O(N log2N +GN logN). With incomplete observations the
semifast method can be used with per-iteration complexity
O(NKˆ2 +GN logN).
VI. EXPERIMENTS
A. Setup, Algorithms & Metrics
In our experiments we use the signal model (1). In the
following the wrap-around distance on [0, 1) is used for all
differences of frequencies (see Footnote 5). Unless otherwise
noted, the true frequencies are drawn randomly, such that the
minimum separation between any two frequencies is 2/N .
Specifically, the frequencies are generated sequentially for
k = 1, . . . ,K with the kth frequency, θ˜k, drawn from a
uniform distribution on the set {θ ∈ [0, 1) : d(θ, θ˜l) >
2/N for all l < k}.
The true coefficients in α˜ are generated i.i.d. random, with
each entry drawn as follows. First a circularly-symmetric
complex normal random variable ak with standard deviation
0.8 is drawn. The coefficient is then found as α˜k = ak +
0.2 ej arg(ak). The resulting random variable has the property
|α˜k| ≥ 0.2, i.e., all components have significant magnitude.
We use this specification to ensure that all components can
be distinguished from noise. After generating the set of K
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frequencies and coefficients, the noise variance β is selected
such that the desired signal-to-noise ratio (SNR) is obtained,
with SNR , ||ΦΨ(θ˜)α˜||2/(Mβ).
We compare the superfast LSE algorithm10 with the fol-
lowing reference algorithms: variational Bayesian line spectral
estimation (VALSE) [16]; atomic soft thresholding11 (AST)
[12]; gridless SPICE12 (GLS) [35]; ESPRIT [6], [8]; and a
gridded solution obtained with the least absolute shrinkage
and selection operator (LASSO) solved using SpaRSA13 [36].
The solution to the primal problem of AST [12] directly
provides an estimate of the signal vector h = Ψ(θ˜)α˜. This
solution is known to be biased towards the all-zero solution
(as is also the case with the classical LASSO solution). A
so-called debiased solution can be obtained by recovering the
frequencies from the AST dual and estimating the coefficients
α˜ via least-squares. As in [12], we report here the debiased
solution. If the frequencies are separated by at least 2/N , the
AST algorithm is known to exactly recover the frequencies
in the noise-free case [11]–[13]. In the noisy case no such
recovery guarantee exists, but a bound on the estimation error
of the signal vector h is known [12], [13]. Unfortunately this
error bound does not apply to the debiased solution we report
herein.
We use the variant of GLS [35] which uses SORTE [9]
for model order estimation and MUSIC [7] for frequency
estimation.
ESPRIT requires an estimate of the signal covariance matrix
and of the model order. The former is obtained as the averaged
sample covariance matrix computed from the signal vector
split into N/3 signal vectors of length 2N/N using forward-
backward smoothing. The model order is estimated with
SORTE [9].
The LASSO solution is obtained using a grid of size 8N .
We have observed that no improvement in performance is
achieved with a finer grid. The regularization parameter of
LASSO is selected as proposed in [12] with knowledge of the
true noise variance. We use the debiased solution returned by
the SpaRSA solver.
In the evaluation of the signal reconstruction we have also
included an oracle estimator (denoted Oracle) which obtains
a least squares solution for α˜ with known θ˜.
Three performance metrics are used: normalized mean-
squared error (NMSE) of the reconstructed signal, block
success rate (BSR) and component success rate (CSR). The
NMSE is defined as
NMSE , ||Ψ(τˆ )αˆ−Ψ(τ˜ )α˜||
2
||Ψ(τ˜ )α˜||2 .
The BSR is the proportion of Monte Carlo trials in which
the frequency vector θ˜ is successfully recovered. Successful
recovery is understood as correct estimation of the model order
K and that ||d(θ˜, θˆ)||∞ < 0.5/N . The association of the
entries in θˆ to those in θ˜ is obtained by using the Hungarian
10We have published our code at github.com/thomaslundgaard/superfast-lse.
It is based on our own implementation of the generalized Schur algorithm and
the NUFFT available at cims.nyu.edu/cmcl/nufft/nufft.html.
11The code is available online at github.com/badrinarayan/astlinespec.
12The code has kindly been provided by the authors.
13The code is available online at lx.it.pt/∼mtf/SpaRSA.
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Fig. 1. Histograms of δ values for different signal-to-noise ratios. Cases where
δ > 0 correspond to cases where an artefact component is activated if the
criterion (33) is used.
method [37] (also known as Munkres assigment algorithm)
minimizing ||d(θ˜, θˆ)||22.
The BSR can be misleading, since a trial is considered to
be unsuccessful if just a single component is misestimated;
for example if a component is represented in the estimate
by two components with very close frequencies. We therefore
introduce the CSR, defined as follows:
CSR ,
∑Kˆ
k=1 S(θˆk, θ˜) +
∑K
k=1 S(θ˜k, θˆ)
Kˆ +K
with the success function S(x,a) , 1[min
k
d(x, ak) <
0.5/N ], where 1[·] denotes the indicator function. The reported
CSR is averaged over a number of Monte Carlo trials. The
CSR takes values in [0, 1]. A CSR of 1 is achieved if, and
only if, all estimated components are in the vicinity of one
or more true components and all true components are in the
vicinity of one or more estimated components.
B. Choosing the Activation Threshold
To determine a sensible value for the activation threshold τ
in (34), the following experiment is conducted. We consider
the complete data case with N = M = 128 and the number of
components is fixed at K = 35, as there is a larger tendency to
activate artefact components for relatively large K/N . The al-
gorithm is provided with the knowledge of Kmax = 35 and the
activation probability is fixed at ζˆ = 35/128. The algorithm is
run with the activation criterion (33). In this way, the algorithm
in most cases successfully estimates the frequencies without
any artefacts. After the algorithm has terminated, we test if
θ˜ was successfully recovered (as defined above). If so, Kmax
is increased and the procedure for activating a component in
Sec. II-C5 is run and the difference between the left-hand and
right-hand sides of (33) is saved. We refer to this difference
as δ and the criterion (33) can be expressed as δ > 0. In Fig.
1 we show histograms of the value δ obtained from 5, 000
successful recoveries at three different SNR values At each
SNR, the experiment is repeated until the required number
of successful recoveries are obtained; trials without successful
recovery are discarded. Cases where δ > 0 thus correspond
to cases where an artefact would be activated using criterion
(33).
The heuristic criterion (34) corresponds to δ > τ . From
Fig. 1 it is clearly seen that threshold τ = 5 is a sensible
value, which precludes almost all artefact components from
being activated. It is seen that this threshold works well for a
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large range of SNR values. We have not investigated whether
τ = 5 is so large that desired components are precluded
from activation. The results in the following investigations
are all obtained with τ = 5 and the good performance of
our algorithm across this wide selection of scenarios indicates
that the selected τ is not too large.
C. Estimation with Complete Data
In Fig. 2 we show performance results versus SNR. We
first notice that Superfast LSE is on par with or outperforms
all other algorithms in the three metrics shown here for all
SNR values. In the low SNR region no algorithm can reliably
recover the correct model order and the frequencies. In the
plots of the CSR and NMSE, we see that Superfast LSE,
VALSE and AST generally achieve the best approximation of
the true frequencies. There is a small performance gap in terms
of NMSE between Oracle and all other evaluated algorithms
due to the uncertainty in frequency estimation (Oracle knows
the true frequencies).
ESPRIT and GLS are observed to have the weakest perfor-
mance at low SNR, especially in terms of CSR and NMSE.
Both algorithms use SORTE to estimate the model order
from the eigenvalues of the signal covariance. At low SNR
it is hard to distinguish the signal eigenvalues from the
noise eigenvalues, leading to the observed deterioration in
performance.
At medium to high SNR, BSR of AST is about 0.75. The
algorithm tends to slightly overestimate the model order (not
shown here). We hypothesise that such systematic overestima-
tion of the model order can be avoided by adjusting the regu-
larization parameter used in AST. Doing so would, however,
mean that AST would perform worse in other scenarios. This
is exactly the weakness of methods involving regularization
parameters.
Finally note that LASSO is never able to successfully
estimate the model order, due to the use of a grid. In particular
each true frequency component is estimated by a few non-
zero entries at neighbouring gridpoints. It is visible in the
CSR that LASSO indeed estimates frequencies which lie in
the vicinity of the true frequencies. In some applications,
e.g. channel estimation in wireless communications, it is the
reconstructed signal and not the frequencies themself which
are of interest. In this case LASSO may be preferable because
of its simplicity. Due to the grid approximation, LASSO
performs a little worse than the best gridless algorithms in
terms of NMSE.
D. Super Resolution
The ability to separate components beyond the Rayleigh
limit of 1/N is known as super resolution. The results in
Fig. 3 illustrate the super resolution ability of the algorithms.
In this experiment we generate 5 pairs of frequencies with
varying distance between the two frequencies in each pair.
The pairs are well separated (at least 2/N separation between
frequencies which are not in the same pair).
The NMSE performance of Superfast LSE, VALSE and
LASSO is only slightly worse at low separation when com-
pared to the performance at large separation. It is evident that
the model order and the frequencies cannot be recovered in
every case (BSR below 1) when the separation is less than
1/N . Since the CSR is close to 1 and the NMSE is close to
that of Oracle, these three algorithms handle closely located
components well, in the sense that a good approximation of
the frequencies is obtained.
AST, GLS and ESPRIT give a CSR below 1 and a rather
large NMSE when the separation is small. This is despite the
fact that GLS and ESPRIT do not show a significantly worse
BSR compared to Superfast LSE. We have observed that this is
because these algorithms significantly underestimate the model
order in some cases, resulting in a large contribution to NMSE.
ESPRIT shows worse super resolution ability than Superfast
LSE, VALSE and GLS (lower BSR for separation below
0.7/N ). This is because a covariance matrix of size 2N/3
is formed, thus reducing the effective signal length.
E. Estimation with Incomplete Data
Fig. 4 reports the performance in the incomplete data
case. The measurement matrix Φ is generated by randomly
selecting M rows of the N × N identity matrix. The set
of observation indices is chosen to include the first and last
indices, while the remaining M − 2 indices are obtained by
uniform random sampling without replacement. Only a subset
of the algorithms are applicable in this case. Our proposed
algorithm is implemented using the techniques described in
Sec. IV. We refer to it as Semifast LSE.
Semifast LSE and VALSE largely show the same perfor-
mance, while GLS has a slightly higher NMSE for M/N ≤
0.5. The higher NMSE is caused by a few outliers (less
than 1% of the Monte Carlo trials) where GLS significantly
underestimates the model order. LASSO is again observed
to have reasonable NMSE and CSR while being unable to
correctly estimate the set of frequencies (i.e., BSR= 0).
F. Phase Transitions
Inspired by the concept of phase transitions in compressed
sensing, we perform an experiment which shows a similar phe-
nomenon for LSE. In particular we demonstrate that for each
algorithm there is a region in the space of system parameters
where it can almost perfectly recover the frequencies and a
region where it cannot, with a fairly sharp transition between
the two. The results, in terms of BSR, are seen in Fig. 5.
We first note that AST has rather poor performance, which
is consistent with the observation in Fig. 2 that its BSR is
significantly below 1. Turning our attention to VALSE, GLS
and ESPRIT, we see that these algorithms generally do not
deal well with a large number of components, in the sense
that the BSR is significantly below 1 for K/N ≥ 0.15. It is
seen in Fig. 5f that Superfast LSE has the largest region with
high probability of successful recovery (BSR ≥ 0.75).
G. Computation Times
In Fig. 6 and 7 we show algorithm runtimes for varying
problem sizes. Our proposed method uses the superfast and
semifast implementations in Secs. III and IV, respectively. The
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Fig. 2. Simulation results for varying SNR with complete data (Φ = I). The signal length is N = M = 128 and the number of components is K = 10.
Results are averaged over 500 Monte Carlo trials. The legend applies to all plots. Only the NMSE of Oracle is shown.
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Fig. 3. Simulation results for closely23 located components with complete data (Φ = I). The frequencies are generated as 5 pairs (i.e. K = 10) such that
each pair has varying (deterministic) intra-pair separation, while the location of the pairs are generated randomly with non-paired frequencies at least 2/N
apart (i.e., the location of the pairs are generated using a procedure similar to the one described in Sec. VI-A). The signal length is N =M = 128 and the
SNR is 20 dB. Results are averaged over 500 Monte Carlo trials. The legend applies to all plots. Only the NMSE of Oracle is shown.
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Fig. 4. Simulation results with incomplete data, i.e., Φ contains M rows of I selected at random. The signal length is N = 128, the SNR is 20 dB and the
number of components is K = 10. Results are averaged over 500 Monte Carlo trials. The legend applies to all plots. Only the NMSE of Oracle is shown.
results are obtained using MATLAB on a 2011 MacBook Pro.
To avoid differences in results originating from the amount
of parallelism achieved in each implementation, MATLAB is
restricted to only use a single computational thread. The part
of the code where each algorithm spends significant time is
implemented as native code via MATLAB’s codegen feature.
For varying N (Fig. 6), we first observe that for small to
moderate problem sizes (N ≤ 210) the difference between
LASSO and our proposed algorithms is small (less than 1
second). This difference is mainly due to implementation
details. In the large-N region, Superfast and Semifast LSE
are approximately an order of magnitude faster than LASSO.
We observe that the asymptotic per-iteration complexity of
Superfast and Semifast LSE describes the scaling of the total
runtime well for N ≥ 212, because the number of iterations
(not shown) stays practically constant. The state-of-the-art
LSE methods VALSE, AST and GLS all have O(N3) time
complexity or worse, which results in very large runtimes even
when the problem size is moderate (e.g. > 100 s for AST and
GLS at N = 512). For large problem sizes, the O(N3) time
complexity of ESPRIT is evident and Superfast/Semifast LSE
and LASSO significantly outperform ESPRIT.
In Fig. 7 we show results illustrating how the computation
time scales with K. In this analysis we assume Kˆ = O(K).
First we note that the runtime of LASSO is practically constant
with K. In the complete data case, the per-iteration complexity
of Superfast LSE scales linearly with K. In practice we see a
slower scaling with K, which means that the values of K we
use here are not large enough to reach the asymptotic region.
Simulations with large K cannot be run, because we need
approximately K < N/4 for Kˆ = O(K) to hold (cf. Fig. 5).
In the incomplete data case, we see that the runtime of
Semifast LSE increases quickly with K, such that for K >
128 LASSO is faster than Semifast LSE. We do, however,
see that the asymptotic complexity of O(K3) is not reached
in our experiment, because the runtime is dominated by the
calculation of sG , which has complexity O(LK2).
VII. CONCLUSIONS
We have presented a low-complexity algorithm for line
spectral estimation. Computational methods for both the com-
plete and incomplete data cases have been presented, along
with an extension to the case of multiple measurement vectors.
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The proposed algorithm falls in the category of Bayesian
methods for line spectral estimation. Bayesian methods are
widely accepted due to their high estimation accuracy, but
a drawback of this class of methods has historically been
their large computational complexity. In that respect, this work
makes an important contribution in making Bayesian methods
more viable in practice.
At the core of the computational method for the complete
data case lies the application of the Gohberg-Semencul for-
mula to the Toeplitz signal covariance matrix. Many methods
for line spectral estimation have Toeplitz covariance matrices
at their core and we conjecture that the computational com-
plexity of some of them can be drastically reduced by applying
the techniques we have demonstrated in this paper.
Our numerical experiments show that our Superfast LSE
algorithm has very high estimation accuracy. For example,
in Fig. 5 we see that Superfast LSE attains high frequency
recovery rates for a much larger set of scenarios than any
of the reference algorithms. At the same time our algorithm
has so low computation time that it makes highly-accurate
LSE feasible for problems with size much larger than methods
currently available in the literature can practically deal with.
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APPENDIX A
CONVERGENCE ANALYSIS
We now discuss the convergence of our proposed block-
coordinate descent algorithm. To do so we introduce an
iteration index i on all estimated variables. Our algorithm
then produces sequences of blocks of estimates denoted as
{zˆi}, {ζˆi}, {βˆi} and {(θˆi, γˆi)}. We denote the value of
the objective function at the end of the ith iteration as
Li , L(zˆi, ζˆi, βˆi, θˆi, γˆi). We first note that all updates of
the estimates are guaranteed not to increase the objective, so
{Li} is a non-increasing sequence. Since β ≥ εβ it is also
bounded below and thus it converges. Therefore, our proposed
algorithm terminates in finite time.
Unfortunately, convergence of {Li} does not imply con-
vergence of the sequences of estimates. Even with exact
minimization in each block of variables, block-coordinate
descent on non-convex functions can get stuck in an infinite
cycle [38]. This is further complicated by the fact that our
algorithm only approximately solves the minimization in some
of the blocks.
Proposition 5 in [39] shows that with exact minimization in
each block, block-coordinate descent converges if the objective
function is strictly quasiconvex in all but 2 blocks. The
objective function L is strictly quasiconvex in ζ and β. There is
thus hope that we can prove convergence of our scheme which,
in lieu of computing the exact minimizer, merely has a descent
property in each block. Our approach to show convergence
shares the same overall idea as that in [39], while many details
differ.
To discuss the convergence properties, we first derive a
number of lemmas. Theorem 1 is proved at the end of the
appendix. For notational simplicity we take the convention
that for each i the block-coordinate descent algorithm cycles
through the block updates in the following order: zˆi, ζˆi, βˆi and
finally (θˆi, γˆi), such that for example βˆi is found based on
(zˆi, ζˆi, βˆi−1, θˆi−1, γˆi−1). This is strictly speaking not how
we have defined our algorithm, but that does not affect the
correctness of our analysis.
Lemma 1: The sequence of estimates has at least one
convergent subsequence, i.e., at least one limit point.
Proof: All variables but γ and β are defined to be in
a closed and bounded set. Since limβ→∞ L = ∞ we can
restrict β to a closed and bounded set determined by the (finite)
initial value of the objective function. A similar argument
holds for each γk. The lemma then follows from the Bolzano-
Weierstrass theorem.
Lemma 2: The sequence {zˆi} converges.
Proof: Each activation of a component gives a decrease
in L of at least εL. Since {Li} is lower bounded, there can
only be finitely many activations. Since there cannot be more
deactivations than activations, also the number of deactivations
is finite. There is thus a finite number of changes to zˆ and {zˆi}
converges. We denote the limit point as z¯.
Lemma 3: The sequence {ζˆi} converges. Further, the limit
point ζ¯ is the unique global minimizer of ζ 7→ L(z¯, ζ, β,θ,γ)
for any β, θ and γ.
Proof: The first statement follows from Lemma 2 since
ζˆi (23) is only a function of zˆi. The second statement results
from the fact that ζˆi is defined as the global minimizer of
ζ 7→ L(zˆi, ζ, βˆi−1, θˆi−1, γˆi−1) and this global minimizer does
not depend on βˆi−1, θˆi−1 and γˆi−1.
Lemma 4: The sequence {βˆi} converges to the limit point
β¯. Further, for every limit point (z¯, ζ¯, θ¯, γ¯) of the remaining
variables, the limit point β¯ is a local minimum at the boundary
εβ or a stationary point of β 7→ L(z¯, ζ¯, β, θ¯, γ¯).
Proof: To perform this proof we expand our pre-
vious notation and denote the upper bound (25) as
Q(β; zˆi, βˆi−1, θˆi−1, γˆi−1). Then,
L(zˆi, ζˆi, βˆi−1, θˆi−1, γˆi−1) = Q(βˆi−1; zˆi, βˆi−1, θˆi−1, γˆi−1)
≥ Q(βˆi; zˆi, βˆi−1, θˆi−1, γˆi−1) ≥ L(zˆi, ζˆi, βˆi, θˆi−1, γˆi−1).
Recalling that {Li} converges, we have
lim
i→∞
∣∣∣L(zˆi, ζˆi, βˆi−1, θˆi−1, γˆi−1)
− L(zˆi, ζˆi, βˆi, θˆi−1, γˆi−1)
∣∣∣ = 0,
and thus
lim
i→∞
∣∣∣Q(βˆi−1; zˆi, βˆi−1, θˆi−1, γˆi−1)
−Q(βˆi; zˆi, βˆi−1, θˆi−1, γˆi−1)
∣∣∣ = 0. (50)
Reasoning by contradiction, assume that the sequence of
estimates {βˆi} has two limit points β¯1 and β¯2, such that
β¯1 6= β¯2. Let (θ¯, γ¯) be any limit point of {θˆi, γˆi} (such a
limit point exists due to Lemma 1). Then by (50) we must
have
Q(β¯1; z¯, β¯1, θ¯, γ¯) = Q(β¯2; z¯, β¯1, θ¯, γ¯). (51)
Recalling the definition of βˆi, we have that β¯2 uniquely
minimizes Q. Then, since we assumed β¯1 6= β¯2, we get
Q(β¯1; z¯, β¯1, θ¯, γ¯) > Q(β¯2; z¯, β¯1, θ¯, γ¯),
which contradicts (51). So {βˆi} has only a single limit point
which we denote as β¯.
To prove the second statement, use (24) to show that
∂
∂β
Q(β; z¯, β¯, θ¯, γ¯)
∣∣∣
β=β¯
=
∂
∂β
L(z¯, ζ¯, β, θ¯, γ¯)
∣∣∣
β=β¯
.
If β¯ = εβ , we have that the derivatives of Q and thus of L
are positive. It follows that β¯ is a local or global minimum.
If β¯ 6= εβ it is, by definition, a stationary point of Q. It is
therefore also a stationary point of β 7→ L(z¯, ζ¯, β, θ¯, γ¯).
We can now give a proof of the main convergence result.
Proof of Theorem 1: Convergence to a unique limit
follows immediately from the assumption and Lemmas 2, 3
and 4.
To prove the second statement, we first note that L is
constant with respect to those entries of θ and γ for which
z¯k = 0. It then follows from the assumption that ∂L∂θk = 0 and
∂L
∂γk
= 0 for all k = 1, . . . ,Kmax at the limit point. Similarly
from Lemma 3 we have ∂L∂ζ = 0 at the limit point. If β¯ 6= εβ
we have ∂L∂β = 0 at the limit point and the result follows
immediately.
If β¯ = εβ the result can be obtained by introducing a
HANSEN et al.: SUPERFAST LINE SPECTRAL ESTIMATION 15
Lagrange multiplier such that the limit point satisfies the
Karush-Kuhn-Tucker conditions.
APPENDIX B
EFFICIENT EVALUATION OF ωs(i), ωt(i), ωv(i) AND ωx(i)
We derive a low-complexity computation of ωs(i) by first
inserting (35) into (39) to get
ωs(i) = δ
−1
N−1
(
min(N−1,N−1−i)∑
q=max(0,−i)
q∑
r=0
−ρq−r−1ρ∗q+i−r−1
+ ρ∗N−1+r−qρN−1+r−q−i
)
(52)
for i = −(N − 1), . . . , N − 1. Then note that since C is
Hermitian we have ωs(−i) = ω∗s (i). We therefore restrict our
attention to i ≥ 0 in the following. We need the identity
N−1∑
q=0
q∑
r=0
zq,r =
N−1∑
q=0
N−1−q∑
k=0
zq+k,k, (53)
from which we get (recall that ρi = 0 for i < 0 and i > N−1)
ωs(i) = δ
−1
N−1
N−1−i∑
q=0
(N − i− q)(ρ∗N−1−qρN−1−q−i − ρq−1ρ∗q−1+i).
Substituting q = N − 1− q¯− i in the first term and q = q¯+ 1
in the second term we finally obtain
ωs(i) = δ
−1
N−1
N−1∑
q¯=0
cs(q¯, i)ρq¯ρ
∗
q¯+i, (54)
where cs(q¯, i) , (2 − N + i + 2q¯). The above expression
can be calculated as the sum of two cross-correlations in time
O(N logN) by using FFT techniques.
To evaluate ωt(i) (40) we again insert (35) and get
ωt(i) = δ
−1
N−1
(
min(N−1,N−1−i)∑
q=max(0,−i)
2piq
q∑
r=0
−ρq−r−1ρ∗q+i−r−1
+ ρ∗N−1+r−qρN−1+r−q−i
)
(55)
for i = −(N − 1), . . . , N − 1. Be aware that we do not
have ωt(i) = ω∗t (−i). Applying (53), performing the same
substitutions as above and following tedious, but straight-
forward, algebra we finally get
ωt(i) =
2pi
δN−1
N−1∑
q¯=0
ct(q¯, i)ρq¯ρ
∗
q¯+i (56)
with
ct(q¯, i) , −q¯(q¯ + i) + i
(
N − 3 + i
2
)
+ q¯2 + (N − 1)
(
q¯ − N − 2
2
)
, (57)
which again can be evaluated using FFT techniques.
Omitting details, we use a similar approach to find
ωv(i) =
4pi2
δN−1
N−1∑
q¯=0
cv(q¯, i)ρq¯ρ
∗
q¯+i (58)
ωx(i) =
4pi2
δN−1
N−1∑
q¯=0
cx(q¯, i)ρq¯ρ
∗
q¯+i, (59)
where ωv(−i) = ω∗v(i). The expression giving ωv(i) is valid
for i ≥ 0, while that giving ωx(i) is valid for i = −(N −
1), . . . , N − 1. We have also defined
cv(q¯, i) = q¯(q¯ + i)
2 + (3q¯ − 2Nq¯ − q¯2)(q¯ + i)
+
2
3
q¯3 + (N − 1)q¯2 +
(
N2 − 3N + 7
3
)
q¯
+
3
2
(i−N)2 + 1
3
(i3 −N3) +
(
13
6
−Mi
)
(i−N) + 1
cx(q¯, i) = (q¯
2 + 2q¯ −Nq¯)(q¯ + i)
− 1
3
q¯3 +
(
N2 − 3N + 7
3
)
q¯ − 1
6
i3
+
(
3N2 − 9N + 7
6
)
i− 1
3
N3 +
3
2
N2 − 13
6
N + 1.
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