Annealing approach to quantum tomography is theoretically proposed. First, based on the maximum entropy principle, we introduce classical parameters to combine "quantum models (or quantum states)" given a prior for potentially representing the unknown target state. Then, we formulate the quantum tomography as an optimization problem on the classical parameters, by employing relative entropy of the parametrized state with the target state as the objective function to be minimized. We show that the objective function is physically implementable, in a theoretical sense at least, as an effective Hamiltonian to be induced by physical interactions of the system with environment systems being prepared in the target state. Corollary, applying quantum annealing to the effective Hamiltonian, we can execute quantum tomography by obtaining the ground state that gives the optimal parameters.
Introduction
Quantum tomography [1] [2] [3] [4] [5] [6] is a fundamental process obtaining information from a set of an identical but unknown quantum states to approximately estimate the state. (We call the state to be estimated "target state" through this article.) We consider an application of annealing computation [7] [8] [9] [10] [11] [12] to quantum tomography with which we directly obtain the estimation as outputs of the computation. In our approach, the set of the target states is used as environment systems inducing an effective Hamiltonian with a ground state giving "representation" of the target state. Applying the quantum annealing computation to the effective Hamiltonian, we can execute a quantum tomography without humanly processing including quantum measurements on the target state, except for the final read out of the result of the computation. As an introduction, we give a sketch of our idea below. Let µ on Hilbert space H be the target state that we like to take the quantum tomography. On the Hilbert space, we define M as a set of quantum states as M := {ρ i } i∈{1,···,m} .
(
For a technical reason explained in the following sections, we suppose that each state in M is of full rank with respect to H, i.e.,
for all i ∈ {1, · · · , m}. Aiming to approximately obtain a representation ofμ, we consider a quantum state defined withρ i ∈ M with real numbers ω := (ω 0 , ω 1 , · · · , ω m ) aŝ
withÎ H denoting the identity operator on H. Notice that the above parametrization is based on the maximum entropy principle [13, 14] . Employing the relative entropy [15] ofρ(ω) with respect toμ, i.e., R (μ;ρ(ω)) := tr (μ lnμ) − tr (μ lnρ(ω))
or
as a metric to be minimized, we can map the quantum tomography to the finding problem of the minimizing argument on ω. Finally, constructing a Hamiltonian corresponding to the metric with the degree of freedoms ofω, we can apply the quantum annealing to the finding argument problem.
In the following sections, we add some more detailed explanations or formulations on the each part of the above idea, as well as numerical examples.
Maximum Entropy Parameterization
In this section, we give implications of the parameterization in eq.(3). As is well known, the form of eq.(3) ensures thatρ(ω) is the maximum entropy state among states with the same expectation values ofη i for all i. For a general stateρ, the expectation value
can be interpreted as the mean code length required in recording an output of the rank 1 projection measurement designed to make the length optimal under a hypothesis thatρ wasρ i . Eachρ i in M in eq. (1) is called a model because ρ i ∈ M are introduced under a hypothesis that they can approximately reconstruct the target stateμ by being combined in an appropriate manner. One possible way to combine models is the one based on the maximum entropy principle. The idea of the parameterization can be understood as the follows: As the first step, we consider maximum entropy states corresponding to various η := (η 1 , · · · , η m ) with respect to the models defined by M. Then, among the various maximum entropy states, we pick up one according to a metric. The idea can be regarded as a sort of quantum extension of a concept called "context mixing" that is often used in reconstructing the unknown target probability distribution by combining some probability distributions given as model a priori [16] [17] [18] . Notice that when everyρ i ∈ M commutes each other, our parametrization simply returns to the original parameterization used in the classical context mixing problem.
Example
Let us show how the parametrization works. As the simplest example, we look closely at the case where the target state is given in the two dimensional Hilbert space. For the state, we consider a set in eq. (1) with
as models where is a small positive number introduced to makeη i in eq. (4) mathematically well defined. For example, the models given byρ 1 andρ 2 represent the (almost) eigenstates of
with eigenvalue +1 and −1 respectively. Other models (ρ 3 ,ρ 4 ) and (ρ 5 ,ρ 6 ) have similarly represent the (almost) eigenstates ofσ
respectively. With these models, we have seven parameters
. Note that ω 0 is determined by the normalization condition forρ(ω), i.e.,
To numerically check how the parameterization work, let us consider an example with a pure statê
as the target state. Computing the fidelity [19] 
as shown in Figure 1 , we can be sure that there exists a parameter region where the fidelity achieves almost 1 for each θ. (ω z , ω x )-dependence of ω 0 estimated by eq. (11) is shown in Figure 2 . For a general target stateμ and the parameterized stateρ(ω), the negatively signed fidelity
can be an objective function to find parameters ω minimizing the function. Our aim in this article, however, is to introduce a physically implementable objective function as Hamiltonian to solve the finding parameters problem by applying the quantum annealing computation. To do so, instead of the fidelity since we do not know how to physically implement it although it might be possible, we employ the relative entropy (more precisely, the quantity in eq. (6)) as an objective function, i.e., the metric to find the optimal parameters. In the following sections, we discuss some implications of the metric and how to physically implement it. 
Relative Entropy as Metric
Here, we give the implications of our use of the relative entropy as the metric. The relative entropy is a quantum extension of the notion of Kullback-Leibler distance [20] . In general, the relative entropy of stateρ with respect toμ defined by
is proven to be bounded below by 0, and is 0 if and only ifρ =μ. Applying the above toρ(ω) andμ, and focussing on its ω-dependence only, we employ D(μ;ρ(ω)) in eq. (6) as the metric. The quantity is bounded by the Shannon entropy of the target state, and in the case where both models in M and the parameter range of ω are appropriately given, the bound will be appropriately achieved. As shortly mentioned in the introduction section, however, our aim in this article is to introduce a Hamiltonian corresponding to D(μ;ρ(ω)) with the degree of freedoms ofω. For the purpose, there are some points we need to take care. First point is that, when ω is treated as free parameters, the expression in eq. discretized parameters. Due to the discretization, even ω minimizing E(ω) is not necessarily giving a state when substituted intoρ(ω). For this reason, we need to introduce a normalization;
to represent the result of the tomography as a state. (The normalization can be obtained after solving ω minimizing E(ω).) Let us numerically check efficiency of eqs. (15) and (16) . Preparingμ in the two dimensional Hilbert space randomly, we compute the minimizing argument of eq. (15) by the random search method. Substituting ω for the argument, we estimate the metric in eq.(15) and the fidelity betweenμ and the normalized state in eq.(16), as plotted in Figure3. We find that the metric actually works well for the purpose of the quantum tomography. On these premises, introducing the degree of freedomsω, we will show that we can construct an effective Hamiltonian such asĤ ef f (ω)|ω = E(ω)|ω (17) in the next section.
Construction of Effective Hamiltonian
Here, we theoretically investigate a way to physically implement an effective Hamiltonian described in eq. (17) . We assume that copies of target stateμ on Hilbert space H are physically available as much as required. For the sake of convenience, we write down aŝ
for the s-th copy ofμ so as each H (s) is isomorphic to H. (Although we will see how we use the copy later on, we continue our discussion supposing a fixed s for the moment.) Remember that models {ρ i } m i=1 and their associated operators {η i } m i=1 are defined in the same Hilbert space as H (s) . To make this point clear, we add index s to them as
, and {η
Similarly, we introduce the identity operatorÎ H (s) as the identity operator on H (s) . Besides these operators (and Hilbert spaces), to introduce the degree of freedom corresponding toω = (ω 0 , · · · ,ω m ), we additionally introduce Hilbert space
where eachω i lives in H Ωi . Reflecting the discretization referred in the previous section, we suppose that each H Ωi is isomorphic to C ⊗n . With this setting, we can safely introduceω i in Hilbert space H Ωi , corresponding to the binary representation of ω i in n/2 digits. In the following, for suchω, we show thatĤ ef f (ω) in eq. (17) with E(ω) given in eq.(15) can be physically implemented.
Corresponding to the first term of E(ω) in eq. (15) Now, let us consider an operatorĤ
. Suppose if the state on the compound Hilbert space is separable statê
Then, the state is evolved by the operator in eq. (21) is govern by von Neumann equation
and
where tr H (s) denotes the partial trace over Hilbert space H (s) . Notice that
which corresponds to the first term of E(ω) in eq.(15). 24) up to the first order of δt. Thus, we need to supply a new copy ofμ as the interacting partner after every time evolutions by δt so as we can actually obtain the dynamics described in eq.(23) for a finite time with the error of O(δt). This is how we use the copies described in eq. (18) . Similar argument can be found in [18] . We will come to the point of the choice of δt in the last part of this article.
Corresponding to the second term of E(ω) in eq. (15) Concerning the second term, we can physically implement the term by the following trick: As is described in [21] , one can generally let any quantum state work as a Hamiltonian. In concrete, when stateΞ can be freely prepared in a Hilbert space which is isomorphic to G, we can physically implement the time evolution of stateΞ t in G that follows
with a constant λ. Now, let us consider the case where 1.Ξ is the thermal state in terms of Hamiltonian −Ĥ
whereĤ (u ) D defined in eq. (21) is an operator on Hilbert space H Ω ⊗ H (u ) .
2.Ξ t is prepared in a separable state:Ξ t :=χ t ⊗Î
Putting λ = −2αZ 1 (β) and β = 1 (with an appropriate unit), the dynamics in (26) can be reduced as
Notice that Z 1 (β) in eq.(31) is independent from target stateμ and that it is possible to compute it in advance of the tomographic process. Similarly, by considering the case where 1.Ξ is the thermal state in terms of Hamiltonian −(Ĥ
2.Ξ t is prepared in a separable state:
Putting λ = αZ 2 (β) and β = 1 (with an appropriate unit), the dynamics in (26) can be reduced as
Notice that Z 2 (β) in eq.(31) is also possible to compute in advance of the tomographic process. Combining eqs.(29), (33) and a time evolution by trivial Hamiltonian αÎ H Ω , we can implement the time evolution following
that corresponds to the second term in eq.(15).
Note 2:
Similarly to the argument in the Note 1 above, to justify eqs.(29) , (33) and (35) up to a finite time evolution, statesÎ
in eqs.(28) and (32) are supposed to be newly supplied after every short time evolutions by δt. Unlike the case of Note 1, these states can be prepared independently from target stateμ. Combining eqs.(24) and (35) under the circumstances referred in Note 1 and Note 2, we achieve the dynamics
whereĤ ef f (ω) is given in eq.(17).
Application to Quantum Annealing Computation
Let us consider an application of the above idea to the quantum annealing computation. That can be done by additionally introducing a driving Hamiltonian Then, instead of eq.(37), we obtain
whereĤ
Notice that the above holds only under the circumstances referred in Note 1 and Note 2. The construction ofĤ QA (t) on H Ω is summarized in Figure 4 . , and H (u ) need to be newly supplied one after another after every short time evolutions by δt.
By choosingχ t=0 to be the ground state ofV ,χ t converges on the ground state ofĤ ef f (ω) as is desired when T is appropriately chosen as is generally required in the quantum annealing process. Since the error of O(δt 2 ) can be accumulated for every short time evolutions by δt, O δt 2 T δt = O(δtT ) must be constant so as the error can be constantly bounded. (Remember that δt and T in this article are dimensionless quantities so as our effective Hamiltonian is.) Thus, δt is determined to be O(T −1 ). The required number of the copies of the target stateμ can be also determined as O(T 2 ). Notice that the appropriate T itself generally depends on dim H Ω , choice ofV , and so on. Estimation of the appropriate T itself with some concrete situations needs to be addressed in future works.
