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Abstract
We begin by defining a function w on the set
A3 =
{
n = pe11 · · ·pess ∈ Z>1
∣∣∣∣∣
s∑
i=1
ei = 3, ei > 0, s > 1
}
,
where pi is prime and pi = pj for i = j . If n ∈ A3 then was can write n = pqr where p, q, r are primes
and possibly two, but not all three of them are equal. For any positive integer m, let P(m) be its largest
prime factor. Define the function w on A3 by
w(n) = w(pqr) = P(p + q)P (p + r)P (q + r).
Our goal is to study the dynamics of w. One of our main results is that every element of A3 is periodic with
period a cyclic permutation of the period of 20.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
We begin by defining a function w on the set
A3 =
{
n = pe11 · · ·pess ∈ Z>1:
s∑
i=1
ei = 3, ei > 0, s > 1
}
(1)
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primes and possibly two, but not all three of them are equal. For any positive integer m, let P(m)
be its largest prime factor. Define the function w on A3 by
w(n) = w(pqr) = P(p + q)P (p + r)P (q + r). (2)
For instance, w(12) = 50. It will be shown in Lemma 2.1 that w(n) ∈ A3 for all n ∈ A3. Our goal
is to study the dynamics of w. If n ∈ A3, then the w-orbit of n is the sequence
W(n) = [n,w(n),w2(n), . . . ,wk(n), . . . ]. (3)
An element n ∈ A3 is periodic if its w-orbit is periodic, i.e., if there exists i ∈ Z+ such that
wi(n) = n. If a is periodic and s is the smallest positive integer such that ws(a) = a, then the
period of a is the sequence [a,w(a), . . . ,ws−1(a)] and s is the order of the period. Furthermore,
m ∈ A3 is semiperiodic in case k is periodic, for some k ∈ W(m). Assume m ∈ A3 is semiperiodic
and wj(m) is the first iterate of m that is periodic. Then j is the index of periodicity of m, denoted
indm. Finally, we abbreviate the w-orbit of a semiperiodic element b by
W(b) = [b,w(b), . . . ,ws−1(b),ws(b), . . . ,ws+t (b) ], (4)
where s = indb and t + 1 is the order of the period. In Theorem 1.1, we show that every element
of A3 is semiperiodic and has the same period, up to a cyclic permutation.
Theorem 1.1. For all n = pqr ∈ A3, there exists i such that
wi(n) = 20 = 22 · 5 (5)
and 20 is periodic:
W(20) = [20,98,63,75]. (6)
Calculating the image of w is intimately related to prime factorization. We will show how the-
orems about prime numbers, e.g., the Prime Number Theorem, can be used to obtain information
about the dynamics of w. I do not know whether or not it is possible to deduce facts about prime
numbers from analyzing the w function. This is, I believe, one of the most interesting questions
about the w function that remains unanswered.
In Section 2, we describe the basic structure of w and prove Theorem 1.1. Then we attempt
to unravel deeper properties of w. To accomplish this, we develop a theory of parents. The main
idea there is to retrieve information about how w acts on A3 by analyzing its action on finite
subsets of A3.
The remainder of the paper is concerned with generalizations. First, we consider a natural
way of extending w to integers with more prime factors. Next, we study a class of functions
on A3 that are defined in terms of the nth greatest prime factor and sums of powers of primes.
Finally, we define w on a subset of the Gaussian integers. In all three generalizations, we will try
to understand whether or not the analogues of the theorems in Section 2 are true.
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Lemma 2.1. w(A3) ⊂ A3.
Proof. Assume n ∈ A3 and w(n) /∈ A3. Then w(n) = p3 for some prime p. Write n = qrs. Thus
we have
P(q + r) = P(q + s) = P(r + s) = p. (7)
Hence p | (q + r), p | (q + s) and p | (r + s). It follows that p | 2q so p = 2, or p = q . If p = q
then p is easily seen to divide r and s which implies p = q = r = s, contrary to our hypothesis.
On the other hand, suppose p = 2. Then the three sums are powers of two so that 4 divides q + r ,
q + s and r + s. Since one of q, r, s is odd, all three must be odd. Now reduce p,q, r modulo 4
to get a contradiction. 
We will make repeated use of the following trivial facts about P(n).
Lemma 2.2.
(a) If n | x and P(x) does not divide n, then P(x) x
n
.
(b) If n | x and P(x) | n, then P(x) x
n
for x  nP (n).
We note three immediate consequences.
Corollary 2.3.
(a) If p,q are two distinct odd primes, q < p, then P(p + q) < p.
(b) If p is odd and p + 2 is composite, then P(p + 2) < p.
(c) If p > q, r are odd primes, then P(w(pqr)) < p.
The next example shows that Theorem 1.1 is true for all n ∈ A3 with P(n) 5.
Example 2.4. w-iterates of elements n ∈ A3 with P(n) 5.
The elements n ∈ A3 satisfying P(n) 5 are 12, 18, 20, 30, 45, 50, 75. Computations reveal
that
W(45) = [45,12,50,245,63,75,20,98], (8)
W(28) = [28,18,75,20,98,63] (9)
and
W(30) = [30,70,W(63) ]. (10)
Theorem 2.5. Assume n = pqr ∈ A3 and P(n) = p, p > 5. Then there exists 1 i  4 such that
P(wi(n)) < p.
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consider the cases where p = q or p = r and where one or both of q, r is 2.
Assume q = r = 2. Then w(n) = 2P(p + 2)P (p + 2). If p + 2 is not prime, then by
Corollary 2.3(b), P(w(n)) < p, as required. Hence we may assume p + 2 is prime. Consider
w2(n) = (p + 2)P (p + 4)P (p + 4). Since p,p + 2 are prime, p + 4 is divisible by 3. Note that
this says P(p + 4) is odd. Since p + 4 9, Lemma 2.2 gives P(p + 4) p+43 < p − 2, the last
inequality holding for all p > 5. Now,
w3(n) = P (p + 2 + P(p + 4))P (p + 2 + P(p + 4))P(p + 4) (11)
and
P
(
p + 2 + P(p + 4))< (p + 2) + (p − 2)
2
= p, (12)
so P(w3(n)) < p.
Next suppose that q is odd and r = 2. Then w(n) = P(p+2)P (q+2)P (p+q). If p+2 is not
prime, then by Corollary 2.3(b), P(p + 2) < p and is odd. So P(w(n)) < p, unless q + 2 = p or
q = p. By applying Corollary 2.3(c) and (b), respectively, we see that in either case P(w2(n)) <
p. Hence we may assume p + 2 is prime and w(n) = (p + 2)P (q + 2)P (p + q). If q = p, then
w2(n) = (p+2)P (2p+2)P (2p+2). Since p,p+2 are prime, 3 divides p+1, so that 6 divides
2p+2. In particular, p > 7 so 2p+2 > 18 = 6P(6). By Lemma 2.2, P(2p+2) 2p+26 < p−2.
Therefore,
P
(
P(2p + 2) + p + 2)< (p + 2) + (p − 2)
2
= p, (13)
which shows that P(w3(n)) < p. Otherwise, p > q and q = p − 2 since p + 2 is prime, which
implies 3 | p−2. By Corollary 2.3(a), P(p+q) < p and since p−1,p−2 are not prime, P(p+
q) < p − 2. Also P(q + 2) < p − 2 and is odd. It follows from Lemma 2.2 and Corollary 2.3
that P(w2(n)) < p.
We are left with the case that p = q and r is odd. Then
w(n) = pP (p + r)P (p + r). (14)
By Corollary 2.3(a), P(p + r) < p. If P(p + r) is odd, then P(w2(n)) < p by Corollary 2.3(c).
Otherwise, P(p + r) = 2, which lands us in a case that was already treated above. Using the
same argument, we may conclude that either P(w2(n)) < p or P(w4(n)) < p, as desired. 
Corollary 2.6. Suppose n ∈ A3 with P(n) = p > 3. Then, for all i  0, P(wi(n)) p + 2. If, in
addition, p + 2 is not prime, then P(wi(n)) p.
Proof. This follows from the proof of Theorem 2.5 and Example 2.4. 
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let p = P(n). Example 2.4 shows that the theorem is true for p  5. If
p > 5, then by Theorem 2.5, there exists 1 i  4 such that P(wi(n)) < p and by Lemma 2.1
wi(n) ∈ A3. By induction on P(n), there exists j  0 such that wj(wi(n)) = 20 so that
wi+j (n)) = 20. 
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rem 2.5 recursively, we get the following bound on the index of periodicity:
Theorem 2.7. Let n ∈ A3 with P(n) = p. Then
ind(n) 4
(
π(p) − 2). (15)
Proof. By the proof of Theorem 2.5, there exists 0 i  4(π(p) − 3) such that P(wi(n)) 5.
From Example 2.4 we see that the element with the largest index of periodicity whose greatest
prime factor is at most 5 is 45 and ind(45) = 4. Adding the two inequalities gives the result. 
The bound in Theorem 2.7 is extremely weak. It does not reflect the actual situation. Here is
an example of this.
Example 2.8. The index of periodicity and W -sequence of n = 641 · 401 · 257.
We compute
W(n) = [n,521 · 449 · 47,97 · 71 · 31,17 · 7 · 2,19 · 32,112 · 3,11 · 72,63,75,20,98 ]. (16)
So ind(n) = 7 while the bound provided by Theorem 2.7 is 456.
Conjecture 2.9.
ind(n) = O(logπ(P(n))).
Conjecture 2.10. There are sets in A3 of arbitrarily large periodicity index.
Let n ∈ A3. So far we have been concerned with calculating wi(n). Now we focus on the
inverse problem: Can we find m ∈ A3 such that w(m) = n? If so, how many such elements are
there? What form do they have?
We begin by defining some subsets of A3.
Definition. Let B3 = {n ∈ A3: n > Rad(n)} where Rad(n) = ∏p|n p is the radical of n and
C3 = A3 − B3.
For example, Rad(30) = 30 and Rad(50) = 10. Thus 30 ∈ C3 and 50 ∈ B3.
Definition. Let p be a prime, p  5. Then,
1. Fp =
{ {n ∈ A3: P(n) p} if p + 2 is not prime,
{n ∈ A3: P(n) p + 2} if p + 2 is prime.
2. Hp = Fp ∩ B3.
For any prime q , q = p,
3. Lq(B3) = {n ∈ B3: q2 | n}.
4. Eq(B3) = {n ∈ B3: q ‖ n}.
5. Lq(Hp) = Lq(B3) ∩ Hp .
6. Eq(Hp) = Eq(B3) ∩ Hp .
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with other trivial inclusions.
We will usually work with primes p such that p+2 is not prime. There is no loss of generality
in doing this, since if p,p + 2 are prime then it is always possible to replace p with p + 2.
Definition. Let n ∈ A3 and S ⊂ A3. A parent of n in S is a number m such that m ∈ S and
w(m) = n. We will also refer to m as an S-parent.
Example 2.11. Parents of 28 = 22 · 7.
If s is a B3-parent of 28, then s = 49p and p is a prime of the form 2n − 7. For n 38, 2n − 7
is not prime. Thus one might start believing that there is no prime of the required form. However,
one can check that 239 − 7 = 549,755,813,881 is prime. So, after all, 28 does have a B3-parent.
Still, 28 has smaller C3-parents. In fact, 28 has a F7-parent, since w(3 · 5 · 11) = 28.
Theorem 2.12. w(Lq(B3)) is infinite.
Proof. Assume |w(Lq(B3))| = k. Write
w
(
Lq(B3)
)= {qe2t : 1 t  k}.
By Dirichlet’s theorem on primes in arithmetic progressions (see [1, pp. 146–156] or [2, p. 148]),
there exists a prime p, different from q , satisfying:
p ≡ q
(
mod
k∏
t=1
et
)
and p ≡ q (mod 4) if q is odd. (17)
Let a = q2p. We claim P(p + q) = et for all t . In fact, if et | p + q , then by (17), et | 2p.
Clearly et = p, so et = 2 and q is odd. However, P(p + q) = 2 implies that 4 divides p + q .
This contradicts (17). 
Theorem 2.13. Let p,q, r be primes such that 5 < q < p and assume r = 3,P (q + 2). If p+q2v <
r  p, then n = r2q has at most v − 1 − [ v3 ] − [ v10 ] Hp-parents.
Proof. If m is an Hp-parent of n, then m = q2c and c is odd. So q+c is even. Hence q+c = 2yr
and c = 2yr − q . Since c p, 2yr − q  p. Thus y  p+q2r < v, so y  v − 1.
If x ≡ 1 (mod 3), then either 3 | 2rx − q or 3 | 2r(x + 1) − q (as 3 does not divide 2r ,
2r(x − 1) − q , and 2r(x − 1) − q , 2rx − q , 2r(x + 1) − q is an arithmetic progression of
length 3 with common difference 2r). Similarly, if z ≡ 1 (mod 5), then one of the four numbers
2r(z+ i)−q , 0 i < 4 is divisible by 5. Furthermore, if 15 | 2rm−q , then 2r(m+5)−q is not
divisible by 3. Therefore, of the v − 1 choices for y, [ v3 ] are not prime because they are divisible
by 3 and an additional [ v10 ] are not prime because they are divisible by 5 (but not by 3). 
In the next result, we use the Prime Number Theorem in the form
π(x) ∼ x .
logx
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Theorem 2.14. There exist infinitely many elements of B3 that have at least seven parents.
Proof. It is enough to show that for all odd primes q , there is one element of Eq that has seven
parents. One can check that 75 and 245 have at least seven parents. So we may assume q > 5.
Let p be a prime, p > q . Since P(p + q) p+q2 ,
∣∣w(Lq(Hp))∣∣ π
(
p + q
2
)
. (18)
Define five disjoint subsets Sj of Eq(Hp) as follows:
S1 =
{
s2q:
p + q
6
< s  p + q
2
}
, S2 =
{
s2q:
p + q
8
< s  p + q
6
}
,
S3 =
{
s2q:
p + q
12
< s  p + q
8
}
, S4 =
{
s2q:
p + q
14
< s  p + q
12
}
and
S5 =
{
s2q:
p + q
20
< s  p + q
14
}
.
Set Tj = w−1(Sj ). By Theorem 2.13 |Tj | j |Sj |. Put
D = Eq(Fp) −
5⋃
j=1
Tj
and let f = w|D . Then,
∣∣dom(f )∣∣ π(p) − π(p + q
2
)
− π
(
p + q
6
)
− π
(
p + q
8
)
− π
(
p + q
12
)
− π
(
p + q
14
)
+ 5π
(
p + q
20
)
(19)
and
∣∣im(f )∣∣ π(p + q
20
)
. (20)
We claim that if p is sufficiently large, then
∣∣dom(f )∣∣> 6∣∣im(f )∣∣. (21)
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over a least common denominator, the numerator of the left-hand side is majorized by
(
1 − 1
2
− 1
6
− 1
8
− 1
12
− 1
14
+ 5
20
)(
g(x)
)6 = 17
56
(
g(x)
)6 (22)
while that of the right-hand side is majorized by
1
20
(
g(x)
)6
. (23)
The Prime Number Theorem assures us that (21) is true for π(x). By the pigeonhole principle,
some element of Eq(Fp) must have at least seven parents as desired. 
Our next result has to do with Linnik’s constant (see [2]). As in [2], for all d  2 and a  1
such that (d, a) = 1, let p(d, a) be the smallest prime in the arithmetic progression {a + kd:
k  0}. Put
p(d) = max{p(d, a): 1 a < d, (a, d) = 1}.
Linnik proved in 1944 that there exists d0  2 and L > 1 such that p(d) < dL for all d  d0. The
constant L that appears is called Linnik’s constant. It was conjectured by Schinzel, Sierpinski
and Kanold that L = 2. This is connected to parents via the following theorem.
Theorem 2.15. If L = 2, then for all sufficiently large p and all q , q < p, the element p2q of B3
has a B3 parent.
Proof. Put s = p − q . Since L = 2, the set S = {kp + s: 1 k  p} contains a prime. Choose a
prime r ∈ S. Then r = mp + s for some m, 1m p. We claim P(r + q) = p. For
P(r + q) = P (mp + (p − q) + q)= P ((m + 1)p)= p,
so w(q2r) = p2q . 
Conjecture 2.16. Every element of A3 (respectively B3) has infinitely many C3-parents (respec-
tively B3-parents).
3. The w function on Ak
At this point, we wish to make the first generalization of the w function as it was defined
on A3.
Definition. For k  3, let
Ak =
{
n = pe11 · · ·pess ∈ Z>1:
s∑
ei = k, ei > 0, s > 1
}
(24)i=1
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not distinct, but not all equal. Put
S =
k∑
j=1
qj
and Si = S − qi . Then we define w on Ak by w(n) = P(S1) · · ·P(Sk).
We remark that Ak is not w-stable for all k.1 For example, 40 ∈ A4 and w(40) = 81 /∈ A4. We
extend the w function on Ak to be defined on a slightly larger set by letting w(pk) = pk for all
primes p. This is purely a formality which simplifies the statement of Conjecture 3.5. In what
follows, p is an odd prime and k = 2p − 1. We study the sets
Tp =
{
pp−1qp: q is prime, q = p and q  p + 2}. (25)
Lemma 3.1. w(Tp) ⊂ Tp .
Proof. Let n = pp−1rp ∈ Tp . Then
w(n) = P (p(r + p − 2))p−1P ((p − 1)(r + p))p. (26)
Consider first P(p(r + p − 2)). If r = 2, then P(p(r + p − 2)) = P(p2) = p. And, if r is
odd, then
P
(
p(r + p − 2)) (p + 2) + (p − 2)
2
= p, (27)
as r  p + 2 by definition of Tp . Since p divides p(r + p − 2), we may conclude
P(p(r + p − 2)) = p.
Now consider P((p − 1)(r +p)). Notice that P((p − 1)(r +p)) = p since p divides neither
p − 1 nor p + r . Also, P(p − 1) < p. If r = 2 then
P
(
(p − 1)(r + p))= P ((p − 1)(2 + p)) p + 2. (28)
Otherwise,
P(r + p) p + r
2
 p + 1.
However, p + 1 is composite (it is even) so P((p − 1)(r +p)) < p. This shows w(n) ∈ Tp . 
Theorem 3.2. Every element of Tp is semiperiodic.
Proof. Since Tp is a finite set, this is a direct consequence of the lemma. 
1 It is not hard to show that Ak is w-stable when k is one more than a power of two, but we will not make use of this.
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of Tp that are periodic. We show that T19 contains two periodic elements with disjoint orbits.
Let p = 19 and n = 1918 · 219. Then
W(n) = [n,1918 · 719,1918 · 1319 ]. (29)
Now set m = 1918 · 319. Then
W(m) = [m,1918 · 1119,1918 · 519 ]. (30)
Next, we give an example to illustrate that the situation in Ak (k > 3) is far more complicated
than in A3. Below, the first element behaves rather wildly, while the w-orbit of the second is
exceptionally simple.
Example 3.4. Put n = 2 · 3 · 5 · 7 · 11 · 13. Then the periodicity index of n is 221. The order of
the period is 43. The largest prime that divides an element in the period is 1,439 and the largest
prime dividing an element in the orbit of n is 1,561,607.
Let m = 53 · 3 · 2. Then W(m) = [m,17 · 53 · 3].
We now state our main conjecture about the w function.
Conjecture 3.5. Every element of Ak is semiperiodic.
4. The mth greatest prime factor
In this section we propose one way of generalizing the w function. To do this we first make
precise what we mean by the mth greatest prime factor of a number n.
Definition. Write n = pe11 pe22 · · ·pess , with primes p1 > p2 > · · · > ps . Then define the ith prime
factor of n for all i > 1 by Pi(4) = 2 and for all n = 4,
Pi(n) =
{
ps if i  s,
pi if i < s
provided ps = 2 and
Pi(n) =
{
ps if i  s and es  3,
ps−1 if i  s and es  2,
pi if i < s
in case ps = 2.
Thus P2(10) = P29(10) = 5, P2(15) = 3, P3(120) = 2.
The reasons for the technicality about 2 will emerge from the proofs below.
Definition. Let n = p1 · · ·pk ∈ Ak . For m > 1, the mth w function, wm is defined by
wm(n) = Pm−1(T1) · · ·Pm−1(Tk) (31)
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T =
k∑
i=1
pmi
and Tj = T − pmj .
Lemma 4.1. For m > 1, wm(A3) ⊂ A3.
Proof. Assume n = pqr ∈ A3 and wm(n) /∈ A3, i.e., wm(n) = t3 for some prime t . Arguing as
in the proof of Lemma 2.1, we see that t | 2qn so t = 2 or t = q . The case t = q clearly leads to a
contradiction. Thus we may suppose t = 2. By definition, 8 | 2qn so 4 | qn. Hence q = 2, which
is absurd. 
The following theorems rely heavily on the cyclotomic factorization
a2n+1 + b2n+1 = (a + b)(a2n + · · · + (−1)ia2n−ibi + · · · + b2n). (32)
Also, given a < b we have the trivial estimate
(
a2n + · · · + (−1)ia2n−ibi + · · · + b2n)< b2n. (33)
Lemma 4.2. Assume p > q are odd primes. Then
P2n
(
p2n+1 + q2n+1)< p.
Also,
P2n
(
p2n+1 + 22n+1) p + 2.
Proof. Let t = P2n(p2n+1 + q2n+1). Assume, on the contrary, that t  p. Since
P(p+q) < p, use of (32) shows that (p2n+1 +q2n+1)/(p+q) must have 2n prime factors, each
greater than or equal to p. The product of these factors is at least p2n and this contradicts (33).
A similar argument gives the second statement. 
Theorem 4.3. The w-orbit of 20 is equal to the w2n+1-orbit of 20 for all n.
Proof. This is a series of computations. First we show w2n+1(20) = 98. Consider t =
P2n(22n+1 + 52n+1). Obviously t = 2,5. Also, 22n+1 ≡ 52n+1 ≡ 2 (mod 3) so t = 3. This shows
t  7. By Lemma 4.2, t = 7.
Similar arguments show that w2n+1(98) = 63. The observation that 32n+1 + 72n+1 ≡
2 (mod 4) yields w2n+1(63) = 75. Finally, since 8 | 32n+1 + 52n+1, we may conclude that
w(75) = 20. 
Theorem 4.4. For all n and a ∈ A3, there exists i such that wi (a) = 20.2n+1
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the w-orbits and w2n+1-orbits of 12, 18 coincide. The proof is analogous to that of Theorem 4.3.
The only nontrivial point is that P2n(72n+1 + 52n+1) = 3. This is where we make use of the
second part of the definition of Pm. The reason that P2n(72n+1 + 52n+1) = 2 is that 72n+1 +
52n+1 ≡ 4 (mod 8).
Now, collecting the results of this section shows that it is possible to proceed by induction as
in the proof of Theorem 1.1. 
Conjecture 4.5. If m is even, then the wm-orbit of a is not semiperiodic for all a ∈ A3.
5. The Gaussian integers
This section is concerned with defining w on a suitable subset of Z[i]. We prove the ana-
logues of Lemmas 2.1 and 4.1 and conjecture that something similar, yet more intricate than
Theorem 1.1 is true in this setting. Two examples are given to illustrate that there are significant
differences between the structure of w on A3 and A3(Z[i]).
Let
T = {a + bi ∈ Z[i]: a > 0, a  |b| and a + bi is prime}.
Observe that if λ ∈ Z[i] is prime, then exactly one of the four associates ±λ,±iλ is in T . The
set T may be ordered using the norm N.
Definition. We put an order “<” on T by setting a − bi < a + bi (b > 0) and ρ < λ if N(ρ) <
N(λ) for all ρ,λ ∈ T .
It is easy to see that “<” is well defined. This allows us to define a greatest prime factor
function on T . We will denote it by P as before. Set
Ak
(
Z[i])=
{
ρ
e1
1 · · ·ρess : ρi ∈ T ,
s∑
j=1
ej = k, ej > 0 and s > 1
}
(34)
where ρi = ρj for i = j . Now it is possible to define w and all other previous notions on AkZ[i],
where Z[i] subscripts may be added as needed.
The two examples below show that A3(Z[i]) contains two periodic elements with disjoint
w-orbits. By now we have seen that this is not the case in A3, but easy computations reveal that
it is true for Ak , for all small k.
Example 5.1. Let α = 32(2 − i). We show that α is periodic. In fact,
W(α)
= [α,3(3 + 2i)2, (3 + 2i)(2 − i)2, (3 − 2i)2(2 − i), (4 + i)2(3 − 2i), (4 + i)(2 − i)2 ]
and the order of the period is 6.
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W(β)
= [β,32(4 − i),3(2 − i)2, (3 + 2i)2(2 − i), (3 + 2i)(3 − 2i)2,32(3 − 2i),3(2 + i)2 ].
Our last example shows that it would be much harder (if at all possible) to use the methods
of Theorem 2.5 to prove Conjecture 5.5, listed below. It also illustrates another resemblance of
A3Z[i] with Ak (k > 3).
Example 5.3. Let γ = (5 + 4i)(4 + i)2. Then
W(γ ) = [γ, (7 − 2i)2(4 + i), (7 − 2i)(6 + 5i)2, (8 − 5i)2(6 + 5i),72(8 − 5i),7(2 + i)2,
(5 − 4i)2(2 + i), (5 − 4i)(5 + 2i)2, (5 + 2i)(3 + 2i)2, (3 + 2i)(2 + i)2,W(β) ].
Thus γ is semiperiodic with periodicity index 10.
Lemma 5.4. w(T ) ⊂ T .
Proof. Let σ = (a1 + b1i)(a2 + b2i)(a3 + b3i) ∈ A3(Z[i]) and suppose w(σ) /∈ A3(Z[i]). The
usual arguments show that we may assume w(σ) = (1 + i)3. We have (1 + i)2k = μ2k and
(1 + i)2k+1 = ν(2k + 2ki) for units μ,ν. Hence the sums of the ai and bi are either 0 or a power
of 2. Also, one of the six integers ai, bi must be odd and the sums are greater than or equal to 3.
So both sums are divisible by 4. Without loss of generality, we may assume all three ai are odd.
Reducing modulo 4 yields a contradiction. 
Conjecture 5.5. Every element of A3(Z[i]) is semiperiodic. Moreover, A3(Z[i]) contains only
finitely many periodic elements.
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