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We consider a parabolic partial differential equation ut = u,, + f(u) on a 
compact interval of spatial variable x with Dirichlet boundary conditions. 
The stability of stationary solutions of this system is studied by the use of 
Liapunov’s second method. We obtain necessary and sufficient conditions for 
the stability, asymptotic stability, neutral stability, instability, and conditional 
stability. These conditions are closely connected with the conditions for the 
existence of the stationary solutions. 
1. INTRODUCTION 
In this paper we consider the following parabolic partial differential equation 
%(X, t) = ~,&, t) +f(+ t)), O<x<l. (I.la) 
Here, the nonlinear termf(z) is assumed to be a sufficiently smooth function. 
Equations of type (1.1 a) with appropriate boundary conditions appear in various 
fields such as chemical reactor dynamics and nonlinear heat transfer [4, 51. 
In this paper we assume the Dirichlet boundary conditions 
u(O, f) = 111 7 u(l, t) = 212. (l.lb) 
Without losing any generality, we shall assume that up > ur . 
We study the stability of stationary solutions of this system. In recent years, 
applications of Liapunov’s second method to the stability analysis of partial 
differential equations have been developed by many authors including [&12]. 
Our study is in the same direction. 
In Section 2 we shall obtain necessary and sufficient conditions which ~lr , u2 
andf(u) must satisfy for the existence of stationary solutions of various types. 
In Section 3, we shall obtain several criteria for determining the stability of these 
stationary solutions (Theorems 3.1-3.7). By the use of these criteria, we can 
determine, given a stationary solution, whether it is stable or unstable. Also, 
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in the case it is stable, we can determine whether it is asymptotically stable or 
neutrally stable. In certain cases where a stationary solution is unstable, it may 
be stable with respect to a suitably restricted class of disturbances. In such cases, 
we say that it is conditionary stable. We shall obtain conditions under which a 
stationary solution is conditionally stable with respect to what we shall call 
positive or negative disturbances. Our stability criteria given in Theorems 3.1- 
3.7 are closely connected with the conditions for the existence of the stationary 
solutions. 
Our theorems regarding the stability are proved in Sections 4 and 5. The 
main part of the stability analysis is carried out in Section 5 by the use 
of Liapunov’s second method. 
It is very difficult to determine the stability of a stationary solution when the 
linearized perturbation equation is neutrally stable. In such a case, we must 
consider the effect of higher-order terms which can be neglected in the ordinary 
case. Our stability analysis gives a definite answer to this problem. 
The method of stability analysis developed in this paper can be extended and 
effectively used in studying the waveform stability of traveling wave solutions 
which appear in the Gunn-diode equation [13]. We shall treat this problem in a 
subsequent paper [14]. 
2. EXISTENCE OF STATIONARY SOLUTIONS 
A function U,,(X) is a stationary solution of (1.1) if and only if it is twice 
continuously differentiable and satisfies the equation 
%22(X) +fkm = 09 O<x<l, (2.la) 
with the boundary conditions 
%(O) = Ul, u,(Z) = Id.2 . (2.lb) 
In order to avoid repetition of arguments, we assume that ~~~(0) > 0. We shall 
obtain necessary and sufficient conditions for the existence of z+,(x). 
Let F(u) be any primitive function of f(u). For a real variable D limited in 
the range 
(2.2) 
let us define a function x,(D) by 
‘do) = J’:,’ (2{D -“d;(w)))l1Z ’ 
Also, for any D in the range (2.2) let us define w(x; D) by the equation 
wz&; 0) +f(w(x; D)) = 0, (2.3a) 
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with the initial conditions 
w(0; D) = 241 ) zu,(O; D) = (2(D - F(u,)})‘l”. 
Clearly a solution zu(s; D) of (2.3) satisfies 
~{zu&; D)}” + F(w(w; D)) = D. 
(2.3b) 
(2.4) 
Hence we can apply the phase-energy method [I I] to obtain that 
zu,(s; D) > 0 for all .v in [O, x,(D)], 
73(x,(D); D) = 241. 
Thus the following theorem holds. 
THEOREM 2.1. There exists a stationary solution uO(x) which satisjies U&X) > 0 
for all x in [0, Z] if and only if the equation x,(D) = 1 has a real solution D = ii 
in the range (2.2). The stationary solution is giwen by u,,(x) = w(x; D). 
We define FI and F2 , respectively, by 
FI 3 sup F(u), F, = sup F(u). (25) 
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Let us consider the case where F2 3 F, . In this case, for any D lying in [FO , FJ, 
we can define a function a(D) > u2 by 
F(Q)) = D, F(u) < D for all u in [u2 , a(D)]. (2.6) 
Let us define functions x,(D) and S(D) by 
xs(D) = ,-u;‘D) (2{D _dd;(w)))“B ’ ‘tD) = “do) + se,‘“’ (30 -d;(w))),,’ ’ 
(2.7) 
It is easily verified by the use of phase-energy method that 
w,(x; D) > 0 
w@,(X); D) = a(D), 
w,(x; D) < 0 
w(S(D); D) = z+ . 
for all x in (0, x,(D)), 
w&a(D); D) = 0, 
for all x in (x,(D), S(D)), 
(2.8) 
(See Fig. 1.) Hence the following theorem holds. 
THEOREM 2.2. There exists a stationary solution z+,(x) which has a peak at a 
certain point x2 in (0, 1) and satisfies u&x) # 0 for allx in(0, x.J u (xZ , 1) if and 
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FIG. 1. The function w(s; D). 
only if the equation S(D) = 1 has a real solution D = D* in the range [F,, , F.J. 
The stationary solution is g&n by u,,(x) = w(x; D*). 
Let us consider the case where Fl 3 F,, and Fz > F,, . In this case, for any D 
lying in the range 
F, < D < Min{F, , Fz}, (2.9) 
we can define functions b(D) < ur and T(D), respectively, by 
F(W)) = D, F(u) < D for all u in [b(D), ul], (2.10) 
(2.11) 
If  D lies in the range (2.9), then W(X; D) is a periodic function of x with the 
minimal period 2T(D). Hence, if there exists a D = D* satisfying either 
2kT(D*) + S(D*) = 2 or 2kT(D*) + xJD*) = 1 for some integer k > 0, then 
W(X; D*) satisfies the boundary condition (2.lb), i.e., u,,(x) == w(s; D*) is a 
stationary solution. If  k 3 1, this stationary solution satisfies U&X) = 0 at two 
or more points in (0, 1). 
We denote by 6(x; D) a solution of Eq. (2.3a) subject to the initial condition 
ti(0; D) = b(D), z&(0; D) == 0. (2.12) 
If  D is limited in the range (2.9) ti(.v; D) satisfies 
ti,(x; D) > 0 for all x in (0, T(D)), 
G(T(D); D) = a(D), til(T(D); D) = 0. 
(2.13) 
Let us consider a stationary solution U&.X) which satisfies, in addition to the 
boundary condition (2.lb), the condition 
uo@) = uo#) = 0, 
Uor(X) > 0 for all x in (0, /). 
(2.14) 
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By virtue of (2.12) and (2.13), there exists a stationary solution of the type 
(2.14) if and only if there exists a D = D* in the range (2.9) such that 
a(D*) = u2, b(D*) = ul, T(D*) = 1. (2.15) 
If  (2.15) holds, a stationary solution of the type (2.14) is given by U,,(N) = ti(s; D*) 
3. STARILITP OF STATIONARY SOLUTIONS 
3.1. Definition of Stability 
Let U,,(X) be a stationary solution of (1.1) and Q(X) be any continuously 
differentiable function defined on [0, I] satisfying 
“O(O) = w,(l) = 0. (3.1) 
W’e denote by U(X, t) a solution of Eq. (1.1) subject to the initial condition 
u(x, 0) = UC@) + fJ&), O<N< 1. (3.2) 
The stationary solution U,,(X) is said to be stable if, given any c > 0, there exists 
a S > 0 such that, for any Q(X) satisfying (3.1) and 
&; I %@)I ( 69 I %(0)l + I %x(~)l < 6 (3.3) 
\ 
the solution U(X, t) satisfies Mi~(,,~~~r / u(x, t) - uo(x)I < E for all t 3 0. We say 
that u,,(x) is asymptotically stable if, in addition to being stable, u(x, t) satisfies 
(3.4) 
when S > 0 in (3.3) is sufficiently small. Also, we say that u,,(x) is neutrally stable 
if, in addition to being stable, u(x, t) converges, as t - m, to a certain stationarv 
solution which is not always equal to Z+,(X). 
In certain cases where the stationary solution U,,(X) is unstable, the solution 
may be stable when the disturbance Q(X) is limited to a suitably restricted class. 
We say that q,(s) is stable with respect to positive [negative] disturbances if, given 
anv E > 0, there exists a S > 0 such that, for any V,,(X) satisfying (3.I), (3.3) and 
v&x) 3 0 [Q(X) < 0] for all x in [0, Z], (3.5) 
the solution u(x, t) satisfies 
E 3, u(x, t) - u&) >, 0, [-c < u(x, t) ~- u&) < O] 
for all (x, t) in [0, I] Y [0, co). Also, we say that z+,(x) is asymptoticaZly stable 
with respect to positive [negative] disturbances if u(s, t) satisfies (3.4) for an! 
o,,(x) satisfying (3.1), (3.3) and (3.5), and for a sufficiently small 6 :> 0 in (3.3). 
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3.2. Main Theorems 
We have several theorems regarding the stability of the stationary solutions. 
These are the main results of this paper. The first and the second are as follows. 
THEOREM 3.1. -4 stationary solution q,(x) is asymptotically stable if it satisfies 
u&x) # 0 for all x in [0, E) or for all x in (0, I]. 
THEOREM 3.2. A stationary solution u,,(x) is unstable if it satisJies u,,~(x) = 0 
at two OY more points x in (0, I] or in [0, I). 
Next, let us consider a stationary solution r+,(x) which satisfies, for a certain 
x1 lying in (0, I), 
uo2(x) > 0 for all x in [0, x1), 
%&I) = 0, (3.6) 
uos(x) < 0 for all x in (x1 , I]. 
According to Theorem 2.2, there exists a stationary solution of this type if and 
only if the equation S(D) = 1 has a real solution D = D* in the range (2.5). 
We have four theorems regarding the stability of this stationary solution. 
THEOREM 3.3. Let u,,(x) be a stationary solution of the type (3.6), and D* be a 
solution of S(D) = 1. In this case, (i) uO(x) z’s asymptoticahy stable if s’(D*) > 0, 
and (ii) u,,(x) is unstable if s’(D*) < 0. 
THEOREM 3.4. Let u,,(x) and D* be as in Theorem 3.3. If  S’(D*) = 0 and 
S”(D*) > 0 [s”(D*) < 01, then u,,(x) is asymptotically stable with respect to 
positive [negative] disturbances, but not stable with respect to negative [positive] 
disturbances. 
THEOREM 3.5. Let u,,(x) and D* be as in Theorem 3.3. If  S’(D*) = s”(D*)==O 
and s”(D*) > 0 [S”(D*) < 01, then zq,(x) is asymptotically stable [unstable]. 
THEOREM 3.6. Let u,,(x) and D* be as in Theorem 3.3. If there exists Q 6 > 0 
such that S’(D) = 0 for all D in (D * - 6, D* + 6), then uO(x) is neutrally stable. 
Next let us consider a stationary solution of the type (2.14). A stationary 
solution of this type exists if and ony if there exists a D = D* satisfying (2.15). 
THEOREM 3.7. Let u,,(x) be a stationary solution of the type (2.14), and D* be 
a solution of (2.15). In this case, (i) if f  (ul) + f  (u2) < 0 [ f  (ul) + f  (u2) > 01, then 
u”(x) is asymptotically stable with respect to positive [negative] disturbances, but 
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not stable with respect to negative [positive] disturbances. Also, (ii) if f  (ul) + 
f(u2) = 0 and T’(L)*) > 0 [T’(D*) < 01, then q,(x) is asymptotically stable 
[not stable]. 
3.3. Main Lemmas (I) 
Theorems 3.1-3.7 are proved by using Lemmas 3.1-3.5 which we shall 
formulate below. 
Let z(x; CL) be a solution of the equation 
u”s.r(.? II) + f  (4.Y P)) = 0 
subject to the intial condition 
@& tL) = u,(O) = Ul I ~,Kk cl) = %(O) + P. 
(3.7a) 
(3.7b) 
Clearly from (2.1) and (3.7), this function satisfies 
z(.r; 0) = u&x), 0 < A” < I, (3.8a) 
z,(O; p) = 0, %z(O; P> = 1. (3.8b) 
The following lemmas hold. 
LEMMA 3.1. If  z,(s; 0) > 0 fey aZZ s in (0, Z], then u,,(x) is asymptotically 
stable. 
LEMMA 3.2. If  z,,(x; 0) has a zero in (0, I), then q,(x) is unstable. 
LEMMA 3.3. If  z(x; p) satisfies 
z,(O; 0) = n,(Z; 0) = 0, 
zU(x; 0) > 0 for aZZ.v in (0, Z), 
(3.9) 
and zUU(I; 0) > 0 [z,,JZ; 0) < 01, then q,(x) is asymptotical@ stable with respect 
to positive [negative] disturbances, but not stabZe with respect to negative [positive] 
disturbances. 
LEMMA 3.4. If  z(x; p) satisfies (3.9), z,,(Z; 0) = 0, and z,,,(Z; 0) > 0 
[zUU,(I; 0) < 01, then u,,(x) is asymptotically stable [unstable]. 
LEMMA 3.5, If  .z(x; CL) satis$es (3.9) and q,(Z; p) = 0 for all p in some interval 
(-8, , S,), 6, > 0, then u,,(x) is neutraZEJ stable. 
These lemmas will be proved in Section 5. 
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3.4. Main Lemmas (II) 
Four lemmas are given below. Theorems 3.1-3.7 are straightforward con- 
sequences of these lemmas and of Lemmas 3.1-3.5. The first is as follows. 
LEMhlA 3.6. (i) If U,,(X) satisfies the assumption of Theorem 3.1, then 
2iJ.r; 0) > 0 for all s itz (0, 13. 
(ii) If u,,(x) satisjies the assumption of Theorem 3.2, then zs,(x; 0) has at 
least one zero in (0, I). 
Theorems 3.1 and 3.2 are obtained by using Lemma 3.6 and 3.1-3.2. The 
second and the third lemma are as follows. 
LEMMA 3.7. Let u&x) be as in Theorems 3.3-3.6. In this case x,(x; 0) has at 
most one zero in (0, I]. 
LEMMA 3.8. Let u,,(x) and D* be as in Theorems 3.3-3.6. In this case, (i) 
z,(l; 0) = -u&O) u,JZ) S’(D*), (ii) zuu(E; 0) = -{u,,~(O)}~ q,z(l) S”(D*) if 
S’(D*) = 0, (iii) z ,,,(I; 0) = -{u,,JO)}~ u,,(Z) S”(D*) $S’(D*) == S”(D*) = 0, 
and (iv) z,(Z; p) = 0 for all p in some interval (4, , S,), S, > 0, if the equality 
S’(D) = 0 holds.for all D in (D* - 6, D* + 6), S > 0. 
In Theorems 3.3-3.6, U,,(X) is assumed to satisfy (3.6). This assumption 
implies u,,(O) > 0 and U&Z) < 0. Hence, according to Lemma 3.8(i), the sign 
of z,(l; 0) coincides with the sign of S’(D*). Therefore, according to Lemma 3.7, 
the inequality zU(x; 0) > 0 holds for all x in (0, I] if S’(D*) > 0. Also, x,(x; 0) 
has one zero in (0,Z) if S’(D*) < 0. Thus Theorem 3.3 follows from Lemmas 
3.1 and 3.2. In the case S’(D*) = 0, 2,(x; 0) satisfies (3.9) on account of Lemma 
3.8(i) and Lemma 3.7. Hence Theorems 3.4-3.6 follow immediately from 
Lemmas 3.8(ii)-(iv) and 3.3-3.5. 
The fourth lemma is as follows. 
LEMMA 3.9. Let z+,(x) and D* be as in Theorem 3.7. In this case, (i) 2,(x; 0) 
satisfies (3.9). (ii) %A; 0) = if (4 + f (UP)) if(%) - f (%Mf (U1)12f @*I 
(iii) zUUU (I; 0) = T’(D*) ;ff(z+) + f(u2) = 0. 
In Theorems 3.7 and 3.8, z+,(x) is assumed to satisfy (2.14). This assumption 
implies that 
%m(O) = -f MO)) = -f (4 > 0, 
%rV) = -f e4)) = -fb*) < 0. 
Hence, on account of Lemma 3.9(i), the sign of .z,,(Z; 0) coincides with the sign 
of -{f(uJ + f(u2)l. Thus Theorems 3.7 and 3.8 follow from Lemmas 3.4, 
3.5, and 3.9. 
Lemmas 3.6-3.9 are proved in Section 4. 
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4. PROOFS OF LEMMAS 3.6-3.9 
4.1. Proof of Lemma 3.6 
The following lemma, which is a special case of the Sturm Comparison 
Theorem [l, Chap. 8, 1.11, pl a y  s an essential role in this section. 
LEMMA 4.1. Let gl(x) and gz(x) be any linearly independent solutions of the 
equation 
&!5C~) + f  ‘h(x)) g(x) = 0. (4.1) 
If  x1 and xp lie in [0, I] with x1 < se , and ifg,(x,) = g,(x,) = 0, gl(x) > 0 for all 
X in (x1 , x,), then g*(x) has exactly one zero in [xl , xp]. 
The following equality is obtained by differentiating (2.la) with respect to x: 
bd%! + f  O%(x)) %r(x) = 0. (4.2) 
Hence gl(x) = U& x is a nontrivial solution of (4.1). On the other hand, the ) 
following equalities are obtained by differentiating (3.7) with respect to p, by 
setting p = 0 and by using (3.8a): 
MT wm + f  ‘(a&)) %Ax; 0) = 0, (4.3a) 
z,(O; 0) = 0, z,,(O; 0) = 1. (4.3b) 
Hence gs(x) = .a,,(~; 0) is also a nontrivial solution of (4.1). By virtue of (4.3b), 
g, satisfies g,(O) = 0 and g,,(O) = 1. 
In Lemma 3.6(i), z+,(x) is assumed to satisfy gi(x) = U&X) + 0 for all s in 
[0, I) or for all x in (0, Z]. In this case, according to Lemma 4.1, the inequality 
ga(x) = .a,,(~; 0) > 0 holds for all s in (0, 21. On the other hand, in Lemma 
3.6(ii), gl(x) = u,,.Jx) is assumed to have at least two zeros in [0, I) or in (0, I]. In 
this case, according to Lemma 4.1, gg(x) =:m se(.v; 0) has a zero in (0, I). QED. 
4.2. Proof of Lemma 3.1 
In this lemma, it is assumed that g,(x) Y U,,,(X) has exactly one zero in 
(0, I). On the other hand, g,(x) = zU(x; 0) satisfies g,(O) = 0, g,,(O) = 1. 
Hence, according to Lemma 4. I, g&x) :G zc(x; 0) has at most one zero in 
(0, 0 Q.E.D. 
4.3. Proof of Lemma 3.8 
According to Theorem 2.2, a stationary solution u,,(.r) of type (3.6) is given 
by u,,(x) = w(x; D*), where w is a function defined by (2.3), and D* is a solution 
of S(D) = E. Let us define a function D(p) for p > -z&O) by 
z&O) - /i = 70,(0; D(/L)) - (2{D(p) - F(u,):li’. (4.5) 
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Clearly from the definition (3.7) of z(x; p), the following equality holds: 
z(x; /4 = 4x; %4)- (4.6) 
It is easily verified by the use of (2.3b), (4.5) and W(X; DC) = U,,(X) that 
D(0) = D*, W-4 = wr(O; D(P)). (4.7) 
Hence 
q$; II) = wo(l; D(P)) D’(P) = w,(k D(P)) 4X 44). (4.8) 
On the other hand, the following equality is obtained by differentiating (2.8) 
with respect to D: 
w,(S(D); D) S’(D) + w,(S(D); D) = 0. (4.9) 
Hence, by using S(D*) = Z, we obtain w,(l; D*) = wx(l; D*) s’(D*) = 
u,,,JZ) s’(D*). Thus the equality a,,(l; 0) = -u,,~(O) u&l) S’(D*) follows from 
(4.7) and (4.8). 
Next let us consider the case S’(D*) = 0. In this case, the following equality 
is obtained by differentiating (4.9) with respect to D and by using S(D*) = I 
and w(x; D*) = uO(x): 
u& S”(D*) + w&; D*) = 0. (4.10) 
Hence (4.8) yields that 
z,,(E; 0) = w&l; D”) {D’(O)}2 = -{u~~:(O)}~ uos(l) S”(D*). 
We can deduce the equality in Lemma 3.8(iii) in a similar way. 
Finally let us consider the case where the equality S’(D) = 0 holds for all D 
in (D* - S, D* + 6). In this case, by virtue of S(D*) = 1, the equality S(D) = I 
holds for all D in (D* - 6, D* + 6). On account of D(0) = D*, there exists a 
6, > 0 such that D* - 6 < D(p) < D” + 6 for all p in (--6, , 6,). Therefore, 
by virtue of (4.8) and (4.9), the equality z,(l; p) = 0 holds for all p in (--6, , 6,). 
Q.E.D. 
4.4. Proof of Lemma 3.9 
In this lemma, us(x) is assumed to satisfy (2.14). In this case, by virtue of 
(4.2) and (4.3), zU(x; 0) is obtained explicitly as zU(s; 0) = z(,,+(x)/~~~~(O). 
Clearly this function satisfies (3.9). 
A stationary solution U,,(X) of type (2.14) is given by U,,(X) = G(x; D*), 
where 6 is a solution of (2.13) and D* is a solution of (2.15). We define functions 
o(p) and D(p) by 
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On account of (3.7) and us(x) = W(X; D*), the following equalities hold: 
4”; II) = 4x + O(p); D(p)), 
O(O) = 0, D(0) = D”. 
(4.11) 
The equalities in Lemma 3.9(ii), ( iii are obtained by using (2.13), (2.15), ) 
and (4.11). We omit details of the deduction. QED. 
5. STABILITY ANALYSIS-PROOFS OF LEMMAS 3.1-3.5 
5.1. Preliminaries 
The following lemma holds regarding the stability of uO(x). 
LEMMA 5.1. --J stationary solution u,,(x) is stable if(i) z,(x; 0) > 0 for all .\: in 
(0, Z] or if(ii) x(x; CL) satis$es (3.9) and z,,, (I; 0) > 0 of ;f(iii) z(x; p) satzsjies (3.9) 
and x,(l; CL) = 0 for all p in (--6, , S,), Sl > 0. Further, U,(X) is stabZe with 
respect to positiwe [negative] disturbances if (iv) z(s; CL) satisjies condition (3.9) 
and z,,(Z; 0) > 0 [z,,(Z; 0) (‘01. 
Proof. On account of (3.Q the following inequality holds for any given E ...>, 0 
if I*~ > 0 is sufficiently small. 
(5.1) 
Let us consider the case where .z(x; I*) satisfies the assumptions (i) or (ii) or (Iii). 
I f  (i) or (ii) is satisfied, then the following inequalities hold when pr :> 0 is 
sufficiently small. 
z(s; pl) ‘. u&) > .z(s; -pcL1) for all s in (0, I), (5.2a) 
%(o; PI) > %@) > %(o; -PI), (5.2b) 
4 PI) > u,(Z) > z(Z; -pl). (5.2c) 
Further, if (iii) is satisfied, then x(x; II) satisfies (5.2a, b), z(Z; pi) = u,(Z) = 
~(1; -pl) and z,(Z; pr) < ~~~(1) < %,(I; -pi). Hence, in these cases, the following 
inequalities hold if the disturbance Q(X) satisfies (3.1) and (3.3) and 6 :> 0 
in (3.3) is sufficiently small. 
x(x; pcL1) > u&s) + Zig 3 z(s; -& for al2 s in [0, I]. 
Therefore, according to the Comparison Theorem with respect to parabolic 
equations (see [3, Chap. 2]), the solution u(.z, t) subject to the initial condition 
u(x, 0) = r.+(x) + z.&s) satisfies x(x; I*~) 3 U(S, t) > z(s; -& for all (.v, t) in 
[0, ] / [0, oz). Thus, by using (5.1) t i is shown that U,,(X) is stable. 
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Nest let us consider the case where the assumption (iv) is satisfied. In this 
case, z(s; p) satisfies (5.2b) and z(x; PJ > u,,(x) [U,,(X) > .z(x; -pl)] for all x in 
(0, 11 if pa > 0 is sufficiently small. Hence, if w,,(x) satisfies (3.1), (3.3), and 
e’s(x) > 0 [z+) < 01, and if S > 0 in (3.3) is sufficiently small, then the following 
inequalities hold. 
Therefore the solution U(X, t) subject to the initial condition U(X, 0) = 
z+,(x) + Ok satisfies the inequalities x(x; pi) >, U(S, t) > z+,(x) [u,,(x) 3 
U(X, 2) 3 z(x; -pl)] for all (x, t) in [0, I] x [0, co). Thus it is shown that 
us(x) is stable with respect to positive [negative] disturbances. Q.E.D. 
Consider the eigenvalue problem 
b(x) = %&) + f’G43(4) 9-w 0 < s < I, (5.3a) 
y(O) = p(Z) = 0. (5.3b) 
According to Sturm-Liouville theory (see [l, Chap. 8]), Eqs. (5.3) yields 
countably many eigenvalues h, , k > 0, and corresponding eigenfunctions 
am, k 3 0. All the eigenvalues are real and h, -+ -co as k + + co. Without 
loss of generality we may assume that h, > h, > X, > .... The eigenfunctions 
vk can be chosen SO that Ji V*(X) pi(x) do = Sij . Some further properties of 
these eigenfunctions are stated in the following lemma, which is a special case 
of Theorem 2.8 in [l, Chap. 81. 
LEMMA 5.2. For each integer k > 0 the eigenfunction p)k has exactly k zeros 
in (0, I). In particular, q+,(x) has no zeros in (0, 1). 
The following lemma is an immediate consequence of the variational principle 
(see [2, Chap. 41. 
LEMMA 5.3. (i) Let g(x) be any twice continuously dz@rentiable function on 
[0, I] satisfying g(0) = g(1) = 0. Then 
Jo’ g(x) k&> + f ‘MxN &)I dx d 4, lo2 MG-” dx. 
(ii) If g(x) satisfies Jig(x) q+,(x) dx = 0 in addition to g(0) = g(l) = 0, then 
It follows from (4.3) that a,,(~; 0) is a nontrivial solution of Eq. (5.3a) with 
h = 0. Hence the following lemma is obtained as an immediate consequence of 
Lemma 5.2. 
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LEMMA 5.4. (i) Zf z,(.Y; 0) s&$es (3.9), then A, = 0 and y,(a) : cz,(s; 0), 
where c is a normalizing factor. 
Further, the following lemma is obtained by using the Sturm Comparison 
Theorem (see Theorem I. 1 in [1 , Chap. 81) and the latter part of Lemma 5.2. 
LEMMA 5.4. (ii) If z,,(x; 0) > Ofor all x in (0, I], then A0 < 0. 
(iii) If .zJx; 0) has a zero in (0, I), then A0 > 0. 
Let w(x, t) denote a function defined by 
w(x, t) zz u(x, t) - no(x), 
where U(X, t) is a solution of (1.1) subject to the initial condition (3.2). Clearly 
V(X, t) satisfies the following equations. 
%(X, t> = %& 4 + f(uo(x) + 4% 4) - f@o(d), (5.4a) 
2!(0, t) = v(l, t) = 0, t 3 0, (5.4b) 
e)(x, 0) = q)(x), O<X<f. (5.4c) 
The following lemma is easily proved by using mathematical tools developed 
in [3]. 
LEMMA 5.5. If a solution v(s, t) of the parabolic equation (5.4) satisjes 
.ft {.fi (w(x, t)>* d.4 dt < +a then lim,,, MaxoGzcl I $x, t)I = 0. 
5.2. Proof of Lemma 3.1 
Equation (5.4a) can be rewritten as follows by expanding the termf(u, + U) 
in Taylor series: 
vt = w,, + f ‘(ug) 5~ + Gv*, (5.5) 
where G = 4 f “(us + es), and 0(x, t) is a function satisfying 0 < e(w, t) < 1. 
Multiplying this by a(~, t), and integrating on [0, I] with respect to X, we obtain 
I 
1 1 
Z’Z’f dx = 
0 r ‘0 
@,, +f’(uo) e,} dx + s’ Gt3 dx 
0 
< 
s 
’ {A, + Gv} ZP dx. 
0 
In Lemma 3.1, Z(N; p) is assumed to satisfy z,(x; 0) > 0 for all x in (0, 11. 
Hence, on account of Lemma 5.4(ii), h, is negative. Also, on account of Lemma 
5.1, the inequality 4 1 ho I> Ma~~,~lSt~o 1 G(x, t) o(x, t)l holds if 6 >0 in (3.3) 
is sufficiently small. Hence the following inequality is obtained. 
-- ; ; l’ {v(x, t)}” dx ,< ; ho I’ Mx, t>>* dx. 
STABILITY OF STATIONARY SOLUTIONS 231 
Thus, J: {w(x, t)}* do < exp(A,,,t) Ji {r+,(x))* dx. Therefore, by using Lemma 5.5 
and A,, < 0, we obtain the asymptotic stability of u,,(x). Q.E.D. 
5.3. Proof of Lemma 3.2 
Let a(t) and V(X, t) denote functions defined by 
qx, t) = 2(x, t) - a(t) To(X). 
Clearly e)(x, t) satisfies 
I 
I 
B(X, t) pa(x) dx = 0, qo, t) = v(Z, 2) = 0. 
0 
Hence, by using Lemma 5.3(ii), we obtain 
j-’ v{czz + f  ‘(uo) c} dx < A1 1” v* dx. 
0 0 
Substituting (5.6b) in (5.5), we obtain 
‘~tvo + v; = bosx + f  ‘&o> volt + &z + f  ‘(uo) g> + Gw* 
= Xoqoa + Rcz +f ‘ho) @I + (qo + 6) Gv. 
Multiplying this by avo , and taking account of (5.7a) and 
(5.6a) 
(5.6b) 
(5.7) 
(5.8) 
(5.9) 
Lz PO&! + f  ‘fuo) a> dx = j+’ %ozz + f  ‘(uo) yo} dx = ho rz vvo dx = 0, 
0 ‘0 
we obtain 
rd a* = x0 + 
2 dt I s 
zGmpo2dx~ar8+a~G~~odx. (5.10a) 
0 
Similarly, multiplying (5.9) by V(X, t), integrating on [0, 21, and taking account 
of (5.7) and (5.8) we obtain 
ld z -- 
I 2 dt o 
a2dx~~z~~,+~}~2dx+a~z~~~dx. (5.10b) 
0 0 
In Lemma 3.2,5(x; 0) is assumed to have a zero in (0, I). In this case, Lemma 
5.4(iii) yields that A,, > 0. Let us prove the instability of uo(x) by contradiction. 
We suppose that uo(x) is stable, i.e., that the inequality 1 B(X, t)l < E holds for all 
t > 0. Let A2 be any positive constant lying in the interval (A,, A+,). If E > 0 is 
sufficiently small, then the following inequality holds for all (x, t) in [0, I] x 
LO, 00): 
A, + f’ Gvp,* dx > A2 > X, + Gv. 
0 
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By using this and (5. IO), we obtain 
(5.11) 
Let us choose the initial data V(X, 0) = co(x) so that or(O) i 0, z’(s, 0) = 0. In 
this case, (5.11) yields {a(t)}” 3 (,(O)y* exp(2Pt). Clearly this inequality contra- 
dicts the supposition that uo(s) is stable. Q.E.D. 
5.4. Proof of Lemma 3.3 
In Lemma 3.3, Z(X; CL) is assumed to satisfy (3.9) and z,,(l; 0) # 0. In this 
case, according to Lemma 5.4(i), 
A, = 0, To(X) = cz,(x; 0). (5.12) 
We may assume c > 0 without losing any generality. According to Lemma 5.1, 
zco(.‘c) is stable with respect to positive [negative] disturbances if x,,(I; 0) > 0 [if 
z,Jl; 0) < 01. In the following, we shall consider the case z,,(I; 0) > 0 only. 
The following equalities are obtained by differentiating (3.7) twice with 
respect to p, and by using a(~; 0) = uo(x) and (5.12). 
hb; OH,, +f ‘(ho) %“(G 0) + f  “(u&x)) (~&X)/C)’ = 0, 
x,,(O; 0) = 0. 
(5.13) 
Equation (5.4a) can be rewritten as follows by expanding the term f(uo + v) 
in a Taylor series: 
Z’t = v,, + f’(Uo) Z’ + *f”(uo) 02 + Hv3, (5.14) 
where H = &jf’“r(~~ + 8~) and 0 < 8(.x, t) < 1. Let a(t) and V(X, t) be as in (5.6). 
Substituting (5.6b) in (5.14) and taking account of (5.12) and (5.13), we obtain 
WJO + @t = ~a-, + f  @OF + {9101x + f  ‘(qJp)o) c-t + 9f “(~,)(q+J2 + P 
= ~.m + f  ‘(uo) @ - ~c*kJz~ + f  ‘(~o)GJ a2 + P, 
where P = if “(uO) (2~~~6 + G> + Hv3 and a,, = a,,(~; 0). 
The following equalities hold: 
lz {+&x + f  ‘(uo) c> vo dx = s’ %,zz + f  ‘(uo) yo> dx = 0, 
0 
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Hence, multiplying (5.14) by q,,(x), integrating on [0, I] and taking account of 
(5.7) and the above equalities, we obtain 
where B = -(l/c) z,,(l; 0) q&l) = --z,,,(l; 0) z,,(l; 0). By virtue of assump- 
tions (3.9) and z,,(l; 0) > 0, B is positive. 
Let us assume that the initial data o(x, 0) = w,,(x) for Eqs. (5.4) satisfies 
no(x) >, 0. Since IQ,(X) is stable with respect to positive disturbance, the solution 
ZJ(X, t) of (5.4) satisfies the following inequality for any given E > 0 if S > 0 
in (3.3) is sufficiently small: 
E > D(X, t) > 0 for all (x, t) in [O, Z] x [O, co). (5.16a) 
By using (5.6a), (5.16a), and v,,(x) > 0 we obtain 
E oz cpo(x) dx > a(t) > 0. s 
s (5.16b) 
The following inequality holds for any D2 > 0 on account of (5.10a) and (5.15). 
;Itl”+&‘2 di 
.I 
J 0 z” dx/ < i,’ {Pl(x, t) + P2(x, t)} dx, 
where 
PI = -&3B(w,)” +f”(uo) vo(qoF + GW* + tf”(~o)~o}‘o)B~, 
P2 3 {HTo,v + D2 Gti}o”. 
By virtue of B > 0 and A, < A,, = 0, the following inequality holds if D2 is 
sufficiently large. 
s 1 P+, t) dx < - $c3B 1‘ ’ {(c~~~)~ + v2} dx =- - fC3B 1” v2 dx. 
0 0 0 
Hence, if E > 0 in (5.16a) is sufficiently small, then 
1 ‘(P, + P2) dx < \’ (-- kc36 + Hvozr +m DX%} 7.~2 dx 
‘0 
5; : Qc3B 1’ 24 dx. 
‘0 
Thus we obtain 
(5.17) 
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Therefore, by virtue of c3B > 0 and (5.16b), V(X, t) must satisfy 
lm [Jb’ @(w, f))’ dx] df < +m. 
Hence, according to Lemma 5.5, Iim,,, MaxoGrGl 1 V(X, t)i = 0. Thus the 
former part of Lemma 3.3 is proved. 
Let us prove the latter part of Lemma 3.3 by contradiction. We suppose 
that U,,(X) is stable with respect to negative disturbances, i.e., that V(X, t) satisfies 
O~zJ(x,f)>-•E (5.18) 
for all (x, t) in [0, Z] x [0, 3rj) if th e initial data satisfies a(x, 0) = Y&X) G: 0 
and if S > 0 in (3.3) is sufficiently small. Since (4.17) holds if E > 0 is sufficiently 
small, we obtain 
d( 1 -z 
dfi11:+TD2.0 I s or (q+, -+ v)’ dx < - $ c3Ba’. (5.19) 
Let us choose the initial data V(S, 0) = r+,(x) so that or(O) < 0 and 5(x, 0) = 0. 
In this case, (5.19) yields that a(t) < -&aB{~(0))*f. Clearly this inequality 
contradicts the supposition (5.18). Thus it is proved that Z+,(X) is unstable with 
respect to negative disturbances. Q.E.D. 
We can prove Lemma 3.4 in a similar way. We omits its proof. 
5.5. Proof of Lemma 3.5 
In this lemma, Z(X; p) is assumed to satisfy (3.9) and 
zJ0; p) = z,(l; p) = 0 for all p in (4, , 6,). (5.20) 
In this case, according to Lemma 5.1, the solution U(X, t) of Eqs. (1.1) with the 
initial condition (3.2) satisfies the following inequality for any given E > 0 if 
S > 0 in (3.3) is sufficiently small. 
I u(x, f) - %W < E for all (x, f) in [0, I] x [0, co). (5.21) 
Consider the eigenvalue problem 
M”4 = %x(4 + f’c4x; PM v,f4 O<X<f, (5.22a) 
q?(O) = q(l) = 0, (5.22b) 
where p is a constant lying in (-8,) 6,). Equations (5.22) yield countably 
many real eigenvalues &(p), R > 0, and corresponding eigenfunctions vk(x; p). 
We may assume A&) > h,(p) > ... without losing any generality. In corre- 
spondence with Lemmas 5.2 and 5.3, the following lemma holds. 
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LEMMA 5.6. (i) ~(x; p) has no zeros in (0, 2). 
(ii) If g(x) is a twice continuously differentiable function satisjying g(0) = 
g(l) = 0 and JLg(x) q+,(x; p) dx = 0, then 
jz &) k&> +f’(4~ 4) g(x)> dx -( UP) jz WN’ dx. 
0 0 
The following equality is obtained by differentiating (3.7a) with respect to p. 
+4x; /-4L! + f’(4x; cl)) %(“i P) = 0. 
Hence, taking account of (5.120) (3.9) and Lemma 5.6(i), we obtain 
(5.23) 
ho(P) = 0, %(“; CL) = mL(“; LL), (5.24) 
where cr is a normalizing factor. 
Let p(t) denote the value of parameter TV which minimizes the following 
integral. 
P[u; /L] EE $ jz {u(x, t) - z(x; &* dx. 
0 
Clearly F(t) satisfies 
mu; ~1 = - j” 6(x, t) z,@; ,%(t)) dx == 0, 
0 
(5.25) 
where 6(x, t) = IL@, t) - Z(X; F(t)). Further, on account of (5.21)) and z(x; 0) = 
r+,(x), ii(t) lies in the interval (-8, , 6,) for all t 3 0 if E > 0 in (5.21) is suffi- 
ciently small. In this case, 6(x, t) satisfies the following boundary condition: 
qo, t) = ??(I, t) = 0 for all t 3 0. (5.26) 
Thus, taking account of (5.24), (5.25), (5.26), and Lemma 5.6(ii), we obtain 
jot 6(x, t) {21&, t) +f’(z(x; p(t))) 6(x, t)) dx < X,(,%(t)) lo’ (4(x, t)}’ dx. (5.27) 
The function 6(x, t) = u(x, t) - Z(X; p(t)) satisfies the following equation. 
f&(x, t) + i&(X; CL) 
= f&(X, t) +f(+; p) + qx, 4) -f(z(x; fi)) (5.28) 
= 6*&, t) +f’(z(x; ji)) 6(x, t) + qx, t) {6(x, ty, 
where e =I $f”(,z + t%) and 0 < &x, t) < 1. Multiplying this by G(x, r), 
integrating on [0, 11 and taking account of (5.25) and (5.27), we obtain 
’ d j” {6(x, t)}* dx < 1’ {AI + G6) 6’ dx -- 
2 dt o 0 
< ,,’ {-u” + Ge’} 6* dx, 
s 
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where Max- a,~‘rr<6~ A&) me -a2 < h,(p) = 0. H ence the following mequality 
holds if E > 0 in (5.21) is sufficiently small. 
+ $ j-,’ (6(x, t)}” dx i, - + a” j--’ {4(x, t)}” dx. 
This implies that 
J 
1’ {6(x, 0)}2 dx exp(-A). (5.29) 
The following equality is obtained by differentiating (5.25) with respect to t. 
s,’ 6,(x, t) z,,(x; p) dx + /& j1” 6(x, t) q&c; ,ii) dx = 0. 
Further, the following equality is obtained by using (5.23) and (5.26). 
i 
o’ {i&,(x, t) +f’(z(x; ii)) 6(x, t)) zJx; ji) dx = 0. 
Hence, multiplying (5.28) by z,(x; II), integrating on [0, I] and taking account 
of these equalities we obtain 
I% & [{zJx; ,!i))” - 4(x, t) z,,(x; $1 dx = s,’ G(x, t) {6(x, t)]* z”(x; ji) dx. 
(5.30) 
I f  E > 0 in (5.21) is sufficiently small, then 
r 
1 [{zJx; ,c)}~ - ti(x, t) z,,(x; ji)] dx > A,” > 0, 
‘0 
J 
” G(x, t) {G(x, t))” z,,(x; ii) dx < A,” exp(-A). 
0 
In this case, (5.30) implies 1 pt j < A,” exp( -a*t)/A,“. This implies that p(t) 
converges to a certain point as t + 03. Further (5.29) and Lemma 5.5 imply 
that limb,= MaGG,G:l 1 fi(.x, t)l = 0. Thus it is shown that u(x, t) = z(x; p(t)) + 
G(x, t) satisfies lim t+m u(x, t) = z(x; CL*), where p* is a certain point lying in 
C-6 9 Sd- Q.E.D. 
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