In topological data analysis, the stability of persistent diagrams gives the foundation for the persistent homology method. In this paper, we use the embedded homology and the homology of associated simplicial complexes to define the persistent diagram for a hypergraph. Then we prove the stability of this persistent diagram. We generalize the persistent diagram method and define persistent diagrams for a homomorphism between two modules. Then we prove the stability of the persistent diagrams of the pull-back filtration and the push-forward filtration on hypergraphs, induced by a morphism between two hypergraphs.
gram method and the interleaving condition from persistent modules to persistent homomorphisms between persistent modules. With the help of this algebraic preparation on persistent homomorphisms, we study the persistent diagrams of the pull-back filtration as well as the push-forward filtration induced by a morphism between two hypergraphs. We prove the stability of the persistent diagrams for a morphism between two hypergraphs (Main Result II).
Outline. Section 2 introduces the simplicial models and homological constructions for hypergraphs. Section 3 proves the stability of the persistent diagrams for hypergraphs. Section 4 and Section 5 give the definition of pull-back filtrations and push-forward filtrations, and the constructions of persistent homomorphisms between persistent homology. Section 6 proves the stability of the persistent diagrams for a morphism between two hypergraphs. Section 7 discusses some potential applications in the evolution of collaboration networks.
Homology for hypergraphs
In this section, we review the definitions of the (lower-)associated simplicial complexes and the embedded homology for hypergraphs (cf. [3, 14] ). We also review the definition of morphisms between hypergraphs.
For a single hyperedge σ = {v 0 , v 1 , . . . , v n } of H, the associated simplicial complex ∆σ of σ is the collection of all the nonempty subsets of σ ∆σ = {{v i0 , v i1 , . . . , v i k } | 0 ≤ i 0 < i 1 < · · · < i k ≤ n, 0 ≤ k ≤ n}.
(2.1)
The associated simplicial complex ∆H of H is the smallest simplicial complex that H can be embedded in (cf. [14] ). Explicitly, ∆H has its set of simplices as the union of the ∆σ's for all σ ∈ H. In other words,
Let the lower-associated simplicial complex δH be the largest simplicial complex that can be embedded in H. Then the set of simplices of δH consists of the hyperedges σ ∈ H whose associated simplicial complexes ∆σ are subsets of H. In other words,
Let R be a commutative ring with unit. We use
to denote the boundary maps of ∆H. For each n ≥ 0, let R(H) n be the collection of all the linear combinations of the n-hyperedges in H with coefficients in R. Then R(H) * is a graded sub-R-module of C * (∆H; R). By [3, Section 2], the infimum chain complex is defined as
which is the largest sub-chain complex of C * (∆H; R) contained in R(H) * as graded sub-R-modules; and the supremum chain complex is defined as
which is the smallest sub-chain complex of C * (∆H; R) containing R(H) * as graded sub-R-modules.
By [3, Section 2], the canonical inclusion In particular, if both H and H ′ are simplicial complexes, then ϕ is a simplicial map and the three homomorphisms (δϕ) * , (∆ϕ) * and ϕ * are the same.
Stability of the persistent homology for hypergraphs
In this section, we define the L p -bottleneck distance between the persistent homology for hypergraphs, for any 1 ≤ p ≤ +∞, and prove the stability. We first review the interleaving of persistent modules in Subsection 3.1, then we prove a stability result for the persistent homology for hypergraphs, in Theorem 3.5, Subsection 3.2.
Interleavings of persistent modules and the stability
Let R be a commutative ring with unit. A persistent module over R is a family V = {V t } t∈R of R-modules, together with a family of homomorphisms ν s t : V t −→ V s for any t ≤ s, such that for any t ∈ R, ν t t = id and for any t ≤ s ≤ r, ν r s • ν s t = ν r t (cf. [7, Definition 2.1]). In particular, if R is a field F, then we call the persistent module V a persistent vector space over F.
Let V and V ′ be two persistent modules, with homomorphisms ν s t and ν ′ s t respectively. Let ǫ ≥ 0. We say that V and V ′ are strongly ǫ-interleaved, if there exist two families of homomorphisms 
Suppose F is a field and V is a persistent vector space over F. For a persistent generator α of V, we use b to denote the birth-time of α and use d to denote the death-time of α. Then
is the number of persistent generators whose birth- 
where x ∈ D ranges over all points in D and γ ranges over all bijections of multisets from D to
The stability of the persistent homology for hypergraphs
Let H be a hypergraph and let f, g : H −→ R be two real valued functions on H. The L ∞ -distance between f and g is given by
where σ ranges over all hyperedges of H. For each t ∈ R, let
The same notations also apply for g. We choose ǫ such that the equality holds in (3.3). For any 1 ≤ p ≤ +∞, we let the L p -bottleneck distance between H f and H g be
Then by [7, Theorem 4.4] , (3.1) and Lemma 3.1,
The following stability theorem for hypergraphs follows from (3.5). For any 1 ≤ p < +∞, we have the following lemma. 
we have that for any δ > 0, there exists γ such that
Fix this γ. Then for any x ∈ D(H, f ),
Consequently,
Here card(D(H, f )) is the number of elements (counted with multiplicities) in the multi-set D(H, f ).
Letting δ → 0 + , then our chosen γ varies. It follows that
Similarly, we can obtain
and
On the other hand, by the definition of homology groups, we have
Hence max card(D(H, f )), card(D(∆H, f )), card(D(δH, f )) ≤ card(∆H) n .
(3.9) Therefore, by (3.6) -(3.9),
The lemma is proved. 
Proof. Note that when p = +∞, we have (card(∆H) n ) 1/∞ = 1 and the theorem follows from Example 3.6. Let H be a graph given by a one-point wedge sum of k triangles. We can write
Suppose v 0 is the intersecting vertex of the k triangles. Let f and g be real-valued functions on H given by f (v 0 ) = a + ǫ, f (σ) = a for any σ ∈ H \ {v 0 }, and g(σ) = a for any σ ∈ H. Here σ represents a hyperedge, that is, σ is either a vertex or an edge. Then
and for any 1 ≤ p < +∞,
Note that ||f − g|| ∞ = ǫ. And card(∆H) 1 = 3k. And for any 1 ≤ p < +∞,
Note that ||f − g|| ∞ = ǫ. And card(∆H) 1 = m+1 2 .
Example 3.8. Let k ≥ 1. Let H be the hypergraph given by
Let f and g be constant functions on H given by f (σ) = a and g(σ) = a + ǫ for any σ ∈ H. Then
And for any 1 ≤ p < +∞,
Note that ||f − g|| ∞ = ǫ. And card(∆H) 1 = 5k.
Persistent morphisms and persistent homology for hypergraphs
In this section, we show that a perisistent morphism between two hypergraphs will induce a commutative diagram of persistent homology.
Let {H t } t∈R be a filtration of H and {H ′ t } t∈R be a filtration of H ′ . For any real numbers a ≤ b,
t is a morphism of hypergraphs, and for any real numbers a ≤ b, the diagram commutes
The persistent morphism of hypergraphs defined above will induce persistent simplicial maps, which are represented as the horizontal maps in the following commutative diagram:
O O
Here the vertical maps in the commutative diagram are the canonical inclusions of the lowerassociated simplicial complexes into the associated simplicial complexes. We note that the families of associated simplicial complexes {∆(H t )} t∈R and {∆(H ′ t )} t∈R give filtrations of the associated simplicial complexes ∆H and ∆H ′ respectively. We also note that the families of lower-associated simplicial complexes {δ(H t )} t∈R and {δ(H ′ t )} t∈R give filtrations of the lower-associated simplicial complexes δH and δH ′ respectively.
Let R be a commutative ring with unit. The persistent simplicial map ∆(ϕ t ) induces a persistent chain map between persistent chain complexes
Let ∂ * and ∂ ′ * be the boundary maps of C * (∆(H t ); R) and C * (∆(H ′ t ); R) respectively. Note that for each n ≥ 0 and each t ∈ R,
. Hence for each t ∈ R, ∆(ϕ t ) # sends Sup * (H t ) to Sup * (H ′ t ), and sends Inf * (H t ) to Inf * (H ′ t ). Therefore, the persistent morphism of hypergraphs defined above will induce persistent chain maps between persistent chain complexes, which are represented as the horizontal maps in the following commutative diagram:
Here the vertical maps in the commutative diagram are the canonical inclusions of persistent subchain complexes. We use ι t and ι ′ t to denote the canonical inclusions from the persistent infimum chain complexes into the persistent supremum chain complexes. For each t ∈ R, the chain maps ∆(ϕ t ) # and δ(ϕ t ) # are induced from the simplicial maps ∆(ϕ t ) and δ(ϕ t ) respectively. The chain maps Sup(ϕ t ) and Inf(ϕ t ) are the restrictions of ∆(ϕ t ) # to the supremum chain complexes and the infimum chain complexes respectively.
For each t ∈ R, we take the kernels of the chain maps ∆(ϕ t ) # , Sup(ϕ t ), Inf(ϕ t ) and δ(ϕ t ) # .
We have a commutative diagram of persistent chain complexes
where all the vertical maps and the horizontal maps are canonical inclusions of persistent subchain complexes. We use ι t | Ker to denote the restriction of ι t to the persistent sub-chain complex Ker(Inf(ϕ t )).
Simliarly, for each t ∈ R, we take the cokernels of the chain maps ∆(ϕ t ) # , Sup(ϕ t ), Inf(ϕ t ) and δ(ϕ t ) # . We have a commutative diagram of persistent chain complexes
where all the vertical maps in the left column are canonical inclusions of persistent sub-chain complexes and all the horizontal maps are quotient maps of persistent chain complexes. We use (ι ′ t ) Coker to denote the persistent chain map between the cokernels, induced from ι ′ t . The map (ι ′ t ) Coker sends a coset x + Im(Inf(ϕ t )) in Coker(Inf(ϕ t )), where x ∈ Inf * (H ′ t ), to the coset x + Im(Sup(ϕ t )) in Coker(Sup(ϕ t )). By chasing diagrams, we note that the vertical maps of cokernels in the right column are well-defined chain maps, but may not be inclusions.
By taking the homology groups of simplicial complexes as well as the embedded homology groups of hypergraphs, all the persistent chain maps in the above three commutative diagrams will induce persistent homomorphisms between persistent homology groups. The following diagram commutes: 
H n (Inf * (H t ))
By the isomorphism theorem of R-modules, both (ι t ) * and (ι ′ t ) * are isomorphisms. Hence by the commutative diagram, Inf(ϕ t ) * and Sup(ϕ t ) * give the same homomorphism of R-modules.
5 Pull-back filtrations and push-forward filtrations for hy-
pergraphs, and persistent homology
In this section, we show that a morphism between two hypergraphs will give a pull-back filtration and a push-forward filtration, and both of the pull-back filtration and the push-forward filtration will induce commutative diagrams of persistent homology.
Let H and H ′ be two hypergraphs with vertex-sets V and V ′ respectively. Let ϕ : H −→ H ′ be a morphism of hypergraphs. Then ϕ sends a hyperedge {v 0 , . . . , v n } of H to a hyperedge
vertices in V ′ that may not be distinct. The pull-back filtration and the push-forward filtration induced from ϕ are defined as follows:
(a). Suppose {H ′ have a commutative diagram of persistent homology
Interleavings of persistent homomorphisms between persistent modules and the stability
By chasing the commutative diagrams, we have the next lemma. Lemma 6.1. Suppose two persistent homomorphisms Φ : V −→ U and Φ ′ : V ′ −→ U ′ are strongly ǫ-interleaved. Then the following persistent homomorphisms are also strongly ǫ-interleaved:
Proof. Let t ∈ R. Note that both β t and β ′ t send 0 to 0. By the commutative diagrams, α t sends Ker(Φ t ) to Ker(Φ ′ t+ǫ ) and α ′ t sends Ker(Φ ′ t ) to Ker(Φ t+ǫ ). Hence (i) follows. Moreover, we have two families of homomorphisms {α t /Ker : 
The next corollary (i), (ii) and (iii) follow from Lemma 6.1 (i), (ii) and (iii) respectively. Corollary 6.2. Suppose two persistent homomorphisms Φ : V −→ U and Φ ′ : V ′ −→ U ′ are strongly ǫ-interleaved. Then the following persistent R-modules are also strongly ǫ-interleaved:
(i). Ker(Φ) and Ker(Φ ′ );
(ii). V/Ker(Φ) and V ′ /Ker(Φ ′ ), or equivalently, Im(Φ) and Im(Φ ′ );
(iii). Coker(Φ) and Coker(Φ ′ ).
Suppose R is a field F. We may choose a persistent basis b(Ker(Φ)) for Ker(Φ). Then we may extend b(Ker(Φ)) to a persistent basis b(Ker(Φ)) ⊔ b(Φ) of V, where b(Φ) is a persistent basis for V/Ker(Φ). The persistent linear map Φ sends b(Φ) bijectively to a persistent basis Φ(b(Φ)) of Im(Φ). We may extend Φ(b(Φ)) to a persistent basis Φ(b(Φ))⊔b(Coker(Φ)) of U, where b(Coker(Φ)) is a persistent basis for Coker(Φ). Similarly, we have persistent bases b(Ker(Φ ′ )) for Ker(Φ ′ ), b(Φ ′ ) for V ′ /Ker(Φ ′ ), Φ ′ (b(Φ ′ )) for Im(Φ ′ ), and b(Coker(Φ ′ )) for Coker(Φ ′ ). By taking the birth-times and the death-times of the elements in the persistent bases, we have the corresponding persistent diagrams. Lemma 6.3. Let F be a field. Suppose the persistent F-linear maps Φ : V −→ U and Φ ′ : V ′ −→ U ′ are strongly ǫ-interleaved. Then (i). d ∞ B (D(Ker(Φ)), D(Ker(Φ ′ ))) ≤ ǫ;
(ii). d ∞ B (D(V/Ker(Φ)), D(V ′ /Ker(Φ ′ ))) ≤ ǫ, or equivalently, d ∞ B (D(Im(Φ)), D(Im(Φ ′ ))) ≤ ǫ;
(iii). d ∞ B (D(Coker(Φ)), D(Coker(Φ ′ ))) ≤ ǫ.
Proof. By applying [7, Theorem 4.4 ] to Corollary 6.2 (i), (ii) and (iii) respectively, we obtain (i),
(ii) and (iii) in Lemma 6.3.
Further discussions: evolutions of collaboration networks
stable with respect to f T , the persistent method is stable as well. Potentially, we may also apply the persistent diagrams in Theorem 3.5 of persistent homology to measure the evolution of the collaboration network.
