Spatial generalized linear mixed models (SGLMMs) are popular and flexible models for non-Gaussian spatial data. They are useful for spatial interpolations as well as for fitting regression models that account for spatial dependence, and are commonly used in many disciplines such as epidemiology, atmospheric science, and sociology. Inference for SGLMMs is typically carried out under the Bayesian framework at least in part because computational issues make maximum likelihood estimation challenging, especially when high-dimensional spatial data are involved. Here we provide a computationally efficient projection-based maximum likelihood approach and two computationally efficient algorithms for routinely fitting SGLMMs. The two algorithms proposed are both variants of expectation maximization (EM) algorithm, using either Markov chain Monte Carlo or a Laplace approximation for the conditional expectation. Our methodology is general and applies to both discrete-domain (Gaussian Markov random field) as well as continuous-domain (Gaussian process) spatial models. Our methods are also able to adjust for spatial confounding issues that often lead to problems with interpreting regression coefficients. We show, via simulation and real data applications, that our methods perform well both in terms of parameter estimation as well as prediction. Crucially, our methodology is computationally efficient and scales well with the size of the data and is applicable to problems where maximum likelihood estimation was previously infeasible.
Introduction
Non-Gaussian spatial data arise in a number of disciplines, for instance when modeling disease incidence in epidemiology (see, for example Diggle et al., 1998; Hughes and Haran, 2013) or modeling weed counts and plant disease in agriculture (Christensen and Waagepetersen, 2002; Zhang, 2002) . Spatial generalized linear mixed models (SGLMMs) are a convenient and flexible model for such data. Following two seminal papers, Diggle et al. (1998) and Besag et al. (1991) , SGLMMs have been very popular, not only in mainstream statistics but also in many other disciplines. These models are useful both for data observed on a continuous spatial domain, such as at irregularly-positioned sampling locations (Diggle et al., 1998) and data observed on a discrete spatial domain such as county-level data (Besag et al., 1991) . In this article, we propose two fast maximum likelihood (ML) inference algorithms for a projection-based approach that are applicable for both the continuous and lattice cases for large data sets.
Inference for SGLMMs is commonly carried out under the Bayesian paradigm (see Banerjee et al., 2003; Haran, 2011) . However, constructing efficient Markov Chain Monte Carlo (MCMC) samplers for fitting such models to large data sets is often challenging. There are two major computational challenges: (1) computational issues due to high-dimensional random effects that are typically heavily cross-correlated -these often result in slow mixing Markov chain Monte Carlo algorithms; (2) expensive calculations involving large matrices. An additional issue is spatial confounding between fixed and random effects -this can result in slow mixing and problems with parameter interpretation (cf. Guan and Haran, 2018; Reich et al., 2006; Hanks et al., 2015; Hughes and Haran, 2013) . Under a Bayesian framework, the high-dimensional computational challenges for SGLMMs have been addressed via the predictive process approach (Banerjee et al., 2008) and the Vecchia-Laplace approximation (Zilber and Katzfuss, 2019) , the MCMC mixing issues have been addressed by various reparameterizations (cf. Christensen et al., 2006; Haran et al., 2003; Rue and Held, 2005) , and the confounding issues have been addressed in Reich et al. (2006) . Rue et al. (2009) provides a fast inferential approach based on nested Laplace approximations, and Lindgren et al. (2011) suggest how this approximation may be adapted to continuous spatial domain SGLMMs. Recently, via projection-based methods, Hughes and Haran (2013) and Guan and Haran (2018) have addressed both the above computational issues as well as confounding issues, within a Bayesian approach.
In this manuscript we consider ML inference for SGLMMs. Our hope is to augment the literature on ML estimation for SGLMMs, which in the past decade has largely been subsumed by Bayesian methods, at least in part because of computational challenges. Our study also contributes to the study of practical issues in constructing Monte Carlo Expectation Maximization (MCEM) algorithms in the context of a challenging latent variable model. A Monte Carlo EM (MCEM) algorithm for SGLMMs was described in a seminal paper by Zhang (2002) . Christensen (2004) describes a Monte Carlo maximum likelihood (MCML) algorithm for SGLMMs. The MCEM and MCML algorithms in these papers are well designed, but do not extend easily to large data sets because they require simulation of the high-dimensional latent variables, which is expensive when the data sets are large. Sengupta and Cressie (2013a,b) developed ML inference for non-Gaussian observations, where they approximate the spatial random effects with basis functions for computational issues. Our projection-based methods can be thought of as a fixed rank approach, but we use data driven basis functions. Bonat and Ribeiro (2016) develop a clever approximate likelihoodbased approach for inference. It substitutes a Laplace approximation for Monte Carlo simulation, which is often needed in Bayesian inference or the aforementioned ML inference. However, it is unclear how well this approach will work for high-dimensional problems, where Gaussian approximation to the full conditional distribution of the latent variable has high dimensions, and it is not obvious how to adapt the methods to address spatial confounding issues.
Our contribution in this manuscript is to provide an efficient projection-based approach that addresses all these issues in a maximum likelihood framework. We develop two variants of the expectation maximization (EM) algorithm, Markov chain Monte Carlo EM (MCMC-EM) and Laplace approximation EM (LA-EM), for maximum likelihood estimation and show that they work well in practice. Our approach provides the ability to fit SGLMMs routinely by (i) having an automated algorithm for estimation, (ii) reducing the computational cost of the estimation algorithm, (iii) addressing spatial confounding issues, and (iv) sidestepping the need to provide hyperpriors for parameters about which there is often little available information. We believe, as applied statisticians ourselves, that the above characteristics are useful to researchers who use SGLMMs in applications. For problems that involve fitting an SGLMM to a spatial data set in more complicated settings where an additional hierarchy in the modeling framework becomes necessary, for instance where multiple data sets need to be integrated, we would likely revert to a Bayesian approach.
The outline of the remainder of the paper is as follows. In Section 2, we describe SGLMMs and spatial confounding. We introduce in Section 3 the projection-based SGLMMs and in Section 4 the MCMC-EM and LA-EM algorithms for maximum likelihood inference. We study our method via a simulation study in Section 5 and apply it to two data sets in Section 6. We conclude with a discussion and potential areas for future work in Section 7.
2 Spatial Generalized Linear Mixed Models
Models
SGLMMs provide a framework for analyzing spatially dependent non-Gaussian observations. Let
T denote the explanatory variables, and W (s) represent a spatial random field, where s ∈ R 2 indicates a spatial location. Because data are obtained at a finite collection of locations S = {s 1 , . . . , s n }, we write Z i = Z(s i ), and
T be the corresponding finite counterparts. Then the SGLMMs can be defined as follows.
(i) A model for spatial random effects. This can change depending on whether the data are on a discrete (lattice) or continuous spatial domain.
(a) For a continuous spatial domain, W (s) is often modeled as a zero-mean stationary Gaussian random field with cov(W (s), W (s )) = C(||s − s ||) for s, s ∈ R 2 , where the covariance function C(·) depends on a vector of parameters θ. Hence, W fol-
A frequently used covariance function, assuming stationarity and isotropy, is the Matérn class (Stein, 1999) .
(b) For a discrete spatial domain, W is typically modeled as a zero-mean Markov random field. The index of W i indicates a node on a lattice, typically denoting a geographic block. The neighboring structure among blocks is defined through an adjacency matrix A. It is an n × n matrix with diag(A) = 0 and A ij = 1, if the i th and j th locations are connected (Besag et al., 1991) . A popular model for W is the intrinsic conditionally auto-regressive (ICAR) or Gaussian Markov random field,
where τ is a parameter that controls the smoothness of the spatial field, and Q = diag(A1) − A is the precision matrix and 1 is an n-dimensional vector of ones.
(ii) Conditional on random effects W and regression parameters β, observations Z are independently distributed with distribution function
(iii) A link function g that relates the conditional mean to a linear model,
For instance, it is common to assume a log link function for count data.
In the remaining sections, we use θ to denote parameters of the spatial random fields for both continuous and discrete cases. The observed-data likelihood or SGLMMs has the form
which involves a high-dimensional integral and is typically not available in closed form. Therefore, direct maximization of (1) is infeasible. Monte Carlo maximum likelihood (Geyer and Thompson 1992) and Monte Carlo versions of EM algorithms (cf., Wei and Tanner 1990, McCulloch 1994) have been proposed to approximate the integration in (1) with Monte Carlo samples for maximization (Christensen, 2004; Zhang, 2002) . These Monte Carlo methods require simulations from the conditional distribution of random effects given the data, f W (W |θ, Z), for both inference and prediction. These methods work quite well for data sets that are relatively small, say in the hundreds.
When confronted with thousands of data points or more, these methods become computationally challenging. This is largely because, like in the Bayesian approach, the number of random effects grows with the size of the data. This results in a high-dimensional integration problem at each step of the EM algorithm. This, in turn, leads to an unstable MCMC-EM algorithm. Furthermore, it becomes difficult to construct a fast mixing MCMC algorithm at each expectation step because the random effects are usually highly cross-correlated. In addition to addressing these challenges via our projection-based approach, we provide some guidance on how to tune the algorithm, in-cluding, for instance, how to determine appropriate Monte Carlo sample sizes for each step of the algorithm.
Spatial Confounding
Let
denote the orthogonal projections onto the span of X and its complement, respectively. The confounding problem therefore arises in much the same way as in multicolinearity problems with standard regression models. The only difference here is that the confounding arises because of the spatial random effects. The linear model for
W is confounded with X, Hodges and Reich (2010) suggests that it should be removed from the model to alleviate spatial confounding. However, Hanks et al. (2015) argues that when
W is "removed" from the model, its effect is combined with β and an a posteriori adjustment should be performed to obtain valid inference about β. This way of restricting random effects to be orthogonal to fixed effects is also called restricted spatial regression (RSR) model. Methods for addressing these problems have been developed and studied for both continuous and discrete domain data (cf. Reich et al., 2006; Hanks et al., 2015; Guan and Haran, 2018; Hughes and Haran, 2013 ).
A Projection-Based Approach to Dimension Reduction
To address the computational and confounding issues, we consider two projection-based models for the continuous and discrete spatial domains (Guan and Haran, 2018; Hughes and Haran, 2013 ).
Both models leverage efficient reparameterizations to (1) reduce the dimension of the random effects and (2) alleviate spatial confounding. They share a common form, P
δ is an m−dimensional vector with nearly independent elements and M is an n × m projection matrix that preserves the spatial information of W . The projection matrix for the continuous case is computed based on the covariance matrix driven by the data, while for the discrete case it is based on the graph based on the neighboring structure.
(a) For the continuous case, an example for
which corresponds to the Matérn with smoothness ν = 1.5 and θ = (σ 2 , φ) T . The covariance for W is Σ θ = σ 2 R φ , where R φ denotes the correlation matrix. Guan and Haran (2018) propose to reparameterize W using the first m(<< n) principal component of R φ and then project the reduced-dimensional random effects to the orthogonal span of X. Let U φ = [u 1 , ..., u m ] denote the first m eigenvectors and D φ = diag(λ 1 , . . . , λ m ) a diagonal matrix containing eigenvalues of R φ . Then, the reparameterized random effects are W = U φ D 1/2 φ δ, which result in independent random effects δ|σ 2 , φ ∼ N (0, σ 2 I), and P
φ , is restricted to be orthogonal to fixed effects. The resulting hierarchical model is
If exact eigendecomposition computation is infeasible, say when there are several thousands of data points, then it can be approximated efficiently by a probabilistic version of Nyström's method. We present an outline of the approximation algorithm in the supplementary materials; details are provided in Guan and Haran (2018) ; Banerjee et al. (2012) .
(b) For the discrete case, the reparameterization is based on the first m principal components M of the Moran operator P ⊥ AP ⊥ (Hughes and Haran, 2013) as follows,
ML Inference Methods
Two variants of the EM algorithm are derived here for fitting the projection-based models. The EM algorithm iterates between the expectation step (E-step) and maximization step (M-step) for parameter estimation. The two EM variants proposed here are distinct in their approximations to the conditional expection in the E-step; one uses Monte Carlo averages and the other uses a
Laplace approximation.
The projection-based model facilitates fast ML inference because its observed-data likelihood has a much smaller dimension integration compared to the full model (1),
For instance, in our simulation study m = 50 is sufficient for a data size of 1,000 in some settings, based on the rank selection guidelines provided in Section 4.4; moreover, δ is less correlated than the original random effects. The reduced-dimensional and de-correlated random effects make it easier to construct a sampling algorithm (Section 4.2). The reparameterization also reduces the matrix operation cost for Laplace approximation (Section 4.3).
Projection-Based EM
We outline the projection-based EM algorithm here and present details for the two proposed EM variants in the subsequent sections. For ease of representation, we write ψ = (β, θ), and let f Z,δ (Z, δ; ψ) denote the integrand in (2). In an EM algorithm, random effects δ are treated as missing data and f Z,δ (Z, δ; ψ) is called the complete-data likelihood.
Let ψ (t) be the current estimate of the ML estimator (MLE)ψ. The EM algorithm iterates between the following two steps for t = 1, 2, 3, ...,
until the prespecified stopping criterion are reached. Under some regularity conditions, the EM sequence converges to the unique MLE (Wu, 1983) .
We use a gradient approach for obtaining ψ (t+1) in the M-step, where a one-step NewtonRaphson replaces the maximization. This EM gradient algorithm speeds up EM convergence and is proven to be useful in the classical settings (cf. Lange, 1995) ; it was later extended for fitting SGLMMs (Zhang, 2002) , for problems where the data size is relatively small, in the few hundreds. To maximize Q(ψ, ψ (t) ), we find its first and second derivative, Q and Q , with respect to ψ, then update the parameters using
, are available in closed form, their respective conditional expectations,
can be approximated using Monte Carlo samples or a Laplace approximation. For the projectionbased models in Section 3, we have closed form expressions of the derivatives for all parameters except the range parameter (in the continuous case), and Q is block diagonal. The latter results in separate updating equations for the regression and spatial parameters.
Estimation for β is the same for both continuous and discrete cases. If the conditional distribution of the response variable is from the exponential family, for instance, the binomial or Poisson model, and the link function is canonical, then
where V (Z|M δ, β) is a diagonal matrix with elements whose values are the conditional variance of Z.
Estimation for θ is discussed separately for the continuous and discrete cases.
(a) In the continuous case θ = (σ 2 , φ). For a given φ, the analytical derivatives in (3) with
The analytical derivatives with respect to φ, however, are not available, as the projection matrix M = M φ is related to φ in a complicated fashion. Therefore, we estimate φ via a numerical routine. At the t th iteration, we first update β(φ) (t+1) , σ 2 (φ) (t+1) conditioning on ψ (t) ; they are plugged into the approximated Q-functionQ(ψ, ψ (t) ) to obtainQ(φ). We then perform a numerical search on the neighboring values of φ (t) to find φ (t+1) that satisfieŝ
(b) In the discrete case θ = τ . The derivatives with respect to the smoothing parameter τ are
The uncertainty of the estimates can be quantified by the asymptotic standard errors for the MLE, which is approximated using the observed information matrix I(ψ;
Often it is readily obtainable from the last iteration of the maximization step if a gradient approach is deployed in the M-step (Sec. 4 McLachlan and Krishnan, 2007) ,
where I c (ψ; Z) = −Q is the conditional expectation of the complete-data information matrix, and S c (ψ; Z, δ) is the first derivative of the conditional log complete-data likelihood. The observed information matrix only need to be evaluated once at the last EM iteration with little addition computation, as the first term is a result from the EM, the second term is approximated in the last EM iteration, and the third term is zero under the MLE. The parametric bootstrap (Efron and Tibshirani, 1993 ) is another useful approach for obtaining standard errors of the estimates. For the parametric bootstrap, we first fit the projection-based model to the data to obtain parameter estimates. Then, multiple data sets are simulated from SGLMM. For each simulated data set, we again fit the projection-based model. Finally, we estimate the standard errors from the point estimates.
Similar to the traditional SGLMM, the projection-based models do not have a closed form expression for the conditional expectation required in the E-step. We derive two approximation methods for the projection-based model, which results in two variants of the EM algorithm.
MCMC-EM Algorithm
We develop an automated MCMC-EM algorithm for the projection-based models, where the conditional expectations are approximated using MCMC samples. The Monte Carlo sample size at each EM iteration is selected automatically which reduces the amount of manual tuning. The E-step includes two parts:
(a) Simulation: obtain an MCMC sample δ (t,1) , . . . , δ (t,kt) , with a sample size of k t , from f δ|Z (δ|Z, ψ (t) ) under the current estimates ψ (t) .
(b) Monte Carlo integration: approximate conditional expectation using average,
MCMC Sampling
Monte Carlo samples from the conditional distribution can be easily obtained using an MCMC algorithm (Robert and Casella, 2005) . The projection-based models have reduced-dimensional and de-correlated random effects; this is advantageous in constructing MCMC over the traditional SGLMMs. We use the Metropolis-Hastings algorithm with a multivariate normal proposal function for sampling δ.
Several strategies are utilized for constructing an efficient MCMC algorithm. (1) We use adaptive MCMC (Roberts and Rosenthal, 2009 ) to avoid tedious manual tuning and to maintain desirable acceptance rate; for the (t + 1) th EM iteration, we adjust the variance of the proposal function using 0.95 × 2.38 2 /q × Σ t + 0.05 × (0.1) 2 /q × I q , where Σ t is the sample covariance of the target distribution based on the current k t sample. (2) We initiate the MCMC using the last iteration of MCMC from the previous EM update, δ (t+1,1) = δ (t,kt) , to obtain a good starting value. (3) We automatically adjust the Monte Carlo sample size for each EM iteration using the ascent-based approach proposed by Caffo et al. (2005) in order to recover EM's ascent property and allocate computing resources efficiently. A sketch of the ascent-based approach and our implementation are provided below.
Sample Size Selection
The Monte Carlo sample size k t at the t th EM iteration is chosen automatically such that it increase the Q-function with a high probability. Let Q(ψ (t,kt) ,
) be the change in the Q-function. Its approximation Q (ψ (t,kt) , ψ (t−1) ), or simply Q , computed from the Monte Carlo integration step, when suitably normalized, has a limiting normal distribution centered at Q and a variance σ 2 Q . Let z α be the (1 − α) th percentile of a standard normal random variable z. We compute the asymptotic lower bound, Q −z α ASE, where ASE denotes the asymptotic standard error estimated using batch means (Flegal et al., 2008) . If the asymptotic lower bound is negative, then the increase in the Q-function is indistinguishable from zero due to a large Monte Carlo error, indicating that a larger sample size is required. Using this as a guideline, we increase sample size from k t to k t + k t /2 until the asymptotic lower bound is positive. The required Monte Carlo sample sizes are typically small in the early EM iterations, and gradually increase as the parameter estimates get near the optimal region (Figure 2) . To ensure that a large enough Monte Carlo sample is obtained at the first EM iteration to explore the parameter space and to estimate the correlation structure of the target distribution, we run the MCMC until the multivariate effective sample size (Gong and Flegal, 2015) is at least 10 times the dimension of the target distribution.
Approximate Conditional Expectations
After obtaining the MCMC samples δ (t,k) , k = 1, . . . , k t from f δ|Z (δ|Z, ψ (t) ), the conditional expectations in (4) is approximated by
The numerical maximization of φ is reduced to computing the differencê
where φ * is a neighboring value of φ (t) . The above comparison is performed for several neighboring values, and the one with the largest increase is set to φ (t+1) . The major computation involved is computing the eigencomponents of R φ * ; performing eigen decompositions several iterations for data size up to a couple of thousands is relatively fast, and we can parallelize it for multiple φ using a multicore machine. If the data size is much larger than a few thousands, we can approximate the eigencomponents using a probabilistic Nyström's approximation algorithm; algorithm details are provided in the supplementary materials.
Stopping Criterion
We use a stopping rule similar to the framework of determining Monte Carlo sample sizes based on the ascent-based approach (Caffo et al., 2005) . We stop the algorithm when Q is less than with a high probability, that is, when the asymptotic upper bound Q + z γ ASE < . This indicates that the integrated log-likelihood evaluated at the current estimatesQ(ψ (t) , ψ (t−1) ) stabilizes. Other standard stopping rules (McLachlan and Krishnan, 2007) , for example, stopping when the absolute change in estimates is small, could be used as alternatives or combined stopping criterion; we see, in our simulation study that these make little difference to how efficiently the algorithm runs.
Computational Benefit from the Projection-Based Models
The MCMC-EM algorithm can be used for inference for the traditional SGLMM. However, several computational challenges make it prohibitive when the data size is large.
(1) Monte Carlo sampling from f W |Z (W |Z, ψ (t) ) requires manipulating a large n × n matrix, which is computationally slow even for high performance computers. (2) The random effects are highly correlated, making it difficult to construct an efficient sampling algorithm. The projection-based model reparameterizes the original random effects W with a much smaller number of new random effects δ that are also de-correlated, resolving the above two challenges simultaneously.
Laplace Approximation EM
Laplace approximation is a fast alternative to Monte Carlo integration for approximating the conditional expectations. It is performed for every EM iteration and includes two parts:
(a) Gaussian approximation: approximate f δ|Z (δ|Z, ψ) with a Gaussian distribution f G (δ|Z, ψ).
(b) Taylor expansion for functions of the random effects h(δ) and approximate
with E G h (δ)|Z, ψ , whereh(δ) denotes the approximation to h(δ) and the expectation is taken with respect to f G .
Gaussian Approximation
For the projection-based model, the conditional density function has the form f δ|Z (δ|Z,
. We approximate it with a Gaussian distribution whose mean is matched with the mode and variance with the inverse of the negative Hessian of f δ|Z (δ|Z, ψ) evaluated at the mode.
We first Taylor expand i ln f Z i |M δ (Z i |M δ, β) to the second order around an initial guess
. This will give a quadratic form in δ, for example, for count observations this becomes Then
, which has a form similar to the density function of a multivariate Normal
. We find the mode δ * using Newton-Raphson by solving δ = Q −1 b iteratively until convergence. Once obtaining the mode, the mean and variance of the Gaussian approximation f G (δ|Z, ψ) are E(δ | Z, ψ) = δ * and V (δ | Z, ψ) = Q −1 | δ=δ * , respectively.
Approximate Conditional Expectations
The terms to be approximated in the conditional expectations has the form E δ|Z h(
We useh(X i β + M i δ) to denote the second order Taylor expansion of h(
where M i is the i th row of the projection matrix M, and h (x * ) = dh(x)/dx | x=x * . We take the expectation of the above with respect to f G (δ | Z, ψ (t) ) and obtain the following,
The second equality holds as
Computational Benefit from the Projection-Based Models
The proposed LA-EM algorithm can be used for inference for the traditional SGLMM, however, this becomes difficult as the data size grows. This is because it requires Gaussian approximation to f W |Z , which has the same dimension of the observations. For a relatively small number of data points, say hundreds, the Laplace approximation is fast, but as the data size grows, this will become computationally challenging. Projection-based model can resolve this expensive computation issue, because the dimension of random effects is reduced significantly compared to the original data size. The approximated Gaussian distribution f G (δ|Z, ψ) has the same dimension as the chosen rank, which is typically much less than a hundred, therefore matrix manipulation involving its covariance matrix Q −1 is fast.
Rank Selection
The projection-based model is based on spatial filtering (Griffith, 2013) and principal component analysis. We can fit non-spatial generalized linear models with predictors X and synthetic spatial
m for m = 1, 2, . . . where the eigencomponents are computed from R φ (0) using an initial range value φ (0) . Then the rank can be selected based on variable selection criterion such as AIC. This serves as a general guideline for selecting the initial rank. Based on this, we can then fit a few models with different ranks and perform cross-validation or a likelihood ratio test to determine the final model.
Spatial Prediction
SGLMMs are also often used for interpolation/prediction at unsampled locations. We describe interpolation using the projection-based models with a focus on the continuous case, since it is often less of interest for the discrete case in practice. Let S * = {s * 1 , . . . , s * n * } be a set of unsampled locations. In the projection-based model, the covariance between W * at S * and the reparameterized
where (Stein, 1999) , where
If MCMC-EM algorithm is used for inference, to make a prediction of the latent process we sample from the above multivariate normal distribution for each MCMC sample of the random effects
and the parameter estimates from the last EM iteration. If LA-EM is used, then W is approximated by U φ D 1/2 φ δ * instead, where δ * is the mode from the Gaussian approximation at the last EM iteration.
Although given by similar formulation, the prediction uncertainty from MCMC-EM is typically larger than LA-EM, as it incorporates the random effect uncertainty in prediction while LA-EM does not. However, both methods do not account for regression parameter uncertainty in the prediction. Therefore, if the research goal of using the proposed method is for parameter inference or as a quick data exploratory tool, both algorithms are appropriate. If assessing spatial prediction uncertainty is the main focus of the application, then one should keep in mind that the uncertainty from these algorithms is smaller in general, and therefore a fully Bayesian approach (cf. Guan and Haran, 2018) would be more appropriate.
Simulation Study
We study the proposed algorithms for both spatial counts and binary observations and for both continuous and discrete spatial domains. We present the results for the count data below. Results for binary data are similar and therefore presented in the supplementary materials.
Count Data in a Continuous Spatial Domain
We simulate n=1400 random effects W in the unit domain We suggest obtaining initial value of the regression coefficient and residual variance from fitting a non-spatial generalized linear model (GLM). It is typically difficult to obtain an estimate for the range parameter φ from the non-Gaussian observations; therefore, we take roughly half of the spatial domain as the initial value.
We first fit the projection-based model for two simulated data sets, each of which is simulated with different values of effective range, to investigate the parameter estimates and prediction performance of different ranks. Based on the proposed initial rank selection, the required ranks are 90
and 50 for r = 0.2 and 0.5, respectively. Then we fit both algorithms using a few different ranks near the initial selection, for example, ranks 70 to 110 with an increment of 10 for the first case.
Results for r=0.2 is presented here because the conclusion for r=0.5 is similar. The initial values estimated from GLM are β (0) = (1.39, 1.72) T and σ 2(0) = 2.96. For MCMC-EM, we have used α=0.15, γ=0.05, and =0.001. Parameter estimates and prediction performance are summarized in Table 1 . The results suggest that rank 90 seems to be sufficient, as the parameter estimates become stable and the prediction MSE improvement decreases. We also notice that the prediction from the LA-EM algorithm consistently under-performs compared to the MCMC-EM.
This suggests that the random effects estimated from Laplace approximation are not as reliable as the Monte Carlo approach. Figure 1 shows the predicted linear component in the conditional mean from the two algorithms. Table 1 also records the computational time; it takes 1-2 minutes to fit MCMC-EM and less than 20 seconds for LA-EM. These are much faster than the fully Bayesian with MCMC approach proposed in (Guan and Haran, 2018) , which took roughly 4 hours for the same data size. To monitor convergence and study the robustness of the two algorithms to initial value, we run both algorithms for a fixed number of iterations at three different starting values. We found that LA-EM algorithm is more sensitive to initial value than MCMC-EM. For the same initial values tested, MCMC-EM typically converges within 30 EM iterations, while LA-EM may diverge if the initial value is not carefully selected. For the simulated data, the initial value obtained from GLM works well for both algorithms.
Since MCMC-EM is more robust to different initial values, here we focus on illustrating the performance of MCMC-EM. Figure 2 shows the parameter estimates at each iteration from the MCMC-EM algorithm; the parameter estimates converge to the same values, regardless of starting values, all within 30 EM iterations. Figure 2 also shows the Monte Carlo sample sizes at each EM iteration; most of the simulation efforts are spent in the first and last 2-3 EM iterations. Typically, when the stopping threshold is reached (indicated by the vertical dashed line), the ascent-based MCMC-EM algorithm provides a large Monte Carlo sample. This is a desirable feature, since the last MC sample is used in subsequent analyses, for instance, for estimating the observed information matrix and spatial prediction. Finally, the integrated log-likelihood function corresponding to different starting values stabilizes as the EM iteration increases.
We conduct a simulation study with 100 replicates to study the distribution of the point es-
timates. Figure 3 shows the boxplots of the estimates; it appears that for both algorithmsβ are unbiased, whileθ have positive biases.
We compare the interval estimation based on the observed information matrix and bootstrap.
For the latter, a bootstrap sample of 100 replicates was used to compute the confidence intervals for each simulated data setThe coverages based on the observed information matrix are around 15%, much lower than the nominal rate 95%, whereas the coverages based on bootstrap are near 95%, because the confidence intervals (CIs) provided by the observed information matrix is much narrower than the ones from bootstrap and therefore missed the true values.
Count Data on a Lattice
We simulate n=900 random effects on a 30 × 30 grid from N (0, 3Q −1 δ ); here, we follow the simulation study in Hughes and Haran (2013) and use the first 400 eigenvectors to simulate the data, i.e. dim(δ) = 400 and M is 900 × 400. We then simulate count observations from Poisson(µ i ), where log(µ i )=x i,1 + x i,2 + W i and x i,1 , x i,2 are the xy-coordinates of the vertices.
An initial rank of 80 is selected, then we fit the projection-based model using rank 60 to 100 with an increment of 10. Parameter estimates and computational time are summarized in Table   2 ; the parameter estimates are similar among the compared ranks and it appears that rank 70 or 80 is sufficient. We again study the convergence and robustness of both algorithms by starting at different initial values; the result here is similar to the continuous case, and therefore not shown. We then conduct a simulation study with 100 replicates. The distributions of the point estimates are shown in Figure 4 . The point estimates are distributed more tightly around the true value, because in our simulation of the data, we have restricted the random effects to be orthogonal to the fixed effects (no spatial confounding). This is what we typically see for both of the continuous and lattice cases -when there is confounding, the distributions of point estimates have larger variability, and when confounding is not an issue, the point estimates center closely to the true values. The coverages based on the observed information matrix and bootstrap are also compared.
It appears that bootstrap provides better coverage, near 93% for regression parameters, but lower coverage (near 65%) is found for the variance parameter.
Data Analysis
We illustrate the usefulness of the proposed method for two applications in different disciplines.
The first application is on US infant mortality data on the county-level, where the primary research interest is parameter inference, the second application is on forest/nonforest land type data where inference as well as prediction for unobserved locations are of main interest.
US Infant Mortality Data
We fit the projection-based model for the county-level US infant mortality from 2002 to 2004, a data set analyzed in Hughes and Haran (2013) under a Bayesian approach. The response variable is the 3-year average number of infant deaths before the first birthday, and the predictors are the rate of low birth weight (low), the percentage of black residents (black), the percentage of Hispanic residents (Hisp), a measure of income inequality (the Gini coefficient proposed by Gini, 1921) , a composite score of social affluence (aff, proposed by Yang et al., 2009 ) and residential stability (stab, an average z-score of two variables). Similar to Hughes and Haran (2013) , we use the 3-year average number of live births as an offset to adjust for the population difference in these counties. The point and interval estimates from the maximum likelihood inference using MCMC-EM method are shown in the supplementary materials; our results are very comparable to the ones from the Bayesian inference with MCMC in Hughes and Haran (2013) .
Forest/Non-forest Land Type Data
The land type of a region, whether it is covered by forest or non-forest, is often of interest for economic and environmental reasons. Spatial regression can be used for assessing the relationship between forest/nonforest binary response and potential covariates while accounting for the residual spatial dependence. We use a data set analyzed in Berrett and Calder (2016) . The response variable is 2005 Land Cover Type Yearly Level 3 Global 500 m (MOD12Q1 and MCD12Q1) data from Moderate Resolution Imaging Spectroradiometer (MODIS); the MODIS land cover data are categorized into two types, forest and nonforest. The study region is a 24×24 regualr grid between 17
• -19
• N and 98
• -100
• E, covering a portion of northwestern Thailand and a small part of Myanmar. We randomly sample 450 out of 576 grid cells for training, and test on the remaining for model validation. In our analysis, the observations are modeled using a Gaussian random field latent process with coordinates taken to be the centroid of the grid cells. The covariates considered are elevation, distance to the coast, distance to nearest big city, and distance to the nearest major road.
We fit the projection-based model using the MCMC-EM algorithm using rank 70. Based on our analysis, it appears that higher elevation, longer distance to the coast and road are associated with higher forest coverage for this area. The point and interval estimates from the maximum likelihood inference using MCMC-EM is presented in the supplementary materials.
Summary
We have proposed two variants of the EM algorithm that allow us to carry out maximum likelihood inference for SGLMMs. These algorithms take advantage of recent developments in dimension reduction of latent variables using projection methods (Hughes and Haran, 2013; Guan and Haran, 2018) . Our algorithms are computationally efficient and allow us to do maximum likelihood inference for problems where it was previously computationally prohibitive. While our goal is to do maximum likelihood inference, we also find that the algorithms are faster than corresponding MCMC-based Bayesian inference procedures in the continuous domain setting, and are comparable in speed in the discrete domain setting. Parameter estimates seem to converge quickly for both algorithms, however LA-EM is less robust to initial values and may fail when initial values are far from the MLE. We recommend using initial values estimated from a fitted GLM, which worked well for both algorithms in our simulation study. For interval estimation, bootstrap-based confidence intervals are more reliable than asymptotic confidence intervals based on the observed Fisher information. While the bootstrap can be computationally expensive, it can be easily parallelized.
Maximum likelihood inference has not been as popular as Bayesian inference for SGLMMs, at least in part because of computational issues. We hope that the methodology we develop here, which addresses inference for a large class of models, including both latent Gaussian process and Gaussian Markov random field models, will allow researchers to routinely fit SGLMMs using maximum likelihood inference. We do not believe that this will entirely replace Bayesian approaches as Bayesian models allow for a greater range of flexibility in terms of adding additional hierarchies, handling missing data, and combining information from multiple variables routinely. However, for a wide range of problems, the class of SGLMMs for which we have developed a computationally efficient set of methods here, maximum likelihood inference may now be a convenient and viable option. Supplementary materials to "Fast expectation-maximization algorithms for spatial generalized linear mixed models" by Guan and Haran
S.1 Approximating Eigencomponents
Fitting projection-based models for the continuous case requires eigendecomposition on R φ for every φ update. When the number of data points is large, exact eigendecomposition is infeasible; we propose to approximate the principal components using a probabilistic version of Nyström's method. Probabilistic algorithms have been increasing in popularity for fast matrix decompositions (see Halko et al., 2011 , for a summary of algorithms). Banerjee et al. (2012) proposed using them for approximating covariance matrices in the linear Gaussian process regression setting. This was extended in Guan and Haran (2018) to approximate eigencomponents for SGLMMs. Here, we provide details of the probabilistic algorithm used by Guan and Haran (2018) which combines ideas from random-projection with Nyström's method.
We first introduce the deterministic Nystöm's method (Williams and Seeger, 2001) . Let K denote an n × n positive semi-definite matrix and Φ an n × m truncation matrix by permuting the rows of [I m×m , 0 m×(n−m) ]
T . The Nystöm's method partitions K into four blocks,
by sub-sampling its columns and rows, and letting K 11 = Φ T KΦ. Then, it performs an exact decomposition on the m × m sub-matrix K 11 to obtain its eigenvectors V 11 and eigenvalues Λ 11 = diag(λ 11,1 , . . . , λ 11,m ). Finally, it maps the low-dimensional eigenvectors V 11 to high dimension and Mahoney, 2005) . In the probabilistic algorithm, we replace the truncation matrix Φ with K a Ω, where Ω is an n × (m + l) random matrix with Ω ij ∼ N 0, 1/ (m + l) , and a =0,1, or 2 is a small nonnegative integer to improve approximation (see Guan and Haran, 2018 , for a discussion on a); l is an oversampling factor to reduce approximation error (Halko et al., 2011) . Here, we take l = m (n > m + l), and a = 1. The eigenvectors approximated using the Nystöm's method are not guaranteed to be orthogonal; therefore, we take an additional step to orthogonalize the column Algorithm 1 Probabilistic Nyström's Approximation This algorithm approximates the leading m eigencomponents of an n × n positive semi-definite matrix K, combining random projection and the Nyström's method.
1. Low dimensional projection from R n×n to R n×(m+l) : Form Φ=KΩ, where Ω ij ∼ N (0, 1/ (m + l)).
2. Nyström's method to approximate eigencomponents:
Form K 1 = Φ T KΦ SVD for K 1 : V 11 Λ 11 V 
where D 2 = diag(
is an n-dimensional vector and const is a constant that does not depend on δ. 
S.3 Simulation Study Results for Binary Data
Here we present the simulation study results for binary observations in a continuous domain. We first simulate n=1400 random effects in unit domain similar to the count data, we then simulate binary observations Z i from Bernoulli(p i ) using the logit link function, log p 1−p =x i,1 +x i,2 +W i , where x i,1 , x i,2 are the xy-coordinates of W i . The first 1000 observations, randomly located in the unit domain, are used for model fitting; the last 400 observations, on a 20 × 20 grid, are used for testing. Our analyses using the projection-based model have similar results as the count data. Figure 5 shows the parameter estimates. Figure 6 shows the Monte Carlo sample size and integrated log-likelihood function. Figure 7 shows the distribution of parameter estimates. Table 3 shows the inference results using different ranks. Table 4 shows the point and interval estimates from the maximum likelihood inference using MCMC-EM for the infant mortality data, while Table 5 shows the results for the land type data.
S.4 Tables for Data Applications

