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Abstract
Healthcare has progressed greatly nowadays owing to technological advances, where ma-
chine learning plays an important role in processing and analyzing a large amount of
medical data. This thesis investigates four healthcare-related issues (Alzheimer’s disease
detection, glioma classification, human fall detection, and obstacle avoidance in pros-
thetic vision), where the underlying methodologies are associated with machine learning
and computer vision. For Alzheimer’s disease (AD) diagnosis, apart from symptoms of
patients, Magnetic Resonance Images (MRIs) also play an important role. Inspired by
the success of deep learning, a new multi-stream multi-scale Convolutional Neural Net-
work (CNN) architecture is proposed for AD detection from MRIs, where AD features
are characterized in both the tissue level and the scale level for improved feature learning.
Good classification performance is obtained for AD/NC (normal control) classification
with test accuracy 94.74%. In glioma subtype classification, biopsies are usually needed
for determining different molecular-based glioma subtypes. We investigate non-invasive
glioma subtype prediction from MRIs by using deep learning. A 2D multi-stream CNN
architecture is used to learn the features of gliomas from multi-modal MRIs, where the
training dataset is enlarged with synthetic brain MRIs generated by pairwise Generative
Adversarial Networks (GANs). Test accuracy 88.82% has been achieved for IDH mutation
(a molecular-based subtype) prediction. A new deep semi-supervised learning method
is also proposed to tackle the problem of missing molecular-related labels in training
datasets for improving the performance of glioma classification. In other two applica-
tions, we also address video-based human fall detection by using co-saliency-enhanced
Recurrent Convolutional Networks (RCNs), as well as obstacle avoidance in prosthetic
vision by characterizing obstacle-related video features using a Spiking Neural Network
(SNN). These investigations can benefit future research, where artificial intelligence/deep
learning may open a new way for real medical applications.
Keywords: Alzheimer’s disease detection, glioma subtype classification, fall detection,
visual prosthesis, machine learning, deep learning, convolutional neural networks, gener-
ative adversarial networks, semi-supervised learning, recurrent convolutional networks,
spiking neural networks.
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Part I
Introductory chapters
1

CHAPTER1
Introduction
With the rapid development of artificial intelligence (AI), healthcare has greatly pro-
gressed as AI can do what humans do and even surpass performance of humans in the
areas such as early detection of disease, diagnosis and assisted-living. Motivated by the
success of AI, this thesis investigates four different health-related issues using machine
learning techniques: Alzheimer’s disease (AD) detection, brain tumor (glioma) classifi-
cation, human fall detection and obstacle avoidance in prosthetic vision.
The importance of this thesis is also to emphasize the underlying methodologies asso-
ciated with machine learning and computer vision problems, which makes the thesis work
interdisciplinary research related to AI, machine learning, pattern recognition, computer
vision, E-healthcare and assisted living. In the following sections, four applications in-
cluding AD detection, glioma classification, fall detection and obstacle avoidance will be
introduced respectively.
1.1 Alzheimer’s Disease Detection
AD is the most common type of dementia. It is reported that over 46 million patients
suffer from AD worldwide, and the population of the AD patients will grow to 131.5 mil-
lion by 2050 [1]. AD is a progressive neurodegenerative brain disease that affects people
in various ways. Patients with AD suffer from memory loss, deterioration in abilities
of thinking, speaking, and eventually fail to carry out activities of daily life. They also
frequently show behavioral and psychological problems, leading to additional distress in
both patients and caregivers [2]. At the early stage of AD, one common symptom is
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memory loss, especially the loss of short-term memory. As AD progresses, motor skills
such as walking and even swallowing are gradually deteriorated. Currently, the reasons
for the abnormal changes in the brain are still not clear. Advancing age and family
history are two known risk factors. Lifestyle, head injury, depression and environmental
factors are also believed to affect the brain over time and possibly cause AD. The survival
time of AD varies in different age groups. Patients who are diagnosed as AD at around
65 years old have an average survival time of 8.3 years. In comparison, patients who are
diagnosed as AD at around 90 years old can only survive 3.4 years on average [3]. AD is
caused by abnormal deposits of protein in the brain, leading to the destruction of brain
cells. A brain with AD has a thinner cortical grey matter (GM) but larger ventricles
filled with cerebrospinal fluid (CSF) [4] compared to a normal brain, as illustrated in
Figure 1.1. It is observed that the hippocampus and white matter (WM) also atrophy,
leading to the atrophy of the whole brain tissue. Sadly, there is no cure for AD for the
time being and all medications and treatments can only help relieve the symptoms of
AD [5]. However, early diagnosis of AD provides opportunities for early intervention and
thus plays an important role in extending the survival of patients [6].
Figure 1.1: Comparison of a normal brain and a brain with AD. The image is taken from [7].
Related work
Diagnostic methods for AD can be categorized into several groups, for example,
• symptom-based methods,
• clinical test-based methods.
AD can be diagnosed from symptoms [8]. For instance, patients may suffer from
memory impairment and sometimes have difficulty remembering work/social events and
finishing daily tasks. It can also be observed from language problems that their vocab-
ulary is reduced in speech or writing. Abilities to concentrate, plan, make decisions and
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solve problems can be affected as well. In addition, patients suffer from a poor sense of
location, time, sight and even mental changes in their mood, behavior or personality.
Clinical techniques for medical assessment of AD include physical and neuropsycholog-
ical exams as well as lab tests. At first, medical doctors would inquire about the medical
history, diet and overall health status of patients. The physical exams, including motor
skills, muscle tone and strength, reflexes, the ability of balancing and coordination are
taken to assess the overall neurological health. In addition, neuropsychological exams
are often conducted to evaluate the brain function related to memory and thinking skills.
Lab tests such as urine and blood tests are also used to rule out other diseases that may
also cause memory loss.
Clinical tests for AD also include imaging of brain structures using techniques such as
magnetic resonance (MR) imaging, computerized tomography (CT) and positron emis-
sion tomography (PET), among which MR imaging is widely used in AD detection. An
example of an MR imaging scanner is shown in Figure 1.2. To illustrate the difference
between AD and normal control (NC) groups in MRIs, Figure 1.3 shows the magnetic
resonance image (MRI) examples of these two groups. Observing Figure 1.3, it is still
challenging to diagnose AD from MRIs, as the visual changes of brain tissues may not
be easily captured especially at the early stage of AD. Inspecting MR scans for signs of
AD requires the expertise of medical doctors.
Figure 1.2: Example of an MR imaging scanner. The image is taken from [9].
With the development of AI technologies, machine learning can be used to assist med-
ical doctors in AD diagnosis. Many efforts have been made using hand-crafted features
from MRIs for AD classification, where feature extraction is based on the knowledge of
human researchers. Yang et al. [10] studied potential AD-related MR image features
based on independent component analysis. A support vector machine (SVM) was then
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Figure 1.3: Examples of skull removed MRIs in axial, coronal and sagittal views. Left: AD,
right: NC.
used for classifying AD and NC subjects. Tong et al. [11] utilized the strategy of multiple
instance learning to classify dementia, where features were extracted using bags of MRI
voxel patches and graph mapping. Arvesen et al. [12] studied methods of dimensional
reduction and variations in the learning task to analyze structural MRI data, where a
model of decision trees with principal component analysis-based dimensional reduction
has achieved good performance for AD detection. Liu et al. [13] proposed to extract
multi-view features using selected templates. Encoded features were then obtained by
clustering subjects in each view space, followed by an ensemble of SVMs to classify the
subjects. The recent development of deep learning methods for AD detection has drawn
significant attention since features are learned automatically. Brosche et al. [14] proposed
to learn the manifold of brain images using a deep brief network model, where patterns
in image groups were used to distinguish AD from NC subjects. Sarraf et al. [15] em-
ployed the Convolutional Neural Network (CNN) architectures LeNet and GoogleNet to
detect Alzheimer’s disease using MR brain scans. GoogleNet achieved good performance
using imbalanced training data where the ratio of AD and NC scans is 5:1. Bäckström et
al. [16] proposed an efficient and simple 3D CNN architecture, where good results were
achieved for AD detection on a dataset containing 340 subjects. Auto-encoders (AEs)
were shown to be another effective method for learning unsupervised generic features,
followed by fine-tuned task-specific layers for final classification. Suk et al. [17] used
stacked AEs to extract features from MRI, PET image regions and CSF biomarkers. A
multi-kernel SVM was then used for the classification. Gupta et al. [18] extracted the
slice-wise feature of MR images using 2D CNNs. Pre-trained sparse AEs were proposed
for further performance enhancement. Hosseini-Asl et al. [19] used a pre-trained 3D
convolutional AE to learn generic features, followed by a 3D CNN for refined training.
Although some promising results have been achieved for AD/NC classification, much re-
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search is still needed to further improve the ability to characterize AD brains with deep
learning.
1.2 Glioma Classification
A brain tumor is a central nervous system disease observed as a mass or growth of ab-
normal cells in a brain. Gliomas are the most common tumors originating from the brain
[20], and make up 80% of all malignant brain tumors [21]. Gliomas can affect various
basic brain functions and even be life-threatening in a short time.
Grading
World Health Organization (WHO) grades gliomas into four classes (grades I-IV) accord-
ing to their aggressiveness. The diffuse gliomas are conventionally divided into low-grade
gliomas (LGG, WHO grade II) and high-grade gliomas (HGG, WHO grade III and IV).
Grade I gliomas (pilocytic astrocytomas) are noninvasive with a slow rate of growth,
and patients can be cured through surgeries. Grade II and Grade III gliomas can be
astrocytoma or oligodendroglioma. Oligodendrogliomas are usually slow-growing tumors
but astrocytomas in Grade II or III often progress to gliomas of higher grades. Grade IV
gliomas are also known as glioblastoma (GBM), and patients have the shortest survival
time among all the gliomas. Table 1.1 summarizes gliomas in different grades and their
corresponding 5-year survival rate according to [21]. Pre-surgical assessment or predic-
tion of glioma grade is important for clinical decision making and planning, as it can
help to predict how the tumor would progress over time and hence plan future treat-
ment, making it possible to extend the survival time of patients. Normally, experienced
radiologists can tell the grade of glioma by observing the brain MRI of a patient.
Table 1.1: Gliomas in different grades and their corresponding 5-year survival rate according
to [21].
Glioma grade Glioma type 5-year survival rate (%)
I Astrocytoma Can be cured
II Astrocytoma 50%
II Oligodendroglioma 80%
III Astrocytoma 30%
III Oligodendroglioma 80%
IV Glioblastoma 5%
Molecular-based subtype classification
Different from the grade of glioma that can be observed from the brain MRI of a patient,
some molecular biomarkers that are crucial for the diagnosis of gliomas are not visible
from MRIs. Table 1.2 lists some different molecular biomarkers based on which gliomas
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can be categorized into different subtypes.
Table 1.2: Gliomas and their molecular biomarkers according to [22]. IDH: isocitrate dehy-
drogenase, TP53: tumor protein p53, ATRX: alpha-thalassemia/mental retardation
syndrome X-linked, MGMT: O6-methylguanine-DNA methyltransferase, H3 K27M:
substitution to methionine at 27 position in histone variant H3.3.
Glioma subtype Molecular biomarkers
Astrocytoma IDH1/2, TP53, ATRX
Oligodendroglioma IDH1/2, 1p/19q codeletion, TERT
Glioblastoma IDH1/2, TERT, MGMT methylation
Diffuse midline glioma H3 K27M, ATRX, TP53
Codeletion of 1p/19q defines the oligodendrogliomas, and it is a strong prognostic
molecular marker associated with the longer survival [23], [24]. Since oligodendrogliomas
are more sensitive to chemotherapy, the role of surgery is controversial [25], [26]. Accurate
non-invasive classification would ease the diagnostic process since determining 1p/19q
status today requires at least a surgical biopsy.
The mutations of isocitrate dehydrogenase (IDH) are observed in 12% of glioblastomas
[27], and 50% to 80% of LGG [28]. Patients with IDH mutated gliomas have a significant
increase in overall survival rate than those with IDH wild-type gliomas [29]–[31]. Hence,
IDH mutation information is important for diagnosis, prognosis and guidance in clinical
decisions. The identification of IDH mutation is challenging, and it usually requires tis-
sue diagnosis from an invasive procedure (e.g. biopsy or resection) that involves some
risks to patients.
Related work
Imaging tests and biopsies can be used to diagnose gliomas. A biopsy is a procedure to
extract a sample of tissue from the brain followed by further analysis in a laboratory. It
is a more direct and definitive method for diagnosis. Tissues can be extracted during
surgeries for removing tumors or in a pre-operative biopsy, which is usually guided by
CT or MR scanning. However, the safety of biopsy is questioned because it can lead to
potential complications and even threat to life. It is necessary to seek other effective non-
invasive brain tumor diagnostic tools for assisting medical doctors. Imaging approaches
such as MR imaging has been widely used to show the anatomical structures for medical
purposes as a non-invasive method. There are four main MRI modalities, known as T1-
weighted (T1), T2-weighted (T2), post-contrast-enhanced T1-weighted (T1ce) and T2-
weighted-fluid-attenuated inversion recovery (FLAIR). They emphasize different tissues
in the brain by different densities as shown in Figure 1.4.
However, it is difficult to tell the molecular-based glioma subtypes by just inspecting
MRIs even for experienced medical doctors, as the signs related to molecular-based glioma
subtypes can hardly be seen with human eyes. With the help of AI technologies, machine
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Figure 1.4: Examples of brain MRIs in four different modalities. From left to right: T1, T2,
T1ce, FLAIR.
learning can be used to assist medical doctors in the diagnosis of gliomas. Such methods
for characterizing gliomas can be roughly divided into two paradigms: those using hand-
crafted features (i.e. features defined by human experts), and those using deep learning
methods for automatically learning the features. Kang et al. [32] analyzed histograms of
apparent diffusion coefficient maps based on the entire tumor volume for grading gliomas.
Carrillo et al. [33] used features from MRIs such as tumor size, frontal lobe localization,
presence of cysts and satellite lesions to classify glioma patients between IDH mutation
and wild-type. Qi et al. [34] studied MRI features such as the pattern of growth, tumor
margins, signal density and contrast enhancement to predict IDH mutation. Yu et al.
[35] extracted features such as location, intensity, shape, texture and wavelet features
for grade II glioma classification. Zhang et al. [36] used texture, histogram and Visually
Accessible Rembrandt Images (VASARI) features with an SVM classifier to detect IDH
and TP53 mutations. Shofty et al. [37] extracted features like size, location and texture
of gliomas from images in three modalities, and 17 machine learning classifiers were
tested for LGG classification with and without 1p/19q codeletion. The above methods
used conventional machine learning methods with hand-crafted features from brain MRIs.
Since characterizing glioma features related to molecular (e.g. IDH mutation) by purely
using MRIs is very challenging to clinicians, defining hand-crafted features could be
difficult.
Deep learning methods can offer solutions for such a glioma characterization issue
by automatically learning MRI features. Recently, several deep learning methods for
glioma classification have been proposed. Li et al. [38] proposed a six-layer CNN to
segment tumors. Fisher vector was then applied to encode deep features from the last
convolutional layer using image slices of different sizes, followed by feature selection
and classification of IDH mutation using SVMs. Chang et al. [39] proposed to predict
IDH mutation status of gliomas by applying residual CNNs on multi-institutional MRI
data with four different modalities T1, T1ce, T2 and FLAIR. Dimensional and sequence
networks were tested to evaluate the combination of multi-view and multi-modal images.
Liang et al. [40] applied 3D DenseNets to predict IDH mutation status with multi-
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modal MRIs. The network also showed high generalization to glioma grade classification
(e.g. classify LGG and HGG). Although these methods achieved some promising results,
research on glioma subtype classification is still in its infant stage. Challenges remain
before any clinical usage, such as small clinical datasets and incomplete labels of scans.
1.3 Fall Detection for Assisted Living
Ageing has become a global issue that leads to a rising cost of healthcare every year.
According to the WHO [41], the world’s population aged 60 years and older is expected
to reach 2 billion by 2050, up from 900 million in 2015. There is a growing need for
assisted-living in elderly care due to the increased number of elderly people.
A human-centered assisted living system usually includes the following several basic
functions. For example, 1) detecting abnormal activities in case of emergencies such as
falls and robberies, 2) recognizing daily activities/living patterns to obtain statistics, 3)
locating the person if help is needed, 4) giving recommendations to the subject. Figure
1.5 shows some examples of 8 daily activities including eating, drinking, using a laptop,
reading, falling, lying down, walking and sitting down.
Figure 1.5: Example images of 8 daily activities from a dataset in [42]. The first row from
left to right: eating, drinking, using a laptop, reading; the second row from left to
right: falling, lying down, walking and sitting down.
Statistics show that falling has been a serious risk to the ageing group, which could lead
to bone fracture, coma, and even death. Emergent medical attention is often required
after a fall. Considering that many elderly people live alone, it is not easy for them to
seek immediate help if severe injuries or unconsciousness occurs after a fall. Thus, there
is a great need for automatic fall detection and fall alert. An example of fall detection
and emergency alert system [43] is shown in Figure 1.6, where alert cancellation feedback
is added for the user to cancel any possible false alarms.
To help fallen people, an airbag system was developed in [44] to protect hips after a
10
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Figure 1.6: Example of a fall detection and emergency alert system from [43].
fall, similar to the function of airbags after a car crash. A triaxial accelerometer and
gyroscope was applied as well to make sure that the airbag was filled with air before any
collision. [45] proposed a social alarm for the elderly who live alone. It was realized by
a wristwatch with a button that can be activated by the subject after a fall. However,
this solution of actively seeking help might be unreliable as the person could become
unconscious after a fall.
Related work
In recent years, there is a rapid growth of interests on such automatic systems for detect-
ing falls and alarm triggering. Methods of fall detection can be categorized into using
sensor-based devices and using video-based analysis. All these methods have a similar
pipeline [46] depicted as follows:
1. data acquisition from sensors,
2. signal processing and feature extraction,
3. fall detection,
4. fall alert sent through wired or wireless communications,
5. alert information received by caregivers.
Many current methods exploited wearable devices with motion sensors, such as ac-
celerometers [47], gyroscopes [48] and tilt sensors [49], [50]. Good results were obtained
in these methods for fall detection. However, elderly people often feel uncomfortable
when wearing such kind of devices for a long time, or forget to wear them at times, let
alone the frequent battery charging problems. Zigel et al. [51] presented an innovative
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method for fall detection using floor vibration and sound sensing without wearable de-
vices. These sensors can still have a side effect on the health of elderly people. Hence,
using cameras to extract visual information may provide a solution to the aforementioned
issues when privacy issues are properly handled.
For video-based fall detection, one way is to use a bounding box that compasses the
target person in each frame. Qian et al. [52] utilized a two-bounding-box strategy where
one was for characterizing the whole body and the other for the lower part of the body.
Based on the variances of two boxes, features for fall detection were extracted and then
fed into an SVM classifier. Charfi et al. [53] proposed 14 features in the bounding
box including height, width, aspect ratio and centroid coordinates, then features were
transformed (by Fourier transform, wavelet transform, etc) before classification using
an SVM or AdaBoost. Yun et al. [54] represented the dynamic appearance, shape
and motion of a target person as points moving on a Riemannian manifold. Based
on the dynamics of different features, velocity statistics were computed, followed by
feature weighting and a two-stage boosting learning strategy. Another way to address
fall detection is to employ multiple cameras or depth cameras. Rougier et al. [55] used
shape matching to calculate the cost between consecutive frames as a criterion for shape
deformations, and then a majority voting from four camera views was used to decide
whether a fall occurred. Ma et al. [56] proposed to learn curvature scale space (CSS)
features from human silhouettes based on depth images. Bag of CSS words was utilized
to represent actions, which were then classified into falls and other actions by extreme
learning machine (ELM). Stone and Skubic [57] developed a two-stage fall detection
system, where the vertical state of a person in each depth image frame is modeled. An
ensemble of decision trees is then used to compute the likelihood of falls.
Deep learning has been exploited for automatically learning video-based features re-
lated to human activities/actions. Simonyan et al. [58] proposed two-stream convolu-
tional networks, where still images and stacks of optical flow fields were used to separately
capture spatial and temporal information. Tren et al. [59] exploited 3D CNNs to learn
spatio-temporal features from videos without calculating the optical flow. Ng et al. [60]
investigated several temporal feature pooling methods and LSTMs to learn CNN features
across long periods, and experimental results showed that temporal pooling of CNN fea-
tures performed better. Fan et al. [61] considered four phases in each fall (standing,
falling, fallen and not moving) and trained deep CNNs to distinguish four categories of
dynamic images corresponding to the above four phases. Zhang et al. [62] proposed
to use trajectory attention maps to enhance the CNN feature of each frame, and rank-
pooling-based encoding method was then used to obtain the feature descriptor for each
activity. Despite all these promising results achieved for human fall detection, it is still
challenging to develop a deep learning strategy that can distinguish activities of different
lengths in similar indoor settings.
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1.4 Obstacle Avoidance in Prosthetic Vision for Assisted
Living
Degenerations of photoreceptor cells such as retinitis pigmentosa and age-related mac-
ular degeneration are devastating causes of vision loss. To restore vision to the blind,
implantation of prostheses may become a treatment option in the neuroengineering field.
Prostheses first transmit image data to information processing units. After stimulation
patterns are captured by electrode arrays, surviving neural cells in the visual pathway
can be electrically activated, and visual perception is stably restored [63]–[65]. Such elec-
trically induced visual sensations are called “phosphenes”, conveying limited but useful
visual information to the blind. Discernible phosphenes are usually generated in the
following three locations: the visual cortex [66], the optic nerve [67], and the retina [68].
In recent years, retinal prostheses have gained much attention and achieved encour-
aging performance. Epiretinal prostheses were implanted on the inner surface of the
retina, stimulating retinal ganglion cells and axons [69]. A 60-electrode epiretinal pros-
thetic system improved basic visual tasks such as orientation, mobility and letter reading
[70], [71]. Besides, subretinal prostheses are another kind of retinal devices implanted
under the transparent retina to replace degenerated photoreceptors [72]. A subretinal
prosthesis prototype with 1500 microphotodiodes was implanted in three subjects and
demonstrated to be helpful in some visual tasks [64].
Many technical factors such as implant packaging, electrode manufactory and bio-
compatibility limit the maximum number of implantable electrodes, leading to a low-
resolution visual perception and the difficulty of understanding the contents. Hence,
researchers find it necessary to improve the image quality of phosphenes in order to as-
sist the prosthesis wearers, so that they can perform better in visual tasks. However,
enhancing the high-level functionality of visual prosthesis such as obstacle avoidance is
rarely explored, although it is a common but important task in daily lives of visually
impaired people.
Related work
Obstacle avoidance was mostly considered as the task of satisfying some control objective
subject to non-intersection or non-collision position constraints in robotics. In [73], a
vector field histogram method was developed and tested on an experimental mobile robot.
A vision-guided local navigation system was proposed in [74] to compute a potential
field over the robot heading, steering it towards the target and away from obstacles. By
utilizing a vision-based multi-person tracker, a dynamic obstacle map was generated in
[75] to enable path planning in complex and highly dynamic scenes. However, all the
above methods were not specially designed for the blind to fulfill the obstacle avoidance
task.
Current solutions of navigations for the visually impaired individuals can be categorized
as:
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• white cane,
• dog guide,
• multi-sensor-based travel aid.
According to [76], there were already numerous navigation systems and tools for vi-
sually impaired individuals, among which white canes and dog guides were the most
popular ones. In order to offer more information such as speed, volume and distances to
the visually impaired, a category of devices called electronic travel aids were designed.
With the combination of different sensors such as sonars, laser scanners and cameras,
multi-sensor information was gathered to guarantee the control of locomotion during
navigation.
Researches on visual prostheses were concentrated on how implant recipients inter-
pret visual information from electrical stimulation by simulation of prosthetic vision. In
[77], the number of individual Chinese characters required for accurate recognition by
blind Chinese subjects was explored. Zhao et al. [78] found out that distortion, dropout
percentage, and pixel size had an impact on the recognition of Chinese characters. In
addition, many image processing strategies were proposed in simulated prosthetic vision.
Parikh et al. [79] first applied a saliency-based method and provided cues for the region
of interest detection in simulated vision. By exploring different face detection meth-
ods, Wang et al. [80] concluded that such image processing methods can highlight useful
information hence improve visual perception of prosthesis wearers. In [81], a background-
subtraction-based technique was used to optimize the content of dynamic scenes of daily
life in prosthetic vision. Han et al. [82] utilized feature extraction and image enhance-
ment strategies to improve the accuracy and efficiency of object recognition. Aimed at
highlighting the main object from a normal image, two different ways of pixelization [83]
were proved to be effective in daily object recognition tasks. Despite these promising
researches on improving the quality of phosphene images obtained from visual prosthe-
ses, challenges remain such as enhancing the high-level functionality of prostheses, where
obstacle avoidance is an important task to the blind.
1.5 Outline of this Thesis
To address the above health-related issues, this thesis explores dedicated machine learning
techniques. It consists of two parts. Part I gives the general introduction to the research
background and a summary of the appended papers. Part II contains the appended
papers. The remainder of this introductory part (Part I) is organized as follows: Chapter
2 reviews several fundamental theories and methods on which the proposed methods are
built. Chapter 3 summarizes the main work and contributions of each method, followed
by Chapter 4 where conclusion and future work are presented.
14
CHAPTER2
Background Theories and Methods
2.1 Deep Convolutional Neural Networks
A Convolutional Neural Network (CNN) [84] is a class of deep neural networks. An
example is shown in Figure 2.1. In the feature learning module, several convolutional
and pooling layers are used. For each convolution, a set of filters is applied to the input
feature map/original signal to generate new feature maps followed by a non-linear acti-
vation function. For pooling operation, down-sampling is performed to reduce the size
of the input feature map. After the feature learning module, the obtained feature maps
are flattened and concatenated as the input to the classifier. The classifier consists of
several fully-connected (FC) layers that have full connections to all the neurons in the
previous layer similar to the regular neural networks. Finally, a prediction is made by a
softmax function showing the probability of the input data belonging to each class. To
train a CNN, the loss (error) is calculated comparing the predicted result with ground
truth, and the parameters of all the layers are updated by backpropagating the loss.
Convolutional layers
The function of a convolutional layer is to generate feature maps from the output of its
previous convolutional layer or the original image with filters of a certain size. Small-size
filters with odd dimensions in width and height (or depth for 3D cases) are mostly used.
When doing convolution on the feature map, a filter with certain parameters is sliding
on the input feature map/image with a certain step called “stride”. The larger the stride
is, the more pixels are skipped during convolution, resulting in a smaller feature map as
the output.
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labels
Figure 2.1: Example of a Convolutional Neural Network (CNN).
The resulted feature map will shrink after convolution if the filter size is chosen to
have a certain size except one. To preserve the size of the feature map after convolution
(otherwise, the information around image borders will be gradually removed), the zero-
padding approach is usually used where some zero values are padded around the input
feature map/image boundary. Padding size can be chosen based on the filter size so that
the output feature map will remain the same size. It turns out that smaller strides work
better in practice, and stride one is commonly used in convolutions so that convolutional
layers only transform the input volume depth-wise without changing its size. One com-
mon strategy used in the convolutional layer is parameter sharing to control the number
of parameters. It is based on an assumption that if one feature is useful to compute at
one spatial position, then it is also useful to compute at a different position.
An example of convolution operation is shown in the left part of Figure 2.2. Each neu-
ron in the convolutional layer is connected to a small region of the input image/feature
volume in the full depth.
Pooing layers
Pooling is usually conducted to perform down-sampling on the feature maps periodically
in-between successive convolutional layers. It can reduce the dimension of feature maps
and help mitigate potential overfitting. Another function of pooling is to smooth feature
maps and reduce noise. It also leads to a decrease in computational cost as the future
maps for the following processing will become smaller in size. Similar to the previous
convolutional layer, stride can also be used in the pooling operation to skip certain pixels
when sliding the pooling filters.
Two most commonly used pooling methods are max pooling and average pooling. Max
pooling (as shown in the right part of Figure 2.2) returns the maximum value in the pool-
ing window while average pooling returns the average value. Between these two kinds of
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Figure 2.2: Illustrations of convolution operation and pooling operation. Left: example of a 2D
convolution with no padding and stride=1. Right: example of a 2D max pooling
operation with stride=2. Corresponding input and output are illustrated in the
same grey scale.
pooling strategies, max pooling has been shown to work better in practice.
Loss function
In the classification module, a loss function is used to evaluate the performance of the
model by measuring the difference between the ground truth label y and the predicted
label yˆ. The performance of a CNN usually improves with the decrease of the loss. The
most common loss for a classification task is cross-entropy loss defined as follows in the
binary case, where N denotes the number of samples in the training set.
L = − 1
N
N∑
i=1
(yi log(yˆi) + (1− yi) log(1− yˆi)). (2.1)
Hinge loss is also widely used for classification tasks, to maximize the margin between
the predictions of the true class and the other classes.
L = 1
N
N∑
i=1
∑
j 6=yi
max(0, fj − fyi + 1), (2.2)
where fyi denotes the yi-th element (corresponding to the true class) of f , the vector of
activations from the output layer of a CNN.
As for a regression task (e.g., training an autoencoder), mean squared error is com-
monly adopted as the loss function:
L = 1
N
N∑
i=1
(yi − yˆi)2. (2.3)
CNN training
To train a CNN, backpropagation strategy [85] with the gradient descent method is used,
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similar to training a regular neural network. The gradients are used to perform updates
for all the parameters in different layers of a CNN. The most common gradient descent
method for optimizing a CNN is stochastic gradient descent (SGD), where parameters
are moved towards the direction of the steepest descent in the parameter space in each
iteration, resulting in the decrease of the loss. The drawback of SGD is that it manipu-
lates the learning rate globally and equally for all parameters. Some variants of SGD are
also commonly used to adaptively tune the learning rates such as Adam [86], Adagrad
[87], RMSprop [88].
Regularization is widely used in CNN training to mitigate overfitting, as CNNs usu-
ally have a large number of parameters while the size of training data is sometimes not
sufficiently large. Regularization can be considered as a way to reduce the complexity of
a CNN model, and some common methods include L1/L2 regularization and dropout.
L1/L2 regularization is realized by adding the L1/L2 norm of all the weights as an ad-
ditional loss to the original loss function. It limits the capability of CNN by penalizing
large weights. Dropout is another straightforward way to limit the capability of CNN by
randomly dropping neurons in some layers during the training.
Representative CNN models
• CNN models stem from LeNet [89] that is the first to use weight sharing technique
in convolutions for handwriting recognition.
• The first CNN model that significantly drew researchers’ attention to deep learning
is AlexNet [90]. It won the ImageNet Large-Scale Visual Recognition Challenge
2012 with breakthrough accuracy and greatly outperformed the other competitors.
The success of AlexNet was due to the deeper network architecture with a large
number of parameters. Activation function ReLU was adopted to accelerate the
convergence of training. Techniques such as data augmentation and dropout were
employed to alleviate overfitting.
• VGG net [91] improved the performance of AlexNet greatly due to very small
(3×3) convolutional filters and the depth extended to 19 layers. The use of small-
size filters decreased the number of parameters in convolutional layers and thus
made it possible to explore deeper CNN architectures.
• In GoogLeNet [92] an optimal local sparse structure called inception module was
proposed to learn the features in a CNN. It consisted of 1×1, 3×3, 5×5 convo-
lutional filters and 3×3 max pooling in parallel followed by concatenation as the
output feature map. In addition, a dimension reduction technique was adopted to
reduce computation cost by applying 1×1 convolutional filters before the 3×3 and
5×5 convolutional filters.
• ResNet [93] was proposed to ease the training of a very deep CNN by introducing
an idea of residual learning. The intuition behind the residual learning is that if
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the mapping a CNN is about to learn is closer to an identity mapping than to a
zero mapping, it is easier to learn the perturbations based on an identity mapping
than to learn a completely new mapping. Residual learning was realized by adding
shortcut connections to a common CNN.
Although these CNN architectures show good performance on the ImageNet dataset,
different networks need to be explored for specific problems/tasks as the dataset size,
image modality and other details can be different from those of the ImageNet dataset.
Task-specific configurations and parameter settings should be considered as well.
The success of CNN also inspired the research on a thorough understanding of CNN
such as how each neuron is activated to learn the semantic information of an object
in an image, instead of treating CNN as a black box. Interpreting and theorizing the
mechanisms of CNNs [94], [95] have become a compelling research area, especially in
applications such as medical diagnosis where wrong decisions can be costly and danger-
ous. Hence, much research is still needed to understand the essence of CNN and deep
learning.
2.2 Recurrent Neural Networks
A Recurrent Neural Network (RNN) is a kind of network that allows information to
persist during different time [96]. It can be considered as multiple copies of the same
network, and each passes a message to the successor. An example of RNN is shown in
Figure 2.3, where hidden layer vector ht takes both original signal xt and the output of
previous hidden layer ht−1 as the input. By connecting multiple networks of different
time steps, information can be passed from one step of the network to the next. With
the chain-like structure, RNNs are applied to sequence-related problems such as speech
recognition and video analysis. RNNs can be formulated as:
ht = σ(Wxtxt +Whtht−1 + bht), (2.4)
yt = σ(Wytht + byt), (2.5)
where W is the weight matrix, b is the bias vector, and y is the output vector. RNNs
are designed to connect previous information to the present task. However, it suffers
from the problem of handing “long-term dependencies” in practice. That is, when the
gap between the relevant information and the place where it is needed is large, RNNs are
not capable of connecting to the information because of the gradient vanishing problem
[97].
As a solution, Long Short Term Memory (LSTM) networks [98] are designed to handle
such a long-term dependency problem. LSTMs have a chain-like structure similar to
RNNs, but differently, LSTMs have more complex repeating network modules where a
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h0 h1 h2 ht
y0 y1 y2 yt
...Inputs
Outputs
Hidden 
layer
Figure 2.3: Example of a Recurrent Neural Network (RNN). The circles denote network layers
and the solid lines denote the weighted connections. For simplicity only one hidden
layer is used.
four-layer interactive neural network is used instead of one single-layer neural network in
regular RNNs. A basic LSTM architecture is shown in Figure 2.4.
ϕσ σ σ 
xt
ht-1
ct-1
ct
ht
ft it ot
gt
ϕ
Figure 2.4: A basic LSTM architecture.
The main idea behind LSTMs is the introduction of cell state ci, as shown in the
top horizontal line running through all repeating modules in Figure 2.4, which allows
information to flow with minor linear interactions. Another special structure used in
LSTMs is called gate consisting of a one-layer neural network with a sigmoid function
and a point-wise multiplication operation. It controls how much information can be let
through.
A basic LSTM unit contains a single memory cell, an input activation function and
four different gates (input gate it, forget gate ft, output gate ot and input modulation
gate gt). Input gate controls whether the incoming signal will alter the state of the
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memory cell or block it. Forget gate allows the cell to selectively forget something and
can somehow prevent the gradient from vanishing or exploding during backpropagation
through time. The output gate makes the memory cell have an effect on other neurons
or prevent it. The input modulation gate is a function of the current input and previous
hidden state. With the help of these gates, LSTM can capture extremely complex, long-
term temporal dynamics and overcome the vanishing gradient problems as well. For an
input xt at time step t, memory cell state ct encodes everything the cell has observed
until time t, and finally LSTM outputs the hidden/control state ht:
it = σ(Wxixt +Whiht−1 + bi),
ft = σ(Wxfxt +Whfht−1 + bf ),
ot = σ(Wxoxt +Whoht−1 + bo),
gt = φ(Wxgxt +Whght−1 + bg),
ct = ft  ct−1 + it  gt,
ht = ot  φ(ct),
(2.6)
where σ(x) = (1 + e−x)−1 is the sigmoid function to map the inputs into the interval [0,
1], φ(x) = ex−e−xex+e−x is the hyperbolic tangent nonlinear function that maps its inputs into
the interval [-1,1],  is the element-wise product.
In addition to the classic LSTM described above, it has some variants. LSTM with
peephole connections [99] lets the gate layers look at the cell state by adding the cell
state vector to the computation of input, forget and output gates. Another variation
is to couple forget and input gates by letting ft = 1 − it without separately deciding
what to forget and what to add. Gated Recurrent Unit (GRU) [100] uses an update gate
to combine the forget and input gates, and the cell state and hidden state are merged
as well. LSTM with full gate recurrence adds recurrent connections between all the
gates similar to the original LSTM [98]. Despite the variants in different architectures,
they do not improve the performance of the classic LSTM architecture significantly [101].
Dealing with variable length input sequences
Learning sequences of unequal length is a commonly encountered problem especially
in audio processing. Sequence padding is a solution to make all the sequences have
the same length by padding the short sequences with zeros. Sequence truncation offers
another solution by trimming all sequences to the desired length. When it comes to
video classification of variable length, similar strategies can be applied by padding or
trimming some frames. However, this way makes it difficult to train RNN-based video
classification using CNN features for each frame in an end-to-end way, as the number of
CNNs (corresponding to different frames of a video sequence) needs to be fixed to learn
features from each frame. A new solution is presented in Paper 6 by first splitting each
video activity into a fixed number of segments. A representative frame is then chosen
for each segment, followed by a CNN architecture to learn its features. CNN features of
each representative frame are finally fed into LSTMs to further learn sequential features
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for classification.
2.3 Generative Adversarial Networks
A Generative Adversarial Network (GAN) [102] belongs to the generative model that
is capable of generating data. It contains a generator G and a discriminator D for
adversarial training, and they can be multilayer perceptrons or convolutional neural
networks. A prior on input variable pz(z) is first defined, then the generator maps it
to data space represented as G(z; θg) to learn the distribution pg of the generator over
data x, where θg is the parameters of the generator G. The discriminator D(x; θd)
is defined to represent the probability of x coming from the data distribution pdata,
where θd is the parameters of the generator D. It is trained to distinguish between the
samples from pdata and those from pg. Simultaneously, the generator G is trained to
minimize log(1−D(G(z))) so that the generated sample G(z) can fool the discriminator
D. Alternatively, D and G can be considered to play the two-player minmax game with
the following value function V (G,D):
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))]. (2.7)
In practice, optimizing D to completion in the inner loop of training would lead to
overfitting given finite datasets. Instead, k steps of optimizing D and one step of opti-
mizing G are conducted in alternation. In this way, D is maintained near optima as long
as G changes slowly enough. According to [102], log(1−D(G(z))) saturates in the early
stage of training GAN so that no sufficient gradient is provided for G to learn well. An
alternative strategy could be adopted to train G where minimizing log(1 −D(G(z))) is
replaced by maximizing logD(G(z)).
Apart from the original GAN described above, there are some variants of GANs. Some
focus on modifying the optimization of GANs:
• Wasserstein GAN (WGAN) [103]: This method is proposed to improve the training
of original GAN, since Jensen-Shannon (JS) divergence does not provide sufficient
gradient when the generated data distribution does not overlap with the real data
distribution. In this method, Earth mover’s distance is used as the distance mea-
sure for optimization, where
∏
(pdata, pg) is the set of all joint distributions whose
marginals are pdata and pg.
W (pdata, pg) = inf
γ∈
∏
(pdata,pg)
E(x,y)∼γ‖x− y‖. (2.8)
• Least squares GAN [104]: This method is proposed to remedy the vanishing gradi-
ent problem for the generator G. Least squares losses LD and LG are used for the
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discriminator D instead of the conventional cross-entropy loss, where a is the label
for the real samples and b is the label for the generated samples.
min
D
LD =
1
2Ex∼pdata(x)[(D(x)− a)
2] + 12Ez∼pz(z)[(D(G(z))− b)
2], (2.9)
min
G
LG =
1
2Ez∼pz(z)[(D(G(z))− a)
2]. (2.10)
Some other variants of GANs focus on network architectures derived from the original
GAN targeting at different applications. BiGAN [105] and ALI [106] add an encoder
structure for mapping the data back to the feature space. Such an inference mechanism
can be useful in discriminative tasks or for a better understanding of what a trained
GAN model has learned. Conditional GAN [107] uses extra label information as the
condition on both the generator and discriminator. One example is to generate MNIST
digits conditioned on class labels. When the condition is an image, conditional GAN
can perform image-to-image translation task [108] in a supervised manner. As shown in
Figure 2.5, conditional GAN is trained to transform a sketch image to a normal image.
The generator takes a sketch shoe as the input and outputs a normal shoe image. Here
a noise input to the generator is abandoned as the generator is simply learned to ignore
the noise [108]. The discriminator distinguishes a pair of sketch image and normal image,
so that the output normal image is constrained on the input sketch image.
G
D D
x G(x)
x
fake real
y
x
Figure 2.5: Illustration of image-to-image translation using conditional GAN [108]. G repre-
sents the generator and D represents the discriminator.
The above supervised image-to-image translation method requires paired images as
the input. By using cycle-consistency loss [109] or latent space assumption [110] as the
constraint, image-to-image translation can be performed in an unsupervised manner.
Such constraints guarantee that input and output images are related.
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• Cycle GAN [109]: This method addresses two mappings G(X)→ Yˆ and F (Y )→ Xˆ
by introducing the cycle-consistency loss, where two generators G, F and two
discriminators DX , DY are trained together. The cycle-consistency is based on the
intuition that if one image is translated from one domain to the other and back
again, the same image will be obtained, as shown in an example in Figure 2.6.
Figure 2.6: Illustration of cycle GAN [109]. (a) Two mapping functions G, F and their as-
sociated adversarial discriminators DY and DX . (b) Forward cycle-consistency
loss is computed as the difference between x and F (G(x)). (c) Backward cycle-
consistency loss is computed as the difference between y and G(F (y)). The image
is taken from [109].
• Unsupervised Image-to-Image Translation (UNIT) [110]: This method addresses
unsupervised image-to-image translation under shared latent space assumption, as
shown in Figure 2.7. A pair of images (x,y) in two different domains X and Y can
be mapped to the same latent code z in a shared-latent space Z. This assumption
implies the cycle-consistency assumption (but not vice versa). Shared latent space
assumption is implemented by sharing the weights of the last few layers (high-level
layers) in Ex and Ey, as well as those of the first few layers (high-level layers) in
Gx and Gy, see the dashed lines.
A natural extension to image-to-image translation is video-to-video synthesis [111],
with the aim to learn a mapping function from an input source video to an output video
that shows the same content as the source video. The source video can be a sequence
of semantic segmentation masks or edge maps, similar to the condition defined in an
image-to-image translation task. A Markov assumption is made in [111] so that the
generation of the t-th frame is only dependent on the previous L frames including the
source images and generated images. Optical flow is also added as a constraint to deal
with the redundancy in videos. This model is further generalized to the few-shot video-
to-video synthesis [112] to synthesize videos of previously unseen subjects or scenes.
The applications of GAN also include super resolution [113], object detection [114],
sequential data generation [115], domain adaptation [116], etc. In conclusion, GANs show
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Figure 2.7: Illustration of unsupervised image-to-image translation [110] using shared latent
space assumption. A pair of images (x,y) are mapped to the same latent code z
using two encoding functions Ex and Ey, followed by two generators Gx and Gy to
map the latent code to images. Dx and Dy are two corresponding discriminators.
their advantage in generating better and sharper results than other generative models
like variational autoencoder [117]. However, it also suffers from well-known problems
such as model collapse [118] where GANs fail to generate samples with diversity.
2.4 Spiking Neural Networks
A Spiking Neural Network (SNN) is the third generation of neural network models that
employ spiking neurons as the computational units [119]. It is inspired by the experimen-
tal evidence that many biological neural systems use spikes to encode information [120].
The most common model for a spiking neuron is “integrate and fire neuron” [121]. For
simplicity, one may assume that a neuron fires when its potential Pv reaches a certain
threshold θv. Pv denotes the electric membrane potential of neuron v at the trigger zone,
and it is the sum of excitatory postsynaptic potentials (EPSP) and inhibitory postsy-
naptic potentials (IPSP). These potentials are obtained from the firing of other neurons
u, which are connected to neuron v through a synapse. The firing of the presynaptic
neuron u at time s changes the potential Pv with certain amount that is modeled by the
product of a weight wu,v and a response function εu,v(t−s), as shown in Figure 2.8. The
weight term wu,v reflects the strength of the connection (synapse). For mathematical
convenience, the potential Pv equals 0 in the absence of postsynaptic potentials, while for
a typical biological neuron Pv is around -70 mV in the absence of postsynaptic potentials.
Each spiking neuron has an absolute refractory period that lasts a few milliseconds
after firing. This mechanism is modeled by a threshold function Θv(t − t′) as shown in
Figure 2.9, where t′ is the most recent firing time of v.
A spiking neural network [122] consists of a set of spiking neurons V , a set of synapses
E ⊆ V × V , weights wu,v, response functions εu,v for each synapse 〈u, v〉 ∈ E and
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Figure 2.8: The shape of the response functions (Left: EPSP, Right: IPSP) of a biological
neuron. The image is reproduced from [119].
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Figure 2.9: The shape of the threshold function of a biological neuron. The image is reproduced
from [119].
threshold functions Θv for each neuron v ∈ V . Let Fu be the set of firing times for the
neuron u, the potential at the trigger zone of neuron v at time t is computed as:
Pv(t) :=
∑
u:〈u,v〉∈E
∑
s∈Fu:s<t
wu,v · εu,v(t− s). (2.11)
To train SNNs, input data is first encoded into spike sequences. The spike sequences
are then entered into neurons in SNNs, so that the temporal features of the original data
are converted to the statuses of neurons in SNNs through spikes [123]. Although SNNs
are closer to achieving natural intelligence through brain-like computation compared to
other more abstract models, their performance on typical benchmarks has not reached
the same level as their machine learning counterparts [124].
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2.5 Semi-Supervised Learning
Different from the conventional supervised learning that fully relies on labeled data,
semi-supervised learning uses both labeled and unlabeled data for training. It is moti-
vated by the scenario where only a small amount of data has labels and most available
data is unlabeled, since a lot of human annotation effort is often required for labeling
data. Figure 2.10 shows a comparison between supervised learning and semi-supervised
learning. Because a large amount of the unlabeled data is exploited for training the
semi-supervised classifier, it can capture the latent data distribution better than the
conventional supervised learning with only labeled data.
Figure 2.10: A comparison between supervised learning and semi-supervised learning. Left:
supervised learning. Right: semi-supervised learning. The black and white dots
show samples of two classes, and the grey dots denote the unlabeled samples.
Dashed curves in the left and right subfigures indicate decision boundaries.
Graph-based semi-supervised learning
Graph-based semi-supervised learning is a branch of semi-supervised learning methods
that infer the labels of unlabeled data using a graph structure derived from both labeled
and unlabeled data. Some fundamentals of graph theory are introduced here. A graph
model consists of three basic sets: vertex V, edge E and weight W. A graph can be
directed or undirected, depending on whether each edge has a certain direction. In this
thesis, only undirected graphs are involved, so all the graphs below refer to undirected
graphs. Figure 2.11 shows an example of an undirected graph. It consists of 6 ver-
tices {v1, v2, v3, v4, v5, v6}, 8 edges {e12, e13, e23, e25, e35, e45, e46, e56} and corresponding
weights {w12 = 1, w13 = 1, w23 = 0.6, w25 = 1, w35 = 0.8, w45 = 0.5, w46 = 0.8, w56 = 1}.
The edge matrix E and weight matrixW showing the edges and weights can be described
as follows:
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v1
v2
v3
v5
v4
v6
1
1
1
1 0.6
0.8
0.5
0.8
Figure 2.11: Example of an undirected graph.
E =

0 1 1 0 0 0
1 0 1 0 1 0
1 1 0 0 1 0
0 0 0 0 1 1
0 1 1 1 0 1
0 0 0 1 1 0

,W =

0 1 1 0 0 0
1 0 0.6 0 1 0
1 0.6 0 0 0.8 0
0 0 0 0 0.5 0.8
0 1 0.8 0.5 0 1
0 0 0 0.8 1 0

,
where E and W are both symmetric and with 0 on its diagonal. For each vertex vi in a
graph, its degree vol(i) is defined as:
vol(i) =
n∑
j=1
Wij . (2.12)
If the degree of a vertex is zero, this vertex is called an isolated vertex. The degree
matrix D of a graph is defined as a diagonal matrix whose ith diagonal item is vol(i).
The Laplacian matrix of a graph is defined as L = D −W. It has some interesting
properties. 1) L is semi-positive definite if all the edge weights are non-negative. 2)
One of the eigenvalue of L is 0, its corresponding eigenvector is constant one vector
(1, 1, ..., 1)T .
There are several common ways to construct a graph.
• Full graph: Each vertex is connected to all the other vertices in the graph.
• k-nearest neighbour (kNN) graph: Each vertex is connected to its k-nearest neigh-
bour vertices in the graph. This is the most popular method of constructing a
graph in machine learning.
• -neighbour graph: Each vertex is connected to the vertices whose distance to it is
within .
The followings are three ways to compute the weight of a graph.
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• Binary 0-1 weight: It two vertices are connected, the weight between them is 1,
otherwise the weight is 0.
• Gaussian similarity: The weight between two connected vertices is set to exp(−‖xi−
xj‖2/2σ2), where xi and xj are feature vectors associated with vertices i and j, σ
is the standard deviation of Gaussian function also known as kernel width.
• Cosine similarity: The weight between two connected vertices is set to 1−xTi xj/(‖xi‖
‖xj‖), where xi and xj are defined similarly as before.
Graph-based semi-supervised learning can be formulated as learning a function f(xi) =
yi, where xi is a sample usually characterized by features and yi is its corresponding label.
Let {(xi, yi)}li=1 be the labeled data with labels and {xi}l+ui=l+1 be the unlabeled data.
The vertices of a graph consist of both {xi}li=1 and {xi}l+ui=l+1. The goal of graph-based
semi-supervised learning is to infer the labels of the unlabeled data {yi}l+ui=l+1. Some
graph-based semi-supervised learning algorithms are briefly reviewed as follows, where
only binary labels yi ∈ {−1, 1} are considered for simplicity.
Harmonic function: f is obtained by solving the energy minimization function:
min
f(x)|f(x)∈R
l+u∑
i,j=1
wi,j(f(xi)− f(xj))2, s.t. {f(xi) = yi}li=1, (2.13)
where the similar samples (xi and xj) characterized by a large weight wij are encouraged
to take similar labels, with a constraint that labeled samples should stick to their orig-
inal labels. Since obtained label f(x) will obtain a continuous value after optimization,
a certain threshold is necessary for outputting final discrete labels.
Manifold regularization: Different from the harmonic function that fixes {f(xi) =
yi}li=1, manifold regularization relaxes this constraint by adding an extra loss to penalize
the difference between the predicted labels and ground truth of the labeled data.
min
f(x)|f(x)∈R
l+u∑
i,j=1
wi,j(f(xi)− f(xj))2 + λ
l∑
i=1
(f(xi)− yi)2. (2.14)
Graph-based semi-supervised learning is based on the smoothness assumption that two
samples close to each other (in other words, they are connected with a strong edge in a
graph) are more likely to share the same label. However, it suffers from the memory cost
when the number of samples is large because of the matrix computation. In addition,
when new samples (for training or testing) are added to the graph-based semi-supervised
learning, the graph construction and label inference usually need to be conducted again
since the previously constructed graph does not directly apply to the new data.
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CHAPTER3
Summary of the Work in This Thesis
In this chapter, we summarize the thesis work on machine learning methods for image
analysis in medical applications, and the structure is shown in Figure 3.1. In the following
subsections, each method and its contributions are summarized.
(Papers 6, 7)(Paper 5)
(Papers 2, 3) (Paper 4)
Machine learning methods for image 
analysis in medical applications 
AD detection
 (Paper 1)
Glioma 
classification
Fall detection
Obstacle avoidance in 
prosthetic vision
(Paper 8)
Co-saliency-
enhanced RCN
CNN + sparse 
code sequence
Semi-
supervised
Fully-
supervised
IDH 
mutation
1p/19q 
codeletion
HGG/
LGG
IDH 
mutation
HGG/
LGG
Figure 3.1: A summary of the thesis work on machine learning methods for image analysis in
medical applications.
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3.1 Deep Learning for Alzheimer’s Disease Detection
(Summary of Paper 1)
Problem addressed: This method addresses the problem of Alzheimer’s disease de-
tection from MRIs. In this method, AD detection is formulated as a binary classification
problem that distinguishes AD patients from NC subjects. Specifically, AD in MRIs
is characterized by using multi-stream tissue inputs and fusing low-level detailed image
features with high-level semantic features.
Motivations: Existing deep learning methods [16], [19] achieved good performance
on AD detection by using a whole brain scan to characterize AD features. They adopted
single-scale high-level deep features for classification. A better strategy can be adopted to
enhance the performance if one explores both pixel-level and semantic-level information.
It is observed that different types of tissues in a brain contain different characteristics
with different resolutions for AD, hence they could contribute differently to AD detection.
It is desirable to handle them separately by deep learning networks for learning their cor-
responding features. AD features for different tissue regions show different scales, e.g.,
changes in CSF and GM are very different for ADs. Furthermore, retaining all resolution
levels (i.e., coarse to fine scales) of features enables one to obtain features both from
low-level information of volume images to high-level semantic and structural change in-
formation in ADs. However, adopting a multi-stream multi-scale network significantly
increases the dimension of features, hence it could lead to “the curse of dimensionality”
in the classifier given a fixed medium-size dataset.
Basic ideas: The main idea behind this method is to characterize the AD features
in a multi-stream multi-scale fashion. Multi-stream inputs (i.e., GM, WM and CSF re-
gions) are used for characterizing AD with multi-scale features in each stream. Two-level
feature fusion is then designed to fuse features in different scales in each stream, as well
as in the stream level. A feature boosting and dimension reduction method is applied
for mitigating overfitting caused by a large number of features.
Main contributions:
• Multi-stream feature extraction from segmented tissue regions (GM, WM and CSF)
is proposed to generate complementary features in different tissue levels for AD
detection. A 3D multi-scale deep convolutional network (3D MSCNN) architecture
is proposed to learn multi-scale features with rich semantics and image details for
each type of tissue.
• A two-level feature fusion approach is proposed, which includes fusion in the scale
level and the stream level.
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• A feature boosting and dimension reduction approach is utilized for post-processing,
where a tree boosting method XGBoost is exploited for feature reduction.
• Extensive empirical analysis of the performance is conducted, where the proposed
scheme is also compared with several state-of-the-art methods.
Overview: The block diagram of this method is shown in Figure 3.2. It consists of
three streams of 3D MSCNNs (each stream is shown in Figure 3.3),
Preprocessing
3D MRI Brain region 
segmentation
3D MSCNN and 
first-level 
feature fusion
Classifier
labels
IGM
ICSF
Feature boosting 
and dimension 
reduction 
Second-level 
feature fusion
IWM
3D MSCNN and 
first-level 
feature fusion
3D MSCNN and 
first-level 
feature fusion
Figure 3.2: Overview of this method for Alzheimer’s disease detection from MRIs.
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Figure 3.3: The proposed 3D multi-scale deep convolutional neural network architecture and
first-level feature fusion, by zooming in the dashed red box in Figure 3.2.
separately applied on the GM, WM and CSF tissue regions. This is then followed by a
two-level feature fusion method on the extracted features in different scales and tissue
regions, respectively. Let f sij , i = 1, · · · , 4, be the features learned from four different
scales for a given j-th tissue region, j ∈ {GM,WM,CSF}, then the first-level fusion is
described by concatenating the feature vectors as: fj = [f s1j f
s2
j f
s3
j f
s4
j ]. The second-
level fusion is performed on features from different tissue regions, by concatenating the
feature vectors fj , j = GM,WM,CSF , obtained from different streams of 3D MSCNNs:
f = [fGM fWM fCSF ]. After these steps, a feature boosting and dimension reduction
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method is applied that is designed to retain the important/principal features while re-
ducing the dimension of features. Finally, a classification step is used for AD detection
by classifying between AD and NC subjects.
Main results: This method is tested on ADNI dataset from Alzheimer’s Disease
Neuroimaging Initiative [125] containing 337 subjects and 1198 3D brain scans. In the
experiments, T1 MR scans of 2 classes (AD and NC) are used for classification. Compar-
isons are made with 8 existing methods on two different settings of training and testing
datasets, subject-separated dataset partition and random dataset partition.
• For subject-separated dataset partition, brain scans from the same subject are kept
together in one kind of set (training, validation or testing). The main results are
shown in Table 3.1. The proposed method achieves the second best performance,
as the tested dataset is much smaller than that of [126] in terms of subjects.
Table 3.1: Test results on ADNI dataset using subject-separated partition of training and test-
ing sets. MCI: mild cognitive impairment.
Method # Subjects #3D scans Accuracy (%)
AD/NC/MCI AD/NC/MCI AD vs. NC
Proposed 198/139/- 600/598 94.74
SAE-CNN [126] 755/755/755 755/755/755 95.39
3DCNN [16] 198/139/- 600/598 90.11
• For random dataset partition, all brain scans are mixed together without consider-
ing subject information when partitioning them into training, validation and testing
sets. The main results are shown in Table 3.2. The proposed method achieves the
best performance.
Table 3.2: Test results on ADNI dataset using random partition of training and testing sets.
MCI: mild cognitive impairment.
Method # Subjects # 3D scans Accuracy (%)
AD/NC/MCI AD/NC/MCI AD vs. NC
Proposed 198/139/- 600/598 99.67
3D-AE-CNN [19] 70/70/70 - 97.60
AE+ [127] 65/77/169 - 87.76
SAE [18] 200/232/411 755/1278/2282 94.74
ICA [10] 202/236/410 - 85.70
MIL [11] 198/231/405 - 88.80
3DCNN [16] 198/139/- 600/598 98.74
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3.2 Deep Learning for Brain Tumor Characterization and
Classification
3.2.1 Fully-Supervised Deep Learning for Glioma Classification
(Summary of Papers 2, 3)
Problem addressed: These two methods address the problem of molecular-based
glioma classification, as well as glioma grading by supervised deep learning methods us-
ing MRIs with fully-annotated labels.
Motivations: 1) In existing studies [35], [38] one or two types of MR modalities (like
T1, or FLAIR) were exploited for glioma classification. Since brain images from differ-
ent MRI modalities show different sensitivity and provide complemented information on
gliomas, using multi-modal inputs followed by a fusion strategy is expected to perform
better than using scans of a single modality. 2) Deep learning methods [38]–[40] have
been successfully applied in learning glioma-related features for classification. However,
effectively enlarging the training dataset for improving the performance of deep learning
is hardly explored. Currently most available glioma datasets are relatively moderate in
size, and often accompanied with incomplete MRI scans in different modalities. This
may lead to overfitting in training and impact the generalization performance of deep
learning classifiers on new testing data. Hence, we aim to seek robust methods for enlarg-
ing the size of the training dataset in order to cover more tumor statistics in deep learning.
Basic ideas: The main idea behind this method is to learn the characteristics of
gliomas from multiple modalities, with enlarged training glioma dataset for improved
performance of glioma classification, which can be further split as: 1) Incorporating
MRIs from multiple modalities into a novel CNN framework, 2D multistream CNN for
glioma classification. In the proposed scheme, modality fusion is conducted in the feature
level by an aggregation layer followed by a bilinear layer to model the feature interaction;
2) Using pairwise GAN-based data augmentation for enlarging the size of the training
dataset. The pairwise GAN is used to augment synthetic MRIs across different modali-
ties to recover the ones of missing modalities, as well as augmenting synthetic MRIs for
fake patients. It also offers more robustness as GAN-augmented MRIs cover more tumor
statistics according to their distributions; 3) Using post-processing for 3D scan-level pre-
diction on 3D volume images. Post-processing is used to combine the slice-level glioma
classification results for each patient based on 3D volume images.
Overview: The proposed glioma classification scheme is shown in Figure 3.4. It
uses four modalities of MRIs as the inputs (T1, T1ce, T2 and FLAIR). 2D image slices
are extracted from 3D volume scans in four modalities, and they are partitioned into
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training, validation and testing subsets. After that, a pairwise GAN model is employed
to generate synthetic MRIs for the training dataset. Real and GAN-augmented MRIs
are then utilized to learn the features and the classifier for brain tumor types. Finally,
post-processing is conducted for the 3D scan-level diagnosis based on majority voting of
slice-level glioma classification results.
Training slices 
from scanners
Training 
Dataset
Deep learning classifier 
for brain tumor types
labels
Pairwise GAN 
MRI generator
Testing slices
from scanners
Training
Testing
Post-processing 
for 3D scan-
based diagnosis 
Validation slices 
from scanners
Figure 3.4: Overview of the proposed fully-supervised glioma classification scheme.
Main contributions:
Multi-Stream 2D CNN Scheme for Glioma Classification
The proposed multi-stream 2D CNN scheme for glioma classification is illustrated in Fig-
ure 3.5. Input 2D brain image slices from each of the three MRI modalities (e.g., T1ce, T2
and FLAIR) are fed into its corresponding stream of CNN, so that multi-stream CNNs
form a set of parallel independent CNN networks. In such a way, modality-specific fea-
tures can be learned through each CNN stream. For each CNN stream, a 7-layer 2D CNN
is used for the extraction of features from one of the modalities, after careful selection
through numerous empirical tests. An aggregation layer is then applied to aggregate
these three-stream CNN features and obtain a compact feature representation. Let the
features from the last convolutional layer be denoted as X1,X2,X3 of size hw× c, where
h, w, and c denote the height, width and number of channels of CNN features respec-
tively. Element-wise multiplication is used to fuse the features by X = X1 X2 X3,
where X is the aggregated feature. In this way, features from high-level convolutional
layers are aggregated and the spatial relationship between different modalities is retained.
A bilinear layer [128], where the resulting feature map is computed as the outer product
y = XTX, is adopted for modeling interactions of features from each other at all spatial
locations. It also leads to a complement of features from different modalities. FC layers
with activation functions are then added to generate the final classification results.
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Figure 3.5: Overview of the multi-stream 2D CNN scheme for glioma classification, by zooming
in the blue box in Figure 3.4.
Pairwise GANs for Augmenting MR images
To further enlarge the glioma training dataset for improving the classification perfor-
mance, a pairwise GAN model is employed to generate synthetic MRIs for the training
dataset, as shown in Figure 3.6. In pairwise GANs, two streams of GANs (generators
Gm, Gn and discriminators Dm, Dn) are interconnected. The loss function consists of
adversarial loss Lm, Ln and pixel-level loss L1(Gm, Gn):
Image xi,m from 
modality Xm
Generator Gm
Generator Gn
Discriminator Dm
Discriminator DnImage xi,n from 
modality Xn
xi,n^
xi,m^
Stream-1
Stream-2
Figure 3.6: Example of the pairwise GAN model, by zooming in the red box in Figure 3.4.
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L(Gm, Gn, Dm, Dn) = Ln + Lm + λ1L1(Gm, Gn), (3.1)
Ln = EXn ||Dn(xi,n)− 1||22 + EXm
(||Dn(Gm(xi,m)||22) , (3.2)
where Dn distinguishes the fake image Gm(xi,m) from the real one xi,n. Lm is defined
in the similar way. L1(Gm, Gn) describes the loss on the generated images to measure
the pixel-level difference between the fake and real images:
L1(Gm, Gn) = EXm,Xn [‖Mi,n  (Gm(xi,m)− xi,n)‖1 + ‖Mi,m  (Gn(xi,n)− xi,m)‖1],
(3.3)
where Mi,m and Mi,n are the tumor masks for the images xi,m and xi,n respectively.
Real and GAN-augmented MRIs are then utilized to learn the features and the classifier
for brain tumor types.
Post-Processing for 3D Scan-Based Diagnosis
As the 2D image-based classifier outputs the glioma type for each image slice, the pre-
diction for each slice can be different even from the same 3D scan, due to variations of
slices and image view angles. It is necessary to make a 3D scan-based decision from all
slice prediction results. A majority voting-based criterion is proposed for making the
final decision of tumor types on each 3D scan. Let si(i = 1, · · · , N) be the i-th slice
prediction result of glioma type, N is the total number of extracted tumor image slices
of a 3D scan, si = 1 if the slice belongs to class 1, and si = 0 if it belongs to class 0. The
final prediction result S of glioma type for a 3D scan is determined as follows.
S =
{
1,
∑N
i=1 si > N/2,
0, otherwise. (3.4)
Main results: The multi-stream 2D CNN method is tested on two datasets. 1p19q
dataset [129] contains 3D brain volume images with 2 molecular-based subtypes: with-
/without 1p/19q codeletion from 159 subjects. MICCAI dataset [130], [131] contains 3D
brain volume images including low-grade glioma (LGG) and high-grade glioma (HGG)
from 285 subjects. 1p/19q codeletion and LGG are selected as the target class for calcu-
lating sensitivity. For all experiments, each dataset is partitioned into 3 subsets: training
(60%), validation (20%) and test (20%).
(a) Molecular-based glioma subtype classification: The information of 1p19q
dataset and the test performance are shown in Table 3.3. The proposed method is
shown to be effective and achieved a relatively high accuracy (89.39%) on 1p/19q
codeletion classification.
The full scheme with GAN-augmented data and 3D post-processing is tested on a
dataset containing 3D brain volume images of 167 subjects from TCGA-GBM [132]
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Table 3.3: Information and test results from the proposed scheme on 1p19q dataset.
1p/19q class # subjects # 3D scans # 3D scans
in T1ce in T2
With codeletion 102 102 102
Without codeletion 57 57 57
(a) Information of 1p19q dataset.
Dataset Accuracy Sensitivity Specificity
1p19q 89.39% 84.85% 93.94%
(b) Accuracy, sensitivity and specificity on the testing set in one run from 1p19q dataset.
and TCGA-LGG [133]. In the dataset, the MRIs of each patient consist of four
modalities (T1, T1ce, T2, FLAIR), the tumor segmentation results, as well as the
corresponding molecular-based IDH genotype labels as the tumor subtypes. Figure
3.7 shows the comparison of glioma classification performance on the testing set
for the proposed method and the baseline methods in 2 case studies. In Case-A,
the training dataset of this method is formed by a subset of original training MRIs
from all modalities (S1) and a subset of GAN-generated synthetic MRIs for all
modalities (S2), while the training dataset of baseline-1 method is only (S1). In
Case-B, the training dataset is formed by the combination of a subset of original
training MRIs with missing modalities (S3), a subset of GAN-generated synthetic
MRIs that are used to replace the missing modalities (S4), and a subset of GAN-
generated synthetic MRIs for all modalities (S5), while the training dataset of
baseline-2 method is only (S3), as shown in the illustration in Figure 3.8. Some
examples of GAN-augmented images are shown in Figure 3.9.
Figure 3.7: Test results on TCGA dataset for IDH mutation classification from two cases,
where result is shown in the average of 5 runs including standard deviation (|σ|).
Training datasets in different methods are formed differently, see Figure 3.8. Left:
Case-A, proposed (S1+S2) in red, baseline-1 (S1) in black. Right: Case-B, pro-
posed (S3+S4+S5) in red, baseline-2 (S3) in blue.
Observing the results in Case-A, the enlarged dataset with real and augmented
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Figure 3.8: Enlarged training datasets formed from the dataset in two cases, where shaded bar
areas are GAN-augmented images.
T1 T1ce T2 FLAIR
Figure 3.9: Examples of pairwise GAN-augmented synthetic images from TCGA dataset. Four
columns correspond to images from modalities T1, T1ce, T2 and FLAIR, while
each row contains one real image (in red box) and three synthetic ones generated
from this real image.
MRIs across different modalities from fake patients has led to improved classifica-
tion performance (increased 2.94%) on the testing set for glioma subtypes of IDH
mutation/wild-type. In Case-B, the enlarged dataset with real and augmented
MRIs across different modalities from fake patients as well as those synthetic ones
from missing modalities has led to improved classification performance (increased
4.14%) on the testing set for glioma subtypes of IDH mutation/wild-type. This
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indicates that the pairwise GAN can be used for enlarging the training dataset
with mixed real and augmented data and recovering MRIs of missing modalities.
(b) Glioma grading: Multi-stream 2D CNN scheme has also been tested on MICCAI
dataset. The dataset information and the test performance are shown in Table
3.4. The proposed scheme has generated relatively high accuracy on the testing set
(90.87%), and also similar performance on individual LGG and HGG classes.
Table 3.4: Information and test results from the proposed scheme on MICCAI dataset.
Class # subjects #3D scans #3D scans #3D scans
in T1ce in T2 in FLAIR
HGG 210 210 210 210
LGG 75 75 75 75
(a) Information of MICCAI dataset.
Dataset Accuracy Sensitivity Specificity
MICCAI 90.87% 90.48% 91.27%
(b) Accuracy, sensitivity and specificity on the testing set in one run from MICCAI dataset.
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3.2.2 Deep Semi-Supervised Learning for Glioma Classification
(Summary of Paper 4)
Problem addressed: This method addresses the problem of glioma classification us-
ing training datasets containing unlabeled images whose labels are estimated by a deep
semi-supervised learning method. A graph-based label propagation method is employed
with a 3D-2D consistent constraint to learn the labels of the unlabeled 2D MRIs.
Motivations: Existing glioma classification methods mainly used datasets with all
the data labeled. However, in real scenarios, it is quite common that some of the images
do not have labels. Motivated by such medical needs, to make the best use of all the
images including the unlabeled ones, the labels of the unlabeled data are estimated by
semi-supervised learning, so that these images (with the estimated labels) can be used
together with the labeled data for training a classifier. For the 2D MRIs from the same
3D scan, they should have the same label. Hence, this method also considers such a
3D-2D consistent constraint to estimate the labels of the unlabeled images.
Basic ideas: 1) Training dataset employs both the labeled dataset as well as the unla-
beled dataset with estimated labels obtained from the proposed semi-supervised method.
By adding unlabeled data and their corresponding estimated labels to the CNN train-
ing, better performance is expected as more training data can mitigate the overfitting
of deep learning. 2) Estimating the labels of the unlabeled data by a 3D-2D consistent
semi-supervised learning method. The 3D-2D consistent constraint is added to both the
way of graph construction and the cost function of label propagation for graph-based
semi-supervised learning.
Main contributions:
• We propose to use deep semi-supervised learning for estimating the labels of the
unlabeled data, in order to improve the performance of glioma classification by
exploring both the labeled and unlabeled data.
• We propose a 3D-2D consistent label propagation method for semi-supervised learn-
ing, by adding constraints to both the graph construction and the cost function of
label propagation, so that consistent predictions on the 2D slices from the same 3D
scan can be made.
Overview: The overview of this method is shown in Figure 3.10. It consists of
three modules, semi-supervised learning, data augmentation and deep learning, and 3D
volume-based classification. Multi-stream 2D CNN is first trained using only the labeled
data in the training dataset. It is then used to extract features from both the labeled and
unlabeled data in the training dataset. Graph-based semi-supervised learning is used to
learn the estimated labels of the unlabeled data. Its cost function can be described as:
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Figure 3.10: Overview of the proposed deep semi-supervised learning scheme for glioma classi-
fication, where L, U and T denote the labeled training dataset, unlabeled training
dataset and the testing dataset, Z denotes the feature set, and {yˆj} represents
the estimated labels for images in U .
E(S) =
n∑
i,j=1
Wi,j‖ si√
Dii
− sj√
Djj
‖2 + µ‖S−Y‖2F + λ‖S−BS‖2F , (3.5)
where S is the estimated labels for all the images after graph-based semi-supervised
learning, si is the i-th row of S denoting the label for the i-th image. Wi,j is an element
of the affinity matrix representing the similarity of images in the feature space. Y denotes
the true labels. µ > 0 and λ > 0 are the balancing weights. The first two terms are
adopted from [134] as the framework for graph-based semi-supervised learning, to let
images that are close to each other in the feature space have similar labels, and force the
labeled images to remain the initial labels. The third term is the added part using the
variance penalty to let the 2D slice images from the same 3D scan share the same label,
and B is defined to compute the average prediction of the 2D slices from the same 3D
scan.
After that, training data from both labeled and unlabeled sets form the input to GANs
for the augmentation of synthetic MRIs. The labeled training dataset, unlabeled train-
ing dataset with estimated labels, as well as the GAN-augmented data are then fed
into multi-stream 2D CNN for learning the characteristics of gliomas. In the testing
phase, MRIs from the testing dataset are tested using the trained CNN, followed by
post-processing to output the glioma type for each 3D brain scan.
Main results: This method is tested on two datasets. TCGA dataset contains 3D
brain volume images of 167 subjects from TCGA-GBM [132] and TCGA-LGG [133] with
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IDH mutation labels. MICCAI dataset contains 3D brain volume images of LGG and
HGG from 285 subjects, downloaded from MICCAI BraTS 2017 competition [130], [131].
The proposed method is compared with two baseline methods. Baseline-1 method uses
the training dataset only consisting of the original labeled 2D image slices L. The pro-
posed scheme uses the training dataset consisting of the original labeled 2D image slices
L and unlabeled ones U whose labels are estimated from graph-based semi-supervised
learning. Baseline-2 method uses the training dataset consisting of the original labeled
2D image slices L and U in which the ground-truth labels are used. IDH mutation/LGG
is selected as the target class for calculating sensitivity. For TCGA dataset the aim is to
classify/predict tumor subtypes in the molecular levels, while for MICCAI dataset, the
aim is to classify gliomas into low and high grades.
(a) Molecular-based glioma subtype classification: Information about TCGA
dataset and test results are shown in Figure 3.11. Observing Figure 3.11, the pro-
posed method has achieved high classification performance (86.53%) on the testing
set. In addition, the proposed method has achieved increased performance than
baseline-1 method and slightly decreased performance than baseline-2 method. It
indicates that the proposed deep semi-supervised learning is effective in estimating
the labels of the unlabeled data.
Tumor #Patients #3D scans #3D scans for #3D scans #3D scans
type (T1/T1ce/ training for validation for testing
T2/FLAIR) (origial/GAN (original) (original)
augmented)
IDH mutation 55 55 33/99 6 16
IDH wild-type 112 112 66/198 13 33
Dataset Accuracy±|σ| (%) Sensitivity±|σ| (%) Specificity±|σ| (%)
TCGA 86.53±4.24 73.75±8.15 92.73±3.45
Figure 3.11: Information and test results on TCGA dataset. Top: dataset information, where
9 slices per 3D scan are used. Middle: average accuracy, sensitivity and specificity
of 5 runs on the testing sets. Bottom: performance comparison with two baseline
methods, Red: the proposed, Black: baseline-1 using L, Blue: baseline-2 using L
and U with ground truth labels.
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(b) Glioma grading: Information about MICCAI dataset and test results are shown
in Figure 3.12. Observing Figure 3.12, the proposed method has achieved high
classification performance (90.70%) on the testing set. In addition, the proposed
method has achieved increased performance than baseline-1 method and simi-
lar performance to baseline-2 method, indicating that the proposed deep semi-
supervised learning is effective in estimating the labels of the unlabeled data.
Tumor #Patients #3D scans #3D scans for #3D scans #3D scans
type (T1/T1ce/ training for validation for testing
T2/FLAIR) (origial/GAN (original) (original)
augmented)
HGG 210 210 126/126 21 63
LGG 75 75 45/45 7 23
Dataset Accuracy±|σ| (%) Sensitivity±|σ| (%) Specificity±|σ| (%)
MICCAI 90.70±1.42 84.35±6.59 93.01±1.42
Figure 3.12: Information and test results on MICCAI dataset. Top: dataset information,
where 9 slices per 3D scan are used. Middle: Average accuracy, sensitivity
and specificity of 5 runs on the testing sets. Bottom: performance compari-
son with two baseline methods, Red: the proposed, Black: baseline-1 using L,
Blue: baseline-2 using L and U with ground truth labels.
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3.3 Deep Learning for E-Health Care and Assisted Living
3.3.1 Video-Based Human Fall Detection by Deep Learning
3.3.1.1 Segment-Level CNNs + Sparse Code Sequence for Fall Detection
(Summary of Paper 5)
Problem addressed: This method addresses employing segment-level CNN features
from both static and optical flow images, to learn sequences of sparse codes for human
fall detection.
Motivations: Existing methods for human fall detection [55], [57], [135] mainly fo-
cused on hand-crated features. The good performance of deep learning enables automatic
feature learning for human fall detection. However, conventional two-stream action recog-
nition framework [58] does not generalize well to fall detection, because it cannot capture
the discriminative features for human falls among all the other activities from the similar
indoor background.
Basic ideas: The basic idea of this method is to employ high-level CNN features
from activity segments for human fall detection. To obtain more discriminative feature
representation, a sparse representation framework is used by iteratively learning the
codebook and the sparse codes. A residual-based pooling strategy is proposed to obtain
more effective code representation by considering residuals reconstructed from the learned
codebook. Code for segment t is formed by a linear combination of weighted sparse codes
as follows:
Ct =
1
N
N∑
i=1
wtimti, (3.6)
where the weight wti = 1/‖Fti −Hmti‖2. The larger the reconstruction residual, the
smaller the weight wti . H denotes the codebook and mti denotes the sparse code corre-
sponding to feature Fti in t-th segment. Given that CNNs only learn appearance features
from static images and temporal optical flow features from adjacent frames, we consider
long-range temporal representations by concatenating segment-level codes to capture se-
quential information in an activity.
Main contributions:
• A sparse representation framework with a new residual-based pooling strategy is
employed to generate more discriminative feature representations.
• Segment-level code vectors are proposed as long-range dynamic features to capture
the sequential information of videos for fall detection.
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Figure 3.13: Overview of this method for human fall detection.
Overview: The overview of this method is illustrated in Figure 3.13. Two-stream
inputs are fed into CNNs to generate high-level appearance and temporal features. For
the spatial stream, image difference between two consecutive frames is computed to char-
acterize the appearance change, and irrelevant background is excluded as well. For the
temporal stream, optical flow is used to capture the motion information. To normalize
each video activity it is divided into M segments, and each being represented by one
key frame. CNN features are obtained from the last convolutional layer of fine-tuned
VGG-16 network [91]. Different from the conventional two-stream action recognition
framework, we generate more discriminative features by sparse representation along with
proposed residual-based pooling. In this way, original features are converted to more
discriminative sparse codes, and residual-based pooling is used to aggregate the obtained
sparse codes within each segment. Segment-level code vectors are then concatenated for
video representation, followed by an SVM for final classification.
Main results: This method is tested on 2 datasets. Dataset-A is built on “multiple
cameras fall dataset” [136] containing 400 video clips, including 184 video clips of falls
and 216 video clips of other activities. Dataset-B is collected from “UR fall detection
dataset” [137] that consists of 60 video clips containing falls and 40 video clips contain-
ing other activities. Figure 3.14 shows some key frames of videos from Dataset-A and
Dataset-B. Test results of this method are evaluated according to the detection rate (true
positive rate, TPR) and the false alarm rate (false positive rate, FPR) on the testing set
as shown in Table 3.5.
Discussion: It is observed that this method achieves comparable performance to
these existing methods. It is worth noting that the multiview methods in [55], [138],
[139] need extra information on multiple camera calibration and multiple modalities,
[135] requires skeleton information, while the proposed method treats all view video clips
equally without using additional information.
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Dataset-A
Dataset-B
Figure 3.14: Key frames from the two open datasets on fall detection. For each dataset, upper
row: falls; lower row: other activities.
Table 3.5: Comparison of the test results from this method in one run and existing methods
on two datasets. TPR: true positive rate, FPR: false positive rate.
Dataset-A
Method Camera type TPR(%) FPR(%)
Auvinet [138] Multiviews 80.60 0.00
Rougier [55] Multiviews 95.40 4.20
Hung [139] Multiviews 95.80 0.00
Yun [135] Arbitrary Views 91.30 8.33
Proposed Arbitrary Views 89.40 6.77
Dataset-B
Method Sensor type TPR(%) FPR(%)
Kepski [137] Depth+Accelerometer 100.00 3.33
Bourke [140] Accelerometer 100.00 10.00
Yun [135] Arbitrary Views 96.77 10.26
Proposed Arbitrary Views 100.00 5.50
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3.3.1.2 Co-Saliency-Enhanced RCN for Fall Detection
(Summary of Papers 6, 7)
Problem addressed: This method addresses characterizing the features of human
activities by Recurrent Convolutional Networks (RCNs), with activity areas enhanced
by co-saliency detection.
Motivations: Existing deep learning methods for human fall detection [62], [141]
mainly relied on features from CNNs with temporal-information-embedded pooling strate-
gies to characterize human activities, where complex temporal information cannot be well
modeled. In addition, a video object often occupies a small image area, it is desirable to
highlight object areas and let the deep learning focus on these specific areas, for more
robust classification of human activities.
Basic ideas: The long-term spatio-temporal relationship of human activities is ex-
ploited by applying LSTM on a set of CNNs in the segment-level. Applying segment-level
CNNs is based on the observation that, by partitioning each video clip into the same num-
ber of segments, videos of different lengths can be normalized and images within each
segment can be considered as approximately stationary. Hence, a CNN can be used ef-
fectively in such segment levels. For a longer time scale, LSTM is then applied to take
into account the temporal dependency of segment-level images. In addition, a co-saliency
detection method that is designed to detect salient regions from several image frames, is
applied to enhance dynamic human activity regions and suppress unwanted background
regions in videos. Integrating co-saliency detection with RCN could lead to obtaining
more discriminative deep features of human falls, hence the overall performance will be
improved.
The basic idea of co-saliency detection method is to treat co-saliency detection as
a two-stage saliency propagation problem. The first inter-saliency propagation stage
utilizes the similarity between a pair of images to discover the common properties of the
images with the help of a single-image saliency map. The propagated saliency from n-th
image to m-th image is defined as:
Sn→m(i) = gm(i) ∗
Kn∑
j=1
exp(−α‖cmi − cnj ‖2)Sno (j)
Kn∑
j=1
exp(−α‖cmi − cnj ‖2)
, (3.7)
where exp(−α‖cmi −cnj ‖2) denotes the color similarity between superpixel i ofm-th image
and superpixel j of n-th image, whose original saliency value is denoted as Sno (j). gm(i)
is a center bias term. The second intra-saliency propagation stage refines the results by a
graph-based method combining two cues for better foreground rendering and background
suppression. A new fusion strategy combining all these guided saliency maps is then used
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to obtain the co-saliency detection maps.
Main contributions:
• A novel integrated fall detection scheme by combining co-saliency-enhancement and
a RCN architecture is proposed for fall detection.
• A co-saliency method is employed that is suitable for enhancing dynamic human
areas and suppressing static background areas in videos.
• A new co-saliency detection method is proposed, by propagating saliency values
between images as well as within images to simultaneously highlight co-salient
objects and suppress background information.
Overview: Figure 3.15 illustrates the overview of this method, where co-saliency ac-
tivity region enhancement is applied to the original video frames, followed by a RCN
architecture where a set of CNNs is applied to image frames in the segment-level. Each
video clip is first divided into N segments, where one key frame is extracted as the rep-
resentative for each segment. Hence, video clips of different lengths can be normalized
to the same number of segments, independent of the speed of each activity. After that,
co-saliency maps that highlight the foreground dynamic human objects are generated
based on the segment-level images. The proposed co-saliency detection method consists
of four main steps: pre-processing, inter-saliency propagation, intra-saliency propagation
and co-saliency integration, as shown in Figure 3.16. Pre-processing is used for super-
pixel segmentation and initial saliency map generation by a single-image saliency model.
After that, saliency is propagated in image pairs to discover the common properties
of the images by inter-image saliency propagation. Intra-image saliency propagation is
then used for refining previous inter-image propagated results, followed by co-saliency
integration to obtain the results. After multiplying the original input images with their
corresponding co-saliency maps, human activity areas are greatly enhanced with irrele-
vant background regions suppressed. Finally, in the proposed RCN there are N CNNs
(each is of 5 layers obtained from numerous empirical tests and hyperparameter tunings)
followed by a single-layer LSTM. The class labels (fall/non-fall) are obtained from the
output of the FC layer after the LSTM layer.
Main results: This method is tested on an open video dataset “ACT4ˆ2 Dataset”
[142] containing 768 videos. In the dataset, each activity is performed by 24 subjects,
captured in 4 view angles and repeated 2 times. Hence, there are 192 videos for each
video activity. Fall detection is formulated as a binary classification problem: We treat
the falls (including collapse and stumble) as the positive class and the remaining activ-
ities (including pickup and sitdown) as the negative class. Figure 3.17 shows some key
video frames from these 2 classes in ACT4ˆ2 Dataset. Experiments are conducted for
5 runs, where partitions of training, validation and test subsets in the dataset are done
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Figure 3.16: Overview of this method for co-saliency detection, by zooming in the red box in
Figure 3.15.
randomly in each of the 5 runs. Table 3.6 shows the accuracy of the proposed method on
the testing set as well as the sensitivity and specificity, including the average performance
of 5 runs and standard deviation |σ|. Performance of the proposed co-saliency detection
method on iCoseg dataset [143] is shown in Figure 3.18.
Table 3.6: Test performance on ACT4ˆ2 Dataset. Result is shown in average performance of
5 runs with standard deviation (|σ|), and for each run the training/validation/test
subsets are randomly re-partitioned.
Accuracy±|σ| (%) Sensitivity±|σ| (%) Specificity±|σ| (%)
98.12±0.19 96.93±0.62 99.30±0.70
Discussion: Observing Table 3.6, the proposed method is shown to be effective on
the testing set, with a relatively high average classification accuracy 98.12% (|σ|=0.19%),
sensitivity 96.93% (|σ|=0.62%) and specificity 99.30% (|σ|=0.70%). Furthermore, the
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Figure 3.17: Examples of the key frames from the open ACT4ˆ2 Dataset. Top row: human
falls (collapse, stumble). Bottom row: other activities (pickup, sitdown).
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Figure 3.18: Performance of the proposed co-saliency detection method on iCoseg dataset.
Left: performance on one set of images, (a) original images; (b) the proposed;
and (c) ground truth. Right: comparison with eight saliency detection models on
weighed precision, recall and F-beta.
proposed method seems to have relatively balanced performance on two classes since
the sensitivity and specificity are relatively close to each other. To conclude, the co-
saliency-enhanced RCN architecture is effective for learning the time-dependent features
of human activities.
52
Discussion on Two Human Fall Detection Methods (in Sections 3.3.1.1 and
3.3.1.2)
Two methods have been presented for human fall detection. Method-1 (Paper 5) uses
segment-level CNN with sparse dictionary learning to characterize human activity-related
features, while Method-2 (Paper 6) uses co-saliency-enhanced RCN to characterize fea-
tures and conduct classification in an end-to-end fashion. Their differences can be sum-
marized as follows:
• Characterizing temporal information: Method-1 uses optical flow to capture the
motion information in each segment, and long-term time dependency is modeled
by a concatenated sequence of sparse codes obtained from each segment. Method-2
directly uses LSTM to capture the temporal information between different seg-
ments.
• Computational and memory cost: Method-1 requires more computation, as two
streams of CNN features (both appearance and motion) are first calculated. Sparse
dictionary learning is then applied to convert features into more discriminative
sparse codes, followed by classification using SVM. The optimizations of two-stream
CNNs, sparse dictionary learning and SVM classification are done separately. In
contrast, Method-2 conducts feature extraction and classification through an end-
to-end RCN architecture, thus it is more efficient than Method-1. However, the
memory cost of Method-2 is very high especially when the number of segments in
a video is large or the CNN structure is deep.
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3.3.2 A Spiking Neural Network Model for Obstacle Avoidance in Simulated
Prosthetic Vision
(Summary of Paper 8)
Problem addressed: This method addresses the problem of obstacle avoidance in
simulated prosthetic vision by using a spiking neural network (SNN) model. The aim
is to assist blind people wearing visual prostheses to avoid obstacles during walking, by
classifying image sequences in prosthetic vision to classes with/without obstacles.
Basic ideas: Previous studies on visual prosthesis [79], [81], [83] mainly focused on
improving the quality of phosphene images obtained from visual prostheses, without en-
hancing the high-level functionality of prostheses such as obstacle avoidance, which is
an important task to the blind. The basic idea of this method is to characterize im-
age sequences with/without obstacles by SNNs. To obtain discriminative features from
low-resolution prosthetic images, a new spatio-temporal feature extraction method is
presented to capture the pattern changes when approaching an obstacle, followed by a
data encoding module for spike representation. To characterize the temporal information
of the spikes for classification, we employ a SNN model that is inspired by biologically-
realistic model of neurons for computation.
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Figure 3.19: Overview of SNN-based obstacle avoidance method.
Main contributions:
• A SNN architecture, NeuCube is first successfully applied to the obstacle avoidance
task in simulated prosthetic vision with good performance on two datasets.
• A new spatio-temporal feature extraction method is proposed to generate obstacle-
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related features in videos.
• A new data encoding method is presented, which is robust to noise and results in
good spike representations as the input to NeuCube.
Overview: The overview of this method is shown in Figure 3.19. First, input videos
are captured by a visual prosthesis, then the down-sampled signal is obtained from the
output of the prosthesis. After that, a feature extraction algorithm is used to obtain
spatio-temporal (ST) features. Finally, such features are fed into a SNN model (Neu-
Cube), which consists of a data encoding module, a NeuCube initialization module, an
unsupervised reservoir training module and a supervised classifier training module, to
output classification results of obstacle analysis.
Main results: This method is tested on 2 datasets. One contains 20 videos with static
obstacles and 20 videos without obstacles, and the other contains 20 videos with moving
obstacles and 20 videos without obstacles. Videos are collected by a camera with first-
person view during walking, simulating how prosthesis wearers walk. The performance
of this method is shown in Table 3.7. It is observed that this method achieves good
performance on both datasets.
Table 3.7: Performance of this method and other computational intelligence methods on two
datasets.
Static Obstacle Dataset
Classification Methods Overall Accuracy(%) TPR(%) TNR(%)
Adaboost 77.50 75.00 80.00
MLP 32.50 50.00 15.00
SVM(with ST features) 61.25 52.50 70.00
SVM(with CNN descriptor) 71.00 79.00 63.00
Proposed 90.50 88.00 93.00
Moving Obstacle Dataset
Classification Methods Overall Accuracy(%) TPR(%) TNR(%)
Adaboost 67.75 65.00 70.50
MLP 58.00 60.50 55.50
SVM(with ST features) 55.50 42.00 69.00
SVM(with CNN descriptor) 60.75 44.00 77.50
Proposed 81.00 86.00 76.00
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CHAPTER4
Conclusion
In this thesis, several machine learning methods have been tested for healthcare-related
applications including Alzheimer’s disease detection, brain tumor (glioma) classification,
human fall detection and obstacle avoidance in prosthetic vision, from the perspective
of computer vision and image processing. Considering the contributions, we have inves-
tigated multi-stream and multi-scale CNNs for feature characterization in brain MRIs,
graph-based semi-supervised learning for learning the labels of the unlabeled MRIs, pair-
wise GANs for synthesizing brain MRIs of fake patients and missing modalities, RCNs
and SNNs for characterizing spatio-temporal features from videos. Experiments on sev-
eral datasets have shown that the proposed methods are effective. In addition, the pro-
posed methods have achieved state-of-the-art performance according to the comparisons
with some existing methods, although further improvement is required. Considering the
real-world applications, these methods are promising and may benefit the areas such as
assisted living, computer-aided diagnosis, and E-healthcare.
4.1 Future Work
Despite the research progress we have made, many issues remain in this research field.
• For Alzheimer’s disease detection, the proposed method could be extended to pre-
dict a new class, mild cognitive impairment (MCI, a stage between AD and NC).
It is also an option to use images from other modalities such as PET and CT, or
other side information such as symptoms and ages to improve the diagnosis of AD.
• For glioma classification, datasets from different institutions could be merged for
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studies. Patient side information (e.g., ages, survival years) could also be incorpo-
rated to enhance the performance. Binary subtype classification could be extended
to three classes by combining IDH genotype and 1p/19q codeletion status. One
may also use bounding boxes to reduce the cost of accurate segmentation.
• For human fall detection, different kinds of daily activities could be added for distin-
guishing more classes in assisted living. Methods for human activity classification
could also be extended to a broader research field: human action recognition.
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