Appearing in different format, Gupta (1967) , Goldberg (1973) , Andersen (1977), and Seymour (1979) conjectured that if G is an edge-kcritical graph with k ≥ ∆ + 1, then |V (G)| is odd and, for every edge e, E(G−e) is a union of disjoint near-perfect matchings, where ∆ denotes the maximum degree of G. Tashkinov tree method shows that critical graphs contain a subgraph with two important properties named closed and elementary. Recently, efforts have been made in extending graphs beyond Tashkinov trees. However, these results can only keep one of the two essential properties. In this paper, we developed techniques to extend Tashkinov trees to larger subgraphs with both properties. Applying our result, we have improved almost all known results towards Goldberg's conjecture. In particular, we showed that Goldberg's conjecture holds for graph G with |V (G)| ≤ 39 and |∆(G)| ≤ 39 and Jacobsen's equivalent conjecture holds for m ≤ 39 while the previous known bound is 23.
Introduction
Graphs in this paper may contain multiple edges but no loops. Let G be a graph with vertex set V and edge set E. Denote by ∆ and µ the maximum degree and multiplicity of G, respectively. An edge-k-coloring of a graph G is a mapping from E to a set of k-colors such that no two adjacent edges have the same color. The chromatic index χ ′ (G) is the minimum positive integer k such that G has an edge-k-coloring. Clearly, χ ′ (G) ≥ ∆. Conversely, Vizinig [23] showed that χ ′ (G) ≤ ∆ + µ. A graph is called edge-k-critical if χ ′ (G) = k + 1 ≥ ∆ + 1 and χ ′ (H) ≤ k for every proper subgraph H of G. Many problems in graph edge coloring have been reduced to study of the corresponding critical graphs. It has been expected that critical graphs have many nice structural properties as stated in various conjectures such as Hilton and Chetwynd's Overfull Conjecture [4] [5], Vizing's Average Dedgree Conjecture [22] , Vizing's Independence Number [21] and 2-factor Conjecture [21] . However, there is a big gap between the known results and the conjectures. In this paper, we studied the properties of edge-k-critical graphs with k ≥ ∆ + 1. According to Vizing's classic result, these graphs are not simple graphs.
Let G be a graph with odd number of vertices. A matching M of G is called a near-perfect matching if M covers all but one vertex of G. Gupta (1967) [9] , Goldberg (1973) [7] , Andersen (1977) [1] , and Seymour (1979) [18] independently made the following conjecture, which is commonly referred to as Goldberg's conjecture.
Conjecture 1.
If G is an edge-k-critical graph with k ≥ ∆+1, then E(G)−e can be partitioned into a disjoint union of near-perfect matchings for every e ∈ E(G).
Another trivial lower bound of χ ′ is the density ω(G) of G defined as max H⊆G,|V (H)|≥2| ⌈ Hence, Goldberg's conjecture has impact in study of NP-completeness. This conjecture and topics surrounding it are featured in the book [19] of Stiebitz, Scheide, Toft and Favrholdt and the elegant survey [14] of McDonald.
In this paper, we will generally follow the notation and terminology defined in [19] . Let G be a graph and ϕ be an edge-k-coloring of E. For a vertex v ∈ V , denote by ϕ(v) and ϕ(v) the sets of colorings assigned and not-assigned to edges incident v, respectively. Colors in ϕ(v) and ϕ(v) called seen and missing at v. For any subgraph H of G, let ϕ(H) = {α : there exists an edge e ∈ E(H) such that α = ϕ(e)} and called each color in ϕ(H) an H-used colors; let ϕ(H) = ∪ v∈V (H) ϕ(v) and called each color in ϕ(H) an H-missing color. Edges with exact one end-vertex in V (H) are called boundary edges of H. Denote by ∂(H) the set of boundary edges of H.
In this paper, a k-triple (G, e, ϕ) consists of an edge-k-critical graph G with k ≥ ∆ + 1, an edge e ∈ E and an edge-k-coloring ϕ of G − e. Let (G, e, ϕ) be a k-triple and H be a subgraph of G be with e ∈ E(T ).
• We call V (H) an elementary set if ϕ(v)∩ϕ(w) = ∅ for any two distinct vertices v, w ∈ V (H).
• We call H closed if ϕ(∂(H)) ∩ ϕ(H) = ∅, i.e., no color of a boundary edge is H-missing. Moreover, we call H strongly closed if all colors in ϕ(∂(H)) are distinct.
Clearly, a k-critical graph G is elementary if and only if V (G) is an elementary set for a k-triple (G, e, ϕ), which is equivalent to say that E(G) − e can be partitioned into a disjoint union of nearly perfect matchings for every e ∈ E(G). Therefore it creates no confusion that we call a subgraph H of a k-critical graph G elementary if V (H) is an elementary set for a k-triple (G, e, ϕ), and Conjecture 1 is equivalent to Conjecture 2. Moreover, an edgek-critical graph G is elementary if and only if there is a k-triple (G, e, ϕ) such that there is a subgraph H which is both elementary and strongly closed. Starting with Vizing's classic result [23] , searching for large elementary subgraphs has a long history in the study of graph edge coloring. Tashkinov [20] developed a method to find elementary and closed trees in a k-triple with k ≥ ∆ + 1. Such trees are called Tashkinov trees. There are a number of results [6, 17, 3, 2] extending Tashkinov trees to larger elementary trees and there are a number of results [6, 10, 15, 17, 11] discovered some structural properties from the closed property of maximal Tashkinov trees. However, to the best of our knowledge there are no results extending Tashkinov trees to larger trees inheriting both elementary and closed properties. Loosely speaking, we in this paper show the following two types of results under the assumption graph G being not elementary.
• If we can extend an elementary and closed tree to an elementary tree, then we can further extend it to an elementary and closed tree.
• We can extend any Tashkinov tree to a larger tree which is both elementary and closed. Under some conditions, we can extend a Tashkinov tree to a tree which is elementary and strongly closed.
Applying our results, we improve almost all known results in this area. Our main result will be stated in section 2 after giving a formal definition of Tashkinov trees with their properties. In section 2, we will also show some applications of our results; and we will give the proof of our main result in section 4 due to its length. The proof is very long, but it contains some techniques and ideas which may shed some lights in attacking Goldberg's conjecture.
The concept of interchangeability which is defined later plays an important role in the proof. The properties related to interchangeable colors build the foundations of our proof. Having difficulties proving our main theorem with only conditions MP and R1, we first prove our theorem under an additional condition called R2, and later we drop R2 by showing all so called ETTs having a bigger ETT T satisfying R2 containing them. For proving the theorem with condition R2, we divide T into sequence of nested closed sets T 0 ⊂ T 1 ⊂ T 2 . . . T n ⊂ T and give the proof by induction on n and further divide T − T n into nested layers such that each layer satisfies R2, where we induct on these refined layers. Condition R2 allows us to keep our proof under some T -stable colorings. The case verifying section of our proof is the tedious part. Discussions about some possible directions on future research are addressed in Remark 4.
Tashkinov trees and their extensions
A Tashkinov tree of a k-triple (G, e, ϕ) is an alternating sequence T = (y 0 , e 1 , y 1 , e 2 , · · · , y p−1 , e p , y p ) of distinct vertices y i and edges e i of G, such that the endvertices of each e i are y i and y r for some r ∈ {1, 2, . . . , i}, e 1 = e and ϕ(e i ) is missing at y j for some j < i. A Tashkinov tree T is maximal if there is no Tashkinov tree T * of the same k-triple containing T as a proper subtree. A Tashkinov tree is called maximum if |V (T )| is maximum over all e ∈ E(G) and all colorings of G − e. Clearly, all maximal Tashkinov trees are closed.
Theorem 2.1. [Tashkinov [20] ] The vertex set of any Tashkinov tree of a k-triple (G, e, ϕ) with k ≥ ∆ + 1 is elementary.
Let (G, e, ϕ) be a k-triple with k ≥ ∆ + 1 and H be closed subgraph of G. A color δ is called a defective color if it appears more than once in ∂(H). An edge f ∈ ∂(H) is called a connecting edge if ϕ(f ) is a defective color of H and there exists color γ ∈ ϕ(v) with v ∈ V (H) such that γ / ∈ ϕ(H) and f is the first edge of ∂(H) along the (δ, γ)-path starting at v. In this case, we call δ a connecting color and γ the companion of δ.
Definition 1 (ETT)
. Let (G, e, ϕ) be a k-triple with k ≥ ∆ + 1. An alternating sequence T := (y 0 , e 1 , y 1 , e 2 , ..., y p−1 , e p , y p ) of distinct vertices y i and edges e i of G is called an Extension of a Tashkinov Tree (ETT) of k-triple (G, e, ϕ) if the following two conditions hold:
(1) e 1 = e, and each edge e i has one end vertex y i and the other end vertex y r with r < i.
(2) For each edge e i , either ϕ(e i ) ∈ ϕ(y r ) for some r < i or V i := {y 0 , y 1 , . . . , y i−1 } is closed and e i is a connecting edge of V i .
Clearly, the edge set of an ETT induces a tree. Let T be an ETT of a ktriple (G, e, ϕ). Following the sequence of T , all vertices and edges in T form a linear order ≺ ℓ . For every element x ∈ T , let T x be the sequence generated by elements ≺ ℓ x and x, and call it an x-segment. Let |T | := |V (T )|, ϕ(T ) := ϕ(E(T )), and ϕ(T ) := ϕ(V (T )). For each edge f ∈ ∂(T ), denote by a(T, f ) and b(T, f ) the end-vertices of f in T and not in T , and name them the in-end and out-end of f , respectively. If T is understandable, we simply use a(f ) and b(f ) for convenience. Let f 1 , f 2 , . . . , f m be all connecting edges with
Clearly, T i is closed for every i = 1, 2, . . . , n. We call T 1 ⊂ T 2 ⊂ T 3 ⊂ · · · ⊂ T n ⊂ T the ladder of T , and T an ETT with n rungs. We use m(T ) to denote the number of rungs of T . Given an ETT T , we let D(T ) = {δ 1 , δ 2 , . . . , δ n } and Γ(T ) = {γ 1 , γ 2 , . . . , γ n } denote the lists of all connecting colors and their companioning colors, respectively. For each δ i , let m i and M i denote the minimum and maximum indices, respectively, such that δ m i = δ i = δ M i . We call a coloring ϕ * T -stable if under the coloring ϕ * the following two conditions retain.
• T is also an ETT with the same sets of connecting edges, connecting colors and companion colors; and
For the situation above, we also say T is ϕ * /ϕ-stable or ϕ * -stable if no confusion is created.
Let (G, e, ϕ) be a k-triple with k ≥ ∆ + 1 and T be an ETT of G. We call the algorithm of adding boundary edge f with ϕ(f ) ∈ ϕ(T ) Tashkinov Augment Algoritm (TAA).
We believe that all ETTs are elementary, which gives Conjecture 1 as a corollary. Driven by this, we provide some new techniques and ideas to prove that ETTs are elementary under some minor conditions, which may potentially be used to attack Conjecture 1 in future . The following is the main theorem of this paper. Theorem 2.2. Let G be a k-critical graph with k ≥ ∆ + 1. If T is an ETT with the ladder T 1 ⊂ T 2 ⊂ · · · ⊂ T n ⊂ T , D(T ) = {δ 1 , . . . , δ n } and Γ(T ) = {γ 1 , . . . , γ n } satisfying the following two conditions MP (Maximum Property) and R1, then T is elementary.
MP T 1 is a Tashkinov tree with maximum value |T 1 | over all e ∈ E(G) and colorings ϕ of G − e and, subject to the maximality of |T i−1 | and fixed γ i , δ i with the connecting edge, |T i | is maximum for i ≥ 2.
Following definition directly, we note that if T is an ETT satisfying MP and R1, then T can be extended to a closed ETT of the same k-triple that also satisfies MP and R1. This closed property reveals some nice structural properties previously not known. Since condition R1 only applies to repeated connecting colors, we have the following immediate corollary of Theorem 2.2.
Corollary 2.1. Let G be a k-critical graph with k ≥ ∆ + 1. Let T be a closed ETT with m-rungs in G satisfying condition MP. If all connecting colors δ 1 , δ 2 , ..., δ m are distinct, T is elementary. In particular, if m(T ) = 1 then T is elementary.
We point out that MP is very natural condition and R1 is the condition we need to overcome in the future. Nevertheless, condition R1 is much weaker than the previous known ones. In the following, we will show some applications of Theorem 2.2. The proofs of these results based Theorem 5.1 given in Section 5.
Lemma 2.1. [Scheide [17] ] Let G be a non-elementary k-critical graph with k ≥ ∆ + 1. Then there exist a Tashkinov tree of a k-triple (G, e, ϕ) where
Lemma 2.1 proves Goldberg's Conjecture for the case T 1 < 11. Therefore in this paper we assume that |T 1 | ≥ 11. Hence we have |ϕ(T 1 )| ≥ 13, because e is uncolored. Lemma 2.2. If G is a non-elementary k-critical graph G with k ≥ ∆ + 1, then there exist a k-triple (G, e, ϕ) and an ETT T which is elementary and satisfies the following inequality.
In particular, we have |T | ≥ 39.
Proof. Let T be an ETT as defined in Theorem 5.1. Applying Theorem 5.1 and Lemma 2.1, we have |T | ≥ 2|ϕ(
The following result gives an improvement a result of Chen et al. [2] that if
Proof. Let G be a non-elementary k-critical graph with k ≥ ∆ + 1 and ∆ ≥ 3. By Lemma 2.2, there are a k-triple (G, e, ϕ) and an elementary set X containing V (e) such that |X| ≥ (2(k − ∆) + 1) 2 + 6. Since X is elementary, the following inequality holds.
Solving this inequality, we have obtained k < ∆ + 3 ∆/4 − 1. Since every graph with χ ′ ≥ ∆ + 1 contains a χ ′ − 1 critical graph. So, Theorem 2.3 follows.
Jakobsen [13] gave a reformation of Goldberg's conjecture. It is sufficient to prove Jakobsen's conjecture for all odd integers m, which has been confirmed slowly for m ≤ 15 by a series of papers over the last 40 years: m = 5 independently by Andersen [1] (1977), Goldberg [7] (1973), and Sørensen (unpublished, page 158 in [19] ); m = 7 independently by Andersen [1] (1977) and Sørensen (unpublished, page 158 in [19] ); m = 9 by Goldberg [8] (1984); m = 11 independently by Nishizeki and Kashiwagi [16] (1990) and by Tashkinov [20] and (G, e, ϕ) be a k-triple. Then |X| ≤ s − 1 for every elementary set X ⊆ V (G) with V (e) ⊆ X.
Proof. Suppose on the contrary
The following results follows directly from Lemmas 2.2 and 2.3. Haxell and McDonald [12] obtained a necessary and sufficient condition for χ ′ = ∆ + µ when µ ≥ log 5/4 ∆ + 1. We improve this result by lowing the lower bound of µ. Proof. Without loss of generality, we assume that G is critical. Since ω(G) ≤ χ ′ ≤ ∆ + µ, the "if" part is trivial. We now assume µ ≥ log 5/4 log 3/2 ∆ + 1 and χ ′ = ∆ + µ. We only need to show that G is elementary. Suppose on the contrary G is not elementary. By (7) of Theorem 5.1, G has an ETT T with maximum value of Tashkinov tree T 1 have the following property.
Hexell and McDonald [12] showed that
Plugging these lower bounds |T − T n | and
Note that µ ≥ 2, we get µ ≤ log 5 4 log 3 2 ∆ 2 , a contradiction.
Haxell and McDonald in the same paper proved that a graph is elementary if χ ′ ≥ ∆ + 2 √ µ log ∆, where log denote the natural logarithm. We improve their result as follows.
Proof. Let G be a graph satisfying the above conditions and assume on the contrary G is not elementary. Assume without loss of generality that G is critical. Let T 1 be a Tashkinov tree with maximum value |T 1 | and t = χ ′ − 1 − ∆. By (7) of Theorem 5.1, there is an elementary ETT T containing T 1 with
Hexell and McDonald [12] give a lower bound |T 1 | below.
By the elementary property of T , we have the following inequalities.
Plugging (2) and (3) into (4), we have
Note that 1 + t/2µ > e t/4µ and 1 + t/µ > e t/2µ since < 0 < t/µ < 1 by
Vizing's Theorem, we have t ≤ 2 µ(log log ∆ 2 + log 2µ) + 1, a contradiction.
By Lemma 2.1, we have |T 1 | ≥ 2t + 1. Plugging this inequality and (2) into (4), we get t ≤ 3 µ log ∆ 2 − 1, a contradiction.
Preliminaries
Let ϕ be an edge-k-coloring of a graph G. For each color α, let E α denote the set of edges assigned color α. Clearly, E α is a matching of G and G[E α ∪ E β ] is a union of vertex-disjoint paths or even cycles with edges alternatively colored with α and β, named (α, β)-chains. For each vertex v ∈ V (G), denote by P v (α, β, ϕ) the unique (α, β)-chain containing v. Clearly, for any two vertices u and v, P u (α, β, ϕ) and P v (α, β, ϕ) are either the same or vertex-disjoint. When P u (α, β, ϕ) is a path and u is an endvertex of it, it generates a linear order Pu(α,β,ϕ) such that v Pu(α,β,ϕ) w if and only if v is between u and w in P u (α, β, ϕ). We define ϕ/P v (α, β, ϕ) to be a new coloring obtained by switching colors α and β on the path
is an elementary set of (G, e, ϕ) and α, β ∈ ϕ(T ) where α, β / ∈ ϕ(∂(T )), the coloring obtained by switching α with β among all edges colored α and β in E(G) − E(T ) is an edge-k-coloring of G − e. We denote such a coloring by ϕ/(G − T, α, β).
Let (G, e, ϕ) be a k-triple with k ≥ ∆ + 1, H be an elementary set and P be a nonempty sub-chain of a (α, β)-chain. If V (P ) ∩ V (H) = ∅, we say P intersects H; if P is a path, V (P ) ∩ V (H) is an end-vertex and the other end-vertex of P outside of H has either α or β as a missing color, we call the path P a leg of H or a H-leg and the end-vertex of P on H an (α, β)-exit. We denote the (α, β)-leg P = P ex u (α, β, ϕ). Two colors α and β are interchangeable for H if H has at most one (α, β)-leg. Given a color set B, we say
We also say a color α is closed for H and H is α-closed if α / ∈ ϕ(∂(H)).
Let T be an ETT with ladder
where k ≥ ∆ + 1. We call the subsequence T − T n the tail of T and the sequence of subsets
is called a refinery of T with q splitters, or simply a refinery of T .
For an ETT T , denote by T v(α) or T (v(α)) the segment of T ending at v(α) where v(α) is the first vertex missing color α in ≺ ℓ of T if α ∈ ϕ(T ), and T v(α) = T where v(α) is the last vertex of T if α / ∈ ϕ(T ).
Definition 2. We say a split tail with q splitters of an ETT T with n-rungs satisfies condition R2 if it satisfies the following conditions for 0 ≤ j ≤ q:
(1) For each pair (n, j) and each δ h ∈ D n,j = {δ 1 , ..., δ n } − ϕ(T n,j ), there exists a two color set Γ
Since switching colors δ i with another color on a color alternating chain usually destroys the stable coloring, we may use colors in Γ n,j h as stepping stones to swap colors while keeping the coloring stable in later proofs. Thus we may consider the set Γ n,j h as a color set reserved for δ h . Condition R2 (1.a) requires different connecting colors reserved different color sets. Condition R2 (1.b) requests we change the colors in the reserved set within the missing colors in ϕ(T n,j+1 − T n,j ). Condition R2 (2) implies that we always extend the ETT T n,j until we have to use colors in Γ n,j−1 h before δ h missing in T n,j . If T n,j gets to maximal and we can not add edges without using colors in Γ n,j−1 h before δ h missing in T n,j , we change colors in Γ n,j−1 h to make Γ n,j h , where we continue to build T n,j+1 . Moreover, R2 (1) actually involves T n,q+1 for j = q while R2 (2) only involves T n,q . This is just a quick remark, while the details for the remark will be shown in the proof of Theorem 2.2.
We say an ETT T satisfies condition R2 in ϕ for convenience if there is a split tail of T satisfies condition R2.
Lemma 3.1. Let T be an ETT of a k-triple (G, e, ϕ) and let α and β be two colors such that E α,β ∩ ∂(T ) = ∅. Let ϕ * be obtained from ϕ by switching α and β edges of some (α, β)-chains in G − V (T ). Then T is ϕ/ϕ * -stable. Moreover, if T satisfies any conditions among MP, R1 and R2 in ϕ * , then it satisfies the same conditions in ϕ * .
Proof. Since ϕ(f ) = ϕ * (f ) for every edge f incident to V (T ) and the colors who are T -closed in ϕ stay closed in ϕ * , the part about conditions MP, R1 and R2 is trivial, and we only need to show every connecting edge f i in ϕ is also a connecting edge in ϕ * for the stable part. Let δ i and γ i be the corresponding connecting color and its companion. Denote by
is also a connecting edge of T i in ϕ * , which gives Lemma 3.1.
Proof of Theorem 2.2
Let T an ETT satisfying conditions MP and R1 with n-rungs T 1 ⊂ T 2 ⊂ · · · ⊂ T n ⊂ T . We proceed by induction on n. If n = 0, then T n = ∅ and T is a Tashkinov tree. By Tashkinov's Theorem, T is elementary. We now assume n > 0. We prove the following technical theorem which is the inductive step for our proof. Remark 2. Since condition MP is defined up to the last rung, it does not have any requirements on T − T n . Moreover, condition R1 only has requirement on connecting edges, connecting colors and companion colors. Therefore we do not need to check these conditions in our proof for stable colorings fixing T n and the last connecting edge.
We place the proof of Statement B first since it is much shorter than the proof of Statement A.
Proof of Statement B
Let T be an ETT with ladder T 1 ⊂ T 2 ⊂ · · · ⊂ T n ⊂ T satisfying conditions MP and R1. We will construct an ETT T ′ with ladder
where there is a split tail T n =: T n,0 ⊂ · · · ⊂ T n,q ⊂ T ′ := T n,q+1 satisfying condition R2. We first build T n,1 after T n,0 using the following algorithm.
Because T n is elementary by induction hypothesis, we have |T n | ≥ 11 + 2n and |D n,0 | ≤ 2n. Thus we have enough colors to pick each Γ n,0 h distinctly for distinct δ h ∈ D n,0 and therefore step (1) is feasible. Note that T n,1 obtained from the algorithm above clearly satisfies conditions MP, R1 and R2. Suppose T n,j−1 is defined for some j ≥ 2. If T n,j−1 is closed, then V (T ) ⊂ V (T n,j−1 ) and we let T n,j−1 = T ′ . If T n,j−1 is not closed, we will continue to build T n,j from T n,j−1 inductively as follows:
for any other δ i with δ i ∈ D n,j−1 .
(2) If there exists f ∈ ∂(T n,j−1 ) where ϕ(f ) ∈ ϕ(T n,j−1 ), we let T n,j := T n,j ∪{f, b(f )} under the restriction Γ
) − closed, such a δ h in (1) exists. By Statement A, T n,j−1 is elementary. Therefore, |ϕ(T n,j−1 − T n,j−2 )| ≥ 2. Thus step (1) is feasible. Note that T n,j obtained from the algorithm above satisfies conditions MP, R1 and R2. Now if T n,j is closed, then V (T ) ⊂ V (T n,j ) and we let T n,j = T ′ . If T n,j is not closed, we will continue to build T n,j+1 . Finally we will obtain a closed T ′ as desired.
Proof of Statement A
Proof. We prove statement A by induction on q which is the number of splitters. Denote T by
. When q = 0, we have T n,q = T n,0 = T n . By our assumption T n,0 is elementary . We assume T n,q is elementary and show T n,q+1 = T is. Denote T by {T n,q , e 0 , y 0 , e 1 , ..., e p , y p } following the order ≺ ℓ . We define the path number p(T ) of T as the smallest index i ∈ 0, 1, ..., p such that the sequence y i T := (y i , e i+1 , ..., e p , y p ) is a path in G. Suppose on the contrary that T is a counterexample to the theorem, i.e., conditions MP, R1 and R2 hold for T , but V (T ) is not elementary. Furthermore, we assume that among all counterexamples under T n,q -stable colorings the following two conditions hold:
(1) p(T ) is minimum, (2) |T − T n,q | is minimum subject to (1).
A few basic properties
Claim 4.1. For any T n,j with 0 ≤ j ≤ q and two colors α, β, if α ∈ ϕ(T n,j ) and is closed in T n,j , then α and β are interchangeable in T n,j .
Proof. We prove Claim 4.1 by induction on j. First we consider the case when j = 0. In this case we will use the assumption in Statement A in our proof. Since T n is closed, there is no (α, β)-leg if β ∈ ϕ(T n ). Hence we assume β / ∈ ϕ(T n ). Denote ∂ α,ϕ (H) = {f |f ∈ ∂(H), ϕ(f ) = α} for an ETT H. If ϕ is understandable, we sometimes drop the coloring ϕ and denote ∂ α (H) = {f |, f ∈ ∂(H), ϕ(f ) = α}. Since T n,0 is elementary and closed, |∂ β (T n,j )| = odd. Hence T n,j has odd number of (α, β)-legs. Let u, v, w be three exits of (α, β)-legs with u ≺ l v ≺ l w. Let n ′ be the smallest index such that w ∈ T n ′ . Then w ∈ T n ′ − T n ′ −1 .
Let γ ∈ ϕ(w). Note T n ′ is closed for γ and γ may be δ h for some h ≤ n ′ . By Lemma 3.1, ϕ * = ϕ/(α, γ, G − T n ′ ) is T n ′ -stable, and T n ′ still satisfies conditions MP and R1 in ϕ * . Moreover, we have that
Let the w 2 , u 2 and v 2 be the other end vertices of P ex w (γ, β, ϕ * ), P ex u (γ, β, ϕ * ) and P ex v (γ, β, ϕ * ) not in T n ′ . Let u ′ be the vertex in P ex u (γ, β, ϕ * ) next to u, and the edge connecting u and u ′ be f u ; and v ′ be the vertex in P ex v (γ, β, ϕ * ) next to v, and the edge connecting v and v ′ be f v . Note that f v and f u are colored by β in ϕ * . Let ϕ 2 = ϕ * /P ex w (γ, β, ϕ * ). Since w ∈ T n ′ − T n ′ −1 and P w (γ, β, ϕ * ) ∩ T n ′ = w, T n ′ −1 satisfies conditions MP and R1 in ϕ 2 . Moreover, T w satisfies conditions MP and R1 because P ex w (γ, β, ϕ * ) ∩ T w = {w}. Note that in ϕ 2 , β ∈ ϕ 2 (w). Since its largest proper closed segment is T n ′ −1 , {T w , f u , u ′ , f v , v ′ } is an ETT satisfying conditions MP and R1. Applying TAA to {T w , f u , u ′ , f v , v ′ } to keep adding edges and vertices until we cannot, we obtain a closed ETT T 2 n ′ . Clearly, T 2 n ′ satisfies conditions MP and R1. Since T 2 n ′ has n ′ − 1 < n rungs, T 2 n ′ is elementary by our assumption in Statement A. If one of w 2 , u 2 , v 2 is in T 2 n ′ , then γ must be missing at that vertex since β ∈ ϕ 2 (T 2 n ′ ). Thus both γ, β ∈ ϕ 2 (T 2 n ′ ), which in turn shows that all three vertices w 2 , u 2 , v 2 are in T 2 n ′ . However, all of them miss either γ or β in ϕ 2 which contradicts the elementary property. Thus none of these three vertices are in T 2 n ′ . Hence each of P ex u (γ, β, ϕ * ), P ex v (γ, β, ϕ * ) and P ex w (γ, β, ϕ * ) contains a (γ, β)-leg of T 2 n ′ in ϕ 2 . Let u 1 , v 1 , w 1 be the corresponding exits for the (γ, β)-legs contained in above paths respectively. We assume without of generality, u 1 ≺ ℓ v 1 ≺ ℓ w 1 . We have w 1 = w since we al-
n ′ . Note that P ex u 1 (γ, β, ϕ 2 ) and P ex v 1 (γ, β, ϕ 2 ) are sub-paths of P ex u (α, β, ϕ) and P ex v (α, β, ϕ) and are shorter than those two. Moreover, since w 1 ∈ T 2 n ′ − T n ′ −1 , we can continue the proof process again for T 2 n ′ inductively as we did for T n ′ , and finally we will reach a contradiction to the elementary assumption in Statement A because we will obtain shorter and shorter legs and finally contain all the ends. Now we suppose j > 0 and consider the following two cases.
Since T n,j is α closed and elementary by induction hypothesis, |V (T n,j )| is odd. Therefore |∂ β (T n,j )| is even and there are even number of (α, β) legs. If there are none, we are done. Hence we assume that there exist two exit vertices u, v ∈ T n,j , and they belong to legs P ex u (α, β, ϕ) and P ex v (α, β, ϕ), respectively. We may assume u l v.
Since β ∈ ϕ(∂(T n,j )) and β ∈ ϕ(T n,j ), i.e T n,j is not closed for β, we have v(β) ∈ V (T n,j−1 ) by condition R2 (2). Let γ ∈ ϕ(v). Then γ / ∈ Γ n,j−1 hence γ is closed in T n,j by Condition R2. Therefore T n,j is closed for both α and γ. Hence ϕ * = ϕ/(α, γ, G − T n,j ) is T n,j -stable, and conditions MP, R1 and R2 are still satisfied in ϕ * by Lemma 3.1. However in
Then ϕ 2 is T n,j−1 stable and T n,j−1 satisfies conditions MP, R1 and R2. Moreover, because P ex v (γ, β, ϕ * ) ∩ T v = {v}, T v still satisfies condition MP, R1 and R2, hence it is elementary by minimality of (n, q) in ≺ x . However, we have β ∈ ϕ 2 (T n,j−1 ) and β ∈ ϕ 2 (v), where we reach a contradiction to the elementary property from the induction hypothesis.
We claim that there exists α * ∈ ϕ(T n,j−1 ) such that α * is closed in both T n,j−1 and T n,j . First we consider the case when j = 1. Note that by condition R2(1a) | ∪ δ h ∈D n,1 Γ n,0 h | = 2|D n,1 | ≤ 2n. Since |ϕ(T 1 )| ≥ 13 and T n is elementary with (2) and T n is closed, α * is closed in both T n,1 and T n . Now we assume j > 1. By condition R2(2),
) ⊂ Γ n,j . Now by condition R2(2), α * is also closed in T n,j , where we have the color α * as claimed.
Since α is closed in T n,j , ϕ * = ϕ/(α, α * , G − T n,j ) is T n,j -stable and T n,j satisfies conditions MP, R1 and R2 in ϕ * by Lemma 3.1. Note that α * ∈ ϕ * (T n,j−1 ) and α * is still closed in T n,j−1 in ϕ * . However P ex u (α * , β, ϕ * ) = P ex u (α, β, ϕ) and P ex v (α * , β, ϕ * ) = P ex v (α, β, ϕ) are two (α * , β)-legs of T n,j−1 in ϕ * , giving a contradiction to the induction hypothesis of the minimality of j.
Case II: β / ∈ ϕ(T n,j ).
In this case |∂ β (T n,j )| = odd. Hence T n,j has odd number of (α, β)-legs. Let u, v, w be exits from three (α, β)-legs for T n,j with u ≺ l v ≺ l w.
Case II.a: w ∈ T n,j − T n,j−1 .
Let γ ∈ ϕ(w). By definition, γ / ∈ Γ n,j−1 , and hence T n,j is closed for γ by condition R2 (2) . Note that γ may be δ h for some h ≤ i. By Lemma 3.1, ϕ * = ϕ/(α, γ, G − T n,j ) is T n,j -stable, and conditions MP, R1 and R2 are still satisfied in ϕ * for T n,j . Moreover, in ϕ * , we have P ex w (γ, β, ϕ * ) = P w (γ, β, ϕ * ) = P ex w (α, β, ϕ), P ex u (γ, β, ϕ * ) = P ex u (α, β, ϕ) and P ex v (γ, β, ϕ * ) = P ex v (α, β, ϕ) are three (γ, β)-legs for T n,j . Let the 3 other end vertices of P ex w (γ, β, ϕ * ), P ex u (γ, β, ϕ * ) and P ex v (γ, β, ϕ * ) not in T n,j be w 2 , u 2 and v 2 respectively. Let u ′ be the vertex in P ex u (γ, β, ϕ * ) next to u, and the edge connecting u and u ′ be f u ; and v ′ be the vertex in P ex v (γ, β, ϕ * ) next to v, and the edge connecting v and v ′ be f v . Note that f v and f u are colored β in ϕ * . Let ϕ 2 = ϕ * /P ex w (γ, β, ϕ * ). Since w ∈ T n,j − T n,j−1 and P w (γ, β, ϕ * )∩ T n,j = w, T n,j−1 satisfies conditions MP, R1 and R2 in ϕ 2 . Moreover, T w satisfies conditions MP, R1, and R2. Note that in ϕ 2 , β ∈ ϕ 2 (w). Since β / ∈ Γ n,j−1 , we have {T w , f u , u ′ , f v , v ′ } satisfies conditions MP R1 and R2. Since conditions MP, R1 are defined up to the last closed segment and the last connecting edge, we can keep conditions R1 and MP by keeping extending {T w , f u , u ′ , f v , v ′ } using TAA under condition R2 without using any connecting edges until it is (∪ δ h ∈D n,j Γ n,j−1 h
) − -closed. Let the resulting ETT be T 2 n,j . Clearly T 2 n,j satisfies conditions MP, R1 and R2. By induction hypothesis, T 2 n,j is elementary. If one of w 2 , u 2 , v 2 is in T 2 n,j , then γ must be missing at that vertex since β ∈ ϕ 2 (T 2 n,j ). Since both γ, β / ∈ Γ n,j−1 , and both γ, β ∈ ϕ 2 (T 2 n,j ), we must have all three vertices w 2 , u 2 , v 2 are in T 2 n,j . However, all of them miss either γ or β in ϕ 2 , which gives a contradiction to the elementary property. Thus none of the vertices above are in T 2 n,j . Hence each of P ex u (γ, β, ϕ * ), P ex v (γ, β, ϕ * ) and P ex w (γ, β, ϕ * ) contains a (γ, β)-leg of T 2 n,j . Let u 1 , v 1 , w 1 be the exits for the (γ, β)-legs contained in the three paths above respectively. We without loss of generality assume u 1 ≺ f v 1 ≺ f w 1 . Note that w 1 = w since we already
n,j . Note that P ex u 1 (γ, β, ϕ 2 ) and P ex v 1 (γ, β, ϕ 2 ) are sub-paths of P ex u (α, β, ϕ) and P ex v (α, β, ϕ) and are shorter than those two. Moreover, since w 1 ∈ T 2 n,j − T n,j−1 , we can continue the proof process again for T 2 n,j inductively as we did for T n,j . Continue in this fashion, we will reach a contradiction because we will obtain shorter and shorter legs until finally all the ends are contained in.
The proof of this case is essentially the same as in Case I.b. We first show there exists a color which closed in both T n,j−1 and T n,j . So there is a T n,j -stable coloring ϕ * in which T n,j satisfies all conditions MP, R1 and R2. However in ϕ * , α * and β are not interchangeable in T n,j−1 , giving a contradiction to the minimality of j. Here we omit the proof.
By the Pigeonhole Principle, there are 7 distinguished i such that δ i , γ i1 , γ i2 / ∈ ϕ(T y − T n,q ), so the result holds. 
is the only (α, β)-path intersecting ∂(T n,q ).
Note that T v(β) − T n,q = ∅ if v(β) ∈ T n,q and in Claim 4.3, (α, β)-path can not be replaced by (α, β)-chain because there may be (α, β)-cycles intersecting ∂(T m ).
Proof. Let v(α) = u and v(β) = w. We consider the following few cases.
Case I: u, w ∈ T n,q .
If T n,q is closed for both α, β, then E α,β ∩ ∂(T n,q ) = ∅ and P u (α, β, ϕ) = P w (α, β, ϕ) since T n,q is elementary. So Claim 4.3 holds. Suppose T n,q is closed for α or β but not for both, by Claim 4.1 there is at most one (α, β)-leg in T n,q . If P u (α, β, ϕ) = P w (α, β, ϕ), then there are two (α, β)-legs in T n,q since u, w ∈ T n,q , giving a contradiction to Claim 4.1. If P u (α, β, ϕ) is not the unique (α, β)-path intersecting ∂(T n,q ), then T n,q has at least 2 (α, β)-legs, where we also have a contradiction. Hence P u (α, β, ϕ) is the unique (α, β)-path intersecting ∂(T n,q ) and P u (α, β, ϕ) = P w (α, β, ϕ). We now assume neither α nor β is T n,q -closed. Under this assumption, we only need to show that P u (α, β, ϕ) = P w (α, β, ϕ). We may assume β ∈ ϕ(T n,j ′ − T n,j ′ −1 ) for some 0 ≤ j ′ < q where T n,−1 = ∅ for convenience. By condition R2, β is closed in T n,j ′ . In the same fashion as we did the case in which T n,q is closed for either α or β, we have P u (α, β, ϕ) = P w (α, β, ϕ) in T n,j ′ because we have u, v ∈ T n,j ′ .
Case II: w / ∈ T n,q and u ∈ T n,q .
In this case α / ∈ ϕ(T w − T n,q ). We first consider the case α is closed in T n,q . By Claim 4.1, T n,q has at most one (α, β)-leg. We also note P u (α, β, ϕ) contains at least one (α, β)-leg, which is the only (α, β)-leg intersecting T n,q . If P u (α, β, ϕ) = P w (α, β, ϕ), then P w (α, β, ϕ) does not intersect T n,q . Therefore ϕ * = ϕ/P w (α, β, ϕ) is T n,q -stable and T n,q satisfies all conditions MP, R1 and R2. Since α, β / ∈ ϕ(T w −T n,q ), ϕ * is T w -stable and T w satisfies conditions MP, R1 and R2. However, T w is not elementary, giving a contradiction to the minimality of p. Now we assume that α is not closed in T n,q . In this case we only need to prove P u (α, β, ϕ) = P w (α, β, ϕ). Assume not. Since α ∈ ϕ(T n,q ), by condition R2, there exist the largest q ′ such that α is closed in T n,q ′ . Since the only edge in T − T n with color not missing before is the connecting edge with color δ n , we have β / ∈ ϕ(T w − T n,1 ). We claim that α / ∈ ϕ(T w − T n,q ′ ). Suppose α ∈ ϕ(T w − T n,q ′ ). We can assume α ∈ ϕ(T n,r − T n,r−1 ) for some r > q ′ . Then α / ∈ ∪ δ h ∈Dn,r Γ n,r−1 h
, and hence α is closed in T n,r by condition R2, which contradicts the maximality of q ′ . Hence we indeed have α ∈ ϕ(T w − T n,q ′ ). By Claim 4.1 there is at most one (α, β)-leg in T n,q ′ , which is a sub-path of P u (α, β, ϕ). Then P w (α, β, ϕ) is disjoint with T n,q ′ . Hence in ϕ * = ϕ/P w (α, β, ϕ), T n,q ′ satisfies conditions MP, R1 and R2. Now we first consider the case when q ′ ≥ 1 or β = δ n . In this case α, β / ∈ ϕ(T w − T n,q ′ ). Therefore, α, β / ∈ ϕ * (T w − T n,q ′ ), and ϕ * is T n,q -stable, which implies T w and all T n,s for q ′ ≤ s ≤ q satisfies conditions MP, R1, and R2(1) in ϕ * . Note that neither α nor β is closed in T n,s for q ′ ≤ s ≤ q for ϕ, we have T w and all T n,s for q ′ ≤ s ≤ q satisfies condition R2(2) because none of the closed colors become non-closed in T n,s for q ′ ≤ s ≤ q in ϕ * . However, α ∈ ϕ * (w) ∩ ϕ * (T n,q ), giving a contradiction to the minimality of p. For the case q ′ = 0 and β = δ n , we have only one edge (denote by f e ) in T n,1 is colored by β by the construction of T n,1 and the assumption β ∈ ϕ(w) and w / ∈ T n,q . Moreover, by Claim 4.1, α is interchangeable with β in T n,0 , hence there is only one (α, β)-leg in T n,0 . Therefore P w (α, β, ϕ) is disjoint with T n,0 , and hence ϕ * (f e ) = β. Note that we can conclude ϕ * is T w stable as before, so similarly we have T w satisfying conditions MP, R1 and R2. We then reach a contradiction since α ∈ ϕ * (w) ∩ ϕ * (T n,q ).
Case III: u, w / ∈ T n,q .
In this case, we have α / ∈ ϕ(T w − T n,q ) and α, β / ∈ D n,q , which in turn give α, β / ∈ D n,q ∪ Γ(T ) ∪ Γ n,q . Suppose on the contrary that P u (α, β, ϕ) = P w (α, β, ϕ). Now consider the proper coloring ϕ * = ϕ/P w (α, β, ϕ). Since α, β / ∈ D n,q ∪ Γ(T ) ∪ Γ n,q , all the edges colored by connecting colors and their companion colors stay the same in ϕ * . Since α / ∈ ϕ(T w − T n,q ), T is still an ETT in ϕ * . Therefore ϕ * is T -stable and Conditions MP, R1 and R2 are satisfied in ϕ * because R2 is not related to colors in ϕ(T − T n,q ) − D n,q . However, now α ∈ ϕ * (u) ∩ ϕ * (w), which gives a contradiction to the minimality of |V (T − T n,q )| being not elementary. (1) If α ∈ ϕ(T n,q ) and P is an (α, β) path other than P v(α) (α, β, ϕ), then T n,q is stable in ϕ * = ϕ/P and T n,q satisfies conditions MP, R1, R2.
Here by condition R2 holds, we mean R2(1) holds for j < q and R2(2) holds for j ≤ q.
) and α, β / ∈ D n,q , then ϕ * = ϕ/P is T -stable with the same set of D n,q , Γ(T ), and Γ n,q for any (α, β)-chain P . Consequently, T satisfies conditions MP, R1 and R2 in ϕ * .
Remark 3. In part (1) by condition R1 holds, we actually mean R1 is satisfied for all companion colors of T in T n,q . Therefore we can see we actually proved T satisfies conditions MP and R1 because MP and R1 only have restrictions up to T n ∪ {f n }. Hence each time after using Claim 4.4, we claim conditions MP, R1 and R2 are satisfied for T without checking MP and R1 in later proofs.
Proof. We first prove part (1) . If one of α and β is closed in T n,q , we have that P is disjoint with T n,q by Claim 4.3. Then T n,q is stable in ϕ * = ϕ/P and T n,q satisfies conditions MP, R1, R2 in ϕ * . We now suppose that neither α nor β is closed in T n,q . Then similarly to the proof of Claim 4.3, by Condition R2(2), there exist the largest q ′ such that either α or β is closed in T n,q ′ . First we consider the case when β = δ n or q ′ > 0. We claim that α, β / ∈ ϕ(T n,q − T n,q ′ ). The proof of α / ∈ ϕ(T n,q − T n,q ′ ) is the same as in Claim 4.3 Case II, where we assume α is not closed in T n,q . Now we prove β / ∈ ϕ(T n,q − T n,q ′ ). If β ∈ ϕ(T n,q ), we argue just as in the case when α is not closed in T n,q . If β / ∈ ϕ(T n,q ), the only possibility that β ∈ ϕ(T n,q − T n,q ′ ) is β = δ n and q ′ = 1 by the definition of ETT, which does not meet the assumption of this case. Hence α, β / ∈ ϕ(T n,q − T n,q ′ ). By Claim 4.1 there is at most one (α, β)-leg in T n,q ′ , which is a sub-path of P v(α) (α, β, ϕ). Then P is disjoint with T n,q ′ . Since β, α / ∈ ϕ(T n,q − T n,q ′ ), T n,q ′ satisfies conditions MP, R1, R2(1) in ϕ * and ϕ * is T n,q -stable. Clearly T n,q ′ satisfies conditions MP, R1 as we mentioned in Remark 2. Since both β, α are not closed in T n,t for t > p ′ , T n,p satisfies condition R2(2) because none of the closed colors become non-closed in T n,s for q ′ ≤ s ≤ q. For the case q ′ = 0 and β = δ n , the only edge f e colored by β is a connecting edge by the construction of T n,1 , and β / ∈ ϕ(T n,q − T n,1 ), α / ∈ ϕ(T n,q − T n,0 ). Moreover, by Claim 4.1, α is interchangeable with β in T n,0 . Hence there is only one (α, β)-leg in T n,0 . Therefore P is disjoint with T n,0 , and ϕ * (f e ) = β. Note that we can conclude ϕ * is T n,q stable as the case earlier and prove that T n,q satisfies conditions MP, R1 and R2, where we can proceed as earlier to finish the proof. Now we prove part (2) . By Claim 4.3, P v(α) (α, β, ϕ) = P v(β) (α, β, ϕ). In this case we have α, β / ∈ ϕ(T n,q ) ∪ D n,q and α, β / ∈ ϕ(T v(β) ). If P = P v(α) (α, β, ϕ), then T is an ETT in ϕ * = ϕ/P since α, β / ∈ ϕ * (T v(β) ). Since α, β / ∈ ϕ(T n,q ) ∪ D n,q , T satisfies conditions MP, R1 and R2 in ϕ * . If P = P v(α) (α, β, ϕ), then T is an ETT satisfying conditions MP, R1 and R2 in ϕ * because we still have α, β / ∈ ϕ * (T v(β) ).
Case verifying
Claim 4.5. p > 0
Proof. Suppose on the contrary p = 0, that is, T = T n,q ∪ {e 0 , y 0 }. We consider two cases.
Case I: q = 0. In this case T n,q = T n is closed and e 0 is a connecting edge.
Let α ∈ ϕ(T n,q ) ∩ ϕ(y 0 ). Let k := n m be the minimum index such that γ n ∈ ϕ(T k ). By condition R1, γ n ∈ ϕ(T k ) and γ n / ∈ ϕ(T n ). Let ϕ * = ϕ/(γ n , α, G − T n ). By Lemma 3.1, T is ϕ * /ϕ-stable and clearly the conditions MP, R1 and R2 still hold in ϕ * . Note that P v(γn) (δ n , γ n , ϕ * ) = P y 0 (δ n , γ n , ϕ * ) by Claim 4.3 where v(γ n ) is the unique vertex in V (T k ) such that γ n ∈ ϕ(v(γ n )). Because e 0 is the first edge in P v(γn ) (δ n , γ n , ϕ) ∩ ∂(T n ), P v(γn ) (δ n , γ n , ϕ * ) contains only one edge colored δ n in ∂(T n ) under the coloring ϕ * . Hence there is another (δ n , γ n )-chain Q intersecting ∂(T n ). Let s be the smallest index with s ≥ k such that
for all f incident with V (T s−1 ) and γ n / ∈ ϕ(T n ). If s = k, by the definition of ETT δ n has not been used as a connecting color in T s and γ n has not been used as a companion color in T s , hence we can also see ϕ 2 is T s -stable. Therefore ϕ 2 is T s -stable in both cases. However, in the coloring ϕ 2 , T s is no longer closed, giving a contradiction to the maximality of T s , so a contradiction to the MP condition of T .
Case II: q > 0. In this case T n,q is not closed although it is (∪ δ h ∈Dn,q Γ n,q−1 h
Assume without loss of generality that e 0 is colored by γ 0 ∈ Γ n,q−1 . Let α ∈ ϕ(T n,q ) ∩ ϕ(y 0 ). Let u = a(e 0 ) be the vertex adjacent to e 0 belonging to T n,q . We further assume that u ∈ T n,q ′ − T n,q ′ −1 for some q ′ ≤ q where T n,−1 = ∅ for convenience. We claim that v(γ 0 ) ≺ l u. Otherwise we can assume v(γ 0 ) ∈ T n,s − T n,s−1 for some q ′ ≤ s ≤ q, and then γ 0 is closed in T n,s by condition R2 (2) . Combining with the assumption u ≺ f v(γ 0 ), we get y 0 ∈ T n,s , a contradiction. Hence we have as claimed. Let γ ∈ ϕ(u). Clearly α = γ 0 and γ = γ 0 because ϕ(e 0 ) = γ 0 and α, γ are missing at the endvertices of e 0 . Since both v(α) and u are in T n,q , we have P v(α) (α, γ, ϕ) = P u (α, γ, ϕ) by Claim 4.3, and P y 0 (α, β, ϕ) is different from the path above. Moreover by Claim 4.4, T n,q is ϕ * = ϕ/P y 0 (α, γ, ϕ) stable and satisfies conditions MP, R1 and R2. Since α = γ 0 and γ = γ 0 , ϕ * (e 0 ) = γ 0 . Note that γ ∈ ϕ * (u) ∩ ϕ * (y 0 ). Let ϕ 2 be the coloring obtained from ϕ * by recoloring e 0 by γ. Hence γ 0 ∈ ϕ 2 (u). Since ϕ * and ϕ 2 are only differed by one edge, T u which denotes the sub ET T of T n,q ′ ending at u, is ϕ 2 stable and satisfies conditions MP, R1 and R2. Since v(γ 0 ) ≺ l u, we have γ 0 ∈ ϕ 2 (u)∩ϕ 2 (v(γ 0 )), giving a contradiction to the induction hypothesis. Case 1. p(T ) = 0. In this case T −T n,q is a path, so we call T a Generalized Kierstead path. Claim 4.6. We may assume α ∈ ϕ(y i ) ∩ ϕ(y p ) for some p > i ≥ 0.
Proof. Suppose α ∈ ϕ(y p ) ∩ ϕ(v) for some v ∈ V (T n,q ). We first consider the case α / ∈ ϕ(T − T n,q ). Let β ∈ ϕ(y p−1 ). By Claim 4.3 P v (α, β, ϕ) = P y p−1 (α, β, ϕ) and P yp (α, β, ϕ) is difference from the path above. Let ϕ * := ϕ/P yp (α, β, ϕ). By Claim 4.4, T n,q is ϕ/ϕ * -stable and satisfies conditions MP, R1 and R2. Since α, β / ∈ ϕ(T yp − T n,q ), T clearly satisfies conditions MP, R1 and R2 in ϕ * . Note that we have β ∈ ϕ * (y p−1 ) ∩ ϕ * (y p ), Claim 4.6 holds.
We now consider the case α ∈ ϕ(T − T n,q ). Following order ≺ ℓ , let e j be the first edge in T − T n,q such that α = ϕ(e j ). We first consider the case j ≥ 1. Let β ∈ ϕ(y j−1 ). By Claim 4.3, P v (α, β, ϕ) = P y j−1 (α, β, ϕ) and P yp (α, β, ϕ) is different from the path above. Moreover, by Claim 4.4 ϕ * = ϕ/P yp (α, β, ϕ) is a T n,q -stable coloring and conditions MP, R1 and R2 hold. Now we check conditions MP, R1 and R2 on T − T n,q . As mentioned in Remark 3, we only need to check condition R2. Clearly, in ϕ * , condition R2 holds for T if α / ∈ Γ n,q . If α ∈ Γ n,q , say α = γ i1 for some 0 < i ≤ n, by condition R2 we have δ i ∈ ϕ(w) for some w ℓ y j−1 . Since only edges after w in the ordering ≺ ℓ may change colors between α and β, condition R2 also holds in ϕ * . Since β ∈ ϕ * (y j−1 ) ∩ ϕ * (y p ), Claim 4.6 holds by simply denoting ϕ * as ϕ. From now on when we claim that T satisfies MP, R1 and R2 without checking MP and R1, we follow either Remark 2 or Remark 3, or the checking of those conditions are trivial. Now we assume that j = 0. In this case q > 0, since q = 0 implies α = δ n which is a contradiction to α ∈ ϕ(T n,q ). Therefore, α = ϕ(e 0 ) where α ∈ Γ n,q−1 . Note that α / ∈ Γ n,q by condition R2. We will show that there exists γ ∈ ϕ(T n,q ) − Γ n,q such that γ is closed in T n,q . By condition R2(2), T n,q is (∪ δ h ∈Dn,q Γ n,q−1 h ) − closed. Therefore, T n,q is closed for colors in ϕ(T n,q ) − Γ n,q−1 because ∪ δ h ∈Dn,q Γ n,q−1 h ⊆ Γ n,q−1 . Hence we need to show that there exists γ ∈ ϕ(T n,q ) − Γ n,q ∪ Γ n,q−1 . Since Γ n,q − Γ n,q−1 ⊆ ϕ(T n,q − T n,q−1 ) by condition R2 and the assumption that T n,q−1 is elementary, we have |(Γ n,q ∪ Γ n,q−1 ) ∩ ϕ(T n,q−1 )| = |Γ n,q−1 ∩ ϕ(T n,q−1 )| ≤ 2n and |ϕ(T n,q−1 )| ≥ |ϕ(T 1 )| + 2(n−1) = 2n+11. Therefore |ϕ(T n,q )−Γ n,q ∪Γ n,q−1 | = |ϕ(T n,q−1 )−Γ n,q−1 )|+ |ϕ(T n,q − T n,q−1 ) − (Γ n,q − Γ n,q−1 )| ≥ |ϕ(T n,q−1 ) − Γ n,q−1 | ≥ (2n + 11) − 2n ≥ 11, where we have γ as desired. Now by Claim 4.3, P v(α) (α, γ, ϕ) = P v(γ) (α, γ, ϕ), and P yp (α, β, ϕ) is disjoint with T n,q . Therefore by Claim 4.4, T n,q is stable in ϕ * = ϕ/P yp (α, γ, ϕ) and satisfies conditions MP, R1 and R2. Moreover, since e 0 ∈ ∂(T n,q ), e 0 / ∈ P yp (α, γ, ϕ). Since α, γ / ∈ Γ n,q , T y p satisfies conditions MP, R1 and R2 in ϕ * . Now γ ∈ ϕ * (y p ) ∩ ϕ * (v) for some v ∈ V (T n,q ) and α = γ, which returns to the case either γ / ∈ ϕ(T − T n,q ) or j ≥ 1.
Among all T -stable colorings satisfying conditions MP, R1 and R2, we assume that i is the maximum index such that α ∈ ϕ(y p ) ∩ ϕ(y i ).
Proof. Suppose on the contrary i < p − 1. We first consider the case α / ∈ D n,q . Let θ ∈ ϕ(y i+1 ). If θ / ∈ D n,q , then {α, θ} ∩ D n,q = ∅. By Claim 4.3, P y i (α, θ, ϕ) = P y i+1 (α, θ, ϕ). Let ϕ * = ϕ/P yp (α, β, ϕ). Since both y i , y i+1 ∈ T − T n,q and α / ∈ T y i+1 , by Claim 4.4, T is also an ETT in ϕ * and conditions MP, R1 and R2 hold. But θ ∈ ϕ * (y p ) ∩ ϕ * (y i+1 ), which contradicts the maximality of i. We now consider the case θ = δ k for some k ≤ n. By Claim 4.3, P v(γ k1 ) (α, γ k1 , ϕ) = P y i (α, γ k1 , ϕ) and P yp (α, γ k1 , ϕ) is different from path above. Note that P yp (α, γ k1 , ϕ) = y p can occur if γ k1 ∈ ϕ(y p ). By Claim 4.4, ϕ * = ϕ/P yp (α, γ k1 , ϕ) is a T n,q -stable coloring and T n,q satisfies conditions MP, R1 and R2. Moreover, since α / ∈ ϕ(T y i+1 ) and δ k ∈ ϕ(y i+1 ), T still satisfies conditions MP, R1 and R2 in ϕ * . Then, by Claim 4.3 again, P v(γ k1 ) (δ k , γ k1 , ϕ * ) = P y i (δ k , γ k1 , ϕ * ) and P yp (δ k , γ k1 , ϕ * ) is different from the path above. Let ϕ * * = ϕ * /P yp (δ k , γ k1 , ϕ * ). By Claim 4.4, ϕ * * is T n,qstable and T n,q satisfies conditions MP, R1 and R2 in ϕ * * . Note that γ k1 / ∈ ϕ * * (T y i+1 − T n,q ), and δ k is only used by connecting edges in T y i+1 where they are colored the same in ϕ * * (T n,q -stable implies this), we see that T satisfies condition R2. However in ϕ * * , δ k ∈ ϕ * * (y p ) ∩ ϕ * * (y i+1 ), giving a contradiction to the maximality of i.
We now consider the case α ∈ D n,q , say α = δ k for some k ≤ n. Since ϕ(e i+1 ) can not be both γ k1 and γ k2 , we assume without loss of generality ϕ(e i+1 ) = γ k1 . By Claim 4.3, P v(γ k1 ) (δ k , γ k1 , ϕ) = P y i (δ k , γ k1 , ϕ) and P yp (δ k , γ k1 , ϕ) is a different path. Let ϕ * = ϕ/P yp (δ k , γ k1 , ϕ). By Claim 4.4, ϕ * is T n,q -stable and T n,q satisfies conditions MP, R1 and R2. Now γ k1 ∈ ϕ * (y p ). Moreover, since γ k1 / ∈ ϕ(T y i − T n,q ) and δ k is only used by connecting edges in T y i where they are colored the same in ϕ * (T n,qstable implies this), T satisfies conditions MP, R1, R2 and ϕ * (e i+1 ) = γ k1 . Hence γ k1 / ∈ ϕ * (T y i+1 − T n,q ). Let θ ∈ ϕ * (y i+1 ). By the minimality of V (T − T n,q ), θ = γ k1 . By Claim 4.3, P v(γ k1 ) (θ, γ k1 , ϕ * ) = P y i+1 (θ, γ k1 , ϕ * ), and P yp (θ, γ k1 , ϕ * ) is a different path. By Claim 4.4, ϕ * * = ϕ * /P yp (θ, γ k1 , ϕ * ) is T n,q -stable and T n,q satisfies conditions MP, R1 and R2. Moreover, since θ ∈ ϕ(T y i+1 ) implies θ = δ m (m ≤ n) which is only used by some connecting edges in T y i+1 and γ k1 / ∈ ϕ * (T y i+1 − T n,q ), ϕ * * is T n,q -stable ensures T satisfies conditions MP, R1 and R2 in ϕ * * . However, θ ∈ ϕ * * (y p ) ∩ ϕ * * (y i+1 ), giving a contradiction to the maximality of i.
Now we have i = p − 1. Let ϕ(e p ) = θ. Since α ∈ ϕ(y p ) ∩ ϕ(y p−1 ), we can recolor e p by α. Denote the new coloring by ϕ * . Then θ ∈ ϕ * (y p−1 ), and ϕ * is T y p−1 -stable. Moreover, T y p−1 satisfies conditions MP, R1 and R2 in ϕ * . Note that v(θ) ≺ ℓ y p−1 , we have a counterexample which has one less vertices than T , giving a contradiction.
Case 2. p(T ) = p ≥ 1. In this case, y p−1 is not incident to e p . Let θ = ϕ(e p ).
We divide this case into a few sub-cases according whether v = y p−1 and α ∈ D n,q . In summary, we will prove Case 2. Case 2.1. α ∈ ϕ(y p ) ∩ ϕ(y p−1 ) and α ∈ D n,q , say α = δ m for some m ≤ n. Since δ m ∈ ϕ(y p ), we have θ = δ m . Note that θ ∈ D n,q may occur.
Case 2.1.1. θ / ∈ ϕ(y p−1 ).
We first consider the case θ / ∈ Γ n,q . By condition R2,
, then γ m1 is missing twice in the ETT T * = (T n,q , e 0 , y 0 , e 1 , ..., e p−2 , y p−2 , e p , y p ) when p ≥ 2. Here T * gives a counterexample smaller than T . If p = 1, we must have q > 0. Otherwise since T n,0 is closed for colors in ϕ(T n,0 ), we have θ ∈ ϕ(y p−1 ), giving a contradiction. We then consider (T n,q , e 1 , y 1 ) as a smaller counter-example. Note that (T n,q , e 1 , y 1 ) still satisfies conditions MP, R1 and R2 while dropping e 0 , as ϕ(e 1 ) ∈ ∪ δ h ∈Dn,q Γ n,q−1 h and ϕ(e 1 ) = θ / ∈ Γ n,q . By Claim 4.3, P v(γ m1 ) (δ m , γ m1 , ϕ) = P y p−1 (δ m , γ m1 , ϕ). Now we consider T yp,y p−1 = (T n,q , y 0 , e 1 , . .., y p−2 , e p , y p , e p−1 , y p−1 ) obtained from T by switching the order of joining vertices y p and y p−1 . We can see T yp,y p−1 is also an ETT of (G, e, ϕ) since θ / ∈ ϕ(y p−1 ) and θ / ∈ Γ n,q and conditions MP, R1, R2 are satisfied. Applying Claim 4.3 again, we have P v(γm 1 ) (δ m , γ m1 , ϕ) = P y p−1 (δ m , γ m1 , ϕ), giving a contradiction. Now we assume θ ∈ Γ n,q . Without loss of generality we say θ = γ k1 for some k ≤ n. By Claim 4.3,
, T yp,y p−1 also satisfies MP, R1 and R2, where we proceed with argument in the previous case and consider T yp,y p−1 . Since γ k1 can not be both γ m1 and γ m2 , we assume δ k ∈ ϕ(y p−1 ) and γ m2 = γ k1 . By condition R2, we have γ m2 / ∈ ϕ(T − T n,q ). By Claim 4.3, P v(γ m2 ) (δ m , γ m2 , ϕ) = P y p−1 (δ m , γ m2 , ϕ) and that P yp (δ m , γ m2 , ϕ) is different from the path above. Note that γ m2 ∈ ϕ(T n,q ), by Claim 4.4, T n,q is an ETT satisfying conditions MP, R1 and R2 in the T n,q -stable coloring ϕ * = ϕ/P yp (δ m , γ m2 , ϕ). Moreover, T in ϕ * satisfies conditions MP, R1 and R2 since γ m2 / ∈ ϕ(T − T n,q ). Furthermore, the combination of δ m ∈ ϕ(y p−1 ) and θ = γ k1 implies δ m is only assigned to connecting edges in T . Therefore, γ m2 / ∈ ϕ * (T − T n,q ) because γ m2 / ∈ ϕ(T − T n,q ) and no δ m edge in T is recolored in ϕ * . By Claim 4.2, |ϕ * (T y p−1 ) − ϕ * (T y p−1 − T n,q ))| ≥ 11 + 2n. Hence there exists β ∈ ϕ * (V (T y p−2 )) − Γ n,q such that β / ∈ ϕ * (T − T n,q ). By Claim 4.3, P v(γ m2 ) (β, γ m2 , ϕ * ) = P v(β) (β, γ m2 , ϕ * ), and P yp (β, γ m2 , ϕ * ) is a different path than above. Let ϕ * * = ϕ * /P yp (β, γ m2 , ϕ * ). Applying Claim 4.4, we see that the coloring ϕ * * is T n,q -stable and T n,q satisfies conditions MP, R1, R2. Moreover, since γ m2 , β / ∈ ϕ * (T − T n,q ), γ m2 , β / ∈ ϕ * * (T − T n,q ). Hence T satisfies conditions MP, R1 and R2 in ϕ * * . Now β ∈ ϕ * * (y p ). By Claim 4.3, P v(γ k1 ) (β, γ k1 , ϕ * * ) = P v(β) (β, γ k1 , ϕ * * ), and P yp (β, γ k1 , ϕ * * ) is a different path than above. Finally, we let ϕ * * * = ϕ * * /P yp (β, γ k1 , ϕ * * ). Since β / ∈ ϕ * * (T − T n,q ) and by Claim 4.4, we can see that T satisfies conditions MP, R1 and R2 in ϕ * * * . However, in ϕ * * * we have ϕ * * * (e p ) = β, γ k1 ∈ ϕ * * * (y p ) and v(β) ≺ ℓ y p−1 . Hence (T n,q , y 0 , e 1 , ..., e p−2 , y p−2 , e p , y p ) is a counterexample smaller than T , giving a contradiction.
Case 2.1.2. θ ∈ ϕ(y p−1 ). In this case θ = δ m and θ / ∈ ϕ(T n,q ).
Note that δ m is only used by connecting edges in T . By Claim 4.3, P v(γ m1 ) (δ m , γ m1 , ϕ) = P y p−1 (δ m , γ m1 , ϕ) and P yp (δ m , γ m1 , ϕ) is a different path from above. Let ϕ * = ϕ/P yp (δ m , γ m1 , ϕ). By Claim 4.4, in T n,q -stable coloring ϕ * , T n,q is an ETT satisfies conditions MP, R1 and R2. Moreover, γ m1 / ∈ ϕ(T − T n,q ) and δ m is only used by connecting edges in T ensures T satisfies condition R2 in ϕ * . Since γ m1 ∈ ϕ * (T n,q ), by applying Claim 4.3 again, we have P v(γ m1 ) (θ, γ m1 , ϕ * ) = P y p−1 (θ, γ m1 , ϕ * ) and P yp (θ, γ m1 , ϕ * ) is a different path than above. Let ϕ * * = ϕ * /P yp (θ, γ m1 , ϕ * ). Now since γ m1 ∈ ϕ * * (T n,q ), by applying Claim 4.4, we see that in the T n,q -stable coloring ϕ * * , T n,q is an ETT and satisfies conditions MP, R1 and R2. Moreover, T satisfies conditions MP, R1 and R2 in ϕ * * since γ m1 / ∈ ϕ(T y p−1 − T n,q ) and θ may only be used by connecting colors in T if θ = δ k for some k ≤ n. Note that in ϕ * * , θ ∈ ϕ * * (y p ) ∩ ϕ * * (y p−1 ) and ϕ * * (e p ) = γ m1 . If θ ∈ D n,q , then in ϕ * * we have Case 2.1.1. So we may assume θ / ∈ D n,q , which will be handled in case a of Case 2.2.1 below.
In this case, T yp,y p−1 := (T n,q , y 0 , e 1 , . . . , y p−2 , e p , y p , e p−1 , y p−1 ) is also an ETT in ϕ satisfies conditions MP, R1 and R2 except for the case where θ ∈ Γ n,q m for some m ≤ n and δ m ∈ ϕ(y p−1 ). We first assume there does not exist 1 ≤ m ≤ n such that θ ∈ Γ n,q m and δ m ∈ ϕ(y p−1 ). By Claim 4.2, we have |ϕ(T y p−1 ) − ϕ(E(T y p−1 − T n,q ))| ≥ 2n + 11. So there exists a color β ∈ ϕ(T y p−2 ) − D n,q such that β / ∈ ϕ(T − T n,q ). We claim that β / ∈ ϕ(y p ). Otherwise, (T n,q , y 0 , e 1 , ..., e p−2 , y p−2 , e p , y p ) is a counterexample smaller than T , giving a contradiction. Since α, β / ∈ D n,q , by Claim 4.3 P v(β) (α, β, ϕ) = P y p−1 (α, β, ϕ). Applying Claim 4.3 to T yp,y p−1 , we see that P v(β) (α, β, ϕ) = P yp (α, β, ϕ). So, P v(β) (α, β, ϕ) has three endvertices v(β), y p−1 and y p , a contradiction. Hence, we may assume θ = γ m1 and δ m ∈ ϕ(y p−1 ) for some m with 1 ≤ m ≤ n, which in turn gives γ m2 , α / ∈ ϕ(T −T n,q ) and δ m is only used by connecting edges in T .
By Claim 4.3, P v(γ m2 ) (α, γ m2 , ϕ) = P y p−1 (α, γ m2 , ϕ) and P yp (α, γ m2 , ϕ) is a different path from above. Let ϕ * = ϕ/P yp (α, γ m2 , ϕ). Since γ m2 ∈ ϕ(T n,q ), by applying Claim 4.4, we see that, in ϕ * , T n,q is an ETT and satisfies Conditions MP, R1 and R2. Moreover T satisfies condition MP, R1 and R2 in ϕ * because γ m2 , α / ∈ ϕ(T − T n,q ). If δ m ∈ ϕ * (y p ), then with δ m ∈ ϕ * (y p ) ∩ ϕ * (y p−1 ) and ϕ * (e p ) = γ m1 / ∈ ϕ * (y p−1 ), where we have Case 2.1.1. Hence δ m / ∈ ϕ * (y p ). Now by Claim 4.3, P v(γm 2 ) (δ m , γ m2 , ϕ * ) = P y p−1 (δ m , γ m2 , ϕ * ), and P yp (δ m , γ m2 , ϕ * ) is different from the path above. Let ϕ * * = ϕ * /P yp (δ m , γ m2 , ϕ * ). Since γ m2 ∈ ϕ * (T n,q ), by applying Claim 4.4, we see that in the T n,q -stable coloring ϕ * * , T n,q is an ETT satisfies Conditions MP, R1 and R2. Additionally, T satisfies condition MP, R1 and R2 since γ m2 / ∈ ϕ * (T − T n,q ) and δ m is only used by connecting edges in T . In ϕ * * , we have δ m ∈ ϕ * * (y p ) ∩ ϕ * * (y p−1 ), γ m1 = ϕ * * (e p ) / ∈ ϕ * * (y p−1 ), which also leads us back to Case 2.1.1.
We first assume θ = δ m for some m ≤ n. By condition R2, γ m1 / ∈ ϕ(T − T n,q ). By Claim 4.3, P v(γ m1 ) (α, γ m1 , ϕ) = P y p−1 (α, γ m1 , ϕ), and P yp (α, γ m1 , ϕ) is a path different from above. Let ϕ * = ϕ/P yp (α, γ m1 , ϕ). Since γ m1 ∈ ϕ(T n,q ), we see that ϕ * is T n,q -stable and T n,q satisfies conditions MP, R1, R2 in ϕ * by Claim 4.4. Moreover T satisfies condition MP, R1 and R2 since α, γ m1 / ∈ ϕ(T − T n,q ). Note that γ m1 / ∈ ϕ * (T − T n,q ). By Claim 4.3 again, P v(γ m1 ) (δ m1 , γ m1 , ϕ * ) = P y p−1 (δ m1 , γ m1 , ϕ * ), and P yp (δ m1 , γ m1 , ϕ * ) is a different path from above. Let ϕ * * = ϕ * /P yp (δ m1 , γ m1 , ϕ * ). Since γ m1 ∈ ϕ(T n,q ), by applying Claim 4.4, we see in ϕ * * , T n,q an ETT and conditions MP, R1, R2 hold. The fact that T satisfies conditions MP, R1 and R2 in ϕ * * follows from the fact that γ m1 / ∈ ϕ * (T − T n,q ). Note that in ϕ * * , we have δ m ∈ ϕ * * (y p ) ∩ ϕ * * (y p−1 ), γ m1 = ϕ * * (e p ) / ∈ ϕ * * (y p−1 ), which is Case 2.1.1. So, we assume θ / ∈ D n,q .
There exists a color β ∈ ϕ(T y p−2 ) − D n,q such that β / ∈ ϕ(T − T n,q ) satisfying either β / ∈ Γ n,q or there exist an r ∈ [n] with β = γ r1 ∈ Γ n,q and δ r ∈ ϕ(T y p−2 ). By Claim 4.3, P v(β) (α, β, ϕ) = P y p−1 (α, β, ϕ) and P yp (α, β, ϕ) is a different path from above. Let ϕ * = ϕ/P yp (α, β, ϕ). Applying Claim 4.4, we see that in the T n,q -stable coloring ϕ * , T n,q is an ETT satisfies conditions MP, R1 and R2. Moreover T satisfies conditions MP, R1 and R2 in ϕ * since α, β / ∈ ϕ(T − T n,q ). In ϕ * , we have β ∈ ϕ * (y p ) ∩ ϕ * (v(β)) and v(β) = y p−1 . Note that θ / ∈ ϕ * (T y p−1 − T n,q ) and β / ∈ ϕ * (T − T n,q ). Since β, θ / ∈ D n,q , by Claim 4.3, P v(β) (θ, β, ϕ * ) = P y p−1 (θ, β, ϕ * ) and P yp (θ, β, ϕ * ) is different path other than above. Let ϕ * * = ϕ/P y p−1 (θ, β, ϕ * ). Applying Claim 4.4 again, we see that in ϕ * * , T n,q is an ETT satisfies conditions MP, R1 and R2. Now we check R2 for T . Since θ / ∈ ϕ * (T y p−1 − T n,q ) and β / ∈ ϕ * (T − T n,q ), we have R2 satisfied if β / ∈ Γ n,q . For the case when β = γ r1 ∈ Γ n,q , we have δ r ∈ ϕ(T y p−2 ) which in turn gives condition R2. In ϕ * * , θ ∈ ϕ * * (y p ) ∩ ϕ * * (y p−1 ), ϕ * * (e p ) = β / ∈ ϕ * * (y p−1 ), which goes back to Case 2.2.1.
Claim 4.8. We may assume α / ∈ ϕ(T − T n,q ) and either α / ∈ D n,q ∪ Γ n,q or there exists k ∈ [n] such that α = δ k ∈ ϕ(T ) and γ k1 , γ k2 / ∈ ϕ(T − T n,q ).
Proof. By Claim 4.2, we have |ϕ(
The first inequality imples that there exists a color β ∈ ϕ(T p−2 ) − D n,q ∪ Γ n,q ∪ ϕ(T − T n,q ). If the second case happens, we take β = δ k . If β ∈ ϕ(y p ), we are done. Hence we assume β / ∈ ϕ(y p ). Let P := P yp (α, β, ϕ). We will show one of the following two statement holds. a: In coloring ϕ * = ϕ/P , T is an ETT and satisfies conditions MP, R1 and R2.
b: In ϕ, there exist a non-elementary ETT T ′ with the same ladder as T and q splitters where T n,q ⊆ T ′ such that conditions MP, R1 and R2 are satisfied, but p(T ′ ) < p(T ).
Note that Statement a gives Claim 4.8 while Statement b gives a contradiction. Note that β / ∈ Γ n,q by the choice of β in Claim 4.2. We proceed with the proof by considering three cases: α / ∈ Γ n,q , α ∈ Γ n,q − ϕ(T − T n,q ) and α ∈ Γ n,q ∩ ϕ(T − T n,q ).
If V (P ) ∩ V (T y p−1 ) = ∅, by Claim 4.4, we can show that in ϕ * = ϕ/P , T is an ETT and satisfies conditions MP, R1 and R2, so statement a holds. Hence we assume V (P ) ∩ V (T y p−1 ) = ∅. Along the order of P from y p , let u be the first vertex in V (T y p−1 ) and P ′ be the subpath joining u and y p . Let
, and
Note that e 0 / ∈ T ′ may happen when q > 0, but it is easy to see that T ′ is still an ETT with the same ladder as T and q splitters where T n,q ⊆ T ′ .
Case I: α / ∈ Γ n,q . Since α, β ∈ ϕ(T y p−2 ) and α / ∈ Γ n,q , T ′ is an ETT satisfying conditions MP, R1 and R2. Hence statment B holds and gives a contradiction to the minimality of p(T ).
Case II: α ∈ Γ n,q ∩ ϕ(T − T n,q ). Assume α = γ m1 for some m ≤ n. Since ϕ(e p ) = α, α ∈ ϕ(T y p−1 − T n,q ). Therefore we must have δ m ∈ ϕ(T y p−2 ) by condition R2. Furthermore, β ∈ ϕ(T y p−2 ). Therefore T ′ is an ETT and satisfies conditions MP, R1 and R2. Hence statement B holds.
Case III: α ∈ Γ n,q − ϕ(T − T n,q ). Let ϕ * = ϕ/P . By Claim 4.3, P is a path different from P v(α) (α, β, ϕ) = P v(β) (α, β, ϕ). Hence ϕ * is T n,q -stable and conditions MP, R1, R2 are satisfied for T n,q by Claim 4.4. Note that in this case ϕ(f ) = ϕ * (f ) for every edge f in E(T − T n,q ). Therefore T is an ETT satisfying conditions MP, R1 and R2 in coloring ϕ * . Hence Statement A holds. Now let ϕ and α be as the claim above. We then consider two cases.
Let T ′ = (T n,q , e 0 , y 0 , e 1 , y 1 , ..., e p−2 , y p−2 , e p , y p ). In this case, T ′ is an ETT satisfies conditions MP and R1. Note that T ′ also satisfies condition R2 with the exception θ = γ m1 and δ m ∈ ϕ(y p−1 ) for some m ≤ n, which gives a contradiction to the minimality of p(T ). Hence we may assume θ = γ m1 and δ m ∈ ϕ(y p−1 ) for some m ≤ n. By condition R2, we have γ m1 / ∈ ϕ(T y p−1 − T n,q ). By Claim 4.3, P v (α, γ m1 , ϕ) = P v(γ m1 ) (α, γ m1 , ϕ) and P yp (α, γ m1 , ϕ) is different from the path above. Let ϕ * = ϕ/P yp (α, γ m1 , ϕ). By Claim 4.4, T n,q is an ETT satisfying conditions MP, R1 and R2 in the T n,q -stable coloring ϕ * . Since α / ∈ ϕ(T −T n,q ), for every edge f ∈ E(T −T n,q ) we have ϕ * (f ) = γ m1 only if ϕ(f ) = γ m1 . Therefore in ϕ * , T is an ETT satisfying conditions MP, R1 and R2. Note γ m1 ∈ ϕ * (y p )∩ϕ * (v(γ m1 )). Since δ m ∈ ϕ(y p−1 ), we have δ m / ∈ ϕ(T − T n,q ). Let ϕ * * = ϕ * /P yp (δ m , γ m1 , ϕ * ). Applying Claim 4.3 and Claim 4.4, we can show as before that in ϕ * * , T is an ETT and satisfies conditions MP, R1, R2, and δ m ∈ ϕ * * (y p ) ∩ ϕ * * (y p−1 ). So, in ϕ * * we go back to Case 2.1.
We first assume θ = ϕ(e p ) = δ m for some m ≤ n. By condition R2,
, ϕ) and P yp (α, γ m1 , ϕ) is a different path from above. Let ϕ * = ϕ/P yp (α, γ m1 , ϕ). By Claim 4.4, in the T n,q coloring ϕ * , T n,q is an ETT and satisfies conditions MP, R1 and R2. Since α, γ m1 / ∈ ϕ(T − T n,q ), in coloring ϕ * , T n,q can be extended to T as an ETT and conditions MP, R1, R2 are satisfied. Now γ m1 ∈ ϕ * (y p ) and δ m , γ m1 / ∈ ϕ * (T − T n,q ). Similarly, by applying Claim 4.3 and Claim 4.4, we can show that in the coloring ϕ * * = ϕ * /P yp (δ m , γ m1 , ϕ * ), T is also an ETT and satisfies conditions MP, R1 and R2. Now δ m ∈ ϕ * * (y p )∩ϕ * * (y p−1 ), which is dealt in Case 2.1.1.
We now consider the case θ = ϕ(e p ) / ∈ D n,q . Since θ ∈ ϕ(y p−1 ) and T y p−1 is elementary, we have θ / ∈ Γ n,q , so θ / ∈ D n,q ∪ Γ n,q . Suppose α = D n,q . Then, α = D n,q ∪ Γ n,q by Claim 4.8. By Claim 4.3, P v(α) (α, θ, ϕ) = P y p−1 (α, θ, ϕ) and P yp (α, θ, ϕ) is a different path than the one above. Let ϕ * = ϕ/P yp (α, θ, ϕ). By Claim 4.4, in ϕ * , T n,q is an ETT and satisfies conditions MP, R1 and R2. Since θ, α / ∈ ϕ(T y p−1 − T n,q ) and α, θ / ∈ D n,q ∪ Γ n,q , T is an ETT in ϕ and conditions MP, R1, R2 hold. Now θ ∈ ϕ * (y p )∩ ϕ * (y p−1 ), which is dealt in Case 2.1. Hence we may assume α = δ m for some m ≤ n. By Claim 4.8, we have γ m1 , γ m2 , δ m / ∈ ϕ(T − T n,q ). By Claim 4.3, P v(γ m1 ) (α, γ m1 , ϕ) = P v (α, γ m1 , ϕ) and P yp (α, γ m1 , ϕ) is different from the β = δ k for some k = 1, 2, . . . , n and additionally γ k1 , γ k2 / ∈ ϕ(T y j−1 − T n,q ). (for the case when j = 1 we can take β ∈ ϕ(T n )).
We first consider the case α ∈ D n,q , say α = δ m for some m ≤ n. By condition R2, γ m1 / ∈ ϕ(T y i − T n,q )). By Claim 4.3, P v(γ m1 ) (δ m , γ m1 , ϕ) = P y i (δ m , γ m1 , ϕ) and P yp (δ m , γ m1 , ϕ) is different from the path above. Let ϕ * = ϕ/P yp (δ m , γ m 1 , ϕ). By Claim 4.4, in the T n,q -stable coloring ϕ * , T n,q satisfies conditions MP, R1 and R2. Since γ m1 / ∈ ϕ * (T y i − T n,q ) and δ m is used only by connecting edges in T y i , as an ETT in ϕ * , T n,q can be extended to T and conditions MP, R1, R2 hold. Note that γ m1 / ∈ ϕ * (T y j−1 −T n,q ). We
, ϕ * ) and P yp (β, γ m1 , ϕ * ) is different from the path above. Let ϕ * * = ϕ * /P yp (γ m 1 , β, ϕ * ). By Claim 4.4, T n,q satisfies conditions MP, R1 and R2 in the T n,q -stable coloring ϕ * * . From β, γ m1 / ∈ ϕ * (T y j−1 − T n,q ) we get β, γ m1 / ∈ ϕ * * (T y j−1 − T n,q ). Thus, in ϕ * * , T is an ETT and conditions MP, R1, R2 hold. Now β ∈ ϕ * * (y p ) ∩ ϕ * * (v(β)), So Claim 4.9 holds.
We now consider the case α / ∈ D n,q . We first assume that β / ∈ D n,q . Since β / ∈ ϕ(T y j−1 − T n,q ). By Claim 4.3, P v(β) (α, β, ϕ) = P y i (α, β, ϕ) and P yp (α, β, ϕ) is different from the path above. By Claim 4.4, in ϕ * = ϕ/P yp (β, α, ϕ), T n,q satisfies conditions MP, R1 and R2. For any edge f ∈ E(T y i ), ϕ(f ) = ϕ * (f ) since α, β / ∈ ϕ(T y i − T n,q ). So, as an ETT in ϕ * , T n,q can be extended to T as an ETT and conditions MP, R1 hold. By our choice of β, we have either β / ∈ D n,q ∪ Γ n,q or β ∈ D n,q . So, β / ∈ Γ n,q . Since both α, β / ∈ Γ n,q , T also satisfies condition R2 in ϕ * . It is seen that, in ϕ * , Claim 4.9 holds.
We now assume β = δ m for some m ≤ n. By our choice of β, we have δ m , γ m1 , γ m2 / ∈ ϕ(T y i − T n,q ). By Claim 4.3, P v(γ m1 ) (α, γ m1 , ϕ) = P y i (α, γ m1 , ϕ) and P yp (α, γ m1 , ϕ) a different path than above. Let ϕ * = ϕ/P yp (α, γ m1 , ϕ). By Claim 4.4, ϕ * is T n,q -stable and T n,q satisfies conditions MP, R1 and R2 in ϕ * . Since α, γ m1 / ∈ ϕ(T y i − T n,q ), we have α, γ m1 / ∈ ϕ * (T y i − T n,q ). So, as an ETT in ϕ * , T n,q can be extended to T and Condition R2 holds. Similarly, using the fact δ m , γ m1 / ∈ ϕ * (T y i − T n,q ), we
Again note that e 0 / ∈ T ′ may happen when q > 0, but it is easy to see that T ′ is still an ETT with the same ladder as T and q splitters where T n,q ⊆ T ′ .
Case I: α / ∈ Γ n,q . Since α, β ∈ ϕ(T y j−2 ), T ′ is an ETT satisfying conditions MP, R1 and R2, giving a contradiction to the minimality of p(T ).
Case II: α ∈ Γ n,q . Then by Claim 4.9, α = γ m1 ∈ Γ n,q for some m ≤ n and v(δ m ) ≺ ℓ y j−2 . Then δ m ∈ ϕ(T y j−2 ). Furthermore, β ∈ ϕ(T y j−2 ). Therefore T ′ is an ETT and satisfies conditions MP, R1 and R2, giving a contradiction to the minimality of p(T ).
Therefore we have V (P ) ∩ V (T y j−1 ) = ∅. Let ϕ * = ϕ/P . Then ϕ * is T y j−1 -stable and T j−1 satisfies conditions MP, R1 and R2. If α / ∈ Γ n,q , T satisfies conditions MP, R1 and R2 in ϕ * since β, α ∈ ϕ(T y j−2 ). If α ∈ Γ n,q , by Claim 4.9, α = γ m1 ∈ Γ n,q for some m ≤ n and v(δ m ) ≺ ℓ y j−2 . Therefore T satisfies conditions MP, R1 and R2 since β, δ m ∈ ϕ(T y j−2 ). Note that β / ∈ ϕ * (T y j ) and β ∈ ϕ * (y p )∩ϕ * (v(β)), where v(β) ≺ l y j−2 . Denote v = v(β) for convenience. Let γ ∈ ϕ(y j ). Then γ / ∈ Γ n,q . We then denote ϕ * = ϕ and consider the following two cases. By Claim 4.3, P v(β) (β, γ, ϕ) = P y j (β, γ, ϕ) and P yp (β, γ, ϕ) a different path than above. let ϕ * = ϕ/P yp (β, γ, ϕ). Then by Claim 4.4 ϕ * is T n,qstable and T n,q satisfies conditions MP, R1, R2 in ϕ * . Since γ, β / ∈ ϕ(T y j − T n,q ) and v ≺ l y j , and moreover γ, β / ∈ Γ n,q , T satisfies conditions MP, R1, and R2 in ϕ * . Now γ ∈ ϕ * (y p ) ∩ ϕ * (y j ), where we reach Case 3. Then γ m1 , γ m2 / ∈ ϕ((T y j − T n,q )) by our choice on β. By Claim 4.3, P v(β) (β, γ m1 , ϕ) = P v(γ m1 ) (β, γ m1 , ϕ) and P yp (β, γ m1 , ϕ) a different path than
A basic result
In applications, we usually apply TAA to get a "maximal" extension T * of T , namely we can not apply TAA on T * anymore. These maximal extensions T * may be not unique, but all they are closed and V (T * ) is unique. We will deduct some lower bounds of |V (T * ) − V (T )| by applying TAA with some constraints. This technique has been used in study Tashkinov trees by Scheide [17] and Haxell and McDonald [12] . If T is an ETT satisfying Conditions MP and R1, then any extension T * ⊇ T resulted from applying TAA also satisfies Conditions R1 and MP. For convenience, we denote T by T n+1 when T is closed and m(T ) = n. The closed property provides some flexibility for us to impose some conditions on trees between rungs.
An ETT T of a k-triple (G, e, ϕ) with ladder T 0 ⊂ T 1 ⊂ · · · ⊂ T n ⊂ T is called a simple ETT (SETT) if γ 1 = γ 2 = · · · = γ n . Following the definition, we have γ 1 ∈ ϕ(T 1 ) − ϕ(T n ). Clearly, all SETTs satisfy Conditions R1. We prove the following result which serves a fundamental result to lead to all results in Section 2.
Theorem 5.1. Let G be a non-elementary graph with χ ′ = k + 1 ≥ ∆ + 2 and e being a critical edge of G. If T is a closed SETT satisfying conditions MP with maximum number of m(T ) among all edge-k-colorings of G − e, then the following hold.
|T − T n | ≥ 2|ϕ(T n )| + 2 (6)
Proof. Let T be an SETT as defined in Theorem 5.1 and let γ := γ 1 = γ 2 · · · = γ n . We first show (5) holds. Otherwise, let α ∈ ϕ(T n ) − ϕ(T − T n ) and ϕ * = ϕ/(G − T n , α, γ). Clearly, ϕ * is a T n -stable coloring. Let δ n+1 be a defective color of T n+1 . Following the definition of connecting edge, color and companion color, we can extend T n+1 by adding a connecting edge f n+1 under condition MP, which gives a contradiction to maximality of m(T ), the number of rungs of T , a contradiction.
By Theorem 2.2, T is elementary. To prove (6) and (7), starting from T n ∪ {f n } we apply TAA repeatedly with priority of adding boundary edges with colors being missing on the vertices not in T n and call such an algorithm a modified TAA (mTAA). Clearly, the resulting SETT have the same vertex set as T . Assume, without loss generality, T itself is the resulted tree by applying mTAA till maximal to get a closed extension. For any α ∈ ϕ(T n ), let T α be the maximal segment of T before the last edge with color α being added. By (5), T α is a proper subtree of T for each α ∈ ϕ(T n ). Moreover, we have V (T α − T n ) = ∅ for each α ∈ ϕ(T n ) since the last connecting edge f n is not colored by colors missing in T n .
We claim that |T α | is odd for each α ∈ ϕ(T n ). Otherwise, let β ∈ ϕ(T α − T n ). Since T α is elementary and has even number of vertices, it has a boundary edge colored by β which should be added to T α before the corresponding α-edge, a contradiction. So, we have |E(T − T n )| ≥ 2|ϕ(T n )| + 2, where additional 2 follows from ϕ(f n ) / ∈ ϕ(T n ). So, (6) holds.
To prove (7), let e 1 ≺ ℓ e 2 ≺ ℓ · · · ≺ ℓ e q be the list of all edges in T n+1 − T n where ϕ(e i ) ∈ ϕ(T n ) for all i = 1, 2, . . . , q. Clearly, q ≥ |ϕ(T n )|. For each 1 ≤ i ≤ q, since T is elementary we have ϕ(b(e i )) ⊇ ϕ(T e i − T n ). On the other hand, according to mTAA, ϕ(∂(T e i ) ∩ ϕ(T e i − T n ) = ∅. By eliminating parallel edges, we can add at least |ϕ(T e i − T n )|/µ neighbors of b(e i ) in V − V (T e i ) to T e i ∪ {b(e i )} using colors in ϕ(T e i − T n ) = ∅. Since |ϕ(v)| ≥ χ ′ − 1 − ∆ for all v ∈ V (G), the following inequalities hold:
where T e q+1 = T n+1 . Hence,
Note that T e 1 contains f n and one more edge with color in ϕ(b(f n )), we have |T e 1 − T n | ≥ 2, which in turn gives (7).
