These are the kinds of questions researchers must ask themselves, especially when engaged in positivist quantitative experimentation. When the topic is an aspect of environmental research, we know that there are an astonishing number of potentially relevant parameters and variables, most of which cannot be accounted for in an experimental study.
In a study of stress using cortisol as a physiological marker, participant responses are compared after viewing projected images of distressing scenes, such as auto accidents, and calming scenes of nature (Ulrich et al., 2006) . Is the participant sample of sufficient size to draw conclusions from the study? Do the data collected by the cortisol measure provide an appropriate proxy for stress in the participants? Is the study asking the right question in order to determine hospital patients' responses to a view of nature from the window in a patient room? By itself, it could be difficult to draw conclusions from such a study. Because the circumstances of the study are quite different from the circumstances of a real patient's room, we accept the study as a way of partially answering a complex question, or providing support for a prior study, such as Roger Ulrich's (1984) pioneering study comparing medical records of surgery patients who had views of a brick wall with those who saw treetops.
These issues of data and conclusions are extremely important for researchers. Doctoral students are taught that quantitative studies must achieve rigor through validity and reliability. They use quantitative measures in carefully IT'S ALL ABOUT THE DATA EDITOR'S COLUMN planned experimental studies to test clear hypotheses and they must work with a sample that is sized to offer statistical power. The numerical outcome data of quantitative studies can be examined with statistical methods and illustrated with charts and graphs. Reliability is the degree to which the results accurately portray the total population over time, and the degree to which the results can be reproduced using the same methods. Validity, on the other hand, pertains to whether the results are an accurate measure of what was intended to be measured. More specific variations of validity include construct validity, which examines overall framework and hypothesis to see if the measures are appropriate for the question; internal validity, which confirms that the conclusion is warranted and lacks bias; and external validity, which assesses the ability to generalize from the study to other situations.
In determining rigor in qualitative research, which constitutes a large portion of social science research and environmental research, different methods are used and different kinds of data are produced, yielding results that are not mathematical or statistical. Yvonna Lincoln and Egon Guba (1985) have suggested that, lacking data from numerical and statistical sources, rigor is determined for qualitative studies by:
1. Credibility of the study methods and prolonged engagement with the study matter;
2. Dependability or the ability to duplicate similar results based on careful documentation of the study methods;
3. Confirmability based on a clear audit trail of the process; and 4. Transferability or the ability to use the results in other situations.
Qualitative studies produce ample relevant data, just not the types of mathematical and statistical data produced by quantitative methods.
There are some new and provocative ideas about the changing world of data. I recently finished reading Big Data (2013), the current bestseller by Viktor Mayer-Schönberger, a professor of Internet governance and regulation at the Oxford Internet Institute at Oxford University, and Kenneth Cukier, data editor for The Economist. The premise of "big data" revolves around the increasing ability to use massive data sets and multiple, non-related data sets in new ways. The authors suggest that the increasing computational power of processors and the decreasing cost of digital data storage make extraordinary studies and predictions based upon complex algorithms possible. Mayer-Schönberger and Cukier discuss some advantages of being able to combine one data set with another, producing new insights. The authors contend that when an entire population's data can be probed, it is the equivalent of n equals all, where the sample has actually become the whole population.
When a study has data for an entire population, it eliminates the role of the sample. Mayer-Schönberger and Cukier suggest that the sample was invented 100 years ago, give or take, to be representative of a population under study at a time when gathering all the data was prohibitive. Early errors based on extrapolating from a sample led to the understanding that randomization was crucial to the process. Scientific research then required narrowly defined studies based on clear hypotheses that could be tested with randomized representative samples. With big data, however, samples are no longer required and wider analysis is possible, including the ability to drill down into multiple sub-sets of the whole. The authors remind us that "data's value does not diminish when it is used; it can be processed again and again" (p. 101). They tell us that ever greater elements of the real world are being transformed into digital data forms that allow for analysis.
At the same time, Mayer-Schönberger and Cukier surprised me with the contention that in the world of big data, causality is no longer as important. If all conditions are known and a full set of data is used, one does not need a hypothesis. They claim it is sufficient to understand the correlations revealed in the data. No longer must one seek proof of causality as identification, and prediction by means of correlation is now possible at a high level. They suggest we are only truly interested in what, and are becoming less interested in why. The why isn't really important when all is known. What struck me about their arguments was the implication that big data leads us away from traditional, long-standing notions of quantitative research methods and toward the kinds of studies and analyses familiar to qualitative researchers. Much of the environmental research for healthcare is exploratory and qualitative.
Eventually, research informed design is all about the design practitioner's interpretation of the data. Marya Zilberberg (2012) , writing about evaluation of medical literature, advised us to avoid bias in our reading and interpretation of published studies. Researchers can be biased, and so can readers of their studies. Readers may succumb to interpretation bias when they evaluate the data based on preconceived notions, or may exhibit confirmation bias when they are less critical of data that matches what they think they know. Rescue bias refers to identifying presumed faults in a study in order to match prior beliefs, and Zilberberg calls defensive assertions that the study is about the wrong population and thus not relevant the "auxiliary hypothesis bias."
The practitioner, while avoiding as much bias as possible, must interpret the meaning of the data for the specific, unique project being designed. Medicine must treat each patient as unique. Zilberberg declares that, "Ultimately, however, each patient is a universe unto herself, since no two people will share the same genetics, environmental exposures, chronic condition profile, or other treatments, to name just a few characteristics that may impact response to therapy" (pp. [45] [46] . There is an analogous situation for the designer when dealing with a unique project on a specific site with a surrounding community context, highly local geologic and climatic conditions, and a cultural and regulatory framework. Interpretation of research data and its meaning in the project context will be unique and completely idiosyncratic. The data, after all, do not actually speak to the practitioner; they must always be interpreted.
Zilberberg leaves us with some final advice for evaluating studies. She reminds us that each new study must be seen in the context of the existing body of knowledge. She would have us ask whether the study answered the question it posed.
She wants us to be sure the reporting is appropriate for the methods, complete, and sufficiently transparent to allow us to understand exactly what was done. She even includes a list of websites (see Zilberberg, 2012, p. 151) , providing guidelines for reporting on different types of studies, such as randomized trials, meta-analyses, qualitative studies, and others. And finally, she would have us ask whether the study's conclusions are valid based on the reported data, and if so, are the conclusions valuable to us or the field. The data from these studies can play a big part in leading the practitioner to new and interesting design ideas.
Of course the data are always changing as new studies are completed. The authors of Big Data tell us that the Bayesian concept of inductive probability means that we continually update our understanding and beliefs as new data are added. Without the fancy wording, something like this has always been a premise of my argument against practitioners who fear that evidence-based design will be static, prescriptive, and a barrier to creative change. Interpretation of data requires careful attention to the uniqueness of each project, as well as to the constantly refreshed body of new findings that might be relevant. So, ultimately, the quality of your research informed design depends on the quality of your interpretation of the data. In so many ways, it's all about the data.
