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Recently, it has become clear that non-hermitian phenomena can be observed not only in open
quantum systems experiencing gain and loss but also in equilibrium single-particle properties of
strongly correlated systems. However, the circumstances and requirements for the emergence of
non-hermitian phenomena in each field are entirely different. While the implementation of postse-
lection is a significant obstacle to observe non-hermitian phenomena in open quantum systems, it
is unnecessary in strongly correlated systems. Until now, a relation between both descriptions of
non-hermitian phenomena has not been revealed. In this paper, we close this gap and demonstrate
that the non-hermitian Hamiltonians emerging in both fields are identical, and we clarify the condi-
tions for the emergence of a non-hermitian Hamiltonian in strongly correlated materials. Using this
knowledge, we propose a method to analyze non-hermitian properties without the necessity of post-
selection by studying specific response functions of open quantum systems and strongly correlated
systems.
Introduction– Recently, phenomena described by an
effective non-hermitian Hamiltonian(NHH) are inten-
sively studied, especially in the context of open quantum
systems(OQS)[1–12]. Effective NHH can induce novel
topological phases[1, 11, 13–17] and unique phenomena
such as anomalous edge states[7, 14], skin effects[18–22],
unusual quantum critical phenomena[8, 12, 23], unidi-
rectional invisibility [24–26], chiral transport [6, 27–30],
and enhanced sensitivity [9, 31–36]. Although the to-
tal Hamiltonian is hermitian, the dynamics of the partial
system alone can be described by an effective NHH, if the
observed particle number of the partial system does not
change during the time-evolution. An unchanged par-
ticle number in the partial system can be achieved by
applying postselection. However, postselection becomes
exceedingly difficult because the probability of finding
a system with an unchanged particle number decreases
exponentially[37]. Thus, the study of non-hermitian phe-
nomena in OQS has been limited to small systems.
Besides experimental and theoretical studies of ef-
fective NHH in the context of OQS, Kozii and Fu[38]
demonstrated that an effective NHH describes the single-
particle properties in strongly-correlated systems(SCS),
which can result in the emergence of exceptional points
and Fermi arcs in the spectral function. The spec-
tral function or other response functions can be calcu-
lated by the single-particle Green’s function, GR(ω,k) =
(ω−H0(k)−Σ(ω,k))−1 , where H0 is the non-interacting
part of the Hamiltonian and Σ(ω,k) is the self-energy.
The self-energy is represented by a non-hermitian ma-
trix describing the correlations between particles, where
the imaginary part of the self-energy describes the de-
cay of a single-particle excitation. The single-particle
Green’s function can thus be written as GR(ω,k) = (ω−
Heff (ω,k))−1 , where Heff (ω,k) = H0(k) + Σ(ω,k) is
an effective NHH. It has been shown that non-hermitian
properties of the effective Hamiltonian are related to cor-
relation effects[39–44] and might be used to explain con-
troversially discussed phenomena, such as quantum oscil-
lations in topological Kondo insulators[45] or the pseu-
dogap phase in high-Tc cuprates[38]. It is interesting
to note that in the context of Green’s functions in SCS,
postselection, which is usually difficult to realize, is not
necessary to detect non-hermitian phenomena.
Until now, studies of effective NHH in the context of
OQS and SCS are proceeding nearly independently from
each other. It is unclear whether a relation between the
effective NHH in both fields exists, and why postselec-
tion is not necessary in the context of SCS, while it is
a big obstacle in experimental studies of non-hermitian
phenomena in OQS.
In this paper, we demonstrate that the NHH describ-
ing the Green’s function is equal to the NHH describing
a single particle coupled to the rest of particles acting as
a bath under postselection. For this purpose, we analyze
the dynamics of a single particle in the Hubbard model
using the quantum master equation (QME) in the con-
text of OQS. The equivalence of the NHH in the single-
particle spectral function and in the QME makes it pos-
sible to study non-hermitian phenomena in OQS by ana-
lyzing certain response functions without applied postse-
lection. Our analysis furthermore reveals why postselec-
tion is not necessary to observe non-hermitian phenom-
ena in the context of single-particle Green’s functions.
Quantum Master equation for the Hubbard model –
First, we derive the QME for the dynamics of a single
particle in a strongly correlated material. Furthermore,
we demonstrate that the effective NHH in the context
of OQS under postselection corresponds to that in the
single-particle Green’s function in the context of SCS.
We here use the Hubbard model as a prototypical model
describing SCS. In order to derive the effective NHH in
the Hubbard model in the context of OQS, we divide
the degrees of freedom into a system, describing a single
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2FIG. 1. To derive an effective non-hermitian Hamiltonian for
the single-particle dynamics in the Hubbard model in the con-
text of OQS, we divide the electrons into a system, including
only one particle, and the rest of the particles, acting as bath.
particle, (k0, σ), at momentum k0 in spin-state σ, and a
bath, which includes the rest of the electrons, see Fig. 1.
Thus, the total Hubbard Hamiltonian is divided into the
Hamiltonian of the system, HS , the Hamiltonian of the
bath, HB , and the coupling between system and bath,
Hc. The Hamiltonian becomes
Htot =
∑
k,σ
(k + µc)c
†
kσckσ+U
∑
i
ni↑ni↓ (1)
= HS +HB +Hc (2)
HS = (k0+µc+Unσ¯)c†k0σck0σ = ξc
†
k0σ
ck0σ (3)
HB =
∑
(k,σ′) 6=(k0,σ)
(k + µc)c
†
kσ′ckσ′ (4)
+
U
N
∑
σ′
∑
k1,k2,
k3,k4
6=(k0,σ)
δk1+k3,k2+k4c
†
k1σ′ck2σ′c
†
k3σ¯′ck4σ¯′
Hc = U
N
∑
k1,k2,k3
6=k0
δk1+k3,k0+k2
(
c†k0σck1σc
†
k2σ¯
ck3σ¯ + h.c.
)
=
U
N
(
C†σ ⊗ Bσ + h.c.
)
(5)
Cσ = ck0σ (6)
Bσ =
∑
k1,k2,k3
6=k0
δk1+k3,k0+k2ck1σc
†
k2σ¯
ck3σ¯, (7)
where c
(†)
kσ is an annihilation(creation) operator of an elec-
tron in momentum k and spin-direction σ. k is the en-
ergy dispersion, µc is the chemical potential, U is the
Hubbard interaction, and N is the number of the lattice
sites. Note that the coupling between the system and the
bath corresponds to a part of the two-particle interaction.
Starting from the von Neumann equation for the den-
sity matrix of the full system, ddtρ(t) = −i[H, ρ(t)], we
derive the QME for the density matrix of the system in
𝒌𝟎 𝒌𝟎 + 𝒒 𝒌𝟎
𝒌% + 𝒒
𝒌%
FIG. 2. Feynman diagram which describes the dynamics of
the QME in second-order. The slashed double lines corre-
spond to full Green’s function which do not include the scat-
tering to k0. The black triangle corresponds to the full two-
particle vertex, which does not include scattering via k0.
second-order perturbation in Hc,
∂
∂t
ρIS(t) = −
∫ t
t0
dstrB
[
Hc(t),
[Hc(s), ρIS(s)⊗ ρB]], (8)
where ρIS(t) is the density matrix of the system, i.e.
the single particle. We here use the interaction rep-
resentation ρI(t) = eiHStρ(t)e−iHSt and Hc(t) =
ei(HS⊗HB)tHce−i(HS⊗HB)t.
The commutators in Eq. (8) include terms such as[37]
C†σCσρS(s)⊗ TrB
[
Bσ(t)B†σ(s)ρB
]
=
C†σCσρS(s)⊗ TrB
[ ∑
k1,k2,k3
δk1+k3,k0+k2 (9)
×ck1σ(t)c†k2σ¯(t)ck3σ¯(t)c
†
k3σ¯
(s)ck2σ¯(s)c
†
k1σ
(s)ρB
]
.
This trace over three creation and three annihilation op-
erators including the time evolution by the full Hamil-
tonian, only missing the scattering via (k0, σ), appears
in the second-order diagram for the self-energy shown in
Fig. S1.
Because the amplitude of a single scattering process via
k0 vanishes in the limit of an infinite large bath, N →∞,
the self-energy shown in Fig. S1 becomes the exact self-
energy in second-order perturbation in Hc(not U). Even
when considering higher-order perturbations in Hc, we
find that the QME still can be described by the self-
energy[37]. Collecting all terms in Eq.(8), we obtain
∂
∂t
ρIS(t) =
∫ t
t0
ds
[
−iRe(Sl(t− s))[C†σCσ, ρIS(s)] (10)
+iRe(Sg(t− s))[CσC†σ, ρIS(s)]
+Im(Sl(t− s))
(
{C†σCσ, ρIS(s)} − 2CσρIS(s)C†σ
)
+Im(Sg(t− s))
(
{CσC†σ, ρIS(s)} − 2C†σρIS(s)Cσ
)]
,
3with
Sl(t) = Σ
T (t)eiξt
Sg(t) = (Σ
R(t)− ΣT (t))eiξt
where ΣT is the time-ordered self-energy, ΣR is the re-
tarded self-energy, and ξ = k0+µc+Unσ¯.
We see that the time-evolution of the density-matrix
of a single particle at (k0, σ) is governed by the self-
energy Σ
R/T
k0,k0
(s). However, because Eq. (10) includes
gain and loss terms, i.e. 2CσρIS(s)C†σ and 2C†σρIS(s)Cσ,
the dynamics cannot be described by an effective NHH
alone.
We next fix the particle number of the system, which
corresponds to applying postselection. We restrict the
Hilbert space to states where c†k0σck0σ + c
†
k0σ¯
ck0σ¯ = 1.
We furthermore assume the absence of magnetism, which
results in c†k0σck0σ = ck0σc
†
k0σ
in the restricted Hilbert
space. Due to these restrictions, the gain and loss terms
vanish in Eq. (10), and the commutators and anticom-
mutators can be summed up
∂
∂t
ρI PSS (t) = (11)
−i
∫ t
t0
ds
(
Seff (t− s)ρI PSS (s)− ρI PSS (s)S†eff (t− s)
)
Seff (t− s) = ΣR(t− s)eiξ(t−s)c†k0σck0σ, (12)
where ρ
(I) PS
S (t) is the density matrix with applied post-
selection. By using the Markov approximation, ρS(s)→
ρS(t), and taking the limit t0 → −∞, we find that the
density matrix of a single particle under postselection can
be written as
∂
∂t
ρPSS (t) = −i
(
HeffρPSS (t)− ρPSS (t)H†eff
)
(13)
Heff = H0 + ΣR0 (ξ)c†k0σck0σ, (14)
which corresponds to the von Neumann equation with an
effective NHH. Thus, the time-evolution of the density-
matrix of a single particle (k0, σ) is given by an effective
NHH including the self-energy, if postselection is applied.
We note that the frequency dependence of the self-energy
has vanished because of the Markov approximation and
taking the limit t0 → −∞.
However, in the context of SCS, the Green’s function is
described by an effective NHH without postselection[38–
44]. To clarify the reason why postselection is not nec-
essary in this context, we will now introduce the re-
tarded Green’s function in the steady state using the
density matrix form, which is given as GROQS(t) =
−iΘ(t)Tr
[(C(t)C†(0) + C†(0)C(t))ρSSS ]. Here, ρSSS is the
density matrix of the single particle in the long-time
limit (steady-state). Combining the density-matrix, ρSSS ,
with the creation-operator, C†, we define the density-
matrix describing the single-particle Green’s function,
ρRGFS = C†ρSSS +ρSSS C†. Thus, we can rewrite the Green’s
function as
GROQS(t) = −iΘ(t)Tr
[CρRGFS (t)],
where the time evolution of ρRGFS (t) is given by the QME
in Eq. (10).
When considering a system which includes only a sin-
gle particle, (k0, σ), ρ
RGF
S (t) is given by the following
matrix element, |σ〉 〈0|, where |σ〉 = c†k0,σ |0〉. Gain and
loss terms vanish in the time evolution for this matrix el-
ement, because C† |σ〉 〈0| C = C |σ〉 〈0| C† = 0. Therefore,
the QME can be written as
∂
∂t
ρI RGFS (t) = −i
∫ t
t0
ds
(
Seff (t− s)ρI RGFS (s) (15)
−ρI RGFS (s)S†eff (t− s)
)
⇒ −iωρRGFS ( ω )− ρRGFS (t0) = (16)
−i
(
Heff (ω)ρRGFS (ω)− ρRGFS (ω)H†eff (ω)
)
Heff (ω) = H0 + ΣR(ω)c†k0,σck0,σ (17)
and the Green’s function becomes
GROQS(ω) = −iTr
[CρRGFS (ω)] = 1ω − ξ − ΣR(ω) (18)
We here have demonstrated the following statements:
First, the Green’s function of a single particle described
as an OQS and its effective NHH is identical to the
Green’s function and its NHH in closed equilibrium sys-
tems. Second, the dynamics of ρPSS and ρ
RGF
S are de-
scribed by the same equations, Eq. (11) and Eq. (15).
We can conclude that the effective NHH describing the
dynamics under postselection is identical to the effective
NHH describing the Green’s function in SCS. Thus, we
can analyze non-hermitian phenomena, which are observ-
able in OQSs under postselection, by studying the spec-
tral function A(ω) = − 1pi ImGROQS(ω) in equilibrium or
the nonequilibrium steady state. While postselection be-
comes increasingly difficult in large systems, the analy-
sis of spectral properties remains feasible. We note that
non-hermitian properties may occur in different response
functions than the single-particle spectral function and
that the correspondence between the NHH in the den-
sity matrix under postselection and the NHH in the re-
sponse function depends on the kind of the postselec-
tion. Third, because the density matrix describing the
Green’s functions in the context of OQS is given by the
off-diagonal matrix element, i.e. |↑〉 〈0|, gain and loss
terms vanish in the QME, and postselection is unneces-
sary to derive an effective NHH. We note that, even if
we consider larger systems, for example a system includ-
ing (k0, ↑) and (k0, ↓), gain and loss contributions in the
QME for the Green’s function vanish [37].
Dynamics of the Hubbard model in the quantum Master
equation – Finally, we use the above-introduced QME to
4describe single-particle properties in the Hubbard model
on a 2D square lattice. We furthermore show that the
Markov approximation, which ignores the memory effect
of the QME dynamics, fails to describe the full spec-
tral function in the Mott phase of the Hubbard model in
which non-Markovian dynamics plays an important role.
We have shown above that the time-evolution of
the density matrix is determined by the self-energy
in the QME. We here use the dynamical mean field
theory (DMFT) combined with the numerical renor-
malization group (NRG) to calculate an approximate
self-energy.[46–48] Using the self-energy obtained by
DMFT/NRG in the QME, Eq. (10), we show the re-
laxation dynamics of the density matrix into the steady
state, and demonstrate that the spectral function calcu-
lated by the QME approach is identical with the spectral
function directly obtained by DMFT/NRG.
In Fig. 3, we compare the spectral functions calculated
by the QME and by DMFT/NRG for the weak-coupling
regime (Fig. 3(a)) and the Mott insulator (Fig. 3(c)) for
k0 = (0.4pi, 0.4pi). We furthermore include a comparison
between the QME approach using the Markov approx-
imation and the full dynamics. In the weak-coupling
regime, the spectral functions obtained by DMFT and
the QME with and without Markov approximation agree
with each other. Figure 3(b) shows the time-evolution
of the diagonal elements of the density matrix with and
without Markov approximation in the QME, Eq. (10).
In the weak-coupling regime, memory effects are not im-
portant and therefore the Markov approximation works
well. The dynamics without memory effects is given by
an exponential decay as shown in Fig. 3(b). We conclude
that that the Markov approximation can describe the
full dynamics of the system in the weak-coupling regime,
Fig. 3(a-b).
In the Mott-insulating phase, shown in Fig. 3(c), the
non-Markov spectral function does also agree with the
spectral function obtained by DMFT/NRG. On the other
hand, the spectral function calculated with the Markov
approximation is nearly zero. In the Mott insulating
regime, the Markov approximation describes strong dis-
sipation due to the strong scattering with the bath elec-
trons and the resulting spectral function has only a
small and wide peak. Non-Markovian dynamics is es-
sential to correctly describe the strongly interacting sys-
tem. Both peaks in the spectral function are described
by quasi-particles which follow non-Markovian dynamics.
In Fig. 3(d), we show the dynamics of the diagonal ele-
ments of the density matrix comparing between Marko-
vian and non-Markovian dynamics. Both approaches
show a strong decay into the same steady state. Ad-
ditional to the strong decay of the matrix element of
the density-matrix, the non-Markovian dynamics show
a strong oscillatory behavior of the occupation number.
In the supplemental materials[37], we perform a similar
analysis for the periodic Anderson model, showing that
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FIG. 3. Spectral function and the time-evolution of the di-
agonal elements into the steady state in the weak-coupling
regime and in the Mott insulating phase. The parameters
in Fig. (a) and (b) are as follows: k = −0.49 µc = −0.2,
U = 0.4, and the temperature T = 0.001. The parameters in
Fig. (c) and (d) are as follows; k = −0.12, t = 0.1, µc = −0.8,
U = 1.6,T = 0.00006. The blue, red and green lines in (a) and
(c) show the spectral function as calculated by the Green’s
function, non-Markov QME (Eq. 15), and the Markov QME
in the limit of t0 → −∞ (Eq. (13)), respectively. The blue
and the red lines in (b) and (d) show the dynamics of the
diagonal elements |0 >< 0| and | ↑><↑ | from the initial
state ρi = | ↑><↑ |. The full lines and the dashed lines cor-
respond to the non-Markovian dynamics and the Markovian
dynamics, respectively.
also in this model the spectral function of a small system
described as an OQS and its effective NHH are identical
to the Green’s function and its NHH in closed equilibrium
systems.
Summary and Discussion – By analyzing the Hubbard
model as an OQS, we have proved that the effective NHH
appearing in the context of OQS and equilibrium Green’s
functions are identical. We have demonstrated that the
spectral function of a single particle described as an OQS
is given by the same non-hermitian Hamiltonian describ-
ing the density matrix of the particle under postselec-
tion. Thus, non-hermitian phenomena that have been
analyzed in the dynamics of a system under postselec-
tion can also be studied by analyzing spectral functions
both in OQS and SCS without postselection. We have
also shown that postselection is not necessary to derive
a NHH from the spectral function, because off-diagonal
elements govern the dynamics of the spectral function,
and gain and loss contributions automatically vanish. In
the process of deriving the QME for a single particle, we
have succeeded in showing that Feynman diagrams, e.g.,
representing the self-energy, describe the non-Markovian
dynamics of a fermionic system coupled to a fermionic
bath. This technique might also be applied to other sys-
tems, such as QuBits coupled to fermionic baths. Finally,
we have demonstrated the importance of non-Markovian
5dynamics to describe the dynamics in the strongly corre-
lated regime.
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quantum systems and strongly-correlated electron systems”
S1. POSTSELECTION IN OPEN QUANTUM
SYSTEMS
Repeated measurement of the bath, selecting a specific
class of outcomes, and resetting the bath to its initial
state, has a strong effect on the dynamics of the density
matrix of the system. This is known as postselection and
can be written as
ρS → ρ′S = PmρSPm/tr[PmρSPm] (S1)
where ρS is the density matrix of the system and Pm is
the projection operator on the result of the measurement,
m. The dynamics of the projected density matrix of the
system under postselection becomes
ρ′S(t+ δt) = ρ
′
S(t)− i
(
H′effρ
′
S(t)− ρ′S(t)H′†eff (S2)
−
∑
α
γαL′αρ′S(t)L′†α
)
(S3)
ρ′S(t+ δt) = PnρS(t+ δt)Pn/tr[PnρSPn] (S4)
O′ = PnOPm. (S5)
where O is an arbitrary operator acting on the system
and γαL′αρ′S(t)L′†α describes the gain or loss, resulting in
a change of the particle number of the system. When
the repeated measurement of the system is performed in
a way so that the particle number of the system does not
change, the gain and loss modes disappear due to the
projection operators. Thus, the dynamics of the open
quantum system under postselection is described by an
effective non-hermitian Hamiltonian.
S2. REPRESENTATION OF THE DYNAMICS
IN THE QUANTUM MASTER EQUATION BY
THE SELF-ENERGY
A. Exact representation for open quantum systems
by projection operator method
Here, we review the exact master equation of the dy-
namics of open quantum systems by using the projection
operator P and Q. P is the projection operator on the
Hilbert space, where the system and the bath are disen-
tangled, Pρ = trB[ρ]⊗ ρB and Q = 1− P.
We suppose that odd moments of the interaction, Hc,
which describes the coupling between bath and system,
vanish. Thus,
trB
[
Hc(t1) . . .Hc(t2n+1)︸ ︷︷ ︸
odd power
ρB
]
= 0, (S6)
which leads to the relation
PL(t1) . . .L(t2n+1)P = 0, (S7)
where
L(tn)ρ = −i[Hc(tn), ρ]. (S8)
The dynamics of the disentangled system and its com-
plement can be written as
∂
∂t
Pρ(t) = P ∂
∂t
ρ(t) = PL(t)
(
P +Q
)
ρ(t) (S9)
∂
∂t
Qρ(t) = Q ∂
∂t
ρ(t) = QL(t)
(
P +Q
)
ρ(t). (S10)
Using Eq. (S9), Eq. (S10), and Eq. (S7), we can derive
Qρ(t) = Qρ(t0) +
∫ t
t0
dsQL(s)
(
P +Q
)
ρ(s) (S11)
= Qρ(t0) +
∫ t
t0
dsQL(s)Qρ(t0) (S12)
+
∫ t
t0
dsQL(s)Pρ(s)
+
∫ t
t0
dt1QL(t1)
∫ t1
t0
dt2QL(t2)
(
P +Q
)
ρ(t2)
= G(t, t0)Qρ(t0) +
∫ t
t0
dsG(t, s)QL(s)Pρ(s),
where we introduce the forward propagator
G(t, s) = T exp
[∫ t
s
ds′QL(s′)
]
. (S13)
T describes the chronological time ordering. By inserting
Eq.(S12) into Eq.(S9), we can derive the dynamics of the
system, which reads
∂
∂t
Pρ(t) = I(t, t0)Qρ(t0) +
∫ t
t0
dsK(t, s)Pρ(s)
(S14)
I(t, t0) = PL(t)G(t, t0)Q (S15)
K(t, s) = PL(t)G(t, s)QL(s)P. (S16)
Eq.(S14) is the exact quantum Master equation by using
the projection operator, which is known as Nakajima-
Zwanzig equation.[49]
The first term in Eq. (S14) disappears when we assume
that the system and the bath are not entangled in the
initial state. Furthermore, if we change Pρ(s) → Pρ(t)
in Eq. (S14), the dynamics of the system is determined
only by the current state of the system, which is known
as Markov approximation.
7B. Correspondence between the perturbation
approach in Nakajima-Zwanzig equation and the
diagram approach in Green function method
In this section, we confirm that the dynamics in
Eq. (S14) is described by the self-energy.
First, we confirm this result for the second order per-
turbation about the interaction Hc, which corresponds
to a second order process in L. We note that any odd
order perturbation term disappears because of Eq. (S7).
The second order term of K(t) reads,
K2(t, s) = PL(t)L(s)P. (S17)
Applying this to the Hubbard model in the main text,
we obtain
K2(t, s)ρS(s) = −trB
[
Hc(t),
[Hc(s), ρIS(s)⊗ ρB]],
(S18)
which becomes
−
∫ t
0
dstrB
[
C†σ(t)⊗ Bσ(t),
[Cσ(s)⊗ B†σ(s), ρIS(s)⊗ ρB]]
+h.c.
We here have used that the bath is in equilibrium so that
[HB , ρB ] = 0 is satisfied. Performing the commutators
in the above expression, we find the following terms
(
C†σ(t)Cσ(s)ρIS(s)− Cσ(s)ρIS(s)C†σ(t)
)
⊗ trB
[
Bσ(t)B†σ(s)ρB
]
=
(
C†σCσρIS(s)− CσρIS(s)C†σ
)
⊗
(
iΣT2 (t− s)eiξ(t−s)
)
(S19)(
ρIS(s)C†σ(s)Cσ(t)− Cσ(t)ρIS(s)C†σ(s)
)
⊗ trB
[
ρBBσ(s)B†σ(t)
]
=
(
ρIS(s)C†σCσ − CσρIS(s)C†σ
)
⊗
(
iΣT2 (t− s)eiξ(t−s)
)†
(S20)(
Cσ(t)C†σ(s)ρIS(s)− C†σ(s)ρIS(s)Cσ(t)
)
⊗ trB
[
B†σ(t)Bσ(s)ρB
]
=
(
CσC†σρIS(s)− C†σρIS(s)Cσ
)
⊗
(
i(ΣR2 (t− s)− ΣT2 (t− s))eiξ(t−s)
)†
(S21)(
ρIS(s)Cσ(s)C†σ(t)− C†σ(t)ρIS(s)Cσ(s)
)
⊗ trB
[
ρBB†σ(s)Bσ(t)
]
=
(
ρIS(s)CσC†σ − C†σρIS(s)Cσ
)
⊗
(
i(ΣR2 (t− s)− ΣT2 (t− s))eiξ(t−s)
)
(S22)
We note that terms such as trB[Bσ(t)B†σ(s)ρB ] can be
visualized as shown in Fig. S1 and correspond to the
ΣT2 (t−s) (time-ordered self-energy) in second-order. This
correspondence is shown in more detail in S3.
Using
Sl(t) = Σ
T (t)eiξt
Sg(t) = (Σ
R(t)− ΣT (t))eiξt,
we can describe the quantum Master equation in second
order using the self-energy, which reads
∂
∂t
ρIS(t) =
∫ t
0
ds (S23)
×
[
−iSrl (t− s)[C†σCσ, ρIS(s)]
+ iSrg(t− s)[CσC†σ, ρIS(s)]
+ Sil (t− s)
(
{C†σCσ, ρIS(s)} − 2CσρIS(s)C†σ
)
+ Sig(t− s)
(
{CσC†σ, ρIS(s)} − 2C†σρIS(s)Cσ
)]
Sl(t) = S
r
l (t) + iS
i
l (t) (S24)
Sg(t) = S
r
g(t) + iS
i
g(t). (S25)
We also confirm the forth order term of K(t) which
corresponds to the forth order Feynman diagrams. The
forth order term of K(t) can be written as,
K4(t) =
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
(
PL(t)L(t1)L(t2)L(t3)P
− PL(t)L(t1)PL(t2)L(t3)P
8𝒌𝟎 𝒌𝟎 + 𝒒 𝒌𝟎
𝒌% + 𝒒
𝒌%
FIG. S1. Second order Feynman diagram
𝒌𝟎 𝒌𝟎 + 𝒒 𝒌𝟎
𝒌% + 𝒒
𝒌%
𝒌𝟎 + 𝒒% 𝒌𝟎
𝒌” + 𝒒%
𝒌”
FIG. S2. Improper forth order Feynman diagram
The first term on the right-hand side corresponds to a
forth order Feynman diagram. The other terms can be
described by improper Feynman diagrams, such as shown
in Fig. S2. The projection operator, Q, in Eq. (S16)
removes all improper Feynman diagrams from K. Higher
order terms, Kn, can be described in the same way by
higher-order terms of the self-energy. Therefore, we can
conclude that the self-energy describes the dynamics of
the master equation.
In the main text, we use the dynamical mean field
theory to calculate the self-energy, which is then used
in the master equation. We calculate ΣT in dynamical
mean field theory by calculating∑
k′,q n(k
′ + q, ω)(1− n(k′, ω))(1− n(k0 + q, ω))∑
k′,q(1− n(k′ + q, ω))n(k′, ω)n(k0 + q, ω)
= ΣT (ω)/(ΣR(ω)− ΣT (ω)) (S26)
Eq. (S26) is satisfied when the equilibrium state of the
bath is described by ρB =
∑
n |n〉 〈n| e−βn/
∑
n e
−βn .
S3. SELF-ENERGY IN DENSITY MATRIX
REPRESENTATION
In this section, we further clarify why
trB
[
Bσ(t)B†σ(s)ρB
]
an similar terms arising in Eq. (S16)
correspond to the self-energy. The single-particle Green’s
function GTk0(t, s) for t > s is defined as
GTk0(t, s) = trtotal
[
ck0(t)c
†
k0
(s)ρtotal
]
, (S27)
where ck0(t) = e
iHtck0e
−iHt. Splitting the Hamiltonian
into a free part and the interaction, H = H0 + Hint, we
can use the interaction representation and write
e−iHt = e−iH0tS(t)
S(t) = T exp[−i ∫ t
0
dsHint(s)
]
eiHt = S−1(t)eiH0t
S(t, s) = T exp[−i ∫ t
s
ds1Hint(s1)
]
= S(t)S−1(s)
H′B = QHintQ
Hc = PHintQ+QHintP
Hint = H′B +Hc
SB(t) ≡ T exp
[−i ∫ t
0
dsH′B(s)
]
.
By using these relations, we can write
GTk0(t, s) = trtotal
[
S−1(t)cIk0(t)S(t− s)cI†k0(s)S(s)ρtot
]
(S28)
'
∫ ∫
ds1ds2trtotal
[
S−1B (t)cIk0(t)SB(t− s2)HIc(s2)× SB(s2 − s1)HIc(s1)SB(s1 − s)cI†k0(s)SB(s)ρtot
]
(S29)
=
∫ ∫
ds1ds2G
0T
k0 (t, s2)trB
[
B(s2)B†(s1)ρB
]
G0Tk0 (s1, s) (S30)
=
∫ ∫
ds1ds2G
0T
k0 (t, s2)Σ
T (s2 − s1)G0Tk0 (s1, s). (S31)
When deriving Eq.(S29) from Eq.(S28), we have used
second order perturbation in Hc. In this equation, ΣT is
the 0th order term in Hc, but exact in H′B . We thus have
shown that trB
[
Bσ(t)B†σ(s)ρB
]
in Eq.(9) in the main text
corresponds to the self-energy.
9S4. SPECTRAL FUNCTION IN THE CASE OF
LARGER SYSTEM
When considering a system which includes the
Hilbert space spanned by c
(†)
k0,↑ and c
(†)
k0,↓, additional
terms such as UN
∑
q
(
c†k0σck0+qσc
†
k+qσ¯ck0σ¯ + h.c.
)
and
U
N
∑
q
(
c†k0σck0+qσc
†
k0σ¯
ck0−qσ¯ + h.c.
)
appear in the cou-
pling Hamiltonian HC . This leads to additional gain and
loss modes, which can be described by the two-particle
self-energy, which is however ignored in this paper for
simplicity. We can write down the quantum master equa-
tion for the density operator of the spectral function,
ρSF (t) = a(t) |↑〉 〈0|+ b(t) |2〉 〈↓| ,
where |0〉 is the unoccupied system and |2〉 =
c†k0,↑c
†
k0,↓ |0〉. The quantum master equation becomes
∂
∂t
(
a(t)
b(t)
)
=
∫ t
t0
ds×(
Seff (t−s)+2Sig(t−s) −2Sil (t−s)
−2Sig(t−s) Seff (t−s)+2Sil (t−s)
)(
a(s)
b(s)
)
,
Thus, the spectral function is given as
∂
∂t
Tr
[
C↑ρSF (t)
]
=
∂
∂t
(
a(t) + b(t)
)
(S32)
=
∫ t
t0
dsSeff (t− s)
(
a(s) + b(s)
)
.
In this case, the dynamics of ρSF originally includes
gain and loss modes. However, when calculating the
trace for the spectral function, the gain and loss terms
disappear. We finally can derive the spectral function by
Fourier transformation
A↑↑(ω) =
1
pi
Tr
[CρSFS (ω)] = i/pi(ω − ξ − ΣR(ω)), (S33)
where we use a(0) + b(0) = 1 as initial condition. There-
fore, even when we consider a larger system, the gain
and loss modes appearing in the dynamics of ρSF can-
cel in the spectral function, whose dynamics is described
by an effective non-hermitian Hamiltonian, Heff (ω) =
H0 + ΣR(ω). This statement holds generally in OQS.
S5. SPECTRAL FUNCTION IN THE STEADY
STATE OF OPEN QUANTUM SYSTEMS
Here, we verify that gain and loss terms in the quan-
tum Master equation do not affect the dynamics of the
spectral function. Therefore, the spectral function can
be described by an effective non-hermitian Hamiltonian,
which is identical to the effective non-hermitian Hamil-
tonian in the quantum Master equation under postselec-
tion.
We suppose that the density matrix in the steady state
is given as ρSS =
∑
n an |n〉 〈n| and that odd powers of
the coupling Hamiltonian vanish when tracing out the
bath, which can be written as TrB[B2m+1ρB ] = 0. B
is a fermionic operator of the coupling Hamiltonian on
the Hilbert space of the bath. Furthermore, we suppose
the absence of gain and loss modes such as ψαρψ
†
β(α 6=
β), where α and β correspond to an internal quantum
numbers such as spin or orbital, and ψα is the fermionic
annihilation operator of an electron in state α.
In general, the density matrix of a fermionic system
can be written as
ρ(t) =
∑
sα,s′α,sβ ,s
′
β ,···=0,1
Dsα,s′α,sβ ,s′β ,...(t)
×ψ†(sα)α ψ†(sβ)β . . . |0〉 〈0| . . . ψ
(s′β)
β ψ
(s′α)
α (S34)
=
∑
n,n′
Dn,n′(t) |n〉 〈n′| , (S35)
where n(′) = (s(′)α , s
(′)
β , . . . ) and s
(′)
α represents the occu-
pation number of a particle in state α.
We consider the spectral function Aαα(t) =
Tr[(ψα(t)ψ
†
α + ψ
†
αψα(t))ρSS ], which can be written us-
ing ρSF = (ψ†αρSS + ρSSψ
†
α). The density matrix of the
spectral function and its initial condition can be written
using m = (sβ , sγ , . . . )
ρSF (t) =
∑
m
Bm(t)ψ
†
α |m〉 〈m| (S36)∑
m
Bm(0) = 1 (S37)
⇒ Aαα(t) = Tr
[
ψαρ
SF (t)
]
=
∑
m
Bm(t). (S38)
We consider now the contribution to ∂∂t
∑
mBm(t) from
the gain and loss terms Slβ(t− s)ψβρSF (s)ψ†β (β 6= α). It
is important to see that the (non-hermitian) counterpart,
− 12Slβ(t−s){ψ†βψβ , ρSF (s)}, must exist for each gain and
loss term, because of the conservation of probability in
the dynamics of the quantum master equation. By defin-
ing ψ†α |m1〉 〈m1| = ψ†αψ†β |m2〉 〈m2|ψβ , we can rewrite
this part of the master equation for the spectral function
as
Slβ(t− s)
[
ψβψ
†
α |m1〉 〈m1|ψ†β −
{
ψ†βψβ , ψ
†
α |m1〉 〈m1|
}
2
]
= Slβ(t− s)
[
ψ†α |m2〉 〈m2| − ψ†α |m1〉 〈m1|
]
. (S39)
If we take the trace, Tr[ψα ∼], the contribution of the
loss term and the counterpart vanish. The arguments
above hold true for any (β,m) and for the gain terms.
We note that to derive Eq. (S39), we have to consider
the commutation relation between Hc and ψ†α.
On the other hand, gain and loss terms including S
g(l)
α
vanish because ψαρ
SFψ†α = ψ
†
αρ
SFψα = 0 as is writ-
ten in the main text. The spectral function Aαα is not
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affected by S
l/g
β and can be described only by the non-
hermitian term SRα . Therefore, the spectral function of a
general fermionic OQS can be described by an effective
non-hermitian Hamiltonian without postselection.
Although we here have assumed that gain and loss
modes such as ψαρψ
†
β(α 6= β) do not exist, we will show
in the next section that the spectral function in the pe-
riodic Anderson model(PAM) is also only described by a
non-hermitian Hamiltonian. In the PAM, such gain and
loss terms appear due to the hybridization between the
conduction- and the f -electrons.
S6. QUANTUM MASTER EQUATION IN THE
PERIODIC ANDERSON MODEL
In the main text, we have proven in the Hubbard model
that the non-hermitian Hamiltonian describing the spec-
tral functions is identical to the non-hermitian Hamilto-
nian in the quantum master equation under postselec-
tion. Here, we extend our considerations to the periodic
Anderson model(PAM) reading
HPAM =
∑
kσ
(
(k + µc)c
†
kσckσ+(fk + µf )f
†
kσfkσ
+V (f†kσckσ+h.c.)
)
+U
∑
i
nfi↑n
f
i↓ (S40)
where c
(†)
kσ , f
(†)
kσ are annihilation (creation) operators of
the c- and the f -electrons for momentum k and spin-
direction σ. c,f are the kinetic energy for the c- and
the f -electrons, µc,f the chemical potentials for the c-
and f -electron band, V a local hybridization, and U a
density-density interaction for the f electrons.
As in the Hubbard model, we first divide the total
Hamiltonian into the system, the bath, and the coupling
Hamiltonian,
H = HS +HB +Hc (S41)
HS = (k0+µc)c†k0σck0σ+(fk0+µf+Unσ¯)f
†
k0σ
fk0σ
+V (f†kσckσ+h.c) (S42)
=
∑
±
±ξ
†
±,σξ±,σ (S43)
HB =
∑
k 6=k0
(
(k + µc)c
†
kσckσ+(fk + µf )f
†
kσfkσ (S44)
+V (f†kσckσ+h.c)
)
+U
∑
k1,k2,k3,k4 6=k0
δk1+k3,k2+k4f
†
k1σ
fk2σf
†
k3σ¯
fk4σ¯
Hc = U
∑
k0,k1,k2,k3
δk1+k3,k0+k2
(
f†k0σfk1σf
†
k2σ¯
fk3σ¯ + h.c.
)
,
(S45)
The Hilbert space of the system contains the c-electron
in (k0, σ) and the f -electron in (k0, σ), where the spin-
direction σ is fixed.
Although the size of the Hilbert space of the system
becomes larger than in the Hubbard model, we can derive
the QME in the same way, ignoring the two-particle self-
energy. The quantum master equation is given as
∂
∂t
ρIS(t) =
∫ t
t0
ds×{
−i
[
(ξ†−σ ξ
†
+σ)
(
SRr−−(t− s) SRr−+(t− s)
SRr+−(t− s) SRr++(t− s)
)(
ξ−σ
ξ+σ
)
, ρIS(s)
]
+Sliαβ(t− s)
({
ξ†αξβ , ρS(s)
}− 2ξβρS(s)ξ†α)
+Sgiαβ(t− s)
({
ξαξ
†
β , ρS(s)
}− 2ξ†βρS(s)ξα)} (S46)
with
SRrαβ(t− s) = sαsβRe(ΣR(t)ei(ξαt−ξβs))
Slαβ(t− s) = sαsβIm
(
ΣT (t)ei(ξαt−ξβs)
)
Sgαβ(t− s) = sαsβIm
(
(ΣR(t)− ΣT (t))ei(ξαt−ξβs))
f
(†)
k0σ
= −s−ξ(†)−σ + s+ξ(†)+σ, c(†)k0σ = s+ξ
(†)
−σ + s−ξ
(†)
+σ
s± =
{(√
h21 + V
2 ± h1
)
/2
√
h21 + V
2
} 1
2
h1 =
(
k − fk
)
/2
As in the Hubbard model, when fixing the particle
number and the magnetization of the system by postse-
lection, we find that the dynamics of the density matrix
(under postselection) in the limit of t0 → −∞ and us-
ing the Markov approximation is given by an effective
non-hermitian Hamiltonian as
∂
∂t
ρPSS (t) = −i
(
HeffρPSS (t)− ρPSS (t)H†eff
)
(S47)
where the effective non-hermitian Hamiltonian is given
as
Heff = c(k0)c†σcσ + V (c†σfσ + h.c.)
+
(
f (k0) + Σ
R
)
f†σfσ (S48)
ΣR =
ΣR(ξ+) + Σ
R(ξ−)
2
+
h1(Σ
R(ξ+)− ΣR(ξ−))
2
√
h21 + V
2
. (S49)
We here have used postselection as (ξ†±↑ξ±↑ = ξ
†
±↓ξ±↓ =
0.5 ↔ ξ†±↑ξ±↑ = ξ±↑ξ†±↑) to derive Eq. (S48). We sup-
pose that the observation under postselection leads to
ξ†±↑ξ±↑+ ξ
†
±↓ξ±↓ = 1 and that there is no magnetization.
Here, we have derived the effective non-hermitian
Hamiltonian in the context of OQS. The dynamics is
again described by the retarded self-energy. If we ignore
the frequency dependence of the self-energy (ΣR(ξ+) =
ΣR(ξ−) = ΣR), we see that the effective non-hermitian
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FIG. S3. Spectral functions and matrix elements of the den-
sity matrix in the metallic regime at high temperature and
the Kondo insulating phase at low temperature. The param-
eters in (a) and (b) are as follows: tc = 1.0, tf = −0.05,
µc = 0, µf = −1.0, U = 2.0, V = 0.36, and the tem-
perature is T = 0.13. The parameters in (c) and (d) are
tc = 1.0, tf = −0.05, µc = 0, µf = −1.0, U = 2.0, V = 0.5
and T = 0.0002. The blue, red and green lines in (a) and
(c) show respectively the spectral functions calculated di-
rectly by the Green’s function, the spectral function using
non-Markovian dynamics and the Markov dynamics in the
limit of t0 → −∞. The dashed (full) lines in (b) and (d)
show the Markovian dynamics (non-Markovian dynamics) of
the diagonal elements of the density matrix from the initial
state ρi = ξ
†
−|0 >< 0|ξ−.
Hamiltonian describing the dynamics in the quantum
master equation and the effective non-hermitian Hamil-
tonian of the spectral function agree with each other.
In the case of non-Markovian dynamics, the time-
dependence of the self-energy must be considered, which
makes an analytical comparison between the density ma-
trix under postselection and the spectral function dif-
ficult. Therefore, we numerically compare the non-
Markovian dynamics of the quantum master equation
with those of the single-particle Green’s function calcu-
lated by the DMFT/NRG.
S7. DYNAMICS OF THE PAM IN THE
QUANTUM MASTER EQUATION
We here compare the Markovian dynamics and the
non-Markovian dynamics in the PAM by numerical sim-
ulations in the metallic phase above the Kondo tempera-
ture and in the Kondo insulating phase below the Kondo
temperature. We here use the self-energy as calculated
by dynamical mean-field theory (DMFT) combined with
the numerical renormalization group (NRG) and calcu-
late the spectral function and the diagonal elements of
the density matrix using the quantum master equation
with and without Markov-approximation. Figure S3(a)
and (c) show the spectral functions calculated by the
DMFT/NRG and the spectral function calculated by the
QME, where k0 = (0.5pi, 0.5pi).
The spectral function calculated by the QME with
non-Markovian dynamics agrees with the spectral func-
tion calculated directly from the Green’s function. This
shows that the real time dynamics of the spectral func-
tion corresponds to the dynamics of the QME under
postselection because gain and loss terms vanish in the
spectral function. Therefore, the effective non-hermitian
Hamiltonian in the spectral function corresponds to the
effective non-hermitian Hamiltonian in the non-Markov
QME under postselection. In Fig. S3(a) and (c), the
spectral function by the QME using the Markov approx-
imation in the limit of t0 → −∞ only includes the self-
energy at ω = ξ± and neglects the frequency dependence
of the self-energy around the Fermi energy. In this case,
the effective Hamiltonian in the QME describes the scat-
tering away from the Fermi energy. Thus, the spectral
function calculated by the QME with Markov approxi-
mation includes the particle-hole excitations at ω = ±U2
but cannot describe the excitation near the Fermi en-
ergy. The peaks at high temperature in Fig. S3(a) are
smeared out wider than those at low temperature due to
the stronger scattering at high temperature.
Figures S3(b) and (d), show that the relaxation of the
diagonal elements form the initial state ρi = ξ
†
−|0 ><
0|ξ− using Markovian and non-Markovian dynamics.
In the metallic regime above the Kondo temperature,
Fig. S3(b), these elements oscillate but are strongly
damped. On the other hand, in the Kondo-insulating
regime below the Kondo temperature, the oscillation per-
sists for a long time. We believe that this change of the
dynamics is related to the Kondo crossover. We note
that the Markov dynamics in the limit of t0 → −∞
in Fig. S3 does not significantly change between high-
temperature metallic state and low-temperature insulat-
ing state. Therefore, we can conclude that the Kondo
crossover from the metallic behavior at high tempera-
ture to the insulator at low temperature originates from
the change in the non-Markovian dynamics.
