Abstract. Many representations have been presented to enable the effective evolution of computer programs. Turing was perhaps the first to present a general scheme by which to achieve this end. Significantly, Turing proposed a form of discrete dynamical system and yet dynamical representations remain almost unexplored within genetic programming. This paper presents results from an initial investigation into using a simple dynamical genetic programming representation within a Learning Classifier System. It is shown possible to evolve ensembles of dynamical Boolean function networks to solve versions of the well-known multiplexer problem. Both synchronous and asynchronous systems are considered.
Introduction
In 1948 Alan Turing produced a paper entitled "Intelligent Machinery" in which he was first to highlight evolutionary search as a possible means by which to program machines (e.g., see [Copeland, 2004] for an overview). In the same paper, Turing also presented a formalism he termed "unorganised machines" by which to represent intelligence within computers. These consisted of two types: A-type unorganised machines, which were composed of two-input NAND gates randomly connected into networks; and, B-type unorganised machines which included an extra triplet of NAND gates on the arcs between the NAND gates of A-type machines by which to affect their behaviour in a supervised learning-like scheme through the constant application of appropriate extra inputs to the network. In both cases, each NAND gate node updates in parallel on a discrete time step with the output from each node arriving at the input of the node(s) on each connection for the next time step. The structure of unorganised machines is very much like an artificial neural network with recurrent connections and hence it is perhaps surprising that Turing made no reference to McCulloch and Pitts" [1943] prior seminal paper on networks of binarythresholded nodes. However, Turing"s scheme extended McCulloch and Pitts" work in that he also considered the training of such networks with his B-type architecture. This has led to their also being known as "Turing"s connectionism". Moreover, as Teuscher [2002] has highlighted, Turing"s unorganised machines are (discrete) nonlinear dynamical systems and therefore have the potential to exhibit complex behaviour despite their construction from simple elements. That is, each node in the network is an active, constantly updating entity, which is in contrast to the majority of feedforward and recurrent artificial neural networks. The current work aims to exploit the potential of such systems for general computation through the use of evolutionary search, what is herein termed "dynamical genetic programming" (DGP).
A number of representations have been presented by which to enable the evolution of computer programs, the most common being tree-based LISP Sexpressions of course (e.g., [Koza, 1992] ). Other forms of Genetic Programming (GP) [Koza, 1992] include the use of machine code instructions (e.g., [Banzhaf, 1993] ) and finite state machines (e.g., [Fogel et al., 1965] ). Most relevant to the form of GP to be explored in this paper is the small amount of prior work on graph-based representations. Teller and Veloso"s [1996] "neural programming" uses a directed graph of connected nodes, each with functionality defined in the standard GP way, with recursive connections included. Significantly, each node is executed with synchronous parallelism for some number of cycles before an output node"s value is taken. Poli (e.g., [Pujol & Poli, 1998 ]) presented a very similar scheme wherein the graph is placed over a two-dimensional grid and executes its nodes synchronously in parallel. Other examples of graph-based GP typically contain sequentially updating nodes (e.g., [Miller, 1999] [Niehaus & Banzhaf, 2001] ). Schmidt and Lipson [2007] have recently demonstrated a number of benefits from (non-dynamical) graph encodings over traditional trees, such as reduced bloat and increased computational efficiency. The motivating idea behind this work is that Turing"s initial scheme can be augmented with elements of more recent discrete dynamical systems research and evolutionary computing to create a flexible and robust approach to the automated design of computer programs for difficult problems. That is, it is proposed that using simulated evolution to shape computer programs capable of rich temporal behaviour in themselves will enable the effective control or prediction of systems which contain complex dynamics. In particular, the use of parameter self-adaptation and asynchronous node/instruction execution is presented.
Evolving Discrete Dynamical Systems
The most common form of discrete dynamical system is the Cellular Automaton (CA) [von Neumann, 1966] which consists of an array of cells (lattice of nodes) where the cells exist in states from a finite set and update their states in parallel in discrete time. Traditionally, each cell calculates its next state depending upon its current state and the states of its closest neighbours. That is, CAs may be seen as a graph with a (typically) restricted topology. Packard [1988] was the first to use evolutionary computing techniques to design CAs such that they exhibit a given emergent global behaviour. Following Packard, Mitchell et al. (e.g., [1993] ) have investigated the use of a Genetic Algorithm (GA) [Holland, 1975] to learn the rules of uniform binary CAs. As in Packard"s work, the GA produces the entries in the update table used by each cell, candidate solutions being evaluated with regard to their degree of success for the given task. Andre et al. [1999] repeated Mitchell et al."s work whilst using traditional GP to evolve the update rules. They report similar results. Sipper (e.g., [1997] ) presented a non-uniform, or heterogeneous, approach to evolving CAs. Each cell of a one-or two-dimensional CA is also viewed as a GA population member, mating only with its lattice neighbours and receiving an individual fitness. He shows an increase in performance over Mitchell et al." s work by exploiting the potential for spatial heterogeneity in the tasks. Teuscher [2002] used a GA to design unorganised machines for simple bit-stream regeneration and pattern classification tasks. In this paper the general approach of evolving a graph of coupled units which update in parallel to exhibit a desired behaviour is cast as performing an arbitrary computation as the emergent phenomenon.
Random Boolean Networks
The discrete dynamical systems known as random Boolean networks (RBN) were originally introduced by Kauffman [1969] to explore aspects of biological genetic regulatory networks. Since then they have been used as a tool in a wide range of areas such as self-organisation (e.g., [Kauffman, 1993] ), computation (e.g., [Mesot & Teuscher, 2005] ) and robotics (e.g., [Quick et al., 2003] ). An RBN typically consists of a network of N nodes, each performing a Boolean function with K inputs from other nodes in the network, all updating synchronously. As such, RBN may be viewed as a generalization of both binary CAs and Turing"s A-type unorganised machines. Therefore in this paper RBNs are used as the basic representation scheme with which to design dynamical computer programs through evolutionary search. Since they have a finite number of possible states and they are deterministic, the dynamics of RBN eventually fall into a basin of attraction. It is well-established that the value of K affects the emergent behaviour of RBN wherein attractors typically contain an increasing number of states with increasing K. Three phases of behaviour are suggested: ordered when K=1, with attractors consisting of one or a few states; chaotic when K>3, with a very large numbers of states per attractor; and, a critical regime around K=2, where similar states lie on trajectories that tend to neither diverge nor converge and 5-15% of nodes change state per attractor cycle (see [Kauffman, 1993] for discussions of this critical regime, e.g., with respect to perturbations). Analytical methods have been presented by which to determine the typical time taken to reach a basin of attraction and the number of states within such basins for a given degree of connectivity K (see [Kauffman, 1993] ).
Previously, Van den Broeck and Kawai [1990] explored the use of a simulated annealing-type approach to design feedforward RBN for the four-bit parity problem and Lemke et al. [2001] evolved RBN of fixed N and K to match an arbitrary attractor. More closely akin to the approach proposed here, Kauffman [1993, p.223] describes the use of evolution to design RBN which must play a (mis)matching game where mutation is used to change connectivity, the Boolean functions and N. In this paper, the same degrees of freedom are allowed for the evolutionary search but parameter self-adaptation is included and the Learning Classifier System (LCS) [Holland, 1976] framework is used. In particular, LCS evolve an ensemble of solutions to a given task (see [Drugowitsch, 2008] for discussions) wherein divisions of the problem space emerge along with their solution. To date, no temporally dynamic representation scheme has been used within LCS. A number of representations have previously been presented beyond the traditional binary scheme however, including integers [Wilson, 2001] , real numbers [Wilson, 2000] , Lisp Sexpressions (e.g., [Ahluwalia & Bull, 1999] ), fuzzy logic [Venzuela-Rendon, 1991] and neural networks [Bull, 2002] . Thus this paper also represents an initial study into the use of simple forms of dynamical system within LCS. A very small number of studies have considered multiple, coupled RBN (e.g., [Bull & Alonso-Sanz, 2008] ) but no previous consideration of ensemble scenarios, as here, are known.
Dynamical GP in a Learning Classifier System
In this paper a version of the simple accuracy-based LCS termed YCS [Bull, 2005a] -which is a derivative of Wilson"s XCS [Wilson, 1995] -is used. YCS is without internal memory and maintains a rulebase of P initially randomly created rules. Associated with each rule is a predicted payoff value (p), a scalar which indicates the error () in the rule"s predicted payoff and an estimate of the average size of the niches (action sets -see below) in which that rule participates (). The initial random population has these parameters initialized, somewhat arbitrarily, to 10.
On receipt of an input message, the rulebase is scanned, and any rule whose condition matches the message at each position is tagged as a member of the current match set [M] . An action is then chosen from those proposed by the members of the match set and all rules proposing the selected action form an action set [A] . A version of XCS"s explore/exploit action selection scheme will be used here. That is, on one cycle an action is chosen at random and on the following the action with the highest average payoff is chosen deterministically. No learning occurs on exploit trials -they are simply used to indicate progress.
The simplest case of immediate payoff reward R is considered here. Reinforcement in YCS consists of updating the error, the niche size estimate and then the payoff estimate of each member of the current [A] using the Widrow-Hoff delta rule with learning rate :
The original YCS employs two discovery mechanisms, a panmictic (standard global) GA and a covering operator. On each time-step there is a probability g of GA invocation. The GA uses roulette wheel selection to determine two parent rules based on the inverse of their error:
Here the exponent v enables control of the fitness pressure within the system by facilitating tuneable fitness separation under fitness proportionate selection (see [Bull, 2005a] for discussions). Offspring are produced via mutation (probability ) and crossover (single point with probability ), inheriting the parents" parameter values or their average if crossover is invoked. Replacement of existing members of the rulebase uses roulette wheel selection based on estimated niche size. If no rules match on a given time step, then a covering operator is used which creates a rule with the message as its condition and a random action, which then replaces an existing member of the rulebase in the usual way. Parameter updating and the GA are not used on exploit trials.
In this paper, to aid the generalization process, the panmictic GA is altered to operate within niches (e.g., see [Bull, 2005a] for discussions). The mechanism uses XCS"s time-based approach under which each rule maintains a time-stamp of the last system cycle upon which it was part of a GA. The GA is applied within the current [A] when the average number of system cycles since the last GA in the set is over a threshold  GA . If this condition is met, the GA time-stamp of each rule is set to the current system time, two parents are chosen according to their fitness using standard roulette-wheel selection, and their offspring are potentially crossed and mutated, before being inserted into the rulebase as described above.
To use RBN as the rules within this system the following scheme is adopted. Each of an initial randomly created rule"s nodes has K randomly assigned connections, here 1 ≤ K ≤ 5. There are initially as many nodes N init as input fields I for the given task and its outputs O, plus one other, as will be described, i.e., N init =I+O+1. The first connection of each input node is set to the corresponding locus of the input message. The other connections are assigned at random within the RBN as usual. In this way the current input state is always considered along with the current state of the RBN itself per network update cycle by such nodes.
Matching consists of executing each rule for T cycles based on the current input. The value of T is typically chosen to be well within the basin of attraction of the RBN. Nodes are initialised randomly. In this study well-known Boolean problems are explored and hence there are only two possible actions, meaning only one output node is required. An extra "matching" node is also required to enable RBNs to (potentially) only match specific sets of inputs. If a given RBN has a logical "1" on the match node, regardless of its output node"s state, the rule does not join [M] . This scheme has also been exploited within neural LCS [Bull, 2002] . Thereafter match set and action set processing proceeds as described above. A cover operator has not been found necessary in the tasks explored here.
Due to the need for a possible different number of nodes within the rules for a given task, the representation scheme is of variable length. In this initial study, mutation only is used here and applied to the node"s logic and connectivity map at rate . Node logic is represented by a binary string and its connectivity by a list of K integers in the range [1, N] . Since each rule has a given fixed K value, each node maintains a binary string of length 2 K which forms the entries in the look-up table for each of the possible 2 K input states of that node, i.e., as in Packard"s [1988] aforementioned work on evolving CAs, for example. These strings are subjected to mutation on reproduction at the self-adapting rate  for that rule. Hence, within the RBN representation, evolution can define different Boolean functions for each node within a given network rule, along with its connectivity map. Typically, in LCS, as within GAs and GP, the parameters controlling the algorithm are global and remain constant over time. However this is not always the case in evolutionary computing; in Evolution Strategies (ES) [Schwefel, 1981] , forms of Evolutionary Programming (Meta-EP) [Fogel et al., 1991] and in some GAs (e.g., [Bäck, 1992] ), the mutation rate is a locally evolving entity in itself, i.e., it adapts during the search process. Selfadaptive mutation not only reduces the number of hand-tunable parameters of the evolutionary algorithm, it has also been shown to improve performance (e.g., [Bäck, 1992] ). The approach has been used to add adaptive mutation to LCS [Bull et al., 2000] , and to control other system parameters, such as the learning rate (e.g., [Hurst & Bull, 2001] ). The results demonstrate that adaptive parameters can provide improved performance, particularly in dynamic environments. Here each rule has its own mutation rate , stored as a real number and initially seeded uniform randomly in the range [0.0,1.0]. This parameter is passed to its offspring. The offspring then applies its mutation rate to itself using a Gaussian distribution, i.e.,  ' =  e N(0,1) , before mutating the rest of the rule at the resulting rate.
As noted above, this process is also used to enable the number of nodes, i.e., the complexity of the RBN, to vary to match the task. Each rule also contains a second mutation rate , adjusted in the same way as . Once standard mutation is applied, the probability  is tested. Upon satisfaction, a new randomly connected node is either added or the last added node is removed. The latter case only occurs if the network currently consists of more than the initial number of nodes. This self-adaptive growth scheme has previously been used within neural LCS (e.g., [Hurst & Bull, 2006] ), within GAs [Bull, 2005b] , and ES [Bull, 2008] . Evolving variable-length solutions via mutation only has previously been explored a number of times (e.g., [Fogel et al., 1965] ). Whereas traditional GP can be seen to primarily rely upon recombination to search the space of possible tree sizes, although the standard mutation operator effectively increases or decreases tree size also.
All other GA processing of the LCS is as described above.
Experimentation
Versions of the well-known multiplexer task are used in this paper. These Boolean functions are defined for binary strings of length l = x + 2 x under which the x bits index into the remaining 2 x bits, returning the value of the indexed bit. The correct classification to a randomly generated input results in a payoff of 1000, otherwise 0. Figure 1 shows the performance of the RBN-LCS on the 6-bit multiplexer problem with most parameters taken from [Bull, 2005a] : P=2000, v=10,  GA =25, =0.2, T=100 and N init = 8 (6 inputs, one output, one match node). After [Wilson, 1995] , performance from exploit trials only is recorded (fraction of correct responses are shown), using a 50-point running average, averaged over ten runs. It can be seen that a near optimal solution is learnt around 30,000 trials with optimality seen around trial 70,000. The average degree of connectivity K converges to around 2, i.e., connectivity evolves to the aforementioned critical regime identified for RBN in general. This behaviour indicates that the evolutionary process is able to identify an appropriate typical topology with which to generate complex behaviour, i.e., in this case a computation. For other tasks, other values of K may prove beneficial; high K may be expected in random number generation, for example. The average error drops significantly, as does the mutation rate, with the growth mutation dropping more slowly and a corresponding slight amount of growth is seen. It can be noted that a growth event under which a new node is added into an RBN is essentially neutral here since the new node receives inputs from the existing nodes (or itself) on addition but only provides inputs to other nodes after subsequent connectivity mutations. Figure 2 shows the performance of the system with the same parameters on the 11-bit multiplexer problem. It can be seen that an optimal solution is learnt around 200,000 trials in this harder case, with similar behaviour for the various parameters.
In the aforementioned work on evolving CAs, the global behaviour of the lattice is typically used to determine the output of the discrete dynamical system. The same approach has also been explored here such that if a fraction of nodes  within the given rule are in state "0", the rule is said to match the current input and advocate action "0". Conversely, if the fraction of nodes are in state "1", the rule is said to match and advocate action "1". Otherwise the rule is deemed not to match the current input. Under this scheme N init = I. = 0.75 is used here. The results in Figure 3 on the 6-bit multiplexer suggest that this is beneficial to the evolutionary process with optimal performance realised around 20,000 learning trials. The average connectivity of rules is approximately 1.75 and the networks typically grow one extra node. Figure  4 shows the approach is again faster on the 11-bit problem. Therefore this "population encoding" scheme appears more robust, as might be expected, although future work will continue to explore this aspect of DGP.
As a rough benchmark, whilst direct comparison is perhaps difficult due to the use of a different training scheme, it can be noted that Koza [1992] reports ~7.3 x 10 7 evaluations being required with traditional GP to solve the 11-bit problem, i.e., considerably more than the ~1 x 10 5 evaluations seen in Figure 4 . 
Asynchronous DGP in a Learning Classifier System
As noted above, traditional RBN consist of N nodes updating synchronously in discrete time steps but asynchronous versions have also been presented, after [Harvey & Bossomaier, 1997] , leading to a classification of the space of possible forms of RBN [Gershenson, 2002] . Asynchronous forms of CA have also been explored (e.g., [Ingerson & Buvel, 1984] ) wherein it is often suggested that asynchrony is a more realistic underlying assumption for many natural and artificial systems. Harvey and Bossomaier [1997] showed that asynchronous RBN exhibit either point attractors, as seen in asynchronous CAs, or "loose" attractors where "the network passes indefinitely through a subset of its possible states" [ibid.] (as opposed to distinct cycles in the synchronous case). Thus the use of asynchrony represents another feature of RBN with the potential to significantly alter their underlying dynamics thereby offering another mechanism by which to aid the simulated evolutionary design process for a given task. Di Paolo [2001] showed it is possible to evolve asynchronous RBN which exhibit rhythmic behaviour at equilibrium. Asynchronous CAs have also been evolved (e.g., [Sipper et al., 1997]) . No prior work on the use of asynchronous RBN for computation is known and neither is any prior work on asynchronous node/instruction updating in any other form of GP.
Asynchrony is here implemented as a randomly chosen node being updated on a given cycle, with as many updates per overall network update cycle as there are nodes in the network before an equivalent cycle to one in the synchronous case is said to have occurred (see [Gershenson, 2002] for alternative schemes). Figure 5 shows how, despite their potentially very different underlying dynamics to synchronous RBN, the performance of the two systems is very similar (compare with Figure 4 ). The only marked difference is in the evolution of smaller networks on average; initial growth is typically lost in the asynchronous case. Similar results are found for the node output scheme (not shown).
Conclusions
Sixty years after Turing"s seminal work and almost forty years after Kauffman"s presentation of RBN, this paper has explored discrete Boolean forms of dynamical GP. In particular, a form of LCS has been presented with which to design ensembles of dynamical genetic programs. It has here been shown that evolutionary search is able to design ensembles that collectively solve a computational task under the reinforcement learning scheme of LCS. It can be noted that Forrest and Miller [1989] used RBN to model the internal rule chaining of traditional LCS.
Current research is exploring many of the myriad of possibilities dynamical GP presents as a form of evolutionary computing by which to solve complex problems. Most importantly, it is being applied to tasks where the evolution of their temporal behaviour can be exploited directly, such as time-series data mining and adaptive control. 
