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Abstract. Interactions between shallow groundwater and
land surface processes play an important role in the ecohy-
drology of riparian zones. Some recent land surface mod-
els (LSMs) incorporate groundwater-land surface interac-
tions using parameterizations at varying levels of detail. In
this paper, we examine the sensitivity of land surface evapo-
transpiration (ET) to water table depth, soil texture, and two
commonly used soil hydraulic parameter datasets using four
models with varying levels of complexity. The selected mod-
els are Hydrus-1D, which solves the pressure-based Richards
equation, the Integrated Biosphere Simulator (IBIS), which
simulates interactions among multiple soil layers using a
(water-content) variant of the Richards equation, and two
forms of a steady-state capillary ﬂux model coupled with a
single-bucket soil moisture model. These models are ﬁrst
evaluated using ﬁeld observations of climate, soil moisture,
and groundwater levels at a semi-arid site in south-central
Nebraska, USA. All four models are found to compare rea-
sonably well with observations, particularly when the effects
of groundwater are included. We then examine the sensitiv-
ity of modelled ET to water table depth for various model
formulations, node spacings, and soil textures (using soil hy-
draulic parameter values from two different sources, namely
Rawls and Clapp-Hornberger). The results indicate a strong
inﬂuence of soil texture and water table depth on groundwa-
ter contributions to ET. Furthermore, differences in texture-
speciﬁc, class-averaged soil parameters obtained from the
two literature sources lead to large differences in the sim-
ulated depth and thickness of the “critical zone” (i.e., the
zone within which variations in water table depth strongly
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impact surface ET). Depending on the depth-to-groundwater,
this can also lead to large discrepancies in simulated ET
(in some cases by more than a factor of two). When the
Clapp-Hornberger soil parameter dataset is used, the critical
zone becomes signiﬁcantly deeper, and surface ET rates be-
come much higher, resulting in a stronger inﬂuence of deep
groundwater on the land surface energy and water balance.
In general, we ﬁnd that the simulated sensitivity of ET to the
choice of soil hydraulic parameter dataset is greater than the
sensitivity to soil texture deﬁned within each dataset, or even
tothechoiceofmodelformulation. Thus, ourﬁndingsunder-
score the need for future modelling and ﬁeld-based studies to
improve the predictability of groundwater-land surface inter-
actions in numerical models, particularly as it relates to the
parameterization of soil hydraulic properties.
1 Introduction
Shallow groundwater in river valleys, riparian zones, and
wetlands interacts with soil, vegetation, and climate through
capillary rise and direct root water uptake from the wa-
ter table, inﬂuencing land surface processes. Unlike deep
water table conditions, a shallow groundwater table main-
tains elevated soil moisture in the root zone (Chen and Hu,
2004). Since land surface processes (e.g., evapotranspira-
tion, runoff, and inﬁltration) are strongly dependent on soil
moisture, incorporating groundwater in land surface mod-
els (LSMs) is crucial for realistic representations of hydro-
logic processes in watersheds (Niu et al., 2007; Yeh and
Eltahir, 2005; York, 2002; Maxwell and Kollet, 2008). Yet,
little is known about the impacts of groundwater on land
surface ﬂuxes over different time and space scales. In the
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absence of detailed ﬁeld observations, numerical models are
currently being used to explore the role of groundwater in
simulated land surface ﬂuxes (Fan et al., 2007; Liang et al.,
2003; Maxwell et al., 2007).
In a shallow, unconﬁned aquifer, water can move upward
from the water table to relatively drier soil surface layers
through capillary ﬂux. Quantifying capillary ﬂux to the root
zone depends on soil hydraulic properties, groundwater table
depth, and the distribution of soil matric potential through-
out the unsaturated zone. A number of approaches have been
proposed to simulate this process in LSMs by linking the un-
saturated zone with the water table. The majority of recent
LSMs employ the Richards equation to simulate water move-
ment in the unsaturated zone, while representing groundwa-
ter as a simple unconﬁned, lumped aquifer and treating the
water table as a constant-head lower boundary condition by
keeping lower soil layers saturated (Yeh and Eltahir, 2005;
Niuetal., 2007; Fanetal., 2007). MaxwellandMiller(2005)
presented a more complex modelling approach by integrat-
ing groundwater, subsurface ﬂow, and overland ﬂow pro-
cesses in a coherent, numerical model framework. In their
study, a groundwater ﬂow model, ParFlow – which solves the
Richards equation both in variably saturated and fully satu-
rated conditions – was coupled to an LSM (the Community
Land Model) to simulate the energy and water balance of the
land surface. In a series of papers, Maxwell and co-workers
(Maxwell and Miller, 2005; Kollet and Maxwell, 2008) illus-
trated how incorporating groundwater leads to more realistic
patterns of soil moisture and runoff on the landscape. Us-
ing ParFlow, Ferguson and Maxwell (2010) recently showed
that the sensitivity of hydrologic response to climate change
is strongly related to the inherent feedbacks between ground-
water and land surface processes, especially in regions with
a shallow water table. Furthermore, the magnitude and sea-
sonality of these feedbacks are also sensitive to the direction
of climate change.
The Richards equation is the most widely accepted, physi-
cally based model used to simulate variably saturated ﬂow in
porous media:
∂θ
∂t
=
∂
∂z

K(h)

∂h
∂z
+ 1

− S, (1)
where θ is volumetric water content [L3 L−3], K(h) is unsat-
urated hydraulic conductivity [LT−1], h is matric head [L],
z is the (positive upward) vertical coordinate [L], and S is
the rate of root water uptake [L3 L−3 T−1]. The Richards
equation can be written in three basic forms: (1) a pressure-
based form (i.e., h-based), (2) a volumetric water content-
based form (i.e., θ-based), and (3) a mixed form, such as that
shown in Eq. (1) or by Celia et al. (1990).
Solving the Richards equation requires the representation
of θ and K as functions of h (Brooks and Corey, 1966;
Clapp and Hornberger, 1978; van Genuchten, 1980; Rawls
et al., 1982). However, due to the highly nonlinear nature of
these functions, analytical solutions of the Richards equation
only exist for very simpliﬁed boundary conditions and spe-
ciﬁc forms of the moisture-pressure relations (Zlotnik et al.,
2007). Therefore, numerical techniques are needed to solve
the Richards equation for more general applications (War-
rick, 2003).
Many numerical studies have used either h-based or θ-
based forms of the Richards equation to describe water ﬂow
in the unsaturated zone (e.g. Hills et al., 1989; Kirkland et
al., 1992). Overall, the numerical solution of the θ-based
Richards equation has been found to yield more accurate
mass balance and computational efﬁciency in relatively dry
soils and is, therefore, often preferred in most LSMs that ne-
glect the role of groundwater (Dickinson et al., 1993; Sellers
et al., 1996). However, application of the θ-based form is
problematic when dealing with saturated soil layers, since –
unlike pressure head – soil moisture does not vary within a
homogeneous and inelastic saturated porous medium (Celia
et al., 1990; Pan and Wierenga, 1995; Zeng and Decker,
2009; de Rooij, 2010). Nevertheless, the θ-based form of
the Richards equation has been used in some LSMs that in-
corporate groundwater (i.e., saturated soil layers) below the
unsaturated zone (Kim and Eltahir, 2004; Yeh and Eltahir,
2005). Because of the various drawbacks of the h- and θ-
based forms of the Richards equation, some studies have
combined the two forms into one equation (e.g. Allen and
Murphy, 1986; Celia et al., 1990). The mixed form of the
Richards equation provides solutions in terms of pressure
head, while conserving mass better than the h-based solu-
tion.
On the other end of the spectrum, simple analytical solu-
tions have also been employed to couple groundwater and
land surface processes in some LSMs. One such model is
the Gardner-Eagleson (G-E) model that estimates a steady
rate of capillary ﬂux to the land surface based on the wa-
ter table depth (Gardner, 1958; Eagleson, 1978; Famiglietti
and Wood, 1994). The analytical form of the original G-E
model is derived from the Darcy-Buckingham equation and
is based on assumptions of steady-state capillary ﬂux and a
completely dry soil surface. The latter assumption can lead
to over-predictions of the capillary ﬂux, especially during
wet periods, while the former assumption neglects changes
in ﬂux rates within the soil proﬁle. These assumptions limit
the general use of the analytical model, making numerical
solutions preferable in many instances, such as time-varying
simulations of land surface ﬂuxes and soil moisture (Ridolﬁ
et al., 2008; Laio et al., 2009).
Recently, models similar to the G-E model (with varying
degrees of complexity) have been proposed to relax the dry
soil assumption in the analytical solution. For example, Bo-
gaart et al. (2008) offered a set of closed-form expressions,
based on the Darcy-Buckingham equation, which accounts
for both root-zone soil moisture and water table depth. Ver-
voort and van der Zee (2008) provide a piecewise linear
equation for calculating soil water ﬂux from the water ta-
ble, which depends on the potential capillary ﬂux and the
Hydrol. Earth Syst. Sci., 15, 787–806, 2011 www.hydrol-earth-syst-sci.net/15/787/2011/M. E. Soylu et al.: Quantifying the impact of groundwater depth on evapotranspiration 789
Table 1. Soil hydraulic parameters used in the model simulations (see Sect. 2 for variable deﬁnitions).
Ks (mday−1) |hae| (cm) φ b s1
w s∗1
Clapp and Hornberger (1978)
Sand 15.21 12.10 0.395 4.05 0.106 0.331
Silt Loam 0.62 78.60 0.485 5.30 0.304 0.727
Silty Clay Loam 0.15 35.60 0.477 7.75 0.373 0.675
Clay 0.11 40.60 0.482 11.40 0.522 0.782
Rawls et al. (1982)
Sand 5.20 7.26 0.437 1.69 0.007 0.109
Silt Loam 0.16 20.76 0.501 4.74 0.214 0.567
Silty Clay Loam 0.04 28.08 0.471 6.62 0.356 0.713
Clay 0.01 37.30 0.475 7.63 0.415 0.758
1 Parameters are calculated using soil water potentials from Laio et al. (2001).
actual evaporative demand. They then couple the equation to
a stochastic soil moisture accounting model to provide con-
tinuous simulations of water table and land surface linkages.
Similarly, Ridolﬁ et al. (2008) suggested an analytical frame-
work tocouple soilmoisture dynamicsand groundwaterﬂuc-
tuations under bare soil conditions, which was later extended
to vegetated conditions by Laio et al. (2009).
Despite these previous efforts, there is still a limited
amount of research assessing the utility of different numer-
ical and analytical models for realistic representations of
groundwater and land surface coupling. The current study
investigates the impacts of different model parameterizations
on our ability to quantify the role of groundwater in land sur-
faceprocesses. Wealsoexaminethesensitivityofthevarious
models to soil texture and water table depth. Four models are
selected for this study: (1) the Hydrus-1D model (Simunek
et al., 2005), (2) the Integrated Biosphere Simulator (IBIS;
Foley et al., 1996; Kucharik et al., 2000), and (3–4) two
variants of the G-E model that are coupled with a bucket-
type soil moisture model using successive steady-state ﬂux
conditions. Model values for soil hydraulic parameters are
obtained from two soil texture-based lookup tables that are
commonly used by LSMs (Table 1), namely the parameter
sets of Rawls et al. (1982) and Clapp and Hornberger (1978).
These soil parameter datasets are hereafter referred to as R-
1982 and CH-1978, respectively.
Among the models selected for this study, Hydrus-1D has
the most complex parameterization for the vertical move-
ment of water for models that use the mixed (θ- and h-based)
form of the Richards equation. The IBIS model serves as an
intermediate-complexity LSM with multiple buckets that ex-
change soil water based on the θ-based Richards equation.
Finally, the coupled G-E/single-bucket soil moisture model
represents the simplest scenario by assuming steady-state
conditions, rather than explicitly transient solutions. Lateral
movement of water is not considered for any of the models
used in this study. In what follows, we ﬁrst describe each of
the models, followed by a limited model veriﬁcation study in
a semi-arid region with a shallow groundwater table (south-
central Nebraska, USA). We then investigate and compare
the sensitivity of the various models to water table depth, soil
texture, soil hydraulic parameters, and node spacing. Finally,
we discuss the results of the model simulations and suggest
directions for future research.
2 Model descriptions
2.1 Hydrus-1D model
In this study, the Hydrus-1D model (Simunek et al., 2005) is
selected to represent models that employ a one-dimensional,
ﬁnite-element solution of the Richards equation (in the
“mixed” form). Hydrus-1D has been previously veriﬁed us-
ing analytical solutions under certain boundary conditions
(Zlotnik et al., 2007) and has also been successfully used
in numerous studies for predicting observed evapotranspira-
tion (ET) and soil moisture (e.g., Scott et al., 2000; Scanlon
et al., 2002).
Hydrus-1D solves Eq. (1) for variably saturated ﬂow in
homogenous and rigid porous media. In solving Eq. (1),
Hydrus-1D calculates the root water uptake term, S(h), ac-
cordingtothemethodproposedbyFeddesetal.(1978, p.20):
S(h) = µ(h) Sp, (2)
where Sp is the potential root water uptake rate [L3 L−3 T−1]
(i.e., the potential volume of water removed from a unit vol-
ume of soil per unit time). When integrated over the rooting
depth, Sp becomesidenticaltothepotentialrateofevapotran-
spiration(ETp)atthesurface(assumingafullyvegetatedsur-
face with no intercepted or bare-soil evaporation). The term
µ(h)is a dimensionless, prescribed function of pressure head
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(0≤µ(h)≤1) which introduces soil moisture limitation to
the uptake of water by roots:
µ(h) =

 
 
0 h ≤ hw 
h − hw
h∗ − hw

hw < h ≤ h∗,
1 h∗ < h
(3)
where hw and h∗ are pressure heads at the wilting point
and drought-induced incipient stomata closure point, respec-
tively. Below hw, plants cannot extract water, and µ(h)
equals zero. Between hw and h∗, root water uptake is limited
by soil moisture and increases linearly with pressure head as
the soil gets wetter. Above h∗, plant transpiration (and like-
wise the root water uptake) is not constrained by soil mois-
ture.
In order to run Hydrus-1D, lower and upper boundary con-
ditions need to be speciﬁed for the ﬁnite-element solution
scheme. The lower boundary condition is set as free drainage
(i.e., “no groundwater”) or as a constant pressure head to
represent the groundwater table. The upper boundary con-
dition, on the other hand, is speciﬁed by atmospheric factors,
namely precipitation input and evaporative demand. Surface
runoff occurs when the precipitation rate exceeds the soil
inﬁltration capacity. More speciﬁcally, the upper boundary
condition is obtained by applying the following two limiting
conditions at the soil surface (Neuman et al., 1974):
 

K(h)

∂h
∂z
+ 1
 

 ≤ |Emax| at z = 0, (4a)
and
hmin ≤ h ≤ 0 at z = 0 (4b)
where Emax [LT−1] is the maximum potential rate of evap-
otranspiration (ETp) or inﬁltration (Imax) under the current
atmospheric conditions, and hmin is the minimum pressure
head [L] allowed at the soil surface. This upper boundary
condition can switch from a prescribed ﬂux to a prescribed
pressure head to ensure that the two limiting conditions in
Eq. (4) are met (Simunek et al., 2005).
In all of the model simulations used in this study, the CH-
1978 soil parameter functions are used to relate soil water
content to pressure head and unsaturated hydraulic conduc-
tivity (with h<hae <0 for unsaturated conditions):
h(θ) = hae

θ
θs
−b
, (5a)
K(θ) = Ks

θ
θs
2b+3
, (5b)
where θs is the saturated volumetric water content [L3 L−3]
(also equal to porosity), hae is the air entry (bubbling) pres-
sure [L], Ks is saturated hydraulic conductivity [LT−1], and
b=λ−1 is a soil index (with λ being equal to the pore size
distribution index; Brooks and Corey, 1966).
2.2 Integrated Biosphere Simulator (IBIS)
IBIS is a dynamic global vegetation model (DGVM) that in-
tegrates various terrestrial ecosystem processes within a sin-
gle, physically consistent framework (Foley et al., 1996).
IBIS simulates the land surface energy, water, and carbon
balance, vegetation dynamics and phenology, and canopy
physiology (Foley et al., 1996; Kucharik et al., 2000; Lenters
et al., 2000; Li et al., 2005). Here we discuss the components
of IBIS that are most relevant to the focus of this paper.
The land surface transfer scheme (LSX) of Pollard and
Thompson (1995) is used within IBIS to model exchanges
of momentum, energy, and water mass in the soil-vegetation-
atmosphere continuum (Thompson and Pollard, 1995a,b). In
its standard version, IBIS simulates energy and water ex-
change in two canopy layers (upper and lower), three snow
layers, and 11 soil layers with varying thicknesses. Hourly
meteorological inputs include air temperature, relative hu-
midity, incoming solar radiation, precipitation, and wind
speed. The soil sub-model in IBIS simulates soil tempera-
ture, water content, and ice content in each of the 11 soil
layers and solves the θ-based form of the Richards equation:
∂θ
∂t
=
∂
∂z

D(θ)
∂θ
∂z

+
∂K(θ)
∂z
− S, (6)
where D(θ)=K(h)(∂h/∂θ) is the moisture diffusivity
[L2 T−1].
For a given soil layer, i, the root water uptake term, Si, is
calculated from plant transpiration according to:
Si = T Fi, (7)
where T is the sum of the upper and lower canopy transpi-
ration [L3 L−3 T−1], and Fi is the water uptake fraction [−],
whichisafunctionofrootdistributionandsoilwatercontent:
Fi =
Ri Ai P
i Ri Ai
. (8)
Ri is the root biomass in soil layer i, and Ai is a stress factor
related to soil water availability:
Ai = 1 −
ln (1 + 799 exp [−12 · θa])
ln(800)
(9)
θa is the plant available water fraction and is calculated in
each soil layer as:
θa =
θ − θw
θfc − θw
(10)
where θ is volumetric water content [L3 L−3], θw is the wilt-
ing point [L3 L−3], and θfc is ﬁeld capacity [L3 L−3].
The transpiration functions in IBIS are based on the work
of Pollard and Thompson (1995):
Tu =
ρCu
(1+ruCu)
 
1−f wet
u

(qsat(Lu)−qu) LAIu, (11a)
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Tl =
ρCl
(1+rlCl)
 
1−f wet
l

(qsat(Ll)−ql) LAIl, (11b)
where the subscripts u and l represent the upper and lower
canopy, respectively, ρ is the density of near-surface air
[ML−3], and f wet
u/l =min (0.8, Wu/l/Wmax
u/l ) is the fraction
of leaf area wetted by intercepted water or snow (where W
is the intercepted liquid or snow on a unit leaf/stem area
[ML−2]). Other variables in Eq. (11) include leaf tem-
perature, L (in ˚C), as well as the heat/vapor transfer co-
efﬁcient between canopy and air C [LT−1], calculated as
Cu/l +δ
p
Uu/l/ε, where δ =0.01ms−0.5, U is wind speed
[ms−1], and ε=0.01m is the fetch length for leaves and
stems. Finally, qsat is the saturation speciﬁc humidity at
the leaf temperature [MM−1], q is the ambient speciﬁc hu-
midity within the canopy [MM−1], LAI is the single-sided
canopy leaf area index [L2 L−2], and r is the stomatal resis-
tance per unit leaf area [TL−1], which is a function of pho-
tosynthetically active radiation, temperature, vapour pres-
sure deﬁcit, and available soil water content. Total “ac-
tual” ET is calculated as the sum of: (1) total transpiration
(T =Tu +Tl), (2) evaporation of water intercepted by vegeta-
tion, and (3) evaporation of water from the soil surface (Pol-
lard and Thompson, 1995).
The upper boundary in the IBIS soil model is speciﬁed
by an inﬁltration rate that is equal to the water throughfall
rate (plus snowmelt) minus evaporation. If the upper soil
layer is saturated, or throughfall minus evaporation exceeds
the maximum possible inﬁltration rate, then a surface “pud-
dle” accumulates to a maximum depth, beyond which sur-
face runoff occurs. IBIS does not explicitly represent water
table dynamics. Instead, the lower boundary condition is al-
lowed to vary from 100% free drainage to zero ﬂux (or any-
where in between, based on an empirical coefﬁcient ranging
from 0 to 1). In this study, representation of groundwater
as a lower boundary condition is required in order to deter-
mine the groundwater contribution to surface ET. To do so,
the bottom ﬂux boundary condition in IBIS is changed to a
ﬁxed soil moisture boundary condition by forcibly saturating
the soil layers below the top of the capillary fringe. Yeh and
Eltahir (2005) applied a similar adjustment to the IBIS model
to incorporate the inﬂuence of groundwater. In the current
study, the average thickness of the capillary fringe for sand,
silt loam, silty clay loam, and clay was set to 5cm, 32.5cm,
45cm, and 32.5cm, respectively. This is based on the work
of Mausbach (1992), who reported these values for wet soil
environments and over a narrower range than the air-entry
values of CH-1978 and R-1982 (which are listed in Table 1).
The “default” soil depth (250cm) and soil layer thick-
nesses in IBIS are meant to coincide with the CONUS-Soil
dataset, which is based on the USDA State Soil Geographic
Database (STATSGO). As a result, the standard thicknesses
of the 11 soil layers are 5cm (layers 1 and 2), 10cm (lay-
ers 3–5), 20cm (layers 6–8), and 50cm (layers 9–11). These
intervals are too coarse to capture some of the ﬁner soil
moisture gradients and changes in groundwater level that are
examined in this study. To overcome this limitation, as well
as to ensure that the IBIS simulations are directly compatible
with the smaller node spacing of the Hydrus-1D simulations,
we changed the soil layer thicknesses in IBIS to a ﬁxed 2.5-
cm interval throughout the soil column (100 layers total, to a
depth of 250cm).
2.3 Coupled root-zone and steady-state capillary ﬂux
models
2.3.1 Gardner-Eagleson (G-E) model
The G-E model offers an analytical solution to calculate a
constant rate of capillary ﬂux from the water table to the
unsaturated zone under steady-state soil moisture conditions
(i.e., ∂θ/∂t =0). The derivation of the G-E model was
ﬁrst given by Gardner (1958) and later modiﬁed by Eagle-
son (1978). Neglecting root water uptake, the vertical cap-
illary ﬂux, v [LT−1] (positive upwards), can be calculated
from Eq. (1) to form the Darcy-Buckingham equation:
v = −K(h)

∂h
∂z
+ 1

= K(ψ)

∂ψ
∂z
− 1

, (12)
where ψ =−h=|h| is the soil suction head in the unsaturated
zone (since h<0). Equation (12) can be rearranged and in-
tegrated from the water table depth to the upper boundary at
the soil surface (or the root zone) to solve for Zgw, the depth-
to-groundwater:
Zgw =
Z ψu
0
dψ
1 + (v/K(ψ))
, (13)
where ψu is the soil suction head at the upper boundary
[L]. In order to solve Eq. (13), Gardner (1958) used the
empirical expression K(ψ)=a/(ψn +c), where a, n, and
c are constants, and n was varied over a range of 1 to 4
(Gardner, 1958). Neglecting c, which is small compared
to ψn, it can be shown from Eq. (5) that a =Ks|hae|n, and
that n is related to the pore size distribution index through
n=2+3λ=2+3/b. Thus, K(ψ) reduces to the form of
Brooks and Corey (1966) and Campbell (1974):
K(ψ) = Ks

|hae|
ψ
n
. (14)
Substituting Eq. (14) into Eq. (13) yields:
Zgw =
Z ψu
0
dψ
1 + α ψn, (15a)
where
α =
v
Ks |hae|n. (15b)
Under the assumption of constant capillary ﬂux (v), Gard-
ner (1958) showed that Eq. (15) can be solved analyti-
cally for certain n values. One such analytical solution
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arises under the assumption of a completely dry soil surface
(i.e. ψu →inf), which results in a strong upward gradient and
the following equation for capillary ﬂux:
v = B Ks

|hae|
Zgw
n
, (16)
where B is a parameter that depends solely on the value of
n and is often taken from a lookup table. Values of B from
Gardner (1958) are listed in Table 2.
In addition to the solution of Gardner (1958) and Ripple et
al. (1972) suggested various graphical solutions to Eq. (15),
and Anat et al. (1965) developed some approximate solu-
tions in the case of n>1. Warrick (1988) extended the an-
alytical solutions of Eq. (13) for various n values using the
Brooks-Corey retention curve model. However, these solu-
tions cannot be explicitly written in terms of v(hae, Zgw) and
ψ(v, Zgw). An approximate analytical model based on the
results of Gardner (1958) was presented by Eagleson (1978)
and later modiﬁed by Salvucci (1993). Eagleson (1978) sug-
gested a continuous relationship to extend B over the full
range of soil index values using the following empirical func-
tion:
B = 1 +
3
2 (n − 1)
. (17)
Substituting Eq. (17) and n=2+3/b into Eq. (16) yields the
“original G-E model” form of the capillary ﬂux that is used
in this paper:
v = Ks

1 +
3
(2 + 6/b)
 
|hae|
Zgw
2+3/b
(18)
It is important to note here that in Eq (18), the soil surface is
assumed to be dry (ψu →inf). To allow continuous mod-
elling of soil moisture and ET under varying atmospheric
evaporative demand and groundwater table elevations, the
original G-E model (Eq. 18) and a modiﬁed form of the G-E
model are coupled to a bucket-type vadose zone hydrology
model. In the “modiﬁed G-E model,” instead of assuming
a dry soil surface, we use the actual (depth-averaged) soil
moisture in the root zone. For this purpose, the soil suction
head used as the upper limit of the integral in Eq. (15) is cal-
culated by solving Eq. (5a) for |h| using the depth-averaged,
root-zone soil moisture. This modiﬁcation requires the inte-
gration of Eq. (15), which does not have a general analytical
solution. Therefore, we use the composite trapezoidal rule
to numerically integrate Eq. (15) and thereby calculate the
capillary ﬂux to the root zone.
2.3.2 Bucket hydrology model
Both forms of the G-E capillary ﬂux model are coupled to
a leaky bucket-type hydrology model by adding the steady-
state groundwater capillary ﬂux to the root zone at each
time step of the model iteration, similar to Brolsma and
Table 2. B values used by Gardner (1958) for determining capil-
lary ﬂux as a function of soil index, n (see Eq. 16). The analytical
solution of Gardner (1958) assumes a completely dry surface, and
the B values listed here are similar to those calculated by means of
Eq. (17) (which is used in the G-E model).
n B
3/2 3.77
2 2.46
3 1.76
4 1.52
Bierkens (2007). The rate of change in the depth-averaged
soil moisture in the root zone is calculated according to:
φ Zr
ds
dt
= I − ETa(s) − Lr(s) + v
 
s, Zgw

, (19)
where ϕ (=θs) is porosity [L3 L−3], Zr is rooting depth [L],
s =θ/θs [−] is the degree of saturation within Zr, I is inﬁltra-
tion rate (LT−1), ETa is actual ET (LT−1), and Lr is leakage
from the root zone (LT−1). (Note that the capillary ﬂux into
the root zone, v, is independent of s for the case of the “orig-
inal” G-E model, as given by Eq. 18.) The inﬁltration rate is
deﬁned as:
I =

min [Pr, Ks] Pt > Cint
0 Pt ≤ Cint, (20)
where Pr is rainfall rate [LT−1], Pt is total cumulative rain-
fall [L] during a given rain event, and Cint is canopy inter-
ception [L]. Runoff is generated when rainfall rate exceeds
Ks and the canopy can no longer intercept additional precip-
itation.
Leakage from the root zone is calculated according to
Campbell (1974):
Lr(s) =

0 s ≤ sfc
Ks s2b+3 sfc < s ≤ 1,
(21)
where sfc is the degree of soil saturation at ﬁeld capacity. ETa
is calculated by reducing the potential ET rate by a soil mois-
ture limitation function similar to that described in Eq. (3)
(see also Laio et al., 2001):
ETa(s) =

 
 
0 s ≤ sw
ETp

s − sw
s∗ − sw

sw < s ≤ s∗,
ETp s∗ < s < 1
(22)
where sw and s∗ are the degree of soil saturation at the wilt-
ing point and at the threshold for incipient stomata closure,
respectively. In the application of the bucket model, ETp is
estimated from the Priestley-Taylor equation (Priestley and
Taylor, 1972).
As noted earlier, two forms of the G-E model are used in
this study. In the ﬁrst application, we use the original G-E
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Table 3. Model characteristics, boundary conditions, and experimental design for the model-observation evaluation period (i.e., short-term
simulations) and the model sensitivity experiments (i.e., long-term simulations). See Sect. 3 for further details.
Model Time Lower Upper Domain Soil Simulation ETp Node Soil Parameter Water Table
Step Boundary Boundary Depth Length Calculation Spacing Dataset Increments
Model evaluation experiments (Short-term simulations; Fig. 3)
Hydrus-1D Hourly Free drainage or
A
t
m
o
s
p
h
e
r
i
c
f
o
r
c
i
n
g
1
-
D
v
e
r
t
i
c
a
l
s
o
i
l
c
o
l
u
m
n 250cm 5 months Priestley- 2.5cm
R
-
1
9
8
2
O
b
s
e
r
v
e
d
w
a
t
e
r
t
a
b
l
e
d
e
p
t
h
s
constant pressure Taylor
head
G-E bucket Daily Free drainage or N/A 5 months Priestley- N/A
models constant capillary Taylor
ﬂux
IBIS Hourly Free drainage or 250cm 5 months N/A 2.5cm
constant soil
water content
Model sensitivity experiments (Long-term simulations; Figs. 4, 5, and 6)
Hydrus-1D Daily Constant pressure
A
t
m
o
s
p
h
e
r
i
c
f
o
r
c
i
n
g
1
-
D
v
e
r
t
i
c
a
l
s
o
i
l
c
o
l
u
m
n
1500cm 10 years Priestley- 1.5 and
R
-
1
9
8
2
a
n
d
C
H
-
1
9
7
8
1m
head Taylor 30cm
G-E bucket Daily Constant N/A 10 years Priestley- N/A 1m
models capillary ﬂux Taylor
IBIS Hourly Free drainage or 250cm 10 years N/A 2.5cm Variable
constant soil increments
water content from 5–25cm
Hydrus-1D Hourly Free drainage or 250cm 10 years IBIS ETa 1.5∗ or 1m∗ or
constant pressure (saturated) 2.5cm variable
head increments
from 5–25cm
∗ The ﬁrst and second terms refer to comparisons with the G-E bucket and IBIS models, respectively.
model (Eq. 18) for calculating v in the soil water balance
equation (Eq. 19). This version (which we refer to as “G-
E-bucket model-1”) represents a one-way coupling, in the
sense that the root zone receives a capillary ﬂux that is inde-
pendent of soil moisture ﬂuctuations in the root zone. In the
second version (referred to as “G-E-bucket model-2”), the
capillary ﬂux is directly coupled to the root-zone soil mois-
ture in a quasi-steady-state manner. In order to accomplish
this, a value for ψu is ﬁrst obtained for each model iteration
using the root-zone soil moisture from the previous time step
(i.e., solvingEq. (5a)for|h|). Then, foragivenZgw, Eq.(15)
is integrated numerically to solve for v. Finally, this calcu-
lated v is added to the soil water balance in the root zone.
In simulations with no groundwater (i.e., free drainage), v is
simply set to zero (for both G-E models). The models are
run at a daily time step using the analytical method of Laio
et al. (2001).
3 Model evaluation and experimental design
In this section, we ﬁrst evaluate the models against ﬁeld ob-
servations of soil moisture for a ∼5-month period during the
growing season of 2009 (using local meteorology and wa-
ter table depth as model drivers). The ﬁeld site is located at
a riparian wetland in the semi-arid region of south-central
Nebraska (USA). Observed groundwater levels are intro-
duced as the lower boundary condition for each model, and
calculated soil moisture levels in the root zone are compared
against those observed in the ﬁeld. Later in Sect. 3.3, we de-
scribe the experimental design used to explore the sensitiv-
ity of modelled ET to soil texture, water table depth, model
formulation, and node spacing. A long-term (10-year) cli-
mate dataset from a nearby meteorological station is used as
the driver for these latter simulations. Groundwater levels
are again introduced as the lower boundary condition, ex-
cept that multiple 10-year simulations are performed across
a wide range of water table depths (which are held ﬁxed dur-
ing each simulation). A summary of the models, boundary
conditions, and simulation periods is presented in Table 3.
Results from the model sensitivity experiments are discussed
in Sect. 4.
3.1 Field site and observational data
A limited model-data comparison study was conducted at a
riparian wetland ﬁeld site in the Republican River basin of
south-central Nebraska, USA (Fig. 1) to assess the viabil-
ity of the models used in this study. The climate of this
site is generally semi arid, with a mean annual precipita-
tion of 430mm. Approximately 80% of this precipitation
occurs between April and September. Irrigated croplands are
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Fig.  1.  Map  showing  the  location  of  the  piezometers,  soil  moisture  reflectometers,  and  2 
meteorological station at the wetland field site in the Republican River basin, as well as the  3 
location of the HPRCC climate station in Champion, Nebraska.  4 
Fig. 1. Map showing the location of the piezometers, soil moisture reﬂectometers, and meteorological station at the wetland ﬁeld site in the
Republican River basin, as well as the location of the HPRCC climate station in Champion, Nebraska.
common in the region, with limited trees except in riparian
zones near the Republican River and other areas where the
water table is shallow. Valley wetlands with exposed water
tables are generally occupied by tall grasses and open water
(maximum depth ∼1m). The wetland ﬁeld site is an oxbow
channel located at 40◦17.910 N and 99◦57.900 W, with an el-
evation of 664ma.s.l. (above sea level) (Fig. 1). The channel
is approximately 900m long and 50m wide, with a water
depth that ranges from approximately 0–60cm. The wetland
typically experiences groundwater discharge from spring to
early summer and recharge from mid summer to early au-
tumn (Cutrell, 2010). Both banks of the wetland channel
are partially covered by old-growth cottonwood trees (Popu-
lus deltoides), while the channel itself is dominated by tall,
perennial grass (primarily Phragmites australis, or common
reed).
Hourly water level measurements were obtained using a
seriesofpiezometers(3mlong)andLevelTROLL300trans-
ducers (In-Situ, Inc.). Five piezometers were deployed in the
ﬁeld – two in each of the southern and northern banks, and
one in the wetland. Soil moisture proﬁles were monitored at
two locations along the southern bank of the channel, where
the overstory vegetation is sparse cottonwood, and the un-
derstory is short grass. The measurements were made using
soil water content reﬂectometers (model CS616, Campbell
Scientiﬁc, Inc.), positioned horizontally at approximately 10,
20, and 50cm below the soil surface. We selected monitor-
ing sites devoid of tree roots to avoid complications due to
transpiration from the upper canopy. Meteorological mea-
surements were also made near the middle of the wetland
(Fig. 1) to provide estimates of air temperature, relative hu-
midity, wind speed, precipitation, and radiation (solar, long-
wave, and net radiation). These are used as inputs to the IBIS
model, as well as for calculating ETp in the Hydrus-1D and
G-E-bucket models (see Eqs. 4 and 22). Figure 2a shows the
observed daily precipitation and depth-to-groundwater that
were used to drive the model simulations during the 2009
evaluation period.
A previous, detailed energy balance study of the wetland
site (Cutrell, 2010) found that the Priestley-Taylor method
provides very good estimates of ETp during the main grow-
ing season (when water is abundant and vegetation is green).
Therefore, we employ the same method here to calculate
ETp as input for the Hydrus-1D and G-E-bucket models dur-
ing the model evaluation portion of this study. (A different
method, describedinSect.3.3, isusedtoestimateETp forthe
model sensitivity experiments.) We use a constant Priestley-
Taylor coefﬁcient of 1.26 (as in Cutrell, 2010), as well as
the direct ﬁeld measurements of net radiation to calculate
ETp. Ground heat ﬂux is assumed to be 10% of net radia-
tion, which is similar to values found in other studies (e.g.,
Kustas et al., 1989).
Although the understory cover of the modelled domain is
grass, the solar radiation reaching the understory surface is
attenuated by the sparsely distributed cottonwood trees of the
upper canopy. To account for this attenuation of radiation in
the Priestley-Taylor estimate of ETp, we employ the method
of Ritchie (1972), which uses Beer’s Law to calculate attenu-
ated net radiation (Ra) according to Ra =Rn ·e−k·LAI, where
Rn is measured net radiation, LAI is the leaf area index of the
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Nebraska during the 2009 growing season. (b) Daily ETp (calculated from the Priestley-Taylor  3 
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Fig. 2. (a) Observed daily precipitation and water table depth for the ﬁeld site in south-central Nebraska during the 2009 growing season.
(b) Daily ETp (calculated from the Priestley-Taylor equation) and “attenuated ETp” for the understory vegetation (based on LAI-reduced net
radiation due to overstory vegetation).
upper canopy, and k =0.5 is the extinction coefﬁcient. (For
consistency, a similar attenuation was applied to the incom-
ing solar radiation input for the IBIS model.) Upper canopy
LAI is derived from MODIS imagery (MOD15A2) at a tem-
poral resolution of 8 days, with LAI reaching a peak of ∼3.
Since the narrow band of cottonwood trees covers only a
small area in a 1-km by 1-km MODIS pixel, we selected a
larger coverage area (slightly south of the wetland) that con-
tained the same canopy type and nearly identical cover den-
sity (as observed in the ﬁeld and from areal photos). Fig-
ure 2b shows the resulting ETp that was calculated from
the Priestley-Taylor method using the observed and attenu-
ated net radiation. It is evident from this ﬁgure that despite
the peak in solar radiation around late June, the “attenuated
ETp” reached its maximum around early May and declined
thereafter (due to overstory canopy development). Thus, the
impact of increased upper-canopy LAI on attenuated ETp is
most signiﬁcant from about mid June onward.
3.2 Model evaluation using ﬁeld observations
Using the meteorological observations as upper boundary
conditions, simulated soil moisture values from the Hydrus-
1D, IBIS, and G-E-bucket models were compared with vol-
umetric water content measurements collected along the
southern bank of the wetland (Fig. 3). To provide a “con-
trol” for assessing model sensitivity to groundwater, we
ﬁrst ran the simulations assuming free-drainage conditions
(i.e., no groundwater inﬂuence). Under this condition, the
G-E-bucket models reduce to a single-bucket soil moisture
model. Subsequently, we replaced the lower boundary con-
dition of the models with the timeseries of observed water
table depth that was measured along the southern bank of the
wetland (Fig. 2a).
The Hydrus-1D and IBIS simulation domains are one-
dimensional, vertical soil columns that are 250cm deep, with
uniform soilcharacteristics and anode spacing of 2.5cm (Ta-
ble 3). Vegetation type is assumed to be grass in all mod-
els (speciﬁcally C3 grass in IBIS), and we use a uniform
root distribution that is 50cm deep (based on previously re-
ported root depths in grasslands studies such as Jackson et
al., 1996 and Wang et al., 2008). Simulated soil moisture
outputs for the Hydrus-1D and IBIS models are obtained at
10, 20, and 50cm below the soil surface, which is consis-
tent with the ﬁeld observations. The two G-E-bucket mod-
els provide depth-averaged volumetric water content for the
entire 50-cm root zone. To be consistent among the differ-
ent models, therefore, we use only the depth-averaged, root
zone soil moisture when comparing the modelled and ob-
served volumetric water content. The soil type employed in
the models is sand, using representative soil parameter val-
ues from R-1982 (Table 1). The simulations were initialized
using the observed soil moisture proﬁle, and no adjustments
were made to the soil parameters to attempt to “calibrate” the
models. Separate, detailed parameter optimizations – which
could have improved the simulation results for the IBIS and
Hydrus-1D models – were not applied, as this was not the
intent of the paper. Rather, our goal is to show the models’
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down to 50 cm) for the (a) two G-E bucket models, (b) Hydrus-1D model, and (c) IBIS model  3 
during the 2009 model evaluation period (see Table 3). Simulation results using free drainage as  4 
the lower boundary condition are represented by blue dashed lines. Green dots show the daily  5 
mean soil moisture observations from the field site.  6 
Fig. 3. Observed and simulated depth-averaged soil moisture (i.e., volumetric water content down to 50 cm) for the (a) two G-E bucket
models, (b) Hydrus-1D model, and (c) IBIS model during the 2009 model evaluation period (see Table 3). Simulation results using free
drainage as the lower boundary condition are represented by blue dashed lines. Green dots show the daily mean soil moisture observations
from the ﬁeld site.
performance using standard soil moisture parameters that are
based solely on soil texture (Table 1).
The results of Fig. 3 indicate that, despite the range of
complexities among the models, each one showed improve-
ments in the soil moisture simulation when groundwater was
introduced as the lower boundary condition. Somewhat sur-
prisingly, the volumetric water content predicted by the sim-
pler G-E-bucket models showed the best agreement with the
observed soil moisture timeseries. The overall inﬂuence of
groundwater in the modelled soil moisture was to reduce the
daily variability and increase the mean daily soil moisture,
especially from early May to mid July (Fig. 3). This time
period is when the water table depth was relatively shallow
(roughly 75–100cm below the surface; Fig. 2a). In addition,
the improvement in simulated soil moisture during this high-
water-table period was most dramatic for the Hydrus-1D and
G-E-bucket model simulations, whereas the response in IBIS
was somewhat muted. This suggests a weaker sensitivity of
the IBIS model to water table variations when the depth-to-
groundwater is ∼75cm or deeper (at least for sand, using
R-1982 parameters). The Hydrus-1D and G-E models, on
the other hand, show a greater sensitivity to the presence of
groundwater, suggesting a deeper simulated “critical zone”
(also discussed in Sect. 4). As ETp and water table depth
continued their seasonal decline beyond mid July (Fig. 2),
the differences in soil moisture between the simulations with
and without groundwater diminished considerably (Fig. 3).
Finally, we note that the model evaluation simulations were
also run using the CH-1978 soil hydraulic parameters. These
additional simulations (not shown) resulted in an increase in
mean soil moisture in all models (compared to the R-1982
runs), but the general shape of the pulse-decay behaviour was
not altered notably.
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3.3 Experimental design: model sensitivity experiments
The goal of the model sensitivity analysis is to evaluate the
role of soil texture, water table depth, model formulation,
and node spacing in determining mean annual ET. Although
it has been suggested that the use of soil texture alone is of-
teninsufﬁcientforestimatingsoilhydraulicparameters(Gut-
mann and Small, 2005), the availability of global soil tex-
ture maps makes it a commonly used predictor of soil hy-
draulic parameters for hydrologic and land surface modelling
purposes. Thus, in the ﬁrst set of sensitivity experiments
(Table 3), we run Hydrus-1D using CH-1978 and R-1982
texture-speciﬁc, class-averaged values for four different soil
textures (Table 1) under varying water table depths. Two dif-
ferent node spacings are used (1.5cm and 30cm). In the sec-
ond set of experiments, the IBIS model and both forms of the
G-E-bucket model are individually compared with Hydrus-
1D to investigate the role of model differences and complex-
ities in determining the ET response to varying water table
depths. Simulationsusingfree-drainagelowerboundarycon-
ditions are also compared between IBIS and Hydrus-1D.
Since the observational dataset from the wetland ﬁeld site
covers only one growing season (2009), measurements from
a long-term meteorological station near Champion, Nebraska
(a grassland site) were used to drive the model sensitivity ex-
periments. Mean hourly and daily data were obtained from
the High Plains Regional Climate Center (HPRCC) at the
University of Nebraska-Lincoln for a 10-year period (1999–
2008). The HPRCC station is located approximately 150km
west of the ﬁeld site at 40◦24.000 N and 101◦43.200 W at
an elevation of 1028ma.s.l. Measured variables include air
temperature, relative humidity, incoming solar radiation, pre-
cipitation, and wind speed. Air temperature and net radiation
are used to calculate ETp via the Priestley-Taylor method (for
the Hydrus-1D and G-E-bucket models). Net radiation is cal-
culated as 63% of incoming solar radiation (based on a linear
regression using data collected at the ﬁeld site; r2 =0.96),
and 10% of the net radiation is assumed to go into ground
heat ﬂux. It should be noted that IBIS is the only model used
in this study that explicitly simulates snow or frozen soil pro-
cesses. Precipitation and soil moisture in the Hydrus-1D and
G-E-bucket models, on the other hand, are assumed to be un-
frozen, regardless of the time of year. This simpliﬁcation is
not expected to have a signiﬁcant impact on the simulated
mean annual ET, since the vast majority of the land surface
latent heat ﬂux in this mid-latitude location occurs during the
warm season.
The vegetation type in all four models is speciﬁed as grass
(C3 grass for IBIS), with a root depth of 50 cm and a uniform
root distribution. It is important to note that differences in
root distribution have been shown to inﬂuence transpiration
rates and groundwater recharge (e.g., Finch, 1998; Small,
2005; Collins and Bras, 2007). Although examining such
impacts is beyond the scope of the present study, it would
be interesting to include the effects of root distribution in
future studies of groundwater-land surface coupling. Simi-
larly, the sensitivity analysis presented in this paper should
also be extended to other vegetation types. However, con-
ducting this initial analysis with a shallow-rooted vegetation
type is important for laying the groundwork for future stud-
ies of groundwater impacts on ET in the presence of more
complex root distributions and deep-rooted water uptake.
For the ﬁrst set of simulations (which involves only
Hydrus-1D; Table 3), the lower boundary condition was set
to a constant pressure head to represent a ﬁxed water table
depth. The depth was varied from 100cm to 1400cm (in in-
crements of 100cm). 10-year simulations were run at a daily
time step for each of the two node spacings, two soil parame-
ter datasets, four soil textures, and 14 water table depths (i.e.,
a total of 224 simulations). To minimize the inﬂuence of ini-
tial soil moisture conditions on the results, a “spin-up” period
of 10 years or more was applied to each Hydrus-1D simula-
tion, in which forcing data from the ﬁrst year (1999) was run
for multiple years until the year-end soil moisture proﬁle no
longer varied with time. The model was then run at a daily
time step from 1999–2008, and mean annual ET values were
calculated from this 10-year average.
In the second set of simulations, a similar experimental de-
sign was used to compare the IBIS and G-E-bucket models
with Hydrus-1D (see Table 3). As before, both the CH-1978
and R-1982 soil parameter datasets were used, and 10-year
simulations were performed to calculate the mean annual ET.
Both of the G-E-bucket models were run at a daily time step
and across the same range of water table depths described
above for the Hydrus-1D simulations. The IBIS model, on
the other hand, runs at an hourly time step and has a total soil
depth of 250cm (see Sect. 2.2). Thus, an additional set of
Hydrus-1D simulations was performed (with an hourly time
step, 2.5-cmnodespacing, and250-cmtotalsoildepth), soas
to be directly compatible with the IBIS results. Water table
depths for the IBIS and Hydrus-1D comparison runs varied
across 11 irregularly spaced intervals from 5–225cm (with
ﬁner intervals near the surface), and a free-drainage simula-
tion was also performed for each model. A 5-year spin-up
period was applied to the IBIS simulations, while the G-E-
bucket models were initialized by setting the soil moisture
to ﬁeld capacity (i.e., no spin-up period was required for the
shallow, single-bucket models).
Finally, we note one additional modiﬁcation to the
Hydrus-1D hourly simulations that was implemented in or-
der to provide a more direct comparison with the IBIS simu-
lations, and this involves the calculation of ETp (and hence,
ETa). While Hydrus-1D calculates ETa based on available
water content and prescribed ETp (which we estimate from
the Priestley-Taylor relationship), IBIS calculates ETa based
on the sum of transpiration, intercepted evaporation, and bare
soil evaporation (see Sect. 2). Therefore, to ensure the use of
similar atmospheric forcing in both models (i.e., that the ETp
used in Hydrus-1D is similar to what would be estimated by
IBIS), we performed a set of IBIS simulations in which all
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soil layers were saturated (for all soil texture classes). The
IBIS-simulated ETa from these “saturated” runs was then
used as the ETp input for Hydrus-1D (see Table 3). (No
such adjustment was required for the G-E/Hydrus-1D com-
parisons, since both models use the Priestley-Taylor method
to calculate ETp). It was found that the IBIS-estimated mean
annual ETp for the 10-year period (1052mm) was only 2%
higher than that calculated from the Priestley-Taylor method
(1034mm).
4 Results and discussion: model sensitivity experiments
We present the results of the model sensitivity analysis in
terms of the ratio of actual to potential ET (i.e. ETa/ETp),
where both ETa and ETp represent 10-year annual mean val-
ues. This ratio represents the fraction of atmospheric evap-
orative demand that is actually utilized for ET. As such,
ETa/ETp characterizes the degree of water or energy limita-
tion, with high (low) values of ETa/ETp indicating energy-
limited (water-limited) conditions. ETa/ETp can be com-
pared to P/ETp (often referred to as the “humidity index;”
Porporato et al., 2004), where P is the annual mean precipi-
tation. Although non-zero surface runoff and/or groundwater
recharge would generally imply that ETa/ETp ≤ P/ETp (in
the long-term mean), capillary ﬂux from groundwater can of-
ten lead to ETa/ETp ≥P/ETp, particularly in dry regions. (Ir-
rigation can also lead to ETa rates in excess of P, but this is
not something that we examine here.) In the present study,
the humidity index at the long-term HPRCC meteorologi-
cal station was found to be P/ETp =0.41. Thus, values of
ETa/ETp in excess of 0.41 would be indicative of a ground-
water contribution to ETa, with ETa/ETp approaching 1.0 as
the water table reaches the surface. As the water table depth
increases, however, ETa/ETp converges toward P/ETp in this
semi-arid climate, resulting in limited runoff or groundwater
recharge (Zhang et al., 2008).
4.1 Inﬂuence of water table depth, soil parameters, and
node spacing on ETa
Results of the Hydrus-1D sensitivity analysis are illustrated
in Fig. 4, which shows the simulated ETa/ETp as a func-
tion of water table depth for both large and small node spac-
ing, two soil parameter datasets (Table 1), and four differ-
ent soil texture classes. In all cases, we ﬁnd that ETa/ETp
is roughly equal to 1.0 for very shallow water tables, but
asymptotically approaches P/ETp =0.41 as the water table
depth increases. In a numerical modelling study using a
fully coupled groundwater/vadose zone/land surface model,
Kollet and Maxwell (2008) described the “critical zone”
as the region in which a strong correlation exists between
ETa/ETp and water table depth, and they found this zone
to occur at depths of 100–500cm in their study area (Ok-
lahoma, USA; generally loam and loamy sand soil textures).
The results of Fig. 4 generally agree with those of Kollet and
Maxwell (2008), but clearly show that the depth and thick-
ness of the modelled critical zones depend strongly on the
soil type and (especially) the source from which the texture-
speciﬁc, class-averaged values are obtained. Among the four
soil textures used, silt loam shows the thickest (and deepest)
criticalzone, whilesandshowsthethinnest(Fig.4). Clayand
siltyclayloamtendtoexhibittheshallowestcriticalzone, ex-
cept when using the R-1982 soil parameter dataset (in which
case sand shows the shallowest critical zone).
The critical zones simulated by Hydrus-1D are signiﬁ-
cantly deeper (for all four soil types) when using the CH-
1978 soil parameters instead of the R-1982 parameters. In
most cases, the critical zone is also thicker (especially for
sand and silt loam). These results indicate that LSMs that
simulate coupled water table dynamics in semi-arid regions
are likely to produce more surface ET (for the same water
table depth) when using CH-1978 values for a given soil tex-
ture rather than the R-1982 values (unless the water table
depth is well above or well below both critical zones). This
could lead to a negative feedback, whereby the water table
elevation declines until surface ET is sufﬁciently reduced to
reach a steady-state water balance. As a result, the simulated
water table depth, in the long-term mean, would be deeper in
the case of the CH-1978 values. According to Fig. 4, this dif-
ference in water table depth could be very large (e.g., greater
than ∼5m in the case of sand, or ∼10m in the case of silt
loam).
Conversely, LSMs that model capillary ﬂux, but with ﬁxed
water table depths, are likely to simulate signiﬁcantly dif-
ferent ETa values (and root-zone soil moisture), depending
on the soil parameter dataset that is used. This difference
would be particularly large when the imposed water table
depth lies somewhere between the depths of the two criti-
cal zones (Fig. 4). In our own study, the ETa simulated by
Hydrus-1D is up to a factor of 2.4 larger (i.e., 1.0/0.41) when
CH-1978 parameters are used instead of R-1982 (e.g., for silt
loam at a water table depth of ∼700cm; or sand at a water ta-
ble depth of ∼300cm). These large differences in ETa would
cause signiﬁcant discrepancies in the partitioning of avail-
able energy into latent and sensible heat ﬂux in LSMs that
use ﬁxed water table depths in semi-arid regions. As noted
above (and in Fig. 4), the discrepancies become signiﬁcantly
minimized only if the water table depth is extremely shal-
low or if it drops below the deepest of the two critical zones.
In the latter case, ETa/ETp converges to a common value of
P/ETp (for dry climates), regardless of the soil parameter
dataset that is chosen. For wetter climates, the asymptotic
value of ETa/ETp would be less than P/ETp due to the in-
creased partitioning of precipitation into runoff. This would
also mean that the different soil parameter simulations would
not necessarily converge to the same value (due to the im-
pacts of soil physics on runoff processes). Even for the semi-
arid region studied here, we note that some of the asymp-
totic ETa/ETp ratios are slightly lower than P/ETp, showing
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Fig. 4. Long-term mean annual ETa/ETp versus water table depth, based on the daily Hydrus-1D  2 
10-year simulations (see Table 3). Shown are model results for (a) sand, (b) silt loam, (c) silty  3 
clay  loam,  and  (d)  clay.  Dashed  and  solid  lines  indicate  model  solutions  using  Clapp  and  4 
Hornberger (1978) and Rawls et al. (1982) soil parameters, respectively (both with 1.5-cm node  5 
spacing).  Vertical  “error  bars”  represent  solutions  using  30-cm  node  spacing,  while  empty  6 
squares or circles indicate solutions that did not converge using a 30-cm nodal distance. The  7 
horizontal, dashed line (in grey) indicates the 10-year mean annual P/ETp ratio, where ETp is  8 
calculated  from  the  Priestley-Taylor  relationship.  Gray  shaded  and  hatched  areas  represent  9 
approximate critical zones for R-1982 and CH-1978 soil parameters, respectively.  10 
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Fig. 4. Long-term mean annual ETa/ETp versus water table depth, based on the daily Hydrus-1D 10-year simulations (see Table 3). Shown
are model results for (a) sand, (b) silt loam, (c) silty clay loam, and (d) clay. Dashed and solid lines indicate model solutions using Clapp
and Hornberger (1978) and Rawls et al. (1982) soil parameters, respectively (both with 1.5-cm node spacing). Vertical “error bars” represent
solutions using 30-cm node spacing, while empty squares or circles indicate solutions that did not converge using a 30-cm nodal distance.
The horizontal, dashed line (in grey) indicates the 10-year mean annual P/ETp ratio, where ETp is calculated from the Priestley-Taylor
relationship. Gray shaded and hatched areas represent approximate critical zones for R-1982 and CH-1978 soil parameters, respectively.
subtle differences depending on soil texture (e.g., ETa/ETp
being lowest for sand). Lower values of ETa/ETp for coarser
soil texture are consistent with other modelling and water
balance studies in this region (Wang et al., 2009a,b), as well
as studies in other semi-arid locations (e.g. Small, 2005).
Although there are relatively few previous studies that
have shown the sensitivities of surface ET to soil hydraulic
properties in areas where groundwater is an important con-
tributor to ET, various modelling studies have shown sig-
niﬁcant uncertainties in simulated groundwater recharge
(Schaap and Leij, 1998; Schaap et al., 2001; Wang et al.,
2009b). Faust et al. (2006) also examined the effects of
chosen pedotransfer functions on the prediction of poten-
tial recharge rates and patterns, and they found that dif-
ferent pedotransfer functions can produce up to an order-
of-magnitude variation in the total recharge simulated by a
basin-scale hydrologic model. Nolan et al. (2007) pointed
out that uncertainity in soil hydraulic parameters can also
lead to a higher spatial variability in estimated recharge.
The effects of node spacing on the Hydrus-1D-simulated
ETa/ETp are illustrated in Fig. 4 by the vertical “error” bars
(i.e., 1.5-cm node spacing for the squares/circles vs. 30-cm
node spacing for the thin vertical lines). The results show
that the use of a coarser node spacing leads to higher ETa
in all cases, with the difference being largest for water table
depths within the critical zone (generally 100–600cm). In
some cases, the simulated ETa/ETp for 30-cm node spacing
can be up to 60% larger than that for 1.5-cm spacing (Fig. 4),
but otherwise the differences are generally small. Associated
with the higher ETa/ETp is a slight deepening of the simu-
lated critical zone (by ∼50–100cm) when using the 30-cm
node spacing. It should be noted that other investigations
using the Richards equation (van Dam and Feddes, 2000)
have shown that a node spacing of ∼5cm or larger may not
correctly estimate evaporation and inﬁltration, especially in
layers close to the surface and with a shallow water table.
Nevertheless, the results of the current study show that the
use of two widely varying node spacings in Hydrus-1D gen-
erally leads to only moderate differences in simulated ETa,
except when the water table depth is within the critical zone,
in which case the discrepancies can be non-trivial. Even in
the latter case, however, the uncertainties due to node spac-
ing are much less than those associated with the choice of
soil hydraulic parameters (Fig. 4).
www.hydrol-earth-syst-sci.net/15/787/2011/ Hydrol. Earth Syst. Sci., 15, 787–806, 2011800 M. E. Soylu et al.: Quantifying the impact of groundwater depth on evapotranspiration
46 
 
  1 
Fig.  5.  Same  as  in  Fig.  4,  except  for  hourly  Hydrus-1D  (black)  and  IBIS  (red)  10-year  2 
simulations (see Table 3). The node spacing in all simulations is 2.5 cm, and ETp is calculated  3 
based on ETa from the “saturated” IBIS run.  4 
Fig. 5. Same as in Fig. 4, except for hourly Hydrus-1D (black) and IBIS (red) 10-year simulations (see Table 3). The node spacing in all
simulations is 2.5cm, and ETp is calculated based on ETa from the “saturated” IBIS run.
4.2 Hydrus-1D/IBIS model comparison
To investigate the sensitivity of ETa/ETp to differences in
the numerical solution of the Richards equation (as a func-
tion of water table depth), we compare the IBIS and Hydrus-
1D model simulations (described in Sect. 3.3 and Table 3).
As noted earlier, IBIS employs the commonly used, mass-
conservative, θ-based form of the Richards equation, while
Hydrus-1D uses the mixed θ- and h-based form. Both model
simulations use identical node spacing (2.5cm), soil depth
(250cm), and atmospheric forcing (at least in terms of P and
IBIS-estimated ETp). The results are shown in Fig. 5 for four
soil types, 11 water table depths (ranging from 5–225cm),
and both soil parameter datasets (i.e., CH-1978 and R-1982).
In general, IBIS simulates considerably lower ETa than
Hydrus-1D (by up to a factor of three), particularly for inter-
mediate water table depths that are between the models’ two
simulated critical zones (Fig. 5). Only when the water table
is extremely shallow (∼5–25 cm) do the models show good
agreement (and not surprisingly, considering they use the
same ETp). One might also expect both models to converge
to a similar value of ETa/ETp (equal to P/ETp) when the
water table is very deep, as was found in Fig. 4 for Hydrus-
1D (at depths of ∼300–800cm for R-1982 parameters, or
>1400cm for CH-1978). However, the shallow soil depth in
IBIS (Fig. 5) prevents us from determining the precise water
table depth at which this might occur. Moreover, some of the
asymptotic ETa/ETp values for IBIS actually fall well below
P/ETp, particularly in the case of sand, which is coarser and
allows for greater recharge (Fig. 5a). This was also found
for Hydrus-1D (Fig. 4a), although the effect is more pro-
nounced in the case of IBIS. For additional comparison, Ta-
ble 4 shows results from simulations with no groundwater at
all (i.e., using free-drainage lower boundary conditions and
R-1982soilparameters). Withoutthe inﬂuenceofgroundwa-
ter, the ETa/ETp values in Hydrus-1D fall somewhat below
P/ETp =0.41 and vary slightly by soil texture. IBIS, on the
other hand, exhibits even lower values of ETa/ETp, particu-
larly for sand (ETa/ETp =0.248). Thus, there is a tendency
for IBIS to simulate lower ETa than Hydrus-1D (and, there-
fore, greater surface runoff and/or recharge), with or without
the inﬂuence of groundwater. (It should also be noted that
this conclusion does not change if the free-drainage simula-
tions are run with CH-1978 parameters instead of R-1982.)
In conjunction with the lower values of ETa, IBIS also
simulates a shallower critical zone than Hydrus-1D (Fig. 5;
also alluded to earlier in Sect. 3.2), regardless of which soil
parameter dataset is used. In other words, a shallower wa-
ter table is needed (in IBIS) in order to simulate the same
rate of ETa as Hydrus-1D (Fig. 5). This suggests greater
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Fig. 6. Same as in Fig. 4, except for daily Hydrus-1D (black) and G-E-bucket model (1-blue, 2- 2 
yellow) 10-year simulations (see Table 3). The node spacing in the Hydrus-1D simulation is 1.5  3 
cm, and ETp is calculated from the Priestley-Taylor relationship.  4 
Fig. 6. Same as in Fig. 4, except for daily Hydrus-1D (black) and G-E-bucket model (1-blue, 2-yellow) 10-year simulations (see Table 3).
The node spacing in the Hydrus-1D simulation is 1.5cm, and ETp is calculated from the Priestley-Taylor relationship.
Table 4. Long-term mean annual ETa/ETp, as simulated by IBIS
and Hydrus-1D in the 10-year model sensitivity experiments (Ta-
ble 3) using free-drainage lower boundary conditions. Soil hy-
draulic parameters from Rawls et al. (1982) are used in the simu-
lations.
IBIS Hydrus-1D
Sand 0.248 0.365
Silt Loam 0.326 0.396
Silty Clay Loam 0.314 0.389
Clay 0.305 0.378
capillary ﬂux and root water uptake in Hydrus-1D, as com-
pared to IBIS (given the same water table depth). (A higher
rate of root water uptake could also explain the stronger “no-
groundwater” response that was found in the Hydrus-1D-
simulated soil moisture shown earlier in Fig. 3.) Since sur-
face ET in dry climates (or dry seasons) is often maintained
through capillary rise from the water table, this is a critical
issue in terms of vegetation dynamics, as well as surface en-
ergy, water, and carbon ﬂuxes (Nepstat et al., 1994).
The difference in critical zone depths simulated by IBIS
and Hydrus-1D is ∼100cm when using the R-1982 soil
parameters (Fig. 5), and considerably larger when using CH-
1978 values (Figs. 4 and 5). These model-related differences
are comparable to the “uncertainty” in IBIS-simulated crit-
ical zone depth that is associated with using different soil
parameter datasets (Fig. 5). In contrast, Hydrus-1D exhibits
a much greater sensitivity to the choice of soil hydraulic pa-
rameters (Fig. 4), showing differences in critical zone depth
of over 1000cm between R-1982 and CH-1978. These re-
sults indicate that resolving issues related to proper soil pa-
rameterizations is extremely important and, in some cases,
more important than even the choice of which model to use.
In terms of critical zone depth, however, IBIS shows consid-
erably less sensitivity to the choice of soil hydraulic parame-
ters than Hydrus-1D.
4.3 Hydrus-1D/G-E-bucket model comparison
In Fig. 6, we examine the sensitivity of simulated ETa/ETp to
three model formulations: (1) G-E-bucket model-1, (2) G-E-
bucket model-2, and (3) Hydrus-1D. Identical soil parameter
values and climate forcing are used in both models (Table 3),
and the water table depths vary from 100–1000cm (in incre-
ments of 100cm). In general, the models agree well with
each other, especially for sand and silty clay loam. The sim-
ulated critical zones are similar for the two models (in terms
www.hydrol-earth-syst-sci.net/15/787/2011/ Hydrol. Earth Syst. Sci., 15, 787–806, 2011802 M. E. Soylu et al.: Quantifying the impact of groundwater depth on evapotranspiration
of both depth and thickness), except in the case of clay (with
R-1982 soil parameters). The latter scenario shows a thicker
critical zone in the Hydrus-1D model (∼500cm) as com-
pared to both of the G-E-bucket models (∼250cm). Another
model-related difference that is evident in the clay/R-1982
scenario (Fig. 6d) is the simulation of lower ETa/ETp val-
ues by Hydrus-1D (as compared to both of the G-E-bucket
models) when the water table is shallow (<200cm). This
pattern reverses for deeper water tables (>300cm), where
Hydrus-1D instead converges to a higher ETa/ETp value than
that of the G-E models. The asymptotic value of ETa/ETp in
Hydrus-1D (for clay) is almost identical to P/ETp, whereas
the G-E-model converges to a notably lower value (implying
non-zero recharge and/or surface runoff, similar to what was
found for IBIS in Fig. 5 and Table 4).
As was shown earlier for Hydrus-1D, the ETa/ETp ratios
simulated by both of the G-E-bucket models are very sen-
sitive to the choice of soil hydraulic parameters (R-1982
and CH-1978). In fact, the soil parameter-related differ-
ences shown in Fig. 6 are much larger than the differences
in ETa/ETp among the three model simulations. Given the
wide range in complexity among all four models examined
in this study, this again highlights the importance of using
propersoilhydraulicparametersinmodellingtheresponseof
surface ET to ﬂuctuations in water table depth (particularly
near the critical zone). The results of Fig. 6 also suggest that
simpler models that are more computationally efﬁcient (such
as the G-E-bucket model) can be effectively used to simulate
groundwater impacts on ETa, so long as the soil hydraulic
parameters are properly speciﬁed.
5 Summary and conclusions
Soil moisture in the root zone is a critical mediator of land
surface-atmosphere interactions and vegetation dynamics. In
regionswithshallowgroundwater, capillaryrisefromthewa-
ter table can be a signiﬁcant source of moisture to the root
zone. In this study, we examined the role of different nu-
merical model parameterizations in quantifying the impact
of groundwater on root zone soil moisture and ET, as well
as model sensitivity to soil texture and water table depth.
The four models used in this study are: (1) the Hydrus-
1D model (Simunek et al., 2005), (2) the Integrated Bio-
sphere Simulator (IBIS; Foley et al., 1996; Kucharik et al.,
2000), and (3–4) two variants of the Gardner-Eagleson (G-
E) model that are coupled with a bucket-type soil moisture
model using successive steady-state ﬂux conditions. The G-
E model offers an analytical solution to calculate a constant
rate of capillary ﬂux from the water table to the unsaturated
zone under steady-state soil moisture conditions. Model val-
ues for soil hydraulic parameters were obtained from two
soil texture-based lookup tables that are commonly used by
LSMs (Table 1), namely the parameter sets of Clapp and
Hornberger (1978) and Rawls et al. (1982).
The models were ﬁrst evaluated using observations from
a semi-arid ﬁeld site in a region with shallow groundwa-
ter (located in south-central Nebraska, USA). Root-zone soil
moisture and water table ﬂuctuations were measured at the
ﬁeld site for a ∼5-month period during the 2009 growing
season. All models compared well with observations when
using water table depth as a lower boundary condition and
soil hydraulic parameters from Rawls et al. (1982). The sim-
ulations worsened considerably under free-drainage bound-
ary conditions (i.e., no groundwater inﬂuence). Soil mois-
ture was more accurately simulated in the two G-E models
than both Hydrus-1D and IBIS, while IBIS showed the low-
est sensitivity to the presence/absence of groundwater. Use
of the Clapp and Hornberger (1978) parameter dataset led to
signiﬁcant overestimates of mean soil moisture in all models
(but with little change in simulated variability). Sensitivity
analysis of the models to water table depth, soil texture, node
spacing, and soil parameters revealed several key ﬁndings
that are summarized below.
Model simulations showed that the depth and thickness of
the critical zone, which is the zone of strongest inﬂuence of
water table on surface ET, is (in most cases) signiﬁcantly af-
fected by soil texture. The simulated critical zone for silt
loam, for example, was found to be much deeper and thicker
than that for sand (regardless of model choice or soil param-
eter dataset). On the other hand, the impact of soil hydraulic
parameters on surface ET was generally found to be much
larger than that of soil texture. Clapp and Hornberger (1978)
soil parameters consistently produced much deeper critical
zones than those obtained using the Rawls et al. (1982) pa-
rameters. Signiﬁcant differences in actual evapotranspiration
(ETa) were also found (up to a factor of 2.4) as a result of
using different soil parameters, particularly when water ta-
ble depths were located between the two simulated critical
zones. Such differences could introduce a signiﬁcant bias in
the partitioning of available energy into latent and sensible
heat ﬂuxes in LSMs, as well as errors in predicting water ta-
ble position in coupled (two-way) land surface-groundwater
models. For very deep water tables or free-drainage con-
ditions (i.e., no inﬂuence from groundwater at all), the dif-
ference in simulated ETa between the two soil parameter
datasets became much smaller, but not necessarily negligi-
ble. Only for extremely shallow water tables did the models
converge to identical values of ETa (equal to ETp). The use
of a much larger node spacing in Hydrus-1D (30-cm instead
of 1.5-cm) led to a slightly deeper critical zone (by ∼50–
100cm) and higher simulated ETa rates (particularly when
the water table depth was within a range of ∼100–600cm).
In general, however, the effects of node spacing were found
to be signiﬁcantly less than those related to soil hydraulic
parameters.
The Hydrus-1D and IBIS models were used to examine
the implications of using different forms of the Richards
equation. IBIS uses the θ-based form, while Hydrus-1D
solves the mixed θ- and h-based form. The two models
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were found to be in good agreement with each other only
in cases of very shallow water table (5–25cm, depending
on soil texture). Moderate agreement was also evident un-
der free-drainage conditions, with IBIS simulating 18–32%
lower ETa than Hydrus-1D (and, therefore, greater recharge).
When the water table was near the critical zone, however,
there was a much greater difference between the ETa val-
ues predicted by the two models. Regardless of the soil pa-
rameters and texture type, Hydrus-1D consistently predicted
a higher ETa/ETp ratio than IBIS. Especially for sand and
clay, the difference was as high as a factor of two to three.
This difference would have a major impact on regional en-
ergy and water balance predictions. We attribute the dis-
agreement between the two models largely to differences in
the form of the Richards equation, since both models used
similar forcing, node spacing, and soil parameters. On the
other hand, the models’ different formulations for calculat-
ing ETa could also be leading to some of the discrepancies
(despite the use of identical ETp). Finally, we note that IBIS
was found to have a lower sensitivity to soil hydraulic pa-
rameters than Hydrus-1D. The parameter-related differences
in IBIS-simulated ETa/ETp, however, were by no means neg-
ligible (and, in fact, were comparable to the inter-model dif-
ferences).
The two variants of the G-E-bucket model were also
compared to Hydrus-1D and, overall, were found to be in
slightly better agreement with Hydrus-1D than IBIS. The
models showed good agreement with Hydrus-1D in predict-
ing ETa/ETp for most soil textures (especially sand and silty
clay loam), although some discrepancies were found when
soil parameters from Rawls et al. (1982) were used. In
the case of clay, for example, the two G-E-bucket models
converged to a lower value of ETa/ETp (at deep water table
depths) than was simulated by Hydrus-1D (implying greater
recharge in the G-E models, as was also found for IBIS).
At water table depths less than ∼200cm, however, the G-
E-bucket models simulated higher values of ETa/ETp (for
clay) than Hydrus-1D. Overall, the three-model comparison
clearly showed that simulations of surface ET (in the pres-
ence of groundwater) are much more sensitive to the choice
of soil hydraulic parameters than to the choice of model for-
mulation. As noted above, even IBIS showed a sensitiv-
ity to soil hydraulic parameters that was comparable to the
inter-model differences in ETa/ETp. Thus, we conclude that
resolving issues related to the parameterization of soil hy-
draulic properties is of utmost importance, as these parame-
ters were found to play a larger role than other factors such
as node spacing, soil texture, or even the choice of model.
It has been previously shown that neglecting the role of
groundwater in LSMs may result in signiﬁcant errors in the
surface energy and water balance, especially in areas where
the water table is shallow (e.g., Kollet and Maxwell, 2008;
Maxwell and Kollet, 2008). We show in this new study that
even coupled models may lead to inaccurate results, depend-
ing on the choice of soil parameters and solution methods
that are used for simulating the interaction between saturated
and unsaturated zones. Hence, further studies are needed that
integrate ﬁeld measurements with modelling to better under-
stand and predict the coupling of groundwater with the land
surface and overlying atmosphere. Our own study has ex-
amined model- and soil parameter-related sensitivities using
validation and forcing data from a semi-arid, grassland lo-
cation. It would be valuable to extend this study to other
regions with different climate, land cover, and soil types to
assess the universality of the current ﬁndings. In particu-
lar, ﬁeld studies which explicitly measure ETa as a func-
tion of water table depth and soil parameters (e.g., using
eddy covariance, energy balance, or lysimeter techniques)
would be especially useful for testing and validating coupled
groundwater-land surface hydrologic models.
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