We introduce the notion of base-normality, which is a natural generalization of base-paracompactness introduced by J.E. Porter. We prove the following: (1) For a base-normal space X and a metrizable space Y , the product space X × Y is normal if and only if X × Y is base-normal. (2) For the countable product X = i∈N X i of spaces X i such that finite subproducts i n X i , n ∈ N, are base-normal, X is normal if and only if X is base-normal. (3) Every Σ-product of metric spaces is base-normal. Many applications for analogue of classical theorems on normality of products are also given.  2004 Elsevier B.V. All rights reserved.
Introduction
Throughout this paper, all spaces are assumed to be T 1 topological spaces. The symbol N denotes the set of all natural numbers. Let κ denote an infinite cardinal and ω the first infinite cardinal. As usual, a cardinal is the initial ordinal and an ordinal is the set of smaller ordinals. The cardinality of a set X is denoted by |X|. For a space X, w(X) stands for the weight of X, and T (X) denotes the collection of all open subsets of X. For a space X and a subspace A of X, the closure of A in X is denoted byĀ. For a collection A of subspaces of a space X, {Ā: A ∈ A} is denoted byĀ.
Weakening total-paracompactness, in [15] J.E. Porter introduced the notion of baseparacompactness and proved some interesting results containing those for product spaces; a space X is said to be base-paracompact [15] if there is a base B for X with |B| = w (X) such that every open cover of X has a locally finite refinement by members of B.
In this paper, we introduce a new notion, called base-normality, which is a natural generalization of base-paracompactness. A space X is said to be base-normal if there is a base B for X with |B| = w(X) such that every binary open cover {U 0 , U 1 } of X admits a locally finite cover B of X by members of B such that B refines {U 0 , U 1 }. The definition is motivated by the well-known fact that X is normal if and only if every binary open cover {U 0 , U 1 } of X admits a locally finite open cover V of X such that V refines {U 0 , U 1 }. Note that every base-paracompact Hausdorff space is base-normal, and it will be shown that every base-normal paracompact space is base-paracompact (Corollary 2.3).
In this paper, we are principally concerned with the study of base-normality in product spaces. Namely, we prove the following three results, which are related to products with a metric factor, infinite products and Σ-products, respectively.
Theorem 1.1. Let X be a base-normal space and Y a metrizable space. Then, the product space X × Y is normal if and only if X × Y is base-normal.
Theorem 1.1 together with other results in this paper provide analogues of the MoritaRudin-Starbird Theorem, the Dowker Theorem and the Morita Theorem related to normality of products (Theorems 6.1-6.3).
Next, we give the following result on infinite products, which is motivated by the Nagami-Zenor Theorem. Theorem 1.2. Let X = i∈N X i be the countable product of spaces X i and assume finite subproducts i n X i , n ∈ N, are base-normal. Then, X is normal if and only if X is basenormal. Theorem 1.2 will be applied to prove other results on infinite products. In particular, results for base-paracompact spaces will be given (Corollaries 6.9 and 6.10), which seem to be the first observations on base-paracompactness for infinite products.
A proper Σ-product is never paracompact [2] , hence, is never base-paracompact. On the other hand, we have the following improvement of the Gul'ko-Rudin Theorem.
Theorem 1.3. Every Σ-product of metric spaces is base-normal.
For undefined terminology, see [4, 16] . (2) ⇒ (5): Assume X is base-normal and κ-paracompact. Let B be a base which witnesses base-normality for X. We shall show that B is the base required in (5) . To prove this, let U = {U α : α ∈ Ω} be an open cover of X with |Ω| κ. Since X is normal κ-paracompact, we can take locally finite open covers V = {V α : α ∈ Ω} and W = {W α : α ∈ Ω} such that V α ⊂ W α ⊂ U α for every α ∈ Ω. Since X is base-normal, for every α ∈ Ω, we can take a locally finite collection B α of X by members of B such that It is unknown whether the statement 'every paracompact space is base-paracompact' holds or not [15] , and a list of some equivalent conditions is given in [15 [14, 15] ). S. Kawaguchi [7] communicated to the author that ω 1 is base-normal, which is, of course, countably paracompact (hence, base-countably paracompact) but not paracompact. Now, we use the method of [15] to provide various examples. Let Y be any normal, κ-paracompact but non-paracompact space, for example, κ + with the usual order topology is such one space. The direct sum Y ⊕ (|T (Y )| + 1), where |T (Y )| + 1 has the usual order topology, is base-normal and base-κ-paracompact but not paracompact. If we construct Y ⊕ (|T (Y )| + 1) by using any non-normal κ-paracompact space Y or any Dowker space Y , respectively, we can get a non-normal base-κ-paracompact space or a base-normal Dowker space, respectively.
In the first version of the paper, we commented that we did not know whether every normal space is base-normal or not. The referee kindly informed us that certain (necessarily consistent) examples of well-known separable normal non-metrizable Moore spaces are not base-normal. To see this, let X be a normal separable Moore space of weight ℵ 1 which is not collectionwise-Hausdorff (e.g., take X to be the tangent disk space over a Q-set). Then, there is a closed set D of cardinality ℵ 1 which cannot be separated. Suppose B is a base witnessing base-normality of X, with |B| = ℵ 1 . It is easy to construct by induction disjoint subsets H and K of D such that, if B ∈ B and |B ∩ D| = ℵ 1 , then B ∩ H = ∅ and B ∩ K = ∅. But then B has no locally finite subcover B refining {X − H, X − K}, for suppose it did. By separability, B is countable, so some member of B meets D in an uncountable set, hence meets both H and K, contradiction.
Let us note that the above example implies that it is consistent with ZFC that following facts hold: Base-normal spaces are not preserved under open perfect mappings. Basenormal spaces are not hereditarily to clopen subsets. Base-normality of the product space X × Y need not imply base-normality of X. To prove these, let a space X be normal but not base-normal, D(|T (X)| the discrete space of cardinality |T (X)|, and p a point. Consider base-normal spaces X ⊕ (|T (X)| + 1) ⊕ {p} and X × (D(|T (X)|)), and the map
⊕ {p}, and apply a method similar to that of J.E. Porter [15] .
On a study of base-paracompactness of product spaces, difficulties lie on the unknown fact whether 'locally finite cover B ' in the definition can be replaced by 'σ -locally finite cover B ' or not. Indeed, on proofs of [15, Theorem 3.15] or [20, Corollaries 4.3 and 4.4] , it takes some effort to avoid this problem. For a study of base-normality of product spaces, there are difficulties similar to the above.
Proof of Theorem 1.1
Before the proof of Theorem 1.1, let us note that for a base-normal space (even for a base-paracompact space) X and a metrizable space Y X × Y is not necessarily normal (Example 2.5).
We first give the following key lemma, which is used not only for the proof of Theorem 1.1 but also for that of Theorem 1. 
Proof. Since R ∩ K = ∅, there is a locally finite collection V 1 of X by members of B X such that R ⊂ V 1 , and that
Then, we have:
By (1 2 ), R 0 − B 1 and R 1 are closed and disjoint. Hence, there is a locally finite collection V 2 of X by members of B X such that
In a parallel construction with B 2 , we have B 3 satisfying that:
Then, we have: (4 1 ) and (4 2 ) that B is a locally finite cover of X by members of B X ∧ U .
To prove (a), let B ∈ B satisfying the condition
This completes the proof. 2
Proof of Theorem 1.1. Let X be a base-normal space and Y a metrizable space, and assume X × Y is normal. In case Y is discrete, X × Y is clearly base-normal. Hence, we may assume Y is non-discrete, and therefore, X × Y is countably paracompact by the Morita-Rudin-Starbird Theorem.
Let B X be a base which witnesses base-normality for X. We may assume B X is closed under finite intersections. We can take a base G of Y so that the following conditions are satisfied:
We shall show that B X × G witnesses base-normality for X × Y . To prove this, let F 0 and F 1 be disjoint closed subsets of X × Y . As in the proof of the Morita-Rudin-Starbird Theorem, for every α 1 , . . . , α n ∈ Ω, n ∈ N, and every i = 0, 1, set
where π X : X × Y → X is the natural projection, and define
Note that, for every α 1 , . . . , α n ∈ Ω, n ∈ N, and every α n+1 ∈ Ω,
For every n ∈ N, define
Then, {R n : n ∈ N} is a decreasing collection of closed subsets of X ×Y with n∈N R n = ∅. Since X × Y is countably paracompact, take a decreasing open collection {Q n : n ∈ N} of X × Y such that R n ⊂ Q n , n ∈ N, and n∈N Q n = ∅. 
, apply Lemma 3.1, and denote the resulting cover B by B(α 1 ). It follows from
. . , α n ) has been constructed so as to satisfy conditions (a), (b) and (c) above. Now, fix α n+1 ∈ Ω. To apply Lemma 3.1 again, we put 
Then, for every α 1 , . . . , α n ∈ Ω, n ∈ N, and α n+1 ∈ Ω, we have
To prove (2), let
which completes the proof of (2) .
Since each member of L is in B X × G, to complete the proof, it suffices to show the following Claims 2, 3 and 4.
Since n∈N Q n = ∅ and {Q n : n ∈ N} is decreasing, take a neighborhood U x of x in X and n ∈ N such that (U x × B(y; 1/2 n−1 )) ∩ Q n = ∅, where
Since each L i is locally finite, it suffices to show that m n L m is locally finite at (x, y).
Since G n is locally finite, there is a neighborhood
To prove (3), let (α 1 , . . . , α n ) ∈ δ. Then, by (iv), we have that
On the other hand, by the condition (c) of the Claim 1, K(α 1 , . . . , α n ) ∩ ( A (α 1 , . . . , α n )) = ∅. This completes the proof of (3).
To complete the proof of Claim 4, it suffices to show that
To prove (4), assume on the contrary that
Hence, it follows from (3) that (α 1 , . . . , α n ) / ∈ δ. On the other hand, by (iii), we have 
Proof of Theorem 1.2
First, note that the assumption of base-normality of i n X i for all n ∈ N does not necessarily imply the normality of i∈N X i . For, let X 1 be the Michael line and X i = N for every i 2. Then, i n X i is base-normal (in fact, base-paracompact) for every n ∈ N (Example 2.5), but i∈N X i is not normal.
For Proof of Theorem 1.2. Assume X is normal. We may assume |X i | 2 for every i ∈ N. By the Nagami-Zenor Theorem, X is countably paracompact. Hence, it follows from Theorem 4.1 that X is base-normal, which completes the proof of Theorem 1. For every n ∈ N, let G n be a base which witnesses base-normality for X n . For the later use, for n ∈ N, we set
Then, G is closed under finite intersections. Since |G| sup n∈N w(X n ) · ω = w(X) and G is a base for X [4, 2.5.5], we shall show that G witnesses base-normality for X.
To prove this, let F 0 and F 1 be disjoint closed subsets of X. As in the proof of the Nagami-Zenor Theorem, for every n ∈ N, and every i = 0, 1, set R i (n) = π n (F i ) X n and R(n) = R 0 (n) ∩ R 1 (n). Then, R(n) is closed in X n for every n ∈ N. By using the fact that maps π n are open, we can show that for every n ∈ N,
Since X is countably paracompact, take a decreasing open collection {Q(n): n ∈ N} of X such that π −1 n (R(n)) ⊂ Q(n), n ∈ N, and n∈N Q(n) X = ∅. For every n ∈ N, define K(n) = X n − π n (Q(n)). Note that, for every n ∈ N, K(n) is closed in X n and K(n) ∩ R(n) = ∅.
Claim 1.
There are locally finite covers B(n) of X n , n ∈ N, where each B(n) is consisting of members of G * n , such that the following conditions are satisfied:
Proof. To apply Lemma 3.1, we put X = X 1 ,
, and define the resulting cover B by B (1) .
we can show that B(1) is as required. Next, assume B(n) has been constructed so as to satisfy conditions (a), (b) and (c) above. To apply Lemma 3.1 again, we put
, and define the resulting cover B by B(n + 1). By the definition of G * n+1 , we can see that
Moreover, B(n + 1) satisfies the conditions (a), (b) and (c). This completes the proof of Claim 1. 2
For every n ∈ N, set A(n) = {B ∈ B(n): B ∩ R(n) = ∅} and A (n) = B(n) − A(n).
Then, for every n ∈ N, we have
The proof of (6) is analogous to that of (2) in the proof of Theorem 1.1, and so we leave it to the reader.
Since each member of L is that of G, to complete the proof, it suffices to show the following Claims 2, 3 and 4.
Claim 2. For every
Applying the condition (b) of Claim 1, we can prove Claim 2 analogously to the proof of Claim 2 of Theorem 1.1.
Claim 3. L is a cover of X.
Proof. Let x ∈ X. Since n∈N Q(n) X = ∅ and {Q(n): n ∈ N} is decreasing, there is n ∈ N such that π −1 n (π n (x))∩Q(n) X = ∅. Then, by using (c) of Claim 1 and the similar technique of the proof of Claim 3 of Theorem 1.1, we can prove π n (x) ∈ A(n). Now, let m be the minimum m ( n) such that π m (x) ∈ A(m). Then, either 
Claim 4. L is locally finite in X.
Proof. Let x ∈ X. Since n∈N Q(n) X = ∅ and {Q(n): n ∈ N} is decreasing, take n ∈ N and a neighborhood U of π n (x) in X n such that π −1 n (U ) ∩ Q(n) = ∅. Since each L i is locally finite in X, it suffices to show that m n L m is locally finite at x. Now, we have
To prove (7), first notice that U ⊂ K(n). On the other hand, it follows from the condition (c) of Claim 1 that K(n) ∩ ( A (n)) = ∅. Thus, we have U ∩ ( A (n)) = ∅, this completes the proof of (7).
To finish the proof of Claim 4, it suffices to show that
To prove (8), assume on the contrary that
m+1 (B) for some B ∈ A (m) and B ∈ A(m + 1). It follows from (6) that
which contradicts (7). Thus, (8) 
Proof of Theorem 1.3
In this section, we prove Theorem 1.3 applying the fact mentioned in Remark 4.2. Let us recall the definition of Σ-products from [2] . Let X = α∈Ω X α be a product space and let p = (p α ) be a fixed point of X. The subspace Σ = {x = (x α ) ∈ X: |{α ∈ Ω: x α = p α }| ω} of X is called Σ-product of spaces X α , α ∈ Ω (about p). A Σ-product Σ of spaces X α , α ∈ Ω, is called proper if uncountably many spaces X α contain at least two elements.
Let Σ be the Σ-product of spaces X α , α ∈ Ω, about p = (p α ). Proof of Theorem 1.3. Let Σ be the Σ-product of metric spaces X α , α ∈ Ω, about p = (p α ) α∈Ω . We may assume Σ is proper; for, if Σ is not proper, Σ is metrizable, hence by [15] , Σ is base-paracompact. Moreover, we may assume |X α | 2 for every α ∈ Ω. 
Claim 3.
By induction on n, we construct a sequence {U n : n ∈ N} of locally finite covers of Σ, each U n is consisting by members of B, maps p n : U n → U n−1 , n ∈ N, and for every U ∈ U n , n ∈ N, take A(U ) ∈ [Ω] ω , a continuous pseudo-metric µ U on Σ which metrizes r A(U ) (Σ) , and x j U ∈ U ∩ F j (if exists) for j = 0, 1 so that the following conditions are satisfied:
For W ∈ U n−1 ,
. Assume U k and p k , k n − 1, are constructed so as to satisfy conditions from (a) to (h) above.
Fix U ∈ U n−1 . Now, we have:
To prove (9) , it suffices to show that W is r A(U ) -distinguished for every W ∈ U n−1 with (9) is proved. 
By (h), notice that µ U metrizes r A(U ) (Σ). Hence, for every
Moreover, we have:
To prove (11) and (12), let V ∈ V U . Then, V is expressed as V = r
This completes the proof of (11) . On the other hand, we can show that r A(U ) (W ) ∩ B = ∅ and W ∩ U = ∅ for every W ∈ U n−1 with W ∩ V = ∅. From the definition of O x , we have |{W ∈ U n−1 : (12) is completed.
Set U n = U ∈U n−1 V U and define p n : U n → U n−1 by p n (V ) = U so as to satisfy V ∈ V U . Take x j V ∈ V ∩ F j for j = 0, 1 and V ∈ U n if exists. By (12) , for V ∈ U n , we can put Set U + n = {V ∈ U n : V ∩ F j = ∅ for j = 0 or 1} and U − n = U n − U + n . Next, we have:
Proof. Since this proof is similar to that of Gul'ko [6] , we leave it to the reader. 2
Since L ⊂ B, to complete the proof, it suffices to show the following Claims 5, 6 and 7.
Proof. This follows from the fact that L ⊂ U for some U ∈ U + n , n ∈ N. 2
Claim 6. L is a cover of Σ.
Proof. Let x ∈ Σ. By using Claim 4, we can take the minimum n satisfying that x ∈ U + n . Then, notice that
Claim 7. L is locally finite in Σ.
Proof. Fix x ∈ Σ. By Claim 4, there exist n ∈ N and U ∈ U + n such that x ∈ U . We may assume U ∩F 0 = ∅. By 
To prove (13) . This completes the proof of (13) .
By using (13), we can show that:
Finally, by using (14), we have:
Since each L n is locally finite at x, from (15), we have that L is locally finite at x. This completes the proof of Claim 7. 2
This completes the proof of Theorem 1.3. 2
Applications for analogues of classical theorems
In this section, we apply Theorems 1.1, 1.2 and 1.3 and other results obtained in Section 2 to give analogue of classical theorems on normality of products.
A version of the Morita-Rudin-Starbird Theorem is given as follows:
Theorem 6.1. For a base-normal space X and a non-discrete metrizable space Y , the following statements are equivalent:
Proof. This follows from Theorem 1.1, Proposition 2.2 and the Morita-Rudin-Starbird Theorem. 2
Next, we consider the base-normality of products with a compact factor. The following is a version of the Dowker Theorem. (1) X is base-normal and base-countably paracompact; (2) X × C is base-normal for every compact metrizable space C; (3) X × I is base-normal.
A version of the Morita Theorem is also given as follows. Note that it is unknown whether base-normality of X × I κ (or, of X × C) implies base-normality of X or not. δ 1 See [10, 11, 13] for definitions of P (κ)-spaces and weak P (κ)-spaces. Next, let us consider the case of infinite products. A version of the Nagami-Zenor Theorem is given as follows. Theorem 6.7. Let X = i∈N X i be the countable product of spaces X i , and assume finite subproducts i n X i , n ∈ N, are base-normal and base-countably paracompact. Then, the following statements are equivalent:
(1) X is normal (or equivalently, countably paracompact); (2) X is base-normal; (3) X is base-countably paracompact. 
