Electronic transport calculations in the ONETEP code: Implementation and applications by Bell, RA et al.
Computer Physics Communications 193 (2015) 78–88Contents lists available at ScienceDirect
Computer Physics Communications
journal homepage: www.elsevier.com/locate/cpc
Electronic transport calculations in the onetep code: Implementation
and applications
Robert A. Bell a, Simon M.-M. Dubois b,a,∗, Michael C. Payne a, Arash A. Mostofi c,d
a Theory of Condensed Matter Group, Cavendish Laboratory, Cambridge, UK
b Institute of Condensed Matter and Nanosciences, Université Catholique de Louvain, Louvain-La-Neuve, Belgium
c Departments of Materials and Physics, Imperial College London, London SW7 2AZ, UK
d Thomas Young Centre for Theory and Simulation of Materials, Imperial College London, London SW7 2AZ, UK
a r t i c l e i n f o
Article history:
Received 21 October 2014
Received in revised form
27 February 2015
Accepted 2 April 2015
Available online 12 April 2015
Keywords:
Electronic transport
Landauer–Büttiker formalism
First-principles calculation
Density-functional theory (DFT)
Linear-scaling DFT
Wannier functions
Carbon nanotubes
Molecular devices
a b s t r a c t
We present an approach for computing Landauer–Büttiker ballistic electronic transport for multi-lead
devices containing thousands of atoms. Themethod is implemented in the onetep linear-scaling density-
functional theory code and uses matrix elements calculated from first-principles. Using a compact yet
accurate basis of atom-centred non-orthogonal generalised Wannier functions that are optimised in situ
to their unique local chemical environment, the transmission and related properties of very large systems
can be calculated efficiently and accurately. Other key features include the ability to simulate deviceswith
an arbitrary number of leads, to compute eigenchannel decompositions, and to run on highly parallel
computer architectures. We demonstrate the scale of the calculations made possible by our approach by
applying it to the study of electronic transport between aligned carbon nanotubes, with system sizes up
to 2360 atoms for the underlying density-functional theory calculation. As a consequence of our efficient
implementation, computing electronic transport from first principles in systems containing thousands of
atoms should be considered routine, even on relatively modest computational resources.
© 2015 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
As a result of the drive towards miniaturisation of electronic
devices and the fabrication of nanostructured materials, there is
great interest in theoretical methods to calculate their charge
transport characteristics. Approaches that provide a full atomistic
description are particularly appealing, and are invaluable in
improving our understanding of such devices, and optimising their
performance.
A popular method to determine the conductance properties
of nanoelectronic devices combines the framework of Landauer
transport [1–3] with a description of electronic structure deter-
mined from first-principles [4,5]. The advantage of this approach
is in its predictive power that comes from a fully-quantum me-
chanical treatment of conductance with an unbiased and accurate
description of electronic structure. Whilst there are limitations re-
garding its validity in certain situation [6], approaches combining
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been remarkably successful in describing a wide variety of materi-
als [7–9].
Several computational implementations of this approach ex-
ist [10–20] adopting either a non self-consistent approximation,
valid at zero bias, or employing the non-equilibrium Green’s func-
tion approach to account for the self-consistent rearrangement
of electronic charge when under bias [21,22]. Many of these im-
plementations focus on transport between two-terminal devices,
however there has been recent interest and success in developing
approaches to simulate multi-terminal devices [23,24].
Common amongst all these implementations is that, for a given
amount of available computing resource, there is a trade-off to be
made between accuracy and the size of the system that can be
simulated. Existing implementations can be broadly categorised
into two classes.
The first approach relies on very large sets of simple basis func-
tions, such as plane-waves, in order to compute the electronic
structure accurately and with systematically improvable accuracy,
within the limitations of the underlying theory (e.g., the choice
of exchange–correlation functional, pseudopotentials, etc.). A sub-
sequent transformation to a much smaller, if not minimal, set of
le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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culations [13,19,20,25,26]. In this approach it is the computational
cost of the underlying electronic structure calculation,which scales
asymptotically cubically with respect to system size for traditional
methods, that severely limits the ability of this method to study
realistic devices.
In a second class of methods, the electronic structure is calcu-
lated using a fixed basis set of localised functions, such as Gaus-
sians [12,27] or numerical atomic orbitals [10,11,15], and the same
basis set is then used to calculate the transport properties of the
device. There are competing requirements here because an accu-
rate description of the electronic structure often requires a large
basis set, typically several times larger than the minimal Wannier
function basis, yet using this same basis for also calculating trans-
port properties results in much higher computational cost than if
a minimal basis is used. In the case of an atomic-like orbital basis,
therefore, it is the cost of computing transport properties that often
restricts the accessible system size.
The trade-off between accuracy and system-size poses a
problem for simulations of realistic devices as typically several
thousands of atoms or more may need to be included in order to
capture the characteristics of the device faithfully.
In this paper we present an approach that combines the
advantages of both classes of method described above to calculate
Landauer transport from first-principles using a small basis,
whilst retaining plane-wave accuracy. Our implementation is
within the onetep linear-scaling DFT project [28], which uses a
small basis of localised orbitals, called non-orthogonal generalised
Wannier functions (NGWFs) [29], that are represented in terms
of an underlying systematic basis of Fourier–Lagrange, or psinc,
functions equivalent to a set of plane-waves [30]. The NGWFs are
optimised in situ to their unique chemical environment [29] such
that plane-wave accuracy can be achieved. Zero-bias transport
properties are calculated efficiently within the same basis using a
non self-consistent approach.
The method can be used to calculate transport through
devices connected to an arbitrary number of leads and containing
thousands of atoms on a routine basis using even relativelymodest
parallel computational resources. We demonstrate its scope and
applicability through a study of inter-tube electron transport in
carbon nanotube networks.
The rest of this paper is organised as follows: Section 2 describes
the necessary background theory of computing Landauer–Büttiker
electronic transport; Section 3 gives details of our specific imple-
mentation within the onetep code; we discuss the optimisations
in our implementation that enable the study of transport in very
large systems in Section4, and the calculation of the bulk-leadband
structures and eigenchannels in multi-lead devices in Section 5; in
Section 6, we apply our implementation to the study of electronic
transport in networks of carbon nanotubes; finally, we summarise
our findings in Section 7.
2. Theoretical background
The standard geometry considered in the Landauer–Büttiker
formalism is shown in Fig. 1, where the entire system consists of a
number of semi-infinite leads connected to a central scattering re-
gion. The leads act as current sources and sinks, and are assumed to
couple only through the device region. Current must flow through
the device region to travel between two leads. Scattering occurs in
the central region only, and is assumed to occur elastically.
Central to the Landauer formalism is the transmission between
two leads, Tij(E), defined as the probability that a state of energy
E injected from lead i is received in lead j. For a single conductionFig. 1. The schematic geometry of a three lead device, connected by a central
scattering region. The dashed lines represent the periodically-repeating structure
within the semi-infinite leads.
channel at energy E propagating through a device, the zero-bias
conductance between these two leads is given by [2,21]
Gij(E) = 2e
2
h
Tij(E). (1)
Eq. (1) is generalised to leadswithmultiple conduction channels by
summing over contributions from each channel. Throughout this
work we will assume the system to be spin degenerate, however
spin-polarised systems can also be calculated using our implemen-
tation.
2.1. Transmission from Green’s functions
The key task is to compute the transmission coefficients, which
we do using a Green’s function formalism [21]. This formalism
employs a set of localised basis functions so that matrix elements
can be unambiguously assigned to a localised region in real space.
The Green’s function for a device is given by
Gd(E) =

(E + iη)Sd − Hd −Σ1(E)−Σ2(E)− · · ·
−1
, (2)
where Hd is the device Hamiltonian, Sd is the overlap matrix for
the device basis functions, which are assumed not necessarily
orthogonal, andΣi(E) is the self energy for lead i.
The transmission coefficient between leads i and j is then given
by [21]
Tij(E) = tr

Γi Gd Γj G
Ď
d

(3)
where Γi(E) are the coupling matrices defined in terms of the
corresponding lead self energy as
Γj = i

Σj −ΣĎj

. (4)
In addition to the transmission coefficients, the device Green’s
function allows the device density of states to be computed using
Nd(E) = − 1
π
Im tr

GdSd

. (5)
The most general transport setup involves transmission be-
tween leads of different material or structure, through a central
device region with arbitrary geometry. We refer to this transmis-
sion as device transmission. A special case is when the full device,
i.e. central region and leads, is formed from the same bulkmaterial.
Such a system has no scattering and transmission takes an integer
value determined by the number of transmission modes available
at that energy. We refer to this special case as bulk transmission.
2.2. onetep and the NGWF basis
The platform for our implementation is onetep [28], a linear-
scaling DFT code specifically designed to calculate electronic
structures of systems containing thousands of atoms.
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DFT [5]. The single-particle density matrix is written in separable
form
ρ(r, r′) =

αβ
φα(r)Kαβφβ(r′) (6)
where φα(r) are a set of atom-centred localised basis functions
termed non-orthogonal generalised Wannier functions (NGWFs)
and the density kernel Kαβ is the representation of the density
matrix in the bi-orthogonal duals of the NGWFs.
Optimisation of the density kernel can be performed for semi-
conducting [31] or metallic systems [32] containing thousands of
atoms [33,34]. Linear scaling can be achieved by exploiting the
‘nearsightedness’ of the single-particle density matrix in systems
with an electronic band gap [35] and truncating the density kernel.
The computational benefit of truncation is typically only noticeable
for very large systems; in systems containing fewer than several
thousand atoms kernel truncation is generally unnecessary.
The transferability of the NGWF basis functions is improved
during the calculation by individually optimising each NGWF in
situ to reflect the local chemical environment. Each NGWF is
strictly localised within a sphere centred on an atom and is rep-
resented in terms of an underlying basis of periodic cardinal sine
(psinc) functions [30] that span a space equivalent to that of a
plane-wave basis. Variational convergence is achieved by increas-
ing the number of psinc functions describing the NGWFs, which
is equivalent to increasing the effective kinetic energy cutoff of a
plane-wave basis, and by increasing the localisation radius of the
NGWFs.
The onetep method results in a compact number of basis
functions whilst achieving near-complete basis set accuracy. The
method is therefore ideal for the study of the electronic transport
properties of the large-scale systems required to study phenomena
in nanoscale materials and devices in physically realistic environ-
ments.
3. Constructing the device matrices
In this section we describe our procedure for computing the
transmission coefficients for a device and semi-infinite leads from
a single ground-state DFT calculation. A transport calculation fol-
lows as a post-processing step using matrix elements extracted
from this ground state electronic structure calculation. The calcu-
lation corresponds to a non self-consistent transport calculation
valid at zero bias.
The method involves two structures, shown schematically for a
two-lead system in Fig. 2. (Each lead is indexed by L/R to indicate
the left/right lead. The geometries extend straightforwardly to
multi-lead devices.) The geometry in Fig. 2a, which we refer to as
the transmission geometry, is the system forwhich the transmission
properties are to be calculated. The electronic structure of this
representation, however, is not explicitly calculated. Instead, a
ground-state electronic structure calculation is performed on
what we refer to as the auxiliary simulation geometry, shown in
Fig. 2b, which is then used to build the device Hamiltonian and
overlap matrices of the transmission geometry of Fig. 2a. The
transmission geometry is an open systemwith semi-infinite leads,
whilst the auxiliary simulation geometry is, in our implementation,
periodically repeated, due to theperiodicity of the underlying psinc
basis set used in the electronic structure calculation.
From Eq. (2) it can be seen that the matrices required are
the device Hamiltonian Hd, overlap Sd, and each lead self energy
Σi. These matrices are constructed from matrix blocks obtained
froman electronic structure calculation on the auxiliary simulation
geometry. As the NGWF basis functions are atom-centred, thesematrix blocks can be unambiguously associated with regions of
real space and the atoms contained within these regions.
Throughout this paper, we will denote device matrices that
have been constructed in uppercase sans-serif, e.g. Hd. These are
large matrices that are the size of the entire device. The smaller
matrix blocks used to build these matrices are extracted from the
ground-state calculation on the auxiliary simulation geometry and
are denoted in lowercase bold, e.g. hLC .
3.1. Lead self energies
We first focus on the matrix elements required to determine
the lead self energiesΣi. The electronic structure of the quasi-one
dimensional leads can be efficiently described in terms of principle
layers, defined as the minimal stacking unit that is sufficiently
large that matrix elements between localised functions in non-
adjacent principle layers are zero. With NGWFs, this is achieved
exactly when the principle layer is larger than the maximum
NGWF diameter, or can be approximated by neglecting matrix
elements between non-adjacent principle layers.
The electronic structure of the lead is then defined exactly by
two blocks of Hamiltonian and overlap matrix elements: the block
between NGWFs within the same principle layer h00, s00, and the
block between NGWFs in adjacent principle layers h01, s01. This
structure can be seen in the two leads in Fig. 2a.
Once these matrix element blocks are determined, the calcula-
tion of the lead self energies can be efficiently performed using the
iterative method of Lopez-Sancho et al. [36].
3.2. The auxiliary simulation geometry
We now discuss how the device Hamiltonian and overlap ma-
trices are constructed from the auxiliary simulation DFT geometry.
The auxiliary simulation DFT structure must contain enough of the
device structure such that the device matrices Hd, Sd can be ex-
tracted directly. The definition of the device region is not unique,
however, as an arbitrary amount of each lead can be included. The
inclusion of large amounts of lead region is unnecessary and in-
creases computational expense; by including just two principle
layers of each lead, the device Hamiltonian and overlap matrices
and the principle layer matrices necessary to construct the lead
self energies, i.e., all matrices required to compute the transmis-
sion through the device, can be extracted from a single ground-
state DFT calculation on the auxiliary simulation geometry.
In Fig. 2, the spatial extent of the device is indicated with a grey
shaded box. The locations of the matrix blocks within this device
are also indicated for each geometry.
To ensure that the lead self energies accurately represent
their bulk form, the lead matrix blocks h00, h01, etc., must be
extracted from a region where the local electronic structure has
converged to the bulk for that lead. This can always be achieved
by including a sufficient amount of ‘buffer’ lead material adjacent
to the central scattering region such that the system contains lead
regions that are bulk-like from which to extract h00 and h01. These
buffer regions are then included as part of the Hamiltonian of the
scattering region hC . If within the auxiliary simulation geometry
the leads are terminated (e.g. Fig. 10), then there is also the need
for buffer regions of lead material to screen the influence of the
termination, as indicated in Fig. 2b.
Typically, a lead principle layer will contain multiple primitive
lead unit cells. The periodic symmetry of these unit cell matrix
elements is not guaranteed, however, as the unit cells are different
distances from the central scattering region. To restore this
periodicity, we explicitly symmetrise the lead Hamiltonian and
overlap matrix elements by averaging equivalent matrix blocks.
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(b) Auxiliary simulation geometry.
Fig. 2. The schematic geometry of a two-lead device. (a) The transmission geometry that is to be simulated. Dashed lines indicate the lead principle layers. Open boundary
conditions are used and the left and right leads are semi-infinite. (b) The auxiliary simulation geometry for which the DFT ground-state is computed. The surrounding
black box gives the periodic DFT simulation cell. Matrix elements are extracted from this calculation and used to build the device matrices in the transmission geometry.
Annotating each diagram is the location of the matrix elements within each structure (see main text, HL/R are the Hamiltonians describing the leads). The bottom panel
gives a description of each region within the auxiliary simulation geometry. The shading defines the regions that are included in building the device matrix elements; in the
transmission geometry, the non-shaded region is included using the lead self energies; in the auxiliary simulation geometry, the non-shaded regions are used to achieve
bulk-like electronic structure within the lead regions but are not included in the device matrices. The auxiliary simulation geometry may be a truncated/finite system, or
use the simulation cell periodic boundaries.Outside the device region, the auxiliary simulation geometry
can take any form that is convenient for the ground-state DFT
calculation. Our approach is very flexible and allows calculation
of transmission through any device geometry connected to an
arbitrary number of leads.
A major advantage of this procedure is the ease with which
the device matrices can be constructed from a suitable auxiliary
simulation geometry. All submatrices are automatically identified
by a list of atoms that define the device, and the subsets of these
atoms that form the two principle layers for each lead. As this
can all be done using matrix elements from a single ground-state
DFT calculation, the Hamiltonian blocks of the leads and device
already share the same background potential. This contrasts with
approaches that build the device matrices from multiple ground-
state DFT calculations, where the local chemical potential must
be aligned at the interface between matrix elements derived from
different calculations [13].
4. Optimisation strategies
We now discuss the particular optimisation strategies that we
have used to increase the system sizes that can be studied using
our method. We note that these techniques have been previously
described elsewhere [12,14,21,37].
An important part of our implementation is its ability to exploit
the sparsity of the device Hamiltonian and overlapmatrices as this
greatly increases the capability of the implementation to study
large systems [12].
Due to the strict localisation of the NGWF basis functions,
the device matrices are very sparse. For example, the deviceHamiltonian for the two-lead system shown schematically in
Fig. 2a takes a tri-diagonal form [21]
Hd =

h00,L h01,L · · ·
hĎ01,L h00,L hLC · ·
· hĎLC hC hCR ·
· · hĎCR h00,R h01,R
· · · hĎ01,R h00,R
 , (7)
where the matrix blocks are defined in Fig. 2a and blocks of
elements that are zero are denoted by a dot. The device overlap
matrix takes the same form.
The lead self energies have greater sparsity, and are only non-
zero on the block diagonal of the lead principle layer furthest from
the central scattering region, e.g. for the left lead in Fig. 2a
ΣL =

σL · · · ·
· · · · ·
· · · · ·
· · · · ·
· · · · ·
 . (8)
This is a direct consequence of including at least one lead principle
layer in the device region: the only spatial bulk-like region of the
device that has non-zero matrix elements with the rest of the lead
is the final principle layer of lead furthest from the central scatter-
ing region. The lead couplingmatrices, ΓL, etc., take the same spar-
sity pattern, with the non-zero block denoted γL = i(σL − σLĎ).
This sparsity can be used to improve the performance of the
evaluation of the transmission coefficients. By evaluating the
matrix products in the Caroli formula (Eq. (3)) and using the
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for a two-lead device can be evaluated as
T (E) = tr

γL gLR γR g
Ď
LR

, (9)
where gLR is the off-diagonal block of the retarded Green’s function
between all NGWFs belonging to the left and right leads. An
identical relation is found for multi-lead devices.
For the two-lead device geometry in Fig. 2a, the required
Green’s function block is located within the top right of the device
Green’s function
Gd =

· · · · gLR
· · · · ·
· · · · ·
· · · · ·
· · · · ·
 , (10)
where the dots refer not to zero blocks, but instead to blocks that do
not need to be calculated. Note that the sizes of the matrix blocks
in Eq. (9) depend only on the size of the lead principle layers and
not on the size of the entire device.
The block gLR is computed using a block tri-diagonal Gaussian
elimination algorithm [37,38]. This method is exact and directly
computes this block only, removing the need to compute or store
the dense device Green’s function. At no point is it necessary to
store the device Hamiltonian and overlap in dense form, allowing
very efficient memory use. The device density of states Eq. (5) can
similarly be computed efficiently using the same block tri-diagonal
algorithm. The necessary Green’s function blocks are those on the
block tri-diagonals.
The efficacy of the block tri-diagonal inverse algorithm de-
pends on the particular transport geometry but for quasi one-
dimensional systems, including devices connected by multiple
quantum wires, it asymptotically scales linearly with number of
basis functions in both operation count andmemory requirements.
This should be compared to standard dense matrix inversion rou-
tines, such as LAPACK [39], for which memory requirements and
operation count scale respectively as the square and cube of the
number of basis functions.
Our method has been implemented to make use of parallel
architectures using the Message Passing Interface (MPI). The
majority of the calculation is spent determining the transmission
spectrumwhich is evaluated over a set of linearly-spaced energies
within a user-defined energy window. As each evaluation of the
transmission is independent, each MPI process takes a subset
of the energies and performs the calculation in serial. Once
matrix element data has been distributed among the processes,
no communication between them is required and the calculation
exhibits ideal scaling with the number of processes.
As a result of these optimisations, our implementation is able
to tackle very large systems. As will be presented in Section 6.2,
calculations of transmission through devices containing over 2000
atoms can be performed in under five minutes.
5. Properties beyond the transmission coefficients
5.1. Properties of the leads
As the lead matrix elements and self energies are not derived
from a separate bulk-lead calculation, it is important to be able to
assess how accurately the bulk-like region of the auxiliary simu-
lation geometry describes the true bulk lead. A simple assessment
can be made by comparing the band structure generated by the
lead matrix elements h00, h01, etc., which we will refer to as the
lead band structure, to the true bulk band structure obtained via a
separate calculation.The lead band structure ϵnk is calculated using a non self-
consistent Fourier interpolation approach, solving the generalised
eigenvalue problem
hkun = ϵnkskun (11a)
hk = h00 + eikh01 + e−ikhĎ01 (11b)
sk = s00 + eiks01 + e−iksĎ01, (11c)
where hk, sk are the lead Hamiltonian and overlap matrices at
a general k-point where k is in fractional units of the reciprocal
lattice vector. [40] This procedure is computationally inexpensive
allowing for a dense k-point sampling.
5.2. Eigenchannels for multi-lead devices
We have also implemented a method to decompose the total
transmission into contributions from eigenchannels. Our imple-
mentation is, as far as we are aware, the first example within a
modern first-principles code to allow eigenchannels to be com-
puted for multi-lead devices. The procedure to generate the eigen-
channels follows Paulsson and Brandbyge [41]; in the following
discussion, we first outline this method for the special case of two-
lead systemsbefore providing our extension formulti-leaddevices.
An eigenchannel decomposition achieves two things: firstly for
leads with multiple conduction channels, the contributions from
each channel can be isolated; and secondly the spatial form of the
scattering statewithin the device can be computed, thus indicating
the locations of scattering within the device.
The channels are defined as superpositions of scattering states
injected in a lead, and are non-mixing in the sense that the trans-
mission of a scattering state |ψ⟩ that is a superposition of multiple
eigenchannels |χi⟩ is given by the corresponding weighted sum of
the eigenchannel transmissions: i.e.
|ψ⟩ =

n
αn|χn⟩ (12a)
T =

n
|αn|2Tn (12b)
where |χn⟩ and Tn are eigenchannels and the corresponding eigen-
channel transmissions. There is no interference term in the trans-
mission as the channels are non-mixing.
We now summarise the results of Ref. [41]. For a two-
lead device with leads labelled L, R, the (propagating and non-
propagating) scattering states |χ Ll ⟩ which are injected into the
device by lead L can be computed by diagonalising the lead spectral
function
AL = GΓLGĎ = 2π

l
|χ Ll ⟩⟨χ Ll |. (13)
These scattering states are used to compute the transmission
matrix for this lead, defined using the Fisher–Lee relation [42] as
TL = (tL)ĎtL, (14)
where tL is the transmission amplitude matrix for scattering states
originating in lead L. It is worth noting that the trace of Eq. (14)
gives the total transmission but the transmission matrix is not
the same as the matrix products defined in Eq. (3). The elements
(tL)lm define the transmission amplitude for the scattering state
|χ Ll ⟩ injected in lead L, to the scattering state |χRm⟩ received in lead
R. The indices l and m run over all scattering states in the left and
right lead, respectively.
The matrix tL is not explicitly computed, but instead the ele-
ments of the transmission matrix (Eq. (14)) are calculated using
TL

l′ l = 2π⟨χ Ll′ |ΓR|χ Ll ⟩. (15)
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diagonal define the eigenchannels, which are computed as the
eigenvectors of the matrix defined in Eq. (15); the corresponding
eigenvalues give the eigenchannel transmission. The superposition
of scattering states can then be constructed in the NGWF basis to
plot the spatial form of the eigenchannels.
The eigenchannels produced using this method are normalised,
allowing direct comparison of multiple states by relative ampli-
tude.
We now provide our extension for multi-lead devices. For de-
vices containingmore than two leads, we define the eigenchannels
as the superposition of scattering states injected by lead i that are
non-mixing. Note that eigenchannels are computed for each source
leadwith respect to all other leads together, rather than eigenchan-
nels between each pair of leads. The eigenchannels calculated this
way determine howa state injected into lead i propagates through-
out the entire device, and contributions from this state may be re-
ceived in any other lead j ≠ i.
To achieve this, we return to the definition of the transmission
matrix using the Fisher–Lee relation (Eq. (14)). For multi-lead de-
vices, the incident scattering state |χ il ⟩ can be received in any con-
duction channel of a drain lead |χ jmj⟩. The transmission amplitude
matrix must include separate contributions from each drain lead
and has elements (ti)lm, where l still runs over all scattering states
in the source lead i, but now m = {mj} runs over all scattering
states in all other leads j ≠ i, withmj indexing the scattering states
in lead j. The elements of the transmission matrix become
(Ti)l′ l =

m
(ti)∗l′m(t
i)lm (16a)
=

j≠i

mj
(ti)∗l′mj(t
i)lmj

. (16b)
The term in square brackets is recognised as the transmission ma-
trix evaluated between the source lead and a single drain lead, and
using Eq. (15), the transmission matrix becomes
Ti

l′ l = 2π

j≠i
⟨χ il′ |Γj|χ il ⟩. (17)
The eigenchannels and their corresponding transmissions are com-
puted by diagonalising Eq. (17), with the scattering states deter-
mined as in Eq. (13).
From Eq. (17), it can be seen that the only modification is that
the self energy of the drain leads j ≠ i is summed. This can be un-
derstood straightforwardly by considering all conducting channels
of all drain leads together as part of a single effective lead. The ef-
fective self energy of this effective lead is simply the sum of the self
energies of the constituent leads.
As the matrices involved in Eqs. (13) and (17) are the same
size as the device Hamiltonian and, unlike when computing the
transmission coefficients, as the matrix sparsity cannot easily be
exploited, calculating the eigenchannels is considerablymore com-
putationally demanding than computing the transmission coeffi-
cients alone. Plotting the eigenchannels, however, is typically only
required at a few energies rather than across the entire transmis-
sion spectrum.We therefore adopt a different parallelisation strat-
egy for computing the eigenchannels, whereby each eigenchannel
calculation is distributed over all processes and linear algebra op-
erations occur in parallel using the ScaLAPACK library [43]. This im-
plementation makes use of distributed memory and computation,
greatly increasing the system size that can be studied.
If only the eigenchannel transmissions without spatial descrip-
tion are required, distributing the calculations over energy points
is still possible by exploiting again the sparsity of the couplingmatrices Γi. The eigenchannel transmissions originating from lead
i are computed as the eigenvalues of the matrix [41]
T¯ i =

j≠i
γ igijγ jg
Ď
ij , (18)
i.e. the sum of the matrices defined by the products in Eq. (9). Note
that this matrix is not the transmission matrix given in Eq. (17),
but shares the same eigenvalues and eigenvectors [41]. The sizes of
these matrices depend only on the size of the lead principle layers
and therefore the calculation scales independently of system size
and can be computed in serial, as with the total transmission.
6. Applications
In order to demonstrate the methods that we have developed,
we apply our implementation to two systems: first, a relatively
small (67 atoms for the underlying DFT calculation) poly-acetylene
wire with a single nitrogen substitution, for which it is possible
to make direct comparison with results obtained using other
implementations; and second, tunnelling between two (5, 5)
carbon nanotubes, with a system size of up to 2360 atoms.
Unless otherwise stated, electronic structureswere determined
using an 850 eV kinetic energy cutoff for the psinc basis, ex-
change and correlation was treated using the PBE generalised gra-
dient approximation [44], and the Brillouin zone was sampled
at the Γ point only. Core electrons were described using norm-
conserving pseudopotentials in Kleinman–Bylander form [45], and
non-periodic directions were treated using the supercell approxi-
mation, with at least 10 Å separation between periodic images. A
small basis of NGWFswere used,with four per carbon and nitrogen
ion, and one per hydrogen ion. We define the Fermi energy as the
average mean gap level of the leads of the device; throughout this
section we set the Fermi energy to zero.
6.1. Poly-acetylene wire
We first describe a 67 atom poly-acetylene wire with a single
nitrogen substitution as shown in Fig. 3. The entire auxiliary
simulation geometry is included in the device; in the auxiliary
simulation geometry, periodic boundary conditions make the two
leads adjacent meaning that each acts as a bulk-lead buffer region
for the other lead ensuring that the local lead electronic structure
is bulk-like. The short-circuit between the leads across the periodic
boundary is automatically removed when building the device
Hamiltonian/overlap using the method described in Section 3.
The NGWF localisation radius was set to 3.7 Å, which results in
lead principle layers defined exactly by three primitive unit cells,
as indicated in Fig. 3.
In Fig. 4, we compare the lead band structure that is derived
from the auxiliary simulation geometry (solid lines) to the bulk
lead band structure calculated for a single periodic poly-acetylene
unit cell (open circles) calculated separately using the plane-
wave DFT code castep [46,47]. The agreement is very good for
the valence bands and first conduction band, confirming that the
leads are sufficiently far from the nitrogen substitution that the
electronic structure has converged to that of the bulk lead. We
note that a series of bands appearing above 3 eV are not captured
by our method. These correspond to states that are delocalised
in the vacuum and not on the poly-acetylene molecule and are
therefore properties of the vacuum and depend on the size of the
simulation cell. Contributions from these states to conduction in
the poly-acetylene molecule appear only at high energies where
electrons are ionised. Neglecting these contributions is an excellent
approximation when studying low-bias conduction.
The device and bulk transmission are compared in Fig. 5,
where it is found that the nitrogen substitution causes little back
84 R.A. Bell et al. / Computer Physics Communications 193 (2015) 78–88Fig. 3. The geometry of the poly-acetylene wire with a single nitrogen substitution
in the centre. The lead principle layers (PL) are indicated by dark/light coloured
spheres and labelled above the geometry. The periodic simulation cell is donated
by the surrounding blue box.
Fig. 4. The band structure of the left lead of the poly-acetylenewire shown in Fig. 3.
The solid (blue) lines give the interpolated band structure calculated in the NGWF
basis; the red circles give the band structure calculated separately for bulk poly-
acetylene using the plane wave DFT code castep. The Fermi level has been set to
zero.
scattering in the vicinity of the Fermi level. Thismay be understood
as a result of the nitrogen retaining the sp2 hybridisation of the
substituted carbon, and therefore maintaining the π/π∗ channels
that are responsible for low-bias conduction. Scattering due to this
substitution is weak as the π/π∗ are not strongly perturbed.
In Fig. 5, we also show a comparison between our method
and a similar calculation using a basis of maximally-localised
Wannier functions (MLWFs) [25,48,49] extracted from eigenstates
determined from a plane-wave DFT calculation [50].
We note that whilst the physical motivation behind MLWFs
and NGWFs are similar [30], the MLWFs form an orthogonal
basis whereas the NGWFs are non-orthogonal. Further, unlike the
NGWFs, the MLWFs are not fully localised within a given radius.
Some truncation of the lead principle layers must therefore be
made. Retaining three primitive lead unit cells in each principle
layer is found satisfactory in that increasing to four primitive unit
cells introduces Hamiltonian matrix elements with absolute value
no larger than 20 meV.
Fig. 5 shows that our method using the NGWF basis is in
excellent agreement with the MLWF method. This confirms that
the quality of transmission calculated using the NGWF basis is
equivalent to that of the plane-wave basis that underlies theMLWF
results.
As a further example,we consider the transmission between the
nitrogen-substituted poly-acetylene chain and a polyyne carbon
chainwhich acts as a probe. The probe has alternating bond lengths
of 1.27 Å and 1.30 Å and is placed 2.4 Å from the poly-acetylene
carbon backbone. The auxiliary simulation geometry is shown in
the bottom panel of Fig. 6 and consists of 91 atoms, of which 82 are
included in the three-lead transmission geometry. In the upper two
panels of Fig. 6 we compare the form of the two eigenchannels that
originate in the polyyne probe with energy 2 eV below the FermiFig. 5. The transmission calculated for the poly-acetylenewire shown in Fig. 3. The
solid and dashed lines give, respectively, the device and left lead bulk transmission
in the NGWF basis using the method described in this work; the dotted line gives
the device transmission calculated using maximally localised Wannier functions
(MLWFs).
energy. Within the probe, the two channels have similar π/π∗
forms, as expected from the form of the bulk polyyne eigenstates.
Only the first channel is able to tunnel into the poly-acetylene
chain as the axes of the polyyne andpoly-acetyleneπ/π∗ states are
aligned; the second channel cannot couplewith the poly-acetylene
π/π∗ states as symmetry prevents their coupling and transmission
is negligible. Within the probe, both channels are approximately
standing waves, which reflects the low transmission between the
probe and the poly-acetylene molecule. Within the poly-acetylene
molecule, the first eigenchannel shows an increasing complex
phase indicating that the eigenchannel is propagating.
6.2. Conduction in carbon nanotube networks
Wenowapply our implementation to amore complex problem,
namely the conductance between two carbon nanotubes (CNTs).
This is an area of interest because the conductance of macroscopic
connectors made from networks of CNTs is believed to be limited
in part by the inter-tube transmission [51,52]. As the constituent
CNTs are orders of magnitude shorter than the overall connector,
conduction in this bulk material requires electrons to travel
between the individual CNTs, and the factors that affect inter-tube
conductance are not well understood.
We consider two different sources of scattering between
aligned CNTs: scattering at the ends of terminated CNTs, and
scattering at bends in CNTs. Previously, this has been studied using
empirical tight-binding models [53–55], however the ability of
these models to describe the device Hamiltonian is questionable,
particularly at a CNT termination where the electronic structure
may be significantly different to that in the bulk. Here we present
first-principles calculations using the methods discussed earlier.
The effect of end termination and bend geometry are consid-
ered separately, using the auxiliary simulation geometry shown in
the top and bottom panels of Fig. 7, respectively. In both cases, the
entire auxiliary simulation geometry is includedwithin the device.
In this section, we focus on the particular details relevant to the
large-scale transport calculations.We consider tunnelling between
two metallic (5, 5) CNTs and, unless otherwise stated, the NGWF
localisation radii for all atoms are set at 4.2 Å.
6.2.1. Scattering at CNT ends
We consider first the inter-tube tunnelling between two
hydrogen-terminated (5, 5) CNTs in the geometry shown in Fig. 7a.
The electronic ground state is determined for a 73 Å long CNT frag-
ment containing 29.5 unit cells of a (5, 5) CNT. Each terminating
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Fig. 6. Bottom panel: the auxiliary simulation geometry for the nitrogen-substituted poly-acetylene chain with a polyyne chain acting as a probe. The lead principle layers
are given by dark/light spheres; a region of buffer polyyne chain is included in the auxiliary simulation geometry, but excluded from the transmission geometry, to ensure
that the polyyne lead principle layers are bulk-like. The blue box gives the periodic supercell. Top panels: the two eigenchannels originating from the polyyne probe at energy
2.0 eV below the Fermi energy. The isosurface represents the absolute value of the eigenchannel, with the complex phase indicated by the shading and the colour bar. The
transmission for each channel, T , gives the total transmission from the probe into either of the leads on the poly-acetylene chain.Fig. 7. The different inter-tube tunnelling geometries considered: (a) end-
terminated scattering, containing 610 atoms; (b) bend scattering, containing 2360
atoms. The CNTs aremetallic (5, 5) CNTs with unit cell length 2.45 Å corresponding
to principle layers containing 4 primitive unit cells. The lead principle layers are
indicated with light and dark coloured spheres respectively. The blue box gives the
periodic boundary of the simulation cell.
carbon atom is passivated with a single hydrogen atom, giving the
simulation cell a total of 610 atoms. Periodic boundary conditions
are used and there is 10 Å overlap between the terminated ends.
The inter-tube separation was chosen to be 3.4 Å, the inter-layer
separation in graphite. The relative orientation of the hexagonal
lattice in the contact region gives a graphite Bernal-like stacking.
The dark/light spheres indicate the atoms that define the lead prin-
ciple layers, each of which consist of four primitive unit cells of the
CNT.
The full calculation for the DFT ground state and subsequent
transport calculation was performed using 64 Intel Sandy Bridge
cores (2.60 GHz, E5-2670 processors), requiring 94 min, of
which under 2 min were required to compute the transmission
spectrum evaluated at 1000 energies, i.e., only 2% of the total
calculation time. The transmission calculation used 2380 NGWF
basis functions, with a memory requirement of 150 MB per core.Fig. 8. The computed transmission and related quantities for the end–end
geometry shown in Fig. 7a. Left: the band structure of the left lead (blue lines) and
the bulk (red circles). Centre: the bulk transmission of the left lead. Right: the device
transmission between the two leads in the device (note the logarithmic scale).
The main results of this calculation are given in Fig. 8. The left
panel gives the band structure of the left lead (the band structure
for the right lead is indistinguishable) which is as expected for a
metallic (5, 5) CNT: two bands cross the Fermi energy with linear
dispersion. The lead band structure derived from the auxiliary
simulation geometry is found to be very similar to the bulk (5, 5)
CNT band structure (red circles) calculated separately using the
plane-wave DFT code castep. This demonstrates that the lead
principle layers are sufficiently far from the scattering region and
the local electronic structure has converged to the bulk. The two
band structures do not agree exactly, which may be due to too
small NGWF localisation radius, but for states in the vicinity of the
Fermi energy, which have the dominant contribution to low-bias
conduction, the agreement is excellent.
The bulk transmission, shown in the central panel, agrees with
the lead band structure with one unit of transmission for each
86 R.A. Bell et al. / Computer Physics Communications 193 (2015) 78–88Fig. 9. The device transmission at the Fermi energy between CNTs in the geometry
shown in Fig. 7a as a function of inter-tube spacing and NGWF radius. The inset
gives the relative error in the transmission |(T − T0)/T0| for several inter-tube
separations dCNT as a function of NGWF radius; the reference value T0 is taken be
the transmission for NGWF radius RNGWF = 5.29 Å.
band present at a given energy. Around the Fermi level the bulk
transmission is 2, as expected for a metallic CNT and from the two
bands that cross the Fermi level.
The right panel gives the device transmission between the
semi-infinite CNTs (note the logarithmic scale). Transmission is
low as there is no bonded connection between the CNTs, and
transmission occurs via tunnelling.
Fig. 8 also demonstrates a small artefact of our implementation
that can be observed precisely at the Fermi level. In the bulk trans-
mission there exists a very small gap (<1 meV) where transmis-
sion drops to zero. This feature is an artefact of thematrix-element
extraction procedure, arising due to numerical noise breaking the
symmetry of the A/B sublattices in the lead matrix elements. A
small band gap is introduced into the lead band structure at the
Fermi level inducing a gap in the transmission; at sufficient mag-
nification (not shown), a<1meVband gap can indeed be identified
in the left panel of Fig. 8. The device transmission shows a similar
gap, in addition to a small increase in transmission. The increase
is a consequence of the van Hove singularities in the density of
states associatedwith this gapwhich enhance the tunnelling trans-
mission. These gap artefacts may be expected for more general
device geometries due to unintentional symmetry breaking. How-
ever, by ensuring that the buffer regions surrounding each lead are
sufficiently large that the lead electronic structure is converged to
the bulk, the magnitude of these artefacts can be made insignif-
icant. Indeed, in Fig. 8 these artefacts are visible only due to the
very high energy resolutions, rendering explicit symmetrising of
the lead matrix elements unnecessary.
In Fig. 9 we consider the effect of the NGWF radius on the inter-
tube transmission evaluated as a function of the CNT separation. As
the set of NGWFs that directly overlap changes with the NGWF ra-
dius, the inter-tube tunnelling transmission might be expected to
be sensitively dependent to the NGWF localisation radius making
this weakly-coupled system an excellent test of our method.
As shown in Fig. 9, we observe rapid convergence of inter-
tube transmission as the NGWF radius increases confirming the
applicability of our method to this system.
Note also that whilst the use of larger NGWF localisation radii
increases the computation time to reach the DFT ground state, the
total number of NGWF basis functions remains constant. Although
the number of primitive unit cells that define a lead principle
layer may increase with larger radii NGWFs, these matrices
are still small when compared to the device matrices and the
increased computational cost is not severe. This means that the
time required to compute the transmission spectrum is therefore
almost independent of the accuracy of the NGWF basis set.Fig. 10. An alternative structure to that in Fig. 7a for calculating the end–end
conductance. The lead principle layers are indicated with light and dark coloured
spheres respectively. Buffer regions, used to determine the ground state electronic
structure but neglected from the transport calculation, are shown in black. The blue
box gives the periodic boundary of the simulation cell. (For interpretation of the
references to colour in this figure caption, the reader is referred to the web version
of this article.)
We note that the end-terminated auxiliary simulation geome-
try of Fig. 7a could be replaced with the alternative geometry of
Fig. 10, in which a finite, passivated fragment is considered within
the supercell approximation.Whilst this alternative structuremust
introduce additional buffer atoms to ensure the lead electronic
structure is bulk-like, the leads are now not required to be directly
connected across the periodic boundary. This gives greater flexi-
bility in the sense of allowing the study of inter-tube conductance
between CNTs of different chiralities. This and a detailed analy-
sis of inter-tube scattering in CNT networks will be provided else-
where [56].
6.2.2. Scattering at CNT bends
The auxiliary simulation geometry shown in Fig. 7b is used to
build the four-lead transmission geometry. The entire auxiliary
simulation geometry is included in the transmission geometry and
consists of 2360 atoms. Bends are created in both CNTs by displac-
ing the principle layers of each lead off-axis by 3.8 Å. A 9 CNT unit
cell bend region is introduced to link the lead regions and the con-
tact region. The geometry within each bend region is fully relaxed
using the Brenner empirical potential [57,58]. This procedure cre-
ates a bend slope of 10° and results in an rms and maximum bond
strain of 2.7% and 6.8% respectively. The resulting separation be-
tween theprinciple layers of each lead is 11.0Åwhich is larger than
twice the NGWF radius resulting in no direct coupling between the
leads. The length of the contact region is set at 70 Å.
The calculationwas performed on256 cores (Intel Sandy Bridge,
2.60GHz, E5-2670), requiring 130min to compute theDFT ground-
state. Evaluating the transmission at 1000 energy points in this
9440 NGWF device required 770 MB memory per core and took
only 3 min, demonstrating the capability of our method to study
very large systems.
Fig. 11 gives the calculated transmission spectrum between a
lead (labelled lead 1, see figure inset) and the three other leads
(leads 2, 3 and 4). The leads that are located in the direction
of the injected current (leads 2 and 4) are found to have high
transmission, whereas transmission to lead 3 is found to be very
low. This observation indicates that there is little scattering in
the device, and that neither the perturbation due to the bends
nor the weak non-bonding interaction between the CNTs are able
to change the direction of travel of electrons. Although the CNTs
are weakly interacting and inter-tube conductance must occur
via tunnelling, in the vicinity of the Fermi energy the inter-tube
conductance given by leads 1–4 is found to be greater than the
intra-tube conductance (leads 1–2).
7. Summary
We have presented an implementation of amethod to compute
the zero-bias ballistic electronic transport through a multi-lead
R.A. Bell et al. / Computer Physics Communications 193 (2015) 78–88 87Fig. 11. The transmission spectra for the side-wall tunnelling geometry shown in
Fig. 7b. Three spectra show the transmission between a source lead, denoted lead
1, and the three remaining leads which are labelled according to the schematic
inset. Transmission between leads 1 and 2 is intra-tube transmission; transmission
between leads 1 and 3 or leads 1 and 4 is inter-tube transmission.
device using the Landauer–Büttiker formalism. The method is im-
plemented into the onetep code and uses matrix elements derived
from first principles calculations using density functional theory.
Our implementation has been specifically designed to study trans-
port through very large systems, containing thousands of atoms.
Key features include: a highly compact basis set of localised non-
orthogonal Wannier functions that are optimised in situ to achieve
near basis set complete accuracy; transmission calculations for de-
vices containing an arbitrary number of leads; calculation onhighly
parallel computer architectures; efficient exploitation of matrix
sparsity; computing and plotting the eigenchannel decomposition
in multi-lead devices.
In order to demonstrate the scale of the calculations made
possible by our implementation, we have applied it to study the
effect of end terminations and structural deformations on the
transmission between two aligned CNTs, with system sizes of up
to 2360 atoms for the underlying DFT calculation.
This work enables the electronic transport properties of
systems consisting of thousands of atoms to be calculated on a
routine basis, bringing into scope the possibility of studying more
realistic nano-electronic devices than has been previously possible
with first-principles techniques.
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