The human visual system is characterized by two frontal eyes that actively explore the visual space with highly overlapped visual fields. Due to the horizontal separation of the two eyes, an object in space projects onto slightly different locations in the left and right retinas, and this shift is defined as the retinal binocular disparity. Retinal disparity is interpreted by the visual system to obtain stereopsis, which is the prominent visual feature for depth perception in near viewing. To this aim, the visual system has to determine which points in the two retinal images correspond to the same object in the scene, *i.e.* to solve the stereo correspondence problem. The primary visual cortex (V1) is the first location along the visual cortical pathway where the information from the two eyes is integrated, and is thus considered the neural front-end of disparity encoding and interpretation. The cortical cells in V1 are sensitive to different magnitudes and orientations of binocular disparity[@b1][@b2]. This distributed representation of binocular information is subsequently used by higher visual areas for understanding the three-dimensionality of the scene[@b3][@b4].

The processing of retinal disparity is a computationally demanding task, since a single natural scene has unpredictable complex and cluttered three-dimensional (3D) structure. Nonetheless, natural environments present statistical regularities[@b5][@b6]. The efficient coding theory predicts that the visual system shall exploit these regularities for an optimal allocation of the required computational resources and to facilitate perceptual judgments[@b7][@b8][@b9]. Psychophysical experiments thus showed how the binocular visual system likely adapts to the 3D structure of natural environments, making the region of single vision and precise stereopsis coincident with particular surface shape and orientation that are behaviorally advantageous, as the ground floor[@b10][@b11][@b12][@b13] or the close working environment[@b10][@b14]. Coherently, also the functional characteristics of the underlying neural substrate have been shown to adapt to the likely distributions of retinal disparities occurring in natural scenes. In the first place, the specialization for horizontal disparity in V1 was related to the geometry of the binocular visual system[@b15]. The statistics of disparity in natural environments have been shown to correlate with the tuning of complex cells in V1[@b16][@b17]. More specifically, the anisotropy of disparity tuning in V1 area closely resembles the retinotopic disparity statistics of natural environments[@b14], evidencing a direct relation between the visual system and the environment where it develops.

As a complicating factor, our eyes constantly shift position to explore the visual scene, requiring to recompute retinal disparity at each fixation. In order to collect statistics that closely represent the actual experienced disparities, eye movements were simulated on synthetic virtual scenes[@b18][@b19], or natural scenes[@b16][@b20]. To this aim, considering the active fixation strategy of the subject is a mandatory step to obtain realistic disparity statistics, since fixations are neither randomly nor evenly distributed within the environment. Specifically, actual human fixation is preferentially directed towards close targets within the visual scene[@b21][@b22][@b23], and behaviorally significant points more likely attract our gaze. This strategy allows us gaining accurate visual information about the environment and eventually to plan and accomplish different tasks, such as object recognition, grasping, and manipulation[@b24]. Even if the 3D environment is characterized by intrinsic statistical properties, it is the active fixation strategy that mediates its visual experience. Specifically, from an active observer perspective, it occurs that the fixated object is more frequently a close central object surrounded by a far background. This effect additionally conditions the geometrical relation between the left right retinas[@b14], thus bounding the search zone for disparity in a way than depends on both the task at hand and the adopted strategy to accomplish it.

In the present work, we specifically investigate the possible role of active fixation strategy on the binocular visual system. Our methodology exploits a unique virtual reality setup that combines naturalistic stereoscopic stimulation with binocular eye movement recording. Since stereopsis has been proven relevant to depth perception mainly in close viewing[@b25], we used 3D models of natural working environments bounded within peripersonal space (distances \<2 m). Whereas gathering disparity statistics for human observers interacting with real environments[@b14] is an ideal condition to allow for freedom of movements and naturalness of the performed tasks, virtual reality setups present valuable advantages[@b26]. The high degree of control characterizing our methodology, allowed us to obtain *ground-truth* disparity information characterized by high accuracy and precision that would not be possible with other methods. Moreover, the disparity patterns corresponding to actual subjects' fixations were computed by mimicking the natural human eye posture[@b27][@b28][@b29].

The obtained disparity distributions were analyzed with respect to random fixations of a virtual observer, evidencing a direct influence of the active fixation strategy over the sensory experience of the 3D environment. Furthermore, the actual binocular exploration of a human subject was shown to provide a better accounting for neurophysiological and psychophysical data than random fixations. The mechanism of stereopsis thus exhibit a fine retinotopic adaptation to the working environment, evidencing how fixation strategy consequently conditions the functional characteristics of the visual system. This suggests an ecological explanation of the intrinsic preference of the early neural mechanism of stereopsis for a close central object surrounded by a far background, specialized in higher visual areas, as a binocular aspect of the figure-ground segregation process.

Results
=======

Statistics of the 3D Visual Space: Distribution of Retinal Disparities
----------------------------------------------------------------------

We first collected the binocular eye gaze data of human subjects engaged in exploratory fixation tasks in peripersonal space. These data where then used to generate the corresponding ground-truth horizontal and vertical disparity patterns experienced at fixations (see Methods and ref. [@b30] and [@b31], for further details). Next, we generated random fixations of a virtual observer exploiting a stochastic sampling of gaze distribution measured on subjects (see Methods, and [Fig. 1](#f1){ref-type="fig"}). We thus obtained two distinct disparity distributions, one for subjects' fixations and one from random fixations. The resulting probability distributions were plotted 1) over the central field of view (first 10° from the fovea), 2) grouping different quadrants of the visual field ([Fig. 2A](#f2){ref-type="fig"}), and 3) for different selected retinal locations ([Fig. 2B](#f2){ref-type="fig"}). To provide a retinotopical characterization of disparity distributions, we derived the central value of the distribution (first moment), and its variability (second moment). The results were plotted for the subjects' and the random fixations as retinotopic maps in [Fig. 3A,B](#f3){ref-type="fig"} (see also [Supplementary Fig. S1](#S1){ref-type="supplementary-material"}), together with a *p*-value map for statistical comparison in [Fig. 3C](#f3){ref-type="fig"}. Crossed horizontal disparities (objects closer than fixation point) are defined positive and are displayed in red, while uncrossed disparities are in blue. Similarly, for vertical disparities (expressed as elevation-longitude[@b32]) red colors represent right-hyper while blue colors stand for left-hyper disparities.

The obtained results generally reflect the distribution of the tuning characteristics of macaque V1 area[@b33][@b34][@b35][@b36], in accordance with previous studies that consider the central part of the field of view[@b15][@b16][@b18][@b37]. Though, it is worth noticing that the approaches that rely on the epipolar geometry[@b15][@b37] or on synthetic worlds[@b18] resulted in isotropic patterns over the retinal plane, which are not likely to properly reflect what occurs in natural scenes. Normal working/living environments are behaviorally close to top-back slanted surfaces[@b5][@b10][@b14], which are uncrossed (*i.e.* further than the fixation point) in the upper visual field and crossed (*i.e.* closer than the fixation point) in the lower one. Our data show a pronounced difference between the upper and the lower hemifields for both the disparity distribution ([Fig. 2A](#f2){ref-type="fig"}, top) and the median horizontal disparity patterns ([Fig. 3A,B](#f3){ref-type="fig"}, top), in accordance with such structure of the natural environment. Considering the median vertical disparity, the distribution over the top-right and bottom-left quadrants presents the typical skewness towards positive values, while in the upper-left and lower-right quadrants it presents a skewness towards negative values ([Fig. 2A](#f2){ref-type="fig"}, bottom, and [Fig. 3A,B](#f3){ref-type="fig"}, middle), according to the commonly disparity experienced in vergent geometry[@b14][@b38]. A further consideration can be made about the second moment of the disparity distribution, *i.e.* its variability. By definition, the fixated object projects to the foveas of both eyes, resulting in small disparity range centered about zero, whereas disparity is less deterministic as we move peripherally[@b14][@b16][@b18]. Accordingly, our results provide a variability that is close to zero in a foveal area and increases with retinal eccentricity ([Fig. 3A,B](#f3){ref-type="fig"}, bottom).

An essential difference stands out by comparing the disparity statistics resulting from subjects' and random fixations, which, to the best of our knowledge, has never been evidenced before. With respect to random fixations, subjects' fixations result in a horizontal median pattern characterized by a peculiar feature. The central area of visual field (≈2°) is at null or small disparities, surrounded by a region at negative disparities ([Fig. 3A,B](#f3){ref-type="fig"}, top). Accordingly, the two distributions tend to be significantly similar about fixation and at large eccentricities ([Fig. 3C](#f3){ref-type="fig"}), particularly in the upper hemifield (see [Fig. 2](#f2){ref-type="fig"}). Subjects' actual fixations yield a meaningful skewness to uncrossed horizontal disparities[@b14][@b16], differently from random fixations[@b18][@b37]. Besides, vertical disparity is much less affected by the structure of the environment than the horizontal disparity. Accordingly, no significant differences are present between subjects' and random fixations ([Fig. 2A](#f2){ref-type="fig"}, top), both considering the distribution over the four quadrants of the visual field[@b14], and the disparity patterns ([Fig. 3](#f3){ref-type="fig"}).

Our results suggest a general tendency of active exploratory behavior, which is not simply to fixate the closest points of a 3D scene[@b21][@b22][@b23]. A fixating observer is behaviorally attracted by significant points such as the objects he is manipulating[@b24], directing his gaze toward both the object center of mass[@b39] and its upper region[@b40][@b41]. Accordingly, the central field of view experiences small disparities (see [Fig. 3](#f3){ref-type="fig"}), corresponding to the *close* fixated object, while outside the object's projection, the *far* background results in uncrossed disparities, particularly in the upper hemifield (see [Fig. 2A](#f2){ref-type="fig"}).

Summarizing, subjects' and random fixations provide qualitative similar disparity distributions, resembling the structure of the observed world. Yet, active exploratory fixations provide distributions that significantly *deviate* from those resulting by random fixations, particularly about the fovea. This evidence how the sensory experience of the 3D environment is actively mediated by the fixation strategy. In the following we will analyze the possible relations of disparity statistics with the functional and perceptual properties of the human visual system. We will focus, in the first place, on the first-order regularity of retinal disparity in order to predict plausible patterns of retinal correspondences, as well as the shape of the horopter, for a direct comparison with empirical measurements achieved on humans.

Retinal Corresponding Points and the Empirical Horopter
-------------------------------------------------------

The geometry of binocular vision allows for a theoretical characterization of the binocular correspondence problem, through two reference concepts, the geometric horopter and Panum's fusional area. While we will return on the latter in the next section, the geometric horopter is the locus of points in three-dimensional (3D) space whose projections fall on the two retinas in geometrically corresponding points, *i.e.* with zero disparity[@b11][@b25]. The geometric horopter is composed of two parts (see [Supplementary Fig. S2](#S1){ref-type="supplementary-material"}): 1) the horizontal horopter is a circle passing through the nodal point of the two eyes and the fixation point, the Vieth-Müller circle; 2) the vertical horopter is a line orthogonal to the fixation plane, lying in the median plane of the head, and passing through the Vieth-Müller circle.

Actually, psychophysical experiments showed that binocular vision functionally relies on empirical correspondences between the left and right retinal points, which deviates from the geometric ones. This phenomenon extends the geometric horopter to a surface, the empirical horopter, as the surface of optimal depth perception[@b42]. The perceptual advantage is to adapt depth perception to the 3D structure of natural environments. The deviations from the horizontal and vertical geometric horopter directly results from the Hering-Hillebrand and Helmholtz shear deviations of retinal corresponding points, respectively.

Along the horizontal retinal meridian, points in the temporal hemiretinas are relatively compressed with respect to the corresponding points in the nasal hemiretinas, yielding the Hering-Hillebrand deviation. This results in a bias towards uncrossed disparities to the left and right of fixation, and it is usually represented by a factor *H*, which defines the disparity relative to the geometric horopter (see Methods). The horizontal horopter tends to be less concave than the Vieth-Müller circle in the near viewing, flat at the abathic distance (≈1m), and more convex at far distances[@b10][@b12][@b25][@b43][@b44][@b45][@b46]. Considering the vertical retinal meridian, empirical corresponding points are anisotropic, presenting a shift towards uncrossed disparities in the upper hemiretina, and towards crossed disparities in the lower one. The Helmholtz shear deviation describes this anisotropy, and it is usually represented by the shear angle between the two corresponding vertical meridians. The resulting vertical horopter is tilted top away in the median plane and its slant increases with the fixation distance[@b10][@b11][@b12][@b13][@b14][@b47][@b48].

### Predicted Corresponding Points

Differently from previous studies that directly measured the retinal correspondence with psychophysical tests[@b43][@b46][@b48][@b49], here we inferred the pattern of retinal corresponding points that would be adapted to the obtained disparity statistics, and specifically to its median value (see [Fig. 3A,B](#f3){ref-type="fig"}, and also [Supplementary Fig. S1](#S1){ref-type="supplementary-material"}). [Figure 4A,B](#f4){ref-type="fig"} represents the retinal corresponding points along the vertical (A) and the horizontal (B) meridian of the visual field. The figure shows the mean and standard deviation (solid lines and colored regions) computed among the involved subjects (left) or 1000 bootstraps from random fixations (right), in a direct comparison with the two deviations reported in psychophysics (circles/squares and error-bars)[@b43][@b46][@b48][@b49]. [Table 1](#t1){ref-type="table"} also reports a numerical comparison with those data. Along the vertical meridian of the visual field, our statistics provide shear angles compliant with the physiological values of Helmholtz shear deviation (see [Table 1](#t1){ref-type="table"}), measured in humans (*cf.* refs [@b48],[@b49]). More interestingly, the retinotopic shape of shear deviation measured on humans is better explained by subjects' fixations than by random fixation. Random fixations result in linear deviations with a "X" cross shape (see [Fig. 4A](#f4){ref-type="fig"}, right), without significant difference between the foveal (\[−1.6°, 1.6°\] of eccentricity) and the perifoveal (\[−6°, 6°\] of eccentricity) area, as predicted by the geometry of binocular vision[@b12][@b13][@b25][@b47][@b50]. Conversely, subjects' fixations are likely to account for the non-linearity of the empirical shear deviation measured in humans[@b46][@b48][@b49] ([Fig. 4A](#f4){ref-type="fig"}, left). Active fixation strategy causes the deviation to be approximately zero in a small range around the fovea (≈1°), and to increase rapidly beyond this range. The resulting effect is that the cross is transformed into an "hourglass" shape, as can also be inferred by psychophysical data[@b46][@b48][@b49]. Accordingly, shear angle computed in the foveal area are significantly lower than the angle computed in the perifoveal area (see [Table 1](#t1){ref-type="table"}).

Along the horizontal retinal meridian, our disparity statistics predict uncrossed corresponding points to the left and to the right of the fovea (see [Fig. 4B](#f4){ref-type="fig"}), in accordance with human measurements of the Hering-Hillebrand deviation[@b10][@b12][@b13][@b43][@b44][@b46]. Again, subjects' fixations are more effective in explaining the Hering-Hillebrand deviation measured in humans (see [Table 1](#t1){ref-type="table"}). In random fixations, the lateral shift increases smoothly with retinal eccentricity showing a convex shape. Conversely, in subjects' fixations the deviation is almost zero within a larger foveal range (≈±1°), which rapidly increase to larger uncrossed disparities outside this range. More interestingly, in ref. [@b43] the deviation parameter *H* has been shown to be considerably higher in a foveal area (\[−1.6°, 1.6°\]), with respect to a perifoveal area of the field of view (\[−6°, 6°\]). This effect assesses for a significant difference between the central and peripheral visual field. In parallel to the shear angle, random fixations provide a parameter *H* which is lower than what has been measured in humans, and is almost constant over the field of view. Conversely, subjects' fixation are much more effective in explaining the dependence of *H* on retinal eccentricity (see [Table 1](#t1){ref-type="table"}).

### The Shape of the Predicted Horopter

The patterns of predicted corresponding points were then used to derive the 3D optimal surface for depth perception[@b10] (see Methods). [Figure 5](#f5){ref-type="fig"} represents the orthogonal views of the horizontal (top) and vertical (bottom) horopter (blue line) for subjects' (left) and random fixations (right) (see also [Supplementary Fig. S1](#S1){ref-type="supplementary-material"}), while the predicted 3D surface of the horopter is displayed in [Supplementary Fig. S3](#S1){ref-type="supplementary-material"}. The shape we predict for the horopter agrees with the common findings empirically measured in psychophysical experiments: the viewing distance yields the expected changes of concavity and tilt on the horizontal and vertical parts of the horopter, respectively (see [Fig. 5](#f5){ref-type="fig"}).

More specifically, whereas random fixations in near viewing result in a horopter with a smooth convex shape, when considering subjects' fixations, a very peculiar feature arises in the very central visual field. The predicted horopter presents a pronounced *bump* within ≈1° of eccentricity that stands out of the horopter surface, and is more clearly visible considering the horizontal and vertical meridians (see [Fig. 5](#f5){ref-type="fig"} and [Supplementary Fig. S3](#S1){ref-type="supplementary-material"}).

The bump at fixation provides a slight but significant deviation from the flat convex shape predicted by the theory[@b11][@b25], and commonly shown in psychophysical experiments (*e.g.* see refs [@b10],[@b12],[@b13],[@b43],[@b44],[@b46]). Indeed, only few authors showed such an effect. A seminal study of binocular vision[@b51] evidenced an everted shape on the horizontal horopter about zero eccentricity. Similar results were shown by refs [@b43],[@b45], where two hypotheses were presented: the *dimple* horopter or the *flat* horopter hypothesis. In particular, the different values of the parameter *H* between the central and the peripheral field of view[@b43], clearly suggest the presence of a central bump in the horizontal horopter evidenced by our statistics. With respect to similar studies that do not show the phenomenon, it is worth considering that this central bump is characterized by a small extent (less than 2°[@b45]), thus requiring a fine tiling of the visual space to be evidenced (*e.g.* ≈20 arcmin[@b43]). Similar considerations can be done for the Helmholtz shear deviation. The fact that the corresponding vertical meridians are not straight lines, results again in a bump of the vertical horopter in correspondence of the central visual field. Still, this can be ascribed to the central bias towards zero disparity, surrounded by peripheral negative disparities.

Our results assess for the hypothesis that the pattern of retinal corresponding points accounts for the first moment of disparity distribution, specifically at each retinal location. The fact that our predictions, derived by subjects' actual fixations more closely relate to psychophysical data than those obtained from random fixations, suggests that retinal corresponding points patterns likely depend on the active fixation strategy. The predicted shape of the horopter shall be adaptive for perceiving convex, slanted surfaces in near viewing[@b10][@b14][@b49], rather than to the ground plane[@b11][@b13][@b42]. Moreover, the bump in the central visual field clearly indicates a behavioral preference of the visual system for a *near* object surrounded by a *far* background.

While up to this point we have focused on the first-order redundancy of disparity information, in the following we will extend the analysis to the second-order regularity, *i.e.* its variability. Their relation with the disparity search zone will be analyzed with respect to the computational requirements of V1 area and the extent of Panum's fusional area.

Cortical Magnification Factor and Panum's Area
----------------------------------------------

While the horopter identifies the surface of optimal depth perception, stereoscopic vision is required to be effective in a wider portion of space. The Panum's fusional area defines the region of 3D space, arranged about the horopter, where the visual system is able to integrate the visual information from the two eyes into a single percept, in order to obtain accurate stereopsis[@b25][@b44][@b52]. The extent of Panum's area increases with eccentricity[@b25][@b53][@b54][@b55], according to the space variant nature of the visual system, which is characterized by a finer processing of the central visual field than the peripheral one. From this perspective, it is worth considering that the growth of the average V1 receptive field size follows a logarithmic law with respect to retinal eccentricity[@b56][@b57], known as the retino-cortical magnification factor[@b58][@b59].

From a binocular point of view, some studies hypothesized a correlation between the magnification factor, and the extent of Panum's area (see refs [@b25],[@b54],[@b55], as review). In fact, since accurate stereoscopic depth perception is possible exclusively within a defined range of retinal disparity[@b25][@b44][@b52], Panum's area can be seen as the phenomenological expression of the structural limits of the underlying neural mechanism[@b55].

### Receptive Field Size

The obtained retinotopic pattern of disparity variability (see [Fig. 3B](#f3){ref-type="fig"}) was exploited to predict the receptive field size required at each retinal location (see Methods). To this aim, we exploited the *size-disparity* correlation hypothesis[@b25][@b60], which predicts that with the phased-based energy model of V1 complex cells[@b1][@b2][@b61], the receptive field size of the required computational resources should be proportional to the range of disparities to be encoded, for an effective representation of disparity information. On this basis, the retinotopic patterns of disparity variability (see [Fig. 3A,B](#f3){ref-type="fig"}, bottom, and also [Supplementary Fig. S1](#S1){ref-type="supplementary-material"}) were used to derive a model of the average receptive field sizes required to cover, at each retinal location, the range of disparities experienced by the observer (see Methods). According to neurophysiological data[@b62], we considered a minimum receptive field size of 15 arcmin. The results were compared with the population receptive field size measured in human V1 area by fMRI study, courteously made available by ref. [@b63], since it likely reflects the range of disparities that can be encoded across the population at each retinal location.

[Figure 4C](#f4){ref-type="fig"} shows the mean (solid line) and standard deviation (error bars) receptive field size against retinal eccentricity, as predicted by the retinal disparity distribution for subjects' (red) and random (blue) fixations. The background contour map shows the population receptive field size measured in V1 area[@b63]. [Table 1](#t1){ref-type="table"} reports the *rmse* computed between human data and our predictions. Both the retinal distribution obtained by random and subjects' fixations qualitatively explain the neurophysiological data (see [Table 1](#t1){ref-type="table"}). Nevertheless, random fixations provide an approximately linear increase of the receptive field size, which is not consistent with the logarithmic law (see refs [@b25],[@b55], [@b56], [@b57],[@b59]). Interestingly, the subjects' data show a finer accuracy in predicting the trend of the increasing size, particularly beyond 3° of eccentricity, where data from random fixations diverge from human data.

### Size and Shape of Panum's Area

Qualitative representation of the associated Panum's area was computed (see Methods). This provided a 3D shape (see [Fig. 5](#f5){ref-type="fig"} and [Supplementary Fig. S3](#S1){ref-type="supplementary-material"}) that is qualitatively coherent with psychophysical measurements[@b48][@b50][@b54]. Considering the horizontal meridian, its extent increases with eccentricity, and shrinks in the central visual field, and a similar behavior is evident also along the vertical meridian.

In summary, our results assess an ecological correspondence between the second-order regularity of the retinal disparities experienced in peripersonal space and the variation with retinal eccentricity of the properties of binocular cortical receptive fields. Again, the results obtained with subjects' fixation more closely account for experimental data. This suggests that active fixation strategy might have a direct role on the detectable disparity range, as well as on the underlying neural mechanisms.

Discussion
==========

Our results evidence a tight relation between the statistical properties of binocular disparity in peripersonal space and the neurophysiological and perceptual findings about the functional properties of the binocular visual system. The computational resources in V1 area, as the neural front-end of binocular vision in the hierarchy of the visual system, exhibit a retinotopical organization that resembles the disparity distribution experienced in near space. This likely provides an efficient representation of disparity information, usable to subsequent visual areas. Firstly, the binocular retinal correspondences likely adapt to the first-order regularity of disparity distribution, in order to recenter the search zone for stereo correspondence about the ecological range of disparities. Secondly, the increase of receptive field size with eccentricity, predicted by cortical magnification, conforms to the second-order regularity to allow an efficient coding of binocular visual information with a limited number of resources. To this purpose, the binocular neural mechanisms are likely to embed, at a structural level, the natural disparities experienced by a fixating observer, rather than those obtained from random fixation strategies. The behavioural preference for object-oriented fixations results in a significant difference of binocular processing between the central and the peripheral part of the visual field, which we will now discuss in comparison to other functional aspects of binocular vision.

Comparison with Other Studies of Disparity Statistics and Limitations of the Present Study
------------------------------------------------------------------------------------------

Two complementary factors define what is the pattern of disparity occurring on the retinas: the 3D structure of the visual environments and where the eyes are gazed within it. In previous studies, 3D models of scenes, either synthetic[@b18][@b19] or natural[@b16][@b20], satisfying the first factor, but relied on simulated eye movements. In order to gather realistic disparity statistics, it is worth considering that actual human fixations of a subject are neither randomly nor evenly distributed within the 3D environment[@b21][@b22][@b23]. Conversely, the natural environment is an ideal "setup" to collect disparity statistics of a behaving observer performing everyday tasks[@b14]. The subject is free of moving and his behavior is natural, so as his fixation within the visual environment. Whereas this approach has the advantage of resorting on actual human eye movements, it comes to the price of a less precise knowledge of the structure of the environment, since the 3D scene has to be estimated, introducing inevitable measurement errors, particularly in critical areas, like depth edges.

The methodology we propose lies in between of these two approaches. The accurate 3D models of natural scenes that we use provide a naturalistic and contextually rich visual stimulation, together with the required degree of control over the key variables, namely the ground-truth structure of the scene and the eye movements performed while exploring it. Beside a general agreement with the data generally presented in disparity statistics studies, our methodology allowed us to evidence a subtle but significant difference between the central and the peripheral visual field. In our opinion, we were able to evidence this phenomenon thanks to the specific characteristics of the experimental setup adopted. Exploiting 3D models of the environment with less than 1 mm accuracy, the obtained ground-truth disparity have high accuracy and precision, particularly in correspondence of depth edges, which is where the algorithms for depth estimation mostly fail. Without the need of estimating the 3D structure of the environment, the calibration procedure simply relies on a robust method provided by the eye tracker producer, and its precision is enhanced by stabilizing the subject's head with a chin rest. From this perspective, our setup allows for accurate and precise statistics of retinal disparity, particularly where disparity is small, *i.e.* in the foveal area, allowing us to evidence a bumped shape in the horopter, instead of a flat one.

Nevertheless, the high degree of control of the proposed setup, required for accurate ground-truth disparity, comes at the price of some limitation with respect to more natural setups: the considered scene are virtual reality versions of natural environments experienced through a screen with limited field of view, and subjects' head is stabilized in a chin rest, preventing normal head movements, which are quite natural during visual exploration. Moreover, the virtual scenes we used have a recurrent 3D structure, since they are composed by discrete objects against a desktop. To some extent, the central bias we evidence might depend on the task performed by the subject in these scenes. Nevertheless, it is intuitive how similar disparity patterns are likely experienced during actions performed in close viewing, like social interaction (*i.e.* where gaze is directed onto faces), or manipulating actions, (*i.e.* with gaze directed onto the own hand or the grasped object). This allows us, to some extent, to generalize the results to more active and variable everyday visual experiences, as those performed in ref. [@b14].

The Shape of the Horopter: the Flat vs the Dimple Hypothesis
------------------------------------------------------------

Our results are generally consistent with the findings presented in literature, for what concerns both subjects' and random fixations. The foveal bump, present in subjects' fixations only, thus derives directly by the fixation strategy performed by human observers. To the best of our knowledge, this effect has seldom been evidenced or hypothesized in the literature, and it has never been related to fixation strategy. In seminal work on stereopsis[@b51], the measured shape of the horizontal empirical horopter clearly shows a bump at fixation. The author argues that theoretical and empirical shapes considerably differ, but no possible explanation about the bump is provided. The first overt hypothesis of this effect can be found in ref. [@b45]. The authors proposed two different theories about the horopter's shape, to account for an adaptation mechanism of retinal correspondence that facilitates fusion across a range of viewing distances. A *global* shift provides a flattening of the horopter, whereas a *local* shift yields a dimple in the central field of view (≈2°). Subsequent studies demonstrated how retinal correspondence is fixed[@b43][@b49], neglecting the possible adaptation. Even if the bump can also be evinced in data from ref. [@b43] (see [Fig. 4B](#f4){ref-type="fig"}), no light has been shed on the actual shape of the empirical horopter. To our opinion, the complexity in evidencing this effect originates by the required resolution. Retinal correspondence studies, investigating a wide field of view, commonly used one or two degrees resolution[@b10][@b46][@b48][@b49]), which is barely sufficient to reveal the bump, since it likely concerns the first one/two degrees of visual field. Only two experiments have been performed with finer resolution, especially in a foveal area[@b43][@b51]. From this manuscript onward, the general characteristics of the horopter's shape were no more discussed or questioned, and all the studies basically confirmed them[@b14][@b46][@b48][@b49]. According to our analysis, the presence of a bump at fixation can be evinced by psychophysical data, for both the Helmholtz shear deviation (see [Fig. 4A](#f4){ref-type="fig"})[@b46][@b48][@b49] and the Hering-Hillebrand deviation (see [Fig. 4B](#f4){ref-type="fig"})[@b10][@b43][@b46][@b51]. Data from active fixation strategy allows for a more precise and compliant explanation of psychophysical and neurophysiological data (see [Table 1](#t1){ref-type="table"}), strongly supporting this hypothesis.

As a matter of fact, our results provide a formal reinterpretation of the shape of the empirical horopter. The similarities between disparity statistics we obtained from random and subjects' fixations, suggests that the tuning of the visual system partially derives from the structure of natural environments and by the attitude in coping with the environment itself. The resulting 3D shape of the horopter has almost constant convexity and is tilted top-down, resembling the average predominant environmental surfaces, as the ground plane[@b10][@b11][@b12][@b13][@b50] or planar objects in near viewing[@b10][@b14]. Particularly at large eccentricities, the horopter's shape is equivalent in both cases, showing how the structure of the environment overshadows any possible effect from fixation strategy. This peculiar feature evidenced in subjects' data, derives as a direct consequence of active fixation strategy, warping the horopter at fixation. In fact, if we manually select those fixations that are gazed on objects among the random dataset, qualitatively equivalent results can be obtained. This clarifies that the bump at fixation "flattens" due to the fixations that are not centered on objects, consequently predicting a smooth 3D shape for the empirical horopter. The resulting shape finely resembles a behavioural 3D structure that is frequently experienced by an observer, *i.e.* a close object out of a far background.

Sensory and Motor Fusion
------------------------

Normal binocular vision requires an effective cooperation between sensory fusion (stereopsis) and motor fusion (vergence). Despite the large agreement on the general principles that regulate binocular vision, a significant intra-subject variability is likewise evident. Just to mention a few: fixation disparity has been measured in near viewing in the range of −30 and 120 arcmin[@b64]; ocular torsion is proportional to vergence angle by a parameter between 0.20 and 0.41[@b28]; the empirical corresponding points show different patterns from subject to subject[@b48][@b49].

The present work relies on two assumptions: 1) the optical axes are perfectly aligned on the object of interest, and 2) the eye torsional alignment respects the binocular extension of the Listings Law[@b27][@b28][@b29]. In real conditions, the range of disparity supported in a foveal area has two meanings. First, it should account for fixation disparity[@b64], and second, it should allow for an effective vergence control[@b14]. Some functional and computational advantages can be obtained by fixation disparity. Assuming a positive fixation disparity, as commonly measured in normal subjects (*e.g.* 40 arcmin[@b64]), the distance between the predicted and the geometric horopter decreases (see animated [Supplementary Fig. S4](#S1){ref-type="supplementary-material"}). Accordingly the *global* disparity experienced by the subject is reduced, providing a computational advantage and a greater fusional vergence response, with respect to a configuration where the optical axes are perfectly aligned at fixation[@b45][@b65]. Besides, a *local* adaptation of the retinal correspondence accounts for a null perceived disparity at fixation, *i.e.* the central bump. Hence, fixation disparity likely produces or results from a sensory adaptation to a small motor ocular misalignment[@b66], assessing the interplay between motor and sensory fusion.

From this perspective, normal binocular vision is more likely to occur on the basis of an effective interplay between the two fusional mechanisms, rather than on a "perfect" functionality of the single components separately. Since stereopsis and vergence have been shown to share the same computational substrate[@b67][@b68], this suggests that the general functionality is due to the structural properties of the binocular visual system. Besides, specific intra-subject variability might reflect different strategies implemented by the visual system, deriving from the personal development of the subject and its own individual visual experience[@b69].

Development of Binocular Vision
-------------------------------

Cortical visual functions in humans are very immature at birth, and visual experience plays a key role in the development of the neural system underlying visual perception (see refs [@b7], [@b8], [@b9], but also[@b69]. The first two/three postnatal months are necessary to develop basics monocular aspects of visual perception, like visual acuity, contrast sensitivity and orientation selectivity[@b70]. Stereopsis emerges later between the 3rd and 6th month[@b71][@b72]. Regarding the motor side, a rough binocular alignment has been shown to be already present at 1 month of age, thus anticipating the onset of the sensory side of binocular vision[@b73].

While the relation between the 3D environment and the geometry of visual system is by itself sufficient for a qualitative prediction of the functional properties of the binocular visual system[@b11][@b15], considering the subjects' actual exploratory fixations suggests some observation alongside the development of the visual system. In fact, a sensitivity to crossed disparities is already present at about 3 months of age, slightly before the sensitivity to uncrossed disparities[@b74]. From a developmental point of view, this preference can be explained by the fact that *early* bottom-up visual features (like motion, luminance contrast, color, etc.) have a prominent role in guiding the gaze of the infant[@b75]. As a behavioral explanation, the infant attention is firstly attracted by a near stimulus (like the parent's face or a toy) surrounded by a far environment. The behavioral preference for close locations[@b21][@b22][@b23] and objects[@b24], is thus reflected by a preference of the visual system for crossed disparities. In fact, a close/crossed figure surrounded by a far/uncrossed ground facilitates the visual system at different levels: it is effective in providing a better recognition of disparity-defined shapes[@b76] and perceptual facilitation[@b77], as well as in better stimulating higher visual areas related to figure-ground segregation and object recognition[@b3][@b4][@b78]. While this selectivity to a disparity-defined convexity is likely to represent the binocular aspect of the figure-ground segregation process[@b4], our results suggest how this mechanism is likely to lay his grounds already in the early stages of the binocular visual system.

Conclusion
==========

The presented results suggest the role of active visual behavior in conditioning the visual neural system to the structural characteristics of the visual environment. As direct consequence, fixation strategy provides a behavioral influence also on the binocular aspects of the developing visual system. Since fixation strategy is primarily committed to tasks such as object recognition and manipulation, the neural substrate underlying binocular vision shall specifically embed this preference. The bump at central fixation suggests how the binocular visual system is not simply tuned to a convex and slanted surfaces in near viewing[@b10][@b14][@b49], but also to a disparity-defined convexity compliant with a near object of interest surrounded by a far background, as the binocular aspect of the figure-ground segregation process. The obtained results, being derived by disparity statistics collected in near viewing, only, nurture the significance of peripersonal space in tuning the binocular functionality of the visual system. To which extent this tuning might be due to developmental or evolutionary reasons, requires a further and accurate research.

Materials and Methods
=====================

Methodological Approach
-----------------------

In this paper, we implemented an experimental setup that allows computing accurate and precise *ground-truth* disparity, corresponding to actual subjects' fixations in a virtual 3D world. The proposed approach relies on three complementary parts: 1) 3D virtual models of natural scenes in peripersonal space, 2) a stereoscopic experimental setup, and 3) a stereoscopic virtual reality simulator. The 3D virtual models have been obtained by a high accuracy 3D laser scanner, and consist of accurate depth information and natural texture. The conceived experimental setup, combining binocular eye tracking with 3D stereoscopic display, allows us to measure the active fixations of human subjects while exploring the 3D scenes. The virtual reality simulator has been implemented to achieve two distinct objectives: 1) to obtain stereoscopic visual stimuli to be displayed to subjects within the stereoscopic setup, and 2) to compute the ground-truth disparity patterns associated to the measured subjects' actual fixations.

The subject is positioned on a chin-rest in front of the 3D screen, while a 3D visual stimulus is displayed. Since the position of the subject with respect to the stereoscopic screen and the virtual scene is known, the eyetracker data were used to reconstruct the position of subject's gaze within the 3D scene. Nevertheless, the high degree of control of the implemented setup comes to the price of some limitation in the naturalness of the presented stimuli. The subject's head is stabilized by the chin rest, the field of view is constrained by the screen size, and possible conflicting cues may affect the realism of the stimuli. From this perspective, we carefully designed and integrated the three modules composing our system, in order to relax those limitations:The vergence-accommodation conflict, which produces visual fatigue and discomfort, is mitigated designing the stereoscopic setup geometry[@b79]. The focal distance of the display matches the simulated distance of the virtual scene[@b80]. The large screen size allows us to place it far from the observer (115 cm), reducing the effect of focus conflict[@b80], while respecting the 3D comfort zone of vergence-accommodation conflict[@b79][@b81];The large screen mitigates the framing effect, since it provides a sufficient large field of view (≈44° horizontally and ≈24° vertically), that allows horizontal and vertical gaze movements in a range close to that measured in psychophysical experiments during real world exploration[@b14][@b82][@b83];The stereo pair is computed using an *off-axis* technique with skewed *frusta*[@b84], providing geometrically correct depth cues for a single 3D screen, namely perspective, binocular disparity and occlusions[@b79][@b85];The stabilization of subject head by a chin rest prevents conflicting parallax motion[@b84];The scene lighting has been handled by the Coin 3D library to obtain realistic shading effect.

Accordingly, the proposed approach aims to make existing conflicts less obvious, so to provide a more natural and less fatiguing visual stimulation.

Next, we computed the retinal disparity patterns associated to the subjects' actual fixations measured during the visual exploration task. Notably, the proposed setup allows us to obtain the *ground-truth* disparity falling on the retinas. In fact, the virtual reality simulator was specifically implemented modifying the *toe-it* technique to mimic the binocular eye posture of the human visual system[@b86], thus considering eye convergence and cyclotorsion[@b27]. The proposed approach allowed us to collect statistics of binocular disparity experienced by an observer during free exploration of natural environments in near viewing. The resulting data for disparity statistics were qualitatively and quantitatively compared with the known functional properties of the binocular visual system.

Notation and convention
-----------------------

The following notation is used in the paper. Horizontal disparities are represented as positive (red colors in [Fig. 3](#f3){ref-type="fig"}) for objects closer than the fixation point, *i.e.* for crossed disparities; uncrossed disparities are negative (blue colors). The definition of the vertical component of the disparity vector is quite controversial in the literature; here we refer to the difference between the elevation longitude of the images in the two eyes[@b32] which is equivalent to the vertical shift in the Cartesian coordinates on the plane on which one projects the hemisperical retina. In figures, they are represented as positive if elevation is right-hyper, *i.e.* higher in the right than in the left eye (red colors), and negative for the opposite (blue colors). The following quantities: retinal disparity, retinal eccentricity (with respect to the fovea), retinal deviations, and receptive field size are reported in degrees of visual angle. The root mean square errors (*rmse*) for the Helmholtz shear and Hering-Hillebrand deviations and the receptive field size are reported in arcmin. Subscripts R, L indicate that the quantity is referred to the left, right eyes/cameras, whereas C refers to the cyclopean eye/camera. The gaze direction is defined as azimuth (*H*), elevation (*V*) and vergence (*ν*) angles.

3D range and image data
-----------------------

In order to develop a naturalistic stimulation of the visual system, we created realistic models of *real* natural environments in peripersonal space. The models are composed of the depth map (Z-buffer) of the scenes together with the actual object textures. To this purpose, we used a 3D range laser scanner Konica Minolta Vivid 910, appropriate to create 3D virtual models in the close range. The laser scanner provides digitized images with accurate range data (±0.1 mm) at close ranges (from 0.6 *m* to 1.2 *m*), with high spatial resolution (up to 307,200 points per acquisition). The device is also endowed with an RGB camera that acquires the actual image texture (640 × 480 pixels), aligned to the 3D scene. The scanner has a variable field of view that can be adjusted with three interchangeable lenses (focal distance: TELE 25 mm, MIDDLE 14 mm and WIDE 8 mm), in order to accommodate the measurement of objects with various sizes and distances from the lens.

The virtual models were created, according to the following procedure. The scenes were composed of real-world objects arranged in a cluttered way in order to recreate every day life situations in a high complexity structure. A first scene recreates a kitchen table, while a second scene recreates an office desk (see [Fig. 1A](#f1){ref-type="fig"}). The single objects were first acquired with the laser scanner in TELE modality, to obtain high spatial resolution models. Each object was scanned from different positions to allow a full 360° acquisition, in order to minimize the occlusion problems that occur when one simulates changes in the vantage point of the virtual observer. Next, we took eight scans of the entire scenes, rotating around it by step of 45°, in order to have a 360° coverage. The acquired views were then registered to create a raw model of the scene. Finally, the single object models were aligned within the raw model of the scene, recreating the original scene as a composition of high resolution and high precision object models.

The final result is a virtual model of the selected environments characterized by high resolution (more than 13,000,000 of points) and accuracy (≈0.1 mm), as well as by the actual objects' textures (see [Fig. 1A](#f1){ref-type="fig"}).

Virtual reality simulator to model visual systems
-------------------------------------------------

Once obtained the virtual models of our 3D environments, a virtual simulator is necessary to compute the stereoscopic image and the associated ground-truth disparity patterns.

The common approach in virtual reality is to configure the virtual cameras with parallel optical axes[@b87]. In such a configuration, the resulting disparity patterns are characterized by zero vertical component, and the horizontal one is exclusively uncrossed, *i.e.* corresponding to objects farther than the screen plane (*e.g.* see ref. [@b87]). A vergent geometry resembling the human fixation posture, is seldom considered[@b16][@b88]. As we want to consider natural eye postures, it is necessary to obtain realistic disparity patterns that resemble those experienced by human subjects in real conditions[@b14][@b88][@b89].

To this purpose, we implemented a virtual simulator that satisfies the requirements imposed by an active vision system. The virtual reality tool simulates the vergence movements of two cameras on a point in space[@b86], allowing us to compute the horizontal and vertical ground-truth disparity maps. The software is based on a C++/OpenGL architecture and on the Coin3D graphic toolkit ([www.coin3D.org](http://www.coin3D.org)). The Z-buffers of the virtual models are used for the 3D rendering of the scenes. This allowed us to compute, beyond the images projected on the left and right cameras, the corresponding ground-truth disparity maps.

The disparity patterns resulting by the vergence posture are characterized both by uncrossed and crossed disparities for the horizontal component, and the vertical component is equal to zero along the horizontal and vertical meridians, only[@b38]. To the purpose of this study, we endowed the virtual reality tool with the possibility to simulate the viewing posture of the cameras following a cyclo-torsional alignment, which implements the binocular extension of Listing's Law[@b27]. Hence, if the gaze direction is different from straight-ahead, the disparity patterns also depend on the relative cyclotorsion between the two eyes[@b27].

### Computation of the stereo image pairs

In order to compute the stereo pairs corresponding to two cameras in a verging posture, we used the *toe-in* method: each camera is directed to a single fixation point through a proper rotation. The geometrical sketch of the optical setup of an active stereo system and of the related *toe-in* technique is shown in [Fig. 6](#f6){ref-type="fig"}. The relation between the 3D world coordinates **X** = (*X, Y, Z*) and the homogeneous image coordinates **x** = (*x, y*, 1) is described by a general perspective projection model: **x** = **X**/*Z*.

In general, the disparity map of a stereo pair is calculated with respect to the image plane of the left or of the right image[@b87]. To avoid asymmetry problems we referred to the image plane of a cyclopic camera[@b90], located in the mid point between the left and right cameras, pointing along the gaze line at the selected fixation point. Given the projection of a 3D virtual point on the cyclopic image plane, the disparity maps were computed by the correspondent projections in the left and right image planes.

Starting from the image coordinate **x**^*C*^ of the cyclopic image and the depth values *λ*^*C*^ obtained by the Z-buffer, the image coordinate **x**^*L*^ and **x**^*R*^ of the left and right view are obtained in the following way:

where **R**^*L*/*R*/*C*^ are the rotation matrices defined by the actual fixation point respectively for the left, the right and the cyclopic camera in the head fixed reference frame, and **T**^*L*/*R*^ are the positions of the left and right camera with respect to the cyclopic one, in the head reference frame. Finally, the horizontal disparity *d*~*x*~ = *x*^*R*^ − *x*^*L*^ and the vertical disparity *d*~*y*~ = *y*^*R*^ − *y*^*L*^ are computed.

### Cyclo-torsion of the eyes: Binocular Listing's Law

The actual positions of the human eyes are restricted in such a way that there is only one eye position for every gaze direction. The eyes obey to constraints that relate the amount of torsional angles for each gaze direction to the vergence angle, according to the Listing's Law and its binocular extension[@b27][@b28][@b29]. Accordingly, each eye assumes only those orientations that can be reached from primary position (*i.e.* gaze straight ahead) by a single rotation about an axis lying on the Listing's plane. This plane is orthogonal to the line of sight when the eye is in the primary position[@b29]. Moreover, the torsional posture of each eye changes when the eyes converge on a near object, following the binocular extension of the Listing's law[@b28]. During convergence, the Listing planes rotate temporally and roughly symmetrically by *φ*~*l*~ and *φ*~*r*~ angle, for the left and the right eye, respectively. The more convergence exists, the more the plane rotates temporally, implying that during convergence, there is a relative excyclotorsion on upgaze, and a relative incyclotorsion on downgaze. The resulting posture provides an alignment of the horizontal meridians of the left and right eyes. This alignment reduces the search zone for retinal correspondence, thus providing a perceptual optimization for stereopsis[@b10][@b42][@b91].

On the top of these considerations, we derived the formulation[@b92] required to obtain a camera posture that mimics natural eye posture, also taking into account the tilting of the Listing's plane:

with

where *ν* = *H*~*R*~ − *H*~*L*~ and are the vergence and the version angles, *T*~*L*/*R*~ is the cyclorotation, and *H*~*L*/*R*~ and horizontal angle of left and right eyes, whereas *V* is their common vertical angle (see [Fig. 6](#f6){ref-type="fig"}). The parameter *λ* controls the balance between the motor advantage of Listing law and the perceptual optimization for stereopsis. In all the following simulations we decide to adopt *λ* = 0.8[@b14][@b29][@b42].

Experimental Procedure
----------------------

The virtual reality simulator was used to obtain realistic stereo pairs to be presented dichoptically to the subjects for visual exploration tasks in the 3D scenes. Four subjects were included in the experiment, two males and two females, 25 to 34 years old. The human subjects protocol was conducted ethically according to the principles line of the Declaration of Helsinki, and was approved by the Ethics Committee of San Martino Hospital (Genova, Italy, Protocol Number P.R. 400REG2015). All of the participants voluntarily enrolled in the study and signed an informed consent before we began the experiment. The subjects, all with normal vision and normal stereoacuity, were naive to eye tracking. The subjects were also unaware of the goal of the experiment, and were instructed to freely explore the scenes.

### Experimental Setup

The stereo pairs were displayed on a 42-inch (930 × 523 mm) LG 42LW450A stereoscopic LCD screen. The screen had a resolution of 1080 × 1920 pixels, with a refresh rate of 100 Hz. Stereoscopy was obtained with a pair of passive circularly polarized glasses (RealD 3D technology).

The subjects were placed at a fixed distance of 1150 mm (≈3° of vergence) from the screen, *i.e.* the distance for which the stereoscopic views were rendered. The head was stabilized through a chin rest, in order to have the subjects centered with respect to the screen. Accordingly, the sagittal plane of the subject was coincident with the vertical half of the screen, while the transverse plane passing through the eyes' center was coincident with the horizontal half of the screen.

A SMI RED 250 mobile eye-tracker was used to record the eye movements. The accuracy of the eye-tracker declared by the manufacturer is 0.4 degree. The eye tracker was placed on a stand at ≈600 mm from the observer, in the lower part of the subject's field of view, in order not to occlude the screen. First, a calibration was executed and validated by exploiting the procedures provided by the manufacturer. The procedure was extended in order to mitigate possible errors due to fixation disparity[@b64][@b93]. Each eye was calibrated separately, in order to increase the accuracy of the measured eye position in binocular tasks (see ref. [@b94]).

### Visual Stimuli

The visual stimuli consisted in twenty scenes obtained by the two virtual models, ten per each model, according to the following procedure. For each model, the virtual head was positioned facing the scene, at a fixed distance of 1150 mm from the closest object along the cyclopean gaze line, as in the experimental setup. The position vector of the head varied uniformly with the azimuth angle in the range \[−60° 60°\] by steps of 30°, for two elevation angles of 30° and 45°, thus defining 10 different vantage points for each virtual model. The simulator was thus configured to resemble the experimental setup: the camera resolution was set to the screen resolution, the field of view was set to cover the actual screen size, *i.e.* ≈44° horizontally and ≈24° vertically, and the stereo camera had an interocular distance of 60 mm. For each of the defined head position, we obtained the stereo pair to be presented to the subject (*e.g.* see [Fig. 1C,D](#f1){ref-type="fig"}). To this purpose, it is worth considering that images generated by the *toe-in* method might be correctly displayed to a subject only using two display devices, one for each eye, aligned with the retinas. Displaying such images on a single stereoscopic monitor, would result in exaggerating the vertical disparities falling on the retinas, thus violating the correctness of the 3D perspective[@b85][@b95]. In order to provide the correct perspective, we projected the left and right images of the *toe-in* stereo pair onto the screen plane, interpolated the projections to the actual screen size and resolution. Formally, the obtained stereo pairs correspond to those that can be obtained considering an *off-axis* technique with skewed *frusta*[@b84].

### Procedure for Subjects' Fixations

Each stereo pair was presented dichoptically to each subject for 18.5 seconds on the screen, while recording the binocular eye movements with the eye tracker. Each stimulus was preceded by a white cross on a uniform gray background, presented for 1.5 seconds. For each of the eye, separately, the 2D gaze points on the screen were mapped into the corresponding 3D gaze point in the virtual scene. Next, the 3D points were projected on the cyclopean image plane, according to [Eq. 2](#eq3){ref-type="disp-formula"}. The binocular scan path was then computed as an average between the left and right points on the cyclopean image, and were used to derive a heatmap of the subjects' actual binocular fixations (see [Fig. 1C](#f1){ref-type="fig"}, bottom). The 2D fixation points on the cyclopean image were extracted by the binocular scan path, considering a minimum fixation time of 0.3 sec (red dots in [Fig. 1C](#f1){ref-type="fig"}), and correspond to the "hot" points of the heatmap. The fixation points in the 3D scene (see [Fig. 1C](#f1){ref-type="fig"}, top) were obtained by back-projecting them on the closest visible surface of the scene, and were then used to compute the gaze angles. Thus, each fixation is described by the position and orientation of the head in the world reference frame, together with the vergence, azimuth and elevation angles of the binocular line of sight. Each subject performed a variable number of fixations for each scene, ranging from 24 to 43.

Finally, the virtual reality simulator was used to direct the binocular gaze to the targets, and to compute the left and right retinal images, together with the associated horizontal and vertical ground-truth disparity maps (see [Fig. 1C](#f1){ref-type="fig"}, top). This procedure yielded four stereoscopic datasets, one for each subject, composed of ≈733 ± 122 fixations (mean and standard deviation among fixation number).

### Random Fixations

The following procedure was used to simulate random fixations within the same virtual words. The gaze directions from the four subjects were gathered in a single list, composed of 2932 fixations. The vergence information was removed, while keeping the azimuth and elevation of the binocular gaze line. Next, each fixation was used in the virtual simulator to obtain the stereo pairs corresponding to that gaze direction, but from a head position different from the one were the fixation was measured (see [Fig. 1D](#f1){ref-type="fig"}, bottom). In this new configuration, the vergence angle was set to correctly fixate on the closest object along the binocular line of sight. The procedure was repeated 5 times, obtaining a dataset of ≈15000 fixations. This procedure, randomizing the relation between the head position and the gaze direction, allowed us to obtain a disparity dataset of random fixations of a virtual observer in the same 3D scenes used for measuring subjects active fixation (see [Fig. 1D](#f1){ref-type="fig"}, top). This approach ensures that the probability distribution of the gaze direction is within the natural variability occurring in human visual exploration[@b14]. A systematic data set of stereo pairs, released for public use, can be found at: [www.dropbox.com/s/w97jl5ea4utsvaf/3D_DATASET_EXAMPLE.zip?dl=0](http://www.dropbox.com/s/w97jl5ea4utsvaf/3D_DATASET_EXAMPLE.zip?dl=0).

Statistical data analysis and interpretation
--------------------------------------------

For a statistical comparison with subjects' fixations, random fixations of a virtual observer were simulated on the whole dataset of 15000 images, exploiting a bootstrapping technique with 1000 reduced datasets, each consisting of 733 samples, *i.e.* the mean size of the subjects' datasets. We computed the disparity distribution considering the central field of view, and on selected retinal areas[@b14], *i.e.* differentiating between the upper and lower hemifields for the horizontal disparity, and between crossed quadrants for the vertical disparities (see [Fig. 2A](#f2){ref-type="fig"}). More particularly, a retinotopic representation of the disparity distributions (see [Fig. 2B](#f2){ref-type="fig"}) evidenced possible systematic relations between the characteristics of the distribution and the corresponding retinal location. Aiming to obtain a parametric representation of the disparity statistics, it is worth considering that the distributions are not symmetric about the mean value. Whereas for normal distributions the mean and standard deviation are representative quantities of the central value and variability of the distribution, in our case we adopted as first moments the median and the standard deviation, to describe the main features of the distribution[@b96]. The first moment has been computed for the horizontal and vertical disparity, separately, while the second moment has been computed along the principal orientation of the vector disparity. The features were then represented as retinotopic patterns (see [Fig. 3A,B](#f3){ref-type="fig"}).

In order to assess if the random and subjects' fixations have similar statistical properties, we computed the *χ*^2^ probability (*p*-value) of the Mahalanobis distance[@b97] between the subjects' disparity distribution and the random distribution computed at each bootstrap. This methodology was adopted because it is able to generalize beyond the set of normal distributions[@b97]. The computation was performed for horizontal and vertical disparities, separately (see [Fig. 3C](#f3){ref-type="fig"}).

### Retinal Corresponding Points Prediction

Since retinal correspondence is considered to adapt to the disparity statistics naturally occurring on retinas[@b10][@b14][@b42][@b43][@b49], we inferred a plausible pattern of retinal corresponding points that would be adapted to our statistics. The median disparity pattern ([Fig. 3](#f3){ref-type="fig"}) was thus used as the value of disparity to be removed at each retinal location. This approach was followed along the vertical (see [Fig. 4A](#f4){ref-type="fig"}) and horizontal (see [Fig. 4B](#f4){ref-type="fig"}) meridians of the field of view, respectively, as well as over the central part of the field of view (see [Supplementary Fig. S2](#S1){ref-type="supplementary-material"}). The resulting Helmholtz shear and Hering-Hillebrand deviations were then compared with data from psychophysical measurements of the same quantities. For the Helmholtz shear deviation, data were aggregated from[@b48][@b49], for a total of 48 subjects, and were represented as mean (circles) and standard deviation (error-bars) (see [Fig. 4A](#f4){ref-type="fig"}). The amount of shear is commonly represented by the angle between the corresponding vertical meridians of the eyes[@b48][@b49]. We used a quadratic fitting to represent the predicted corresponding points along the left and right vertical meridians and to compute the shear angles at the intersection. [Table 1](#t1){ref-type="table"} also reports the shear angles, obtained on subjects' and random fixations, as well as data form psychophysics[@b48][@b49], for a direct comparison.

For the Hering-Hillebrand deviation, psychophysical data were collected from ref. [@b43], where the authors measured the retinal deviation corrected for the fixation disparity measured at different viewing distances on three subjects. The data were represented as mean (squares) and standard deviation (error-bars) (see [Fig. 4B](#f4){ref-type="fig"}). The distance between the predicted patterns of retinal corresponding points and the mean deviation measured in humans, were computed as root mean square error (rmse) and reported in [Table 1](#t1){ref-type="table"}. A quantification of the Hering-Hillebrand deviation has been originally introduced by ref. [@b44], who defined a deviation parameter *H* based on relative horizontal disparities in the left and the right eyes, *i.e.* the perceived visual direction *α*~*L*~ and *α*~*R*~, and a factor *r* describing the magnification in the right eye relative to the left: *H* = cotan(*α*~*L*~) − *r*cotan(*α*~*R*~). The formula can be elaborated to make it explicit the dependence on the horizontal retinal disparity *δ*~*H*~ and refer to the eccentricity of a single eye[@b10], so that:

Hence, we used the retinal corresponding points along the horizontal meridian, predicted by our statistics, to minimize [Eq. 3](#eq5){ref-type="disp-formula"} and obtain an estimate of *H*. The magnification parameter has been set to 1, *i.e.* equal magnification in the two eyes. In order to differentiate between the central and the peripheral field of view, the computation has been performed over the first ±1.6° and over the first ±6° of retinal eccentricity[@b43]. [Table 1](#t1){ref-type="table"} reports the values of *H*, obtained on subjects' and random fixations, as well as data form psychophysics[@b43], for a direct comparison.

### Receptive Field Size Estimation

A phased-based energy model[@b1][@b2][@b61] was postulated to derive computational implications about the early vision resources required to encode the disparity range that results from our statistics, at each retinal eccentricity. According to the model, the detectable disparity range Δ supported by a population of binocular energy neurons is:

where *k*~0~ is the radial peak frequency of the receptive field, and ±*π* is the maximum applicable phase difference between the left and right receptive fields. On this basis, we used the statistical disparity ranges to compute the required size of the population receptive fields. Even if a certain degree of variability has been measured in the shape of the receptive fields[@b62]e sake of simplicity, we assumed a constant ratio between the radial peak frequency and the size of the receptive field. Specifically, the spatial extent *σ* of the envelope of the receptive field was obtained as:

where *β* relates to the spatial-frequency bandwidth and typically varies in a limited range around 1 octave. Finally, the average receptive field size was computed as the size of the spatial support of the receptive field, set as 5*σ*.

The variability the disparity distributions (see [Fig. 3](#f3){ref-type="fig"}, bottom) was then used to predict the receptive field size with respect to eccentricity (see [Fig. 4C](#f4){ref-type="fig"}), for subjects' (red) and random (blue) fixations. The prediction for each subject/bootstrap was obtained by averaging among different meridians of the field of view (mean and standard deviation). According to neurophysiological data[@b62], a minimum receptive field size of 15 arcmin was considered. Our predictions have been compared with the data of population receptive field size in area V1 derived by fMRI measurements, courteously made available by ref. [@b63]. Clearly, the fMRI measurements depend both on the size of the individual neurons' receptive fields on their degree of overlap. The contour map in the background represents the population receptive field size aggregated from 12 human subjects. The distance of the predicted trends form the mean trend derived by human measurements was computed as root mean square error (*rmse*), and reported in [Table 1](#t1){ref-type="table"}.

### Horopter and Panum's Area Prediction

Psychophysical evidences demonstrated that when the projections of an object in space fall onto retinal corresponding points, the stereopsis is more precise[@b44][@b51]. Accordingly, the patterns of empirical corresponding points, measured in human subjects, have been used to infer the shape of the optimal surface for depth perception, *i.e.* the empirical horopter in the 3D space[@b42].

Similarly to ref. [@b42], we directly exploited the patterns of retinal correspondence predicted for subjects' and random fixations (see [Fig. 4A,B](#f4){ref-type="fig"}, but also [Supplementary Fig. S2](#S1){ref-type="supplementary-material"}), to compute the shape of the horopter in the 3D space for a given a gaze line direction and a distance of fixation (see [Fig. 5](#f5){ref-type="fig"} and [Supplementary Fig. S3](#S1){ref-type="supplementary-material"}). For each pair of predicted corresponding points, we projected two rays originating from the eye nodal points, passing one from the point on the left retina and one from the corresponding point on the right retina. Since the predicted corresponding points derive by different gaze directions, as well as by different point in space, the two rays do not necessarily intersect. Hence, the point belonging to the horopter was computed as the point at minimum Euclidean distance between the two rays, through a Moore-Penrose pseudo-inverse method.

Similarly to the horopter, we computed the near and far limits of Panum's area (see [Fig. 5](#f5){ref-type="fig"}), considering that its extent should cover a range of disparity proportional to the variability of the distribution. The near and far limits of Panum's area were computed as the 15th and the 85th percentile of the distribution, in order to take into account its asymmetry and the possible presence of outliers (see [Fig. 2A](#f2){ref-type="fig"}). In such way, the computed Panum's area has an extent that covers a large percentage of the retinal disparity (roughly one standard deviation of a normal distribution), and comes to be tuned to the specific characteristics of the disparity distribution experienced at each retinal location (see [Fig. 5](#f5){ref-type="fig"}).

Additional Information
======================

**How to cite this article:** Gibaldi, A. *et al*. The Active Side of Stereopsis: Fixation Strategy and Adaptation to Natural Environments. *Sci. Rep.* **7**, 44800; doi: 10.1038/srep44800 (2017).

**Publisher\'s note:** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Supplementary Material {#S1}
======================

###### Supplementary Material

The authors would like to gratefully thank Prof. Marty Banks, Prof. Jean-Baptiste Durand, and Prof. Peter J. Bex for the technical and expository comments. A special thank to Dr. Guido Maiello for the suggestions on data presentation. This work has been partially supported by the EC Project FP7-ICT-217077 "EYESHOTS - Heterogeneous 3D perception across visual fragments".

The authors declare no competing financial interests.

**Author Contributions** A.G. and S.P.S. conceived the research. A.G. and A.C. implemented the framework, acquired the data and achieved the analyzes. S.P.S. provided conceptual discussion and supervised the study. All authors wrote the manuscript.

![(**A**) Three-dimensional environments. Sketch representing the two naturalistic virtual scenes used: an office desk (top) and a kitchen table (bottom). (**B**) Stereoscopic experimental setup. Representation of the setup for computing binocular fixations on subjects. (**C**) Fixation density map. Heatmap (contour lines) and fixation points (red dots) superimposed to the cyclopean image for a subject exploring a binocular image (bottom). and horizontal and vertical disparity patterns for selected fixation points (top). (**D**) Random fixations. Random fixation points (red dots) (bottom), and selected horizontal and vertical disparity patterns (top).](srep44800-f1){#f1}

![(**A**) Disparity distribution on different quadrants. Horizontal (top) and vertical (bottom) disparity distribution for subjects' (left) and random fixations (right), computed over the whole field of view (green). For horizontal disparity, the distribution has been recomputed separating the upper (red) by the lower (blue) hemifields. For vertical disparity the distribution has been recomputed separating the top-right and bottom-left quadrants (red) by the upper-left and lower-right (blue). According to our notation, crossed horizontal disparities and right-hyper vertical disparity are positive, while uncrossed horizontal disparities and left-hyper vertical disparities are negative. The vertical dashed lines represent the median of the considered distributions. The insets represent the separation, together with the skewness *γ* of the corresponding distribution. (**B**) Topographic representation of the disparity distribution. Horizontal disparity distribution computed at different image locations (*i.e.* pixel) for random fixations (blue) and subjects' actual fixations (green): three different eccentricities (1°, 5°, 10°) and eight different orientations.](srep44800-f2){#f2}

![(**A**) Disparity patterns for subjects' fixations. Retinotopic patterns of disparity distributions derived from subjects' fixations: median horizontal (top) and vertical (middle), and standard deviation (bottom). The white lines represent iso-contour levels at steps of 0.1°. (**B**) Disparity patterns for random fixations. Same representation as in panel A, but derived from random fixations. According to our notation, crossed horizontal disparities and right-hyper vertical disparity are positive (red), while uncrossed horizontal disparities and left-hyper vertical disparities are negative (blue). (**C**) Distance between the two distributions. *χ*^2^ probability (*p*-value) of the Mahalanobis distance between the random and the subjects' fixations distributions, for horizontal (left) and vertical (right) disparities.](srep44800-f3){#f3}

![(**A**) Helmholtz shear deviation. Helmholtz shear deviation inferred by the obtained disparity distribution (solid lines) for the subjects' (left) and random (right) fixations. The solid lines and the colored regions represent the mean and standard deviation computed among the four subjects (left), while for random fixations (right)they represent the mean and the 95% confidence interval (1000 bootstraps). The dots and errorbars report the Helmholtz shear deviation (mean and standard deviation) measured in psychophysical experiments from ref. [@b49] (28 subjects) and ref. [@b48] (20 subjects). (**B**) Hering-Hillebrand deviation. Hering-Hillebrand deviation inferred by the obtained disparity distribution (solid lines) for the subjects' (left) and random (right) fixations. The squares and errorbars report the Hering-Hillebrand deviation (mean and standard deviation) measured from psychophysical measurements of retinal corresponding points from ref. [@b43] (3 subjects). (**C**) Receptive field size *versus* retinal eccentricity. Mean and standard deviation (solid lines and errorbars) of receptive field size (*y*-axis) with respect to retinal eccentricity (*x*-axis), inferred by the obtained disparity distribution, among the different subjects (red) and random bootstraps (blue). The background contour map reports the population receptive field size measured from ref. [@b63] (12 subjects).](srep44800-f4){#f4}

![(**A**) Disparity-based prediction of 3D horopter and Panum's fusional area for subjects' fixations. The disparity statistics obtained by subjects' fixations were used to infer a plausible shape for the vertical and horizontal horopter, as well as for Panum's areas (top and side view). The horopter (blue lines) is computed as the surfaces that projects with minimum error to the pairs of predicted corresponding points. Similarly, the near and far limits of Panum's area (red regions) were computed as the 15th and the 85th percentile of the disparity distribution. The observer is fixating straight-ahead, with a vergence angle of 7° (≈500 mm). The top view shows for reference the isovergence (Vieth-Müller) circles for the considered vergence angles, and the isoversion lines (gray lines). The dashed blue lines represent the predicted horopters computed at abathic distances, *i.e.* 3.25° vergence angle (≈1052 mm), with its the best linear fit (magenta line) and the related Vieth-Müller circle (gray dotted line). For a representation of the corresponding 3D horopter, see [Supplementary Fig. S3](#S1){ref-type="supplementary-material"}. (**B**) Disparity-based prediction of 3D horopter and Panum's fusional area for random fixations. The disparity statistics resulting from random fixations where used to infer the vertical and horizontal horopters and Panum's area, as in Panel A. The abathic distance corresponds to 3.7° vergence angle (≈918 mm).](srep44800-f5){#f5}

![Geometrical sketch of the*toe-in* technique.\
The left and right camera frames: (*X*^*L*^, *Y*^*L*^, *Z*^*L*^) and (*X*^*R*^, *Y*^*R*^, *Z*^*R*^). The left and right image planes: (*x*^*L*^, *y*^*L*^) and (*x*^*R*^, *y*^*R*^). The camera optical axes are directed towards the fixation point F. b represents the baseline, i.e. the interocular distance. (*H, V, T*)~*L*/*R*~ represents the azimuth, elevation and torsion angles for the left and right cameras, respectively.](srep44800-f6){#f6}

###### Numerical comparison with psychophysical and neurophysiological data.

                    Eccentricity    Shear Dev.     H-H Dev.     V1 RF Size           
  ---------------- --------------- ------------- ------------- ------------- ------- -------
    Random Fix.     \[−1.6, 1.6\]   1.26 ± 0.12       ---       0.12 ± 0.03   1.80     ---
   Subjects' Fix.    0.45 ± 0.09        ---       0.73 ± 0.05      1.12        ---   
    Psycho. Data         ---            ---       1.51 ± 0.23       ---        ---   
    Random Fix.     \[−6.0, 6.0\]   1.19 ± 0.10      0.62       0.13 ± 0.06   4.73    56.40
   Subjects' Fix.    1.41 ± 0.13       0.38       0.26 ± 0.05      2.35       15.37  
    Psycho. Data     1.66 ± 0.88        ---       0.28 ± 0.09       ---        ---   

The Helmholtz shear deviation, Hering-Hillebrand deviation (H-H) and V1 receptive field size derived by our statistics (for random and subjects' fixations) are reported against the data available in psychophysical and neurophysiological literature. For what concern the Helmholtz shear deviation, we compared the value of the shear angle *θ* (mean and std) with the angles measured in refs [@b48],[@b49], whereas for the Hering-Hillebrand (H-H) deviation we computed the values of *H* (mean and std)[@b42][@b50], for a comparison with data from ref. [@b43]. We also reported the *rmse* between the psychophysical measurement of corresponding points and our predictions. Following[@b43], the evaluation was repeated considering two different ranges of eccentricity, *i.e.* \[−1.6°, 1.6\] and \[−6°, 6°\], in order to better characterize the difference between the central and the peripheral field of view. Regarding the receptive filed size, we computed the *rmse* between our prediction and the data reported in ref. [@b63]. For a more detailed explanation, see Methods.
