Abstract: Numerical simulations are crucial for fast and accurate estimations of the flow characteristics in many engineering applications such as atmospheric boundary layers around buildings, external aerodynamics around vehicles, and pollutant dispersion. In the simulation of flow over urban-like obstacles, it is crucial to accurately resolve the flow characteristics with reasonable computational cost. Therefore, Large Eddy Simulations on non-uniform grids are usually employed. However, an undesirable accumulation of energy at grid-refinement interfaces was observed in previous studies using non-uniform grids. This phenomenon induced oscillations in the spanwise velocity component, mainly on fine-to-coarse grid interfaces. In this study, the two challenging test cases of flow over urban-like cubes and flow over a 3-D circular cylinder were simulated using three different scale-resolving turbulence models. Simulations were performed on uniform coarse and fine grids on one hand, and a non-uniform grid on the other, to assess the effect of mesh density and mesh interfaces on the models' performance. Overall, the proposed One-Equation Scale-Adaptive Simulation (One-Equation SAS) showed the least deviation from the experimental results in both tested cases and on all grid sizes and types when compared to the Shear Stress Transport-Improved Delayed Detached Eddy Simulation (IDDES) and the Algebraic Wall-Modeled Large Eddy Simulation (WMLES).
Introduction
Accurate predictions of flow fields are essential in designing complex engineering configurations. Computational fluid dynamics is a powerful and time-saving tool to visualize and estimate the properties of internal flows and external aerodynamics. One important external flow scenario that is gaining remarkable interest is wind flow around buildings. Wind generates loads on the building envelop and plays an important role in the transport of contaminants. Therefore, for efficient building design and maintaining desired air quality, accuracy in predicting flow characteristics is crucial.
Simplified cases of flow around buildings consisting of three-dimensional flow around cubes with in-line or staggered configurations have been extensively covered in the literature [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . More complex geometries were also used to simulate real building outer profiles [11] [12] [13] [14] [15] . Recently, Lateb et al. [16] conducted a review of the dispersion of pollutants in urban environments, and emphasized the importance of improving the accuracy of numerical results. The refinement of turbulence models is an essential approach to enhance the reliability of CFD simulations, as pointed out by Stathopoulos [17] . Historically, Reynolds Averaged Navier-Stokes (RANS) k-ε models were widely employed in simulating pollutant transport, as they require low computational cost and enjoy good numerical stability. Nevertheless, few studies [2] have noted that the isotropic turbulent viscosity assumption renders
Algebraic WMLES Turbulence Model
This turbulence model was originally proposed by Shur et al. [33] and is based on a combination of a modified Smagorinsky model and the mixing length model. Here, the eddy viscosity is calculated using a hybrid length scale
where C Smag is the Smagorinsky constant with a magnitude set to 0.2. d w is the wall distance and ∆ is a modified grid scale that accounts for grid anisotropies adjacent to solid surfaces and is defined by ∆ = min(max(C w d w ; C w h max h wn ); h max ) (2) where C w is a constant with a value of 0.15 and h max stands for the maximum edge length for a hexahedral cell, while h wn is the grid spacing in the wall-normal direction.
SST-Improved Delayed Detached Eddy Turbulence Model
This model builds on the original SST-k-ω closure by modifying the destruction term in the k-equation while the ω-Equation remains unmodified. The model may be summarized as
The eddy viscosity is defined by
The length scales that are used to switch between the RANS and LES are (6) and the grid scale is defined by
The damping and switching function are given by The complete formulation of this model is rather complex, and further details may be found the literature [34] .
The One-Equation SAS Turbulence Model
This model, which is based on the transformation of the k-ε closure, is wall-distance free with a lagging dissipation/diffusion term. The Low Reynolds Number (LRN) SAS form of the transport equation for ν T can be written in the SAS form as (9) where
and r =
/(κS) 2 is the destruction to production ratio and
A condition should also be imposed on f p , i.e., f p = 1 i f r < 0.001 when the model is expected to operate in homogeneous shear flows. The main difference between the SAS formulation of the present model and the URANS formulation reported earlier by Elkhoury [35] resides in the handling of the destruction terms. The invariant of this length-scale that has been used by Elkhoury [35] was based on the URANS formulation, calculated using strain rate gradients, i.e., L 2 vK−URANS = S 2 /(∂S/∂x j )(∂S/∂x j ). While this invariant length-scale works well for large-scale structures, the present SAS formulation is better at resolving small-scale turbulent structures, and is defined by
Similarly, the destruction term that involves scale invariants in the original model [35] 
is replaced by C 4
in the present SAS formulation. In order to avoid computational difficulties due to high-order derivatives, the diffusion/destruction term is limited to 20 × production, i.e.,
where
The term ∂ 2 S/∂x 2 j /S given by Equation (13) is remarkably similar to the length-scale, L, obtained by Rotta [36] , and Menter and Egorov [34] , when neglecting convection and diffusion terms in the kL equation and eliminating the turbulence kinetic energy with the help of the transport equation for k.
In the original version [34] , ∂ 2 S/∂x 2 j /S was referred to by 1/L 2 , but was removed here to eliminate any misinterpretations, since occurrences of negative values are allowed in the model. In almost all flows, E p >> E 1 and the original formulation is retained. Only in cases where the denominator goes to zero, the E di f f /dest smoothly switches to E p .
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The eddy viscosity is computed from
The damping functions D 2 , in the production term, and D 1 are
The One-Equation SAS model constants are A 1 = 18.0, n = 0.123, σ v = 0.7, C 1 = 0.157, C 3 = 0.24/1.95, C 4 = 1.794 and C 2 follows from the logarithmic law as
The A 1 constant in the original model was set to 17.5, while it is slightly tweaked to better fit the logarithmic overlap given the present SAS formulation.
Numerical Approach
The computations throughout this work were performed using the commercial software ANSYS®Academic Research Mechanical, Release 17.2 [37] . The User Defined Scalars (UDS) capabilities of the software were used to implement the One-Equation SAS model. All models were solved using the pressure-based solver along with the coupled formulation that accelerates convergence substantially compared to the segregated explicit one. The pressure-based solver belongs to a class of methods referred to as the projection method [38] . In this method, the constraint of mass conservation of the velocity field is realized by solving a pressure correction equation. This equation is derived from the continuity and momentum equations so that the velocity field, corrected by the pressure, satisfies the continuity.
Flow gradients were handled using the Green-Gauss node-based method. In the flow separation regions, it is crucial to minimize the numerical dissipation; therefore, the second order bounded central difference scheme, which is widely used in the literature for LES [39] [40] [41] [42] [43] [44] [45] , was utilized to discretize the momentum equation. The standard interpolation scheme was used in calculating the cell-face pressures. A second order time-accurate formulation was used in transient computations. In addition, the convective terms of turbulence models with transport equations were handled using second order upwind-based discretization scheme with minimum under-relaxation factors of 0.8.
Results
In all considered test cases, the flow was fully-turbulent. The present model was previously validated for the flow over basic and moderately complex configurations [35, 46] . In all test cases, a minimum convergence criterion of 1 × 10 −3 of scaled residuals of all flow variables was achieved. Furthermore, all computations were performed on the IBM HPC nextScale M5 with 112 cores of Intel(R)-Xeon(R)-CPU-E5-2667-v3-@-3.20 GHz running with double precision at 4 Teraflops.
Flow Past an Array of Cubes: The flow characterization in urban regions is crucial to mitigating the pollution dispersion and load due to wind on adjacent buildings. The most common test case that to mimic the flow around buildings consists of a flow around three-dimensional cubes. Meinders [47] and Meinders et al. [48] experimentally investigated the flow around a rectangular array of 250 cubes in an aligned configuration. The cubes were placed in a channel with a configuration consisting of 25 rows of 10 cubes each, separated by a distance equal to 3 times the side length of the cube. Flow measurements were carried out using laser Doppler anemometer. In the present work, an array of 25 equally-spaced cubes was tested. The computational domain and locations of comparison between numerical and experimental results are shown in Figure 1 . The mean velocity was calculated based on the average mass flow rate and normal cross-sectional area through which the flow enters the domain. Based on this bulk velocity, U b = 3.86 m/s, and the cube side length of H = 15 mm, the resulting Reynolds number was 3855. A no-slip boundary condition was imposed on all cube sides and on the top and bottom sides of the fluid domain. Additionally, Meinders et al. [48] ensured that a fully-developed periodic state was achieved at the locations where their experimental data were recorded. Therefore, the periodic boundary condition was used at the walls of the domain in both spanwise and streamwise directions to mimic experimental conditions. measurements were carried out using laser Doppler anemometer. In the present work, an array of 25 equally-spaced cubes was tested. The computational domain and locations of comparison between numerical and experimental results are shown in Figure 1 . The mean velocity was calculated based on the average mass flow rate and normal cross-sectional area through which the flow enters the domain. Based on this bulk velocity, Ub = 3.86 m/s, and the cube side length of H = 15 mm, the resulting Reynolds number was 3855. A no-slip boundary condition was imposed on all cube sides and on the top and bottom sides of the fluid domain. Additionally, Meinders et. al. [48] ensured that a fully-developed periodic state was achieved at the locations where their experimental data were recorded. Therefore, the periodic boundary condition was used at the walls of the domain in both spanwise and streamwise directions to mimic experimental conditions. Two mesh sizes consisting of 55 × 45 × 55, and 150 × 180 × 150 nodes were used to discretize the computational domain. A total of three different meshes were utilized; the first had the lowest and nearly uniform grid density, i.e., 55 × 45 × 55, as shown in Figure 2a ; the other two, as depicted in Figure 2b ,c, were constructed with the larger mesh size, i.e., 150 × 180 × 150. The first had an almost uniform grid spacing throughout the domain, while the other had mesh refinements near the surface of the cube. The grid size and turbulence models used in the computations were carefully chosen after doing a thorough literature review on similar simulations. Table 1 shows details of the grid size used in this work and selected similar simulations from the literature. It is worth noting that for all three different grids used in this work, the Y+ and growth rate values, shown in Table 2 , agree with the recommendations of the Young-Person's guide to DES grids [49] . It is common practice to use relatively coarse grid sizes in the simulation of atmospheric boundary layers in the urban environment [10] . Therefore, the coarse mesh used herein will assess the ability of the model to accurately predict flow features on low-density grids. Nevertheless, using a denser mesh improves the model's ability to resolve flow structures by reducing the effect of subgrid modeling. Moreover, the third mesh, that included grid-refinement interfaces both parallel and normal to the flow direction, served to assess the magnitude of the errors generated due to propagations of stresses across grid refinement interfaces.
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The flow initialization was done with a constant and uniform velocity, U b , in the streamwise direction. However, in order to ensure that the initial conditions did not affect the obtained solution, the first 500 T b of flow time were disregarded, and a total period of 200 T b was averaged to ensure statistical convergence of flow variables. It is worth noting that T b is the turnover time expressed as T b = H/U b , where H is the cube height, and the time step used in the calculations was set as ∆t = T b /32. To prove that the solution is time-independent, the time step was further reduced to half of its original value for the simulation on the regular mesh using WMLES. The average velocities remained unchanged with the smaller time step, proving that the selection of the original time step was adequate. Figure 3 depicts the variation the streamwise velocity at vertical lines located in the XY plane (Z = 0) at various x-locations ( Figure 1B ) for all three tested turbulence models compared to the experimental data my Meinders et al. The plot was done on the three meshes discussed earlier; the unclustrered low-and high-density meshes are shown in Figure 3a , and a comparison between the clustered and unclustered meshes is shown in Figure 3b . All three turbulence models accurately predict the velocity variation when used on the unclustered high-density mesh. However, the One-Equation SAS model had the most accurate predictions of the coarse, low-density mesh. The advantage of using the One-Equation SAS model can be clearly inferred from Figure 3b ; it is the only model that succeeds in reproducing the experimental velocity profiles on the clustered mesh with a 0.4% deviation from experimental data at x/H = 2.8, followed by the WMLES having a total error of 3.2%. Consequently, its superiority in generating accurate results on both uniform and non-uniform meshes is demonstrated. In Figure 4 , the streamwise velocity profiles on horizontal lines (parallel to the z-axis) for the same meshes and models as in Figure 3 , but on a plane parallel to the XZ plane at Y = 0.5 H, were plotted. The One-Equation SAS model predicts the most accurate results on the low-density mesh with a total deviation from experimental data of 1.62% at x/H = 2.8, followed by the IDDES, having an error of 3.6%, while the WMLES deviates by 6.53%. On the other hand, the WMLES model generates better predictions on the clustered mesh, with the highest deviations from experimental data at x/H = 3.8. On the other hand, the IDDES model performs poorly near the wall (0.0 < z/H < 0.6) on the clustered mesh and in the region where 1.0 < z/H < 2.0 on the unclustered uniform mesh. Figure 5 depicts the variation of the spanwise velocity on same plane and lines and for similar models and conditions as Figure 4 . Of all the considered meshes, the IDDES and WMLES models produce the least accurate results. Additionally, predictions of the IDDES model on the clustered mesh show large deviations from the experimental data. On the other hand, the One-Equation SAS model shows the lowest deviation from experimental data on all three grids tested. Additionally, it is worth noting that the One-Equation SAS model succeeded in predicting the streamwise velocity with better accuracy (Figures 3 and 4) . . Effect of (a) mesh density, and (b) mesh clustering on the average streamwise velocity in the XY plane cutting through the center of the cube at z/H = 0. Each successive x/H profile starting from the one at x/H =1.2 is offset by one unit from the previous profile. After assessing the models' ability to predict streamwise and spanwise velocity profiles at various locations in the flow, plots of the normalized Reynolds stress, u u /U 2 b , were generated. The variation of streamwise Reynolds stress in the x-y plane with vertical location y/H, at various x-locations, is shown in Figure 6 . The observed peaks in Reynolds stress at the rooftop of the cube (y = H) are due to the near-wall shear layers separating from the surface of the building. These peaks are well-predicted by all models on both the coarse and fine grids. However, the One-Equation SAS model mostly deviates from experimental data in the region extending between 2 consecutive cubes, above the rooftop of the cube (1.0 < y/H < 2.5). By examining Figure 6b , it is evident that the One-Equation SAS model is the most accurate at reproducing the Reynolds stress on the clustered mesh. Moreover, the IDDES model underpredicts the Reynolds stress in the near-wall region (0 < y/H < 1.0). Similarly, all models predict with reasonable accuracy the streamside Reynolds stress on a XZ plane at Y = 0.5 H for computations on both coarse and fine grids, as shown in Figure 7 . Additionally, the IDDEs again underpredicts the stresses generated in the near-wall region. u u /U , were generated. The variation of streamwise Reynolds stress in the x-y plane with vertical location y/H, at various xlocations, is shown in Figure 6 . The observed peaks in Reynolds stress at the rooftop of the cube (y = H) are due to the near-wall shear layers separating from the surface of the building. These peaks are well-predicted by all models on both the coarse and fine grids. However, the One-Equation SAS model mostly deviates from experimental data in the region extending between 2 consecutive cubes, above the rooftop of the cube (1.0 < y/H < 2.5). By examining Figure 6b , it is evident that the OneEquation SAS model is the most accurate at reproducing the Reynolds stress on the clustered mesh. Moreover, the IDDES model underpredicts the Reynolds stress in the near-wall region (0 < y/H < 1.0). Similarly, all models predict with reasonable accuracy the streamside Reynolds stress on a XZ plane at Y = 0.5 H for computations on both coarse and fine grids, as shown in Figure 7 . Additionally, the IDDEs again underpredicts the stresses generated in the near-wall region. w w /U , on the XY plane described earlier and shown in Figure 1B , it can be concluded that the predictions generated by all models on both low-and high-density meshes are accurate for x/H = 1.8 and x/H = 2.8. However, large deviations are observed in the region where 0.0 < y/H < 1.0 for x/H = 1.2, 3.2 and 3.8 (see Figure  8a ). The One-Equation SAS model performs slightly better in these regions of high deviations. The WMLES and IDDES models are not able to accurately model subgrid stress, and therefore, cannot When considering the spanwise normalized Reynolds normal stress, w w /U 2 b , on the XY plane described earlier and shown in Figure 1B , it can be concluded that the predictions generated by all models on both low-and high-density meshes are accurate for x/H = 1.8 and x/H = 2.8. However, large deviations are observed in the region where 0.0 < y/H < 1.0 for x/H = 1.2, 3.2 and 3.8 (see Figure 8a) . The One-Equation SAS model performs slightly better in these regions of high deviations. The WMLES and IDDES models are not able to accurately model subgrid stress, and therefore, cannot accurately resolve Reynolds stress levels. When using grid refinement interfaces (Figure 8b) , the deviations becomes more prominent for the WMLEs and IDDES models, while the One-Equation SAS model is relatively unaffected by the mesh clustering. These discrepancies were previously reported by Goodfriend et al. [10] , and were attributed to the wave reflections that occur at grid refinement interfaces. Spanwise normalized Reynold stresses were also plotted on XZ plane at y = 0.5 H, as shown in Figure 9 . In the near wall regions, both the WMLES and IDDES models predict low levels of Reynolds stress on the coarse mesh. Additionally, the effect of grid refinement shown in Figure 9b is detrimental for the IDDES and WMLES models, while its impact on the One-Equation SAS model is insignificant. Figure 8 . The last column of Figure 10 shows the effect of clustered mesh as predicted by the three models. Discontinuities in clustered regions, as predicted by the WMLES and IDDES models, are obvious, especially in the crossflow direction upstream and downstream of the cube. The One-Equation SAS model, however, does not show signs of discontinuity, as the model formulation is free of grid-scale.
Flow Past a Circular Cylinder: This test case involves massive flow separation behind a circular cylinder. The objective here is to assess the extent to which the considered models are able to reproduce the flow features downstream the cylinder when subject to mesh refinements applied only in the wake region. A coarse mesh, consisting of 1.4762 × 10 6 nodes, was used to assess the ability of the subgrid modeling. Two levels of grid adaptation were then applied adjacent to the cylinder in the wake region, resulting in a final mesh density of 4.8764 × 10 6 nodes. Figure 11 depicts the original and the refined mesh. Grid adaptation was used to investigate the response of the models to local refinements, i.e., when resolving flow structures is of interest in local regions, which could arise in urban city layout. In the present case, refinements that encompass the cylinder, i.e., the separated shear layers, yielded similar results to those of the literature [52] , and thus, are not included herein as they do not fall within the previously-set objectives. 
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(a) (b) Figure 11 . Mesh in the x-y plane that passes through the center of the cylinder, (a) coarse mesh, and (b) clustered mesh. Numerical simulations are compared with the experimental measurements of Cantwell and Coles [53] at a Reynolds number of 140,000. The spanwise extension of the domain was 4 × D, which is considered acceptable for resolving turbulent flow structures. A periodic boundary condition was imposed in the spanwise direction, while the velocity inlet and pressure outlet boundary conditions were implemented at the inlet and the outlet of the domain. No unsteadiness was introduced at the inlet, as the global instabilities were sufficiently large to trigger unsteadiness in flow structures. Boundaries in the transverse direction were treated with symmetry conditions. A velocity magnitude of 2.045 m/s and a turbulent viscosity of 2 × 10 −4 m 2 /s were set at the inlet. A zero-gauge pressure was set at the outlet boundary condition, while the turbulent viscosity value was extrapolated from the interior domain. A CFL of 0.7 was used with default relaxation and under-relaxation factors for all flow variables. For all models, the bounded central differencing scheme was selected as it involves acceptable numerical dissipation that is small enough not to affect the evolution of small-scale turbulent structures. A time step of 5 × 10 −4 s was set for all models, which was several fold less than that of the experimental shedding period computed from the Strouhal number St of 0.179, and smaller by an order of magnitude when compared to simulations found in the literature using scale resolving models [52, 54] .
According to Cantwell and Coles [53] , a small separation bubble formed behind the cylinder, the mean length of which was slightly more than half the diameter of the cylinder downstream the stagnation point. To assess the accuracy of the considered models in reproducing the separation bubble, their predicted centerline mean streamwise velocity profiles versus axial distance downstream of the cylinder were compared against experimental data in Figure 12 . All three models fail to reproduce the extent of the separation bubble and the recovery velocity profile on the original coarse mesh. It is worth noting that a y + < 0.092 was attained with all three models. It is clear that with this mesh coarseness, none of the models was able to predict subgrid scales. Similarly, Travin et al. [55] numerically assessed the impact of the grid size on the predictions of the roll-up shear vortices that occur right after boundary layer transition around a cylinder. Unfortunately, their grid sizes were not fine enough, leading to an under-resolved flow transition. The IDDES and the One-Equation SAS models slightly underpredict the extent of the recirculation bubble, while the WMLES model predicts an acceptable length of the separation bubble, albeit with a fast recovery that overpredicts the centerline mean velocity ratio. Refinement of the mesh in the wake region shows improvement in velocity profiles, as predicted by the IDDES and the One-Equation SAS models. The WMLES model shows no improvements; on the contrary, the model predicts a faster recovery. In both mesh scenarios, the WMLES model performs poorly in comparison to the other two models. This could be related to the simple nature of the model, which is based on a Smogarinsky, rendering it incapable of accounting for the near-wall turbulence at this mesh density. It is worth noting that the flow structure downstream of the cylinder is very much affected by its boundary layer development. Therefore, irrespective of the refinement in the wake region, the WMLES model fails to predict the wake velocity profile. On the contrary, the other two models performed better, as they rely on transport equation(s) to model turbulent mechanism.
The profiles of normalized Reynolds normal stress in the horizontal (u u /U The results do not show major improvements with mesh refinements in the wake region. For the vertical normalized Reynolds normal stress distribution, the One-Equation SAS model returns the best predictions, followed by the IDDES and the WMLES models, respectively. Improvements here, due to mesh refinements, are more noticeable where all peaks shift towards the experimental one. The WMLES marks a substantial improvement on the refined mesh; however, it returns poor predictions compared to the other two models. A comparison of turbulent flow structures downstream of the cylinder using Q = 1.0 1/s 2 colored by eddy viscosity ratio is shown in Figure 15 . The effect of low mesh resolution on the resolved scales and viscosity ratio is clearly visible in the upper part of Figure 15 . By comparing the turbulent flow structures of the considered models, it becomes evident that with a decrease in mesh resolution, small scales disappear and large scales emerge, accompanied by higher levels of eddy turbulent viscosity ratios. Mesh-refined flow scales are depicted in the bottom part of Figure 15 . Despite the mesh refinement, the WMLES does not seem to be able to resolve as many scales as the IDDES and the One-Equation SAS models; this could be due to the near-wall eddy viscosity modeling that was mentioned earlier. As expected, all models dissipate lower levels of eddy viscosity behind the cylinder with smaller scales on the refined mesh. It is important to note that while the eddy viscosity is proportional to the grid scale in both of the IDDES and WMLES models, the One-Equation SAS model adjusts the eddy viscosity levels based on the Von Karman length scale, and subsequently, the flow structures in the wake region. A comparison of turbulent flow structures downstream of the cylinder using Q = 1.0 1/s 2 colored by eddy viscosity ratio is shown in Figure 15 . The effect of low mesh resolution on the resolved scales and viscosity ratio is clearly visible in the upper part of Figure 15 . By comparing the turbulent flow structures of the considered models, it becomes evident that with a decrease in mesh resolution, small scales disappear and large scales emerge, accompanied by higher levels of eddy turbulent viscosity ratios. Mesh-refined flow scales are depicted in the bottom part of Figure 15 . Despite the mesh refinement, the WMLES does not seem to be able to resolve as many scales as the IDDES and the One-Equation SAS models; this could be due to the near-wall eddy viscosity modeling that was mentioned earlier. As expected, all models dissipate lower levels of eddy viscosity behind the cylinder with smaller scales on the refined mesh. It is important to note that while the eddy viscosity is proportional to the grid scale in both of the IDDES and WMLES models, the One-Equation SAS model adjusts the eddy viscosity levels based on the Von Karman length scale, and subsequently, the flow structures in the wake region. A comparison of turbulent flow structures downstream of the cylinder using Q = 1.0 1/s 2 colored by eddy viscosity ratio is shown in Figure 15 . The effect of low mesh resolution on the resolved scales and viscosity ratio is clearly visible in the upper part of Figure 15 . By comparing the turbulent flow structures of the considered models, it becomes evident that with a decrease in mesh resolution, small scales disappear and large scales emerge, accompanied by higher levels of eddy turbulent viscosity ratios. Mesh-refined flow scales are depicted in the bottom part of Figure 15 . Despite the mesh refinement, the WMLES does not seem to be able to resolve as many scales as the IDDES and the One-Equation SAS models; this could be due to the near-wall eddy viscosity modeling that was mentioned earlier. As expected, all models dissipate lower levels of eddy viscosity behind the cylinder with smaller scales on the refined mesh. It is important to note that while the eddy viscosity is proportional to the grid scale in both of the IDDES and WMLES models, the One-Equation SAS model adjusts the eddy viscosity levels based on the Von Karman length scale, and subsequently, the flow structures in the wake region. 
Conclusions
Three turbulence models that belong to the closure family, i.e., algebraic, one-equation and two-equation models, were examined over two globally unstable test cases that involved massive flow separation. Unlike the WMLES and the IDDES, which depend on the grid scale, the proposed One-Equation SAS model relies on the Von-Kármán length scale.
Simulations of the flow over an array of cubic, urban-like obstacles were performed on coarse, fine and clustered meshes. The results showed that the One-Equation SAS model accurately predicts flow structures, regardless of the grid size. Additionally, the performance of the One-Equation SAS model on the clustered grids was superior to both IDDES and WMLES. However, the performance of all these models might vary with an increase in Re/Re τ . The most accurate predictions of the velocity and normalized and Reynolds stress profiles on coarse or non-uniform clustered grids were achieved by the One-Equation SAS model, followed by the WMLES model. It is worth noting that the IDDES model required the lowest number of iterations per time-step to reach convergence. This could be attributed to the elevated levels of dissipation compared to the other two models, a point that merits further investigation in future work.
For the circular cylinder test case, grid refinement in the wake region did not improve the performance of the WMLES model. However, improvements were noticed in the velocity profiles downstream of the separation bubble, as predicted by the One-Equation SAS and IDDES models. Similar behavior was noticed with normalized Reynolds stress profiles, where only the One-Equation SAS and IDDES models performed better on the refined mesh. These models can be better used on coarse meshes, and both seem to be less susceptible to mesh resolution and uninformed refinements.
While it was possible to use WMLES to model bluff bodies such as the array of cubes, flows that are boundary layer-dependent (i.e., they evolve based on the separated shear layer) cannot be modeled by a simple Smogarinsky-like model, irrespective of the utilized time step. The IDDES was able to model the circular cylinder test case; however, it poorly performed on the array of cubes test case when run on coarse and clustered meshes, and returned acceptable performance on the regular mesh. In general, the One-Equation SAS model, which does not depend on the mesh scale, had the best performance for both test cases.
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