Introduction
The works of Wolfe [27] , Jurek and Vervaat [6] , Sato and Yamazato [20] , [21] , Sato [16] , and Jeanblanc, Pitman, and Yor [4] combined show that the following three classes have one-one correspondence with each other -the class of selfsimilar additive processes, the class of stationary Ornstein-Uhlenbeck type processes, and the class of homogeneous independently scattered random measures (Lévy processes) with finite log-moment. The correspondence is given by Lamperti transformations and stochastic integrals. This correspondence gives representations of the class of selfdecomposable distributions. The aim of this paper is to give extensions of this correspondence to certain wider classes and to discuss Ornstein-Uhlenbeck type processes in a wide sense.
There are two significant classes that extend the class of stable distributions -the class of selfdecomposable distributions and the class of semi-stable distributions. The class of semi-selfdecomposable distributions is a natural extension of these two classes (see [9] ). Their description in terms of Lévy measures is given in [17] . Thus we are motivated to generalize the representations of the class of selfdecomposable distributions to those of the class of semiselfdecomposable distributions. In the case of distributions on R d with d 2, we will simultaneously deal with another sort of generalization. This is related to Q-stable and Q-selfdecomposable distributions (see [21] ), Q-selfsimilar additive processes (see [16] ), and Ornstein-Uhlenbeck type processes with drift −Qx (see [19] , [21] , [26] A process X = {X t : t 0} on R d continuous in probability with independent increments, with cadlag paths a. s., and with X 0 = 0 a. s. is called an additive process (see [17] ). It is called a Lévy process if, in addition, X t+u − X s+u d = X t − X s for all nonnegative t, s, u. We call an additive process satisfying the condition that X t+p − X s+p d = X t − X s with a fixed p > 0 a semi-Lévy process with period p. An additive process is said to have finite log-moment if E log + |X t | < ∞ for all t. Here log + a = 0 ∨ log a for 0 a < ∞. An additive process is said to be natural if the location parameter γ t in the generating triplet (A t , ν t , γ t ) is locally of bounded variation in t (see [18] ). An additive process is natural if and only if it is a semimartingale. All Lévy processes are natural.
Let = {a Q X t } is made only for a fixed a > 1, the process is called Q-semi-selfsimilar with epoch a. Especially cI-selfsimilar and cI-semi-selfsimilar processes with c > 0 are called c-selfsimilar (see [15] , [17] ) and c-semi-selfsimilar (see [10] , [17] ), respectively. In this case, H is usually used instead of c.
Let Q ∈ M + d . A distribution µ on R d satisfying, for every b ∈ (0, 1),
with some (automatically infinitely divisible) distribution ρ b is called Qselfdecomposable. Thus, for any c > 0, the Q-selfdecomposability and the cQselfdecomposability are equivalent. Following [11] , we introduce, with b ∈ (0, 1) fixed, the class L 0 (b, Q) of distributions µ on R d satisfying (1.1) with some infinitely divisible distributions ρ b . Distributions in L 0 (b, Q) are called (b, Q)-decomposable. Distributions (b, Q)-decomposable with some b are called Qsemi-selfdecomposable. All Q-selfdecomposable and all Q-semi-selfdecomposable distributions are infinitely divisible. Usually I-selfdecomposable distributions are called selfdecomposable and I-semi-selfdecomposable distributions are called semi-selfdecomposable (see [9] , [17] F (u)M (du) for t ∈ J to be the limit in probability of (s,t] F (u)M (du) as s ↓ −∞ whenever this limit exists.
Given an R d -valued nonrandom cadlag function y s of s ∈ R and a matrix Q ∈ M d , consider the equation 
with epoch a; Z and Λ are recovered from X in the form of (1.4) and (1.5).
Theorem 1.3.
Let
The associated filtrations of the processes and the random measure in Theorem 1.1 or 1.2 satisfy the following:
Relations (1.4) and (1.8) between X and Z are generalization of the Lamperti transformation between selfsimilar processes and stationary processes introduced by Lamperti [7] . In the case of symmetric stable processes on R, this transformation was already recognized by Doob [3, p. 368] . Between semiselfsimilar and semi-stationary processes it was given in [10] .
By Theorems 1.1-1.3, semi-selfdecomposable and (b, Q)-decomposable distributions have now been connected with the three classes -the class of X, the class of Z, and the class of Λ. Semi-selfdecomposable distributions are expected to have wide flexibility in modeling such as in [1] .
Organization of this paper is as follows. Section 2 gives basic facts on semi-Lévy processes. Some results on i. s. r. m., stochastic integrals, and factorings are summarized in Section 3. We study in Section 4 solutions of Langevin equations on R d based on R d -valued i. s. r. m. and matrices Q. The notion of Qmildness at −∞ or, shortly, Q-mildness is introduced for solutions of Langevin equations, and the existence condition for Q-mild solutions is given. Stationary and semi-stationary solutions are Q-mild. The existence condition is more analyzed in the case of periodic i. s. r. m. Using these results, we give in Section 5 proofs of Theorems 1.1 through 1.3. Formulation of results in the Q-selfsimilar case is given in Section 6 as consequences of Theorems 1. Let c(x) be a real-valued bounded measurable function satisfying 
Remark 2.4.
There is a semi-Lévy process X with period p such that E log + |X t | is finite for t < p but infinite for t = p. For example, let d = 1, p = 1, and
and construct X, using Proposition 2.2.
Example 2.5.
Let X = {X t : t 0} be a semi-Lévy process on R d with period p. Denote
Then there exists, uniquely in law, a semi-Lévy process X = { X t : t 0} with period p such that L( X t ) = µ t for 0 t p. Indeed, we can apply Proposition 2.2. It is easy to see that a Lévy process is strictly Q-stable if and only if it is Q-selfsimilar. We now give a new characterization of strictly Q-stable Lévy processes.
Proposition 2.6.
then it is a strictly Q-stable Lévy process. (The converse is trivial.)
Proof. Suppose that X is a Q-selfsimilar semi-Lévy process with period
, and thus µ 1 is also strictly Q-stable. Therefore
by using (2.4). Thus X has stationary increments, and hence X is a Lévy process such that L(X t ) is strictly Q-stable.
Independently scattered random measures and stochastic integrals
We define R d -valued independently scattered random measures. (1), (2), (3), and the condition
J , then it is called a periodic i. s. r. m. with period p or, for short, p-periodic i. s. r. m.
The definitions of additive, Lévy, and semi-Lévy processes and those in law are extended to the case where the parameter set is
Under these names we always retain the condition that X 0 = 0 a. s.
The notions and the results in the rest of this section are extensions of a part of Sections 2 through 4 of [18] , where only the case J = [0, ∞) is studied. We omit proofs of our assertions, but they can be given either in a way similar to [18] or by reduction to the case J = [0, ∞).
Remark 3.3.
The definition above does not depend on the choice of c(x) satisfying (1.9). Any J-parameter Lévy process in law on R d is natural, since γ t = (t/t 1 )γ t 1 , where t 1 is positive and fixed in J. When X is a Jparameter semi-Lévy process on R d with period p, it is natural if and only if γ t is of bounded variation on [0, p]. Thus, using Proposition 2.2 or its analogue for
The connection between i. s. r. m. and additive processes in law is described in the following two propositions.
Proposition 3.4.
) holds. In this correspondence, X is a Lévy process in law if and only if M is homogeneous; X is a natural semi-Lévy process in law with period p if and only if M is p-periodic.

Proposition 3.5.
Let J be an interval in R.
Define, for each s ∈ J and t 0 with s + t ∈ J,
where we understand that (s, s] = ∅. Then,
is a family of processes satisfying (1) and (2) above. Then there is a unique (in the a. s.
2) holds for all s ∈ J and t 0 with s + t ∈ J.
Example 3.6.
Let X = {X t : t 0} and Y = {Y t : t 0} be independent additive processes in law on R d . Then there exists a unique
This is proved by an application of Proposition 3. In the rest of this section, J is an arbitrary interval in R.
Proposition 3.7.
Let M be an
We use the notation µ B , A B , ν B , and γ B as in the proposition above. The total variation measure of γ B is denoted by |γ| B . (1) σ is a locally finite measure on J, that is, a measure on J such that
The measure σ on J such that For example, the canonical measure of a J-parameter Lévy process in law on R d is a constant multiple of the Lebesgue measure restricted to J.
where the essential supremum is with respect to σ. 
An M l×d -valued function F (s) on J is said to be M -integrable if it is measurable and if there is a sequence of simple functions
where σ is the canonical measure of M , (2) for every B ∈ B 0 J , the sequence B F n (s)M (ds) is convergent in probability as n → ∞. The limit in probability in (2) is denoted by B F (s)M (ds) and called the
then, using the J-parameter natural additive process in law X satisfying (3.1), we sometimes write
Obviously the definition (3.12) of the integral of a simple function does not depend (in the a. s. sense) on the choice of the representation (3.11) of F . But the following fact, which guarantees that the integral is well-defined in M -integrable case, is nontrivial. 
Here are properties of integrals by M .
Proposition 3.12.
Let 
If J is infinite to the right and if, for t ∈ J, (t,u] F (s)M (ds) is convergent in probability as u → ∞, then we say that
If J is infinite to the left, then the notion of definability and the definition are given similarly to
, then, using the natural additive process in law X satisfying (3.1), write
Remark 3.16.
Let J be infinite to the right (resp. to the left). Suppose that
Then it is a J-parameter stochastic process continuous in probability with independent increments. Hence it has a cadlag modification by the argument in Theorem 11.5 of [17] . Henceforth
F (s)M (ds)) denotes this modification. We also use, for a fixed t 0 ∈ J, the notation
and mean a cadlag modification over J.
Ornstein-Uhlenbeck type processes generated by independently scattered random measures
In (i) of the following theorem, we notice that the nonrandom equation (1.2) is always solvable. This is an R d -version of a result of Cheridito, Kawaguchi, and Maejima [2] , who consider a more general class of functions when d = 1. In (ii) we specialize it to the case of independently scattered random measures, that is, the case of Langevin equation. There are many related papers such as Doob [3] , Mikosch and Norvaiša [13] , and Surgailis et al. [22] . Thus we get the Ornstein-Uhlenbeck type process generated by Λ and Q satisfying Z s 0 = Ξ.
Proof of Theorem
Then z s is a cadlag function with z s 0 = ξ. By a straightforward calculation we can prove that z s satisfies (1.2). In order to see the uniqueness, suppose that z 
s . Then we get Actually the result in Corollary 4.6 was given in [20] . Our Theorem 4.5 is an extension of it.
In order to prove Theorem 4.5, we prepare two lemmas. Using this we see that, for any ε > 0,
That is, e sQ Z s → 0 in probability. 
Proof. It is easy to see that Λ is a p-periodic i. s. r. m. over R. To see that Λ((0, p])
a. s. and that, choosing n ∈ Z such that t 0 − p < np t 0 , Λ((np, which is (4.11) . The rest of proof is straightforward.
Proof of Theorem 4.5. (i) We assume that Λ has finite log-moment. Given t 0 ∈ R, define Λ by (4.10 
Thus we can choose a factoring ({ρ
and σ = Lebesgue. Hence, by Proposition 3.14, 
Proofs of main results
Let us prove the three theorems formulated in Section 1. over R. Using Proposition 3.12 again, we can prove that, if ε > 0, then, for
where
Let X t = X at . Using Theorem 4.10 of [18] and recalling
Hence Λ is p-periodic. Define Λ (B) = Λ(log B) for B ∈ B 0 (0,∞) . Then Λ is an i. s. r. m. over (0, ∞) and Λ (B) = B t −Q dX t under similar interpretation of the integral. Use of analogues of Theorems 4.6 and 4.10 of [18] gives, for 0 < t 1 < t 2 ,
As t 1 ↓ 0, X t 1 → 0 a. s. Hence
e uQ Λ(du) is definable. It follows from Theorem 4.5 (ii) that Λ has finite log-moment. We get also the expression (1.6).
By (1.4) and (1.6), we get (1.7). Hence, by Theorem 4.5, Z is the semistationary OU type process with period p generated by Λ and Q.
Proof of Theorem 1.2. Existence and uniqueness of the semi-stationary OU type process Z with period p generated by Λ and Q, are shown in Theorem 4.5. It is expressed by (4.5). Hence X t has the expression (1.6) for t > 0. As t ↓ 0, X t = log t −∞ e sQ Λ(ds) → 0 in probability. It follows from (1.6) that X has independent increments. Since X is continuous in probability for t 0, it is an additive process in law and thus has a cadlag modification ([17, Theorem 11.5]). On the other hand, X is itself cadlag for t > 0 a. s., since Z is cadlag. It follows that X is cadlag for t 0 a. s. Let Λ (B) = Λ(B + p). We have
and similarly for joint distributions. Thus
Hence X is a Q-semi-selfsimilar additive process with epoch a. Define X t = X 1+t − X 1 and X t = X e t −1 for t 0. Since X t = log(1+t) 0 e sQ Λ(ds), X is a natural additive process, by Propositions 3.4 and 3.14.
where the second equality is by Theorem 4.10 of [18] and the third is by Theorem 4.6 of [18] . If s < 0, then
similarly. Hence we obtain (1.5). That is, Λ is recovered from X as in Theorem 1.1. The expression (1.4) of Z by X follows from (1.8).
The following lemma is an extension of Theorem 10 of [10] .
Proof. We write a = b −1 .
there is a distribution µ s,t for 1 s t a such that µ t = µ s * µ s,t , and (4) µ t (z) is continuous in t ∈ [1, a] , then there is, uniquely in law, a Q-semi-selfsimilar additive process X with epoch a such that L(X t ) = µ t for t ∈ [1, a] . This is verified in the same way as the proof of Theorem 7 of [10] . A construction of such a system {µ t } is as follows. Recall that µ ∈ ID (see [11] ). Define µ t for 1 t a by
with a continuous increasing function h(t) satisfying h(1) = 0 and h(a) = 1. Then {µ t } satisfies conditions (1) through (4) above. Indeed, (1), (2), and (4) are obvious. To see (3), let 1 s t a. Notice that
, which shows that condition (3) is satisfied. It follows from (5.1) that the location parameter in the triplet (A t , ν t , γ t ) of µ t satisfies γ t = (1 − h(t))γ 1 + h(t)γ a , which is of bounded variation in t ∈ [1, a] . Hence the process X constructed is natural by Theorem 2.13 of [18] . 
, use the process X in Lemma 5.1 for the process in Theorem 1.1.
Remark 5.2.
The 'only if' part of Theorem 1.3 can be strengthened as follows: the distributions L(X t ) for all t 0 and L(Z s ) for all s ∈ R are (a −1 , Q)-decomposable.
Remark 5.3.
In the proof of the 'only if' part of Lemma 5.1, the construction of X has freedom of choice of the function h(t) on [1, a] . Freedom of choice of systems {µ t : 1 t a} is even larger, since there exist systems not of the form (5.1). See examples in [10] in the case Q = cI with c > 0. This corresponds to the variety of processes X and Z that express the same µ in Theorem 1.3. See also Remark 8.5. This is in contrast to the situation in the Q-selfsimilar case, which we will formulate in Section 6.
Corollary 5.4.
Q)-decomposable if and only if µ is expressible as
(5.2) µ = L ∞ 0 e −
Selfsimilar additive processes, stationary OU type processes, and homogeneous independently scattered random measures
Relations of the three objects in the title of this section are formulated below. These are consequences of Theorems 1.1 through 1.3 except the uniqueness assertions in Theorem 6.3 and Corollary 6.4. Note that any Q-selfsimilar additive process is natural (Theorem 2.14 of [18] ). When the basic matrix Q equals the identity matrix I, these are new formulations of essentially known results. 4) and (1.5) , respectively. Then Λ is an R dvalued homogeneous i. s. r. m. over R with finite log-moment. The process X is expressed by Λ in the form of (1.6). The process Z is the unique stationary OU type process generated by Λ and Q ; it is expressible in the form of (1.7). 
The relation of Z and µ in Theorem 6.3 was proved by [20] and [21] ; the relation of X and µ there was proved by [16] .
Corollary 6.4.
Fix This result was directly proved by Wolfe [28] and Jurek [5] .
For completeness, we give a proof of the uniqueness assertion in Theorem 6.3. Let Λ be an R d -valued homogeneous i. s. r. m. over R and let us define Z and X as in Theorem 6.2. Let µ = L(X 1 ) = L(Z 0 ). Since X is a Q-selfsimilar additive process, its distribution as a stochastic process is determined by µ. Hence, by (1.5), the distribution of Λ is determined by µ.
Further results on selfsimilar and semi-selfsimilar additive processes
Applying Theorems 1.1 and 1.2 to Q-selfsimilar and Q-semi-selfsimilar additive processes on R d , we can give characterization of their factorings and provide new examples of Q-mild OU type processes.
The following theorem is concerned with Q-selfsimilar additive processes. 
where (A 0 , ν 0 , γ 0 ) is the triplet of ρ 0 and
Hence (3.6) holds. Further we can check (3.7) by using (4.9). The process X 0 is Q-selfsimilar, since
for any a > 0. Now let X be the cadlag modification of X 0 .
(ii) By Theorem 6.1, 
Example 7.2.
Let µ be a selfdecomposable distribution on R with support [0, ∞). Then
where k(x) is a nonnegative decreasing right-continuous function on (0, ∞) with
Note that (0, 2] yη(dy) + (2,∞) log yη(dy) < ∞, which follows from
This is exactly the relation between ρ 0 and X in Theorem 7.1.
Next, let us study Q-semi-selfsimilar additive processes. 
where σ is a locally finite continuous measure on [0, ∞) such that Let us show that Q-semi-selfsimilar additive processes induce R-mild OU type processes for any R ∈ M + d .
Theorem 7.4.
In order that such a nontrivial (that is, not concentrated at a point) distribution µ exists, we must have α 2. We extend this notion. Considering the definition of the class OSS(b, Q) of operator semi-stable distributions in [12, p . 236], we call a distribution µ on R d (b, Q)-semi-stable if µ ∈ ID and, for some a ∈ (0, 1) and
Expressing 
In this section we give some remarks on representations of (b, Q, a)-semi-stable distributions in application of our main theorems. We also give examples of Q-semi-selfsimilar processes connected with processes in the study of diffusion processes in semistable random environments. We give two basic lemmas.
Proof. It follows from (8.2) that
−1 γ,z is infinitely divisible, we have the decomposition
Proof. See Luczak [8] . The special case of Q = I is treated in [17] .
It follows from this lemma that any (b, Q, a)-semi-stable distribution has finite log-moment. In the rest of this section we consider some examples appearing in the study of diffusion processes in semi-stable random environments. It consists of two parts. Part 1. Let X = {X t : t 0} be a c-semi-selfsimilar process on R with epoch a, where c > 0 and a > 1. Assume that X has cadlag paths and that (8.4 
