In this paper, we consider the numerical solution of a time-fractional heat equation, which is obtained from the standard diffusion equation by replacing the first-order time derivative with the Caputo derivative of order α, where 0 < α < 1. The main purpose of this work is to extend the idea on the Crank-Nicholson method to the time-fractional heat equations. By the method of the Fourier analysis, we prove that the proposed method is stable and the numerical solution converges to the exact one with the order O(τ 2−α + h 2 ), conditionally. Numerical experiments are carried out to support the theoretical claims.
Introduction
In the last decades differential equations involving fractional derivatives and integrals have been studied by many researchers. Due to their ability to model more adequately some phenomena, fractional partial differential equations (FPDEs) have been used in numerous areas such as viscoelasticity [3, 15] , finance [28, 30] , hydrology and porous media [4, 9] , engineering [16, 26] , control systems [18] , etc. c 2013 Diogenes Co., Sofia pp. 892-910 , DOI: 10.2478/s13540-013-0055-2 Several different methods have been investigated for solving FPDEs. The variational iteration method [23, 24] , the Adomian decomposition method [22, 25, 29] , the Laplace transform and Fourier transform methods [2, 27] have been adopted to obtain analytical solutions for FPDEs.
On the other hand, numerical methods based on a finite difference approximation to fractional derivative, for solving FDPEs [8, 11, 17, 20, 21] have been proposed. A practical numerical method for solving multidimensional fractional partial differential equations, using a variation on the classical alternating-directions implicit (ADI) Euler method is presented in [19] . In [6, 7] implicit and explicit finite difference methods have been examined for numerical solution of fractional partial differential equations and a Fourier analysis has been used to analyze the stability and convergence of the methods.
There are two fundamental types of fractional order analogues of the heat equations: time fractional heat equations and space fractional heat equations. Some difference schemes for the space-fractional heat equations are presented in [1, 31, 32] . It is easy to apply the Crank-Nicholson difference schemes for the space fractional heat equations. But, for the time fractional heat equations, we need to do some manipulations. This can be seen in [10, 14, 33, 34] , the equation of the form
and then the approximations are obtained. In [12, 13] , the Crank-Nicholson method was applied directly to obtain a numerical solution for the time fractional advection dispersion equations with Riemann-Liouville derivative.
In this work, we derive a numerical approximation based on the CrankNicholson method for fractional derivatives. Then, we propose a method, with the order of O(τ 2−α + h 2 ), for solving time-fractional heat equations involving Caputo derivatives. We consider the following time fractional heat equation:
Here, the term ∂ α u(t, x) ∂t α denotes the α-order Caputo derivative ( [5] ), defined by the formula (see e.g. [26] , [15] , etc.): 2) and Γ(.) is the Gamma function.
Discretization of the problem
In this section, we introduce the basic ideas for the numerical solution of the time fractional heat equation ( 
As in the classical Crank-Nicholson difference scheme, a discrete approximation to the fractional derivative
, x j ) can be obtained by the following quadrature formula:
So, we obtain,
where
Here,
finally we have obtained the following approximation:
On the other hand, we have
(2.2)
The Crank-Nicholson difference scheme
Using the equations (2.1) and (2.2), we obtain the following difference scheme which is accurate of order O(τ 2−α +h 2 ) :
We can arrange the system above, so to obtain
Stability of the finite difference methods
We analyze the stability of the difference scheme by a Fourier analysis. Let U k j be the approximate solution and define
Then, we obtain the following roundoff error equation
We now define the grid functions:
L . Introducing the following norm
and applying the Parseval equality
Based on the above analysis we can suppose that the solution of (4.1) has the following form ρ k j = d k e ijhβ where β = 2πl/L and L = 1. Substituting the above expression into (4.1), we obtain
After simplifications, we write
Then, we obtain
., N , where d k is the solution of (4.2).
P r o o f. We will use mathematical induction for the proof. We start with k = 0, then
.., k. We need to prove this for n = k + 1. Indeed,
Here, 
Convergence of the finite difference scheme
Let us denote the truncation error at (t k+ 1 2 , x j ) by R k j . From the equations (2.1) and (2.2), we have
then we write
Let ε k j = u (x j , t k ) − u k j denote the error at (t k , x j ) and we write the following error equation: 
The error equation is obtained by subtracting the equation (3.2) from the following equation
− 1 2h 2 u(t k+1 , x j+1 ) + σ 2 1−α + 1 h 2 u(t k+1 , x j ) + − 1 2h 2 u(t k+1 , x j−1 ) + − 1 2h 2 u(t k , x j+1 ) + − σ 2 1−α + 1 h 2 u(t k , x j ) + − 1 2h 2 u(t k , x j−1 ) + w 1 u(t k , x j ) − k−1 m=1 (w k−m+1 − w k−m )u(t m , x j ) − w k u(t 0 , x j ) = f t n + τ 2 + R k j , 0 ≤ k ≤ N − 1, 1 ≤ j ≤ M.
., M.
We now analyze the convergence of the difference scheme by using the Fourier analysis. Similarly to the stability analysis, we define the grid functions
We now let
and introduce the following norms:
Using the Parseval equality:
we also have
Based on the above analysis, we also can suppose that
respectively, where β = 2πl/L and L = 1. Then, we have the error equation:
Using the formulas in (5.3) , we obtain
Then, we get the following equality: 1, 2, ..., N ) is the solution of equation (5.4) , then there exists a positive constant C 2, so that
P r o o f. Noticing that ε 0 = 0, we have ξ 0 = 0. By the convergence of the series in the right hand side of (5.2), then there is a positive constant C k , such that
and then, we have
We prove the proposition by using mathematical induction. Assume that |ξ n | ≤ C 2 |η 1 |, n = 1, 2, ..., k. Now we need to show that it is also true for n = k + 1. From (5.4), we write
since it is always satisfied that
Here, we need to check that 2w 1 − 
This completes the proof. 2
The solvability of the difference scheme
The difference scheme (3.2) can be written in matrix form
Here, A and B are 3-diagonal matrices with the size (M − 1) × (M − 1) of the form: 
Numerical analysis
Example 7.1. Let h(t) = exp(t). Here, we present Table 1 for the various values of τ and α to show the order of the proposed difference method using the max norm of the errors with the formula
where The exact solution of this problem is U (t, x) = (1 − x)x(t 3 + 1). The solution by the proposed scheme is given in Figure 1 . The errors when solving this problem are listed in Table 2 for various values of time and space nodes. The errors in the table are calculated by the formula It can be concluded from the tables and the figures that when the step size is reduced by a factor of 1/2, the error decreases by about (1/2) 2−α . The numerical results support the claim about the order of the convergence.
Conclusion
In this work, the Crank-Nicholson difference scheme is successfully extended to solve a time fractional heat equation with Caputo derivative. A sufficient condition is presented to prove the proposed method is stable and the numerical solution converges to the exact one with the order O(τ 2−α + h 2 ). The numerical results are in good agreement with the theoretical results.
