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Die vorliegende Arbeit ist die inhaltlich unvera¨nderte Fassung einer Disserta-
tion, die 2004 im Fachbereich Physik/Elektrotechnik der Universita¨t Bremen
vorgelegt wurde.
The Arctic is an ocean
that plays at being land;
each little ridge and wrinkle stands,
as on a map, as larger than it self.
Here melt-pond solid seas
form over a liquid mantle -
geology’s reversed! Continental
plates of ice collide to form
pressure-ridge mountain chains.
The illusion stands,
solid, almost, as real land;
until the POLARSTERN comes crashing through,
to remind the Arctic Ocean
that for all its grandeur,
it’s really only water,
sailed by ships and sailors (and even scientists).
But then comes the Arctic winter
and by degrees, we’re slowly squeezed
south; and the ocean closes up
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Abstract
The passage through the Arctic Ocean is the shortest sea route from European
harbours to south-east Asian harbours (and vice versa). Also, bulk cargo and
natural resources from high Arctic production locations can be transported with
cargo ships through the coastal seas. However, less solar irradiation north of
70  N and even no illumination during polar night in winter results in cold air
temperatures and thus freezing of sea water forming sea ice. The Arctic sea ice
extent varies between  9106 km2 in summer and  13106 km2 in winter. A
major part of the sea ice is so called second and/or multi year ice and has a
typical thickness of 1.5 to 2.5 m. Sea ice not only a very important variable in
the Earth’s climate system, but also represents a very effective barrier for ships
in this region. Nowadays, modern and powerful icebreakers and specially de-
signed and reinforced cargo ships are able to cope with these circumstances
under favourable conditions.
Currently, decisions regarding route planning for ships sailing through ice-
covered Arctic waters are based on remote sensing data, available daily, and on
the knowledge and experience of ice pilots. This study presents a numerical
model for predicting sea ice conditions in the Arctic for 5-10 days, providing an
additional tool for the planning process. It is a dynamic-thermodynamic sea ice
model applying a viscous-plastic rheology with a horizontal resolution of 1=4 de-
gree and a time step of 6 hours. For this thesis the model has been embedded
in a forecast setting. A fast-ice parametrization is implemented to simulate off-
shore polynyas, which are important for coastal shipping traffic. New oceanic
forcing conditions showing a seasonal variability are used. Atmospheric forc-
ing is obtained from the European Centre for Medium-Range Weather Forecasts
(ECMWF) analyses/forecasts.
The best possible analysis of the current state of the sea ice concentration in
the Arctic is achieved by assimilation of remote sensing data into the numerical
model. This analysis is used as starting condition for a short term integration
of the numerical model for the prediction of sea ice conditions (e.g. concentra-
tion and thickness). The results shown for two sample cases demonstrate, that
the numerical model is not only able to reproduce past sea ice conditions for
climatological studies, but also to forecast sea ice on short time scales.
v
Zusammenfassung
Die Passage durch den Arktischen Ozean ist der ku¨rzeste Seeweg von europa¨-
ischen Ha¨fen zu Ha¨fen in Su¨dost-Asien (und umgekehrt). Außerdem ko¨nnen
Massengu¨ter und Rohstoffe von Produktionssta¨tten in der Arktis mit Frachtern
entlang der Ku¨stengewa¨sser transportiert werden. Wenig Sonneneinstrahlung
no¨rdlich von 70  N und gar keine Einstrahlung wa¨hrend des Polarwinters fu¨hren
allerdings zu sehr niedrigen Lufttemperaturen und damit zur Bildung von Meer-
eis. Das arktische Meereis bedeckt im Sommer etwa 9106 km2 des arktischen
Ozeans, im Winter dehnt es sich bis auf 13106 km2 aus. Ein Großteil dieses
Meereises besteht aus so genanntem mehrja¨hrigem Eis und hat eine typische
Dicke von 1.5 bis 2.5 m. Es ist nicht nur ein wichtiger Faktor des Klimasystems
der Erde sondern stellt auch eine sehr effektive Barriere fu¨r die Schifffahrt in
dieser Region dar. Moderne und kraftvolle Eisbrecher und speziell eisversta¨rkte
Massengutfrachter ko¨nnen heutzutage mit diesen a¨ußeren Umsta¨nden unter
gu¨nstigen Bedingungen gut umgehen.
Derzeit werden Routen fu¨r Schiffe durch eisbedeckte Gewa¨sser auf der Basis
von ta¨glich zur Verfu¨gung stehenden Satellitendaten und dem Wissen und der
Erfahrung von Eislotsen geplant. In dieser Arbeit wird ein numerisches Mo-
dell vorgestellt, mit dem die Eisverha¨ltnisse fu¨r 5-10 Tage vorhergesagt werden
ko¨nnen, was somit eine weitere Informationsquelle fu¨r den Planungsprozess
darstellt. Das dynamisch-thermodynamische Meereismodell mit viskos-plas-
tischer Rheologie wird mit einer horizontalen Auflo¨sung von 1=4 Grad und einem
Zeitschritt von 6 Stunden betrieben. Es ist eine neue Festeis-Parametrisierung
implementiert, die es erlaubt, ku¨stennahe Polynien vorherzusagen, die fu¨r die
Schifffahrt von großer Bedeutung sind. Außerdem sind neue ozeanische Rand-
bedingungen mit saisonaler Variabilita¨t installiert. Analysen/Vorhersagen des
Europa¨ischen Zentrums fu¨r Mittelfrist-Wettervorhersagen (ECMWF) werden
als atmospha¨rische Antriebsdaten verwendet.
Fu¨r eine bestmo¨gliche Beschreibung des Status der Meereiskonzentration in
der Arktis werden Fernerkundungsdaten in das numerische Modell assimiliert.
Eine solche Analyse wird als Startbedingung fu¨r eine anschließende Integration
des Modells verwendet, um Eisparameter wie Eiskonzentration und Eisdicke
vorherzusagen. Die Ergebnisse aus zwei Beispielstudien zeigen, daß das Modell
nicht nur in der Lage ist, vergangene Eisverha¨ltnisse fu¨r klimatologische Studien
realistisch zu reproduzieren, sondern auch fu¨r kurze Zeiten vorherzusagen.
vi
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Recently, much effort was made to improve the climatological component sea
ice in numerical climate models. Most large scale coupled atmosphere-ocean
general circulation models (GCMs) treat sea ice in an unsatisfactory manner
but show the most dramatic response to changes in greenhouse gases in the po-
lar regions. For instance, increasing CO2 concentrations in the atmosphere will
lead to increasing air temperatures with amplified frequencies in higher lati-
tudes, which will most likely have an effect on the sea ice cover. At this time,
numerical sea ice models have reached a level where it is possible to use them
for short term sea ice forecasting.
In this work, a numerical model for Arctic sea ice will be presented and some
attempts are made at predicting the sea ice state for a period of some days. To
do so, it is necessary to know the physical laws which tell us something about
the evolution of the physical variables and to have the best estimate of the initial
conditions for these parameters.
1.1 Sea Ice and Climate
The Earth’s climate system includes the atmosphere, the hydrosphere, the bio-
sphere and the cryosphere.These subsystems are variably inter-connected. Ow-
ing to the specific conditions of the Earth’s orbit around the sun all three phases
of water (gaseous, liquid, and solid) are present at any time in these spheres.
Most of the water is stored in the liquid phase in oceans, lakes, and rivers cov-
ering about 70% of the Earth’s surface. In the atmosphere, water is transported
as water vapour and as condensed water in clouds in liquid and solid phase.
This water is eventually released as precipitation (e.g. rain or snow) over land or
ocean, contributing to ice cover in cold regions.
Sea ice and its snow cover play a key role throughout the year in the en-




































Figure 1.1: Sea ice in the climate system. Sea ice forms on the sea surface at high lati-
tudes and thus modifies the interaction between the atmosphere and the ocean. Ther-
modynamic growth and decay are prescribed through the energy balance (including
atmospheric and oceanic heat fluxes and heat conduction), whereas dynamic variables
(e.g. drift velocities) can be determined from the momentum balance (including the
effects of wind and ocean currents).
exchange of heat, moisture, momentum, and matter between the atmosphere
and the ocean is reduced if sea ice is present, because it effectively separates the
atmosphere from the ocean. Figure 1.1 presents a schematic picture of sea ice
in the climate system. The properties of the sea ice cover are important during
the summer season, when solar radiation is at it’s maximum. However, in sum-
mer the sea ice properties change dramatically from a mostly compact, snow-
covered surface during winter (see Figure 1.2) to an aged one comprising dete-
riorated snow, melt ponds and many open leads. Shrinking ice cover leads to
more absorption of heat in the ocean, due to a reduction in the overall surface
albedo. A warmed ice cover releases fresh water and transported contaminants
as it melts. Freezing of sea water releases brine, owing to the ice crystal struc-
ture, which can not incorporate salt.
2
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Sea ice is also an important habitat for biota living in brine channels or on
the ice underside. More light penetrating a thinner ice cover to reach the up-
per parts of the water column stimulates biological activity, and a major part
of the Arctic Ocean food chain is found within a few meters of sea ice and on
the ice underside. The heat absorbed by the water could be released from the
ocean again elsewhere and this may entail more exchange of moisture as well
as a change in the circulation scheme of the ocean. Increased fluxes to the at-
mosphere will affect pressure systems, which again have an influence on the ice
cover (e.g. by pushing ice floes around) and might finally change the environ-
mental conditions for living creatures (polar animals as well as humans living
close to polar regions). So, a change in one of the sub-systems of the Earth’s
climate will be followed by changes in the other sub-systems (see, for example,
Smedsrud and Furevik, 2000).
The cryosphere is composed of bodies of water in its solid form. This in-
cludes sea ice as well as snow cover, glaciers and ice sheets, river ice, lake ice,
seasonally frozen ground and permafrost. The word cryosphere comes from
the ancient greek word o&, meaning frost or icy cold. The cryosphere is an
integral and important part of the Earth’s dynamic systems. Feedback processes
concerning surface energy and moisture exchange between the cryosphere, the
hydrosphere and the atmosphere are a major factor in the evolution of global
climate. Landscape changes result from the movement of land ice and changes
in frozen ground, while storage of water in snow and ice is the major source of
fresh water for many of the Earth’s hydrological systems. Within the context of
global change, concomitant changes in the extent of the cryosphere will have
significant repercussions on climate, landscape processes, hydrological reser-
voirs of fresh water and associated socio-economic activities. Improved meth-
ods are needed to track the dynamics of the cryosphere because of difficulties in
accomplishing this with standard point measurements. Methods for up-scaling
from local measurements to larger areas must also be developed. Techniques
of remote sensing are proving to be valuable research tools in elucidating and
tracking the evolution of processes of the cryosphere and in the development of
models for cryospheric systems.
Extent and thickness of the sea ice cover are sensitive indicators for the state
of the Earth’s climate, although it covers only 7% of the surface. On geological
time scales the climate system shows large temperature variations, e.g. in sed-
iment cores from Arctic sub-basins, indicating a highly variable sea ice cover
(Spielhagen et al., 1997). The tracers found in those sediment cores are, for
example, abundances and stable isotope compositions of microfossils which
are included in the sediment under certain climatological conditions. High
amounts of planktonic microfossils indicate relatively warm waters with a high
3
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Figure 1.2: RV POLARSTERN in winterly conditions in the Arctic. Older sea ice floes of
different size embedded in younger ice are visible in this photograph taken at a height
of approximately 1000 ft. The ship-track (coming from the upper right corner) is ice
covered immediately behind the ship. The ship is following a small crack to make best
possible progress.
biological productivity and only a seasonal or even no ice cover, whereas layers
with large quantities of coarse terrigenous ice-rafted detritus point to thick sea
ice covers or even glaciation reaching far north from northern North America
and/or northern Eurasia (Nørgaard-Pedersen et al., 1998). Coarse detritus was
either transported by drifting icebergs from continental ice sheets (own obser-
vations in the eastern Arctic Ocean, 2001) or, in extreme cases, by ice shelves
extending from land based glaciers (Polyak et al., 2001). Sediments can also be
included in the sea ice during the freezing process on the Eurasian shelf re-
gion and then be transported through the ocean basin and released once the
ice melts (Kolatschek, 1998).
Sea ice reacts not only passively to climate variations but also has an active
influence for several reasons. The high albedo (the ratio of reflected to incom-
ing radiation) of sea ice has a major influence on the Earth’s radiation budget.
Especially if the sea ice is covered with fresh snow, the albedo reaches values
between 0.8 and 0.9. This acts like a sink for solar radiation, the main driving
source for climate variations. This increases the meridional atmospheric tem-
perature gradient between the poles and the Equator, which leads to intensified
4
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westerly winds in the mid-latitudes. The dark ocean absorbs much more solar
radiation and has a low albedo of about 0.1. Another important factor is the
low thermal conductivity of sea ice, which makes it a heat insulator between
the atmosphere, with minimum temperatures down to -30  C in winter in the
central Arctic, and the relatively warm ocean near the freezing point of -1.8  C.
Sea water is a composite of different materials (e.g. salts, solute gases, particles,
live and dead organisms), so the forming sea ice is usually modified from being
just frozen water. This leads also to a lowered freezing temperature compared
to pure water. The heat exchange between the ocean and the atmosphere can
easily reach values up to several 100 W/m2. Just a thin layer of ice can reduce
the transfer of latent and sensible heat significantly. With a thick ice cover these
values are reduced by two orders of magnitude. A closed sea ice cover also alters
the transfer of momentum from the atmosphere to the ocean. The shear stress
caused by wind depends on the surface roughness of the ocean. Ocean waves
are attenuated by sea ice and thus the momentum transfer is reduced. Storms
can break up a sea ice cover and increase sea ice thickness locally by deforming
the ice, building pressure ridges or overlapping ice floes. On the other hand,
deformed sea ice with sails and keels reaching deep into the atmospheric and
oceanic boundary layers respectively, intensifies the dynamic coupling of the
ocean and the atmosphere and momentum fluxes between them.
Thermodynamic processes active during sea ice formation have a strong in-
fluence on water mass formation and circulation in the global oceans. During
the freezing process of sea water only a small portion of the sea salt is incor-
porated into the ice. Most of the salt is drained out and thus forms a more
dense and colder water mass. This destabilizes the water column and triggers
convection which can reach down to the sea floor. This process contributes
to the global thermohaline circulation that ventilates the deep basins of the
world ocean (Gordon, 1986). Only at a very few locations, e.g. in the Weddell
Sea (Carmack and Foster, 1975) and the Greenland Sea (Ronski, 2002), does this
ventilation reach the bottom. During the ventilation dissolved oxygen and other
substances are transported downwards.
Most sea ice in the Arctic Ocean is formed on the Eurasian shelf (e.g. Laptev
Sea and Kara Sea). The dense water production by freezing sea water is im-
portant and contributes to convection and deep water formation of the Arctic
Ocean, although large river outflow into this region freshens the sea water. In
contrast to the destabilizing effect while freezing, melting sea ice is a source of
fresh water and therefore has a stabilizing influence on the water column. This
prevents deep convection. Sea ice is usually transported for several years and
over distances of some 1000 km within the Arctic Ocean, so that sea ice drift is
of major importance for the fresh water and heat budgets of the Arctic Ocean.
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1.2 History and Motivation
For many centuries explorers and adventurers have searched for a shortcut
to East Asia and its goods and markets through the north. Many failed at-
tempts were made to find such a way along the Eurasian coast, referred to as
the North-East-Passage. Nevertheless, each one contributed to the knowledge
of the northern coast of the landmasses now known as Siberia. One of those un-
successful seafarers was the Dutch navigator Willem Barents (ca. 1550 - 1598)
who died on his last endeavour after his ships were wrecked at the northern tip
of the island Novaya Zemlya. Before this mishap, he was able to prepare one of
the first charts of the Arctic with much detail as shown in Figure 1.3. Since he
was not able to pass the Kara Gate south of Novaya Zemlya he followed the coast
northward but was trapped in the ice after managing to sail around the north-
ern end of the island. The first expedition that really completed the North-East-
Passage was a Swedish-Russian expedition lead by the Swedish geologist Nils
Adolf Erik Baron Nordenskjo¨ld (1832 - 1901) on the sailing boat Vega in 1878-79.
Nordenskjo¨ld was lucky to sail in a year that shows an anomalously warm peak
in Northern Hemisphere temperature observations (see Folland et al., 2001),
which may indicate advantageous sea ice conditions along the Siberian coast.
Nowadays, shipyards are able to build stronger hulls (out of steel instead of
wood as in earlier centuries) that can better resist the forces of the ice, and ships
are propelled by powerful aggregates. However, sea ice can still represent a firm
barrier where ships can get stuck and even damaged. A sea ice forecast for sev-
eral days will enable ships to plan their routes better and react well in advance
on changing conditions. This work presents a numerical model developed as a
forecasting tool to predict the behaviour of the Arctic sea ice cover for several
days.
Figure 1.4 shows an occasion when RV POLARSTERN got stuck in thick ice
north of Franz-Josef-Land in September 2001. After some ramming cycles dur-
ing which the ship backed up for repeated attempts to break the ice further
progress was made. Such an attempt is shown in the image. The shape of the
ship’s hull is clearly stamped into the sea ice floe. The British polar geographer
Terence Armstrong (1920 - 1996) summarized the technique of sailing in ice cov-
ered seas as follows:
”Curiously enough, the basic method of icebreaking is still what it’s
been for a good many decades: brute force. You simply drive a ship,
which is a kind of projectile, at the ice and hope that the ice breaks
first. Generally it does.” (Armstrong, 1985)
To be a bit less dependent on the power of a ship’s propulsion, a modelled fore-
cast can be helpful for saving travelling time, as well as reducing the impact on
6
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Figure 1.3: Chart of the Arctic by the Dutchman Willem Barents from 1598. This map
was kindly provided by E. Seibold (2003).
Figure 1.4: RV POLARSTERN got stuck north of Franz-Josef-Land in September 2001.




the ship’s hull, lowering environmental pollution (as a worst case scenario if a
ship is damaged by the ice), and finally saving money.
Recent improvements in dynamic-thermodynamic sea ice modelling can be
found e.g. in the Sea Ice Model Intercomparison Project (SIMIP) (Lemke et al.,
1997; Kreyscher et al., 2000). SIMIP compared the performance of four different
rheology schemes in numerical models to observational data. The model ap-
plying a viscous-plastic rheology (see Section 2.1.4) produced the overall most
realistic simulations, and this version of the sea ice model provided the basis for
the work presented here. As a further development of the model this study uses
assimilation of satellite remote sensing data to improve the numerical descrip-
tion of the sea ice state to give a best estimate for predictions. If it is possible to
predict the sea ice state at least for some days, it should be useful for ship rout-
ing guidance and assistance and therefore help to prevent ships getting stuck in
convergent ice drift, for example.
1.3 Possible Applications
For several years, ice information has been available for the purposes of com-
mercial navigation, public security and Navy use. For the Arctic Ocean ice maps
are produced by national organizations in the USA, Canada, Russia, Norway,
and Denmark on an operational basis.
There have also been attempts to predict sea ice conditions in the northern
hemisphere. For example, the Navy Operational Global Atmospheric Prediction
System (NOGAPS) offers a 120 hour forecast of sea ice concentration, drift, and
thickness (Preller, 1994). Because of the special interest of the U.S. Navy these
prediction systems focus on the western Arctic. The area of the Eurasian shelf
seas receives little attention. Therefore, no statements on the condition of the
fast ice areas and the trafficability of the straits along the North-East-Passage or
Northern Sea Route (NSR) are produced.
The NSR is geographically the shortest route between harbours in north-
ern Europe and East Asia. The track follows the Russian Federation coast-
line through the Barents Sea, Kara Sea, Laptev Sea, East Siberian Sea, and the
Chuckchi Sea through the Bering Strait into the Bering Sea (see Figure 1.5).
There are physical boundaries between the different parts of the NSR. The is-
land Novaya Zemlya separates the Barents Sea and the Kara Sea. Further to
the East the Kara and Laptev Seas are separated by the Severnaya Zemlya is-
lands, and the Laptev and East Siberian Seas are separated by the New Siberian
Islands. Finally, the East Siberian Sea and the Chukchi Sea are separated by
Wrangel Island. Compared to the traditional track through the Suez Canal the






Figure 1.5: The Northern Sea Route connects northern Europe with South East Asia via
the Arctic Ocean. This Figure shows an example of a track from the North Sea to Japan
(approx. 6900 nautical miles). The solid line indicates a possible track in favourable ice
conditions if the route along the Siberian Coast (dotted alternative) is impassable due to
closed key locations (e.g. , Kara Gate or Vilkitsky Strait). The dash-dotted line shows the
conventional track through the Mediterranean, the Gulf of Suez, and the Indian Ocean
(approx. 11100 nautical miles).
bour of Hamburg (Germany) and Yokohama (Japan) is 6920 nm via the NSR and
11073 nm through the Suez Canal. The route through the Arctic Ocean is only
about 60% of the distance through the Red Sea and around India. Apart from
geological (water depth in some areas) or political (atomic test sites on Novaya
Zemlya) difficulties, not many ships are able to follow the NSR because of the
ice conditions throughout the year. Most of the seas are ice covered and even
in the summer months some straits may not be trafficable. Nevertheless, the
Arctic Demonstration and Exploratory Voyage (ARCDEV) showed not only the
importance of going along the NSR from Europe to Asia (or vice versa), but also
the accessibility of locations along the coastline of the Russian Federation, even




The physical laws to describe the evolution of sea ice with a numerical model
are described in Chapter 2. This also includes the improvements to the old
model and a description of the newly installed atmospheric and oceanic bound-
ary conditions. Chapter 3 briefly introduces the satellite remote sensing data
used in this study. Results from model runs with the improved set-up are shown
in Chapter 4 and validated using remote sensing observations. Methods to de-
rive the best estimate of an initial state of the sea ice cover by assimilation of
remotely sensed data into the model are illustrated in Chapter 5 which is fol-
lowed by two examples of assimilated model runs in Chapter 6. Conclusions




The Sea Ice Model
The description of sea ice with a numerical model considers both thermody-
namic and dynamic processes. A complete dynamic-thermodynamic numeri-
cal sea ice model consists of four important components:
1. A momentum balance regarding the rheological properties of sea ice and
prescribing the drift velocity.
2. An energy balance at the surface comprising the radiation balance, the
sensible and latent heat flux and the heat conduction through the ice.
3. A model description for heat transfer through the ice and snow for a given
surface temperature and oceanic heat flux.
4. A mass balance for ice and snow and a balance equation for the fractional
coverage of ice (ice covered fraction for a given area) to calculate a new ice
and snow thickness and ice concentration under consideration of the drift
velocity (item 1.) and the freezing and melting rates (items 2. and 3.).
The sea ice model used in this work is a further development and combina-
tion of different versions of the fundamental work of Hibler III. (1979) and
Parkinson and Washington (1979) for the formulations of the dynamic and ther-
modynamic processes, respectively. This new realization is based on the work
done by Harder (1996) improving the dynamics of the numerical model and in-
troducing sea ice roughness and age as prognostic variables. Kreyscher (1998)
tested different rheology schemes with respect to the sea ice dynamics and
found that the viscous-plastic parameterization including shear strain gives
the most realistic estimates of sea ice conditions. A new description for sea
ice roughness and pressure ridges was included by Steiner (1998) leading to a
statistical prediction of pressure ridge distribution. Hilmer (2001) studied the
modelled long-term sea ice variability and found that, in addition to good re-
production of the mean quantities, the model is also able to describe observed
11
The Sea Ice Model
features of inter-annual fluctuations of the Arctic sea ice cover. This includes the
response of e.g. sea ice thickness to atmospheric variations such as the Arctic
Oscillation (AO) or North Atlantic Oscillation (NAO). For a further description
of the mechanisms and variability of the NAO refer to Brauch (2003).
Forcing data prescribing the upper and lower boundary conditions for the
momentum, energy, and mass balances are needed to run the model. The fol-
lowing sections describe the basics of the physical and numerical specifications
of the model and the improvements made.
2.1 Dynamics and Thermodynamics
The evaporation of water at lower latitudes and the freezing of sea water at
higher latitudes are important distillation processes and thus driving forces of
the ocean-wide thermohaline circulation. The melting of sea ice is, along with
precipitation, a source of fresh water for the ocean (Aagaard and Woodgate,
2001). But since sea ice usually melts at different places than it was formed, the
correct description of the physics of sea ice (dynamics and thermodynamics)
is important for the description of water masses and therefore for the driving
forces of the ocean circulation.
However, the most prominent role of sea ice in the climate system is the
modification of heat exchange between the ocean and the atmosphere in po-
lar regions. The heat transfer can be two orders of magnitude bigger for open
water situations than in the presence of ice cover. Thus, the total area covered
with sea ice as well as the regional distribution of the sea ice cover and open
water are the most important quantities in terms of the climate system. If the
ice cover is closed, the second important quantity is the thickness of the sea ice.
A compact ice cover controls the heat transfer through the ice: the thicker the
ice, the less heat can be transferred, and vice versa.
2.1.1 Continuum Approximation
On smaller scales, such as those that can be experienced by sailing a ship
through the ice, the sea ice consists of ice floes varying in size from meters
to kilometers, behaving like separate interacting bodies. In fact, ice floes vary
not only in length and width but are also of inhomogeneous thickness and com-
position. On very small scales of m to cm every single floe consists of at least
two phases of water (solid and liquid) and may contain other chemical sub-
stances as well as biological organisms. Large scale numerical models calculate
the mean effect of atmospheric and oceanic processes on a large number of ice
floes in a certain region, which are considered as a continuous medium. Usu-
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ally, those processes and phenomena occur on greater scales than the ice floes.
The exact position or size of a single floe is of less importance for climatological
studies than the fraction of the ocean covered with ice. Therefore, the so called






I(x; y) dxdy (2.1)





where the ice indicator I(x; y) is defined as 1 for ice present in grid cells and 0
for ice-free grid cells, creating a kind of ice mask.
By assuming the sea ice to be a two-dimensional continuum the quantities
of the large scale means (e.g. ice concentration) should be continuously differ-
entiable functions in space and time. The basis of this hypothesis is that an
averaged quantity like the ice concentration represents a large number of small
ice floes with a much smaller spatial dimension than the region considered. (An
infinite number of objects of infinitely small size contribute to the mean in an
idealized continuum approximation.) Although the grid resolution was signif-
icantly improved in this present realization (see Section 2.2), the model is still
a large scale model, where the continuum hypothesis is still a reasonable ap-
proximation. The area of about 2727 km represented by one grid cell is still
big enough to represent a certain number of significantly smaller ice floes, but
the number of grid cells required for calculating the whole model domain is still
small enough to be practical for modern computers.
2.1.2 Model Variables
Analogously to sea ice concentration, other variables like ice volume and drift
speed are defined as horizontal means for the region represented by the grid
cell. The most important physical variables are briefly described below:
 Ice volume, h
The ice volume per grid cell has the dimension of length, i.e. it describes
the mean ice thickness of the horizontal region represented by the grid
cell. In other words: the number h is the theoretical thickness of the ice if
it were homogeneously distributed throughout the grid cell.
 Snow volume, hs
The snow volume per grid cell is defined similarly to the ice volume. It
represents the mean vertical snow thickness for the whole grid cell.
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 Ice concentration, A
The areal fraction covered with sea ice - the sea ice concentration - gives
the ice covered portion of a grid cell. It is a non dimensional number be-
tween 0 and 1 (i.e. 0% and 100%). Since the ice and snow volumes, h and hs
respectively, are calculated for the complete grid cell, the expected value
for the ice thickness and the snow thickness of a mean ice floe in the grid
cell can be calculated with the help of A. The ice floe thickness is given as
h=A, the snow thickness on the ice floe as hs=A. 1
 Drift velocity, ~u
The two dimensional vector ~u is an estimate of the mean horizontal dis-
placement of ice per time in a grid cell.
2.1.3 Balance Equations
The sea ice cover is mainly modified by two processes: thermodynamic growth
(or decay) and advection.
Thermodynamic growth describes the freezing of sea water and thus the for-
mation of sea ice as well as the melting of sea ice (negative growth). It is the
source and the sink of sea ice. Owing to the low angle of incidence of solar ra-
diation polar regions usually show a negative radiation balance. This leads to a
cooling of the atmosphere and further to a cooling of the surface. If a cold at-
mosphere cools the oceanic boundary layer (the uppermost tens of metres) to
the freezing point and continues withdrawing energy from the surface the re-
sult is a phase transition of water and sea ice is formed. Melting of sea ice is the
same thermodynamic process in reverse: a warmer atmosphere and ocean sur-
face heats the ice layer up to freezing point from above and below. Continued
warming results in the phase transition from solid to liquid, i.e. melting. The en-
ergy balance at the ocean/atmosphere interface describes the thermodynamic
ice growth.
The second process that modifies the regional distribution of the ice volume
is the horizontal transport, also referred to as ice drift, or advection. Advection
is responsible for the typical pattern of ice growth rates (positive and negative).
Ice drift velocity is calculated using a simplified momentum balance, which cor-
responds to a force balance in which the inertia of sea ice is neglected. The
temporal evolution of the prognostic variables - mean ice volume and mean ice
1The ice density is assumed to be constant here. Therefore, the ice volume can be calculated
directly and more easily by applying the mass balance, as was done in the original formulations.
That is why the ice thickness is not treated as a variable itself rather than using the terms ice
volume over ice concentration h=A for the thermodynamic calculations.
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+r  (~uA) (2.4)
where h denotes the ice volume, A denotes the ice concentration and S rep-
resents the thermodynamic source or sink of the prognostic variables. If these
terms are zero, the prognostic variables are conservative quantities. On the right
hand side the equation is a form of continuity equation. The first term is the lo-
cal temporal evolution and the second term is the advection, the in- and outflow
of ice by horizontal exchange between adjacent regions.
In contrast to the numerical sea ice model by Hibler III. (1979) the balance
equations (2.3) and (2.4) have no explicit diffusion. The diffusion in Hibler’s
model does not describe a physical process, but only takes care of numerical
stability. This artificial diffusion is needed for the numerical solution of the
advection equation applying the central differences scheme. This scheme has
the disadvantage of producing the numerical artifact of negative ice thicknesses
(Fischer, 1995). Here, a modified upstream scheme is implemented as a numer-
ical method for calculating the advection (Smolarkiewicz, 1983). This guaran-
tees numerical stability without the need of including diffusion explicitly in the
balance equations and does not produce negative values for quantities which
may physically only take positive values.
2.1.4 Dynamics
The sea ice drift velocity ~u in equations (2.3) and (2.4) is derived from the mo-




= −mf~k  ~u + a + w −mgrH + ~F (2.5)
where D=Dt = @=@t + ~u  r is the total derivative in time, m is the ice mass per
unit area, f is the Coriolis parameter, ~k is the unit vector perpendicular to the
surface, ~u is the sea ice velocity, g is gravitational acceleration, and H is the sea
surface topography. The momentum balance (2.5) comprises the Coriolis force
2 (−mf~k  ~u), the air stress (a), the water stress (w), the surface tilt (−mgrH),
and the force due to variation of internal ice stress (~F ). The air and water stress
as well as the internal stress are the dominant terms in equation (2.5) and are of
2Coriolis force is an apparent force named after the French mathematician Gustave Gaspard
Coriolis (1792-1843). Any movement in the Northern hemisphere is diverted to the right, since
the Earth is a rotating and therfore represents an accelerated system. The Coriolis parameter
f = 2Ω sin' is a function of the rotation frequency Ω = 7:29  10−5s−1 and of latitude '.
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approximately equal magnitude. The local acceleration term is generally small
and is neglected here.
These stresses are determined from simple nonlinear boundary layer theo-
ries with constant turning angle (McPhee, 1979). For the atmosphere
a = aca j ~Ua j [~Ua cos  + ~k  ~Ua sin ] (2.6)
and for the ocean
w = wcw j ~Uw − ~u j [(~Uw − ~u) cos  + ~k  (~Uw − ~u) sin ] (2.7)
with a = air density
w = water density
~Ua = geostrophic wind
~Uw = geostrophic ocean current
ca = atmospheric drag coefficient
cw = oceanic drag coefficient
 = air turning angle
 = water turning angle
The non-dimensional air and water drag coefficients ca and cw are assumed to
be constant in space and time. The turning angle for the geostrophic ocean cur-
rent is  = -25  . The atmospheric turning angle is set to  = 0  and the surface
wind is used as wind forcing ~Ua. Usually j ~Ua j j ~u j, therefore the relative ve-
locity between ice drift and wind speed can be represented by the wind speed
alone.
Rheology
The sea ice model accounts for shear and compressive deformation, but shows
no resistance against divergent ice drift. The bulk and shear viscosities as well as
the ice pressure are non-linear functions of the ice volume and the ice concen-
tration. For normal strain rates the ice behaves like a plastic material whereas it
shows viscous behavior for very small strain rates. A detailed description of the
rheology scheme is given in Harder (1996) and Kreyscher (1998). In this real-
ization of the numerical model a viscous-plastic rheology is implemented and
Kreyscher et al. (2000) give a comparison of this rheology with other constitu-
tive laws used in dynamic sea ice models. The internal forces ~F are calculated
as the divergence of a two dimensional stress tensor  which is related to the
ice velocity field by a viscous-plastic rheology after Hibler III. (1979). Table 2.1
summarizes the main dynamic parameters and values.
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Table 2.1: Dynamic parameters and values
Dynamic parameter Symbol Value
drag coefficient, atmosphere ca 2.2  10−3
drag coefficient, ocean cw 5.5  10−3
turning angle, atmosphere  0 
turning angle, ocean  -25 
2.1.5 Fast Ice
Sea ice, which is attached to a shore and is not drifting with ocean currents or
pushed by wind stress, is called land-fast or just fast ice. Usually fast ice forms
in autumn along the shores and between islands of the Arctic Ocean. When the
melting season starts, the sea ice and fast ice breaks up due to wind stress, ocean
currents and increasing solar radiation. Additionally, the fast ice release and re-
treat is influenced by river runoff, once river ice is melted and rivers discharge
into the ocean again (Bareiss, 2002). In this numerical model version a fast ice
parameterization is implemented. If sea ice exceeds a certain thickness over a
defined ocean depth it is assumed to be steadily connected to the adjacent coast
line. From observations in the Russian Arctic seas the limiting water depth for
this assumption in shelf areas is set to 30 m. The fast ice is released as soon
as thermodynamic processes melt the ice and dynamical processes push it off-
shore (J. Kolatschek, 2000, pers. comm.). This simple approach does not allow
a dynamical break-up of fast ice since neither river runoff nor tidally induced
motions are included in the numerical model, yet (see Section 7.2).
As can be seen from Figures 2.1 and 2.2 the parameterization works well in
early summer situations. The so-called Western New Siberian Polynya reaches
from Kotuy estuary to the New Siberian Islands with a landfast ice area between
the coastline and the southern boundary of the polynya. The image in Figure 2.1
was taken from satellite NOAA-14 of the National Oceanic and Atmospheric Ad-
ministration (NOAA) in late June 1995 with the Advanced Very High Resolution
Radiometer (AVHRR) channel 1 (visible spectrum), which has a horizontal reso-
lution of approximately 1.2 km. Dark values represent low albedos (open water
and snow-free land), light values indicate high albedos (snow cover, sea ice and
clouds). A model simulation for the same date (Figure 2.2) produces an ice-free
area very similar in shape and dimension to that seen in the AVHRR image. Even
smaller features like the ice tongue between the Lena delta and the Kotuy estu-
ary are well represented. The ice conditions around the New Siberian Islands
appear to be realistic as well.
Zyryanov and Korsens (2002) approached this problem with a regional Dis-
crete Element Model for the Kara Sea. Their geomechanical model simulates
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Laptev Sea  27. June 1995
NOAA-14   AVHRR-Ch.1 
Figure 2.1: Satellite image of the Laptev
Sea taken by the NOAA-14 satellite with
AVHRR Channel 1 on 27 June 1995.












Figure 2.2: Model result of sea ice concen-
tration for a simulation for 27 June 1995
showing the Laptev Sea region with fast ice
and a polynya.
individual particles that can be bonded together and thus be treated as a con-
tinuum. However, since this is a different approach to the general physics it can
not be considered for implementation in the model used in this study.
2.1.6 Thermodynamics
Both polar oceans, north and south, show a seasonally and regionally varying
sea ice cover. This seasonality is most obvious in ice extent. At latitudes higher
than 66  the incoming solar radiation shows extreme cyclic variations in sun
elevation resulting in polar day and polar night. This effect is opposite in the
two hemispheres, meaning that there is a phase shift of six months between
north and south.
The seasonal cycle of sea ice is controlled by thermodynamic processes at
the ocean-atmosphere boundary. Sea ice forms if sea water freezes at the sur-
face of the oceans. This phase transition of water from liquid to solid is ac-
companied by heat release from the ocean surface to the atmosphere, after the
ocean surface has already been cooled to freezing point. Melting of sea ice is the
opposite phase transition caused by heat input to the ice either from above or
below.
Parkinson and Washington (1979) formulated the thermodynamic evolution
of sea ice using an energy balance of the uppermost stirred layer of the ocean,
the so called mixed layer. The oceanic mixed layer is characterized by zero verti-
cal gradient in temperature and salinity because of the input of turbulent kinetic
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energy by the wind and in winter by convection. These forcing mechanisms
mix the upper layer down to a characteristic depth, the mixed layer depth. In
this model realization the properties of the mixed layer are described by a one
dimensional model implementation with a fixed mixed layer depth, a simplifi-
cation of Lemke (1987). The net heat flux in this mixed layer, Qn, can be split
into an atmospheric, Qa, and an oceanic, Qo, component. At the freezing point
the energy budget is balanced by the release of latent heat and thus the forma-
tion of sea ice. In the presence of a sea ice cover the energy balance follows as
Qa + Qo + iLiSh = 0 (2.8)
with i and Li are the density and the specific heat of fusion for sea ice, respec-
tively, and Sh = @h=@t gives the change of sea ice volume in a grid cell. A change
of 1cm in ice thickness per day corresponds to a heat flux Qn  35 Wm−2.
For a more detailed description of the heat flux the energy balance equation
(2.8) is applied to the upper and lower surface separately (Semtner, 1976). The
change at the atmosphere-sea ice interface (melting) is calculated from
Qa + Qc + iLi(@h=@t)a = 0 (2.9)
and the change at the ocean-sea ice interface (melting or freezing) is deter-
mined from
Qo −Qc + iLi(@h=@t)o = 0 (2.10)
where Qc is the conductive heat flux through sea ice. In this 0-layer model as-
sumption the ice has no heat capacity, so Qc at the upper and at the lower side
of the ice is the same, but it enters the two equations with opposite signs. The
temperature at the underside of the ice, Tb, is constant and equal to the freez-
ing point of sea water Tf;o = -1.86  C (for salinity of 34) if sea ice is present. Basal
freezing occurs if (Qo−Qc) < 0 and basal melting occurs if (Qo−Qc) > 0, accord-
ing to equation (2.10). The surface temperature Ts of sea ice at the atmospheric
boundary is a diagnostic variable determined from the surface energy balance
and is limited by the fact that it can not exceed the freezing temperature Tf;a
of sea ice at the surface, which is set to the freezing temperature of fresh water
(Tf;a = T0  0  C) because the surface of sea ice is usually characterized by very
low salinity.
The total thermodynamic change in ice volume
Sh = (@h=@t)a + (@h=@t)o (2.11)
is called the thermodynamic growth rate with a positive sign for freezing and a
negative sign for melting. To distinguish between the two processes the freez-
ing rate is defined as Gh = max(Sh; 0) and the melting rate is defined as Mh =
min(Sh; 0), where Gh  0  Mh.
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Atmospheric Heat Flux Qa
The atmospheric energy flux at the surface (over ice or open water) is
Qa = Qs + Ql + Rs;# + Rs;" + Rl;# + Rl;" (2.12)
with Qs = turbulent flux of sensible heat
Ql = turbulent flux of latent heat
Rs;# = incoming short-wave radiation flux
Rs;" = outgoing short-wave radiation flux
Rl;# = incoming long-wave radiation flux
Rl;" = outgoing long-wave radiation flux.
The incoming short wave and long wave radiation (Rs;# and Rl;#) is determined
by external forcing. The turbulent heat fluxes of sensible and latent heat (Qs
and Ql) are described with bulk formulae, which are also taken from external
forcing, following Smith (1988)
Qs = cscpa j ~ua j (Ta − Ts) (2.13)
Ql = clLa j ~ua j (qa − qs) (2.14)
where the exchange coefficients for sensible and latent heat are cs and cl, respec-
tively, cp is the specific heat capacity, a the density of air, Ta the air temperature
at 2 m height, and the surface temperature of the ice is Ts. In the formula for the
latent heat flux qa is the specific humidity of air at 2 m height and qs is the spe-
cific humidity of air directly at the ice surface, which is assumed to be saturated.
The specific latent heat of fusion L is set to the value of evaporation over open
water and sublimation in ice covered areas.
A major part of the incoming short wave solar radiation is reflected by ice
and snow
Rs;" = −Rs;#: (2.15)
The fraction of radiation reflected from the surface compared to that incoming
is called the albedo  of the surface. Different surfaces have a different reflectiv-
ity and thus a different albedo. Open water areas absorb most of the short-wave
radiation and have a very low albedo ( = 0.1). Owing to the low albedo, even
quite small areas of open water have a significant influence on the energy bal-
ance of the mixed layer. Fresh snow cover has a very high albedo at about 0.8.
Figure 2.3 gives the values for different surface types as used in the numerical
model and shows examples of how these types look in the Arctic.
The emitted long wave radiation Rl;" in the infrared spectrum is calculated
using the Stefan-Boltzmann-law
Rl;" = −sBT 4s (2.16)
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open water melting snowice without snowmelting ice snow
Albedo α
0 0.16 0.68 0.70 0.77 0.81 1.00
Figure 2.3: Values for different surface types in the Arctic Ocean as used in the numeri-
cal model. The sample images are taken from Haas and Lieser (2003).
for a grey body with a surface emissivity s (here set to s = 0.99) and the Stefan-
Boltzmann-constant B = 5.67 10−8 W/m2K4.
Oceanic Heat Flux Qo
The oceanic contribution to the energy balance - the oceanic heat flux Qo - is
calculated by a simple, prognostic, one dimensional mixed layer formulation
with a constant mixed layer depth d. It accounts only for vertical heat fluxes and
disregards horizontal heat exchange between grid cells. Input to this model are
wind shear stress (or ice motion) and fresh water and heat flux from the sea ice
model. The mixed layer model returns the oceanic heat flux Qo to the sea ice
model.
At the ice underside, where the mixed layer temperature is at freezing point
Td = Tf , the oceanic heat flux is equal to the heat flux from the deep ocean
into the mixed layer (Qo = Qt). In summer in ice-free areas the mixed layer
temperature Td can increase and the mixed layer acts like a heat reservoir. This
heat must be released to the atmosphere in autumn and winter before an ice
cover can develop.
Ice Thickness Distribution and Open Water
In reality, sea ice is not a uniformly closed cover but consists of single floes of dif-
ferent size and thickness with areas of open water in between (see Figure 2.4).
The heat flux over open water (described with an ice volume h = 0) can be two
orders of magnitude higher than the local heat flux through a thick ice cover.
Areas of open water are exposed directly to the atmosphere, whereas a closed
ice cover acts as a good thermal insulator. An inhomogeneous ice cover with in-
homogeneous ice thickness distribution will modify the heat exchange between
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Figure 2.4: Photograph of typical Arctic
sea ice conditions at the beginning of the
winter season. This picture was taken on
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Figure 2.5: Ice volume distribution in
seven ice classes for the calculation of the
mean heat flux. The distribution is as-
sumed to be uniform in the interval be-
tween 0 and 2h=A. The mean ice thick-
ness (dashed line), calculated as h=A, is
the reference for the relative ice thick-
nesses for all classes.
the ocean and the atmosphere. Thinner parts of the cover will allow for a greater
exchange of heat/energy than thicker ones. In this model the idealized grid cell
contains seven ice classes with an evenly distributed ice thickness distribution
( 1=7 h=A  Dk  13=7 h=A, see Figure 2.5). The thermodynamic energy balance is
solved for every ice class separately and the corresponding net heat fluxes Q(Dk)
are added. To determine the heat flux over open water the energy balance (2.8)
is solved directly.
Snow Cover and Conversion of Snow
If sea ice is present precipitation can accumulate so that ice floes are covered
with a snow layer. This layer can be persistent throughout a summer season as
in most regions in Antarctica, but it is usually transformed into liquid phase in
the Arctic during the summer months. Two main processes are responsible for
this snow conversion, one predominant for each polar region. Temporarily, in
Antarctica ice floes can have a negative free-board (the height of an ice floe that
is above sea level is called free-board) due to a heavy snow load. It pushes the
ice-snow interface below sea level and sea water can flood the loosely packed
snow cover. This happens if about one third of the total thickness (snow and sea
ice) is snow load. The process is called flooding and with further freezing this
water is converted into a thin, more saline ice layer on top of the sea ice, be-
low the snow cover. The other process is percolation of meltwater downwards
through the snow, forming a new thin ice layer composed of fresh water on top
of the sea ice, so-called superimposed ice. Both transformations happen in both
polar regions but flooding occurs more often in the south polar seas, where sea
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Table 2.2: Thermodynamic parameters and values
Thermodynamic parameter Symbol Value
exchange coefficient for sensible heat cs 1.75  10−3
exchange coefficient for latent heat cl 1.75  10−3
the specific heat capacity of air cp 1004 J/kg K
the specific heat capacity of sea water cw 4010 J/kg K
surface emissivity s 0.99
lead closing parameter h0 0.75
heat conductivity of snow ks 0.31 W/m K
heat conductivity of sea ice ki 2.1656 W/m K
specific latent heat of sea ice Li 3.34  105 J/kg
specific latent heat of evaporation L 2.50  106 J/kg
specific latent heat of sublimation L 2.83  106 J/kg
mean air pressure p 1013 hPa
density of sea ice i 910 kg/m3
density of snow s 300 kg/m3
density of sea water w 1026 kg/m3
density of air a 1.3 kg/m3
Stefan-Boltzmann constant B 5.67  10−8 W/m2K4
freezing temperature of fresh water Tf;a 0  C
freezing temperature of sea water Tf -1.86  C
mixed layer depth d 25.4 m
ice is usually thinner and the snow load can push the free-board below sea level.
In the Arctic Ocean sea ice in general is thicker (compared to the Antarctic) and
the free-board is not pushed below sea level by snow. The snow layer on Arc-
tic sea ice disappears almost completely during the summer months, whereas
a snow cover may accumulate over several seasons in Antarctica. In the numer-
ical model the snow conversion by flooding is implemented3 in a way that the
snow cover, which is below sea level, is converted to ice. This method follows
the Archimedes principle and is described in more detail by Fischer (1995). The
formation of superimposed ice is not simulated by the model, but is a task for
further development. Observations in both the Antarctic by Haas et al. (2001)
and in the Arctic by Nicolaus et al. (2003) showed that during the melting sea-
son the superimposed ice survives longer on the sea surface because it consists
only of fresh-water ice, thus is less porous than sea ice and melts only at higher
3Although the flooding process is more dominant for the Antarctic environment it should be
considered in the Arctic as well if the model starts with no ice cover. During spin up years this
prevents from computing unrealistic snow thicknesses.
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temperatures. This lengthens the ice-covered period for the area where super-
imposed ice has formed.
The heat conductivity of snow ks is seven times less than the heat conduc-
tivity of ice ki. So even a thin snow cover acts as a good thermal insulator and
reduces the thermodynamic growth rate of sea ice significantly. A second ef-
fect of fresh snow cover is the high albedo. This increases the reflection of so-
lar energy which, in turn is no longer available for melt processes. To account
for these effects, the numerical model includes a prognostic snow layer after
Owens and Lemke (1990). The evolution of this snow layer is calculated in a




+r  (~uhs): (2.17)
It is advected with the same drift velocity ~u as sea ice. The source of snow is a
specified precipitation rate Pw which is defined as snowfall at air temperatures
Ta < 0  C. Only the amount of snow over the ice-covered fraction of a grid cell
contributes to the snow layer. During the melting season the snow cover is re-
duced by thermodynamic processes. In the model the snow cover has to melt
completely before the sea ice starts to melt from the top. Bottom melting is
calculated independently and usually starts before top melting. The thermody-
namic parameters and constants used in the numerical model and their values
are summarized in Table 2.2.
2.2 Grid and Setup
The model describes the evolution of the characteristic variables of sea ice with
continuously differentiable functions. To solve the functions numerically the
equations are discretized in space and time. The physical quantities of the
model are defined at a limited number of grid points. The prognostic evo-
lution is calculated by integrating the corresponding differential equations
with a finite time step t. Derivatives are approximated by finite differences
(e.g. @h=@t  h=t). The grid used in this study is a so called Arakawa-B-
grid. The grid points for the vector state variables (e.g. ice velocity) are shifted
horizontally by half a grid spacing against the grid for the scalar state vari-
ables (e.g. ice volume). For a detailed description of the applied methods see
Mesinger and Arakawa (1976).
The model reproduces the annual cycle and the variability of the sea ice con-
ditions with a daily time step well (e.g. Hilmer, 2001). The version implemented
here operates with a time step of six hours (t = 21600 s). This allows the local
influence of atmospheric pressure systems to be taken into account. By reduc-
ing the time step from daily to six hours the grid resolution was increased from
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Figure 2.6: The model domain covers the complete Arctic Ocean, the Nordic Seas, and
the northern North Atlantic and is indicated by the grey rectangle in the upper right
part. The black rectangle indicates the location of the lower left panel, which gives an
impression of the density of grid points in this recent model setup as an example for the
Barents and Kara Seas.
1  ( 110 km) to 1=4  ( 27 km). An illustration of the grid point density is given
in Figure 2.6 for the Kara Sea region. Some of the passages that are critical to
ship routing, e.g. the Kara Gate at the southern tip of the island Novaya Zemlya
connecting the Barents Sea and the Kara Sea, or the Vilkitsky Strait between the
southern island of Severnaya Zemlya and the northern tip of the Taymyr Penin-
sula connecting the Kara Sea and the Laptev Sea are resolved with several grid
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points, so that statements can be made regarding the possible trafficability of
these regions. Also, the archipelago of Franz-Josef-Land, which was missing in
the model with the coarser resolution, was added to the model grid according
to the bathymetry of the International Bathymetric Chart of the Arctic Ocean
(IBCAO) (Jakobsson et al., 2001).
The grid used in the model is based on a spherical coordinate system similar
to the geographical coordinate system. To avoid the singularity of the North Pole
the grid is rotated and shifted in such a way that the North Pole of the spherical
model grid is located in the Indian Ocean at 0  N and 60  E. The model equa-
tor is located at 30  W (positive x-direction) and 150  E (negative x-direction)
and runs through the geographical North Pole, where it crosses the 0  model-
Meridian. This leads to approximately equal grid spacing throughout the model
domain. To allow natural outflow regimes from the model domain, the bound-
ary grid cells in the Atlantic region and in the Bering Strait are defined as outflow
cells.
Four-Colour Relaxation
The relaxation routine of the numerical model solves the linearized momen-
tum equation. It is by far the most dominant routine consuming most of the
computing time (almost 90%). Using a multi-colour relaxation scheme with p
colours each iteration consists of p sweeps. For the first sweep, all points with
coordinates i = 1 + jp (where j is a non-negative integer) are relaxed. In the
second sweep, all points with coordinates i = 2 + jp are relaxed, where the new
values at previously relaxed points are already used. This procedure continues
until all points are updated. Introducing more colours to a multi-colour relax-
ation scheme improves the efficiency of the system. In this study p = 4 because,
according to Llorente et al. (2000), it appeared as a good trade-off between con-
vergence and parallel properties.
With the former red-black relaxation some components were calculated sev-
eral times for one relaxation step. A four-colour relaxation has been installed in-
stead of a red-black relaxation for the partial differential equations with cross-
derivative terms. The operators used in the momentum equation have an in-
fluence beyond their nearest neighbour. In the two colour scheme, this leads
to a simultaneous usage of grid points with old values and new values from
the recent relaxation step. The four-colour relaxation overcomes this problem
and the four point sets are decoupled completely. This provides better con-
vergence rates and fewer relaxation steps are needed to meet the accuracy re-
quired. An illustration of the patterns is given in Figure 2.7. Detailed informa-
tion on group relaxation (including the four-colour relaxation) can be found in
Faddejew and Faddejewa (1973).
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(a) Red-black pattern (b) Four colour pattern
Figure 2.7: Illustration of the relaxation scheme. The two colour relaxation is com-
monly known as red-black relaxation, the four colour pattern shows that the four point
sets are decoupled.
2.3 Forcing
The evolution of sea ice is dependent on the state of the atmosphere and the
ocean as upper and lower boundary conditions. These conditions are explicitly
prescribed as external forcing for the numerical model.
2.3.1 Atmospheric Forcing
The atmospheric conditions vary on short time scales. Pressure systems de-
velop and move over periods of a few days. Some of the atmospheric forcing
parameters are given on a 6-hourly basis and some are given as climatological
monthly means. Both groups are described briefly below.
Sub-daily Forcing
The atmospheric forcing used in previous studies was derived from National
Centers for Environmental Prediction (NCEP) re-analyses. In this study 2 m air
temperature and the 10 m wind velocity and wind direction are prescribed every
six hours from analysis data of the European Centre for Medium-Range Weather
Forecasts (ECMWF) global model. These data are treated as surface conditions.
Although both data sets (NCEP and ECMWF) have their advantages and defi-
ciencies, the ECMWF data are more realistic in prescribing the surface fluxes
(e.g. precipitation and evaporation and radiative fluxes associated with cloudi-
ness) at high latitudes (Walsh et al., 1998). Therefore, the atmospheric forcing
from ECMWF was chosen here.
The ECMWF data are given on a geographical grid with a resolution of
1.125  . These data have to be interpolated onto the model grid. Because both
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grids are fixed, the interpolation coefficients can be calculated once externally
and the indices and the weights of every grid point are read into the model only
once. The interpolation uses a bilinear technique to avoid discontinuities that
could be introduced by other methods such as the inverse distance weighted
method. The bilinear function is continuous, and although it is not differen-








































(b) interpolated model 2m-temperature
field
Figure 2.8: Example of an original gridded forcing field for 2 m-air temperature from
ECMWF analysis data for the Northern Hemisphere (a) and an interpolated field for
the model forcing (b). The numbers on the axis give the x- and y-coordinates for the
grids. The ECMWF data are on a 320161 points grid, but only the northern part of the
Northern Hemisphere is displayed. The sea ice model has 169209 grid points.
Figure 2.8 gives an example of 2 m-air temperature fields (a) as derived from
ECMWF and (b) converted for the model forcing. Greenland is clearly visible in
both fields with the lowest temperature in the region, as is the transformation
of the North Pole region from a very much stretched distribution in the original
data set to a confined range in the model input data set.
Climatological Forcing
The relative humidity U is given as a climatological monthly mean (Hilmer,
1997). The quality of humidity fields provided by forecast centers like ECMWF
or others is still unsatisfactory because of the sparse input data from weather
stations in polar regions and difficulties in measuring humidity in cold environ-
ments or estimating it from remote sensing data. However, for calculating the
latent heat fluxes the climatological means are interpolated to the applied time
step, which produces good results.
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The cloud coverage Ac 2 [0; 1] and the precipitation rate Pw are also given as cli-
matological monthly means. The values are linearly interpolated for each time
step.
Solar irradiation (including a cloud correction) and long wave emission are pa-
rameterized with empirical formulations after Zillman (1972) (and Laevastu,
1960) and Ko¨nig-Langlo and Augstein (1994), respectively.
2.3.2 Oceanic Forcing
The oceanic forcing parameters are given as climatological monthly means
for the heat flux from the deep ocean into the mixed layer and for the ocean
surface currents. The fields are derived from a coupled sea ice-ocean model
(Gerdes et al., 2001), based on a Modular Ocean Model (MOM) version from
the Geophysical Fluid Dynamics Laboratory (GFDL) (Pacanowski, 1995), from
a model run for years 1979 to 1992. In addition to the higher spatial resolution
(corresponding to the finer sea ice model grid) the new forcing fields show bet-
ter seasonal variability compared to the previous input, which consisted of a
constant ocean current field and monthly mean ocean heat flux fields. The pre-
vious oceanic forcing was derived from a different sea ice-ocean model (Harder,
1996), which will be referred to as SIOM in the following.
The circulation of the uppermost ocean layer changes from a cyclonic to an
anticyclonic mode every 5-7 years (Proshutinsky and Johnson, 1997). Although
this inter-annual variability is not represented in the ocean current fields em-
ployed in this study, the new forcing gives a much better estimate of the seasonal
ocean state than the annual mean used in previous studies. In Figure 2.9(a)
the ocean surface current field used in previous studies is displayed. This field,
identical for all seasons, has proven to be sufficient for the coarser grid. An ex-
ample of the higher resolution of the new forcing field is shown in Figure 2.9(b)
for December. It clearly shows much more detail on the current systems in the
Nordic Seas and the adjacent regions leading to a better representation of sea ice
drift. Together with the other oceanic forcing parameter, the oceanic heat flux
Qo, this improved ocean boundary leads to a spatial and temporal variability
and thus to a more realistic description of the natural environment compared
to studies with a constant ocean forcing.
The ocean heat flux fields (Figure 2.10 as example for December) show a
strong variability in the Nordic Seas (namely Greenland Sea, Icelandic Sea, and
Norwegian Sea) and the adjacent Barents Sea, exceeding over 400 W/m2 in win-
ter months and -200 W/m2 in summer. Positive heat flux values indicate a up-
ward flux direction (from ocean to the overlying layer - ice or atmosphere), neg-
ative values indicate a downward direction and thus a gain of energy for the
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(a) Previous ocean current field for all sea-
sons
(b) Example of the new ocean current field
for December
Figure 2.9: Comparison of the ocean current fields (a) as used previously and (b) in this
study. The former ocean forcing was constant in time. The newly introduced ocean
current fields are deduced from MOM. They are represented by twelve climatological
fields, one for each month of the year. Figure 2.9(b) displays every second arrow for
December (in correspondence with the ocean heat flux shown in Figure 2.10).
ocean. The relatively low heat flux values within the Central Arctic remain con-
stant at about 2 W/m2 throughout the year under a persistent ice cover.
The combination of the new oceanic boundary forcing (i.e. ocean currents
and ocean heat flux) improves the estimation of the sea ice cover significantly
(see Chapter 4). With the old forcing, the numerical model tends to overesti-
mate the sea ice concentration as compared to remote sensing data from SSM/I
(see Section 3.2.1). But after the installation of the higher resolution ocean forc-
ing the sea ice concentration appears to be more realistic. The most obvious
improvements are visible in the marginal zones such as in the Greenland Sea




Figure 2.10: This Figure gives an example of a previous (SIOM, left) and a new (MOM,
right) forcing field for the oceanic heat flux from the deep ocean into the mixed layer
for December. The resolution is adopted to the new resolution of the ice model. The
new fields show more variability in both regional pattern and absolute values.
2.4 Initial Conditions
The model can be run in two different modes. The first mode is a climatological
run of a single year, which starts with an initially ice-free ocean. The year’s run
is repeated with identical forcing until an equilibrium state is reached. This pe-
riod is referred to as ”spin-up years”. After equilibrium is reached, the constant
forcing is replaced by the forcing data for each subsequent year.
The second mode is a data assimilation mode where the model integra-
tion starts with a optimized initial condition for the sea ice concentration field.
Other sea ice variables are restored accordingly (see Section 6.1). Such a starting
field is obtained from an un-assimilated run up to the assimilation date and af-
terwards the model is restored with the new condition. This mode is used if the
model is run as a forecast model to yield a dependent forecast for sea ice con-
ditions. The forecast is dependent because it relies on the atmospheric forcing
fields provided by the forecast models run at weather prediction centers. The
forecast of the sea ice model is, therefore, limited by the quality of the forecast
of the atmospheric model. However, since the ECMWF gives a forecast score of
over 60% for a regular five day forecast of the 1000 hPa geopotential (Ja¨rvinen,
1998) a dependent forecast of the sea ice model should be reliable for at least
that period.
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2.5 Summary
The dynamic-thermodynamic numerical sea ice model operated in this study is
a further development of previous work as described earlier. Novel to this study
is the introduction of a fast ice parameterization, which leads to a more realistic
estimation of the development of polynyas and coastal flaw leads, which is nec-
essary if the model is used for ship routing purposes. Further, a more realistic
bottom topography introduces smaller islands to the model grid, for example,
as barriers to the sea ice drift. In combination with the higher grid resolution
key locations of the Northern Sea Route are now resolved by the model. The
preparation of new forcing fields for the ocean boundary condition improves
the ocean current-induced drift patterns and the thermodynamic response of
the sea ice to the lower surface. Finally, new atmospheric forcing data from
ECMWF are applied. For short term sea ice prediction the model can be run
in forecast mode. To achieve the best possible analysis of the sea ice state as
starting conditions for a forecast, assimilation of sea ice concentration fields




The Earth’s surface reflects and emits electro-magnetic energy which can be de-
tected by sensors that are not necessarily in direct contact with the observed
ground. This type of observation from a remote platform (e.g. an aircraft or a
spacecraft) by a measuring instrument is called remote sensing.
In the following sections some aspects of remote sensing in general and es-
pecially in polar regions are outlined and a few sensors are introduced from
which information has been selected for assimilation into the numerical model
and for validation purposes.
3.1 General Remarks
Satellites are positioned, both as geo-stationary (with near geo-synchronous or-
bit) and polar orbiting objects. Geo-stationary satellites sample the same view
of the surface continuously from a height of approximately 36000 km which en-
ables them to monitor rapidly evolving events. The sampling interval is only
limited to the technical possibilities of the instruments but due to the high orbit
only limited ground resolution can be achieved. Changing illumination con-
ditions restrict visible observations to daytime. Polar regions are not observed
with these satellites. At much lower altitudes (ca. 800 km) polar orbiting satel-
lites offer global coverage and improved ground resolution. However, temporal
resolution is reduced as continuous observation, as with geo-stationary satel-
lites, is not feasible since each point of the surface is viewed only twice a day (or
even less) in equatorial regions or once per orbit (at best, every 100 minutes) in
polar regions, depending on the swath width of the sensor.
Solar short-wave radiation enters the atmosphere and is either reflected,
scattered, or absorbed by atmospheric constituents (e.g. clouds or trace gases)
or is transmitted or scattered to the surface, where it is reflected or absorbed.
Both, the atmosphere and the surface emit long-wave (terrestrial) radiation
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according to the Stefan-Boltzmann law (2.16). The characteristics of the re-
flected, scattered, and emitted radiation can be used to distinguish between
different emitters and thus to infer certain features of various quantities of the
atmosphere and the planetary surface on a continuous monitoring basis. Radio
waves, microwaves, infrared radiation, and visible light are the most common
forms of electro-magnetic radiation used in remote sensing.
Remote sensing techniques can be categorized into two generally different
methods for deriving the information: active and passive methods. Active sys-
tems include a source of energy (emitter) and a detector which measures var-
ious characteristics of the return signal. Depending on the physical feature of
interest it is necessary to choose the best combination of orbit (coverage and
resolution) and instrument (electro-magnetic active range) for the detection
of physical parameters from space. The main observable parameters are the
range to the target (calculated from the time delay of the returned signal) and
the characteristics of the reflected or emitted radiation of the material, which is
determined by its physical properties. The resolution of a system is restricted
to the so-called diffraction limit H=D, where H is the height (or altitude),  is
the wavelength, and D is the diameter of the lens, objective mirror, or antenna.
This limit is usually of the order of metres or tens of metres for optical sensors on
board low orbiting satellites and several kilometers for geo-stationary satellites.
For passive microwave systems the spatial resolution is much coarser (typically
tens of km) because of the larger wavelength measured.
Active methods include, for example, Radar which is used for detection and
ranging in the radio band or the imaging Synthetic Aperture Radar SAR1 in the
microwave band or Lidar for the optical spectrum (including near-infrared,
visible, and near-ultraviolet). Systems measuring electro-magnetic energy re-
flected and/or emitted from the Earth’s surface without an active emitter are
called passive (for example, AVHRR).
3.2 Remote Sensing of Sea Ice
Massom (1991) and Tucker et al. (1992) describe the physical properties of sea
ice which are relevant for remote sensing. The main parameters are the reflec-
tivity (albedo) or brightness temperature of sea ice and water, which can be
measured directly using radiometers, and the backscatter of ice, which is mea-
1It is possible to improve resolution by using a larger antenna. Since it is impractical to place
very large radar antennae in space, the spacecraft’s motion and advanced signal processing
techniques are used to simulate a larger antenna. This way many backscattered radar responses
are obtained for one object. The synthetic aperture is therefore the distance traveled by the
spacecraft while the radar antenna collected information about the object.
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sured by active instruments. These properties are known from laboratory inves-
tigations as well as from many field experiments (e.g. ARCDEV, see Section 6.3).
Small scale surveys have been carried out to develop instruments and calibrate
algorithms for the monitoring of physical parameters like percentage coverage
of sea ice or snow cover properties from space on a global scale. Such infor-
mation can be used for the initialisation and validation of sea ice models and
coupled GCMs and as boundary conditions for atmospheric models.
Several active and passive systems are currently in operation for the de-
tection of physical parameters of sea ice from space. For example, the Active
Microwave Instrument (AMI) on-board the polar orbiting European Remote
Sensing Satellites ERS-1 and ERS-2 is run by the European Space Agency (ESA).
It has a non-imaging scatterometer mode, which provides data on sea ice ex-
tent and surface roughness (e.g. Ezraty and Cavanie´, 1999), and an imaging
real or synthetic aperture radar. The Radar Altimeter RA-2, which is installed
on ESA’s ENVISAT, is another example of a non-imaging active system. Other
imaging synthetic aperture radar instruments are, for instance, the Canadian
RADARSAT-1 SAR and most recently RADARSAT-2 SAR. These systems are able to
look through clouds and therefore provide data irrespective of weather or illu-
mination. The spatial resolution ranges from 25 m (ERS-2) to 50 m (RADARSAT-
1) within a 100 km and 450 km wide swath, respectively.
3.2.1 Microwave Imager (SSM/I)
The Special Sensor Microwave / Imager (SSM/I) is installed on-board the po-
lar orbiting satellites of the Defense Meteorological Satellite Program (DMSP)
together with the Operational Line-scan System (OLS, consisting of two tele-
scopes scanning in the visible and infrared parts of the spectrum). The SSM/I
is a multi-channel passive microwave system which measures the power emit-
ted from a surface. The sensor measures at four frequencies. Three of them are
separated into two polarizations, which gives seven channels. Polarization dif-
ferences are used to deduce different surface and atmospheric parameters. The
frequencies f , the polarization p, the wavelength  , and the effective Field-Of-
View (FOV) are listed in Table 3.1. The SSM/I scans the Earth’s surface conically
across-track while looking backwards with a constant ground incidence zenith
angle of 53.1  . The swath width is 1400 km and the low frequency channels
are sampled every 25 km. About 14 over-passes per day provide a complete cov-
erage of both polar regions with the exception of an area centred at each pole
(approx. 200 km radius) which is excluded because of the satellites orbit ge-




Table 3.1: SSM/I Sensor Characteristics
f [GHz] p  [mm] Noise [K] FOV [km km]
19.35 h,v 15.5 0.8 69 43
22.23 v 13.5 0.8 50 40
37.0 h,v 8.1 0.6 37 29
85.5 h,v 3.5 1.1 15 13
The two most widely applied methods to derive sea ice concentration from
SSM/I data are the NASA Team algorithm (Cavalieri et al., 2002) and the Boot-
strap algorithm (Comiso, 1995). The NASA Team algorithm uses the vertical po-
larization of the 19 GHz and 37 GHz channels and the horizontal polarization of
the 19 GHz channel to determine ice concentrations. Two ratios are calculated
from brightness temperatures Tb as follows:
PR(19) =
[Tb(19 v)− Tb(19 h)]







[Tb(37 v)− Tb(19 v)]
[Tb(37 v) + Tb(19 v)]
with the suffices v and h denoting the vertical and horizontal polarization of
the frequency, respectively. The polarization ratio, PR, distinguishes between
open water and ice, where open water has higher values. The gradient ratio,
GR, generally discriminates between two ice types. First year ice corresponds
to higher GR values than multi year ice. Two weather filters based on threshold
values of GR (37 v=19 v) and GR (22 v=19 v) are applied to remedy deficiencies
and spurious ice retrievals over open water because of wind, cloud liquid water,
water vapor, and other atmospheric interferences. The use of brightness tem-
perature ratios minimizes surface temperature effects on the retrieval of sea ice
concentrations. However, the procedure has drawbacks in the ice edge resolu-
tion and a wind effect sensitivity of the 19 h channel over open water. In the
marginal ice zone the algorithm tends to underestimate thin ice concentrations
and classifies widespread thin ice as a mixture of thicker ice and open water
(Comiso et al., 1997).
The Bootstrap algorithm uses the vertical and horizontal polarization of the
37 GHz channel for the calculation of high sea ice concentration in the Arctic
and the vertical polarizations of the 19 GHz and 37 GHz channels for lower con-
centrations in the Arctic and throughout the Antarctic. Seasonally varying tie-
points (referring to pure, 100%, ice types) allow variability in the surface prop-
erties of the sea ice to be taken into account. A weather filter different from
the NASA Team filter is used to reduce atmospheric effects. The Bootstrap al-
gorithm is more sensitive to thin ice concentrations than the NASA Team al-
gorithm, although the position of the ice edge is consistent between the two
algorithms (Comiso et al., 1997). Recently, advances have been made using the
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SSM/I’s 85 GHz information for the retrieval of higher resolution sea ice para-
meters (Kern, 2001; Kaleschke et al., 2001).
3.2.2 Radar Altimeter (RA)
The principle of a pulse-limited altimeter measurement involves the shape and
timing of a returned radar pulse. A pulse propagates through the atmosphere,
hits the surface and is scattered to the receiving antenna of the instrument. As
the signal reaches the surface the power of the echo increases with time, reach-
ing a maximum as the illuminated area evolves from a point to a disc. Further
broadening of the pulse results in an annulus shape with an approximately con-
stant area and slowly decreasing power. Since most surfaces like the ocean are
not flat but rather consist of point scatterers with normally distributed eleva-
tion, the echo rise time and pulse length increase from the optimal case de-
scribed above.
The Radar Altimeters (RA) on-board the ERS satellites and on E NVISAT op-
erate at 13.5 GHz (Ku band) and are nadir pointing active microwave sensors.
They are specially designed to measure the delay time and the form of the re-
turn signal from ocean, ice or land surfaces in two optimized tracking modes. In
ocean mode, significant wave height and sea surface elevation measurements
are used to estimate ocean topography, ocean currents, tides, and the geoid.
With a coarser resolution the same measurements are made in ice mode to pro-
vide ice topography and other surface feature information. It is possible to re-
trieve the free-board of the ice cover by subtracting the geoid from the surface
elevation deduced from the RA signal. Sea ice thickness can be calculated from
the free-board estimate with regard to the density of sea ice and the overlay-
ing snow cover. The upcoming CRYOSAT mission is dedicated to high resolution
sea ice thickness estimates. The radar altimeter on-board CRYOSAT is especially
designed for this purpose.
For more detailed description of altimeter principles and techniques refer to
Elachi (1988).
3.3 Summary
In this study ice concentration data derived from SSM/I are used both for valida-
tion of the results and for assimilation (see Chapter 5) for the following reasons:
1. SSM/I data (NASA Team sea ice concentrations) have proven to be of
good quality in many studies (e.g. Steffen et al., 1992; Dokken et al., 2000;
Kauker et al., 2003) and are used widely in the scientific community,
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2. the data cover almost the entire Arctic except for the so-called Pole-hole
which is due to the orbit constraints of the satellite,
3. the sensor is independent of daylight and insensitive to clouds and is,
therefore, weather independent,
4. the data have a horizontal resolution similar to the numerical model (ap-
proximately 27 km), and
5. the data are available in near-real time from the National Snow and Ice
Data Center (NSIDC), USA.
Radar altimeter data from ERS are not available in near-real time and do not
offer global coverage. However, the sensor is able to detect the sea-ice edge
quite well and therefore the data are used for validation purposes.
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Modelling Experiment with new
Boundary Conditions
This chapter addresses the effects of the new oceanic and atmospheric bound-
ary conditions for the simulation of sea ice (see Section 2.3). Examples for dif-
ferent seasons are presented to show the improvements in the sea ice concen-
tration fields and these results are validated with SSM/I sea ice concentration
data (see Section 3.2.1).
Hilmer (2001) studied the simulated Arctic sea ice variability with a SIOM
ocean boundary and NCEP and ECMWF atmospheric forcing. His model was
run on a 1   1  grid for the years 1949-1998 and applied the same physics as
the model used in this study, except for the newly applied fast ice parameterisa-
tion. He showed that the model is able to reproduce observed inter-annual sea
ice variability. Here, the effect of using improved forcing data on model results
is tested. Three different high resolution model set-ups were run for a period
starting in September 1994 and ending in December 1995. The gain in perfor-
mance of sea ice concentration estimation due to changed boundary conditions
in a year with an unusually low summer sea ice coverage is demonstrated. In
summer 1995, observations showed minimal sea ice extent which is attributed
to an unusual oceanic surface warming event transporting up to 20 TW addi-
tional surface heat flux into the Greenland Sea as compared to previous years
(Karcher et al., 2003). For validation purposes, monthly mean sea ice concen-
trations were computed from monthly mean remote sensing data to investigate
the performance of the numerical model in this unusual case.
The original set-up consisted of oceanic data derived from SIOM and at-
mospheric forcing derived from NCEP re-analyses (hereafter referred to as S+N
run). The second combination of forcing parameters comprised the new sea-
sonal ocean surface climatologies (derived from MOM, see Section 2.3.2) and
NCEP atmospheric data (hereafter referred to as M+N run). For the third param-
eter set-up the NCEP data were substituted with ECMWF analyses (hereafter re-
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Table 4.1: Overview of forcing combinations
Forcing variable Experiment
S+N M+N M+E
No. of fields 1 12 12
Currents Resolution 1  1=4  1=4 
Oceanic derived from SIOM MOM MOM
forcing No. of fields 12 12 12
Heat flux Resolution 1  1=4  1=4 
derived from SIOM MOM MOM
Atmospheric Fields provided daily daily 6-hourly
forcing derived from NCEP NCEP ECMWF
ferred to as M+E run). The combinations of forcing fields used in this study are
summarized in Table 4.1 (the forcing fields are described in Section 2.3).
As a measure of the quality of changes, the Root-Mean-Square Error (RMSE)
of simulated sea ice concentration compared to SSM/I ice concentration data




i=1(~xi(t)− ~yi(t))2 where n is the number of data points i, and ~x and ~y are
model and SSM/I data, respectively, at a given time t. Low values of RMSE in-
dicate good agreement between the data sets. Lack of SSM/I data at the pole
excludes this area from consideration. Time series of RMSE between SSM/I and
model results for each of the different forcing sets show partly similar perfor-
mance (Figure 4.1).
All model runs were initialized with the same restart conditions of sea ice
volume, concentration, age, snow thickness, and mixed layer temperature. The
different set-ups reproduce the first freeze-up season in good agreement with
the observations, even though the performance varies significantly in differ-
ent regions. During the winter season the model output (all set-ups) tends to
overestimate sea ice concentration, resulting in increasing RMS-Errors which
indicate a large difference between the two data sets. The agreement with ob-
servations is less pronounced for all three set-ups in summer, but increases dur-
ing the following freeze-up period. However, the different boundary condition
combinations produce a very similar mean RMSE for the whole model domain
for the reference period.
4.1 Seasonal Investigations
In the following sections sets of model runs are compared to SSM/I data to study
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Figure 4.1: Root-Mean-Square Error of sea ice concentration for the reference period of
September 1994 to December 1995. The mean RMSE for the S+N set-up is 26.264.93%,
for the M+N set-up 25.654.97%, and for the M+E set-up 25.514.64%.
different seasons.
4.1.1 Summer
The late summer sea ice situation, represented by the September mean sea ice
concentration in Figure 4.2, reveals large regional differences between the three
model runs. Since all model set-ups start with the same initial condition the
discrepancies have to be attributed to the type of forcing. The run with the orig-
inal set-up (S+N run, see Figure 4.2(a)) clearly overestimates the sea ice con-
centration in the eastern part of the Russian Arctic and in Baffin Bay, where no
ice is detected by remote sensing (Figure 4.2(d)). However, the situation east of
Greenland and in the Chukchi Sea is in good agreement with the SSM/I data.
Introducing a different ocean forcing to the model driven with NCEP atmo-
spheric fields (M+N run) has little effect on the RMSE value for ice concentration
in September, although the total ice-covered area is even more overestimated
than with SIOM oceanic forcing (see Figure 4.7). This situation is completely
different for the M+E run which underestimates the sea ice conditions in the
Chukchi Sea and dramatically so in the Greenland Sea. A more realistic sea ice
representation can be found in the Barents and Kara Seas. Baffin Bay is ice free
as seen in SSM/I data, but the Laptev Sea sea ice is still overestimated, although
sea ice off the Taymyr Peninsula is not simulated as in the S+N and M+N runs.
Interestingly, the ice free area east of the New Siberian Islands which is detected
with SSM/I data is reproduced with this set-up.
Overall, the simulation with the M+E run shows improvements in the marginal
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Figure 4.2: Monthly mean sea ice concentration computed with different atmospheric
and oceanic boundary conditions for September 1994 as an example of summer con-
ditions. Panel (a) shows results from a run with the original SIOM ocean boundary
condition and NCEP atmospheric reanalysis data. Panel (b) shows results forced with
new MOM ocean and NCEP data. Panel (c) shows results forced with MOM ocean and
ECMWF atmospheric analysis, and panel (d) shows the situation as seen from SSM/I.
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ice zone regions along the Siberian coast and in Baffin Bay compared to the S+N
and M+N runs. However, the reproduction of sea ice east of Greenland is un-
satisfactory. Warm ECMWF atmospheric forcing in this region seems to be re-
sponsible for the low ice concentration. Low ice concentrations resulting from
the restart conditions are quickly further reduced by melting in early Septem-
ber, and only transport through the Fram Strait and lower surface temperatures
re-establish a more realistic ice cover in the following months in the Greenland
Sea.
4.1.2 Winter
November 1994 (Figure 4.3) represents the conditions in early winter. The in-
fluence of the improved ocean boundary condition is much more obvious than
in the summer situation. The S+N run computes higher ice concentrations in
Baffin Bay, the Greenland Sea and the Barents Sea, especially around Svalbard,
compared to SSM/I data. MOM ocean current and ocean heat fields improve
the simulation significantly in this region with both NCEP and ECMWF atmo-
spheric forcing. The M+N and the M+E results show good agreement compared
to SSM/I data. Although the RMSE for the M+E experiment has a similar value
as for the S+N experiment, M+E shows the best performance in the Greenland
Sea and simulates sea ice extent in good agreement with the observations. Too
little sea ice area in the Denmark Strait appears to be due to low ice concentra-
tions in the preceding autumn as indicated in Figure 4.2(c). Also, ice concen-
trations seem to be underestimated in the Kara Sea and Baffin Bay where the
M+N run produces the most realistic results. The best results for the Chukchi
Sea and south of the Bering Strait are generated with the S+N set-up. East of the
New Siberian Islands all model set-ups show lower ice concentrations along the
coastline and a landfast ice area. This is not found in the remote sensing data.
The sea ice area for February 1995 is shown as an example for late winter
conditions (Figure 4.4). The general tendency to overestimate sea ice is visi-
ble for all model set-ups. All forcing combinations lead to an unrealistic sea
ice extent in both the Greenland Sea and the Davis Strait. Although the M+N
and M+E simulations give very similar RMS-Errors, the interaction of MOM-
derived oceanic forcing with the ECMWF atmosphere gives the best representa-
tion north of Iceland and in the Davis Strait. Conditions in the eastern Barents
Sea, however, are best simulated in the M+N run. Sea ice around Svalbard is
badly represented in all model runs. However, the M+E run reproduces the in-
dented sea ice edge representation found in observational data. The retreat of
the sea ice edge south of Svalbard may be under-represented due to the seasonal
climatological ocean forcing. Karcher et al. (2003) found a northward advection
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Figure 4.4: Same as Figure 4.2 but for February 1995 as an example of late winter con-
ditions.
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of warm water from the Norwegian Sea which in turn reduced the sea ice cover
in this region. The heat content of the model mixed layer is too small to melt the
larger amount of sea ice advected into this area, so that sea ice concentration is
overestimated in this season.
Observations over many years show a more or less persistent polynya off
the Siberian coast which is the most productive region for sea ice in the Arctic.
Lower ice concentrations in lee of islands like Franz-Josef-Land and Severnaya
Zemlya are represented in agreement with remote sensing data. However, in the
case of fast ice, there have been no analyses of spatial and temporal variability
along the Siberian coast. This means that the validation of the model’s fast ice
results must be the subject of a future investigation (see Section 7.2).
4.1.3 Melting
June 1995 monthly mean sea ice concentration fields are displayed in Figure 4.5
to illustrate conditions during the melting season. The sea ice extent is still too
large in the Greenland Sea and Davis Strait for all set-ups. Again, this can be at-
tributed to the previous winter where all set-ups produced too much ice. Signif-
icantly overestimated ice concentrations north of Iceland remain trapped, espe-
cially in the S+N run, and are not sufficiently reduced by melting to match the
SSM/I ice concentration. Continuous transport along the south-eastern coast-
line of Greenland and ongoing melting of sea ice in the western Irminger Sea
causes thinning, as is visible in the lower ice concentrations in the southern
Denmark Strait (Figure 4.5(a)). The sea ice reservoir at the northern coast of
Iceland can not be ”flushed” and thus the sea ice field seems to be stretched
to the south-west. This can be attributed to the fact that the SIOM ocean cur-
rent field provided no surface drift information for the model south of approx.
65  N (see Figure 2.9(a)). In July (not shown) at the location at around 30  W
and 65  N there is a gap in the modelled sea ice concentration field. Sea ice
north of Iceland is stuck at the barrier of the island.
Lower ice concentrations in polynya regions off the Siberian coast are sim-
ulated in agreement with remote sensing data owing to the fast ice parameter-
ization. The clearly visible Western New Siberian Polynya (see Section 2.1.5) is
reproduced by all set-ups, with the M+E run giving this most realistical simula-
tion showing lower ice concentrations along the northern coast of Severnaya
Zemlya. In the eastern Laptev Sea the fast ice area between the polynya re-
gion and the coastline appears in the SSM/I data with homogeneous low ice
concentrations. This may be due to difficulties of the microwave technique in
summer months, when melting of snow cover on sea ice begins (Cavalieri et al.,











































Figure 4.5: Same as Figure 4.2 but for June 1995 as an example of meltdown conditions.
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the polar night is over. The determination of sea ice concentration from pas-
sive microwave data is then impaired by the wet surface of sea ice (for example
melt-ponds) which are erroneously identified as open water.
4.1.4 Freeze-up
The simulations of the 1995 freeze-up season (see Figure 4.6) show very good
agreement with SSM/I data. The S+N set-up tends to overestimate sea ice ex-
tent in the Greenland Sea and in the Denmark Strait. This is probably due to an
overestimation of modelled sea ice drift in the Greenland Sea when compared to
drift computed from sequential SSM/I imagery (T. Martin, 2003, pers. comm.).
For a similar model set-up Hilmer (2001) found unusually high values of sea
ice export through the Fram Strait for the year 1995. This can be attributed to a
strong high pressure system over the Beaufort Sea in October 1995, which inten-
sified the ice drift in the central Arctic (Transpolar Drift). Additionally, a north-
eastward relocation of the Islandic low pressure system towards the Norwegian
Sea increases the transport along the East Greenland coast and thus a larger sea
ice extent in this region. Also, the simulations of the freeze-up season start with
an overestimated summer situation, which consequently results in overly high
values for sea ice concentration.
4.1.5 Sea Ice Extent
The time series of sea ice extent (Figure 4.7) shows the general performance of
the different numerical model set-ups. Sea ice extent derived from observations
and from model results show similar behaviour for the reference period. All
model set-ups depart from SSM/I data in the first winter when the model starts
to overestimate sea ice concentration. This is most likely because the oceanic
heat flux into the mixed layer is limited by the boundary prescription. The ocean
heat flux as supplied to the model represents a heat reservoir which is used to
melt sea ice if present or might be exhausted by a cold atmosphere before sea
ice forms. A very cold atmosphere can, then, initiate sea ice formation quite
fast and efficiently. If sea ice is already present (in winter months) an underes-
timation of the mixed layer heat content results in an overestimation of sea ice
extent.
During the entire freezing season (shaded grey in Figure 4.7) the models sim-
ulate too much sea ice, which is not reduced in the following summer season.
This leads to an overestimation of sea ice concentration in summer in addition
to the underestimation of the ocean heat flux as described earlier. Only in Octo-
ber 1995 is the simulated sea ice extent close to the observations again but the
tendency to resumed overestimation is apparent already.
49
Modelling Experiment with new Boundary Conditions



























Figure 4.7: Sea ice extent for the reference period of September 1994 to December 1995.
The freezing season is shaded grey.
4.2 Regional Investigations
The following two sections discuss the response of the model to various atmo-
spheric and oceanic forcing combinations for two specific regional studies in
more detail. The regional differences in the simulation of sea ice concentrations
with different forcing set-ups are most obvious in the marginal seas, for exam-
ple the Greenland and Barents Seas, whereas the interior of the Arctic Ocean is
reproduced similarly in all set-ups.
The Greenland Sea (see Section 4.2.1) is a good example where the combi-
nation of the improved oceanic boundary condition with ECMWF atmospheric
forcing produces more realistic results than with NCEP forcing. In contrast, the
Barents Sea (see Section 4.2.2) is reproduced more realistically with NCEP at-
mospheric conditions than with ECMWF data during the reference period. To
quantify these differences this section is dedicated to a regional investigation
of the deviations in sea ice concentrations between the various model forcing
combinations and SSM/I-data.
4.2.1 The Greenland Sea
Figure 4.8 shows sea ice concentration differences in the Greenland Sea region.
The grey-scale indicates concentration values of the model simulation minus
remote sensing data (SSM/I). The example shows differences between the set-
ups. In November 1994 the S+N set-up overestimates the sea ice edge in the
entire Greenland Sea. The same applies for the M+N set-up, but less locations

















(c) M+E forcing - SSM/I
Figure 4.8: Sea ice concentration differences for mean sea ice concentrations in
November 1994 as depicted in Figure 4.3 for different forcing combinations minus re-
mote sensing data (SSM/I) for the Greenland Sea region. Bright areas indicate model
overestimating sea ice concentrations as compared to SSM/I data, dark areas indicate
model underestimation.
especially in the north. The M+E set-up tends to underestimate sea ice in the
southern part of the Greenland Sea and thus simulates the sea ice edge too far
north. However, the M+E combination positions the ice edge as detected by the
SSM/I in the central and northern parts of the Greenland Sea.
From this analysis histograms are computed giving the number of occur-
rences of over- and underestimation in ten-percent intervals. Such histograms
are shown in Figures 4.9, 4.10 and 4.11 as contour diagrams for the three differ-
ent model set-ups. All plots show the temporal development of the differences,
with time indicated on the abscissa, and the differences on the ordinate, so that
the degree of overestimation can be read from these diagrams. Vertical sections
through these contour plots would give a typical histogram structure for a spe-
cific date. The contour-lines are drawn on quasi-logarithmic intervals for the
number of occurrences. The upper part of each plot gives the overestimation,
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Figure 4.9: Monthly mean Greenland Sea sea ice concentration differences for the ref-
erence period as a contour plot of numbers of occurrence for the SIOM oceanic and
NCEP atmospheric forcing combination (S+N setup).












































































Figure 4.10: Monthly mean Greenland Sea sea ice concentration differences for the
reference period as a contour plot of numbers of occurrence for the MOM oceanic and
NCEP atmospheric forcing combination (M+N setup).
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Figure 4.11: Monthly mean Greenland Sea sea ice concentration differences for the
reference period as a contour plot of numbers of occurrence for the MOM oceanic and
ECMWF atmospheric forcing combination (M+E setup).
the lower part the underestimation of the numerical model. The zero-line in the
middle has the highest occurrences, because in general ice covered and ice free
regions are reproduced realistically.
The S+N set-up (Figure 4.9) produces too much sea ice in the Greenland Sea.
The overestimation increases during the course of the reference period. This is
most obvious from following the isoline of 50-occurrences (plotted bold in Fig-
ures 4.9, 4.10 and 4.11) which reaches almost the 50% difference value in sum-
mer 1995. This means that sea ice concentration at nearly 50 grid points (i.e. lo-
cations) out of 1755 (or 3%) which are defined as Greenland Sea is overestimated
by 50%. This isoline drops only slightly during the autumn and increases again
towards the end of the period.
Similar behaviour of the 50-occurrences isoline can be seen for the M+N set-
up (Figure 4.10). Again, the number of overestimated locations increases dur-
ing the summer season but here the decrease during the following cold season
is more pronounced. The number of occurrences of ice concentration overes-
timation by 100% is somewhat higher throughout the last third of the reference
period compared to the S+N set-up.
The diagram for the M+E set-up as depicted in Figure 4.11 still shows an
overestimation of sea ice concentration in the Greenland Sea, but the over-
all performance appears to be the most reasonable. Again, the isoline of 50-
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occurrences increases during the reference period showing unsatisfactory sim-
ulation for the summer months of 1995. However, during the following freezing
season overestimation occurs at fewer locations than with the other set-ups.
Note that the number of occurrences around zero ice concentration difference
is highest in the M+E set-up. This shows that the sea ice concentration is best
reproduced by this forcing set-up.
4.2.2 The Barents Sea
The Barents Sea region is depicted in Figure 4.12. In contrast to the previous
example in the Greenland Sea, the difference in the model response to the var-
ious forcing set-ups is clearly visible. The M+N forcing produces the smallest
deviations compared to the SSM/I data, although it shows a slight underesti-
mation of the ice extent. The sea ice concentration is clearly overestimated by
the S+N set-up and clearly underestimated by the M+E set-up in the simulations
for November 1994. During the course of the reference period all models tend to
overestimate the sea ice concentration in the region. This can be seen in Figures





















(c) M+E forcing - SSM/I
Figure 4.12: Sea ice concentration differences for monthly mean sea ice concentrations
as depicted in Figure 4.3 for different forcing combinations minus remote sensing data
(SSM/I) for the Barents Sea region. Bright values indicate model overestimating sea ice











































































Figure 4.13: Monthly mean Barents Sea sea ice concentration differences for the ref-
erence period as a contour plot of numbers of occurrence for the SIOM oceanic and
NCEP atmospheric forcing combination (S+N setup).







































































Figure 4.14: Monthly mean Barents Sea sea ice concentration differences for the ref-
erence period as a contour plot of numbers of occurrence for the MOM oceanic and
NCEP atmospheric forcing combination (M+N setup).
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Figure 4.15: Monthly mean Barents Sea sea ice concentration differences for the ref-
erence period as a contour plot of numbers of occurrence for the MOM oceanic and
ECMWF atmospheric forcing combination (M+E setup).
sea ice concentration differences for the different forcing combinations.
In spring 1995 the overestimation of sea ice concentration is highest in all
set-ups. The S+N set-up shows unsatisfactory performance simulating too
much sea ice especially in the southern Barents Sea as can be seen in Figure 4.4.
This applies also for the M+E set-up, which overestimates ice concentration
even more. The best (but still overestimating) simulation is achieved with the
M+N forcing combination. All contour plots show that the degree of overesti-
mation decreases during the summer season for all set-ups, with the highest
number of zero-differences for the M+N set-up. During the freezing period
the S+N and M+E set-ups start to overestimate the sea ice concentration quite
rapidly again, whereas the M+N set-up simulates more realistic results.
4.3 Summary
Looking at the RMS-Errors globally for the whole model domain (see Figure 4.1)
use of different atmospheric forcing data shows little effect. The mean RMS Er-
rors for all set-ups are very close at about 255% for the reference period. How-
ever, there are differences in distinct geographical regions. Concluding from
the previous sections, the Barents Sea is much more realistically simulated with
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NCEP compared to ECMWF forcing during late winter and the meltdown sea-
son. On the other hand, the Greenland Sea north of Iceland is simulated better
with ECMWF forcing during the same periods. The good performance of the
M+N run in the marginal ice zone may be due to the interaction with the MOM-
derived ocean forcing which was calculated with NCEP atmospheric forcing.
Introducing a new, more realistic ocean boundary condition to the numer-
ical model yields more realistic sea ice conditions. Despite this, a seasonal cli-
matological ocean is not able to reproduce inter-annual variability and events in
ocean current or heat flux fields. Therefore, a coupled ocean-sea ice system per-
forms better with forcing prescribed daily for the atmosphere and a prognostic
ocean model. Kauker et al. (2003) have shown that such a coupled model sim-
ulates the statistical modes of the observed inter-annual variability of sea ice to
a high degree of accuracy for the period from 1978 to 2001. However, the com-
putation of the entire ocean requires much computational power and extends
model run-times. For the use of a sea ice forecast model a fast and efficient
numerical model is needed.
A study carried out by Curry et al. (2002) evaluated different atmospheric
forcing data sets for use in sea ice models for the Arctic Ocean, including NCEP
and ECMWF results. The Surface Heat Budget of the Arctic Ocean (SHEBA)1
field experiment is the reference period for their analysis (October 1997 until
October 1998). The authors were not able to give a particular suggestion as
to which data set would be most suitable for this task. However, they found
that ECMWF air temperatures tended to produce warmer values compared to
the measurements, whereas NCEP air temperatures, were biased toward cooler
temperatures but ECMWF winds were better than NCEP winds (at least for their
reference period).
In the experiments shown here the M+E run performs best for the entire
model domain even under difficult conditions which are hard to represent with
climatological forcing. The improvements in key locations along the sea ice
edge (around Svalbard and in the eastern Barents Sea) and the fact that ECMWF
atmospheric fields are available as forecast data makes this combination most
appropriate for further use. For the work described in the following sections,
the numerical model will be run as a computationally fast, stand alone sea ice
model with ECMWF atmospheric forcing.




This section deals with the problem of finding the best initial conditions for the
prediction of the physical properties (e.g. concentration) of sea ice cover. Af-
ter an introduction of the notation used in this context (following Bouttier and
Courtier, 1999), the chosen assimilation method, Optimal Interpolation (OI), is
described and justified.
5.1 Introduction to Terminology
An analysis refers here to the best possible determination of the real state of a
physical system at a given time represented in a model by a vector. If an analy-
sis is comprehensive and self-consistent it may be useful for understanding the
system and its change. But it can also be used as an initial state for a numeri-
cal simulation, or, if no observation data are available, as a pseudo-observation.
Another application of an analysis is as a reference against which to check the
quality of single observations.
A vital part of an analysis is a good-quality first guess of the state of the sys-
tem. The plausibility of these data must be known. The true state may lie near
the average of dense observations whereby suspicious data should be given lit-
tle weight. This leads to a compromise between the first guess and the observa-
tions. Also, the analysis should be smooth because the physical fields are, but it
is still possible that exceptional cases occur and the analysis should be able to
accept those exemptions.
The information for the analysis is basically a collection of observations of
the real state. An analysis reduces to an interpolation problem if the model state
is over-determined by the observations. Under-determination due to sparse
data or to data being only indirectly related to model variables is more com-
mon. Historically, the analysis of, for example, a weather situation carried out
by a meteorologist (by drawing isolines on a map) was dependent on the profes-
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sional judgment of the forecaster. Gilchrist and Cressman (1954) suggested in-
terpolating observational data to a model grid for an analysis. A single measure-
ment of a quantity can not be inter- or extrapolated onto a computational grid
but a model can provide simulations for any point. Therefore, the aim should
always be to find the model state that agrees best with the observations.
A well posed problem relies on some background information, e.g. an a pri-
ori estimate of the model state or physical constraints on the analysis problem.
Such background information can be a climatology, a trivial state, or a previous
analysis of a model output if the model is assumed to be consistent in time (hy-
pothesis of persistence). It is expected that this allows the information to be ac-
cumulated in time into the model and to propagate to all variables of the model
for a well-behaved system. This is the concept of the data analysis technique
called assimilation.
Data assimilation techniques can be divided by two distinctive pairs of fea-
tures into four categories:
 Sequential, intermittent assimilation:
Using a sequential intermittent technique the assimilation procedure con-
siders only past observations for the analysis. This method is applied in
real-time assimilation systems, where the observations are processed sep-
arately, meaning that the model integration is stopped for the assimilation
process and the model starts with a new initial condition.
 Sequential, continuous assimilation:
A sequential continuous method also relies on past information, but the
assimilation is carried out parallel to the model run. This results in a
chronologically smooth correction of the analysis, which is much more
realistic.
 Non-sequential, intermittent assimilation:
In contrast to the sequential approach a non-sequential or retrospective
method, as used in re-analysis experiments, considers both future and
past observations for the analysis. But the intermittent method leads to
a discontinuous result, although it is an improvement on the sequential
intermittent method.
 Non-sequential, continuous assimilation:
The non-sequential, continuous technique overcomes this problem by
running model and analysis in parallel. This is the optimal procedure for
re-analyses.
Many different realizations of assimilation methods and compromises of the
above mentioned techniques have been developed in meteorology and ocean-
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ography. They can be applied to one-, two-, or three-dimensional models of
limited area as well as to global models, for example at ECMWF. Depending on
numerical cost, suitability and aptness for the investigated problem adequate
implementations have to be chosen. For more detailed descriptions refer to
Daley (1991) or Ghil (1989).
However, a model will always have a lower resolution than reality demands
and the best possible analysis will not necessarily be completely true. In this
context the true state of the model is the approximately best state of the model,
which can be achieved. And even if it is assumed that the observations have
no instrumentational error and the analysis is equal to the true state, there
will be discrepancies between the values of the observation and their mod-
elled equivalent. Those errors will be treated as observation errors, although
they are dependent on model discretization and not instrumental problems
(Bouttier and Courtier, 1999).
5.2 Cressman Analysis -
Successive Correction Method
In order to obtain a good forecast, information on the initial state should be
provided for all degrees of freedom, and the model should include the complete
dynamics of the system. One of the limits on the correctness of the estimated
initial condition is imposed by the method used to estimate the analysis from
the information contained both in the observations and the background field.
The simplest method is to overwrite the background with the new data by as-
signing the value of the observation to the closest grid point. This is a good
procedure if the observations are accurate, but the method fails when obser-
vational errors are substantial, because the errors of the assimilated condition
can not be smaller than those of the observations. Also, this procedure may
introduce unphysical spikes and discontinuities into the initial condition. An
alternative to simply replacing the background value is to spread the influence
of each observation to neighbouring grid points as in the method of succes-
sive corrections (Bergthorsson and Do¨o¨s, 1955; Cressman, 1959), but the range
of the influence must be determined empirically.
The previous estimate of the model state x - the background - may be de-
noted by xb and a set of observations of the same parameter by y(i) with i 2
[1; ::n]. The observation vector y cannot be compared to the state vector (model
state) x directly, but this can be done with a function called the observation op-
erator, denoted by H , which is applied to the modelled field. This operator ne-
glects observational or model errors and assumes that both state vector and ob-
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servation are perfect. Discrepancies between the model state and the observa-
tions given by the vector of departures at the observation points y-H(x) are the
key to data analysis. The differences are called ’innovation’ if calculated with
the background xb or ’analysis residual’ if calculated with the analysis state xa.
This analysis state xa as provided by a Cressman analysis at each grid point j
is calculated according to
xa(j) = xb(j) +
Pn
i=1 w(i; j) [ y(i)−H(xb(j)) ]Pn
i=1 w(i; j)
(5.1)






is a weighting function equal to di;j, the distance between grid points i and j.
The weighting function w(i; j) = 1 for co-located observations and grid points,
i.e. d2i;j = 0, decreases with increasing di;j and is set to zero if jdi;jj > R where R is
a user defined constant distance beyond which the observation has no weight.
The successive correction method (SCM)1 is a more general variation of the
Cressman analysis. In the SCM it is possible that the weight at a location where
i = j is less than one, so that a weighted average of background and observation
is applied instead of replacing the model value by the observation. In this way,
assimilations can be performed iteratively several times for a single time step, or
the corrections can be distributed through several time steps for a more smooth
progression. However, both methods are unsatisfactory, because it is possible to
override a good background value with an erroneous observation thus produc-
ing a bad analysis. These methods do not clarify what to do if the observations
are denser than the model grid points. Furthermore, the smoothness of fields
and the relationships between variables are not guaranteed.
All sources of information comprising an assimilation system, i.e. obser-
vations, first guess, and known physical properties, are likely to be imperfect.
Therefore, it is necessary to take the errors of observations and model estimates
into account to formulate an optimal analysis system with minimal errors.
5.3 Optimal Interpolation
Another method for blending new observations with a background field is based
on statistical estimation theory and called Optimal Interpolation (OI) (Lorenc,
1981; Hollingsworth and Lo¨nnberg, 1986, and references therein). The basic
idea is that the background and the observations provide two independent mul-
tivariate estimates for the model state, which can be combined to produce an
1The method of successive corrections is more recently known as observation nudging,
which is basically the same.
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improved estimate. The optimal estimate is a linear combination of the two es-
timates that provides a minimum error variance. This is usually referred to in
statistical jargon as BLUE, the Best Linear Unbiased Estimator.
The uncertainties in the modelled state as well as in the observations can be
considered by the modelling of errors.
 The background error, denoted by "b = xb − xt with the average "b and
covariance B = ("b − "b)("b − "b)T is the difference between the background
state vector xb and it’s true value xt.
 The observation error "o = y − H(xt) with the average "o and covariance
R = ("o − "o)("o − "o)T contains errors of the observation process, errors in
the design of the operator H , and representativeness errors i.e. discretiza-
tion errors which prevent xt from being a perfect image of the true state.
 Finally, "a = xa - xt is the estimation error of the analysis state xa with the
average "a, which should be minimized. The error covariance of the anal-
ysis is denoted A.
The OI is then defined by the following equations:
xa = xb + K(y−H [xb]) (5.2)
K = BHT(HBHT + R)−1
where the linear operator K is called the gain, or weight matrix, of the analysis
and H is the linearized observation operator H(x− xb) = H(x)−H(xb) for any x
close enough to xb. The fundamental hypothesis for OI states is that only a lim-
ited number of observations are important to determine the analysis increment
(5.2) for each model variable. This means that only a small number pi of obser-
vations are chosen with empirical selection criteria for a model variable x(i). A
corresponding list of pi background departures (y − H [xb])i is then picked and
the pi background error covariances between the model variable x(i) and the
model state interpolated at the observations points pi (or in other words: the rel-
evant pi coefficients of the i-th line of BHT). Furthermore the pipi background
and observation error covariance sub-matrices are formed by the restrictions of
HBHT and R. Now the pi  pi positive definite matrix formed by the restrictions
of (HBHT +R) to the selected observations has to be inverted. Finally, this must
be multiplied by the i-th line of BHT to give the respective line of K.
Further Methods
There are other, more complex assimilation algorithms used in numerical anal-
ysis and forecasting. However, these methods are computing-time intensive
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and inappropriate for the purpose of this study, because they are used for retro-
spective analysis rather than real time assimilation. However, a brief description
of some of the methods below shows the potential of possible future develop-
ments.
A method to overcome the least-squares problem and therefore the local
data selection of the OI-technique is to solve a variational optimization prob-
lem by iteratively minimising a cost function J in the analysis. This is done, for
example, for satellite data retrieval with a one-dimensional variational analysis
(1D-Var) for a local investigation of a single atmospheric column. Usually, nu-
merical weather analysis systems apply a three-dimensional variational anal-
ysis (3D-Var), because 3-D measurements of the state of the atmosphere are
made for example with co-ordinated radio-soundings. For observations addi-
tionally distributed in time, 3D-Var can be generalized to a four-dimensional
variational assimilation scheme (4D-Var), with the strong constraint that the
model equations must solve the sequence of model states from the initial time
onwards. This requires a ”perfect” model and the implementation of an adjoint
model to integrate the so-called tangent linear time-stepping operatorMi. This
makes it difficult to realize.
For retrospective analysis the so-called Kalman Filter and it’s extended ver-
sion can be applied in sequential data assimilation. The result is the same as in
4D-Var if the model is perfect and both algorithms use the same data, but the
Kalman Filter is defined through a sequence of 3-D analyses, instead of solving
the 4-D problem globally. This technique is applied for re-analysis questions in
non-real time applications.
5.4 Summary
The objective of data assimilation is to find the model state that agrees best
with the observed data. This should not be mistaken as interpolation of ob-
served data onto the model grid. The modelled values are mapped into the
observation-data space for the assimilation procedure, because it is only pos-
sible to calculate model values for positions that lie between the model grid
points rather than extrapolate measured data onto model grid points. The data
used for the assimilation process in this work were derived from a satellite sen-
sor (SSM/I) which provides the basis for a global data set of sea ice concentra-
tions on a daily basis. Since both model and SSM/I data grids have a very similar
spacing (27 km), errors due to sparse data interpolation are low.
For this thesis Optimal Interpolation (OI) was chosen because it is simple to
implement. A drawback of this method is that spurious noise can be introduced
to the model by an analysis from different sets of observations and possibly dif-
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ferent background errors. Since only one source of measured information is




In this chapter, two case studies of the assimilation procedure are presented for
two expeditions to the Arctic. They demonstrate the performance of the numer-
ical model as a forecast tool for sea ice conditions.
6.1 Description of the Assimilation Process
The sequence-of-operation diagram below shows how the model is run in as-
similation mode and as a forecast tool. An un-assimilated model run based only
on external atmospheric and oceanic forcing data is used as a background for
the first assimilation step, when observations are available. After the assimila-
tion procedure the model is run freely (only limited by the boundary conditions)
until the next assimilation step. After the last assimilation step the model runs
in forecast mode for up to ten days to predict sea ice conditions. Atmospheric
forecast information is taken from ECMWF, which is available for up to ten days,
although the forecast skill decreases from 95% for the first forecast day down to
 40% for the tenth forecast day (Ja¨rvinen, 1998). Assimilation steps can be in-
cluded as often as observations are available (in case of SSM/I data, daily).




























In the following examples up to five assimilation steps were performed for the
simulations and the model was run freely afterwards.
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Sea Ice Model Variables
In the numerical model sea ice concentration is treated as a prognostic variable.
This means that the concentration at the previous time step is used to calculate
concentration in the following time step. The same applies for the calculation of
ice volume, from which the ice thickness is deduced by dividing the ice volume
by the ice concentration. In contrast, ice drift is treated as a diagnostic vari-
able because the acceleration term is rather small. The momentum balance is
solved for each time step according only to oceanic and atmospheric drag, Cori-
olis force and the internal stress. Through advection, the assimilation of sea ice
drift information derived, for example, from drifting buoys or SSM/I sequences
into a sea ice model (Meier et al., 2000; Zhang et al., 2003) has an indirect influ-
ence on prognostic variables such as sea ice thickness.
The assimilation of sea ice concentration data into the model raises a prob-
lem: because sea ice volume is directly related to sea ice concentration the vari-
ation of the concentration field during the assimilation steps requires a corre-
sponding variation of volume. In this study, it is assumed that the ice thick-
ness remains constant during the assimilation step and that the sea ice volume
changes with the assimilated sea ice concentration.
For the data gap of the SSM/I at the North Pole some a-priori information is
needed in order to provide a complete field of sea ice concentration for the as-
similation. For this study, the model results of the background field are used as
pseudo-data. Therefore, the ice volume in these grid cells remains unchanged
during the assimilation process.
6.2 Prediction Skills












with n being the number of data points i, x the predicted and y the observed
value at time t. Equation (6.1) deviates from the classical definition of explained
variance in that the normalisation does not include subtraction of the mean
value for the x and y fields. In this case x and y cover a dense geographical
domain so that subtracting their means would give an arbitrary effect. The skill
is the mean square error of xi−yi, normalized by
P
yi
2 for a given time t. Values
for this skill vary between 0 and 1 where 0 means that the error of the predicted
value is of the same order of magnitude as the reference and 1 means that the
error is zero and so the prediction produces the reference values.
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which means that high values of skill have a small confidence interval and there-
fore a high accuracy. Lower values give a bigger confidence interval due to the
fact that lower skill implies bigger errors.
6.3 ARCDEV
The Arctic Demonstration and Exploratory Voyage (ARCDEV) was carried out
by the ARCDEV consortium which consists of European industry and research
institutions in close co-operation with Russian institutions. All members are in-
volved in Arctic shipping, logistics, exploration, technology and research. The
objective of the project was a gas-oil transport under winter conditions from
Sabeta, Russia (an experimental production site located on the Yamal Penin-
sula on the northwestern shore of the Ob Bay) to the port of Rotterdam, The
Netherlands. The Finnish ice-strengthened motor tanker M/T UIKKU was ac-
companied by the Russian icebreaker KAPITAN DRANITSYN which served as a
research vessel during the passage in April and May 1998. Because of the severe
ice conditions in spring 1998, the convoy received additional assistance from
the Russian nuclear icebreaker ROSSIYA in the Kara Sea and Ob Bay.
The time period of this cruise was chosen for an assimilation experiment
because it is well documented. Therefore, there is enough data for both assim-
ilation and validation. The cruise also serves as an application of a numerical
sea ice forecast model (Lieser and Lemke, 2002). The simulation period starts
in April 1998, initialized with restart values (from a climatological model run)
for sea ice concentration and sea ice volume. This run is the background run
for the assimilation experiment. SSM/I ice concentration data are assimilated
into the numerical model every five days until 20 April 1998. After that day the
model is run freely in forecast mode for a period of ten days.
Figure 6.1 shows sea ice concentration fields from (a) the model run without
data assimilation forced with the M-E setup, (b) the assimilated model run with
M-E forcing and (c) SSM/I data. Radar altimeter data are depicted as stripes
overlaid on ice concentration fields. These data represent sea ice information
derived from waveform analysis of the reflected radar pulse (T. Scho¨ne, 2002,
pers. comm.). The colour code of the stripes distinguishes between solid ground
(with a given probability of sea ice) in grey and open water in white. This wave-
form analysis was carried out for a sub-region of the Arctic between 40  W and
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(a) Un-assimilated model run (b) Assimilated model run
(c) SSM/I
Figure 6.1: Comparison of sea ice con-
centration fields with Radar Altimeter
data plotted as stripes for 21 April 1998.
Fields were derived from (a) an un-
assimilated model run, (b) an assimilated
model run, and (c) SSM/I. The colour-
bar corresponds to sea ice concentration.
Grey values in radar stripes indicate solid
surface, white indicates open waters.
180  E. The data are used to validate the position of the sea ice edge in the
Greenland and Barents Seas.
The stand alone (un-assimilated) model run overestimates sea ice concen-
tration in the Greenland and Barents Seas as discussed in Chapter 4 for the years
1994 and 1995. For the assimilated model run improvements in the sea ice con-
centration fields in the Greenland Sea are most obvious where the RA data and
the predicted sea ice edge agree well. Also, the ice edge northwest and south
of Spitzbergen is reproduced well in this model run. However, sea ice concen-
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trations in the eastern Barents Sea are underestimated. One reason for this dis-
crepancy may be that the interplay of the interpolation weights with the bound-
ary conditions seems to be less than optimal. The sea ice edge in the SSM/I data
and open water indication in RA data agree with each other, partly because the
passive microwave data were used for the validation of the radar signals.
The development of skill as defined in equation (6.1) is depicted in Figure 6.2
for ten days of a forecast run. The higher skill values of the assimilation ex-
periment relative to the forecast without data assimilation clearly show the im-
provement which is a result of the data assimilation procedure. The numerical
model with data assimilation reproduces sea ice conditions in very close agree-
ment with the remote sensing data. The experiment without data assimilation
shows lower skill values at a constant level throughout the forecast period. How-
ever, the skill for the assimilated model run decreases with time because the
positive influence of the assimilated observation decreases with time. For the
same reason, the standard deviation as defined in (6.2), also shown in Figure 6.2,
increases with time. The modelled sea ice forecast is still dependent on the at-
mospheric forecast conditions, which are subject to increasing errors with time.
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Figure 6.2: Skill of sea ice concentration model results and SSM/I data for an assimi-
lated and a stand alone model run for the whole Arctic for late April 1998. Also shown
are the standard deviations as defined in (6.2).
During the ARCDEV cruise, ice pilots aboard the Russian icebreakers sug-
gested different routes through the Kara Sea inter alia on the basis of a satellite
image received from Russian satellite Meteor 3/5 1 on 28 April 1998. This image
(Figure 6.3) covers an area in the central Kara Sea. The upper left part shows
the northern tip of the island Novaya Zemlya. Bright values indicate snow cov-
1The satellite’s tele-photometer operates at 0.5 - 0.7 m and scans the surface with a swath
width of2600 km and a sub-satellite resolution of 3 km.
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Figure 6.3: During ARCDEV four possible route alternatives from the northern tip
of Novaya Zemlya to the Ob Bay were developed by AARI (Arctic and Antarctic Re-
search Institute, Russia) ice pilots. The convoy followed Route No.1 making best
use of the ice situation by going through leads and polynyas (image taken from
http://arcdev.neste.com). Data courtesy of AARI, image adapted.
ered surfaces whereas dark values indicate open water. In the lower part, the ice
edge is separated from the Russian coastline by a clearly visible coastal polynya.
Ice cover between the shoreline and the open water is landfast sea ice. Four
different routes were suggested from the current position (at that time north of
Novaya Zemlya) to the Ob Bay (in the lower left corner of the image). Route No. 1
was chosen because it makes best use of cracks and openings in the sea ice and
follows the most easily navigable track in the polynya at the fast ice edge. All
other routes are of shorter distance but are more or less perpendicular to the
prevailing drift and stress direction. The latter is indicated through the orienta-
tion of the numbered lines representing fractures in the sea ice cover.
For the date of the reception of the satellite image shown in Figure 6.3, sea ice
concentrations predicted by the model and deduced from SSM/I data are shown
in the upper and lower panel of Figure 6.4, respectively. The black rectangle in
Figure 6.4 marks the position of the satellite image shown in Figure 6.3.
As can be seen from the upper panel of Figure 6.4 the predicted sea ice con-
centration compares well with the observations for the Kara Sea. The open wa-
ter patches are at the same locations as in the satellite image. Along the north-
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Figure 6.4: Result of a model forecast run for 28 April 1998 in the Kara Sea. The upper
panel shows the calculated ice concentration. The lower panel shows the SSM/I data
for comparison. The black rectangle indicates the location of the satellite image shown
in Figure 6.3 provided by the Russian ice pilots.
grey values. The same is true for the region off the Siberian coast between the
Taymyr and Yamal peninsulas and for the small off-shore islands. A fast ice edge
is simulated and a polynya is visible with lower ice concentrations. Because of
the low quality of the SSM/I data in coastal regions (Bennartz, 1999) the polynya
areas are not as clearly visible in the data. However, slightly darker grey-values
along the Siberian coast suggest lower ice concentration in this region. At the
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western coast of Novaya Zemlya the polynya is wider and is consequently re-
solved in the SSM/I data.
The calculations of the numerical model have the advantage of reproduc-
ing the open water regions off the coastline. Information is lacking in these
regions in the SSM/I data, possibly due to coastal interference within the sig-
nal. This can be taken into consideration during the assimilation process by
setting the weights accordingly. Questionable observations can be given little
weight, e.g. in coastal regions or in summer when the SSM/I tends to under-
estimate sea ice concentration owing to the presence of melt-ponds on the ice
surface (Cavalieri et al., 2002). On the other hand, the fast ice parameteriza-
tion may tend to overestimate the open water fraction in the model within sin-
gle grid cells. However, observations and numerical simulations complement
each other in the sense that the data assimilation technique is able to produce a
best possible analysis of the real situation. The combination of the ’best of both
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Figure 6.5: Horizontal ice pressure deduced from model results for 28 April 1998. The
black rectangle indicates the location of the satellite image shown in Figure 6.3. The
arrow shows the suggested Route No. 1 provided by the Russian ice pilots.
Further potential of using numerical model results for ship routing lies in the
possibility of deducing other physical quantities from predicted parameters. In
Figure 6.5 the horizontal ice pressure, which is a function of sea ice concentra-
tion, thickness and drift, is displayed for the area corresponding to the upper
panel of Figure 6.4. The horizontal ice pressure is the force that a vertical unit
area (e.g. at a ship’s bow) would face in this region. From sea ice concentration
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information alone (Figure 6.4) a routing suggestion is hard to make, as long as
the model does not contain any information on leads or fractures in the sea ice.
With the aid of deduced horizontal ice pressure fields, the suggested Route No.
1 from the Russian ice pilots (see Figure 6.3) is clearly supported (indicated by
the arrow).
6.4 ARKTIS XVII/2
In August and September 2001 the German RV POLARSTERN, on cruise ARKTIS
XVII/2, mainly followed the submarine geological rift system called the Gakkel
Ridge in the central Arctic Ocean (Thiede et al., 2002). This scientific cruise op-
erated in a sector from about 10  W to about 90  E up to the geographical North
Pole. A cruise plot of this expedition is shown in Figure 6.6. The sea ice inves-
tigations included sea ice thickness measurements and other physical param-
eters that describe the sea ice conditions in the region of the so called Trans-
polar Drift. This drift-stream is part of the general surface circulation pattern
in the Arctic Ocean which consists of two major components. One is the so-
called Beauford Gyre, which rotates usually anticyclonically in the central part
of the Arctic Ocean (covering mainly the Canada Basin and the Makarov Basin),
the other component is characterized by a more or less straight drift that com-
mences in the central Siberian shelf region, crosses the North Pole and contin-
ues through Fram Strait into the Greenland Sea.
85 N
0
90 E Figure 6.6: This figure shows the noon positions
of R/V POLARSTERN cruise ARKTIS XVII/2 with re-
spect to the grid-cells of the numerical model. The
ship entered the Arctic Ocean from the Barents
Sea, turned to the south-west (towards Greenland),
turned back to north-east, made a transect to the ge-
ographical North Pole and took the same route back
to the Barents Sea.
Sea Ice Thickness
Sea ice thickness was determined from measurements with an electro-magnetic
induction system (EMI, for a detailed description refer to Haas et al., 1997) and
hourly visual observations from the ship’s bridge (Haas and Lieser, 2003). The
visual observations were performed by a group of sea ice researchers on board
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the vessel and describe the typical ice conditions around the ship at the turn of
every hour. Although some uncertainties arose from different levels of experi-
ence of the observers, a general and quite representative overview of the sum-
mer ice situation in the Transpolar Drift in 2001 was obtained. When broken
and vertically tilted sea ice floes passed a measuring stick, which was mounted
on the side of the ship, their thickness was estimated. Other quantities (for ex-
ample percentage coverage of sea ice) were visually estimated.
Figure 6.7 shows a comparison of sea ice thickness estimates from the dif-
ferent sources as a function of the day-of-year 2001 (with respect to the ship’s
geographical location shown in Figure 6.6). All values represent daily averages.
The solid line is the modal sea ice thickness2 inferred from EMI measurements.
The dashed line is the average of all visual observations on that day. Modelled
ice thickness for the grid cell of RV POLARSTERN’s position with data assimila-
tion is the line marked with ”o”, whereas the line marked with ”x” is modelled
ice thickness for the grid cell of RV POLARSTERN’s position without data assimi-
lation. At day 217 (05 August) the ship entered ice-covered waters with relatively
thin ice cover and subsequently operated in heavier ice conditions with thick-
nesses of between 1.5 m and 2.5 m. As the ship was leaving the ice covered area
again it crossed thinner ice in the marginal ice zone on days 270 and 271 in late
September 2001.
The EMI measurements and visual observations were well correlated with
a correlation coefficient of 0.75 (n=51). EMI measurements could not be per-
formed every day, which results in gaps in the EMI curve. Both modelled ice
thickness estimates show similar behaviour for the measurement period, al-
though both the assimilated and the un-assimilated model runs tend to under-
estimate the sea ice thickness. However, the model run with ice concentration
assimilation clearly shows the benefit gained from including the remote sensing
information.
Both the EMI measurements and the visual observations reflect the ice thick-
ness distribution on this cruise leg. Sea ice thickness increases rapidly while
heading deeper into the pack ice and reaches the highest values around day 225
(13 August 2001) when the ship was close to the ice edge in the western-most re-
gion of the cruise. Here, the ice cover was heavily deformed as the ice passes into
the Fram Strait region. Both the model run with data assimilation and without
data assimilation predict the sea ice edge to be too far north, which results in the
apparently thinner sea ice thickness values occurring where the observations
show the thickest values. All along the cruise track the assimilated model run
2The modal ice thickness is the most frequent ice thickness representing the typical level ice
thickness. In contrast, the mean ice thickness gives the mean measured thickness including
rafted and deformed ice, which does not necessarily have the highest occurrence.
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Figure 6.7: Comparison of the daily mean sea ice thickness estimates along the cruise
track of RV POLARSTERN during the expedition ARKTIS XVII/2. The solid line shows mea-
sured EMI values, whereas the dashed line presents the visual observations. Lines with
marks are model calculations with data assimilation (o) and without data assimilation
(x). The ship entered the sea ice on day 217 (05 August 2001) and left it on day 271 (28
September 2001).
simulates the ice thickness closer to the observations than the un-assimilated
run. However, the difference between measurements and simulation exceeds
25% at some locations. The second prominent peak in sea ice thickness was
observed on the transect to the North Pole, which was reached at day 249 (6
September 2001). The model shows this peak for the North Pole location and
the surrounding area, whereas the measurements of the thickest ice were made
two days before. Both model runs (with and without data assimilation) agree
in the simulation of this peak. This is not so surprising since the SSM/I data
have the data gap at the North Pole and the estimates from the background run
are used for the assimilation instead of real observations. On the last part of the
cruise towards the sea ice edge the sea ice thickness decreases and the measure-
ments and simulations agree within a very small range at the beginning of the
freezing season in late September. This good reproduction of the fall season was




During the cruise, geophysical REFTEK-stations3 were deployed on ice floes for
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Figure 6.8: Twelve-hourly positions of a geo-
physical REFTEK-Buoy deployed during ARK-
TIS XVII/2 marked with squares. Corre-
sponding modelled sea ice drift positions are
marked with circles.
In Figure 6.8 the position record-
ings at twelve hour intervals are
plotted as squares together with
the simulated sea ice displacement
(circles) from the assimilation ex-
periment for a one week drifting
period. The star marks the be-
ginning of both tracks. Convert-
ing the spherical coordinate scales
(0.2  latitude and 0.8  longi-
tude) into geographical distances,
it is apparent that the modelled sea
ice drift agrees well with measured
buoy positions. The longitudinal
displacement is captured almost
perfectly (0.1  longitude at 86  lat-
itude is 77 m), only the value of
the latitudinal displacement in the
middle of the drift period is under-
estimated, most probably due to
low wind forcing. However, the du-
ration and direction of the north-
ward drift agrees well. The follow-
ing southward shift is calculated
with very high accuracy, although
it leads to a final position which
is located too far south because of
an underestimation of 1km in the
previous pole-ward drift. The mod-
elled drift was calculated by inter-
polation from the surrounding drift
estimates at grid points for the ac-
tual position. This sub-gridscale
analysis of a Lagrangian trajectory
shows that even such small-scale processes can be predicted by the model.





Two case studies of past Arctic Ocean expeditions demonstrate the use of the
numerical sea ice model developed. The assimilation procedure improves the
skill of prediction of sea ice conditions by about 10% for short term forecasts
(5-10 days). However, the sea ice model is dependent on the accuracy of the at-
mospheric forcing provided by numerical weather prediction systems. A sea ice
forecast is therefore limited by the quality of the atmospheric forecast in addi-
tion to the quality of the sea ice model.
For a winter cruise to the Kara Sea in 1998 ice concentration is predicted
with a high accuracy of about 95% for a ten day forecast experiment. The sea
ice concentration prediction is significantly improved at the sea ice edge with
assimilation of SSM/I data, as seen from comparison with radar altimeter data.
Ice concentrations deduced from different satellite sensors confirm the good
prediction from the numerical model.
For a summer cruise to the central Arctic Ocean in 2001, sea ice thickness
measurements are compared with results from model estimates. Here, the dif-
ficulties in reproducing (as discussed in Chapter 4) and predicting summer ice
conditions can be seen. Ice thickness is underestimated by the model by up to
25% for some locations. This is a rather high value since ice breaking / ram-
ming capabilities of ships can be over-strained at around 1.5 m ice thickness, so
that with mean ice thickness between 1.5 m and 2 m this overestimation may be
critical. Even though sea ice shows a delayed reaction to changing forcing con-
ditions, best possible forcing is essential to estimate not only sea ice drift, but
also sea ice concentration, thickness and, most important, the ice pressure. The
track of a drifting buoy was predicted for a ten day period, giving a too southerly





This work presents detailed regional and short term investigations of sea ice
conditions simulated with a numerical, dynamic-thermodynamic sea ice model.
In contrast, other studies carried out with previous versions of the model con-
centrated on seasonal and annual means, demonstrating the good performance
of the model in climate system applications. Here, a new option was introduced
by utilizing the model for short term sea ice prediction.
7.1 Summary and Discussion
The model presented here is based on previous studies carried out as described
in Chapter 2. Model development consisted of increasing the horizontal reso-
lution from a  110110 km grid to  2727 km point spacing for the Arctic
domain. This permits a more realistic representation of the sea ice cover espe-
cially at geographic locations where the coarser resolution is unable to resolve
narrow straits or small islands. With the new grid and a new corresponding bot-
tom topography the Kara Gate (which separates the Barents Sea from the Kara
Sea at the southern end of Novaya Zemlya) and the Vilkitsky Strait (a small pas-
sage between the Kara Sea and the Laptev Sea at the southern end of Severnaya
Zemlya) are resolved with 6 and 10 grid points, respectively. This allows the
simulation of sea ice in these key locations of the Northern Sea Route. Further-
more, a new ocean boundary condition was implemented which is appropriate
for the new horizontal resolution and now includes a seasonal cycle with better
representation of the ocean currents and improved ocean heat flux. The sim-
ulations of the winter season 1994-1995 and the following summer proved that
the model is able to reproduce observed sea ice concentrations. To test the new
boundary conditions the old and the new ocean forcing was combined with at-
mospheric forcing derived from NCEP and ECMWF. Both atmospheric data sets
have been shown to be of sufficient quality to force the sea ice model in climato-
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logical investigations. However, ECMWF winds show a more realistic behaviour
as presented in a study by Curry et al. (2002), and model results obtained in this
thesis from runs driven with ECMWF data compared better with observations.
The reproduction of sea ice conditions for years with anomalous ocean condi-
tions remains difficult, since only a mean seasonal cycle of ocean heat flux and
currents is installed. Nevertheless, the simulation for 1995, when an ocean heat
flux anomaly propagated from the North Atlantic into the Nordic Seas, showed
reasonable results, for example, in the Barents Sea.
Since the intended application and main focus of this study is the short-term
prediction of sea ice, the best possible analysis of the sea ice situation is essen-
tial as a starting point for a prediction. To achieve this aim, a system for intro-
ducing remote sensing information derived from SSM/I to the model by data
assimilation was developed. SSM/I data are suitable for this purpose, because
they are of well-known quality with the exception of the melting season. The
whole Arctic Ocean is covered daily and therefore sea ice concentrations can be
provided for the model regularly and in near-real time. Their horizontal resolu-
tion is very similar to the new grid spacing of the numerical model used in this
study.
Inter-annual ocean variability is of less importance on short time scales (5-
10 days), because the ocean reacts much more slowly to changing boundary
conditions than sea ice. If the model is run in forecast mode with data assimi-
lation, part of the inter-annual ocean information is already included indirectly
in the sea ice concentration data. Sea ice dynamics, i.e. sea ice drift, react fast
in response to rapidly changing atmospheric drag, for example from low pres-
sure systems, whereas sea ice thermodynamics, i.e. melting and growth, react
on longer time scales. A slowly propagating ocean heat anomaly affects both
the sea ice thickness and the sea ice edge. If the observed sea ice edge is located
at a different position, then the assimilation procedure corrects the sea ice edge
in the analysis. This indirectly introduces information about ocean conditions
into the model. This can cause problems, when a coupled sea ice-ocean model
is used. A changing sea ice concentration field must be consistent with a change
of other parameters of the model system. In this study, the sea ice volume is
adapted to changing sea ice concentration - assuming sea ice thickness to be
constant. Numerically, a new sea ice mask, describing which grid cell has sea
ice cover, is given to the model. This determines the ocean surface tempera-
ture, since the ocean surface covered by sea ice is at freezing temperature, and
therefore the heat content of the mixed layer. In a coupled sea ice-ocean simu-
lation a modified sea ice concentration induces artificial fresh water and salinity
fluxes to the ocean, an issue that has to be dealt with carefully. Applying a dif-
ferent assimilation technique Lisæter et al. (2003) assimilate sea ice concentra-
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tion data into a coupled sea ice-ocean model and introduce large temperature
and salinity updates into the ocean. The authors used a retrospective filtering
method for a climatological study. However, the coupled system requires thor-
ough consideration of fresh water and heat fluxes in order not to destabilize
the water column and trigger spurious convection during the assimilation. For
short-term sea ice forecasting a computationally fast stand-alone sea ice model
is quite sufficient.
Using the Optimal Interpolation technique, satellite sea ice concentration
data are assimilated into the numerical model. This increases the explained
variance between model prediction and observation considerably as shown in
a forecast application test study for the ARCDEV expedition. For the Kara Sea
the sea ice concentration and the location of open water patches, in this case a
major polynya off the Siberian coast, is predicted with high accuracy. From such
numerical predictions, information on sea ice conditions such as horizontal ice
pressure fields can be derived. The horizontal ice pressure describes the force
that a vertical unit area would face. This could be a ship’s bow trying to steam
through an ice covered region.
For summer 2001, a different case study revealed difficulties in predicting
sea ice thickness and drift. The sea ice edge was predicted to be too far north
and therefore the sea ice thickness shows discrepancies with observations. The
comparison of a buoy track with results from numerical calculations demon-
strates the dependence of forecast results on the availability of optimal forcing
parameters. The skill of a model can not be better than the skill of its forcing
data.
Applying the best possible analysis of sea ice concentration and the opti-
mal forcing conditions in the numerical model, a forecast of sea ice conditions
for 5-10 days produces realistic results. This study shows that the model simu-
lates reasonable sea ice conditions with seasonal oceanic and daily atmospheric
forcing and a fast ice parametrization. However, data assimilation techniques
require careful consideration of connected physical parameters. Presently, con-
centration is the most accessible sea ice parameter, since it can be monitored
from remote platforms, i.e. satellites. Improved algorithms allow for a realis-
tic estimation of sea ice concentration from passive microwave sensors. How-
ever, the sea ice edge and ice coverage are dependent on the oceanic and at-
mospheric conditions and, therefore, related to fresh water and salinity fluxes
in the ocean and the radiation budget of the atmosphere. The feedback mecha-





The numerical sea ice model has proved to be realistic on climatological time
scales as well as on shorter time scales. Wang et al. (2003) summarized the re-
cent advances in numerical sea ice modelling. For the model used in this study
some suggestions for improvements are briefly outlined as follows.
Tides
The sea ice cover of the Arctic Ocean is modified not only by thermodynamic
growth/melt or dynamic movement by the prevailing wind and ocean cur-
rents but also on shorter time and smaller regional scales by tides (Kowalik
and Proshutinsky, 1994). As a guidance tool for shipping transport through ice-
covered areas the numerical model should also be able to account, for example,
for opening and closing of leads caused by periodic divergence and conver-
gence due to tides. These periodic changes were reported by the early north-
ern travellers like Nansen (1902) and are of course still observed when sailing
through the Arctic Ocean. On the one hand these leads play a role for ice forma-
tion when open water is exposed to the colder atmosphere and recently formed
ice is transported to the downwind side of the lead/opening. On the other hand
the leads are important for the transfer of energy and matter between the ocean
and the atmosphere. The most prominent tides are the semi-diurnal tides,
commonly denoted M2 and S2, with amplitudes generally dominating the tidal
constituents. But the diurnal constituents of tides, denoted K1 and O1, seem to
be even more important in the Arctic basin as Kowalik and Proshutinsky (1993)
showed with their numerical model. The interaction of wind, ocean currents
and tidally-induced, periodic and residual motion has a strong influence on the
sea ice cover in coastal regions. The Western New Siberian Polynya (see Sec-
tion 2.1.5) is one of the prominent features caused by the interplay of the three
motions. Primarily offshore winds move the pack ice into the open sea, rela-
tively warm water is upwelled on the continental slope and due to tidal mixing
heat is transferred to the surface and released to the atmosphere. Finally, resid-
ual tidal ice drift and southerly winds transport the newly formed ice from the
continental slope, keeping the polynya open.
Observations made during an expedition with the German RV POLARSTERN
in 2001 show the different influences of wind and ocean currents (including
tides) as shown in Figure 7.1. The data were collected with a geophysical
REFTEK-station deployed on the sea ice for the registration of marine reflec-
tion/refraction seismic waves for 41 hours. At the beginning, the freely drifting
station was pushed by wind and ocean currents generally to the southeast, but
on the following day with very calm winds the pattern is mainly caused by tidal
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and/or inertial currents. Here it is hard to distinguish between tidal and inertial
influence on the resulting motion, because the critical latitude1 for the princi-
pal solar tidal mode S2 is at 85.75  and for the principal semi-diurnal lunar tidal
mode M2 74.46  (Pereira, 2001). However, tidally induced movement can cause
convergent and divergent sea ice conditions very easily and result in almost
closed loops of drift motion. Increasing wind speed at the end of the recording
time results in a more translatory movement again. Similar drift patterns have
been observed many times during different cruises and even the ships manoeu-
verability was hampered sometimes for some hours due to convergent sea ice
conditions despite low wind speeds.
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Figure 7.1: Drift of a REFTEK station deployed on sea ice during RV POLARSTERN cruise
ARKTIS XVII/2 in summer 2001 for 41 hours. The drift starts at day 219 (07 August 2001)
at 10:41 h and ends at day 221 (09 August 2001) at 03:42 h. The dots mark hourly position
recordings.
Pressure Ridges
Sea ice roughness is an observable quantity for characterizing the sea ice state.
This roughness reflects the sum of deformation energy acting on the sea ice. It is
visible in pressure ridges that can form quite uniformly along floe edges and can
extend for long distances (several 100 m). But roughness is also visible in heav-
ily deformed ice which may be called a rubble field. Pressure ridges form when
ice floes collide. Barriers formed in this way within a closed ice pack present
a significant obstruction for ships manoeuvrability. It would be very helpful to
predict the occurrence of such obstacles - not only in frequency on certain re-
1The critical latitude is the latitude at which the tidal frequency equals the Coriolis frequency
and is of equal magnitude in both hemispheres.
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gional scales but also the height (shape) of the ridges, giving a rough assessment
of whether it might break under the repeated ramming of a ship. These dynam-
ically built pressure ridges and also fractures and leads caused by divergent drift
are referred to as linear kinematic features. Both the convergent drift and ridge
formation and the opening of fractures could be predicted by the model. In this
model set-up sea ice is treated as an Eulerian continuum on a relatively large
scale. Hibler III. (2001) successfully tested the ability of a modified Coulom-
bic rheology utilized with a similar numerical model as the one presented here
to compute oriented lead and fracture patterns. To treat linear kinematic fea-
tures in the model it may also appear advisable to change to a discontinuous
Lagrangian approach and explicitly model individual ice parcels and the inter-
action between them, as in Hopkins and Thorndike (2002).
Discharge from Arctic Rivers
The fresh water budget of the Arctic Ocean has been studied for a long time by
numerous authors (for example Prange, 2003). All agree on the importance of
the Arctic Ocean for the fresh water balance in the adjacent seas. In the Arctic
Ocean sources of fresh water are not limited to precipitation and melting sea
ice; it is also introduced by rivers discharging into the basin. The biggest rivers
are for example the Yenisey with an annual mean discharge of about 570 km3,
the Lena with an annual mean discharge of about 520 km3, and the Ob with an
annual mean discharge of about 395 km3 running off the Russian Arctic coast.
The Mackenzie (about 290 km3 annual mean runoff) is another major contrib-
utor of fresh water from the Canadian Arctic. But there are many more rivers
discharging between 30 km3 and 150 km3 per year. During the melt season the
river water influences the fast ice areas. The relatively warm river water acceler-
ates the breakup of the landfast ice and sometimes causes flooding of the sea ice
(Bareiss et al., 1999). On the other hand, low salinity water has a higher freezing
temperature which leads to earlier ice formation compared to saline sea wa-
ter. Arctic run-off is expected to increase in the future due to climate change
(Miller and Russel, 1995) so that the role of Arctic fresh water will be of even
greater importance.
The rivers also carry sediments with them. This can be incorporated into
the sea ice during the freeze-up season. Sediments are also incorporated into
sea ice in the shelf areas due to turbulent mixing of the water column. This
sediment in turn modifies the spectral albedo of the sea ice which can then ab-
sorb more energy during sunlight hours. Again, this results in an accelerated





The fast ice representation in the numerical model needs to be improved. It is
of crucial interest not only for offshore activities in the oil industry but also for
transport organizations and shipping companies for decision making on route
planning. The time of fast ice breakup in spring or formation in autumn may
limit the potential time for ship-based transport through narrow straits and pas-
sages. As was indicated by Wang et al. (2003) this issue is one of the hot topics
in recent numerical sea ice-ocean models as well as the other problems men-
tioned above. The one-dimensional thermodynamic sea ice model which was
applied by Bareiss (2002) to describe the evolution and behaviour of landfast ice
in the Siberian Arctic could be implemented together with the introduction of
river run-off described in the previous section.
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