We propose a new, twistor string theory inspired formalism to calculate loop amplitudes in N = 4 super Yang-Mills theory. In this approach, maximal helicity violating (MHV) tree amplitudes of N = 4 super Yang-Mills are used as vertices, using an off-shell prescription introduced by Cachazo, Svrcek and Witten, and combined into effective diagrams that incorporate large numbers of conventional Feynman diagrams. As an example, we apply this formalism to the particular class of MHV one-loop scattering amplitudes with an arbitrary number of external legs in N = 4 super Yang-Mills. Remarkably, our approach naturally leads to a representation of the amplitudes as dispersion integrals, which we evaluate exactly. Our results for the MHV amplitudes are in precise agreement with the expressions for this class of amplitudes obtained previously by Bern, Dixon, Dunbar and Kosower using the cut-constructibility approach. 
Introduction
It has been proposed recently [1] that N = 4 super Yang-Mills (SYM) has a formulation as a topological string theory in super twistor space. This proposal, and related formulations, have since been actively investigated (see [1] - [25] ). The original maximal helicity violating (MHV) tree amplitudes given in [26, 27] take a surprisingly simple form, and the tree amplitudes in the gauge theory have now been understood in the context of this topological string theory. Inspired by the twistor approach, the MHV amplitudes were used as vertices by Cachazo, Svrcek and Witten (CSW) in [6] , together with a particular off-shell prescription, in order to present a new and extremely efficient method of deriving more general, non-MHV tree amplitudes. This has been further explored in [7, 13, [20] [21] [22] [23] [24] . The CSW method of constructing gauge theory tree amplitudes corresponds in the twistor picture to completely disconnected instantons of degree one, linked by twistor space propagators, whereas the original approach of [1] used connected higher degree instantons. The picture emerging is that there appears to be a number of alternative ways to compute tree amplitudes, which are related by the degeneration of higher degree curves into curves of lower degree [2, 4, 10, 14, 21] .
The study of quantum amplitudes in N = 4 SYM has led to many interesting results -see [28] - [38] and references therein. Much of this progress was achieved thanks to powerful unitarity-based methods [30, 31, 33, 34, 38] , whereby properties of loop amplitudes are derived from cutting rules and tree amplitudes. One of the main virtues of this approach lies in the fact that the tree amplitudes on both sides of the cut are evaluated on-shell, and can moreover be simplified before constructing the loop amplitude. This is referred to as the "cut-constructibility" approach. The simplest application concerns the calculation of one-loop MHV diagrams (see [32, 33] for reviews). Here one can derive explicit expressions for the amplitudes at one loop using the known results for the treelevel MHV amplitudes [29] . Recent work [36, 37] has also uncovered intriguing recursion relations which link two-loop amplitudes to those at one loop, and led to speculation about the existence of more general cross-order relations between L − 1 and L loop amplitudes.
So far, twistor-inspired techniques have successfully reproduced known MHV and non-MHV tree amplitudes and inspired efficient new techniques to calculate new tree amplitudes. One expects that this success will carry over to perturbative calculations at the loop level. Whilst some initial comments on loop diagrams were already made in [1] and, more recently, the twistor space structure of one-loop diagrams in N = 4 SYM has been analysed in [25] , it has so far not been clear how to relate loop amplitudes directly to string theory in twistor space. Indeed, in the presently known twistor string theories, conformal supergravity does not decouple from the gauge theory, which implies that also supergravity fields can propagate in loops and the twistor/gauge theory correspondence is spoiled at the loop level [19] .
However, even without the knowledge of the correct twistor string theory description, one can investigate the calculation of loop amplitudes, using recent results. Firstly, the recently obtained formulae for tree amplitudes can be fed into the known field theoretical unitarity-based methods; and secondly, one can attempt, using twistor intuition, to find new field theory prescriptions to compute scattering amplitudes. An example of the latter is the off-shell prescription of CSW [6] , that uses MHV-amplitudes continued off-shell as vertices for constructing more general non-MHV amplitudes at the tree level. It is natural to try to apply this to the computation of loop diagrams, in particular to the simplest case of the one-loop MHV diagrams, where one can link to known results. This will be the subject of this paper.
Specifically, we will find that twistor-inspired techniques, when applied to one-loop diagrams, naturally generate dispersion integrals, in terms of which the amplitudes are described. We find that our expression for the MHV scattering amplitudes is in exact agreement with the result for this class of amplitudes obtained previously by Bern, Dixon, Dunbar and Kosower (BDDK) [29] using the cut-constructibility approach.
The evaluation of the dispersion integrals proves, rather surprisingly, to be tractable, and provides a new, simpler formulation of the amplitudes. We expect this to be an important ingredient in further work, both in the calculation of other loop amplitudes, and in the development of the twistor space picture. The appearance of dispersion integrals in this construction is rather striking. Does twistor string theory presage the return of the analytic S-matrix?
The rest of the paper is organised as follows. In Section 2 we briefly review the unitarity-based cut-constructibility approach used by BDDK in [29] in order to derive formulae for the one-loop MHV amplitudes. In Section 3 we explain how MHV tree amplitudes, continued off-shell using a prescription equivalent to that of [6] , lift to effective vertices and can be used to build loop diagrams which are made of collections of MHV vertices connected by scalar propagators. Loop amplitudes are then obtained by summing over appropriate MHV Feynman diagrams. In Section 4 we calculate MHV amplitudes at one loop using the procedure outlined in Section 3. Specifically, we will combine the offshell MHV vertices into one-loop diagrams, and show that this approach yields dispersion integrals 2 which reproduce the known results for MHV one-loop amplitudes (expressed in terms of scalar box integrals). The formal proof of this is presented in Section 4. Section 5 is devoted to the explicit calculations of the corresponding dispersion integrals, for the case of the n-gluon MHV scattering amplitude. We find a new formulation of the box functions appearing in the amplitude, and show that this agrees with the known expressions for the MHV amplitudes at one loop, using a nine dilogarithm identity proved in an Appendix. In Section 6 we briefly comment on vanishing one-loop amplitudes. Finally, we present our conclusions in Section 7.
One-loop MHV amplitudes from unitarity
In this section we will briefly review the derivation of BDDK for the one-loop MHV N = 4 super Yang-Mills amplitudes from unitarity constraints, given in [29] . We refer the reader to this reference for more details. We suppress constant factors connected with dimensional regularisation where they are not essential to the discussion.
The full one-loop n-point MHV amplitudes in N = 4 super Yang-Mills are proportional to the tree level amplitudes, A
The function V g n is given in terms of scalar box functions F by 2) or, more compactly 3 [25] ,
3)
The basic scalar box integral I 4 is defined by
where dimensional regularisation is used in order to take care of infrared divergences. The relevant integrals arising in the one-loop MHV diagrams are related to I 4 for certain choices of momenta K, and are denoted by I 
with t
[r]
In the next equation it is understood that F 2m e n:1;i = F (the k i are the external momenta). The F functions depend on the variables t i for certain values of i, r, and involve logarithms and dilogarithms. Appendix I of [29] gives the explicit expressions.
It is also convenient to introduce the general scalar box function [25] F (p, q, P, Q) := − 1
where P + p + Q + q = 0. Introducing the convenient variables
we can rewrite (2.7) as
The relation to the functions F 2m e n:r;i is obtained by setting p = p i−1 , q = p i+r , and P = p i + · · · + p i+r−1 . In the following sections we will make use of the discontinuities of the function F across its branch cuts. A derivation of these discontinuities up to O(ǫ 0 ) can be found in Appendix A and, up to and including O(ǫ) terms, in Appendix B, where these discontinuities are evaluated from phase space integrals.
The one-loop MHV amplitudes were constructed in [29] from tree diagrams using cuts. A given cut results in singularities in the relevant momentum channels, and from considering all possible cuts one can construct the full set of possible singularities. From this and unitarity one can deduce the amplitude as given in (2.1). More explicitly, consider a cut one-loop MHV diagram where the cut separates the external momenta k m 1 and k m 1 −1 , and k m 2 and k m 2 +1 (i.e. the set of external momenta k m 1 , k m 1 +1 , ..., k m 2 lie to the left of the cut, and the set k m 2 +1 , k m 2 +2 , ..., k m 1 −1 lie to the right, with momenta labelled clockwise and outgoing). This separates the diagram into two MHV tree diagrams connected only by two momenta l 1 and l 2 flowing across the cut, with 10) where
k i is the sum of the external momenta on the left of the cut. The momenta l 1 , l 2 are taken to be null. It is important to note that the resulting integrals are not equal to the corresponding Feynman integrals where l 1 and l 2 would be left off shell; however, the discontinuities in the channel under consideration are identical and this gives enough information to determine the full amplitude uniquely.
It is immediate to see that the integrand which arises from the cut diagram involves the function [29] 
With the help of the Schouten identity we are able to rewrite
and hencê
where we define R(i, j) to be the homogeneous function of the spinors l 1 and l 2 given by
We now rewrite the integrand in terms of the scalar functions appearing in the bubble, triangle and box integrals. Firstly, we notice that
Of course, one could equally write
2 for example. The correct choice of the signs in the denominator in (2.15) is made according to the momentum flow. In (2.15) and in the following paragraph we have written the signs which are appropriate for i = m 1 , j = m 2 . The other possible cases, corresponding to the possible arguments of the R functions on the right hand side of (2.13), are treated in a similar manner. The next step consists in using (2.10) to rewrite the second and last terms in the numerator of the last expression in (2.15). The cancellation of bubble and triangle integrals then takes place upon summing over the four terms in (2.13). One may anticipate this cancellation by defining an effective function R eff (i, j) -this is defined to be R(i j) minus the terms which cancel upon the summation involved in (2.13). One finds that 16) and one may use this to define a function R eff in an analogous way to (2.13).
Now note the identity 17) for any momentum P , where i, j refer to null momenta. In other words, the left hand side of (2.17) is invariant under
where a and b are arbitrary numbers. Using this, one can show that the momentum dependence from the numerator in (2.16) precisely cancels that from the denominator in the definition of the functions I in (2.5) in each of the four cases which arise in R eff . One is finally left with the result that the cut diagram considered gives rise to the sum of four discontinuities (in the same channel) of four different F functions (three when a cut leaves only two legs on one side), one for each of the cut box diagrams which arise . The knowledge of all cuts, together with the fact that due to general arguments [29] this class of amplitudes is given by a sum of scalar box integrals F , is sufficient to fix the full amplitude uniquely, and it is simply given by (2.2) as a sum over all scalar box functions F with all coefficients equal to 1.
3 Off-shell derivation of the one-loop amplitudes The procedure summarized above for calculating the one-loop MHV amplitude involved the study of all possible cuts. The calculation of cuts involves an integration over the Lorentz invariant phase space (LIPS) measure, which puts the momenta l 1 , l 2 crossing the cut on-shell. This fact allows one to insert the tree MHV amplitudes directly into the integrals of the cuts, and was also crucial in various algebraic manipulations which led to cancellations and the simplicity of the final expression.
In [6] a prescription for taking momenta of external lines in MHV-amplitudes off shell was given, and used to combine tree MHV diagrams in such a way as to produce non-MHV tree amplitudes. In this section we will define an off-shell prescription that can be applied to one-loop diagrams (and we expect also to higher-loop diagrams). In Sections 4 and 5 we will show that combining MHV vertices into one-loop diagrams using this off-shell prescription precisely yields the MHV results given earlier.
Consider an off-shell (loop) vector L. It can be decomposed as [21, 23] 
where l 2 = 0, and η is a fixed (and arbitrary) null vector, η 2 = 0; z is a real number. Equation (3.1) determines z as a function of L to be
Notice that L 2 = z(l + η) 2 ; since the null vector l has a non-negative energy component and η is null as well, it follows that (l + η)
2 has a definite sign unless the two vectors are proportional. This implies that the sign of L 2 is directly related to the sign of z.
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We can write the null vectors l and η in terms of spinors as l αα = l αlα , η αα = η αηα , from which it follows that
These equations coincide with the CSW prescription [6] for determining the spinor variables l andl associated with the off-shell (i.e. non-null) four-vector L defined in (3.1).
The denominators on the right hand sides of (3.3) and (3.4) will be irrelevant for our applications, since the expressions we will be dealing with are homogeneous in the spinor variables η; we will discard them.
In order to calculate loop diagrams, we need to re-express the integration measure d 4 L (which appears in the expression of loop integrals) in terms of the new variables l and z introduced previously. For our purposes it is useful to consider the product of the momentum measure and a massless scalar propagator. After a short calculation, one finds that
where we have introduced the Nair measure [40] 
Importantly, the product of the measure factor with a scalar propagator d 4 L/L 2 of (3.5) is independent of the reference vector η. The expression (3.5) will be central for our construction of loop diagrams. 5 If l is a null vector, l αα = l αlα , then its energy component is l 0 = (1/2)(l 1l1 + l 2l2 ) > 0, as in Minkowski space we identifylα = (l α ) * . 6 We define the spinor inner products as λ µ := ǫ αβ λ α µ β , [λμ] := ǫαβλαμβ.
Note that the Lorentz invariant phase space measure for a massless particle can be expressed precisely in terms of the Nair measure:
where, as before, we write the null vector l as l αα = l αlα , and in Minkowski space we identifyl = l * .
We conclude this section by summarising the strategy that we will follow in order to evaluate a generic loop diagram.
The first step consists in building MHV Feynman diagrams out of MHV vertices. Each spinor variable of an MHV vertex corresponding to an internal line is taken off-shell using the prescription of CSW outlined in the beginning of this section. Internal lines are then connected by scalar off-shell propagators which connect particles of the same spin but opposite helicity. Note that each MHV vertex should be multiplied by an appropriate delta function for momentum conservation. In the next step we express all the loop integration momenta as in (3.1) and use the integration measure (3.5) which already incorporates the scalar off-shell propagators. Finally, one has to sum over all independent diagrams obtained in this fashion for a fixed ordering of external helicity states.
In Section 4 we carry out this programme for the particular case of MHV amplitudes at one loop. One of the features of this procedure is the fact that the integration measure is naturally expressed as the product of two terms:
1. a Lorentz-invariant phase space measure, and 2. an integration over the z-variables introduced according to (3.1) (one for each loop momentum).
The phase-space measure (a two-body phase space measure, at one loop) will be appropriately continued to D = 4 − 2ǫ dimensions in order to deal with potential infrared divergences.
MHV amplitudes at one loop from MHV vertices
We will now write down the expression for the one-loop MHV amplitude with n external legs. In performing our analysis, we will make use of the supersymmetric formulation introduced in [40] , which generalises the usual MHV amplitudes. In this setup, to each particle one associates the usual commuting spinors λ α ,λα (in terms of which the momentum of the i-th particle is p A is an index of the anti-fundamental representation of SU(4). The supersymmetric amplitude can then be expanded in powers of the various N = 4 superspace coordinates η i A , and each term of this expansion corresponds to a particular scattering amplitude in N = 4 SYM. A term containing p powers of η i A corresponds to a scattering process where the i-th particle has helicity h i = 1 − p/2.
With this in mind, the expression for a supersymmetric n-valent MHV vertex is
where the spinors associated to off-shell legs are chosen according to the prescription (3.1) (or, equivalently, (3.3) and (3.4)). We can now write down the amplitude corresponding to the prototypical Feynman diagram we will consider, depicted in Figure 1 . This is a diagram where the set of ordered external momenta k 1 , . . . , k n is separated into two sets k m 1 , . . . , k m 2 (on the left), and k m 2 +1 , . . . , k m 1 −1 (on the right). Of course, the full one-loop MHV amplitude is obtained after summing over all the possible choices of these ordered sets. We will come back to this point later, as it is instructive to first discuss the structure of the generic one-loop diagram we want to compute.
The expression for the Feynman diagram in Figure 1 reads
where
j=m 2 +1 λ jλj are the sum of the momenta on the left and on the right of the diagram, respectively, and the tree amplitudes A L and A R are given by
.
Notice that (4.2) is formally written in four dimensions, but should more correctly be analytically continued to D = 4 − 2ǫ dimensions, due to the presence of infrared divergences. The effect of this is that the Lorentz invariant phase space measure in (4.10) below should be taken to be in D = 4 − 2ǫ dimensions. For brevity we will still keep the four-dimensional notation.
Let us stress some important facts about (4.2).
1.
We have introduced off-shell vectors L 1 and L 2 as in (3.1), i.e.
These only appear in the measure factor
2 ), and in the delta function. Using (4.5), we will rewrite the argument of the delta function as
where we have defined
Note that we use the same η for both the momenta L i , i = 1, 2.
2. In the remaining part of the integrand we use, as spinors associated to the off-shell (loop) legs with momenta L 1 and L 2 , precisely the spinors l 1α and l 2α of (4.5); this is the essence of the CSW prescription.
where we used (3.5) and (3.7). Note that the expression
which appears in (4.9), is nothing but the two-particle Lorentz invariant phase space measure. This will be crucial in the following. We can therefore rewrite (4.9) as
To deal with infrared divergences, we will dimensionally regularise the LIPS measure appearing in (4.11) to D = 4 − 2ǫ dimensions.
Now we return to the evaluation of (4.2). We start off by integrating out the fermionic loop variables. This is easily accomplished by first writing
where Θ L and Θ R are given in (4.4). Then
In this way, (4.2) is recast as A = A tree · L , (4.14)
where the tree level amplitude A tree is given by 15) and the integral L is
We recognize in the integrand of (4.16) the functionR defined in (2.11).
We will now proceed to the evaluation of (4.16). Following steps similar to those of (2.11)-(2.16), we decomposeR as in (2.13) and we are left with a sum of four terms. Let
that is 18) where the numerator N(P z ) is defined by
and
p i = λ iλi is the momentum of the i-th particle.
In the calculation reviewed in Section 2, where the MHV one-loop amplitude is reconstructed from the cuts, one was led to integrands involving the function defined in (2.16). More precisely, the numerator appearing in the corresponding box integral is the same as that in (4.19) , but evaluated at z = 0. Equivalently, our numerator (4.19) is related to that in the cut-constructibility picture simply by the shift
Next, we change variables from (z 1 , z 2 ) to (z, z ′ ), where z ′ = z 1 + z 2 , so that
and perform the integration over z ′ . Equation (4.23) turns into
The possible cuts of a box diagram, corresponding to the function F defined in (2.9). In the notation of that equation, i and j correspond to the momenta p and q, respectively; and P := p i+1 + · · · + p j−1 , Q := p j+1 + · · · + p i−1 correspond to the two groups of momenta on the upper left and lower right corner, respectively. The vertical (horizontal) cuts correspond to the s-channel (t-channel) cuts respectively, and the upper left (lower right) corner cuts to the P 2 -channel (Q 2 -channel) cuts respectively.
In the last step we have used the two-particle Lorentz-invariant phase space measure from (4.10).
Let us briefly comment on the appearance of the LIPS measure in (4.24) and its consequences. This is the point where the off-shell calculation presented in this paper makes contact with the approach of BDDK, where one-loop amplitudes are reconstructed from the evaluation of the cuts in the various channels. Indeed, the LIPS measure is precisely what is required by Cutkosky's cutting rules [41] to compute the discontinuity of a Feynman diagram across the branch cuts. Which discontinuity is evaluated is determined by the argument in the delta function appearing in the LIPS measure; in the case of (4.24), this is P L;z .
Specifically, the phase space integral appearing in (4.24) is computing a particular discontinuity of a box diagram. The generic box diagram, corresponding to the function F defined in (2.9) is depicted in Figure 2 . The phase space integral appearing in (4.24), which in turn was generated by the term R(m 1 , m 2 ), corresponds to the particular (cut) box diagram with i = m 1 and j = m 2 , and where the momentum flowing in the cut is equal to m 2 m 1 p i − zη = −(Q + zη). It corresponds to the lower right corner cut in Figure  2 , where however the momentum Q has been shifted to Q z := Q + zη (and consequently P → P z := P −zη, so that momentum conservation reads P z +Q z +p+q = P +Q+p+q = 0). Hence we conclude that the phase space integral appearing in the last line of (4. 25) and
It is now important to remember that the full result for the one-loop calculation of the MHV amplitudes includes a sum over various MHV Feynman diagrams. To generate all the possible diagrams, we rotate the external momenta in Figure 1 , so that the position m 1 in Figure 1 will be taken by all possible external momenta p 1 , . . . , p n . Moreover, we should also vary the number of momenta on the left (and hence on the right) of the loop by varying the momentum appearing in the m 2 position. For each diagram, we will follow the same steps as discussed above; in particular we will apply the Schouten identity twice, so as to generate four terms from each diagram, as in (2.13).
Thus we note the following two key consequences:
1. Firstly, in this way we will produce, for each fixed box function F , exactly four phase space integrals, one for each of all the possible cuts of the function; and 2. secondly, the functions F generated by summing over all MHV Feynman diagrams are precisely those of the double sum of (2.3), where the sum over i corresponds to different choices for the momentum in the m 1 position, and the sum over r corresponds to varying the number of momenta between the legs m 1 and m 2 in Figure 1 . Each function F appears precisely once (in all possible cuts).
Hence, in order to prove that our procedure correctly generates the known MHV one-loop amplitudes (2.2), it suffices to focus on a single function F .
Keeping in mind the previous considerations, we now come back to (4.24) , where the Lorentz invariant phase space integral represents one of the four possible cuts of the F function we wish to reproduce. These Lorentz invariant phase space integrals correspond to the discontinuities of the box function F (s z , t z , P 2 z , Q 2 z ) in the four "channels" s z , t z , P 2 z , Q 2 z . Each of the four cut-box functions is then integrated over z. Now we discuss how the final z-integral of the sum of the four cuts of F (s z , t z , P 2 z , Q 2 z ) reproduces the function F (s, t, P 2 , Q 2 ), hence proving that the procedure discussed here correctly generates the MHV amplitudes at one loop.
Consider for example the s z -channel, for which the variable P L;z appearing in (4.24) is equal to P + p − zη. We define 27) where the kinematical invariant s is given by s = (P + p) 2 (see (2.8)). It then follows that ds ′ = 2dz(η P L ), and therefore
This last step allows us to recast each of the four terms as a dispersion integral; the dispersion integrals reconstruct the function F from its discontinuities. The sum over Feynman diagrams built out of MHV vertices corresponds to summing dispersion integrals for all possible channels for each function F appearing in the sum (2.2); and then summing over all the functions appearing in (2.2). In this way one reconstructs the full MHV amplitude (2.1) at one loop.
We will now show in more detail how the function F (s, t, P 2 , Q 2 ) is reconstructed by summing over dispersion integrals. We denote by F the result of the z-integration of the sum of the four phase space integrals (each of which is the discontinuity of F in one of its variables), that is
As is customary, for a function f (z) which is analytic in the z-plane except for a cut on the real axis at z > z 0 ∈ R, we define the discontinuity of f (z) across the cut as
where ε → 0 + and z > z 0 .
Now we want to show that F is actually proportional to the function F itself. More precisely, we will show that the discontinuities of the function F in s, t, P 2 and Q 2 are the same as those of the function F , modulo a proportionality coefficient. One can further argue that, in supersymmetric theories, scattering amplitudes can be entirely reconstructed from the knowledge of the discontinuities [30] -no ambiguities related to the presence of rational functions occur in this process -to conclude that F must actually be proportional to F .
To demonstrate the equality of the discontinuities, we notice that discontinuities on the right hand side of (4.29) come potentially from two sources:
1. Discontinuities due to the integral. Those are calculated by simply remembering that 1 31) where P stands for the principal value prescription.
Discontinuities in the functions
However, we can immediately rule out discontinuities of type 2. The explicit expressions of the discontinuities ∆ s ′ F , ∆ t ′ F , ∆ P 2 ′ F , ∆ Q 2 ′ F are listed in the Appendix, and are expressed in terms of logarithms. The key point is that, for each integral, the corresponding arguments of the logarithms appearing are always positive; no discontinuities can therefore be generated. We are thus left with the discontinuities of the type 1. Using
we immediately get
We have found that the functions F and F have precisely the same cuts in all channels (s, t, P 2 , Q 2 ).
7 By appealing to the cut-constructibility assumption, we conclude that
Finally, notice that by picking the δ-function contribution in (4.31), we lose any dependence of the discontinuities on the arbitrary vector η which was used in (3.1) to write the expressions for the non-null loop momenta L 1 and L 2 .
In the above, we have presented a general argument showing that if one combines MHV vertices with a suitable off-shell prescription, one generates the expression (4.29), giving the box function F in terms a sum of dispersion integrals. The full n-gluon amplitude is then given as a sum over box functions, as specified in Section 4.
One may wonder if the presence of infrared singularities in the integrals affects this general argument. In the next section we will present the calculation for the n-gluon scattering amplitudes at one loop, showing how the integrals of the form (4.24) give rise to those in (4.29), how the singularities in these integrals are dealt with, and finally evaluating explicitly the sum of dispersion integrals appearing in (4.29).
The n-gluon scattering amplitude at one loop
In this section we will consider the general MHV, one-loop, n-gluon amplitude, and show that the calculation of the dispersion integrals (4.29) directly yields the box function (2.7). Summing over the MHV Feynman diagrams (Figure 1 ) obtained by gluing MHV vertices 7 We observe that s + t + u = P 2 + Q 2 , where u = (p + q) 2 .
at one loop using the procedure detailed in the sections above then gives the sum over box functions (2.3) which represents the full MHV, one-loop, n-gluon amplitude.
As explained in the previous section, we can focus on a single box diagram. The goal of this section is to show that the formal expression (4.29) really reproduces F (s, t, P 2 , Q 2 ).
In Appendix B we have computed the phase space integrals which give the discontinuities of the box diagram represented in Figure 2 in the channels s, t, P 2 , Q 2 . The main result is displayed in (B.17). It then follows that the dispersion integral in, say, the s-channel is given by
A few comments are in order:
1. In writing (5.1) we have used the form (B.17) of the discontinuities of the box diagram, where we must also keep the O(ǫ) dilogarithm term in brackets in (B.17). This is because the dispersion integrals potentially give rise to 1/ǫ divergences, and hence the discontinuities have to evaluated up to order O(ǫ) if the amplitude is to be calculated up to order O(ǫ 0 )
2. In the integrand of (5.1) we have omitted a numerical factor that depends on the dimensional regularisation parameter ǫ. This factor, which is explicitly written in (B.17), is irrelevant for our discussion.
3.
We have chosen the reference vector η to be equal to p. We know from the previous section that our final result will be independent of η. The particular choice η = p (or η = q) has some advantages. One of them is that for this choice, it turns out that the quantity N introduced in (B.21) becomes extremely simple and independent of z. Indeed, one has
3) from which it follows that
In the following we will choose η = p. For this choice, the quantity a defined in (B.18) becomes a constant, and its expression simplifies to (5.2).
The next important observation in our calculation is that the combination of dispersion integrals from (4.29) is equal to
Considering the combination I(s) − I(P 2 ), expanding the expression (1 − as ′ ) ǫ in powers of ǫ, and using Landen's identity 6) one finds that
Now consider the three terms in the integrand above in turn. The first may be directly integrated to yield
The second term in the integrand of (5.7) gives
where we define H(ǫ, z) = 2 F 1 (1, ǫ, 1 + ǫ, z), with 2 F 1 the hypergeometric function. Now note that
Using this and expanding in powers of ǫ, one finds that
Then, noting the dilogarithm identities 12) one finds that
The third term in the integrand of (5.7) gives T 3 (s) − T 3 (P 2 ), where
However,
the last equality following from the fact that LerchPhi(x, 2, 0) = Li 2 (x). Thus the result of this part of the integral in (5.7) vanishes as one takes ǫ = 0, and hence it can be dropped.
Collecting the above results (5.8), (5.13), (5.15), together with similar equations with s and P 2 replaced by t and Q 2 respectively, we conclude that the expression for the box function F , as obtained in our approach, is equal to (in the following expression we drop the overall, ubiquitous factor πǫ csc(πǫ))
This expression (5.16) should now be compared with the previously known form for the function F given in (2.9). One then concludes that (5.16) and (2.9) coincide whenever the following equality is satisfied:
(5.18) 9 The first of these relations is again Landen's identity (5.6); the second one is due to Euler.
This is a remarkable identity involving nine dilogarithms. We discuss and prove it in Appendix C. Here we want to mention that a region in the space of kinematical invariants where the identity (5.18) holds is when s, t, P 2 and Q 2 are all negative. In this region the dispersion integrals can be computed safely and, moreover, none of the logarithms and dilogarithms in (2.9) have their arguments on their respective cuts. The representation (5.16) of the function F , which therefore coincides with (2.9) in this region of the space of kinematical invariants, can then be analytically continued to generic values of the invariants. Let us also point out that another interesting region where (5.18) holds occurs when one of the invariants, say s, is taken to be positive and shifted by a small positive imaginary part, s → s + iε, ε → 0 + , while all the other invariants are negative.
Summarizing, we saw in previous sections that combining MHV vertices into oneloop diagrams yields the dispersion integral representation (4.29) for the box functions. Performing the dispersion integrals explicitly, we have shown in this section that one obtains the result (5.16). Using the equality (5.18), one sees that the expression for the box function (5.16) precisely reproduces the known box function (2.9). Therefore we find agreement with the known expressions [29] for the MHV amplitudes at one loop.
We also note that the expression of the function F given in (5.16) contains only four dilogarithms and no logarithms compared to (2.9), which contains five dilogarithms and one logarithm.
Vanishing one-loop amplitudes
In this section we make some brief remarks on the vanishing of the simplest one-loop amplitudes, and their construction from MHV vertices.
To begin with, consider the one loop amplitude − − with two external gluons with negative helicity. This amplitude violates helicity conservation and should therefore vanish. Indeed, we can easily see this by an explicit computation of the diagram contributing to the process built out of the MHV vertices (continued off-shell as proposed by CSW). It is instructive to perform the calculation in a gauge theory with generic matter content (hence without making reference to the Nair N = 4 supervertex). Then, summing over allowed helicity assignments on internal legs and over allowed particles which can circulate in the loop, one finds that the amplitude is proportional to a factor of
where n f is the number of Weyl fermions and n s the number of complex scalars in the theory. This vanishes for any supersymmetric theory. (Note that this indicates that building amplitudes out of MHV vertices does not seem to work at the loop level in non-supersymmetric theories.) By applying the procedure described in Section 3, it is also easy to show that the N = 4 amplitudes − − · · · − vanish at one loop. To this end, recall that for an L-loop amplitude with q external gluons with negative helicity, the number V of MHV vertices which are necessary to construct it is V = q − 1 + L. At one loop, an amplitude with n negative-helicity gluons requires precisely n MHV vertices. A typical diagram contributing to the n negative helicity gluons amplitude is depicted in Figure 3 (for n = 5). It is then immediate to see that all possible cuts one can make on the loop diagram give rise, on both sides of the cut, to tree amplitudes which are zero. Indeed, these tree amplitudes must be of the form + − − · · · − and hence vanish. A similar reasoning works for the + − · · · − amplitude.
Finally, we remark that assuming that amplitudes should be constructible from cut diagrams and MHV tree vertices, the amplitudes ∓ + · · · + are then trivially zero at one loop since they cannot be made from two or more MHV vertices.
Conclusions
In this paper we have shown that MHV amplitudes at one loop can be obtained by using the tree level MHV diagrams as vertices, complemented by the CSW prescription to take some of the external lines off shell, when these lines form part of an internal loop. The Feynman rules for the combination of MHV vertices into one-loop diagrams yield a sum over terms which precisely corresponds to the sum over terms in the dispersion relation realization of the one-loop amplitude. This appears rather remarkable, and is an appealing feature which one might expect to persist in more general calculations.
In particular, one would naturally seek to extend this work to compute next-tomaximal helicity violating amplitudes in N = 4 super Yang-Mills at one loop using MHV vertices, which are only known up to n = 6 external legs. Further applications would be to compute more general non-MHV amplitudes for an arbitrary number of external gluons, as well as the computation of higher-loop gauge theory amplitudes, and the study of theories with less supersymmetry.
Let us also mention that our analysis provides a representation (5.16) of the "two easy masses" box function F in (2.9) expressed in terms of only four dilogarithms and with no logarithms:
2)
It seems likely that this new, simpler representation will provide clues as to the correct twistor space description of N = 4 super Yang-Mills, and might simplify the form of other loop amplitudes.
Finally, it is intriguing that the one-loop expression (2.3) for the MHV amplitudes is a sum of box integrals -each with coefficient one. In term of the construction with MHV vertices, this comes only after elaborating the initial expression (by multiple applications of the Schouten identity), and appropriately collecting cut box integrals in order to reconstruct, from the dispersion integrals of the different cuts, the full box function. It would be remarkable if one could find a (string?) theory where the box diagrams represented in Figure 2 themselves have a more fundamental and direct meaning as "Feynman diagrams" emerging from a perturbative description.
Appendix A: Discontinuities of the function F : a first calculation
In this Appendix we compute the discontinuities of the function F (s, t, P 2 , Q 2 ) defined in (2.9) considered as a function of the kinematical invariants s, t, and the external momenta P 2 and Q 2 . We should immediately say that in this way we will miss (part of) the O(ǫ) terms in the discontinuities of the box diagrams corresponding to the box functions (which of course does not include all terms which vanish as ǫ → 0). As explained in Section 5, these O(ǫ) terms are important and should be included in the evaluation of the dispersion integrals. The complete calculation of these terms requires the explicit calculation of Lorentz invariant phase-space integrals, which is presented in Appendix B. It will nevertheless be instructive to first calculate directly the discontinuities of the F function.
Each discontinuity is computed in the following way: all kinematical invariants are taken to be negative except for one, say s, which is positive (i.e. in the physical region); the discontinuity in a certain function f of the invariants is then computed as
The discontinuities are then given by:
,
We notice that, for each "channel", the corresponding discontinuity is perfectly well defined -the arguments of the various logarithms are always positive. For example, in the s-channel one has s > 0, all the other kinematical invariants (t, P 2 , Q 2 ) being negative; and similarly for the other channels.
Appendix B: Discontinuities of the function F from phase-space integrals Consider the phase-space integral which occurs in (4.24),
where we have introduced dimensional regularisation in dimension D = 4 − 2ǫ [42] in order to deal with infrared divergences, with
The numerator N(P L;z ) is defined in (4.19) (and is a constant with respect to the phase space integration).
The phase-space integral (B.1) computes the discontinuity of the box diagram represented in Figure 2 in the P 2 L;z channel. In the following we will use the results of [43, 44] to evaluate (B.1).
To begin with, we observe that the delta function in (B.2) localizes the integral (B.1) onto vectors l 2 , l 1 such that l 1 − l 2 = P L;z . Lorentz transform to the centre of mass frame of the vector l 1 − l 2 , so that Using a further spatial rotation we write (A, B, C are constants and the difference between the four vector m 1 and the component m 1 will be apparent from the context)
with the mass-shell condition A 2 = B 2 + C 2 . With this parameterisation,
−→ 4 P L;z 2 2 m 1 (1 − cos θ 1 )(A + B sin θ 1 cos θ 2 + C cos θ 1 ) .
A short calculation shows that, after integrating over all angular coordinates except θ 1 and θ 2 , the two-body phase space becomes This integral (B.9) has been evaluated in [43] ; we borrow its result in the form of [44] , with the result
To express results in Lorentz covariant form, we note that N(P L;z ) = −P (B.14)
Using (B.20) and (B.21), we get the following results for the expression of 2A/(A + C) in (B.13) in the s-, t-, P 2 -and Q 2 -channels:
channels. The arguments of the dilogarithm in (B.15) for all possible channels are listed in (B.23). We notice that, for each channel, whenever the argument of the logarithm is positive, the corresponding argument of the dilogarithm is greater than 1. In other words, in the kinematic regime where the phase-space integral is evaluated, both functions (log and dilog) are continuous functions of their arguments.
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Next we discuss case (b). In this case we make use of the relations: if we make the following assignments:
which imply and all variables v, w, x, y, lie on the real axis between 0 and 1.
In order to use it, we notice that if we choose x = as , y = at , v = aP 2 , w = aQ 2 , (C.12) then (C.11) is satisfied; in particular,
Now we use Mantel's identity (C.10) with the assignments (C.12), to get: To relate the identity (C.14) to our identity (5.18), we need a relation which connects Li 2 (z) to Li 2 (1 − z). This is Euler's identity, By repeatedly using (C.15) in (C.14), we get: + log(aP 2 ) log(1 − aP 2 ) + log(aQ 2 ) log(1 − aQ 2 ) − log(as) log(1 − as) − log(at) log(1 − at) . We have checked that the right-hand side of (C.17) indeed vanishes whenever Mantel's identity (C.10) is satisfied.
