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Abstract
This is the first part of a series devoting to the study of the prescribing scalar curvature problem on the
standard sphere of any dimension. In the first part, we will adopt the degree-theoretic approach to give
a topological condition and some general, explicit conditions on the scalar curvature functions to ensure
the solvability of the problem. Our topological condition is imposed on some of simple maps explicitly
defined by the scalar curvature function, which is derived from the asymptotic expansion of the boundary
map introduced in [A. Chang, P. Yang, A perturbation result in prescribing scalar curvature on Sn, Duke
Math. J. 64 (1991) 27–69]. Our conditions, particularly allowing non-isolation and non-degeneracy of the
critical points of the scalar curvature functions, can be easily verified in many situations. In the second part
of series, we will make a detailed study on the verification of the topological condition. Our results will
generalize almost all existing ones in the same direction and meanwhile provide a unified treatment for
both symmetric and non-symmetric cases of the scalar curvature functions.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let n  2 and consider the n-dimensional unit sphere Sn = {x ∈ Rn+1: |x| = 1} endowed
with the standard metric g0 = dx21 +dx22 +· · ·+dx2n+1. The prescribing scalar curvature problem
on Sn, referred to as the Nirenberg problem for n = 2 and the Kazdan–Warner problem for n > 2,
is to characterize functions R on Sn as the scalar curvatures of metrics g which are pointwise
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n = 2, and g = u 4n−2 g0 for some positive functions u on Sn when n 3. It is well known that the
prescribing scalar curvature problem is equivalent to the solvability of the equations
−u+ 2 = Reu, on S2, (1.1)
and
−c(n)u+R0u = Run+2n−2 , u > 0, on Sn, (1.2)
for n = 2 and n 3, respectively, where c(n) = 4(n−1)
(n−2) and R0 = n(n− 1).
An obvious necessary condition for such solvability requires that R is positive somewhere.
We assume R > 0 on Sn throughout the series.
There have been extensive studies on the prescribing scalar curvature problem. In the case
that R is an even function, the solvability was first shown by Moser [33] for n = 2, and later
by Escobar and Schoen [23] for n  3 under a suitable flatness condition. Cases with general
symmetric R were studied by various authors (cf. [16,18,22,26,28,37] for n = 2 and [1,6–8,15,
19,23,25,32] for n 3). By considering the variational problem associated with (1.1) and (1.2),
symmetric solutions can be constructed as minimizers of the corresponding functional restricted
to the subspace of the symmetric functions (cf. [16,26,33] for n = 2, and [6,8,15,23,25] for
n 3), or as minimax-type critical points of the restricted functional (cf. [28], for n = 2, and [1],
for n  3 when R is close to a constant), under various additional conditions on R, mainly
imposing on the fixed point sets of the group actions. In particular, when R is axisymmetric, non-
degenerate, and non-monotone, solutions, not necessarily symmetric, were found via minimax
method by Xu and Yang [37] for n = 2, and by Chen and Li [19] for n 3 under some flatness
conditions.
When R is non-symmetric, it is known that the functional associated with Eq. (1.1) or (1.2)
has no minimizer in general. For n = 2, by using a delicate minimax procedure, it was proved by
Chang and Yang in [11] that a solution of (1.1) exists if R is a Morse function such that∣∣∇R(x)∣∣+ ∣∣R(x)∣∣ = 0, x ∈ Sn, (1.3)
and ∑
∇R(x)=0,R(x)<0
(−1)ind(R,x) = (−1)n, (1.4)
where ind(R,x) denotes the Morse index of R at a point x. Alternative proofs of this result were
later given in [9] and [24] using Morse theory. The same result was shown to hold for n = 3 by
Bahri and Coron in [3] using minimax procedure and later in [36] using Morse theory.
Another method in studying the prescribing scalar curvature problem is to compute the Leray–
Schauder degrees of Eqs. (1.1) and (1.2) (cf. [10,20,21,31,32]). Well-known difficulties then arise
both analytically and topologically. Analytical difficulty is mainly due to the fact that the set of
solutions for (1.1) or (1.2) is possibly non-compact. Topological difficulty is mainly reflected by
the topological obstruction because the Kazdan–Warner necessary condition [30] already shows
some positive functions R for which the equations do not admit any solution even if a uniform
bound of solutions can be a prior found. To overcome these difficulties, such a degree-theoretic
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when R is close to a constant. The second is to deform the scalar curvature function R from a
perturbation of the constant R0, i.e., to replace R in Eq. (1.1), or (1.2), by
Rμ = μR + (1 −μ)R0, ∀  μ 1,
where  > 0 is a small constant. If one can obtain a uniform a priori estimate for solutions uμ of
the equations, i.e., if there exists a constant C(R,n, ) > 0 such that
‖uμ‖L∞  C(R,n, ), if n = 2, (1.5)
C(R,n, )−1  uμ(x) C(R,n, ), ∀x ∈ Sn, if n 3, (1.6)
then the Leray–Schauder degree remains the same for μ = 1 and μ = . Such an approach thus
reduces the general problem (μ = 1) to the perturbative one (μ = ).
An important approach of treating the perturbation problem was introduced by Chang and
Yang in [13] concerning the use of a family of appropriate finite dimensional boundary maps
G˜t :S
n → Rn+1, t  1, such that the existence of solutions is related to the topological degrees
of the maps. In [13], the family of such maps G˜t :Sn → Rn+1, t  1, is defined by using the
action of a conformal group of Sn as
G˜t (P ) =
∫
Sn
(R ◦ φP,t )(x)x dx, P ∈ Sn, (1.7)
where, for each t  1 and P ∈ Sn, φP,t :Sn → Sn is the conformal transformation generated
by Rn → Rn :y 
→ ty (y denotes the stereographic projection of x ∈ Sn \ {P } to the equatorial
plane Rn when P is viewed as the north pole of Sn). Under an appropriate non-degeneracy
condition (cf. p. 29 of [13]) on the critical points of R, a perturbation result is given in [13]
which states that there exists an (n) > 0 such that if ‖R −R0‖ < (n) and
deg(G˜t ,B,0) = 0, (1.8)
as t  1, then solutions of (1.1), (1.2) exist, where B = {x ∈ Rn+1: |x| < 1} is the unit ball.
It was later noted by Chang and Yang in [14] that, for the validity of the perturbation result,
the following additional uniform condition on G˜t is needed: R is a uniformly non-degenerate
function of order α, i.e., there exist constants C > 0, t0 > 0, such that
∣∣G˜t (P )∣∣
{
C
tα
, when α < n,
C log t
tn
, if α = n, ∀t  t0, P ∈ S
n, (1.9)
where α  n when n is even and α  n−1 when n is odd. It was also shown in [14] that the con-
dition (1.3) is equivalent to the uniform condition (1.9) with α = 2. The uniform condition (1.9)
obviously implies G˜t = 0 as t  1, which is necessary for the degree in (1.8) to make sense.
However, it does not seem obvious from the proof of [13] that the uniform condition (1.9) would
be sufficient to ensure the validity of the perturbation result.
Based on the above perturbation result, for n = 2,3, Chang, Gursky, and Yang in [10] showed
that the degrees of the equation and G˜t (as t  1) coincide in the perturbation case, and proved
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showed in [10] that (1.4) implies the topological condition (1.8). The following result is an im-
portant extension of those assuming R as a Morse function.
Theorem A. (See Chang, Gursky, and Yang [10].) Let n = 2,3 and assume that R satisfies (1.3).
If (1.8) holds, then solutions of (1.1), (1.2) exist.
However, the proof of this result is not complete because the sufficiency of the uniform con-
dition (1.9) ensuring the validity of the perturbation result still needs to be verified, even for
α = 2.
The above degree-theoretic approach was further explored by Li in [31], in dimension n 3.
It was pointed out in [31] that the validity of the perturbation result described above actually
requires the following more complicated uniform condition: there exist a constant t0 > 0 and a
non-increasing, positive, continuous function ω(t) with limt→∞ ω(t) = 0, such that
ω(t)
∣∣G˜t (P )∣∣ ∥∥R ◦ φP,t −R(P )∥∥L2∥∥R ◦ φP,t −R(P )∥∥L2n/(n+2) , (1.10)
for all t  t0 and P ∈ Sn. In [31], this uniform condition is verified for a general class of func-
tions R which are close to constants and admit only isolated, non-degenerate critical points p in
the sense that
∣∣∇Q(α)(y)∣∣∼ |y|α−1, for all y close to 0, (1.11)
and satisfy
(∫
Rn
∇Q(α)(y + ξ)(1 + |y|2)−n dy∫
Rn
Q(α)(y + ξ) 1−|y|2
(1+|y|2)n+1 dy
)
= 0, ∀ξ ∈ Rn.
In the above, Q(α) is the homogeneous function of degree α, the leading term in the Taylor
expansion of R near p, i.e., under certain geodesic normal coordinate system centered at p,
R(y) = R(0)+Q(α)(y)+ R˜(y), for all y close to 0, (1.12)
where R˜(y) denotes the higher order terms satisfying
lim
y→0 R˜(y)|y|
−α = 0, lim
y→0
∣∣∇R˜(y)∣∣|y|1−α = 0.
For example, if
Q(α)(y) =
n∑
bj |yj |α, with bj = 0 (∀j),
n∑
bj = 0, α ∈ (1, n), (1.13)
j=1 j=1
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and (1.13), then the a priori estimate (1.6) holds under the following flatness condition: α > n−2,
and the topological condition (1.8) holds when∑
∇R(p)=0,∑nj=1 bj<0
(−1)i(p) = (−1)n, (1.14)
where i(p) = {bj : bj < 0}.
The following theorem, generalizing that of Bahri and Coron [3] to higher dimensions, is
given in [31].
Theorem B. (See Li [31].) Let n  3 and assume that R satisfies (1.12) and (1.13) near each
critical point with α ∈ (n − 2, n) (α ∈ (1, n) if R is further assumed to be a perturbation of a
constant). If (1.14) holds, then solutions of (1.2) exist.
In [29], the author studied the prescribing scalar curvature problem for n = 2 by linking the
Leray–Schauder degree of Eq. (1.1) to the degree of the following simple map G :S2 → R3
G(x) = ∇R(x) · ∇x −R(x)x, x ∈ S2. (1.15)
It is shown in [29] that if R ∈ C3, G = 0 and deg(G,B,0) = 0, then solutions of (1.1) exist.
Due to the simplicity of the map G, this result leads to several rather weak, explicit, sufficient
conditions on R for the existence of solutions of (1.1) (see [29] for more details). In particular,
solutions of (1.1) are shown to exist when R satisfies the conditions (1.3) and (1.4) regardless
of the nature of its critical points. Besides a differential identity which has played an important
role, this result is established because of the introduction of the simple map G by avoiding the
use of conformal coordinates (cf. Section 4.1) of the function space and the involvement of the
conformal group of sphere, unlike those in [10,13], and [31].
Following these works, natural questions are (a) whether or to what extent Chang–Yang’s uni-
form condition (1.9) is sufficient to guarantee the validity of the perturbation result; (b) whether
Li’s uniform condition (1.10) can be verified for some cases of R without assuming isolation and
non-degeneracy of its critical points; (c) whether the topological condition (1.8) can be verified
for R not being a Morse function or not of the form (1.13).
The aim of the present work is to make a systematic study on the prescribing scalar curvature
problem by considering issues closely related to the questions raised above. We will give some
results which generalize almost all existing ones on the prescribing scalar curvature problem for
n 3, and meanwhile provide a unified treatment for both symmetric and non-symmetric cases
of R.
The work [29] suggests that the degree-theoretic approach can lead to existence results for
a broader class of R when some simpler map like G is used instead. With the works [10,31],
and [29], one now sees that the maps G˜t and G should have the same degree when t  1 for
n = 2, at least under Li’s uniform condition (1.10), although they look so different. With these
observations in mind, one of our crucial ideas in this work is to construct a family of simple
maps, called β-maps, explicitly expressed by the curvature functions R, which have the same
degree as G˜t . By considering similar perturbation problems, we will give some general explicit
conditions on R, particularly allowing non-isolation and degeneracy of its critical points, under
which non-zero degree of a β-map leads to the existence of solutions of (1.2). Similar to our
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of solutions of (1.2) in higher dimensions regardless of the nature of critical points of R.
It turns out that the maps G˜t are fundamental to problem of this nature, because, as to be
shown in this part of the series, the β-maps can be actually obtained by considering explicit
asymptotic expansion of G˜t , as t sufficiently large.
More specific contents of Part I of the series is the following. We state our main results in
Section 2. General existence results (Theorems 5, 6), including one comparable to Theorem B
above, and general existence results for the symmetric cases (Theorems 7, 8), will be given
under certain explicit conditions on R and the topological condition on a β-map. Several special
cases involving more concrete conditions on R are treated in Theorems 1–4. In particular, when
n = 3, the conditions on R simply reduce to the condition (1.3) and the β-maps become the map
G defined above (see Theorem 1), which gives a result for n = 3 generalizing our earlier one
in [29].
In Section 3, we derive an explicit asymptotic formula of G˜t (Theorem 3.1). Unlike the asymp-
totic properties of G˜t studied in [10,13] for a given point on the sphere, and in [31] when R has
the form (1.12) near every critical points with Q(α) being non-degenerate in the sense of (1.11)
and satisfies other properties described above, our asymptotic formula is derived with respect to
general R in a way that it reflects the variation of the asymptotic behavior of G˜t as points on the
sphere vary. We also give an upper bound for ‖R ◦ φP,t − R(P )‖L2 (Theorem 3.2) which will
play an important role in the verification of Li’s uniform condition (1.10).
In Section 4, we define a family of broader β-maps, called pseudo β-maps, and give, for a
fixed β , an explicit uniform condition (4.7), by making careful asymptotic expansions of terms
involved in Li’s uniform condition (1.10), under which an abstract perturbation result (Theo-
rem 4.1) involving the pseudo β-map is given. Some answers to the questions (a) and (b) above
will be given. In particular, following some characterizations of our uniform conditions (The-
orem 4.2), we discuss several cases in which our explicit uniform condition is in fact either
equivalent to or weaker than Chang–Yang’s uniform condition (1.9) with α = 2,3, for which
the answer to the question (a) above is affirmative. This actually verifies the completeness of
Theorem A above. But when α  4, our explicit uniform condition is much stronger than Chang–
Yang’s uniform condition (1.9) in general. It is therefore still not clear whether Chang–Yang’s
uniform condition (1.9) is sufficient for the perturbation result when α  4. We believe that the
answer to this question is negative. As our uniform condition is comparable to Li’s uniform
condition (only being slightly stronger), it characterizes cases for which the answer to the ques-
tion (b) above is affirmative, i.e., cases in which Li’s uniform condition can be verified without
assuming isolation and non-degeneracy of critical points of R. The section also contains a general
perturbation result for the H -symmetric case of R (Theorem 4.3).
The proof of our main results will be given in Section 5 based on the abstract perturbation
result contained in Section 4, a verification of the uniform condition and a homotopy result
between the β-map and the pseudo β-map (Theorem 5.1).
As our β-maps are simply defined in terms of R, their topological degree can be calculated
much easily than that of G˜t . Thus our results in this part have already given some positive an-
swers to the question (c) above. We will show in Part II of the series that the non-zero degree of
a β-map can be explicitly verified in many situations including those when R is symmetric or
symmetric-like.
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We first state our results in some special cases which involve simple maps and relatively
simple conditions on R. Several general results and that for H -symmetric cases, involving more
complicated β-maps and conditions on R will be stated later, followed by some discussions. All
results in this section only involve t-independent conditions. We leave the (more general) results
involving t-dependent conditions to Section 4.
We will denote Di as the total derivative Dξ with |ξ | = i. For dimension n  4, we will
assume that
(A) ‖R −R0‖L∞  n,
where n > 0 is a constant determined by n which will be made explicit later in Lemma 4.2 (cf.
the second remark in Section 2.4).
2.1. Some special cases
Let G :Sn → Rn+1 be defined as (1.15), B be the unit ball in Rn+1, and ∂B = Sn.
Theorem 1. Let n = 3. If R ∈ C2,γ satisfies (1.3), then (1.2) has a solution provided that
deg(G,B,0) = 0.
Theorem 2. Let n 4. If R ∈ C2,γ satisfies both (A) and (1.3), then (1.2) has a solution provided
that deg(G,B,0) = 0.
The condition (1.3) is necessary for the degree of G to make sense. We now consider the cases
when (1.3) fails. It is necessary to introduce new maps. For t  1, we let
G
(3)
t (x) = G(x)+
1
t2
∇R · ∇x,
G
(4)
t (x) = G(x)+
1
t2
(∇R · ∇x − (2R)x), ∀x ∈ Sn.
Set
Σ := {x ∈ Sn: ∇R(x) = R(x) = 0}.
Theorem 3. Let n 4 and R ∈ C3,γ satisfy (A). If Σ = ∅, we further assume ∇R = 0 on Σ ,
and that, for any pj → p ∈ Σ , there exist constants C > 0,  > 0, independent of j , such that at
x = pj ,
either ∇R · ∇R −(1 − )|∇R||∇R|, or (2.1)
|∇R| C|R|2. (2.2)
Then there exists t0  1 such that G(3)t = 0, ∀t  t0, and (1.2) has a solution provided that
deg(G(3)t ,B,0) = 0 as t  t0.
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Theorem 4. Let n  4 and R ∈ C4,γ satisfy (A). If Σ = ∅, we further assume |∇R| +
|2R| = 0 on Σ , and that, for any pj → p ∈ Σ , there exist constants C > 0,  > 0, independent
of j , such that one of the following holds:
(1) ∇R(p) = 0, and either (2.1) or (2.2) holds at x = pj ;
(2) 2R(p) = 0, and
D2R(p) = 0, 2R(p)R(pj ) 0; (2.3)
(3) 2R(p) = 0, and
D2R(p) = 0, (2.1) and |R| C(|∇R|2/3 + |∇R|2) hold at x = pj . (2.4)
Then there exists t0  1 such that G(4)t = 0, ∀t  t0, and (1.2) has a solution provided that
deg(G(4)t ,B,0) = 0 as t  t0.
The conditions in the above theorem can be easily met.
Example. Under stereographic coordinates based at p ∈ Σ , we consider
R(y) = R(0)+ a
3
y31 − y1
(
y22 + · · · + y2n
)+ R˜(y)+R4(y), for |y|  1,
where R4 = O(|y|4), and R˜(y) consists of cubic terms in which y1, y31 do not occur and satisfy∑
i R˜yiyi ≡ 0.
It is clear that |∇R(0)| = 2|a − n + 1|, 2R(0) = 2R4(0), D2R(0) = 0. Near y = 0,
∇1R ∼ (ay21 − |y′|2 + R˜y1) + O(|y|3) where y′ = (y2, . . . , yn), and R ∼ (a − n + 1)y1 +
R4 +O(|y|3).
If a < n − 1, then (1) holds for any pj → p. Indeed, ∇R · ∇R ∼ (|y′|2 − ay21 − R˜y1) +
O(|y|3), |∇R|  C′|y|2, and |R| ∼ |y1| + O(|y|2). Using the fact that |R˜y1 |  C′|y1||y′| for
some constant C′ > 0, we see that there is a constant C > 0 such that ∇R · ∇R  0, ∀|y1|
C|y′|. Note that (2.2) obviously holds ∀|y1| >C|y′|. So either (2.1) or (2.2) holds near y = 0.
If a = n − 1, we choose R4 to satisfy 2R4(0) > 0 and R4  μ|y|2 for some constant
μ> 0, which obviously implies that (2) holds for any pj → p. We can also easily choose R4 so
that (3) holds for any pj → p, otherwise.
It is clear that Theorem 4 contains Theorem 3 and Theorem 3 contains Theorem 2.
2.2. The general case
Throughout the rest of the series, [ · ] is denoted as the integer part of a real number and β is
always assumed to be an integer between 2 and 2[n ].2
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are defined by
G
(β)
t (x) =
∑
odd i∈[1,β]
1
t i−1
D¯iR(x) · ∇x −
∑
even i∈[2,β]
D¯iR(x)
t i−2
x, (2.5)
where D¯i (i  1) is the differential operator of order i defined by
D¯i =
{∇m, if i = 2m+ 1 for some m 0,
m, if i = 2m for some m 1.
When i, k are odd, given a point x it is always true that
D¯kR(x) · D¯iR(x)−λi,k(x)
∣∣D¯kR(x)∣∣∣∣D¯iR(x)∣∣,
for some λi,k = λk,i ∈ [0,1]. Given an integer L, we denote by Λ = Λ(x) the symmetric matrix
(λi,k) where i, k  L are odd integers, and denote
Λi = Λi(x) =
∑
odd kL,k =i
λi,k(x), for all odd i  L.
Definition. Given a sufficiently smooth function R on Sn, a point p ∈ Σ , a sequence pj → p,
and a positive integer L.
We say that R satisfies the condition O(L) w.r.t. {pj } if D[L2 ]R(p) = 0 and there exist
Λ = Λ(pj ), a constant C > 0 independent of j , such that the following holds on {pj }:
(a) Λi  1, ∀ odd i  L;
(b) ∣∣D¯iR∣∣ C ∑
odd k<L
(√
1 −Λk
∣∣D¯kR∣∣) L−iL−k , ∀i −L = even−2;
(c) ∣∣DiR∣∣ C ∑
odd k2i−1
(√
1 −Λk
∣∣D¯kR∣∣) 12 , ∀i  [L− 1
2
]
.
We say that R satisfies the condition E(L) w.r.t. {pj } if D[L2 ]R(p) = 0 and there exist constants
C > 0, λ > 12 , and an even integer m ∈ [2,L], independent of j , such that the following holds
on {pj }:
(a)′ D¯kR · D¯iR  0, ∀ even k m, even i  L;
(b)′ ∣∣D¯iR∣∣ C ∑
even km
∣∣D¯kR∣∣ L−iL−k , ∀i −L = even−2 if m<L;
(c)′ ∣∣DiR∣∣ C( ∑
ki−1
∣∣D¯2kR∣∣ 12 + ∣∣D¯2iR∣∣λ), ∀i min{m
2
,
[
L− 1
2
]}
if L 5;
∣∣DiR∣∣ C ∑ ∣∣D¯kR∣∣ 12 , ∀m
2
< i 
[
L− 1
2
]
.even km
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i∈N O(Li) ∪ E(Li) at p) if for any pj → p it satisfies the condition O(L) (resp. E(L), resp.
O(Li) or E(Ll) for some i, l ∈ N) w.r.t. {pj }.
It is easy to see that the conditions O(3) and O(4) are just (2.1) and (2.4) respectively, and the
conditions E(3) and E(4) are just (2.2) and (2.3) respectively.
For each x ∈ Sn, we denote
Lo(x) = min
{
odd i: D¯iR(x) = 0},
Le(x) = min
{
even i: D¯iR(x) = 0},
L(x) = min{Lo,Le}.
The following is a general result for n 3.
Theorem 5. Let R ∈ Cβ,γ and (A) holds if n 4. Suppose that
(B) L(x) β , ∀x ∈ Sn;
(C) for any p ∈ Σ , R satisfies the condition O(L)∪E(L) at p, or satisfies the condition O(Lo)∪
E(Lo)∪ O(Le)∪ E(Le) at p in the case max{Lo,Le} β .
Then there exists t0  1 such that G(β)t = 0 as t  t0 and (1.2) has a solution provided that
deg
(
G
(β)
t ,B,0
) = 0, as t  t0. (2.6)
The condition (B) above is necessary for the degree of the β-map G(β)t to make sense. The
condition (C) above is automatic when Σ = ∅.
We now consider a special case of Theorem 5, in which the condition (C) only involves the
condition O(L). Let p be a critical point of R. Assume, under the stereographic coordinate based
at p,
R(y) = R(0)+
n∑
i=1
biy
αi
i + o
(∑
i
|biyi |αi
)
, for y close to 0. (2.7)
Denote α = α(p) := min{αi : bi = 0, 1 i  n}.
Theorem 6. Let R ∈ C2[ n2 ],γ and assume (A) if n 4. Suppose that, near each critical point p,
R has the form (2.7), and α = α(p)  2[n2 ], which is either odd, or even with
∑
αi=α bi = 0.
Then there exists t0  1 such that G
(2[ n2 ])
t = 0 as t  t0 and (1.2) has a solution provided that
deg(G(2[
n
2 ])
t ,B,0) = 0 as t  t0.
2.3. H -symmetric cases
Let H be a subgroup of O(n + 1), the orthogonal transformations on Rn+1. We denote
by VH the fixed point subspace of H -action, i.e., VH = {x ∈ Rn+1: hx = x, ∀h ∈ H }, and
M. Ji / J. Differential Equations 246 (2009) 749–787 759by SH the unit sphere in VH , i.e., SH = {x ∈ VH : |x| = 1}. A function f :Sn → R1 is said to
be H -symmetric if f (hx) = f (x), ∀x ∈ Sn and h ∈ H . Clearly if is H -symmetric as f is
H -symmetric.
In the case when R is H -symmetric, if the respective conditions in the above theorems are only
assumed with respect to H , then symmetric solutions can similarly be found. More precisely, we
assume the conditions in Theorems 1–6 only on the set SH , i.e., assume (B) only for x ∈ SH ,
assume (C) only for sequences {pj } ⊂ SH , pj → p ∈ Σ ∩ SH , assume (2.7), the conditions
on α(p) only for p ∈ Σ ∩ SH , and replace B by BH = B ∩ VH .
Theorem 7. Suppose SH = ∅. For each I = 1, . . . ,6, we let R be an H -symmetric function which
satisfies (A) if n 4, is smooth on Sn as required in Theorem I, and satisfies the same conditions
as in Theorem I with respect to H . Then the conclusion of Theorem I holds with respect to H ,
i.e., (1.2) has an H -symmetric solution provided that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
deg(G,BH ,0) = 0, in the case I = 1,2,
deg
(
G
(I)
t ,BH ,0
) = 0, as t  t0, in the case I = 3,4,
deg
(
G
(β)
t ,BH ,0
) = 0, as t  t0, in the case I = 5,
deg
(
G
(2[ n2 ])
t ,BH ,0
) = 0, as t  t0, in the case I = 6.
(2.8)
We remark that in the case dim(SH ) = 0, i.e. SH = {p,−p}, since D¯iR(±p) = 0 for odd i
and L(±p) = min{2i: iR(±p) = 0}, the conditions (B) and (C) w.r.t. H are simply read as the
following: L(±p) β , and DiR(±p) = 0, ∀i  L/2.
We now consider a special situation when R depends only on the latitude. Let x =
(x1, . . . , xn+1) ∈ Sn, xn+1 = sin θ , −π2  θ  π2 . We say that R is axisymmetric if R = R(θ) =
ζ(sin θ) for some smooth function ζ on [−1,1]. It is easy to see that an axisymmetric R is
symmetric with respect to H = O(n) and dim(SH ) = 0.
Theorem 8. Let R ∈ C2[ n2 ],γ be axisymmetric and satisfy
∣∣R′(θ)∣∣+ ∣∣R′′(θ)∣∣+ · · · + ∣∣R(2[ n2 ])(θ)∣∣ = 0, ∀θ ∈ [−π
2
,
π
2
]
. (2.9)
Then there exists t0  1 such that G
(2[ n2 ])
t = 0 as t  t0. Moreover, if, for some subgroup H ⊂
O(n),
deg
(
G
(2[ n2 ])
t ,BH ,0
) = 0, as t  t0, (2.10)
and (A) is satisfied when n 4, then (1.2) has H -symmetric solutions.
2.4. Remarks
(1) More general abstract results, Theorems 4.1, 4.3, from which all results above will follow,
will be given in Section 4. These general results in fact involve a broader family of maps Fβt ,
called pseudo β-maps. However, we will show in Section 5 that under various conditions on R
stated above, the pseudo β-map Fβt and the β-map G
β
t for a given β will have the same degree
as t sufficiently large.
760 M. Ji / J. Differential Equations 246 (2009) 749–787(2) In the cases when n  4 and R is not close to a constant, i.e., the condition (A) is not
satisfied, all results in Theorems 2–8 remain valid as long as certain uniform a priori estimates
on solutions of the deformation equations hold for the continuation method to apply, similarly to
the case n = 3 in the proofs of Theorems 5, 7 (see Section 5).
(3) Let β1 > β2 and R ∈ Cβ1,γ . Since conditions in Theorems 5, 7 for β2 are stronger than the
ones for β1 and both β-maps G(βi)t (i = 1,2) have the same degree under ones for β2 (see the
proof of Theorem 5.1 in Section 5), we see that the result in Theorem 5 for bigger β concludes
the one for smaller β .
(4) Theorems 1 and 2 extend the result of [29] to S3 and also to higher dimension n 4 under
the condition (A). When R satisfies (1.3), some existence and compactness results in higher
dimension are given in [2,4,5] under some additional conditions including that R is a Morse
function (see also [32] for an extension of these works when n = 4 and R is not necessarily a
Morse function). We refer the readers to [12,17,27,34] for additional works in the subject.
(5) We will show in Sections 4, 5 that G˜t and G are homotopic to each other as t  1,
under the condition (1.3). Therefore, Theorem 1 and [29] particularly show the completeness of
Theorem A stated in the Introduction due to Chang, Gursky and Yang [10].
(6) Together with a degree counting formula to be given in Part II of the series, Theorem 6 is
actually comparable to Theorem B stated in the Introduction due to Li [31]. The formula (2.7)
has a more complete form than (1.13) considered in [31], in which some of the bi ’s are allowed
to vanish and the αi ’s are allowed to be different. Moreover, unlike (1.13), R is allowed to be
C∞ smooth in (2.7) by involving no terms like |y|αi for αi odd.
(7) We note that Theorem 8 is not a direct consequence of Theorem 7 by taking H = O(n).
We will show in Part II that if R is axisymmetric and non-monotone, then (2.10) holds for
H = O(n − 1) but not necessarily for H = O(n). This theorem will lead to results which im-
prove those in [19,37], because our solutions are actually O(n − 1)-symmetric even when the
critical points of R are not local extrema.
(8) As shown in [10], the estimate (1.6) is implied by (1.3) in the case n = 3.
For n 4, the a priori estimate (1.6) was shown to be true in [31,35,38], and [20] under the
assumptions that R admits only a finite number of critical points p1, . . . , pk and satisfies some
additional conditions. One of these conditions is the non-degeneracy of every critical point pi in
the sense (1.11) with the degree αi being restricted to a suitable range (depending on n).
A natural question for n 4 is whether the estimate (1.6) holds under certain weaker condi-
tions without assuming isolation and non-degeneracy of the critical points of R.
(9) Let p be a non-degenerate critical point of R of degree L in the sense of (1.11). If we
assume (a) in the condition O(L) at p with further restriction that Λ1  1 −  for some constant
 > 0, then all other conditions in the condition O(L) at p are automatically satisfied. Indeed, the
non-degeneracy implies that all derivatives of R can be controlled by |∇R| around p as needed.
While, roughly speaking, the conditions in O(L) (resp. E(L)), except (a) (resp. (a′)), say that
the derivatives needed are controlled by some of |∇R|, |∇R|, . . . , |∇kR| (resp. by some of
|R|, |2R|, . . . , |mR|). The later obviously relaxes much more than the former, in particular
when ∇R vanishes near p.
(10) As to be shown in Part II of the series, the topological conditions like (2.6) or (2.8) stated
in the above results can be explicitly realized in many particular situations. In the case that R is
H -symmetric, even if (2.8) is not satisfied, applications of Theorems 5, 7 can also yield solutions
which are not necessarily H -symmetric but sub-H -symmetric. Moreover, we are able to extend
known results on symmetric cases to the cases when R’s are not exactly symmetric. We refer the
readers to Part II of this series for details.
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Let G˜t :Sn → Sn, t  1, be defined as in (1.7). For P ∈ Sn, also let φP,t be the conformal
transformation on Sn described in the Introduction. In this section, by analyzing the asymptotic
behavior of the integrals concerning functions R ◦ φP,t as t sufficiently large, we will derive an
asymptotic formula for G˜t by taking into consideration of the variations of P ∈ Sn, followed by
an L2 estimate on |R ◦ φP,t −R(P )|.
Below, by dimensional constant, we mean a positive constant which only depends on the
dimension n.
3.1. Asymptotic formula and estimate
Let
δτ (t) =
{
(log t)/tn, if τ = n;
1/tτ , if τ < n;
1/tn, if τ > n.
(3.1)
Denote δi,j = 0, ∀i = j , and δi,i = 1.
Our asymptotic formula for G˜t is stated as follows.
Theorem 3.1. Let R ∈ Cβ,γ where 0 < γ  1. Then for any x ∈ Sn and t sufficiently large
(depending on |R|Cβ,γ ),
G˜t (x) =
∑
odd i∈[1,β]
ai
t i
D¯iR(x) · ∇x
−
( ∑
even i∈[2,β]
ai(1 + δi,n log t)
t i
D¯iR(x)
)
x +O(δβ+γ (t)), (3.2)
where, for each i, ai = ai(t) converges, as t → ∞, to a dimensional constant ci which can be
precisely characterized, and O is dominated by |R|Cβ,γ .
The asymptotic property of G˜t (x) was first studied in [13] for a fixed x. The x-varying case
was later considered in [10] (the formula (3.13) in Lemma 3.3 of [10]). As the formula in [10] is
only true when the point x coincides with the north pole (0,0,1) of S2, the above formula (3.2),
when n = β = 2, gives a correction of (3.13) in Lemma 3.3 of [10]. Asymptotic property of G˜t
was also studied in [31] when R has the form (1.12) near every critical points with Q(α) being
non-degenerate in the sense of (1.11) and satisfying other properties described in the Introduc-
tion.
The following L2 estimate will play an important role in verifying Li’s uniform condi-
tion (1.10) in order to prove our general abstract perturbation result in the next section.
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constant M1 = M1(n), and constants t0 > 0, C > 0 depending only on |R|Cβ,γ , n, such that for
all t  t0, P ∈ Sn,
∥∥R ◦ φP,t −R(P )∥∥2L2 M1
(
k∑
i=1
(1 + δ2i,n log t)
t2i
∣∣DiR(P )∣∣2)+Cδ2k+2γ (t),
where δτ (t) is as in (3.1).
3.2. Proof
The rest of the section is devoted to the proof of these two theorems.
Lemma 3.1. Let (y1, . . . , yn) ∈ Sn−1 ⊂ Rn, m 0, and i1, . . . , in  0 be integers. Then
∑
i1+···+in=k
1
i1! · · · in!
( ∫
Sn−1
y
i1
1 · · ·yinn
)
∂k
∂x
i1
1 · · · ∂xinn
=
{
πn−121−m
m!(2m+n−2)!! (
∑
1in
∂2
∂x2i
)m, if k = 2m;
0, if k = 2m+ 1,
(3.3)
and
∑
i1+···+in=k
1
i1! · · · in!
( ∫
Sn−1
y
i1
1 · · ·yinn yj
)
∂k
∂x
i1
1 · · · ∂xinn
=
{
πn−121−m
m!(2m+n)!!
∂
∂xj
(
∑
1in
∂2
∂x2i
)m, if k = 2m+ 1;
0, if k = 2m,
(3.4)
for all j = 1, . . . , n.
Proof. Consider the spherical coordinates in Sn−1:⎧⎪⎪⎪⎨⎪⎪⎪⎩
y1 = cos θ1;
y2 = sin θ1 cos θ2;
· · ·
yn−1 = sin θ1 · · · sin θn−2 cos θn−1;
yn = sin θ1 · · · sin θn−2 sin θn−1,
with measure
dθ = sin θn−21 sin θn−32 · · · sin θn−2 dθ1 · · ·dθn−1,
where θi ∈ [0,π], 1  i  n − 2, and θn−1 ∈ [0,2π]. It is easy to see that the integral∫
n−1 y
i1 · · ·yinn is a product of the integrals like
∫ π
cosi t sinj t dt if all i1, . . . , in are even, whereS 1 0
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ing the formula
∫ π
0 cos
i t sinj t = π(i−1)!!(j −1)!!/(i+j)!! and a straightforward computation,
we conclude that if i1, . . . , in are all even, then∫
Sn−1
y
i1
1 · · ·yinn dθ = 2πn−1
(i1 − 1)!!(i2 − 1)!! · · · (in − 1)!!
(i1 + · · · + in + n− 2)!! , (3.5)
and otherwise, the integral vanishes.
Hence, when k = 2m + 1, every terms on the left-hand side of (3.3) vanish since there must
exist some odd il in this case. We then obtain (3.3) in the case that k is odd. Now let k = 2m.
By (3.5), the left-hand side of (3.3), being summed over only even numbers i1, . . . , in, is equal
to
∑
i1+···+in=2m
2πn−1
i1! · · · in!
(i1 − 1)!!(i2 − 1)!! · · · (in − 1)!!
(2m+ n− 2)!!
∂2m
∂x
i1
1 · · · ∂xinn
= 2π
n−1
(2m+ n− 2)!!
∑
i1+···+in=2m
1
i1!! · · · in!!
∂2m
∂x
i1
1 · · · ∂xinn
. (3.6)
Denote jl = il/2, l = 1, . . . , n. Since i!! = ( i2 )!2i/2, the summation on the right-hand side of (3.6)
becomes
2−m
∑
j1+···+jn=m
1
j1! · · · jn!
∂2m
∂x
2j1
1 · · · ∂x2jnn
= 2−m 1
m!
( ∑
1in
∂2
∂x2i
)m
.
Thus (3.3) is also verified in the case that k is even.
To verify (3.4), we assume j = 1 according to the symmetry.
The integral
∫
Sn−1 y
i1+1
1 y
i2
2 · · ·yinn is non-zero only in the cases that i1 is odd and all i2, . . . , in
are even. As such cases cannot occur if i1 + · · · + in = even, (3.4) is obtained when k is even.
Now let k = 2m+ 1. The summation on the left-hand side of (3.4) is made only for i1 being odd
and i2, . . . , in being even. By (3.5), it is equal to
∑
i1+···+in=2m+1
2πn−1
i1! · · · in!
i1!!(i2 − 1)!! · · · (in − 1)!!
(2m+ n)!!
∂2m+1
∂x
i1
1 · · · ∂xinn
= 2π
n−1
(2m+ n)!!
∑
i1+···+in=2m+1
1
(i1 − 1)!!i2!! · · · in!!
∂2m+1
∂x
i1
1 · · · ∂xinn
= 2π
n−1
(2m+ n)!!
∂
∂x1
( ∑
j1+i2+···+in=2m
1
j1!!i2!! · · · in!!
∂2m
∂x
j1
1 ∂x
i2
2 · · · ∂xinn
)
by writing j1 = i1 − 1. Note that the summation in the bracket above has the same form as the
summation on the right-hand side of (3.6), being equal to 2−m 1
m! (
∑n
i=1 ∂
2
∂x2i
)m as shown above.
This yields (3.4) in the case that k is odd. 
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N = (0, . . . ,0,1) denotes the north pole. Then for any t >M  1 and any l > 0,∫
|y|M/t
n∑
i=1
∣∣xi(ty)∣∣l dμ(y) Cδl(t),
where C is a dimensional constant, δl(t) is as in (3.1), and dμ is the measure on Sn:
dμ(y) = Cn |y|
n−1
(1 + |y|2)n d|y|dθ, (3.7)
with Cn being a dimensional constant and dθ being the measure on the unit sphere Sn−1.
Proof. The proof follows from a straightforward computation. Indeed, the projection x(y) has
the expression
xi(y) = 2yi1 + |y|2 , i = 1, . . . , n, xn+1(y) =
|y|2 − 1
1 + |y|2 , y ∈ R
n. (3.8)
It follows that
∫
|y|M/t
n∑
i=1
∣∣xi(ty)∣∣l dμ(y) C ∞∫
M/t
(
tr
1 + t2r2
)l
rn−1
(1 + r2)n dr
 C
tl
∞∫
M/t
rn−l−1 dr
(1 + r2)n =
C
tl
( 1∫
M/t
+
∞∫
1
)
rn−l−1 dr
(1 + r2)n ,
in which the integration over (1,∞) is bounded by 1, and the integration over (M
t
,1) is bounded
by
1∫
M/t
rn−l−1 dr
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
= log(t/M) log t, if l = n;
<
1∫
0
rn−l−1 dr  1, if l < n;
<
(
M
t
)n−l
 tn−l , if l > n,
for t >M  1. 
For convenience, we will use G˜(x, t) to denote G˜t (x), for x ∈ Sn, t  1.
Let P be a point in Sn. We choose the coordinates x1, . . . , xn+1 such that P is the north
pole N , i.e., P = N = (0, . . . ,0,1). Let x = x(y) be the stereographic projection from y ∈ Rn to
x ∈ Sn \{N}, described in (3.8). Corresponding to P and t , the conformal transformation φP,t (x)
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R ◦ φP,t (x) = R(x(ty(x))), and by (1.7),
G˜(P, t) =
∫
Sn
(
R ◦ φP,t (x)−R(P )
)
x dμ
=
∫
Sn
(
R
(
x
(
ty(x)
))−R(P ))x dμ
=
∫
Rn
(
R
(
x(ty)
)−R(P ))x(y) dμ(y). (3.9)
Around P , take x¯ = (x1, . . . , xn) as local coordinates on Sn with x¯ = 0 being identified with P .
The Taylor expansion of R in a neighborhood of P of size r0 > 0 then reads
R = R(x¯) =
β∑
i1,...,in=0
1
i1! · · · in!
∂i1+···+inR
∂x
i1
1 · · · ∂xinn
∣∣∣∣
x¯=0
x
i1
1 · · ·xinn +O
(|x¯|β+γ )
= R(0)+
β∑
k=1
∑
i1+···+in=k
1
i1! · · · in!
∂kR
∂x
i1
1 · · · ∂xinn
∣∣∣∣
x¯=0
x
i1
1 · · ·xinn +O
(|x¯|β+γ ), ∀|x¯| < r0.
Since {x ∈ Sn: |x¯| < r0} is mapped into {y ∈ Rn: |y| M0} for some M0 determined by r0, it
follows that
R
(
x(ty)
)= R(0)+ β∑
k=1
∑
i1+···+in=k
1
i1! · · · in!
∂kR
∂x
i1
1 · · · ∂xinn
∣∣∣∣
x¯=0
x
i1
1 (ty) · · ·xinn (ty)
+O(∣∣x¯(ty)∣∣β+γ ), ∀|y|M0/t,
where both O and r0 (hence M0) are dominated by |R|Cβ,γ . Substituting the above into (3.9)
and also noticing from (3.7) that ∫|y|M0/t dμ(y) C′/tn for a constant C′ depending only on n
and M0, we see that
G˜(P, t) =
β∑
k=1
∑
i1+···+in=k
1
i1! · · · in!
∂kR
∂x
i1
1 · · · ∂xinn
∣∣∣∣
x¯=0
Hi1,...,in (t,M0),
+
∫
|y|M0/t
O
(∣∣x¯(ty)∣∣β+γ )x(y) dμ(y)+O(1/tn), (3.10)
where
Hi1,...,in (t,M0) :=
∫
x
i1
1 (ty) · · ·xinn (ty)x(y) dμ(y).|y|M0/t
766 M. Ji / J. Differential Equations 246 (2009) 749–787If we denote by Hi1,...,inj , the j th components of Hi1,...,in , j = 1,2, . . . , n+ 1, and denote
bk(t) = Cn2k+1tk
∞∫
M0/t
(
tr
1 + t2r2
)k
rn dr
(1 + r2)n+1 ,
b˜k(t) = Cn2k
∞∫
M0/t
fk(r) dr, (3.11)
where
fk(r) = tk
(
tr
1 + t2r2
)k
(1 − r2)rn−1
(1 + r2)n+1 ,
then, using (3.7) and (3.8), we see that, when i1 + · · · + in = k,
H
i1,...,in
j =
∫
|y|M0/t
x
i1
1 (ty) · · ·xinn (ty)xj (y) dμ(y)
=
⎧⎨⎩
bk(t)
tk
(
∫
Sn−1 y
i1
1 · · ·yinn yj dθ), for 1 j  n,
− b˜k(t)
tk
(
∫
Sn−1 y
i1
1 · · ·yinn dθ), for j = n+ 1.
(3.12)
Lemma 3.3. The functions bk(t), b˜k(t) for all k < n, and b˜n(t)/(log t), defined by (3.11), con-
verge to some dimensional constants respectively, as t goes to +∞ (depending on M0).
Proof. For all k < n, the function bk(t) obviously tends to the dimensional constant
Cn2k+1
∫∞
0
rn−k dr
(1+r2)n+1 , as t → ∞. To show the convergence of b˜k(t), first of all, it is clear that
∞∫
t/M0
|fk|dr 
∞∫
t/M0
dr
rk+n+1
<
(
M0
t
)n+k
. (3.13)
Secondly, since
1∫
M0/t
fk dr =
t/M0∫
1
t2kρn+k−1(ρ2 − 1)
(ρ2 + t2)k(1 + ρ2)n+1 dρ,
we have that
( 1∫
+
t/M0∫ )
fk dr =
t/M0∫
f˜k(r, t) dr, (3.14)M0/t 1 1
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f˜k(r, t) =
(
t2k
(r2 + t2)k −
t2k
(1 + t2r2)k
)
(r2 − 1)rn+k−1
(1 + r2)n+1 .
Using the inequality ak − bk  k(a − b)ak−1 for 0 b a, we find that
0 <
1
(r2 + t2)k −
1
(1 + t2r2)k 
k
t2k
,
for any r > 1 and t > 1, which implies that
t/M0∫
1
f˜k(r, t) dr →
∞∫
1
(
1 − 1
r2k
)
(r2 − 1)rn+k−1
(1 + r2)n+1 dr < ∞, if k < n. (3.15)
Combination of (3.13)–(3.15) immediately yields the desired convergent property of b˜k(t) in the
case k < n.
Now consider k = n. Let
f˜ (r, t) = t
2n
r(r2 + t2)n .
It is easy to see that
|f˜n − f˜ | t
2n
(r2 + t2)n
∣∣∣∣ (r2 − 1)r2n−1(1 + r2)n+1 − 1r
∣∣∣∣+ 1r2n+1  Cr2 , ∀r  1, t > 1,
t/M0∫
1
f˜ dr =
1/M0∫
1/t
du
u(u2 + 1)4 = A(t) log t +B(M0, t),
where A(t) → 1, as t → ∞, and |B(M0, t)|  C + logM0 for some constant C > 0 depend-
ing only on n. The latter is obtained by considering the change of variable r = tu. We then
have
∫ t/M0
1 f˜n dr ∼ log t + O(1), as t  1, which, together with (3.13) and (3.14), implies
b˜n(t)/(log t) → Cn2n, as t → ∞. 
We note that (3.10) holds only when the point P is identified with the north pole N as what
we have chosen at the beginning of the proof – the choice of the coordinates in Rn+1. In fact,
the right-hand side of (3.10), as a function of t only, does not show how G˜(P, t) depends on the
point P , as P = N varies on Sn.
A crucial step of the proof is to find out how the right-hand side of (3.10) changes as the
point P varies, for which we need the following lemma.
Lemma 3.4. For given integer m< n, there exist constants dm,i , d ′m,i , depending only on n, such
that under the local coordinates x¯ = (x1, . . . , xn) around N ,
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∣∣
N
+
m−1∑
i=1
dm,i
iR
∣∣
N
=
(
n∑
i=1
∂2
∂x2i
)m
R
∣∣∣∣
x¯=0
, ∀m 2, (3.16)
∇jmR
∣∣
N
+
m−1∑
i=0
d ′m,i∇jiR
∣∣
N
= ∂
∂xj
(
n∑
i=1
∂2
∂x2i
)m
R
∣∣∣∣
x¯=0
, ∀m 1, (3.17)
∇jR|N = ∂R
∂xj
(0), R|N =
n∑
i=1
∂2R
∂x2i
(0), (3.18)
for all 1 j  n.
Proof. Under the coordinates x¯, the metric g0 is expressed as
g0(x¯) =
n∑
i,j=1
gij (x¯) dxi dxj =
n∑
i,j=1
(
δij + xixj1 − |x¯|2
)
dxi dxj . (3.19)
Recall that
mR
∣∣
N
=
(
1√
g
∑
i,l
∂
∂xi
(√
ggil
∂
∂xl
))m
R
∣∣∣∣
x¯=0
,
∇jmR
∣∣
N
=
∑
s
gjs
∂
∂xs
(
1√
g
∑
i,l
∂
∂xi
(√
ggil
∂
∂xl
))m
R
∣∣∣∣
x¯=0
, ∀1 j  n,
where (gij ) = (gij )−1, and
g = det(grs) =
n∏
k=1
(
1 + x
2
k
1 − |x¯|2
)
+O(|x¯|2n).
Since gij (0) = gij (0) = δij , Dgij |x¯=0 = 0, and Dg|x¯=0 = 0, we obtain (3.18), and moreover, we
also see that d ′1,0 = n, when m = 1 in (3.17). Using the fact that Dξgij |x¯=0 = 0, ∀i, j , as |ξ | = 3,
we find that d2,1 = 2n + 3 in (3.16) when m = 2. For the general cases, since Dξgij |x¯=0 = 0,
∀i, j , as |ξ | odd, we have that
Dξgij
∣∣
x¯=0 = Dξg
∣∣
x¯=0 = 0, as |ξ | odd. (3.20)
Now (3.16) and (3.17) easily follow from (3.19)–(3.20) and a straightforward computation. 
Under x¯, the point x in Sn around N , has the expression
x = x(x¯) = (x1, . . . , xn,√1 − |x¯|2).
Hence ∇j xi |N = δij and ∇j xn+1|N = 0, ∀1 i, j  n. It turns out that for any smooth function f
on Sn,
∇f · ∇xi |N = ∇if |N (∀1 i  n), ∇f · ∇xn+1|N = 0. (3.21)
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point P as it varies on Sn. Below, all Ci ’s are meant to be dimensional constants.
Let i1 + · · · + in = k.
If k is even, say, k = 2m for some m 1, then we find by (3.12) and (3.4) in Lemma 3.1 that
H
i1,...,in
j = 0 when j  n, and find by (3.12) and (3.3) in Lemma 3.1 that
∑
i1+···+in=2m
1
i1! · · · in!H
i1,...,in
n+1
∂2m
∂x
i1
1 · · · ∂xinn
= −Ck b˜k(t)
tk
(
n∑
i=1
∂2
∂x2i
)m
.
Since x(N) = (0, . . . ,0,1), we conclude by (3.16) that
∑
i1+···+in=k
1
i1! · · · in!
∂kR
∂x
i1
1 · · · ∂xinn
∣∣∣∣
x¯=0
Hi1,...,in
= −Ck b˜k(t)
tk
(
n∑
i=1
∂2
∂x2i
)m
R
∣∣∣∣
x¯=0
x(N)
= −Ck b˜k(t)
tk
(
mR(N)+
m−1∑
i=1
dm,i
iR(N)
)
x(N)
= −Ck b˜k(t)
tk
(
D¯kR(N)+
m−1∑
i=1
dm,iD¯
2iR(N)
)
x(N)
= − b˜k(t)
tk
(
CkD¯
kR(N)+
∑
even i∈[2,k)
C′iD¯iR(N)
)
x(N). (3.22)
If k is odd, say, k = 2m+ 1 for some m, then similar applications of (3.12) and Lemma 3.1 as
the above yield that, for j = 1, . . . , n,
∑
i1+···+in=k
1
i1! · · · in!H
i1,...,in
j
∂k
∂x
i1
1 · · · ∂xinn
= Ck bk(t)
tk
∂
∂xj
(
n∑
i=1
∂2
∂x2i
)m
,
and, for j = n+ 1, the left-hand side vanishes. It then follows from (3.17) and (3.21) that
∑
i1+···+in=k
1
i1! · · · in!
∂kR
∂x
i1
1 · · · ∂xinn
∣∣∣∣
x¯=0
Hi1,...,in
= Ck bk(t)
tk
∇
(
mR +
m−1∑
i=0
d ′m,iiR
)
· ∇x
∣∣∣∣
N
= Ck bk(t)
tk
(
D¯kR +
m−1∑
d ′m,iD¯2i+1R
)
· ∇x
∣∣∣∣
Ni=0
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tk
(
CkD¯
kR +
∑
odd i∈[1,k)
C′iD¯iR
)
· ∇x
∣∣∣∣
N
. (3.23)
By applying Lemma 3.2, we have∫
|y|M0/t
∣∣x¯(ty)∣∣β+γ dμ(y) Cδβ+γ (t), as t M0  1. (3.24)
Now, by substituting (3.22)–(3.24) to the right-hand side of (3.10), we have that
G˜(P, t) =
∑
odd i∈[1,β]
ai
t i
D¯iR · ∇x
∣∣∣∣
P
−
∑
even i∈[2,β]
ai(1 + δi,n log t)
t i
D¯iRx
∣∣∣∣
P
+O(δβ+γ (t)), (3.25)
as t > M0, where ai(t) = Cibi(t) + C′i+2bi+2(t)/t2 + · · · + C′i+2lbi+2l (t)/t2l , if i + 2l( β)
is odd; ai(t) = Cib˜i(t) + C′i+2b˜i+2(t)/t2 + · · · + C′i+2l b˜i+2l(t)/t2l , if i + 2l( β) is even; and
an = Cnb˜n(t)/(log t) if β = n is even. From Lemma 3.3, we see that, as t → ∞, each ai(t) tends
to a dimensional constant which is determined by the dimensional constants in Lemmas 3.1–3.3.
Since (3.25) is an invariant form with O dominated by |R|Cβ,γ , being independent of the coordi-
nates, it holds for every point P ∈ Sn. Hence the formula (3.2) follows. This completes the proof
of Theorem 3.1.
The proof of Theorem 3.2 follows from Lemma 3.2 and the arguments above.
4. Topological degree for the equation
Given an integer 2  β  2[n2 ], we have by the asymptotic formula (3.2) that there are con-
stants t0, CR > 0 depending only on n and |R|Cβ,γ such that
G˜t (x) = 1
t
F (β)(x, t)+O(1)δβ+γ (t), as t  t0, (4.1)
where |O(1)| CR and
F (β)(x, t) =
∑
odd i∈[1,β]
ai
t i−1
D¯iR(x) · ∇x −
∑
even i∈[2,β]
ai(1 + δi,n log t)
t i−1
D¯iR(x)x,
with ai = ai(t) → ci > 0 being given in Theorem 3.1.
We refer the above family of maps F (β) :Sn × [1,∞) → Rn+1, 2  β  2[n2 ], as pseudo
β-maps. It is clear that
∣∣F (β)(·, t)∣∣= ∣∣∣∣ ∑
odd i∈[1,β]
ai
t i−1
D¯iR
∣∣∣∣+ ∣∣∣∣ ∑
even i∈[2,β]
ai(1 + δi,n log t)
t i−1
D¯iR
∣∣∣∣. (4.2)
In the case that R is a perturbation of a constant, we will prove some abstract results by
imposing an explicit uniform condition on R under which the degree of the pseudo β-map,
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results, to be used to prove the main results in Section 2, are important in their own rights because
they are actually stronger than these main results. Our analysis will be based on Theorem 3.1
(i.e., the asymptotic formula (3.2)), Theorem 3.2, and the perturbation result given in [31]. More
precisely, we will apply Theorems 3.1, 3.2 to show that our explicit uniform condition implies
Li’s uniform condition (1.10) (in a slightly relaxed form). In fact, as to be seen in the proof
of our perturbation result, our uniform condition differs from Li’s uniform condition mainly by
imposing a slightly stronger upper bound on∥∥R ◦ φP,t −R(P )∥∥L2∥∥R ◦ φP,t −R(P )∥∥L2n/(n+2) .
Hence our abstract perturbation results are essentially the same as Li’s but involve explicit and
easily verifiable conditions.
4.1. Li’s perturbation result
Let n 3 and
X =
{
u ∈ H 1(Sn): ∣∣Sn∣∣−1 ∫
Sn
|u|2n/(n−2) = 1
}
,
X0 =
{
u ∈ X:
∫
Sn
x|u|2n/(n−2) = 0
}
,
B = {x ∈ Rn+1: |x| < 1}.
The conformal coordinates X0 ×B on X are introduced as follows. For a conformal transforma-
tion φ :Sn → Sn, let
Tφ(u) = u ◦ φ|detdφ|(n−2)/2n,
where |detdφ| denotes the Jacobian of φ, satisfying φ∗g0 = |detdφ|2/ng0. For P ∈ Sn, 1 
t < ∞, let φP,t :Sn → Sn be the conformal transformation defined in the Introduction. Define
π :X0 ×B → X:
π(w, ξ) = T −1φP,t w, w ∈ X0, ξ ∈ B, (4.3)
where ξ = sP , 0  s < 1, P ∈ Sn, s = (t − 1)/t , 1  t < ∞. Then π :X0 × B → X is a C2
diffeomorphism (see Lemma 5.4 of [31] for n 3, and Theorem 3 of [9] for n = 2). Therefore,
one can represent each u = π(w, ξ) ∈ X simply by (w, ξ), called the conformal coordinate of u,
where w ∈ X0, ξ = sP ∈ B with P ∈ Sn, s = (t − 1)/t , t  1.
Consider the functional
ER(u) = |S
n|−1 ∫
Sn
c(n)|∇u|2 +R0u2
(|Sn|−1 ∫
Sn
R|u|2n/(n−2))(n−2)/n , ∀u ∈ X0.
It is known that ER only has the minimizers w ≡ 1,−1, as R ≡ R0.
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lar, Lemma 4.2 below is a relaxed version of Theorem 6.1 in [31].
Lemma 4.1. There exists i = i(n) > 0, i = 1,2, such that, if ‖R − R0‖L∞  1, then
min‖w−1‖<2 ER(w) has a unique minimizer wR , and wR > 0 on Sn.
Let
N1 =
{
w ∈ X0: ‖w − 1‖ < 2
}
,
Ω(t˜) =
{
t − 1
t
P ∈ B: 1 t < t˜, P ∈ Sn
}
,
N2(t˜) = π
(
N1 ×Ω(t˜)
)
,
N3(t˜) =
{
v ∈ H 1(Sn) \ {0}: v‖v‖ ∈ N2(t˜)
}
, (4.4)
and let G˜t :Sn → Rn+1 be the map defined in (1.7).
Lemma 4.2. There exist constants n = (n) ∈ (0, 1), M2 = M2(n) for which the following
holds. If a non-constant function R ∈ C1(Sn) satisfies
‖R −R0‖L∞  n, (4.5)∣∣G˜t (P )∣∣M2∥∥R ◦ φP,t −R(P )∥∥L2∥∥R ◦ φP,t −R(P )∥∥L2n/(n+2) , (4.6)
for all P ∈ Sn and t  T0, for some T0 > 0, then for α ∈ (0,1) there are positive constants C1,
T1 depending only on n, α, and T0, such that
deg
(
v − (−c(n)+R0)−1R|v|4/(n−2)v,N3(t)∩ {v ∈ C2,α: ‖v‖C2,α < C},0)
= (−1)n deg(G˜t ,B,0),
for all t  T1, C  C1.
We note that Lemma 4.2 above is slightly stronger than what was originally stated in Theo-
rem 6.1 of [31] by imposing weaker condition (4.6) instead of (1.10). The proof of Theorem 6.1
in [31] actually goes through when the condition (4.6) is assumed instead.
4.2. Abstract perturbation results
Given an integer β between 2 and 2[n2 ], we impose the following uniform condition: For each
M > 0 there exists a constant t0 > 0 such that, as t  t0, x ∈ Sn,
∣∣F (β)(x, t)∣∣Mn
( [ β2 ]∑ (1 + δ2i,n log t)
t2i−1
∣∣DiR(x)∣∣2)+ tMδβ+γ (t), (4.7)i=1
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respectively, 0 < γ  1, and δβ+γ (t) is defined in (3.1).
For given β , our general perturbation result states as follows.
Theorem 4.1. Let n  3, 0 < γ  1, and R ∈ Cβ,γ be non-constant. Suppose (4.5) and the
uniform condition (4.7). Then for α ∈ (0,1) there exist positive constants t0 (depending only on
|R|β,γ and n) and t1, C1 (depending only on n, α, and t0) such that
deg
(
v − (−c(n)+R0)−1R|v|4/(n−2)v,N3(t)∩ {v ∈ C2,α: ‖v‖C2,α < C},0)
= (−1)n deg(F (β)(·, t),B,0),
for all t  t1, C  C1.
Proof. Since 2[β2 ] + 2  β + γ , δ2[ β2 ]+2(t)  δβ+γ (t). An application of Theorem 3.2 with
k = [β2 ] and γ = 1 yields that
∥∥R ◦ φx,t −R(x)∥∥2L2 M1
( [ β2 ]∑
i=1
(1 + δ2i,n log t)
t2i
∣∣DiR(x)∣∣2)+C′Rδβ+γ (t),
where C′R is a positive constant depending only on |R|Cβ,γ . Now, using (4.1) and taking M
in (4.7) sufficiently large, depending on n and |R|Cβ,γ , we see that there exists a constant t0 =
t0(n, |R|Cβ,γ ) > 0 such that as t  t0,
t
∣∣G˜t (x)∣∣+ tCRδβ+γ (t) ∣∣F (β)(x, t)∣∣
 tM2
∣∣Sn∣∣∥∥R ◦ φx,t −R(x)∥∥2L2 + t(M −M2∣∣Sn∣∣C′R)δβ+γ (t)
 tM2
∥∥R ◦ φx,t −R(x)∥∥L2∥∥R ◦ φx,t −R(x)∥∥L2n/(n+2) + tCRδβ+γ (t),
i.e., the uniform condition (4.6) in Lemma 4.2 is satisfied.
By Lemma 4.2, it remains to show that G˜t and F (β)(·, t) have the same degree. But this is
clear since a similar argument as the above shows that G˜t (x) · F (β)(x, t) > 0 for all x ∈ Sn and
t  t0. The proof is now complete. 
Let ci = limt→∞ ai(t), i = 1,2, . . . , be the dimensional constants in Theorem 3.1. The fol-
lowing theorem gives several particular cases in which our uniform condition (4.7) can be made
more explicit.
Theorem 4.2. The following holds.
(1) When β = 2, the uniform condition (4.7) is equivalent to (1.3).
(2) When β = 3 (hence n 4), the uniform condition (4.7) is equivalent to
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∣∣∣∣+ 1t |R|M(t)
{
(log t)/t3, if n = 4, γ = 1;
1/t2+γ , otherwise
(4.8)
on Sn as t  t1 for some t1  1 and some function M(t) → ∞ as t → ∞.
(3) Let β = 4 (hence n  4) and suppose that ∇R(x) = R(x) = 0 implies D2R(x) = 0. If
there exist constants t1  1 and μ> 0 such that as t  t1,∣∣∣∣c1∇R + c3t2 ∇R
∣∣∣∣+ 1t
∣∣∣∣c2R + c4(1 + δ4,n log t)t2 2R
∣∣∣∣ μ(1 + δ4,n log t)t3 (4.9)
on Sn, then the uniform condition (4.7) holds.
Proof. We use o(1) to denote sequences indexed by i which tend to 0 as i → ∞.
The necessity of (1) and (2) is obvious.
To prove the sufficiency, we suppose by contradiction that (4.7) is not true when β  4. Then
there exist a constant M0 > 0 and sequences {xi} ⊂ Sn, ti → ∞ such that, at x = xi ,
∣∣F (β)(x, ti)∣∣Mn( |∇R|2
ti
+ 1 + δ4,n log ti
t3i
∣∣D2R∣∣2)+M0tiδβ+γ (ti). (4.10)
Let β = 2. Since |F (2)| c0(|∇R|+ 1+δ2,n log tt |R|) for some constant c0 > 0 and tδ2+γ (t)
log t
t3
, it follows from (4.10) that
∣∣∇R(xi)∣∣+ 1 + δ2,n log ti
ti
∣∣R(xi)∣∣ Mn
c0ti
∣∣∇R(xi)∣∣2 +Ctiδ2+γ (ti),
where C depends on M0, c0, and |R|C2 , which implies that |∇R(xi)| + |R(xi)|  o(1) as ti
sufficiently large, depending on Mn, M0, c0, and |R|C2 . We then obtain a contradiction to the
condition |∇R| + |R| = 0 on Sn.
In the case β = 3, we have n 4, then tδ3+γ (t) = o( 1t2 ) as t  1. Since |F (3)| c0|∇R| −
CR/t
2 for some c0 > 0 and CR > 0, it follows from (4.10) that
∣∣∇R(xi)∣∣ CR
t2i
, as i  1. (4.11)
Substituting (4.11) into the right-hand side of (4.10) immediately yields |F (3)(xi, ti )| 
M0tiδ3+γ (ti)+CR log ti/t3i , a contradiction to (4.8).
The sufficiency of (1) and (2) is now proved.
To prove (3), we note that (4.11) still holds in the case β = 4. Also note that tδ4+γ (t) =
δ4,n+o(1)
t3
as t  1 and |F (4)| c0|R|/t − CR log t/t3 for some constants c0 > 0 and CR > 0.
It follows from (4.10) and (4.11) that |R(xi)| CR log ti
t2i
→ 0, as i → ∞. Since ∇R = R = 0
implies D2R = 0, we must have |D2R(xi)| = o(1) → 0 as i → ∞. Hence (4.10) becomes
|F (4)(xi, ti )|  o(1)(1 + δ4,n log ti )/t3i + M0(o(1) + δ4,n)/t3i , which contradicts to the condi-
tion (4.9). 
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orthogonal transformations on Rn+1. Denote
VH =
{
x ∈ Rn+1: hx = x, ∀h ∈ H}, SH = Sn ∩ VH .
Instead of X, we consider the H -symmetric function space
XH =
{
u ∈ X: u(hx) = u(x), ∀x ∈ Sn, h ∈ H}.
Restricting ER on XH0 := X0 ∩XH , we see that Lemma 4.1 is still valid. Define
NH1 = N1 ∩XH,
ΩH (t) = Ω(t)∩ VH ,
NH2 (t) = π
(
NH1 ×ΩH(t)
)
,
NH3 (t) =
{
v ∈ H 1(Sn) \ {0}: v‖v‖ ∈ NH2 (t)
}
,
where N1,Ω(t) are as in (4.4).
Theorem 4.3. Let R ∈ Cβ,γ be non-constant, H -symmetric and satisfy (4.5). If (4.7) holds for
x ∈ SH , then for α ∈ (0,1) there exist positive constants t0 (depending only on |R|β,γ and n) and
t1, C1 (depending only on n, α, and t0) such that as t  t1 and C  C1,
deg
(
v − (−c(n)+R0)−1R|v|4/(n−2)v,NH3 (t)∩ {v ∈ C2,α: ‖v‖C2,α < C},0)
= (−1)n deg(F (β)(·, t),B ∩ VH ,0).
Proof. We first show that the map π in (4.3) is a diffeomorphism between XH0 × (B ∩ VH )
and XH . Let P ∈ Sn. Consider the spherical coordinates (θ,ψ) ∈ [0,π] × Sn−1 originated at P .
For any point (θ,ψ), θ is just the geodesic distance between the point and P . Hence the confor-
mal transformation φP,t maps (θ,ψ) to a point (θt ,ψ), keeping ψ unchanged. If P ∈ SH , then
the geodesic distance has the property that
dist(hx,P ) = dist(hx,hP ) = dist(x,P ), ∀x ∈ Sn, h ∈ H,
which means that h maps (θ,ψ) to (θ,hψ). Hence, as P ∈ SH and u ∈ XH , u(θ,ψ) = u(θ,hψ)
for all (θ,ψ) and h ∈ H . With these two facts, it is easy to see that TφP,t u ∈ XH for any P ∈ SH
and u ∈ XH , i.e., π maps XH0 × (B∩VH ) into XH , implying that π is a diffeomorphism between
the both sets. Thus, every u ∈ XH has the conformal coordinate u = π(w, ξ), for some w ∈ XH0 ,
ξ = sP with P ∈ SH , s = (t − 1)/t for some t , and NH3 (t) is contained in XH .
Now, with G˜t and (4.6) being restricted on SH , N3(t) being replaced by NH3 (t), and B being
replaced by B ∩ VH , the conclusion of Lemma 4.2 can be derived by using arguments in the
proof of Theorem 6.1 in [31] almost words by words. The rest of the proof is similar to that of
Theorem 4.1. 
Theorem 4.3 contains Theorem 4.1 as a special case when taking H = {I }.
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By Theorem 3.1 or (4.1), it is easy to see that Chang–Yang’s uniform condition (1.9) of or-
der α, where α  2[n2 ] is an integer, is equivalent to∣∣F (α)(x, t)∣∣ C
tα−1
(1 + δα,n log t), ∀t  t0, x ∈ Sn, (4.12)
for some t0  1. Moreover, under (4.12), G˜t has the same degree as F (α).
(1) It is not clear whether Chang–Yang’s uniform condition (1.9) is sufficient for the validity
of their perturbation result. Given the crucial role of Li’s uniform condition (1.10) played in
the proof of the perturbation result (Lemma 4.2), it would be interesting to know how far away
Chang–Yang’s uniform condition is from Li’s. But such a comparison is not easy to be made
because of the complexity and implicity of Li’s uniform condition. However, as our uniform
condition (4.7) is only slightly stronger than Li’s, it seems appropriate to make some comparison
of our uniform condition with Chang–Yang’s.
It is known that the condition (1.3) is equivalent to Chang–Yang’s uniform condition with
α = 2 [14], and is equivalent to (4.7) with β = 2 by Theorem 4.2. Hence by Theorem 4.1, Chang–
Yang’s uniform condition is sufficient for the validity of the perturbation result when α = 2.
In the case α = 3, it can be seen from Theorem 4.2 that (4.12) with α = 3 is in fact stronger
than (4.7). Hence by Theorem 4.1, Chang–Yang’s uniform condition is also sufficient for the
validity of the perturbation result in this case.
The following example shows that in the case α = 3, Chang–Yang’s uniform condition can be
truly stronger than our uniform condition.
Example 4.1. Under stereographic coordinate based at a point p, consider
R(y) = y1y22 − ay31 − y3+γ2 +O
(|y˜|4), ∀y = (y1, . . . , yn) small,
where a > 1/3, 0 < γ < 1, and y˜ = (y1, y2,0, . . . ,0). Hereafter, yγ2 stands for |y2|γ . Then R
does not satisfy (4.12) with α = 3 but does satisfy (4.8) (hence (4.7) with β = 3), near y = 0.
To see this, we note that under the stereographic coordinate,
g0 = 4
(1 + |y|2)2
(
dy21 + · · · + dy2n
)
,
and hence,
 = (1 + |y|
2)n
4
∑
i
∂
∂yi
((
1 + |y|2)2−n ∂
∂yi
)
= (1 + |y|
2)2
4
∑
i
(
∂2
∂y2i
+ 2(2 − n)yi
1 + |y|2
∂
∂yi
)
, (4.13)
∇ = (1 + |y|
2)2
4
(
∂
∂y1
, . . . ,
∂
∂yn
)
. (4.14)
Applying (4.13)–(4.14) to R(y) above, it is easy to see that
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(|y˜|2), (4.15)
∇R ∼ (−3ay21 + y22 ,2y1y2 −C2y2+γ2 ,0, . . . ,0)+O(|y˜|3), (4.16)
∇R ∼ ((1 − 3a),−C3yγ2 ,0, . . . ,0)+O(|y˜|), (4.17)
for some positive constants C1,C2,C3.
Taking y = (0, y2(t),0, . . . ,0), y2(t) > 0, to satisfy a1(t)∇1R + a3(t)t−2∇1R = 0, i.e.,
a1(t)y
2
2(t) ∼ (3a − 1)a3(t)t−2, we see that y2(t) = O(t−1), and |F (3)(y, t)| ∼ t−2−γ . Hence
there are no constants C > 0, r > 0, and t0, such that |F (3)(y, t)| Ct−2 as t  t0, |y| < r , so R
does not satisfy (4.12) near p when α = 3.
Assume that there are sequences Yi = (y(i)1 , . . . , y(i)n ) → 0 and ti → +∞, as i → ∞, such
that |F (3)(Yi, ti)| = o(1)t−2−γi , where o(1) → 0 as i → ∞. Then
|R| o(1)t−1−γi ,
∣∣∇(a1R + a3t−2i R)∣∣ o(1)t−2−γi at Yi. (4.18)
The first inequality in (4.18) together with (4.15) implies that y(i)1 ∼ −(y(i)2 )1+γ + o(1)t−1−γi .
Substituting this into the term concerning ∇1 in the second inequality in (4.18), and using (4.16),
(4.17), yields |y(i)2 | ∼ t−1i . Then substituting both asymptotic estimates of y(i)1 and |y(i)2 | into
(4.16) and (4.17) yields
∇2
(
a1R + a3t−2i R
)∼ −t−2−γi ,
a contradiction to the second inequality in (4.18). Hence, there are constants C > 0, r > 0, and t0
such that |F (3)| Ct−2−γ for all t  t0 and |y| < r , so R satisfies (4.8) near p (with a smaller γ ).
In the case α = 4, we note that (4.12) (hence (1.9)) is just (4.9), which is certainly weaker
than (4.7). In fact, by Theorem 4.2(3), in the case β = 4, one needs some extra conditions besides
(4.9) (hence besides Chang–Yang’s uniform condition) to ensure (4.7), hence the perturbation
result.
As α  5, it is easy to see that (4.12) (hence (1.9)) is much more weaker than (4.7) in gen-
eral. Hence the sufficiency of Chang–Yang’s uniform condition ensuring the perturbation result
becomes more questionable.
(2) In [14], a necessary and sufficient condition on the Taylor coefficients of R at its critical
points of order α = 3 is given for validity of the uniform condition (1.9). More precisely, let P be
such a point, i.e., ∇R(P ) = R(P ) = 0, but ∇R(P ) = 0. Under the stereographic coordinates
based at P , it can be assumed by making a rotation that ∇R(P ) lies in the y1-axis and the
Taylor expansion of R for |y| small has the form
R(y) = R(0)+
n∑
j,k=1
Ajkyjyk + y1
n∑
k=1
Bky
2
k + R˜(y)+O
(|y|4), (4.19)
where Ajk = Akj ,∑nj=1 Ajj = 0, B := 3B1 +∑nk=2 Bk = 0, and R˜(y), consisting of cubic terms
in which y1 does not occur in odd power, satisfies ∇R˜(P ) = 0. Let Aj = (Aj1, . . . ,Ajn) ∈ Rn,
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hold, as t  t0, |y| r , for some r > 0 and t0  1, is that
A1 = 0, BkB  0, ∀k = 1, . . . , n. (4.20)
However, this is not true. In fact, the condition (4.20) is neither necessary nor sufficient for
the validity of the uniform condition (1.9) near P when α = 3.
Let
Y = span{ej : BjB  0, 2 j  n},
V = span{A2, . . . ,An},
where ej , j = 1, . . . , n, are the unit coordinate vectors of Rn. We define Y = {0} if BjB > 0 for
all 2 j  n.
For R having the form (4.19), we claim that if
(i) Y ⊂ V, and (ii) either A1 = 0 or R˜ = 0 and A1 ∈ V, (4.21)
then there exist constants C > 0, r > 0, and t0  1 such that |F (3)|  Ct2 as t  t0 and |y|  r ,
i.e., (4.12) holds near y = 0, for α = 3.
If Y = {0}, without loss of generality we assume that Y = span{e2, . . . , em} for some integer
2m n, and assume B > 0. It follows that Bk > 0 for all m < k  n. Suppose for contradic-
tion that the claim is false. Then there are sequences ti → +∞, Pi → 0, μi → 0, such that∣∣F (3)(Pi, ti)∣∣ μi
t2i
. (4.22)
For simplicity we write y = Pi , and denote by o(1) a sequence which tends to 0 as i → ∞. Using
(4.13)–(4.14), we have ∇R(P ) ∼∑i ( ∂3R(0)∂y1∂y2i , . . . , ∂3R(0)∂yn∂y2i ). According to the assumption on R˜,
we also have
∑
i R˜yiyi ≡ 0. Then R(y) ∼ By1 +O(|y|2), implying by (4.22) that
y1 = o(1)/ti +O
(|y|2). (4.23)
For k  2, since, by (4.13)–(4.14), ∇kR(y) = O(|y|) = o(1) and ∇kR(y) ∼ 2(Ak · y +
y1Bkyk)+ R˜yk +O(|y|3), we have by (4.22), (4.23) that
Ak · y = −y1Bkyk + 12 R˜yk +O
(|y|3)+ o(1)/t2i = o(1)/ti +O(|y|2). (4.24)
Since Y ⊂ V , (4.24) implies that all yk , 2  k  m, have the same order, which, together
with (4.23), again implies that
yk = o(1)/ti +O
(|y˜|2), ∀1 k m, (4.25)
where y˜ = (0, . . . ,0, ym+1, . . . , yn). Note that R˜y1 = y1O(|y|) and Bk > 0 for k > m. We have
by (4.25) that
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∑
k2
Bky
2
k + R˜y1 +O
(|y|3)
= 2A1 · y + o
(|y˜|)/ti + n∑
k>m
Bky
2
k +O
(|y˜|3)+ o(1)/t2i
 2A1 · y + 12
n∑
k>m
Bky
2
k + o(1)/t2i .
If A1 = 0, then ∇1R(y)  o(1)/t2i . If R˜ = 0 and A1 ∈ V , then A1 =
∑
k2 λkAk for some
constants λk , and by (4.24), A1 · y = y1O(|y|) + O(|y|3) + o(1)/t2i . Hence we also have
∇1R(y) o(1)/t2i . Since 16∇1R(y) = 2B +O(|y|) and B > 0, we have that∣∣∣∣a1(ti)∇1R(y)+ a3(ti)t2i ∇1R(y)
∣∣∣∣ 1t2i
(
a3(ti)B
8
− o(1)
)
.
But a3(ti) → c3 > 0 as i → ∞. We then obtain a contradiction to (4.22). This proves the claim.
Using the claim, the following example shows that the condition (4.20) is not necessary for
the uniform condition (1.9) of order α = 3.
Example 4.2. In the Taylor expansion (4.19) of R, we take
(Ajk) =
⎛⎜⎜⎜⎝
1 0 a 0 · · · 0
0 −(1 + a2) 0 0 · · · 0
a 0 a2 0 · · · 0
0 0 0 0 · · · 0
· · ·
⎞⎟⎟⎟⎠
for some constant a = 0, and take Bj such that B1 < 0, B2 < 0, Bj > 0, ∀j  3, and 3B1 +∑n
j=2 Bj > 0. Obviously, (4.20) is not satisfied since A1 = 0 and BiB < 0, ∀i = 1,2, but (4.21)
is satisfied since Y = {e2} = {A2} and A1 = aA3. It follows from the claim that (4.12) hence
(1.9) is satisfied when α = 3 by such R near p.
The next example simply shows that the condition (4.20) is not sufficient either to ensure the
uniform condition (1.9) of order α = 3.
Example 4.3. Consider
R(y) = y31 + y1y32 +O
(|y|5), ∀y small,
i.e., Ajk = 0, B1 = 1, Bj = 0, ∀j > 1, and R˜ = 0 in (4.19). Obviously R satisfies the condi-
tion (4.20).
However, by (4.13)–(4.14), at y = (0, y2,0, . . . ,0),
R = O(y32), 4∇R = (y32 ,0, . . . ,0)+O(y42),
16∇R = (6 + 6y2,0, . . . ,0)+O
(
y2
)
.2
780 M. Ji / J. Differential Equations 246 (2009) 749–787Take y2 = y2(t) to satisfy a1(t)y32 + 3/2a3(t)t−2 = 0. Then y2 = −O(t−2/3), implying
|F (3)(y, t)|  O(t−2−2/3) at y = (0, y2(t),0, . . . ,0). This violates the condition (4.12) (hence
the condition (1.9)) with α = 3 that |F (3)|  Ct−2 near y = 0. This shows that (4.20) is not
sufficient to ensure (1.9).
5. Proof of main results
With the abstract perturbation theorem in Section 4, the issues in proving main results stated
in Section 2 are to verify our uniform condition (4.7) and to identify the degree of a pseudo
β-map F (β)(·, t) with that of the corresponding β-map G(β)t which is certainly simpler.
We note that an obvious necessary condition for the uniform condition (4.7) is the condi-
tion (B) in Theorem 5, i.e.,
β∑
i=1
∣∣D¯iR(x)∣∣ = 0, ∀x ∈ Sn. (5.1)
Recall that for x ∈ Sn
Lo(x) = min
{
odd i: D¯iR(x) = 0},
Le(x) = min
{
even i: D¯iR(x) = 0}.
Lemma 5.1. Given pj → p in Sn, as j → ∞, and let L = Lo(p) or Le(p). Suppose that
3  L  2[n2 ], and R satisfies the condition O(L) ∪ E(L) w.r.t. {pj }. Then for any sequence
tj → ∞, there exist a subsequence {jk} and a constant μ> 0 such that at x = pjk , t = tjk ,
∣∣F (L)∣∣−Mn
( [L2 ]∑
i=1
(1 + δ2i,n log t)
t2i−1
|DiR|2
)
 μ1 + δL,n log t
tL−1
. (5.2)
Proof. For simplicity, we only treat the case L< n in which δ2[L2 ],n = δL,n = 0. In the case that
L = n, we have by L  2[n2 ] that L = n = even, and, the proof is almost the same except that
δ2[L2 ],n = δL,n = 1.
Below, we denote o(1) as a sequence indexed by j which tends to 0 as j → ∞. Suppose for
contradiction that there is a sequence o(1) such that for all x = pj , t = tj ,
∣∣F (L)∣∣−Mn
( [L2 ]∑
i=1
1
t2i−1
∣∣DiR∣∣2) o(1)
tL−1
. (5.3)
We first consider the case when R satisfies the condition O(L) w.r.t. {pj }, i.e., there are a
matrix Λ = Λ(pj ), and a constant C > 0 independent of j , such that conditions (a)–(c) in the
definition of condition O(L) in Section 2 hold. Observe that for any vectors w1, . . . ,wl in a
Hilbert space,
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∑
i,j
wi ·wj =
∑
il
|wi |2 +
∑
i =j
wi ·wj

∑
il
|wi |2 −
∑
i =j
μij |wi ||wj |

∑
il
|wi |2 − 12
∑
i =j
μij
(|wi |2 + |wj |2)
=
∑
il
(1 −Ui)|wi |2,
where μij = μji ∈ [0,1] are such that wi · wj  −μij |wi ||wj | and Ui = ∑j =i μij . Taking
wi = 1t i−1 aiD¯iR, μij = λi,j for all odd i, j  L in the above inequality, we have by condition (a)
that
∣∣∣∣ ∑
odd iL
ai
t i−1
D¯iR
∣∣∣∣ c0 ∑
odd iL
1
t i−1
√
1 −Λi
∣∣D¯iR∣∣, (5.4)
where c0 > 0 is a constant depending on n and the minimum of ai , ∀odd i  L. By condition (c),
we have, for each 1 i  [L−12 ],
1
t2i−1
∣∣DiR∣∣2  C ∑
odd k2i−1
1
tk
√
1 −Λk
∣∣D¯kR∣∣ C ∑
odd k<L
1
tk
√
1 −Λk
∣∣D¯kR∣∣.
We also have D[L2 ]R(pj ) → 0 since D[L2 ]R(p) = 0. It follows that
[L2 ]∑
i=1
1
t2i−1
∣∣DiR∣∣2  LC ∑
odd k<L
1
tk
√
1 −Λk
∣∣D¯kR∣∣+ o(1)δ2[L2 ],L
tL−1
. (5.5)
By using the expression (4.2) for |F (L)| and combining (5.3)–(5.5), we obtain that, when L = Lo,
∑
odd iL
(
c0
2
− MnLC
t
)
1
t i−1
√
1 −Λi
∣∣D¯iR∣∣+ 1
2
∣∣∣∣∣
L∑
odd i=1
ai
t i−1
D¯iR
∣∣∣∣∣ o(1)tL−1 , (5.6)
and, when L = Le,
∑ (
c0 − MnLC
t
)
1
t i−1
√
1 −Λi
∣∣D¯iR∣∣+ ∣∣∣∣∣
L∑ ai
t i−1
D¯iR
∣∣∣∣∣ o(1)tL−1 . (5.7)
odd i<L even i=2
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√
1 −Λi |D¯iR| o(1)t i−L for odd i  L, as t sufficiently large (depending
on c0, n, and C). This, together with the condition (b), implies that 1t i−1 |D¯iR|  o(1)t1−L for
all i satisfying i−L = even−2. It follows that the second term in either (5.6) or (5.7) becomes∣∣∣∣ o(1)
tL−1j
+ aL
tL−1j
D¯LR(pj )
∣∣∣∣∼ 1
tL−1j
∣∣D¯LR(p)∣∣, as j  1.
Therefore, both cases lead to a contradiction since D¯LR(p) = 0.
Next, we consider the case when the condition E(L) w.r.t. {pj } is satisfied, i.e., there are
constants C > 0, λ > 1/2, and an even integer m ∈ [2,L], independent of j , such that the condi-
tions (a)′–(c)′ in the definition of condition E(L) in Section 2 hold.
Note that L 3. As in the proof of Theorem 4.2, the inequality (5.3) implies
∣∣∇R(pj )∣∣ CR
t2j
; ∣∣R(pj )∣∣ o(1)
tj
, as j  1. (5.8)
When L = 3, the condition (b)′ becomes |∇R|  C|R|2. Hence, by (5.8), |∇R|  o(1)t−2j ,
which, together with (5.3), yields that D¯3R(pj ) = o(1), a contradiction to L = 3. When
L = 4, the condition (a)′ becomes D¯2RD¯4R  0, which implies |F (4)|  a4|D¯4R(pj )|t−3j ∼
t−3j . However, by D
[L2 ]R(p) = 0 we have |D2R(pj )| → 0, from which and (5.8) we see that
(5.3) becomes |F (4)| o(1)t−3j , a contradiction.
Below, we assume that L 5. Using the condition (a)′, we obtain
∣∣∣∣ ∑
even iL
ai
t i−1
D¯iR
∣∣∣∣ c0 m∑
even i=2
ai
t i−1
∣∣D¯iR∣∣+ 1
2
∣∣∣∣ ∑
even i∈[m+2,L]
ai
t i−1
D¯iR
∣∣∣∣,
where c0 > 0 depends on L. Using the condition (c)′ and D[L2 ]R(p) = 0, we obtain
[L2 ]∑
i=1
1
t2i−1
∣∣DiR∣∣2  m′∑
even k=2
C
tk−1
∣∣D¯kR∣∣2λ + m∑
even k=2
CL
tk
∣∣D¯kR∣∣+ o(1)δ2[L2 ],L
tL−1
,
where m′ = min{m,2[L−12 ]}. Arguing as in the above for the case of O(L), we obtain inequalities
similar to (5.6) and (5.7) that when L = Le,
m∑
even i=2
(c0ai − i) 1
t i−1
∣∣D¯iR∣∣+ 1
2
∣∣∣∣∣
L∑
even i=m+2
ai
t i−1
D¯iR
∣∣∣∣∣ o(1)tL−1 ,
and, when L = Lo,
m∑
(c0ai − i) 1
t i−1
∣∣D¯iR∣∣+ ∣∣∣∣∣
L∑ ai
t i−1
D¯iR
∣∣∣∣∣ o(1)tL−1 ,
even i=2 odd i=1
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i = even ∈ (m′,m], with x = pj , t = tj .
If m′ < Le, we see by λ > 1/2 that |D¯iR(pj )|2λ−1 → 0 for all even i  m′. Hence
i(pj , tj ) = o(1) for all even i  m as j → ∞. We then obtain a contradiction similarly to
the above for the case of O(L). This shows (5.2) when m′ <Le.
Let m′  Le, i.e., m  Le and 2[L−12 ]  Le. The latter shows Le < L = Lo. Then the con-
dition E(Lo) holds when taking m = Le. However, this implies the condition E(Le) with the
same m. Indeed, for L = Le , the condition (a)′ is obvious, and in the condition (c)′ only the
first inequality is required, which is obviously met also, by m = Le = L < Lo and the condi-
tion E(Lo). The condition (b)′ is automatic in the present case m = L. Since m′ corresponding
to Le is strictly smaller than Le, it follows from the previous paragraph that (5.2) holds with
L = Le . Moreover, (5.2) also holds with L = Lo since Le < Lo. 
Recall Σ = {x ∈ Sn: ∇R(x) = R(x) = 0}, L(x) = min{Lo,Le}, ∀x ∈ Sn.
Theorem 5.1. Let Ω ⊂ Sn be closed and R ∈ Cβ,γ (γ > 0) satisfy (5.1) for given β between 2
and 2[n2 ]. Suppose that for any p ∈ Ω∩Σ , R satisfies the condition O(L)∪E(L) at p, or satisfies
the condition O(Lo)∪ E(Lo)∪ O(Le)∪ E(Le) at p in the case max{Lo,Le} β .
Then, given M > 0, there exists a constant t0  1 such that (4.7) is satisfied for all x ∈ Ω and
t  t0. Moreover, as t  t0, the pseudo β-map F (β)(·, t) and the β-map G(β)t , when restricted
on Ω , are homotopic in Rn+1 \ {0}.
Proof. Let M > 0 be given. First, we show that there exist positive constants δ and t1 such that
as t  t1 (4.7) holds on the subset Σδ := {x ∈ Ω: |∇R| + |R| δ}. Suppose by contradiction
that this is not true. Then there exist sequences {pj } ⊂ Ω , pj → p ∈ Σ , tj → ∞ such that, at
x = pj , t = tj ,
∣∣F (β)(x, t)∣∣−Mn
( [ β2 ]∑
i=1
(1 + δ2i,n log t)
t2i−1
∣∣DiR(x)∣∣2)Mtδβ+γ (t). (5.9)
Let L = L(p), and in the case max{Lo,Le} β let L = Lo(p) or Le(p). By p ∈ Σ and (5.1),
it is always true that 3  L  β  2[n2 ]. With respect to the sequence {pj } R satisfies the con-
dition O(L) ∪ E(L) by the assumption. Then applying Lemma 5.1 we see that (5.2) holds at
a subsequence {pjk } and {tjk }. If L = β , this obviously contradicts to (5.9). If L < β , then
δ2[L2 ],n = δL,n = 0, and
∣∣F (β)(x, t)∣∣ ∣∣F (L)(x, t)∣∣−CR 1 + δβ,n log t
tL
,
[ β2 ]∑
i=1
(1 + δ2i,n log t)
t2i−1
∣∣DiR(x)∣∣2  [L2 ]∑
i=1
1
t2i−1
∣∣DiR(x)∣∣2 +CR 1 + δβ,n log t
tL
,
for some constant CR > 0. We have from (5.2) that the left-hand side of (5.9), at x = pjk and
t = tjk , is not less than μt1−L − CR(1 + δβ,n log t)t−L, where μ > 0 is independent of jk . This
yields a contradiction in the case L< β .
784 M. Ji / J. Differential Equations 246 (2009) 749–787Next, similar to the proof of part (1) of Theorem 4.2, it is easy to see that there is a constant
t2 > 0 such that (4.7) also holds in Ω \ Σδ as t  t2. Hence (4.7) holds on Ω as t  t0 :=
max{t1, t2}.
Consider Ht :Ω × [0,1] → Rn+1:
Ht(x, s) = sF (β)(x, t)+ (1 − s)g(β)(x, t), ∀(x, s) ∈ Ω × [0,1],
where g(β) is obtained from F (β) by changing all coefficients ai ’s to 1. By (4.7), |F (β)(·, t)|
tδβ+γ (t) on Ω as t  t0. We note that Ht differs from F (β)(·, t) only by changing the coeffi-
cients ai(t) to sai(t) + 1 − s which also admit both uniform positive lower and upper bounds –
a property on the coefficients of F (β) which was only used in the proof of Lemma 5.1 and
Theorem 4.2. It follows from a similar argument as the above that (4.7) holds for Ht in place
of F (β)(·, t). Hence |Ht |  tδβ+γ (t) on Ω × [0,1] as t  t0 for some constant t0 > 1. In par-
ticular, Ht = 0 as t  t0. This shows that F (β)(·, t) is homotopic to g(β)(·, t) in Rn+1 \ {0}, as
t  t0.
Consider H˜t :Ω × [0,1] → Rn+1: ∀(x, s) ∈ Ω × [0,1],
H˜t (x, s) =
β∑
odd i=1
1
t i−1
D¯iR · ∇x −
(
1 − s + s
t
) β∑
even i=2
(1 + sδi,n log t)D¯iR
ti−2
x.
Observe that H˜t (·,0) = G(β)t , H˜t (·,1) = g(β)(·, t). Since H˜t (x, s) = 0 if and only if∑
odd i∈[1,β]
1
t i−1
D¯iR(x) =
∑
even i∈[2,β]
(1 + sδi,n log t)
t i−2
D¯iR(x) = 0,
a similar argument as the above, in particular, the use of the properties (a)–(b) in the condi-
tion O(L), or the properties (a)′–(b)′ in the condition E(L) as in the proof of Lemma 5.1, implies
that H˜t = 0 as t  t0 for some t0 > 1. We conclude that g(β)(·, t) is homotopic to G(β)t , in
Rn+1 \ {0}, as t  t0. 
Proof of Theorem 5. When R is close to R0 in the sense (4.5), it follows from Theorem 5.1
by taking Ω = Sn that the conditions (B), (C) imply (4.7) and that the pseudo β-map F (β)(·, t)
has the same degree as the β-map G(β)t . An application of Theorem 4.1 yields that the Leray–
Schauder degree of Eq. (1.2), in the open set N3(t), is equal to the degree of the β-map. Hence
solutions of (1.2) exist under the non-zero degree condition.
When n  4, we note that the condition (A) is just (4.5). Hence the proof is finished in the
case.
In the case n = 3 and (4.5) is not satisfied, the continuation method in [31] (Theorem 0.5)
is applicable based on the a priori estimates proved in [10]. Indeed, consider Rμ = μR + (1 −
μ)R0, ∀μ ∈ (0,1]. By Lemma 7.3 in [10], there exists  > 0 such that R satisfies (4.5) and
for any solution v of (1.2) with R = R , its pull back w (i.e. π−1v = (w, ξ) ∈ X0 × B)
satisfies |w − 1|C0 < 2(n), so w ∈ N2. By Theorem 2(b) in [10], the condition (1.3) implies
estimate (1.6). Since (1.3) is nothing but the condition (B) when n = 3 (hence β = 2), there is
a constant C > 0 such that 1/C < v < C for all solutions v of (1.2) with R = Rμ (  μ 1).
Hence v ∈ N3(t) as t  t0 for some t0 sufficiently large. It follows
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(
v − (−c(n)+R0)−1Rv(n+2)/(n−2),C2,α ∩ {1/C < v < C},0)
= deg(v − (−c(n)+R0)−1Rv(n+2)/(n−2),C2,α ∩ {1/C < v < C},0)
= deg(v − (−c(n)+R0)−1Rv(n+2)/(n−2),N3(t)∩C2,α ∩ {1/C < v < C},0).
Since R satisfies (4.5), the degree is non-zero as shown above. 
Proof of Theorem 7. When R is close to R0 in the sense (4.5), similar to the proof of Theorem 5,
the proof follows from Theorems 4.3 and 5.1 by taking Ω = SH . Noting that NH3 is contained
in XH , the non-zero degree condition yields the existence of H -symmetric solutions of (1.2).
And the proof is similarly finished for n 4.
Now we consider the case n = 3. It is known as above that the pull back of all H -symmetric
solutions are close to 1 if R is close to R0. Since π is a diffeomorphism between XH0 × (B ∩
VH ) and XH (see the proof of Theorem 4.3), using the same approach as in [10] we obtain
the estimate (1.6) for all H -symmetric solutions under the condition |∇R| + |R| = 0 on SH
(which is just the condition (B) w.r.t. H in the case n = 3). With both facts, we then consider
the H -symmetric function space XH instead of the whole space of functions and use the same
continuation method as in the proof of Theorem 5 to conclude the theorem. 
Proof of Theorem 6. The proof is an application of Theorem 5 with β = 2[n2 ].
Let p ∈ Σ . From (2.7) and αi(p) α(p) (∀i  n), we observe that near y = 0,
kR ∼
∑
i
biy
αi−2k
i + o(1)
(∑
i
|biyi |αi−2k
)
, ∀2k  α,
∇jkR ∼ bjyαj−2k−1j + o(1)
(∑
i
|biyi |αi−2k−1
)
, ∀2k + 1 α, (5.10)
where j = 1, . . . , n and o(1) → 0 as y → 0. By the conditions on α = α(p), we see that L(p) =
α(p) and L(p) 2[n2 ]. So the condition (B) in Theorem 5 is verified.
We need to verify the condition (C) in Theorem 5, in particular, the condition O(L) at p. Since
by (5.10)
D¯iR · D¯kR −o(1)∣∣D¯iR∣∣∣∣D¯kR∣∣, ∀odd i  α, odd k  α, and y near 0,
we can choose the symmetric matrix Λ(y) with the property that
Λi(y) , ∀odd i  α, and y near 0, (5.11)
where 0 <  < 1 is a constant. Thus the condition (a) in the definition of condition O(α) is
satisfied. For every 1  k < α, since αi−k
α−k 
αi−1
α−1 , we have |D¯kR|  C|∇R|
α−k
α−1 as y near 0,
which, together with (5.11), implies the condition (b) in the definition of condition O(α). For
k  [α−12 ], since 2(αi − k)− (αi − 1) α − 2k + 1 0, we have |DkR|2  C|∇R| as y near 0.
Hence the condition (c) in the definition of condition O(α) is also satisfied. Above all, R satisfies
the condition O(α) at p. Since L = α, the proof is completed. 
786 M. Ji / J. Differential Equations 246 (2009) 749–787Proof of Theorem 8. By the axisymmetry of R, it is easy to see that, for any p ∈ Sn,
L(p) = min{k: D(k)R(θ) = 0} where θ = θ(p), which together with (2.9) shows the condi-
tion (B) for β = 2[n2 ]. Moreover the condition O(L) at every p ∈ Σ can be verified directly
from the axisymmetry, which shows the condition (C). Then an application of Theorem 7 with
β = 2[n2 ] yields the conclusion. 
Proof of Theorems 1, 2, 3, 4. The proof immediately follows from Theorem 5 by taking β =
2,3,4 respectively. We note that the condition (1.3) in Theorems 1, 2 just means that L(x) 2
(∀x ∈ Sn) and Σ = ∅, the conditions in Theorem 3 imply L(p) = 3 and the condition O(3)∪E(3)
at every p ∈ Σ , and the conditions in Theorem 4 imply L(p) 4 and the condition O(3)∪ E(3)
(as L(p) = 3), or O(4) ∪ E(4) (as L(p) = 4), or O(3) ∪ E(3) ∪ O(4) ∪ E(4) (as Lo(p) = 3,
Le(p) = 4), at every p ∈ Σ . 
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