Introduction {#Sec1}
============

Irreversibility---the loss of order and the increase of disorder---is a fundamental and ubiquitous feature of physics that is typically described through thermodynamics and thermodynamic entropy. However, its scope goes above and beyond what one would ordinarily consider thermodynamic in nature. For example, the use of quantum entanglement within photonic quantum computing is subject to a form of irreversibility that need not be attached to either a particular energy scale or an equilibrium environment. Increasingly, a broader notion of irreversibility has been developed, that has been shown to include thermodynamic irreversibility as a special case, and has also allowed us to study intrinsically quantum mechanical order (such as entanglement or coherence) in contrast to classically ordered systems. Majorization is at the core of this development.

Majorization is a fundamental tool that finds application across a wide range of subjects from economics and statistics, to physics, chemistry, and pure mathematics^[@CR1]^. At its core lies a notion of "deviations from uniformity", and the theory ties together mathematical techniques in convexity, combinatorics, and mathematical statistics.

An example of its use is in statistical mechanics of a physical system with *N* energy levels. If we assume, for the sake of discussion, that the system is fully degenerate in energy, its thermal equilibrium state is described by the uniform probability distribution $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{\gamma }} = \left( {\frac{1}{N}, \ldots ,\frac{1}{N}} \right)$$\end{document}$ over the energy levels. Given any two other probability distributions $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{q}} = (q_1, \ldots ,q_N)$$\end{document}$, one might wish to say whether one is more or less out of equilibrium than the other. Majorization provides a concrete way of stating this. The distribution **p** is more ordered than **q** (or "**p** majorizes **q**", written $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{q}} \prec {\mathbf{p}}$$\end{document}$) if **q** = *D***p** for some doubly stochastic matrix *D*^[@CR1]^. A crucial property of majorization is that it can be equivalently formulated in terms of a complete set of monotones. For example, it is well-known that $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{q}} \prec {\mathbf{p}}$$\end{document}$ if and only if $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathop {\sum}\nolimits_k f(p_k) \ge \mathop {\sum}\nolimits_k f(q_k)$$\end{document}$ for all continuous real-valued convex functions *f*. Therefore, the value of any continuous convex function *f* on statistical distributions can never increase under doubly stochastic transformations. Such functions are therefore monotones that quantify the deviation from equilibrium; moreover, they constitute a complete set of monotones because the comparison of their values provides a sufficient condition for the existence of a doubly stochastic transformation.

Majorization also finds extensive use in various parts of quantum information theory, such as in entanglement theory^[@CR2]^ and recent formulations of resource theories^[@CR3]^. In particular, it has a central role in the recent thermodynamic frameworks using the quantum information theory^[@CR3]--[@CR14]^. In particular, it was found that state transformations with zero coherences in energy are fully characterized by thermo-majorization^[@CR5]^ (see also earlier works^[@CR15],[@CR16]^), which is a natural generalization of majorization^[@CR4],[@CR17]^. However, it was shown in ref. ^[@CR10]^ that such thermo-majorization results are insufficient for describing quantum coherence under thermal operations, and that novel coherence measures are required. Low temperature coherence regimes were shown to admit solvable analysis^[@CR9]^, general coherence bounds were developed^[@CR11]^, and a framework for coherence based on the concept of asymmetry under time-translations was proposed^[@CR10],[@CR12]^. However, a complete specification of the structure of non-equilibrium quantum states was still lacking.

A natural question is therefore whether there exists a generalization of majorization (or thermo-majorization) that can accommodate such intrinsically quantum-mechanical orderings. Several candidate generalizations exist^[@CR1],[@CR18],[@CR19]^, however, the one most relevant to our present work is called matrix majorization^[@CR16]^, which is a specialization to linear algebra of ideas coming from the theory of statistical comparison (see ref. ^[@CR20]^ and references therein). Given two matrices of real numbers *A* and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$B$$\end{document}$, we say that *A* matrix-majorizes $\documentclass[12pt]{minimal}
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                \begin{document}$$B \prec _mA$$\end{document}$, if and only if *B* = *AX* for some row stochastic matrix *X*. It is easy to see that this is a generalization of majorization: for the two-row matrices $\documentclass[12pt]{minimal}
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                \begin{document}$$A = \left[ {\begin{array}{*{20}{c}} {\mathbf{p}} \\ {\mathbf{e}} \end{array}} \right]$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$B = \left[ {\begin{array}{*{20}{c}} {\mathbf{q}} \\ {\mathbf{e}} \end{array}} \right]$$\end{document}$, with $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{e}} \equiv (1,1,...,1)$$\end{document}$, the relation $\documentclass[12pt]{minimal}
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                \begin{document}$$B \prec _mA$$\end{document}$ is equivalent to $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{q}} \prec {\mathbf{p}}$$\end{document}$. Similarly, other variants of majorization, like thermo-majorization, are special cases of matrix majorization. However, such an ordering is inherently classical, being ultimately based on stochasticity, as opposed to coherent quantum processes.

A key component of our work is to generalize matrix majorization in a natural way into the quantum-mechanical setting, and to provide applications to a number of topics. Our first contribution to this is to provide a complete entropic description of a fully quantum-mechanical form of majorization. We then outline the core features of the solution and discuss the inclusion of quantum-mechanical symmetries. Our final contribution is to define a natural framework for quantum thermodynamics that is based on three physical assumptions, provide a complete set of entropic conditions and discuss limiting thermodynamic regimes of the theory.

Results {#Sec2}
=======

Definition of quantum majorization {#Sec3}
----------------------------------

Our generalization of matrix majorization, which we call quantum majorization, defines a relation on bipartite quantum states, and consequently, due to the channel-state duality property of quantum theory, also defines a relation on quantum processes, i.e., completely positive and trace-preserving (CPTP) maps. Notice that notions equivalent to quantum majorization have previously been considered in refs. ^[@CR21]--[@CR25]^ in the contexts of quantum statistics and quantum information theory.
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                \begin{document}$$\rho ^{{\mathrm{AB}}} \in {\cal B}({\cal H}_{\mathrm{A}} \otimes {\cal H}_{\mathrm{B}})$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma ^{{\mathrm{AC}}} \in {\cal B}({\cal H}_{\mathrm{A}} \otimes {\cal H}_{\mathrm{C}})$$\end{document}$ be two bipartite quantum states. We say that *ρ*^AB^ quantum majorizes *σ*^AC^, and write $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma ^{{\mathrm{AC}}} \prec _q\rho ^{{\mathrm{AB}}}$$\end{document}$, if and only if there exists a CPTP map $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal E}:{\cal B}({\cal H}_{\mathrm{B}}) \to {\cal B}({\cal H}_{\mathrm{C}})$$\end{document}$ such that $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathrm{id}} \otimes {\cal E}(\rho ^{{\mathrm{AB}}}) = \sigma ^{{\mathrm{AC}}}$$\end{document}$.
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                \begin{document}$$\sigma ^{{\mathrm{AC}}} \prec _q\rho ^{{\mathrm{AB}}}$$\end{document}$ is not symmetric with respect to the action of *ε*. It means that *ρ*^AB^ quantum majorizes *σ*^AC^ on *B*. However, in the remaining of this paper, it will be clear from the text that the action of $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal E}$$\end{document}$ is on system $\documentclass[12pt]{minimal}
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                \begin{document}$$B$$\end{document}$.

It is clear from Definition 1 that *ρ*^A^ = *σ*^A^ is a necessary condition, called the compatibility condition, for the ordering of states to hold since $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal E}$$\end{document}$ is trace-preserving, and when it holds the two states are said to be compatible. Moreover, in the special case that the marginals satisfy $\documentclass[12pt]{minimal}
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                \begin{document}$$\rho ^{\mathrm{A}} = \sigma ^{\mathrm{A}} = \frac{1}{{d_{\mathrm{A}}}}1^{\mathrm{A}}$$\end{document}$, we can express the bipartite states as the Choi matrices $\documentclass[12pt]{minimal}
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                \begin{document}$$\rho ^{{\mathrm{AB}}} = {\mathrm{id}} \otimes {\cal D}\left( {\varphi _ + ^{{\mathrm{AA}^\prime} }} \right)$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma ^{{\mathrm{AC}}} = {\mathrm{id}} \otimes {\cal F}\left( {\varphi _ + ^{{\mathrm{AA}}^\prime }} \right)$$\end{document}$, where $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal D}:{\cal B}({\cal H}_{{\mathrm{A}}^\prime }) \to {\cal B}({\cal H}_{\mathrm{B}})$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal F}:{\cal B}({\cal H}_{{\mathrm{A}}^\prime }) \to {\cal B}({\cal H}_{\mathrm{C}})$$\end{document}$ are two quantum processes (CPTP maps), and $\documentclass[12pt]{minimal}
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                \begin{document}$$\phi _ + ^{{\mathrm{AA}}^\prime }$$\end{document}$ is the projection on the maximally entangled state $\documentclass[12pt]{minimal}
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                \begin{document}$$|\phi _ + ^{{\mathrm{AA}}^\prime }\rangle = \frac{1}{{\sqrt {d_{\mathrm{A}}} }}\mathop {\sum}\nolimits_{i = 1}^{d_{\mathrm{A}}} |ii\rangle$$\end{document}$, where $\documentclass[12pt]{minimal}
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                \begin{document}$$\{ |i\rangle \} _{i = 1}^{d_{\mathrm{A}}}$$\end{document}$ is an orthonormal basis for *A*. Therefore, in this case the condition $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathrm{id}} \otimes {\cal E}(\rho ^{{\mathrm{AB}}}) = \sigma ^{{\mathrm{AC}}}$$\end{document}$ becomes equivalent to the degradability of $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal F} = {\cal E} \circ {\cal D}$$\end{document}$, and we denote it simply by $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal F} \prec _q{\cal D}$$\end{document}$.

Quantum majorization hence generalizes classical stochasticity and captures the notion that the process $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal E}$$\end{document}$ is a free operation of the theory. Many resource theories, such as entanglement theory, do not admit a simple specification, however, as we shall see shortly, in both the resource theories of asymmetry and thermodynamics, such a restriction of $\documentclass[12pt]{minimal}
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Characterization of quantum majorization {#Sec4}
----------------------------------------

Given the two bipartite states *ρ*^AB^ and *σ*^AC^, how can we determine whether *ρ*^AB^ quantum majorizes *σ*^AC^? One simple and intuitive necessary condition, that follows from the data processing inequality, is that$$\documentclass[12pt]{minimal}
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                \begin{document}$$S(A|C)$$\end{document}$. However, only one entropic condition is far from being sufficient to completely characterize quantum majorization.

In order to produce more necessary conditions, one can use a similar intuition to generate infinitely many necessary conditions that follows from the following observation (Fig. [1](#Fig1){ref-type="fig"}):$$\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma ^{{\mathrm{AC}}} \prec _q\rho ^{{\mathrm{AB}}} \Rightarrow \Phi \otimes {\mathrm{id}}\left( {\sigma ^{{\mathrm{AC}}}} \right) \prec _q\Phi \otimes {\mathrm{id}}\left( {\rho ^{{\mathrm{AB}}}} \right)$$\end{document}$$for any quantum process $\documentclass[12pt]{minimal}
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                \begin{document}$$S(A{^\prime}|B)_{\Phi \otimes {\mathrm{id}}\left( {\rho ^{{\mathrm{AB}}}} \right)} \le S(A^\prime | C)_{\Phi \otimes {\mathrm{id}}\left( {\sigma ^{{\mathrm{AC}}}} \right)}\;.$$\end{document}$$While the conditions above are necessary, again they are not sufficient, and even in the purely classical case: there exist classical states *ρ*^AB^ and *σ*^AB^ such that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sigma ^{{\mathrm{AC}}}\not \prec _q\rho ^{{\mathrm{AB}}}$$\end{document}$, even though the above equation holds of all Φ (and any dimensions of *A*′)^[@CR26],[@CR27]^.Fig. 1Quantum majorization. The condition of quantum majorization $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma ^{{\mathrm{AC}}} \prec _q\rho ^{{\mathrm{AB}}}$$\end{document}$ implies the infinite set of relations $\documentclass[12pt]{minimal}
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                \begin{document}$$(\rho ^{{\mathrm{AB}}})$$\end{document}$, where Φ is any CPTP map acting on system A (cfr. Eq. ([2](#Equ2){ref-type=""}) in the main text). Theorem 1 provides a complete set of monotones for quantum majorization, expressed as entropic functions of the bipartite state and the channel Φ acting on it

On the other hand, in the following central result of our paper, we show that if one replaces the conditional (von-Neumann) entropy in ([3](#Equ3){ref-type=""}) with the conditional min-entropy^[@CR28]^, then the inequalities in ([3](#Equ3){ref-type=""}) indeed provide, if all simultaneously satisfied, a sufficient condition for quantum majorization. Moreover, we can restrict Φ to be an entanglement breaking channel, and bound the dimension of system *A*′ to be no greater than the dimension of system *C*. Similar results, dubbed "reverse data-processing theorems," have been obtained before^[@CR18],[@CR25],[@CR27],[@CR29]^, although in a different framework involving extra ancillas and a classical reference system, while the present relations are fully quantum and do not need additional external systems.
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                \begin{document}$$H_{{\mathrm{min}}}(A|B)_\Omega$$\end{document}$, of a bipartite state Ω^AB^, is defined as^[@CR28]^$$\documentclass[12pt]{minimal}
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                \begin{document}$$H_{{\mathrm{min}}}(A|B)_\Omega : = - {\mathrm{log}}\mathop {{{\mathrm{inf}}}}\limits_{\tau ^{\mathrm{B}} \ge 0} \{ {\mathrm{T}}r\left[ {\tau ^{\mathrm{B}}} \right]:1^{\mathrm{A}} \otimes \tau ^{\mathrm{B}} \ge \Omega ^{{\mathrm{AB}}}\} .$$\end{document}$$It is known to be a single-shot analog of the conditional (von-Neumann) entropy. This analogy is particularly motivated by the fully quantum asymptotic equipartition property^[@CR30]^, which states that in the asymptotic limit of many copies of Ω^AB^, the smooth version of $\documentclass[12pt]{minimal}
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                \begin{document}$$H_{\mathrm{min}}(A|B)$$\end{document}$ approaches the conditional (von-Neumann) entropy. The conditional min-entropy has numerous applications in single-shot quantum information (e.g., ref. ^[@CR30]^ and references therein), quantum hypothesis testing (e.g., refs. ^[@CR19],[@CR27]^ and references therein), and quantum resource theories^[@CR31]^.
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                \begin{document}$$\sigma ^{{\mathrm{AC}}} \in {\cal B}({\cal H}_{\mathrm{A}} \otimes {\cal H}_{\mathrm{C}})$$\end{document}$ be two compatible bipartite quantum states. Let $\documentclass[12pt]{minimal}
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                \begin{document}$$\{ M_j^{\mathrm{A}}\}$$\end{document}$ be an arbitrary, but fixed, informationally complete POVM on system *A*. Denote the dimension of any system $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma ^{{\mathrm{AC}}} \prec _q\rho ^{{\mathrm{AB}}}.$$\end{document}$$

2\. For any quantum process (CPTP linear map) $\documentclass[12pt]{minimal}
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                \begin{document}$$\Phi :{\cal B}({\cal H}_{\mathrm{A}}) \to {\cal B}({\cal H}_{{\mathrm{A}}^\prime })$$\end{document}$, with *d*~A′~ = *d*~C~,$$\documentclass[12pt]{minimal}
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                \begin{document}$$H_{{\mathrm{min}}}(A^\prime |B)_{\Phi \otimes {\mathrm{id}}\left( {\rho ^{{\mathrm{AB}}}} \right)} \le H_{{\mathrm{min}}}(A^\prime |C)_{\Phi \otimes {\mathrm{id}}\left( {\sigma ^{{\mathrm{AC}}}} \right)}$$\end{document}$$

3\. Eq. ([6](#Equ6){ref-type=""}) holds for any measure-and-prepare quantum channel $\documentclass[12pt]{minimal}
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                \begin{document}$$\{ \omega _j^{{\mathrm{A}}^\prime }\}$$\end{document}$ can freely vary.
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                \begin{document}$$g(\rho ^{{\mathrm{AB}}},\sigma ^{{\mathrm{AC}}}) \ge 1$$\end{document}$, where the the function *g* is defined by the following semidefinite programming:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\left\{ {\;y\;|\;\forall j\;y\sigma _j^{\mathrm{T}} \le {\mathrm{T}}r_{\mathrm{B}}\left[ {\tau ^{{\mathrm{CB}}}(I \otimes \rho _j)} \right],\;\tau ^{{\mathrm{CB}}} \ge 0,\;\tau ^{\mathrm{B}} \le I} \right\}$$\end{document}$$where$$\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma _j \equiv \frac{{{\mathrm{T}}r_{\mathrm{A}}\left[ {\left( {M_j^{\mathrm{A}} \otimes 1^{\mathrm{C}}} \right)\sigma ^{{\mathrm{AC}}}} \right]}}{{{\mathrm{T}}r\left[ {M_j^{\mathrm{A}}\sigma ^{\mathrm{A}}} \right]}}.$$\end{document}$$The proof of the above theorem is postponed to Supplementary Note [1](#MOESM1){ref-type="media"}.

Remark 2: In the classical case, both $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\rho ^{{\mathrm{AB}}} = \mathop {\sum}\nolimits_{x,y} p_{xy}|x\rangle \langle x| \otimes |y\rangle \langle y| \equiv P$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma ^{{\mathrm{AC}}} = \mathop {\sum}\nolimits_{x,z} q_{xz}|x\rangle \langle x| \otimes |z\rangle \langle z| \equiv Q$$\end{document}$ are diagonal, where *P* (and *Q*) is the matrix whose components are the probabilities *p*~*xy*~ (*q*~*xz*~). Therefore, the relation $\documentclass[12pt]{minimal}
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                \begin{document}$$Q^{\mathrm{T}} = P^{\mathrm{T}}S^{\mathrm{T}}$$\end{document}$, with *S*^*T*^ being a row stochastic matrix.). Dahl obtained in ref. ^[@CR16]^ that *P* matrix-majorizes *Q* if and only if for all sub-linear functionals *f*, that can be written as a maximum of a finite number of linear functionals, the following holds:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\mathop {\sum}\limits_j f({\mathbf{p}}_j) \ge \mathop {\sum}\limits_k f({\mathbf{q}}_k)\;,$$\end{document}$$where **p**~*j*~ and **q**~*k*~ are the rows of *P* and *Q*, respectively. Since classically $\documentclass[12pt]{minimal}
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                \begin{document}$$2^{ - H_{{\mathrm{min}}}(A|B)}$$\end{document}$ is a sub-linear functional (see more details in the Supplementary Notes [1](#MOESM1){ref-type="media"} and [4](#MOESM1){ref-type="media"}), our theorem above provides the same result for the classical case, with a slight improvement that *f* can be restricted to sub-linear functionals that can be written as a maximum of at most *d*~C~ linear functionals.

Remark 3: The conditions in Eq. ([6](#Equ6){ref-type=""}) are given in a form of monotones; i.e., functions that behave monotonically under certain operations (in our case under quantum majorization). In quantum resource theories monotones quantify resources as they do not increase under free operations. As we will see below, the conditional min-entropies that appear in Theorem 1 can be used to quantify asymmetry in the resource theory of quantum reference frames^[@CR32]^, and athermality in quantum thermodynamics. Since Eq. ([6](#Equ6){ref-type=""}) has to hold for any CPTP map $\documentclass[12pt]{minimal}
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                \begin{document}$$\{ \omega _j^{{\mathrm{A}}^\prime }\}$$\end{document}$), quantum majorization is characterized in Theorem 1 by means of an infinite number of monotones. This can be related with the fact that here we consider exact transformations, and typically an exact (algebraic) solution to such an SDP feasibility problem is NP-hard. However, part 4 of the theorem demonstrates that the question of weather or not ρ^AB^ quantum majorizes ρ^AC^ can be solved efficiently using semidefinite programming. A discussion comparing the two formulations, i.e., one SDP versus infinite monotones, is presented the supplementary material Note [3](#MOESM1){ref-type="media"}.

If only system *A* is classical, that is the states $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma _i = {\mathcal{E}}(\rho _{i})$$\end{document}$$for all *i* such that *p*~*i*~ \> 0. This is a classic problem in quantum hypothesis testing, and the results presented here complement previous results in the same direction^[@CR22],[@CR23],[@CR25],[@CR27],[@CR33]--[@CR35]^. In particular, it can be shown (see Lemma 1 in the Supplementary Note [1](#MOESM1){ref-type="media"}) that Theorem 1 above implies the following corollary:
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                \begin{document}$$\{ \omega _i^{\mathrm{A}}\} _{i = 1}^n$$\end{document}$, we have $\documentclass[12pt]{minimal}
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                \begin{document}$$\Omega ^{{\mathrm{ABC}}} = \frac{1}{n}\mathop {\sum}\limits_{i = 1}^n \omega _i^{\mathrm{A}} \otimes \rho _i^{\mathrm{B}} \otimes \sigma _i^{\mathrm{C}}\;.$$\end{document}$$The same relation holds if the uniform distribution 1/*n* is replaced with any other arbitrary distribution *q*~*i*~, with the only condition that *q*~*i*~ \> 0.

A complete set of entropic conditions for the resource theory of asymmetry {#Sec5}
--------------------------------------------------------------------------

So far we considered the relation $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal E}:{\cal B}({\cal H}_{\mathrm{B}}) \to {\cal B}({\cal H}_{\mathrm{C}})$$\end{document}$. We now impose additional constraint on $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal E}$$\end{document}$, requiring it to be *G*-covariant with respect to a compact group *G*. That is, $\documentclass[12pt]{minimal}
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Theorem 1 can be easily upgraded to accommodate *G*-covariant maps: the formal statement is given as Theorem 2 in Supplementary Note [5](#MOESM1){ref-type="media"}. Particularly, it can be shown that $\documentclass[12pt]{minimal}
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                \begin{document}$$H_{{\mathrm{min}}}(A^{\prime}|B)_{{\cal G}\left[ {\Phi \otimes {\mathrm{id}}\left( {\rho ^{{\mathrm{AB}}}} \right)} \right]} \le H_{{\mathrm{min}}}(A^{\prime}|C)_{{\cal G}\left[ {\Phi \otimes {\mathrm{id}}\left( {\sigma ^{{\mathrm{AC}}}} \right)} \right]}$$\end{document}$$for all CPTP entanglement breaking maps $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal G}[\tau ^{{\mathrm{A}}^\prime C}] = {\int} dg\;(\overline U _g \otimes U_g)\;\tau ^{{\mathrm{A}}^\prime C}\;(\overline U _g^\dagger \otimes U_g^\dagger )\;,$$\end{document}$$where the over bar denotes the complex conjugation made with respect to an arbitrary but fixed orthonormal basis.

In the special case in which both $\documentclass[12pt]{minimal}
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                \begin{document}$$H_{{\mathrm{min}}}(A^{\prime}|B)_{{\cal G}[\eta ^{{\mathrm{A}}^\prime } \otimes \rho ^{\mathrm{B}}]}$$\end{document}$ provide a single-copy characterization of the *G*-asymmetry content of state *ρ*^B^. That is to say, even though asymmetry is not a state function in itself (as it is not totally ordered), it can still be completely described in terms of a complete set of such state functions. We are now ready to discuss the application of this result to quantum thermodynamics.

A complete set of entropic conditions for quantum thermodynamics {#Sec6}
----------------------------------------------------------------

While thermodynamics in macroscopic, equilibrium, and classical regimes is well understood^[@CR41]^, there is the fundamental question of how one can extend thermodynamic notions into non-equilibrium, finite-sized systems^[@CR42]--[@CR44]^, and in particular systems displaying highly non-classical properties such as quantum coherence, contextuality, and entanglement^[@CR45]--[@CR49]^. One particular approach to this problem^[@CR3]--[@CR14]^ has been to utilize tools and concepts developed in the study of entanglement, which is understood within the framework of resource theories. A resource theory provides a way to quantify physical characteristics that are not simply given by Hermitian observables, and is defined once we specify a set of free states, as those that do not have the properties one wishes to study, together with set of free operations, that are compatible with the set of free states in the sense that their action on any free state always yields another free state.

This approach of analyzing thermodynamics in terms of its process structure (instead of starting with problematic terms such as "heat" or "work" or "entropy") turns out to have a long and successful history dating back to the 1909 seminal work of Carathéodory^[@CR50]^. Other notable accounts were obtained in 1964 by Giles^[@CR51]^ and more recently in 1999 by Lieb and Yngvason^[@CR52]^, who provided a thorough analysis in terms of adiabatic accessibility. Moreover, it has recently been shown in^[@CR13]^ that the thermodynamic structure of incoherent quantum states obtained from an information-theoretic perspective coincides with the phenomenological analysis in ref. ^[@CR52]^, which demonstrates the soundness of the resource theoretic approach.

In thermodynamics, a preferred class of states are singled out as free states from the condition of complete passivity^[@CR53],[@CR54]^. In the simplest case, the Gibbs state $\documentclass[12pt]{minimal}
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                \begin{document}$$Z = {\mathrm{T}}r[e^{ - \beta H}]$$\end{document}$, is the only quantum state that can be freely admitted without trivializing the theory energetically. More generally, in the presence of additional additive conserved charges $\documentclass[12pt]{minimal}
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                \begin{document}$$\{ X_1, \ldots X_n\}$$\end{document}$, such as angular momenta and particle numbers, this can be extended (under certain assumptions on external constraints^[@CR41],[@CR55]--[@CR61]^) to the generalized Gibbs state$$\documentclass[12pt]{minimal}
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                \begin{document}$${\cal Z} = {{\mathrm{T}}}r[e^{ - \beta (H^{\mathrm{A}} - \mathop {\sum}\nolimits_k \mu _kX_k^{\mathrm{A}})}]$$\end{document}$. In the case that we just have a single additional number operator *N*, the constant is the usual chemical potential^[@CR41]^.

Generalized thermal processes {#Sec7}
-----------------------------

Our thermodynamic framework is an extension of the resource theory of thermal operations (TOs)^[@CR4],[@CR5],[@CR7]^ to a set of transformations that contains TOs as a proper subset. It is an extension in two ways: firstly, it makes a weaker assumption about the underlying microscopic process, and secondly it is defined in terms of a collection of distinguished thermodynamic observables, such as those in the generalized Gibbs ensemble, and not just in terms of energy. We elaborate on the relation between the two classes in Supplementary Note [8](#MOESM1){ref-type="media"}. We shall refer to these free transformations as generalized thermal processes (abbreviated to TPs), and they are specified by the following three physical assumptions:*A*1. Microscopic conservation: Each input quantum system and output quantum system has a Hamiltonian *H*, and a collection of distinguished observables $\documentclass[12pt]{minimal}
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                \begin{document}$$k = 1, \ldots ,n$$\end{document}$.*A*2. Equilibrium preservation: For every (input or output) system *A*, an equilibrium free state exists that is stable under the class of free processes.*A*3. Incoherence: The free processes do not require any sources of quantum coherence between eigenbases of conserved quantities.

The microscopic conservation assumption ensures that every quantum system *A* has a well-defined Hamiltonian *H*^A^ at the initial time and some other Hamiltonian *H*^A′^ at the final time. It also allows for an arbitrary set of additional conserved charges, as discussed. More precisely, any TP map $\documentclass[12pt]{minimal}
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                \begin{document}$$B$$\end{document}$ is some other quantum system defining the thermal environment. The microscopic conservation assumption implies that the isometry *V* obeys$$\documentclass[12pt]{minimal}
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The equilibrium preservation assumption says that for every system *A* there is a state $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$\log\rho _ \ast ^{\mathrm{A}}$$\end{document}$ is a linear combination of the observables---namely it must be a generalized Gibbs state *γ*^A^ as defined in ([17](#Equ17){ref-type=""}), at some fixed temperature *T* = (*kβ*)^−1^ and Lagrange multipliers $\documentclass[12pt]{minimal}
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                \begin{document}$$\mu _1, \ldots ,\mu _n$$\end{document}$. Therefore the free states of the theory are defined uniquely by these parameters.

The final assumption on incoherence is a statement of non-classicality within the theory and requires us to provide an explicit accounting for coherence resources. It is known for thermal operations that if the only coherences present are within energy eigenspaces then the resultant theory is essentially classical, and is described by thermo-majorization^[@CR5]^. However, coherences between energy eigenspaces behave differently and do not have such a classical description^[@CR10]^. Therefore one must carefully account for these coherences thermodynamically. The precise formulation of this requirement in the case of energy is that if any free process $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal E}$$\end{document}$ is said to be covariant under time-translation. The more general case of multiple conserved charges is discussed below.

The three physical assumptions specify the set of generalized thermal processes, and it is readily seen that it contains the set of thermal operations. In the case when the only conserved quantity is *H*, there is no particular physical reason to choose one set of operations over the other. However, in the case of multiple conserved charges $\documentclass[12pt]{minimal}
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                \begin{document}$$X_1, \ldots ,X_n$$\end{document}$, the use of TPs has an advantage in that it allows one to handle generalized Gibbs ensemble scenarios more easily. The details of system $\documentclass[12pt]{minimal}
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                \begin{document}$$B$$\end{document}$ are, in general, not observed thermodynamical degrees of freedom, and with an explicit microscopic specification, such as with thermal operations, subtleties arise in the case of additional charges. Particularly, subtleties arise if one wishes to have non-trivial *μ*~*k*~ Lagrange multipliers in the generalized Gibbs ensemble (17) and also satisfy the microscopic conservation assumption. The formulation here simply avoids this by not demanding a specific form for the microscopic state $\documentclass[12pt]{minimal}
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In the Supplementary Note [7](#MOESM1){ref-type="media"}, we show that our core result on quantum majorization can be adapted to the setting of generalized thermal processes to fully describe the state interconversion structure. This is obtained by establishing the following lemma, which is proved in the Supplementary Note [6](#MOESM1){ref-type="media"}.

Lemma 1: Consider two sets of thermodynamic observables $\documentclass[12pt]{minimal}
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                \begin{document}$$\{ H^{\mathrm{S}},X_1^{\mathrm{S}}, \ldots ,X_n^{\mathrm{S}}\}$$\end{document}$ for quantum system *S* = *A* and quantum systems *S* = *A*′. Then, the set of all quantum processes from *A* into *A′* defined by (A1-A3) coincides with the set of all *γ*-preserving processes on *A* that are covariant under the group *G* generated by the thermodynamic observables on *A* and *A*′.

State conversions under thermal processes {#Sec8}
-----------------------------------------

Since TPs are *G*-covariant we may make use of our earlier results on *G*-covariant state interconversion of a collection of states $\documentclass[12pt]{minimal}
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                \begin{document}$$\{ \sigma _i^{\mathrm{B}}\}$$\end{document}$. We first consider the case where energy is the only distinguished thermodynamic observable that is conserved microscopically. Combining the *G*-covariant version of Theorem 1 with the above lemma we get the following theorem (see Supplementary Note [7](#MOESM1){ref-type="media"} for more details).

Theorem 2: Let *A* and *A*′ be two quantum systems, with the respective Hamiltonians *H*^A^ and *H*^A′^ being the only thermodynamic observables, and let 0 \< *q* \< 1 be an arbitrary but fixed number. The state transformation $\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma ^{\mathrm{A}} = {\mathrm{exp}}[ - \beta H^{\mathrm{A}}]/Z$$\end{document}$ is the Gibbs state on *A*, and $\documentclass[12pt]{minimal}
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                \begin{document}$$U(t) = {\mathrm{exp}}[ - it(H^{\mathrm{R}} \otimes 1^{\mathrm{A}} + 1^{\mathrm{R}} \otimes H^{\mathrm{A}})]$$\end{document}$ is the unitary time-evolution under the Hamiltonian for the composite system *RA*.

It is important to note that these conditions can be greatly reduced. In particular one can simply consider $\documentclass[12pt]{minimal}
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                \begin{document}$$q = \frac{1}{2}$$\end{document}$ alone, however, in some cases it is useful to choose different values and so we give the general case here. Also, it readily seen that the state $\documentclass[12pt]{minimal}
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                \begin{document}$$\eta _1^{\mathrm{R}}$$\end{document}$ can be restricted to reference frame states that have the same modes of coherence as *ρ*^A[@CR12],[@CR37]^.

Time-energy constraints on state conversions {#Sec9}
--------------------------------------------

Next, we show that the necessary and sufficient condition found in Theorem 2 has an interesting physical interpretation; loosely speaking, it implies that a state conversion is possible in quantum thermodynamics, if and only if it does not lead to any net increase in work or time-information.

A key obstacle in quantum thermodynamics is that to determine the existence of the transformation $\documentclass[12pt]{minimal}
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                \begin{document}$$\rho ^{\mathrm{A}} \to \sigma ^{{\mathrm{A}}^\prime }$$\end{document}$, one needs to consider two different types of physical properties of states: (i) properties related to their energy distribution, which leads to conditions such as thermo-majorization^[@CR62]^, and (ii) properties related to the coherence in the energy eigen-basis. Roughly speaking, one needs to check that the initial state *ρ*^A^ has (at least) as much as free energy and coherence as the desired final state σ^A′^.

It is not possible in general to quantify both of these simultaneously in a measurement scheme. Coherences in energy are precisely the time-dependent components of a quantum system and thus one encounters an obstacle of complementarity between time and energy measurements. Physically these two aspects can be viewed as "clock" and "work" regimes of a quantum system. Theorem 2 gets around this complementarity by allowing the reference system *R* to act simultaneously as a "clock/work reference". In other words, one can interpolate smoothly between the two regimes via the different choices of quantum states *η*^R^. This is illustrated schematically in Fig. [2](#Fig2){ref-type="fig"}.Fig. 2Time-energy constraints for thermal processes. The entropic conditions for a state transformation $\documentclass[12pt]{minimal}
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To see this better, we first consider the case where either the input or output state is incoherent in the energy eigenbasis. This regime is described by an essentially classical stochastic energy condition. The following result is shown in the Supplementary Note [4](#MOESM1){ref-type="media"}.

Corollary 2: Let *A* and *A*′ be two quantum systems, with respective Hamiltonians *H*^A^ and *H*^A′^ being the only thermodynamic observables. Let *ρ*^A^ and *σ*^A′^ be quantum states on the input and output systems, respectively. If either $\documentclass[12pt]{minimal}
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This recovers previous results^[@CR5]^ on quantum thermodynamics for the case of one of the states having no coherences between energy eigenspaces. Moreover, in the case of incoherent input *ρ*^A^, the use of a coherent reference state *η*^R^ does not yield any additional constraint. Specifically, $\documentclass[12pt]{minimal}
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On the other hand, if both the input-output states *ρ*^A^ and *σ*^A′^ contain coherence, then by choosing reference states $\documentclass[12pt]{minimal}
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The TPs are both covariant under time-translation and preserve the Gibbs state. In the Supplementary Note [6](#MOESM1){ref-type="media"}, we will show that the converse is also true (i.e. a covariant Gibbs preserving map is a TP). Therefore, previously discussed measures, such as those that are based on Renyi divergences of the form $\documentclass[12pt]{minimal}
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In the Supplementary Note [4](#MOESM1){ref-type="media"}, we show that the entropic conditions with $\documentclass[12pt]{minimal}
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This turns out to be the case, although since time forms a continuous one-parameter group there are technical obstacles to making this statement precise. However, as we show in the Supplementary Note [9](#MOESM1){ref-type="media"}, one can in general make finite precision approximations and model time evolution for any finite dimensional quantum system (which can be assumed to have an energy spectrum of rational numbers and thus has periodic dynamics under its Hamiltonian) with the discrete group $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\Bbb Z}_N$$\end{document}$, for some sufficiently large *N* and with *t* = *nε*. Here *ε* \> 0 is the minimal time interval that can be resolved. The representation of this discrete group on *A* is given by $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$n \mapsto U_\varepsilon ^{\mathrm{A}}(n): = {\mathrm{exp}}[ - {\mathrm{in}}\varepsilon H^{\mathrm{A}}]$$\end{document}$ and so the system is modeled as evolving in discrete time steps. Under these approximations, one can replace microscopic conservation assumption with a slightly weaker version described in Supplementary Note [9](#MOESM1){ref-type="media"}, and the interconversion conditions can be repeated for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$G = {\Bbb Z}_N$$\end{document}$ instead.

We define clock-times as the discrete instances $\documentclass[12pt]{minimal}
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We note that this result connects with foundational work by Page and Wootters^[@CR67]^, who considered how one can have dynamics in a universe that is covariant in time. They proposed a conditional probability formalism, which mirrors our present set up and relies on covariant measurements with $\documentclass[12pt]{minimal}
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We note that the condition in Theorem 2 that $\documentclass[12pt]{minimal}
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Multiple conserved charges {#Sec10}
--------------------------

Finally, we can state the necessary and sufficient conditions for the case of having additional, additively conserved observables $\documentclass[12pt]{minimal}
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Theorem 3: \[Generalized thermal processes\] Let *A* and *A′* be two quantum systems, with thermodynamic observables $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{ H^{\mathrm{A}},X_1^{\mathrm{A}} \ldots ,X_n^{\mathrm{A}}\}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{ H^{{\mathrm{A}}^\prime },X_1^{{\mathrm{A}}^\prime }, \ldots X_n^{{\mathrm{A}}^\prime }\}$$\end{document}$, respectively, and fix 0 \< *q* \< 1. The state transformation $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\rho ^{\mathrm{A}} \to \sigma ^{{\mathrm{A}}^\prime }$$\end{document}$ is possible under generalized thermal processes at a temperature (*k*~B~β)^−1^ and at fixed Lagrange multipliers $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mu _1, \ldots \mu _n$$\end{document}$, if and only if for all reference frame systems *R* of equal dimension to *A*′ with thermodynamic observables $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$H^{\mathrm{R}} = - (H^{{\mathrm{A}}^\prime })^{\mathrm{T}}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{ X_k^{\mathrm{R}} = - (X_k^{{\mathrm{A}}^\prime })^{\mathrm{T}}\} _{k = 1}^n$$\end{document}$, and for all pairs of states $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathbf{\eta }} = (\eta _1,\eta _2)$$\end{document}$ we have $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$S_{\mathbf{\eta }}(\rho ^{\mathrm{A}}) \le S_{\mathbf{\eta }}(\sigma ^{{\mathrm{A}}^\prime })$$\end{document}$, where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$S_{\mathbf{\eta }}(\rho ^{\mathrm{A}}): = H_{{\mathrm{min}}}(R|A)_\Omega$$\end{document}$ and$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Omega ^{{\mathrm{RA}}} = {\int}_G dg{\kern 1pt} {\kern 1pt} U(g)(q\eta _1^{\mathrm{R}} \otimes \rho ^{\mathrm{A}} + (1 - q)\eta _2^{\mathrm{R}} \otimes \gamma ^{\mathrm{A}})U(g)^\dagger$$\end{document}$$where {*U*(*g*)} is the symmetry group generated by the additively conserved observables $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{ H^{\mathrm{R}} \otimes 1^{\mathrm{A}} + 1^{\mathrm{R}} \otimes H^{\mathrm{A}},X_k^{\mathrm{R}} \otimes 1^{\mathrm{A}} + 1^{\mathrm{R}} \otimes X_k^{\mathrm{A}};{\kern 1pt} {\kern 1pt} k = 1, \ldots ,n\}$$\end{document}$ on the composite system *RA*, with group parameters *g*, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\gamma ^{\mathrm{A}} = {\mathrm{exp}}[ - \beta (H^{\mathrm{A}} - \mathop {\sum}\nolimits_k \mu _kX_k^{\mathrm{A}})]/{\cal Z}$$\end{document}$, being the generalized Gibbs ensemble on *A*.

This result is a fully covariant statement that is based on minimal assumptions, namely microscopic conservation, equilibrium preservation and incoherence, which reduces to Theorem 2 in the case of no additional thermodynamic observables beyond the system's energy.

Discussion {#Sec11}
==========

In this work, we have considered a generalization of majorization for quantum processes, found a necessary and sufficient condition for this notion of majorization in terms of entropic quantities, and demonstrated some of its applications in the context of the resource theories of asymmetry and quantum thermodynamics. In particular, we derived a complete set of entropic conditions for state transformations in both of these resource theories. In contrast to the previous results, which are only applicable to restricted families of states (such as incoherent states) our approach can be applied to all states. Furthermore, these results can be generalized to the case of approximate transformations in which we only require transformations up to an epsilon smoothing. However, the approximate case requires additional tools and is left for future work.

Since our entropic monotones provide a full characterization of the resource, it is interesting to study their operational interpretations. We discussed some of these interpretations in the context of clocks. Another possible interpretation could be provided by the results of ref. ^[@CR69]^, which relates the smoothed entropy $\documentclass[12pt]{minimal}
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                \begin{document}$$C$$\end{document}$ purifies the state on *RA*′, and so this suggests a potential interpretation of our results in terms of generalized work costs on a purifying environment.

We also introduced a new framework for quantum thermodynamics based on the notion of generalized thermal processes, which extends thermal operations, and is based on natural physical principles. This explicitly handles coherences and is the first framework of its kind for which a complete set of state conditions has been derived.
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