Abstract. Linear or non-linear data transformations are widely used processing techniques in clustering. Usually, they are beneficial to enhancing data representation. However, if data have a complex structure, these techniques would be unsatisfying for clustering. In this paper, based on the auto-encoder network, which can learn a highly non-linear mapping function, we propose a new clustering method. Via simultaneously considering data reconstruction and compactness, our method can obtain stable and effective clustering. Experiments on three databases show that the proposed clustering model achieves excellent performance in terms of both accuracy and normalized mutual information.
Introduction
Data clustering [4] is a basic problem in pattern recognition, whose goal is grouping similar data into the same cluster. It attracts much attention and various clustering methods have been presented, most of which either deal with the original data, e.g., K-means [10] , its linear transformation, e.g., spectral clustering [7] , or its simple non-linear transformation, e.g., kernel K-means [2] . However, if original data are not well distributed due to large intra-variance as shown in the left part of Figure 1 , it would be difficult for traditional clustering algorithms to achieve satisfying performance.
To address the above problem, we attempt to map original data space to a new space which is more suitable for clustering. The auto-encoder network [1] is a good candidate to handle this problem. It provides a non-linear mapping function by iteratively learning the encoder and the decoder. The encoder is actually the non-linear mapping function, and the decoder demands accurate data reconstruction from the representation generated by the encoder. This process is iterative, which guarantees that the mapping function is stable and effective to represent the original data. Different from kernel K-means [2] , which also introduces non-linear transformations with fixed kernel functions, the non-linear function in auto-encoder is learned by optimizing an objective function.
The auto-encoder network is originally designed for data representation, and it aims to minimize the reconstruction error. However, to the best of our knowledge, though widely used, the auto-encoder network has not been utilized for Fig. 1 . Left: Original distribution of data. Due to large intra-variance, it is difficult to classify them correctly. Right: By applying a non-linear transformation, the data become compact with respect to their corresponding cluster centers in the new space.
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clustering tasks. To make it suitable for clustering, we propose a new objective function embedded into the auto-encoder model. It contains two parts: the reconstruction error and the distance between data and their corresponding cluster centers in the new space. During optimization, data representation and clustering centers are updated iteratively, from which a stable performance of clustering is achieved and the new representation is more compact with respect to the cluster centers. The right part of Figure 1 illustrates such an example. To evaluate the effectiveness of this model, we conduct a series of experiments in three widely used databases for clustering. The experimental results show that our method performs much better than traditional clustering algorithms.
The rest of the paper is organized as follows: firstly we propose our method in Section 2, then experimental settings and results are provided in Section 3. Finally, Section 4 concludes the paper and discusses future work.
Proposed Model
In this section, we explain the proposed clustering model in details. As shown in Figure 2 , the data layer (e.g., the pixel representation) of an image is firstly mapped to the code layer, which is then used to reconstruct the data layer. The objective is minimizing the reconstruction error as well as the distance between data points and corresponding clusters in the code layer. This process is implemented via a four-layer auto-encoder network, in which a non-linear mapping is resolved to enhance data representation in the data layer. For clarity, in the next subsections, we firstly introduce the auto-encoder network, and then explain how to use it for clustering.
Auto-encoders
Without loss of generality, we take an one-layer auto-encoder network as an example. It consists of an encoder and a decoder. The encoder maps an input x i to its hidden representation h i . The mapping function is usually non-linear and the following is a common form:
where W 1 is the encoding weight, b 1 is the corresponding bias vector.
• The decoder seeks to reconstruct the input x i from its hidden representation h i . The transformation function has a similar formulation:
where W 2 , b 2 are the decoding weight and the decoding bias vector respectively. The auto-encoder model aims to learn a useful hidden representation by minimizing the reconstruction error. Thus, given N training samples, the parameters W 1 , W 2 , b 1 and b 2 can be resolved by the following optimization problem:
Generally, an auto-encoder network is constructed by stacking multiple onelayer auto-encoders. That is, the hidden representation of the previous one-layer auto-encoder is fed as the input of the next one. For more details of the autoencoder network and its optimization, readers are referred to [1] .
Clustering Based on Auto-encoder
Auto-encoder is a powerful model to train a mapping function, which ensures the minimum reconstruction error from the code layer to the data layer. Usually, the code layer has less dimensionality than the data layer. Therefore, auto-encoder can learn an effective representation in a low dimensional space, and it can be considered as a non-linear mapping model, performing much better than PCA [3] . However, auto-encoder contributes little to clustering because it does not pursue that similar input data obtain the same representations in the code layer, which is the nature of clustering. To solve this problem, we propose a new objective function and embed it into the auto-encoder model:
where N is the number of samples in the dataset; f t (·) is the non-linear mapping function at the t th iteration; c t−1 j is the j th cluster center computed at the (t−1) th iteration 1 ; and c * i is the closest cluster center of the i th sample in the code layer. This objective ensures that the data representations in the code layer are close to their corresponding cluster centers, and meanwhile the reconstruction error is still under control, which is important to obtain stable non-linear mapping.
Two components need to be optimized: the mapping function f (·) and the cluster centers c. To solve this problem, an alternate optimization method is proposed, which firstly optimizes f (·) while keeps c fixed, and then updates the cluster center:
where
is the set of samples belonging to the j th cluster at the (t − 1) th iteration and |C j | is the number of samples in this cluster. The sample assignment computed in the last iteration is used to update the cluster centers of the current iteration. Note that sample assignment at the first iteration C 0 is initialized randomly. For clarity, we conclude our method in Algorithm 1. Update the mapping network by minimizing Eqn. (4) with stochastic gradient descent for one epoch.
6:
Update cluster center c t via Eqn. (6).
7:
Partition X into K clusters and update the sample assignment C t via Eqn. (5). 
Experiments

Experimental Setups
Database. All algorithms are tested on 3 databases: MNIST 2 , USPS 3 and YaleB 4 . They are widely used for evaluating clustering algorithms.
1. MNIST contains 60,000 handwritten digits images (0∼9) with the resolution of 28 × 28. 2. USPS consists of 4,649 handwritten digits images (0∼9) with the resolution of 16 × 16. 3. YaleB is composed of 5,850 faces image over ten categories, and each image has 1200 pixels.
Parameters. Our clustering model is based on a four-layers auto-encoder network with the structure of 1000-250-50-10. The parameter λ in Eqn. (4) is set by cross validation. That is 0.1 on MNIST, 0.6 on USPS and YaleB. The weights W in the auto-encoder network are initialized via a standard restricted Boltzmann machine (RBM) pre-training [3] .
Baseline Algorithms. To demonstrate the effectiveness of our method, we compare our method with three classic and widely used clustering algorithms: K-means [10] , spectral clustering [7] and N-cut [9] .
Evaluation Criterion. Two metrics are used to evaluate experimental results explained as follows.
1. Accuracy (ACC) [11] . Given an image x i , let c i be the resolved cluster label and r i be the ground truth label. ACC is defined as
where N is the number of instances in the dataset and δ(x, y) is the delta function that equals one if x = y and zero otherwise. M ap(c i ) is the function that maps each cluster label c i to the equivalent label from the datasets. The best mapping can be found by using the Kuhn-Munkres algorithm [8] . 2. Normalized mutual information (NMI) [6] . Let R denote the label obtained from the ground truth and C be the label obtained by clustering. The NMI is defined as MI(R,C)/ max(H(R), H(C)), where H(X) is the entropies of X, and MI(X,Y ) is the mutual information of X and Y .
Quantitative Results
In this subsection, we firstly evaluate the influence of the iteration number in our algorithm. Figure 3 shows the change of NMI and ACC as the iteration number increases on three databases. It can be found that the performance is enhanced fast in the first ten iterations, which demonstrates that our method is effective and efficient. After dozens of iteration, e.g., 40∼60, both NMI and ACC become very stable. Thus, in the rest of experiments, we report the results after 50 iterations. The performances of the different methods on three datasets are shown in Table 1 . Apparently that our method is better than or at least comparable to their best cases.
Visualization
In this subsection, the visualized results on MNIST are shown to provide an indepth analysis. We draw in Figure 4 the distribution of ten categories of digits obtained by our method. Most of histograms in Figure 4 are single-peak distributions, demonstrating the compactness of data representation. Admittedly, the cases of digits 4 and 9 are not so good. We will discuss possible solutions to this problem in Section 4. The small digital images in subfigures are the reconstructed results of cluster centers in the code layer.
For comparison, we also show the average data representations over all clusters by K-means in Figure 5 . The result is much worse, and can be easily understood with the motivation of our method. Generally, K-means uses a similar iteration procedure as ours in Algorithm 1 except that it is performed in the original pixel space. That is, the iteration of K-means is performed in the data layer, whereas ours in the code layer, which is mapped from the data layer with a highly non-linear function, learned by exploiting the hidden structure of data with the auto-encoder network.
Difference of Spaces
In this subsection, we analyze the difference of three spaces, i.e., the original data space, the space learned via non-linear mapping with original auto-encoder, and the one learned by our method. Correspondingly, we apply K-means clustering in these spaces. Their clustering results are shown in Figure 6 . Obviously, the clustering performance in the space of auto-encoder is much better than the one in the original space, and much worse than the one proposed by us. This result justifies two viewpoints: 1) Non-linear mapping by auto-encoder can greatly improve the representation of data for clustering; 2) Our proposed objective function, defined in Eqn. (4)∼(6), is effective to further enhance clustering due to the design of increasing data compactness as analyzed in Section 2.2.
Conclusions
In this paper, we have proposed a new clustering method based on the autoencoder network. By well designing the constraint of the distance between data and cluster centers, we obtain a stable and compact representation, which is more suitable for clustering. To the best of our knowledge, this is the first attempt to develop auto-encode for clustering. As this deep architecture can learn a powerful non-linear mapping, the data can be well partitioned in the transformed space. The experimental results have also demonstrated the effectiveness of the proposed model. However, as is shown in Figure 4 , some data are still mixed. This problem might be resolved by maximizing the difference among cluster centers in the code layer. Besides, a probability-based model in assigning data to their corresponding cluster centers may be a potential direction in future work, which can decrease the possibility of local optimal solution.
