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ABSTRACT The utilization of optimization algorithms within engineering problems has had a major
rise in recent years, which has led to the proliferation of a large number of new algorithms to solve
optimization problems. In addition, the emergence of new parallelization techniques applicable to these
algorithms to improve their convergence time has made it a subject of study by many authors. Recently,
two optimization algorithms have been developed: Teaching-Learning Based Optimization and Jaya. One
of the main advantages of both algorithms over other optimization methods is that the former do not need
to adjust specific parameters for the particular problem to which they are applied. In this paper, the parallel
implementations of Teaching-Learning Based Optimization and Jaya are compared. The parallelization of
both algorithms is performed using manycore GPU techniques. Different scenarios will be created involving
functions frequently applied to the evaluation of optimization algorithms. Results will make it possible to
compare both parallel algorithms with regard to the number of iterations and the time needed to perform them
so as to obtain a predefined error level. The GPU resources occupation in each case will also be analyzed.
INDEX TERMS CUDA, GPU, Jaya, TLBO, optimization, parallelism.
I. INTRODUCTION
The resolution of engineering problems using advanced com-
puter techniques is a field in continuous evolution, among
which stands out the problems of optimization in the search
for solutions. The characteristics of this type of problems are
the following: there are a series of objectives, a set of possible
solutions (with all the possible values generated by the design
parameters) and a series of processes for finding a solution to
the problem (optimization methods). The optimization meth-
ods look for the optimal solution within the set of feasible
solutions. Continuous research is underway in this field and
heuristic optimizationmethods inspired by nature are proving
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to be better in many cases than deterministic methods and are
therefore becoming more frequently used.
There are many optimization algorithms inspired by nature
that use principles observed in different natural phenom-
ena. Each of these algorithms is based on a specific phe-
nomenon observed within nature. For example, Genetic
Algorithm (GA) uses the theory of evolution to improve
the population towards the solution of the problem; Particle
Swarm Optimization (PSO) emulates the behaviour of bird
swarms in search of food; the Artificial Bee Colony (ABC)
and the Ant Colony Optimization (ACO) algorithms are
inspired by the organizations of the colonies of both types
of insects. Due to the impressive advances in recent years
in the field of parallel architectures, while the cost of the
same has been greatly reduced, most of these optimization
algorithms have been parallelized so as to obtain an increase
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in performance [1]–[10]. The application of these algorithms
to the solution of optimization problems within engineering
is proven in many works with satisfactory results.
One of the disadvantages of these algorithms generally is
the use of a large number of parameters and restrictions spe-
cific to each of the algorithms. These parameters and restric-
tions usually vary according to the problem to be addressed,
and also have a direct influence on the outcome of the appli-
cation of the algorithm and its effectiveness. In order to deal
with these problems, new optimization algorithms based on
population evolution have been proposed, but avoiding the
use of parameters and restrictions. Two recent optimization
algorithms follow this approach: Teaching-Learning Based
Optimization (TLBO) and Jaya. These two algorithms do
not use specific parameters or restrictions, but only use the
parameters intrinsic to these types of algorithms such as
the size of the population, the number of variables of each
individual depending on the problem to be optimized, and the
number of iterations. TLBO and Jaya have proven to be more
efficient than other optimization algorithms when applied
to the search for the optimal value of different functions of
diverse complexity [11], [12], [16]. For this reason, research
related to both algorithms has reached a considerable rise in
recent years, and they continue to be studied, improved and
applied in a wide variety of fields.
In this work, TLBO and Jaya have been selected so as to
analyze and compare the performance obtained when running
parallel implementations of both algorithms supported by a
manycore GPU (Graphics Processing Unit) architecture. The
manycore GPU platform used in this work is NVidia CUDA
(Computer Unified Device Architecture). The main aim of
the comparison developed is devoted to deduce which of the
two parallel algorithms is more efficient and whether the
complexity of the problems to be optimized (basically related
to the number of variables involved and the type of operations
carried out) influence the performance of each of them.
This paper is structured as follows: in Section II, the fea-
tures of TLBO and Jaya will be shown; in Section III, the par-
allel approaches of both algorithms based on the manycore
GPU CUDA architecture are explained; Section IV shows
the features and result of the experiments performed; finally,
in Section V, conclusions of the research are summarized and
future works are proposed.
II. TLBO AND JAYA FEATURES
As mentioned before, TLBO and Jaya optimizations algo-
rithms have the advantage of not needing specific parameter
tuning [11]–[25]. They only require general parameters such
as number of iterations and population dimension. Although
they are very similar, TLBO uses two stages each one of
iterations (Teacher and Learning stages), whereas Jaya only
performs one stage each one of the iterations. The Jaya
algorithm has generated a growing interest in many scientific
and engineering areas due to its simplicity and efficiency.
The TLBO algorithm usually converges to the solution faster
than Jaya, but TLBO is more complex than Jaya, not only
for having two stages, but also due to the operations needed
in each stage which are more time-consuming than the ones
of Jaya. In this research work, the original version of the
Jaya and TLBO algorithms will be used, although some new
versions can be found in the literature [26], [27].
A. THE TLBO ALGORITHM
TLBO is an efficient optimization method which has been
used for engineering problems among others [13], [28]–[30].
This method looks for a teacher (best individual) that will
probably cause an influence on the learners (the rest of
individuals) to improve their features. As a population-based
method, it uses a population of individuals (candidate solu-
tions) to infer to the global solution. The TLBO algorithm is
divided into two phases: the first phase is the Teacher Phase
and the second one is the Learner Phase. In the Teacher
Phase, the individuals learn from the teacher (the best solu-
tion of the whole population), and in the Learner Phase the
individuals try to learn by means of the interaction from other
individuals in the population.
The behaviour of the TLBO algorithm is as follows. The
population is created and the initialization of the individuals
(values of the design variables) is made with random data.
After creating the first generation of individuals, the algo-
rithm will iterate updating the population. At the start of each
one of the iterations, the population Teacher (best solution)
is determined and the mean of each design variable is cal-
culated. These data is used in the two main stages of the
algorithm: the Teacher Stage and the Learner Stage. In the
Teacher Stage, the obtained Teacher (Xbest) of the current
generation is used to create a new version of each individual
(Xnew) using the following equation:
Xnew (i, j)=X (i, j)+rand (0, 1) (Xbest (j)−TFactor · Xm (j))
(1)
In (1), X (i, j) corresponds to the design variable j of the
individual i, and it is modified by using the value of the
Teacher Xbest (j), the variable mean Xm(j), and the TFactor.
TFactor can adopt the integer value 1 or 2 and is calculated
using the following expression:
TFactor = round(1+ rand (0, 1)) (2)
After generating a new individual, it is submitted for evalu-
ation. If the evaluation result is better than that of the original
individual, this old individual is replaced by the new one.
In the Learner Stage, each individual is assigned a random
contestant in the population. Both individuals are submitted
for evaluation. The individual with a better evaluation is
labelled as thePartial Teacher, and the other one is labelled as
the Learner, so that they are used to generate a new individual
using the following expression:
Xnew (i, j) = X (i, j)+ rand (0, 1)
· (PartialTeacher (j)− Learner (j)) (3)
When every Xnew(i, j) is generated, the new individual is
evaluated and compared with the original individual. If the
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evaluation of the new individual improves that of the old one,
the new individual replaces the original one.
B. THE JAYA ALGORITHM
The Jaya algorithm is a populated-based optimization
method so as to calculate optimal solutions for con-
strained and unconstrained optimization problems. Unlike
other population-based heuristic algorithms, Jaya has no
algorithm-specific controlling parameter or tuning param-
eters. As in TLBO, only population size and generations
(number of iterations) should be configured. This algorithm
is based on the fact that the optimal solution for a given
problem can be obtained shifting towards the best partial
solution and, at the same time, evading the worst solution.
Compared with other optimization methods, Jaya obtained
better results in terms of best, mean, and worst values of
different unconstrained benchmark functions [16]. Similarly
to TLBO, Jaya has been recently applied to optimizing a wide
variety of engineering problems [31]–[38].
The description of the Jaya algorithm is as follows. Let f (x)
be the objective function to be minimized (or maximized).
At any iteration i, assume that there are n design variables
(i.e. j = 1, 2, . . . , n) and p candidate solutions (i.e. population
size, k = 1, 2, . . . , p). The best candidate obtains the best
value of f (x) (i.e. f (x)best ) in the whole candidate solutions,
and the worst candidate obtains the worst value of f (x)
(i.e. f (x)worst ) in the whole candidate solutions. If Xj,k,i is
the value of the jth variable for the kth candidate during
the ith iteration, then this value is modified by means of the
following equation:
X ′j,k,i = Xj,k,i + r1.j,i
(
Xj,best,i −
∣∣Xj,k,i∣∣)
− r2,j,i(Xj,worst,i −
∣∣Xj,k,i∣∣) (4)
where Xj,best,i is the value of the variable j for the best
candidate, and Xj,worst,i is the value of the variablej for the
worst candidate.
In (4), X ′j,k,i is the updated value of Xj,k,i, and r1,j,i and r2,j,i
are two random numbers in the range [0, 1], for the jth vari-
able computed in the ith iteration. The term r1,j,i (Xj,best,i −∣∣Xj,k,i∣∣) indicates the tendency of the algorithm tomove closer
to the best solution, whereas the term −r2,j,i(Xj,worst,i −∣∣Xj,k,i∣∣) indicates the tendency of the algorithm to avoid the
worst solution. The new candidate (X ′j,k,i) is accepted only if
it gives a better function evaluation. All the accepted function
values at the end of each one of the iterations are kept, so these
values become the input to the next iteration.
III. PARALLEL IMPLEMENTATION
For the parallel implementation of the algorithms on the
CUDA platform, a solution based on a single kernel has been
used, unlike other solutions from previous works that divide
the different phases and operations of TLBO into several
kernels [39]. The decision to use a single kernel has been
made with the aim of trying to minimize memory transfers
from the CPU to the GPU and their subsequent transfer by
FIGURE 1. Parallel computing scheme and configuration of each block.
the different levels of memory from the GPU to the thread.
The solution proposed in this work for the implementation is
based on the specific CUDA architecture and an attempt has
been made to establish a relationship between the different
levels of organization of the algorithm data and the CUDA
architecture as shown in Fig. 1.
When approaching the implementation of an algorithm
through the use of parallelization techniques on GPUs, and in
this case on the CUDA architecture, there are several factors
that must be taken into account for a correct implementation.
These types of architectures are not general-purpose, so if the
algorithm to be implemented does not meet the requirements
and restrictions (some of them at the programming language
level) of these architectures, there may be some cases in
which the algorithm cannot be implemented correctly or,
if implemented, even worsen the parallel execution of the
algorithm instead of improving performance. Another critical
factor to take into account is memory, both in data transfer
from the CPU to the GPU and its organization to improve
memory access times. With regard to the organization of
the memory carried out in this work, an approach has been
made to enhance memory accesses by the different threads as
one of the key points for improving the efficiency of CUDA
implementation.
For the parallel implementation of TLBO and Jaya, the full
set of GPU cores was divided into blocks. Each block is
independent from the others and performs an independent
run of the algorithm. At the same time, cores into a block
were configured in a 2D array, so that each thread is executed
on a single core. Threads within the same block share data
through a shared memory bank, so each row within a block
corresponds to an individual (candidate solution), whereas
each column within a row corresponds to a design variable.
In this way, each thread performs a partial evaluation of the
individual, so a reduction operation is required for obtaining
the overall evaluation (usually the addition of the partial
evaluations from each thread), which is carried out by the first
thread within an individual’s row.
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Algorithm 1 Skeleton of the Parallel TLBO GPU
Implementation
1:for Run = 1 to Runs in parallel do //GPU block B
2: for all threads(i,j)∈(Pop,VARS) in parallel do
3: CreatePopulation(i,j) //Create new Population
4: EvaluatePopulation(i,j) //Evaluate function F
5: SyncThreads
6: for iter = 1 to Iterations do
7: teacher = GetBest(Pop) //Get best solution
8: SyncThreads()
9: CalculateMean(j) //Compute mean of
each j ∈ VARS
10: SyncThreads()
11: TeacherStage(i,j,teacher)
12: SyncThreads()
13: LearnerStage(i,j)
14: SyncThreads()
15: end for
16: Store(GetBest(Pop))
17: end for
19:end for //Sequential host code:
20:Obtain Best Solution and Statistical Data
Algorithm 2 Teacher Stage Function for Thread(I, J) Using
Teacher
1: TeacherStage(i,j,teacher) ∈ (Pop,VARS,Pop)
2: { 3: r = ObtainRandomNumber()
4: t_factor = ObtainTFactor()
5: varnew (i,j)=
GenerateNewIndividual(r,t_factor,
teacher)
6: Fnew(i) = EvaluateNewIndividual
(varnew)
7: SyncThreads
8: if Fnew(i)<F(i) then var(i,j) = varnew(i,j)
9: }
Algorithm 3 Learner Stage Function for Thread(i,j)
1: LearnerStage(i,j) ∈ (Pop,VARS)
2: {
3: learner = ObtainRandomLearnerFromPopulation()
4: (r1,r2) = ObtainRandomNumbers()
5: (best,worst) = CompareLearnerWithIndividual()
6: varnew(i,j) =
GenerateNewIndividual(best,r1,worst,r2)
7: Fnew(i) = EvaluateNewIndividual(varnew)
8: SyncThreads
9: if Fnew(i)<F(i) then var(i,j) = varnew(i,j)
10:}
The parallel implementation of TLBO and the different
phases which are carried out in each of the iteration are
explained in Algorithm 1, Algorithm 2 (Teacher stage) and
Algorithm 3 (Learner stage). The parallel implementation of
Jaya is shown in Algorithm 4. As it can be observed, Jaya is
much simpler than TLBO.
One of the problems to be solved in the implementation
has been the memory restriction that CUDA has within the
different levels of granularity (shared memory at block level
and registers at thread level), which has led to an organiza-
tion of the variables used at different levels to ensure that
the complete execution of the algorithm does not need to
perform memory transfers from the GPU to host or between
the different levels of memory within the GPU. Another
noteworthy point that has been taken into account in the
Algorithm 4 Skeleton of the Parallel Jaya GPU
Implementation
1:for Run = 1 to Runs in parallel do //GPU block B
2: for all threads(i,j)∈(Pop,VARS) in parallel do
3: CreatePopulation(i,j) //Create new Population
4: EvaluatePopulation(i,j) //Evaluate function F
5: SyncThreads
6: for iter = 1 to Iterations do
7: best = GetBest(Pop) //Gets best solution
8: worst = GetWorst(Pop) //Gets worst solution
9: SyncThreads()
10: (r1,r2) = ObtainRandomNumbers()
11: varnew(i,j) =
GenerateNewIndividual(i,best,r1,worst,r2)
12: SyncThreads()
13: Fnew(i) = EvaluateNewIndividual(varnew)
14: SyncThreads()
15: if Fnew(i)<F(i) then var(i,j) = varnew(i,j)
16: end for
17: Store(GetBest(Pop))
18: end for
19:end for
20://Sequential host code:
21:Obtain Best Solution and Statistical Data
implementation of the algorithm has been the blocking of the
threads to perform operations (by using the specific function
‘‘syncthreads’’). In the current literature, it is common to find
references to this fact as a critical issue in CUDA implemen-
tations [40], [41], as it stops the parallel execution of threads,
forcing a stop in the threads until all the threads complete
the execution to that extent. In the parallel implementations,
this instruction is used for all those situations where individ-
uals must be compared or reduction calculations or function
evaluation must be performed. These stops of the threads
make the efficiency of the GPU to be hampered, so its use
should be avoided as much as possible. Due to the nature of
the algorithm that is being implemented, the synchronization
ordermust be used in different points for a correct functioning
of the parallel implementation; in addition, if the stops are not
done correctly, this can lead to the use of incorrect data in the
calculations to be performed. In Fig. 2 and Fig. 3, diagrams
representing the implementation of each algorithm in CUDA
are shown. In these diagrams, it can be observed the use of the
blockages at thread level and the parallel reduction methods
mentioned above.
As it can be seen in Fig. 2 and Fig. 3, the complexity
of TLBO is much greater than that of Jaya, with a greater
number of blockages, reductions and calculations necessary
for its different phases. The extra computational complexity
of TLBO achieves on the one hand the power to converge in a
smaller number of iterations towards a valid solution; on the
other hand, the use of the Teacher and Learner phases tries
to avoid one of the big problems that this type of algorithms
have: to converge on a local minimum. The use of the Learner
phase aims to try to avoid this problem, using not only the
reference of the best for the mutation of individuals (Teacher)
but also to use other individuals among the population so
as to generate mutations and evaluate them. With all this,
the different nature of the functions to be minimized and
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FIGURE 2. Representation of the Parallel TLBO CUDA implementation blocks and the two stages of the algorithm.
FIGURE 3. Representation of the Parallel Jaya CUDA implementation blocks and the syncthreads() needed.
the complexity of their calculation will take on an important
weight when it comes to influencing the execution times of
both algorithms. In some cases, optimization with Jaya may
be favored, and although Jaya may need more iterations to be
able to converge to the solution, it is possible that it will do
so in a shorter time than TLBO.
IV. EXPERIMENTATION
The comparison of the CUDA parallel implementations of
TLBO and Jaya was carried out using five unconstrained
functions which are part of a well-known benchmark in sev-
eral works about optimization [15]. The formal definition of
each one of these functions is shown in Table 1. For each func-
tion, there are several parameters to tune within the different
scenarios, as shown in Table 2. Some of these parameters
are set following other works [6], whereas others are set
after analysing the experimentation results and deducing the
way in which those parameters affect the main characteristics
needed for this study, like the number of iterations to find a
valid solution and the execution time spent to find it.
For performing the experimentation, each function has
been assigned the number of variables recommended in dif-
ferent research papers, and the population size has been
modified for a better comparison of the algorithms. In this
experiment, an admissible error level has been defined for
each function so as to consider a result as a feasible solution
and, therefore, to finish the execution. As seen before, Jaya is
simpler than TLBO. This fact implies that Jaya parallelization
is also simpler to implement in CUDA than TLBO. The main
aim of the experiments consists in determining if the higher
simplicity of Jaya is enough for it to achieve a greater speed
when obtaining an admissible solution or, on the contrary,
there are other features of both algorithms that have a greater
influence on this performance index.
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TABLE 1. Definition of the evaluated functions.
TABLE 2. Characteristics of the evaluated functions.
The hardware used for the experimentation integrates an
Intel i7 CPU at 3.4 GHz with 16GB of RAM. The GPU used
for the parallel execution integrates an NVidia GeForce GTX
1060Ti with 4GB of RAM. This GPU has a Pascal archi-
tecture and the host runs the 9.1 CUDA version. The only
parameter required was the population size, that is, the num-
ber of individuals, which took the values 8, 16, and 32. Each
algorithmwas run 32 times with the different population sizes
so as to obtain average performance results. The execution
of the algorithms was aimed at optimizing each of the six
functions, that is, at obtaining an accurate approximation of
each function’s minimal.
It is worthwhile mentioning that in [15] it is demon-
strated that the parallel, CUDA-based implementation of
Jaya achieves higher performance than the sequential imple-
mentation. Therefore, comparing both implementations again
would be redundant, so just the parallel implementations of
Jaya and TLBO have been submitted for comparison.
To make the comparison of the manycore GPU imple-
mentations of the algorithms, the following results will be
taken into account (all of them calculating the average values
of 32 runs for each algorithm):
• Iter: Average number of iterations needed to find a valid
solution of the function
• Time: Average execution time of the algorithm
(seconds).
• Eval: Total number of evaluations of the function when
executing the algorithm.
• Iter time: Average execution time by iteration of the
algorithm.
FIGURE 4. Iterations performed by Jaya and TLBO so as to achieve the
required precision. Logarithmic scale.
FIGURE 5. Speedup obtained by TLBO with regard to Jaya for the
different functions optimized.
Results are shown in Table 3 and graphically depicted
in Fig. 4 and Fig. 5. In Table 3, the shortest running time
(seconds) for each of the functions and for each algorithm
is shown in boldface. Moreover, Fig. 4 shows the number of
iterations performed by both Jaya and TLBO to achieve the
required precision for each function evaluated with different
population sizes (8, 16 or 32 individuals). In this graph,
a logarithmic scale is used for the Y axis (number of iter-
ations), while the X axis indicates the functions evaluated
with different population sizes (Fi-s, where Fi is the function
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TABLE 3. Performance indexes for parallel jaya and TLBO.
identifier as shown in Table 1 and Table 2, and s is the
population size). On the other hand, the speedup obtained
by TLBO with regard to Jaya, in terms of total execution
time for each function evaluated with different population
size, is shown in Fig. 5; a value in this index greater than 1
in the Y axis indicates that TLBO outperforms Jaya; in the
X axis, the same identifiers (Fi-s) are used for the function
evaluated and the population size as in Fig. 4. It can be
observed that, in general, TLBO performs better than Jaya
since the former needs a smaller number of iterations. This is
a rather unexpected fact, because Jaya was a priori expected
to have a better performance than TLBO due to the fact
that the latter has two stages (Teacher and Learner phases)
instead of one and, moreover, it includes some extra opera-
tions each iteration, such as the calculation of the mean value
for each design variable. This fact is reflected in the iteration
time, since Jaya iterations are most times faster than TLBO
iterations. However, the higher complexity of TLBO seems
to help achieving a faster convergence rate. On the other
hand, it is worthwhile mentioning that Jaya performance
is similar to the one of TLBO when dealing with a small
number of variables (function F4 Matyas and F5 Easom).
Indeed, Jaya performs better in case of function F4 for the
different population sizes tested. In general, the higher TLBO
speedup is obtained when optimizing functions using large
populations. Another relevant result comes from analyzing
the relation between time and population: although it could be
expected to achieve faster convergence with a larger number
of individuals, the results contradict this assumption, since
both algorithms generally achieve the required precision in a
faster way with populations of 8 or 16 individuals.
In the development environment provided by NVidia for
CUDA, a tool is included to help programmers extract infor-
mation about program running, running traces, and the sta-
tus of GPU resources. This tool is NVidia Visual Profiler.
With NVidia Visual Profiler, GPU programmers can access
valuable information about the status of the GPU and its
resources while running parallel programs, which helps guide
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FIGURE 6. Analysis of CUDA performance obtained by TLBO (upper) and Jaya (lower).
them through potential problems or bottlenecks (especially in
memory usage, blockages, and GPU occupancy). The CUDA
analysis of the performance of parallel Jaya and TLBO using
NVidia Visual Profiler is shown in Fig. 6, with regard to
the efficiency of the warps (a warps is a set of 32 threads
which run synchronously) and the distribution of stalls within
the execution of each thread. With regard to the efficiency,
the values of both algorithms are similar, exceeding 84% in
both cases. With regard to the stall distribution, it can be
observed that TLBO has a much greater dependency on the
execution itself than Jaya (33.27% versus 19.25%), while
Jaya spends a higher percentage of time on the synchroniza-
tion of threads than that of TLBO (41.84% versus 35.61%).
Moreover, it can be observed that the memory dependencies
percentage is similar for both algorithms (about 11.5%).
V. CONCLUSION
In this work, a comparison of Jaya and TLBO, two recent
optimization algorithms, is carried out. Both algorithms are
implemented in a manycore implementation using CUDA on
a GPU platform. For comparing the implementations five
unconstrained functions, which are part of a well-known
benchmark, are used. The only parameters which need to
be set for both algorithms are population size, number of
iterations, and number of runs. The indices calculated so as
to compare the implementations of Jaya and TLBO were the
iterations needed to find a valid solution and the time spent
for performing such number of iterations.
As expected, results show that the iteration time of TLBO
if higher than that of Jaya. This fact is due to the higher
complexity of TLBO, since each iteration of the algorithm
implies two stages whereas Jaya only performs one stage;
moreover, TLBO has more time-consuming operations such
as computing the mean of each variable design. However,
with regard to the average time needed to find a valid solution,
TLBO is generally faster than Jaya. That is, TLBO requires
fewer iterations than Jaya to converge in an admissible solu-
tion. Therefore, although Jaya iterations are faster than the
ones of TLBO, the higher complexity of the latter seems to be
a major factor to help achieving an optimal solution by using
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much fewer iteration, so the overall time required is usually
higher in case of Jaya. On the other hand, it is worthwhile
mentioning that the specific features of the function to be
optimized (mainly the number of design variables) have a
strong influence in the speed of the algorithm with regard to
achieving a required precision: functions with a high number
of variables are more suitable to be optimized by TLBO,
while functions with a small number of variables are more
suitable to be optimized with Jaya. Finally, a conclusion that
can be applied to both algorithms comes from observing
the results related to the different population sizes tested: in
general, larger populations (32 individuals) do not lead to a
faster convergence, but most of the time a population of 16 or
even 8 individuals is enough to achieve the required precision.
As a future work, new benchmark functions used in other
works should be added to follow with a deeper comparison of
Jaya and TLBO. Furthermore, there are new versions of the
Jaya and TLBO algorithms improving their results. There-
fore, it will be very interesting to create a CUDA parallel
version of these improvements of both algorithms and to com-
pare them with the older versions. Finally, another interesting
work could be to perform parallel implementations of Jaya
and TLBO addressed to other parallelism techniques or plat-
forms and to compare them with the CUDA implementations
of Jaya and TLBO proposed in this work.
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