INTRODUCTION
High explosive (HE) materials are unique for having a strong exothermic reactivity, which has made them desirable for both military and commercial applications. Although the history of HE materials is long, condensed-phase properties are poorly understood.
Understanding the condensed-phase properties of HE materials is important for determining stability and performance. Information regarding HE material properties (for example, the physical, chemical, and mechanical behaviors of the constituents in plasticbonded explosive, or PBX, formulations) is necessary in efficiently building the next generation of explosives as the quest for more powerful energetic materials (in terms of energy per volume) moves forward. In addition, understanding the reaction mechanisms has important ramifications in disposing of such materials safely and cheaply, as there exist vast stockpiles of HE materials with corresponding contamination of earth and groundwater at these sites, as well as a military testing sites (for example, see Refs. In modeling HE materials there is a need to better understand the physical, chemical, and mechanical behaviors from fundamental theoretical principles. Among the quantities of interest, for example, in plastic-bonded explosives (PBXs), are thermodynamic stabilities, reaction kinetics, equilibrium transport coefficients, mechanical moduli, and interfacial properties between HE materials and the polymeric binders. These properties are needed, generally as a function of stress state and temperature, for the development of improved micro-mechanical models, which represent the composite at the level of grains and binder. Improved micro-mechanical models are needed to describe the response of PBXs to dynamic stress and/or thermal loading to yield information from which constitutive laws for use in continuum modeling approaches can be formulated and/or parameterized.
Detailed description of the chemical reaction mechanisms of condensed energetic materials at high densities and temperatures is essential for understanding events that occur at the reactive front of these materials under combustion or detonation conditions. Under shock conditions, for example, energetic materials undergo rapid heating to a few thousand degrees and are subjected to a compression of hundreds of kilobars, 3 resulting in almost 30% volume reduction. Complex chemical reactions are thus initiated, in turn releasing large amounts of energy to sustain the detonation process. Clearly, understanding of the various chemical events at these extreme conditions is essential in order to build predictive models of material properties that can be incorporated into fullycontinuum approaches of describing the detonation process at the macroscopic level.
Scientific investigation into the reactive process has been undertaken over the past two decades. However, the sub-µs time scale associated with explosive reactions in addition to the highly exothermic conditions associated with an explosion make experimental investigation of the decomposition pathways difficult at best. Elucidating decomposition pathways is further complication due to the increased instability of HE materials under high temperature and pressure regimes. Chemical reactions may also occur through diabatic processes involving several electronic states. The importance of such reactions on the overall chemistry of energetic materials is still a matter of debate. We review recent work on the effect of high pressure and defects in modifying the excited electronic states of energetic materials.
CHEMICAL EQUILIBRIUM
The energy content of an energetic material often determines its practical utility.
An accurate estimate of the energy content is essential in the design of new materials 4 and in the understanding of quantitative detonation tests 5 . The useful energy content is determined by the anticipated release mechanism. Since detonation events occur on a µs timeframe, any chemical reactions slower than this are not relevant when considering a detonation. Thermodynamic cycles are a useful way to understand energy release mechanisms. Detonation can be thought of as a cycle that transforms the unreacted explosive into stable product molecules at the Chapman-Jouget state 6 (see Figure 1 ). This is simply described as the slowest steady shock state that conserves mass, momentum, and energy. Similarly, the deflagration of a propellant converts the unreacted material into product molecules at constant enthalpy and pressure. The nature of the Chapman-Jouget and other special thermodynamic states important to energetic materials is strongly influenced by the equation of state of stable detonation products. Despite the importance of chemical kinetic rates, chemical equilibrium is often nearly achieved when energetic materials react. This is a consequence of the high temperatures produced by such reactions (up to 6000K). We will begin our discussion by examining thermodynamic cycle theory as applied to high explosive detonation. This is a current research topic because high explosives produce detonation products at extreme pressures and temperatures: up to 40 GPa and 6000K. Relatively little is known about material equations of state under these conditions. Nonetheless, shock experimentation on a wide range of materials has generated sufficient information to allow reasonably reliable thermodynamic modeling to proceed.
One of the attractive features of thermodynamic modeling is that it requires very little information regarding the unreacted energetic material. The elemental composition, density, and heat of formation of the material are the only information needed. Since elemental composition is known once the material is specified, only density and heat of formation needs to be predicted. . The exp-6 potential has also proved successful in modeling chemical equilibrium at the high pressures and temperatures characteristic of detonation. However, in order to calibrate the parameters for such models, it is necessary to have experimental data for molecules and mixtures of molecular species at high temperature and pressure. Static compression data, as well as sound speed measurements, provide important data for these models.
Exp-6 potential models can be validated through several independent means. . We considered the shock behavior of polytetrafluoroethylene (PTFE) in order to determine parameters for CF 4 .
We predict that PTFE decomposes into a fluid phase composed mostly of CF 4 , and carbon in the diamond phase. We found an unusually high value of the potential steepness parameter α. We note that Zerilli and Jones 
ATOMISTIC MODELING OF CONDENSED-PHASE REACTIONS
Chemical equilibrium methods provide useful predictions of macroscopic detonation processes and corresponding resultant products. However, no details on the atomistic mechanisms in the detonation process are revealed. We now discuss condensedphase detonation simulations using atomistic modeling techniques. Such simulations are quite useful for understanding the condensed-phase reaction mechanisms that can occur on the microscopic level.
Numerous experimental studies have investigated the atomistic details of HE decomposition by examining the net products after thermal (low pressure) decomposition. More specifically for RDX and HMX, there exists a solid understanding of the putative rate limiting reaction (NO 2 dissociation) and the final products of the decomposition process (for references see other chapters herein). Several theoretical studies have also been reported on the energetics of gas-phase decomposition pathways for HE materials using a variety of methods. For example, we point to work in RDX and HMX where both quantum chemistry [44] [45] [46] [47] and classical simulations of unimolecular dissociation 48, 49 were used.
The gas-phase results provide much insight into the reaction pathways for isolated HE molecules; however, the absence of the condensed-phase environment is known to strongly affect reaction pathways. Some of the key questions related to condensed-phase decomposition are 1). How do the temperature and pressure affect the reaction pathways? 2). Are there temperature or pressure-induced phase-transitions which play a role in the reaction pathways that may occur? 3). What happens to the reaction profiles in a shockinduced detonation? These questions can only be answered with condensed-phase simulations, but would require large-scale reactive chemical systems (1000s of atoms).
Here we present very recent results of condensed-phase atomistic simulations, which are pushing the envelope towards reaching the required simulation goal.
Molecular-Dynamics with Bond-Order Potentials
A novel approach for investigating reactions in the condensed-phase is to take advantage of the computational efficiency of empirical force. Although traditional empirical force fields cannot model bond-breaking events, additional force field terms dependent on the bond-order can be included to model bond breaking. These bond-order terms then "semi-empirically" describe the bond-breaking mechanisms needed for simulating reaction conditions. The bond order defines the strength of the bond between two atoms where larger numbers imply stronger bonds; it is a measure of the net number of bonds between a specific pair of atoms in a molecule. Bond-order potentials have been proposed early in the history of atomistic modeling; several methods exist, and each has a different prescription for defining the bond order between reactants and products. [50] [51] [52] Recently Goddard et al. have perfected their own method (called ReaxFF) for hydrocarbons and energetic materials (more specifically, RDX). 53 In the ReaxFF method, the central force formalism for describing force fields is still used, but non-bonded interactions and Coulomb forces are included to yield smooth bond dissociations between atoms. Local perturbations (bond, angle, and torsion, etc.) are also added to describe complex molecules more accurately. The bond order term, BO ij ′ between a pair of atoms is of the form The results of these shock-induced detonation simulations are quite interesting.
First, the products yielded from the simulations (shown in Fig. 7 ) are products that are observed experimentally. 54, 55 Second, the primary reactions leading to NO 2 , OH, NO, and N 2 occur at very early stages of the simulations. Additionally, as the impact velocity increases, N 2 and OH become the dominant product species at short times. Finally, the simulations show that although the barrier for the pathways leading to NO 2 and HONO is essentially the same, NO 2 is the main product for low shock velocities (< 6 km/s), in agreement with experimental work by Owens and Sharma. 
Molecular-Dynamics with Quantum Mechanical Methods
Bond-order potentials are fast and appear to give proper qualitative results;
however, there are difficulties in using such methods. First, many parameters must be added to model the correct reaction pathway. Second, many quantum chemistry calculations of small systems must be done to fit these parameters. For systems like RDX and HMX, which are experimentally well-defined, in terms of known products and initial reaction pathways, bond-order potentials work very well and yield greater understanding of these systems. For less known systems, for example TATB (1,3,5-triamino-2,4,6-trinitrobenzene), methods using bond-order potentials may be less accurate.
Recently, quantum mechanical methods have been applied to systems with up to 1,000 atoms. This is due not only to speed-ups in computer technology, but also improvements in algorithms. A wide range of approximations can also be made to yield a variety of methods; each able to address a different range of questions based on the accuracy of the method chosen. We now discuss a range of quantum mechanical based methods used to answer specific questions regarding shock-induced detonation There are numerous experimental characterizations at low temperatures (i.e. < 1000 K, well below detonation temperature) of the decomposition products of condensedphase HMX. [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] These studies tend to identify final gas products (such as H 2 O, N 2 , H 2 , CO, CO 2 , etc.) from the surface burn, and aspire to establish a global decomposition mechanism.
To date, experimental work on thermal decomposition of condensed phase HMX is largely restricted to relatively low temperature (~550 K) and pressure (0.1 GPa)
regimes. Similar experimental observations at detonation conditions (temperatures 2000-5000 K, and pressure 10-30 GPa), however, have not been realized to date. Computer simulations provide the best access to the short time scale processes occurring in these regions of extreme conditions of pressure and temperature. 69 In particular, simulations employing many-body potentials, [70] [71] [72] or tight-binding based methods have emerged as viable computational tools, the latter has been successfully demonstrated in the studies of shocked hydrocarbons. 73, 74 Lewis et al. 75 calculated four possible decomposition pathways of the α-HMX polymorph: N-NO 2 bond dissociation, HONO elimination, C-N bond scission, and the concerted ring fission. Based on the energetics, it was determined that N-NO 2 dissociation was the initial mechanism of decomposition in the gas phase, while they proposed HONO elimination and C-N bond scission to be favorable in the condensed phase. The more recent study of Chakraborty et al. 42 , using the DFT(B3LYP) method, reported detailed decomposition pathways of the β-HMX, the stable polymorph at room temperature. It was concluded that consecutive HONO elimination (4HONO) and subsequent decomposition into HCN, OH and NO are energetically the most favorable pathways in the gas phase. The results also showed that the formation of CH 2 O and N 2 O could occur preferably from secondary decomposition of methylenenitramine.
While these studies concentrated on gas phase decomposition mechanisms, to date no computational treatment of condensed phase reaction mechanisms exist. Other theoretical studies were concerned with the derivation of a force field from first principle calculations, 76 and the application of classical molecular dynamics as in simulating pressure effects on crystal packing. 77, 78 The computational approach employed by Manaa et al. One expects more CO 2 than CO as final products, as predicted by Cheetah (Fig.9) .
The results displayed in Figs.8 show that, at simulation time of 40 ps, the system is still in the second stage of reaction chemistry. At this stage, the CO concentration is rising and
has not yet undergone the water gas shift reaction (CO + H 2 O → CO 2 + H 2 ) conversion.
Interestingly, this shift seems to occur at around 50 ps of the simulation, with CO 2 molecules are being formed while CO concentration is correspondingly diminishing.
Although the simulation sheds light on the chemistry of HMX under extreme conditions, there are methodological shortcomings that need to be overcome in the future.
The demanding computational requirements of the present method limits the method's applicability to short times and corresponding high temperature conditions. A second issue is that the SCC-DFTB method is not as accurate as more elaborate ab initio methods. Nonetheless, the present approach could still be considered as a promising direction for future research on the chemistry of energetic materials.
QUANTIFYING THE ENERGETICS OF REACTION PATHWAYS
The energetics of particular reactions pathways, once known, can be more accurately quantified than is possible in a calculation based on tight binding methods or classical potentials. For instance, density functional calculations can be undertaken with large basis sets 80, 81 . It is also possible to investigate the importance of excited electronic states using sophisticated electron correlation techniques 82, 83 .
One of the more prevalent products of HMX decomposition is HONO. Formation of HONO can likely occur from unimolecular dissociation where the process of this reaction is an hydrogen transfer from the CH 2 group to the NO 2 group (see Scheme I). They investigated the electronic states in RDX with edge dislocation defects included in the simulation cell. It is proposed that such defects provide local sites for 'hot spots', which localize the energy of the impact wave and trigger chemical reactions. Kuklja proposed that the edge dislocation defects in RDX introduce states in the gap; therefore, these localized defect states more readily produce electronic excitations or 'hot spot'
regions. The effect becomes more pronounced under higher pressures as the gap between the occupied and unoccupied states decreases, which implies that the excitations become more energetically favorable.
In other work, Reed et al. consider bandgap lowering under uniaxial strain due to molecular defects and vacancies.
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The method they use is an ab initio molecular dynamics method using density-functional theory with gradient corrected exchangecorrelation functionals (PW91 and PBE). Pseudopotentials were used with a plane wave basis set. Simulations of all possible nearest-neighbor collisions at a shock front indicate that there is a bandgap lowering effect due to the molecular defects and vacancies.
However, the bandgap is not lowered enough to produce a significant population of excited states in the crystal. Furthermore, dynamical effects have a more significant effect on the bandgap than static effects, but relative molecule velocities in excess of 6 km/s are required to produce a significant thermal population of excited states.
CONCLUSIONS
The ability to model chemical reaction processes in condensed phase energetic materials is rapidly progressing. Chemical equilibrium modeling is a mature technique with some limitations. Progress in this area continues, but is hampered by a lack of knowledge of condensed phase reaction mechanisms and rates. Atomistic modeling is much more computationally intensive, and is currently limited to very short time scales.
Nonetheless, this methodology promises to yield the first reliable insights into the condensed phase processes responsible for high explosive detonation. Further work is necessary to extend the timescales involved in atomistic simulations. Recent work in implementing thermostat methods appropriate to shocks 87, 88 may promise to overcome some of these difficulties.
Most current work on energetic material reactivity assumes that electronically adiabatic processes dominate. The role of excited states is becoming clearer, however.
These states are not accessible in perfect crystals under realistic pressures and temperatures, but may still be accessed through defects or other energy localization mechanisms.
