Motivation: Given a compound, can we predict which anatomical therapeutic chemical (ATC) class/classes it belongs to? It is a challenging problem since the information thus obtained can be used to deduce its possible active ingredients, as well as its therapeutic, pharmacological and chemical properties. And hence the pace of drug development could be substantially expedited. But this problem is by no means an easy one. Particularly, some drugs or compounds may belong to two or more ATC classes. Results: To address it, a multi-label classifier, called iATC-mISF, was developed by incorporating the information of chemical-chemical interaction, the information of the structural similarity, and the information of the fingerprintal similarity. Rigorous cross-validations showed that the proposed predictor achieved remarkably higher prediction quality than its cohorts for the same purpose, particularly in the absolute true rate, the most important and harsh metrics for the multi-label systems. Availability and Implementation: The web-server for iATC-mISF is accessible at http://www.jci-bio info.cn/iATC-mISF. Furthermore, to maximize the convenience for most experimental scientists, a step-by-step guide was provided, by which users can easily get their desired results without needing to go through the complicated mathematical equations. Their inclusion in this article is just for the integrity of the new method and stimulating more powerful methods to deal with various multi-label systems in biology.
Introduction
According to the anatomical therapeutic chemical (ATC) system (http://www.whocc.no/atc/structure_and_principles) as recommended by WHO (World Health Organization), the drug compounds are categorized into the following 14 main groups: (i) alimentary tract and metabolism; (ii) blood and blood forming organs; (iii) cardiovascular system; (iv) dermatologicals; (v) genitourinary system and sex hormones; (vi) systemic hormonal preparations, excluding sex hormones and insulins; (vii) anti-infectives for systemic use; (viii) antineoplastic and immunomodulating agents; Original Paper (ix) musculoskeletal system; (x) nervous system; (xi) antiparasitic products, insecticides and repellents; (xii) respiratory system; (xiii) sensory organs; and (xiv) various. Given an uncharacterized compound, can we identify which ATC-class it belongs to? It is no doubt a significant problem for both basic research and drug development. Actually, considerable efforts were made to address this problem (Chen et al., 2012; Dunkel et al., 2008; Wu et al., 2013) . These methods each had their merits, and did play some important roles in stimulating the development of this area. But they also have the following shortcomings. First, the methods by Dunkel et al. (Dunkel et al., 2008) and Wu et al. (Wu et al., 2013) can only be used to deal with single-label systems, in which a sample investigated must belong to one and only one class. But increasing evidences have indicated that many systems in system biology Lin et al., 2013; Shen and Chou, 2007a; Wu et al., 2011; Xiao et al., 2011) and system medicine (Qiu et al., 2016; Xiao et al., 2013d) belong to multi-label ones. Particularly, as pointed out by Chen et al. (Chen et al., 2012) , the ATC system is a typical multi-label one because some drugs may belong to more than one main ATC-class. Drugs or compounds with multiple labels of this kind are intriguing because they may have some exceptional functions worthy of our special notice. Secondly, none of the aforementioned methods has ever provided a web-server, and hence their practical applications are quite limited for most experimental scientists. The present study was devoted to develop a new prediction method, which not only can overcome these shortcomings but also can yield higher success rates.
According to the 5-step guidelines and demonstrated in a series of recent publications (Chen et al., 2016a, b; Jia et al., 2016a, b, c, d; Liu et al., 2016a, b, c, d; Qiu et al., 2016) , to develop a statistical predictor that not only can be easily used by experimental scientists but also can stimulate theoretical scientists to develop more relevant ones, we should make the following five steps crystal clear: (i) benchmark dataset, (ii) sample formulation, (iii) operation algorithm, (iv) anticipated accuracy, and (v) web-server. Below, we are to elaborate how to deal with these procedures oneby-one.
Materials and methods

Benchmark dataset
In statistical prediction, the benchmark dataset usually consists of a training dataset and a testing dataset: the former is for the purpose of training a proposed model, while the latter for testing it. As pointed out by a comprehensive review , however, there is no need to separate a benchmark dataset into such two subsets if the prediction model is tested by the jackknife or subsampling (K-fold) cross-validation because the outcome thus obtained is actually from a combination of many different independent dataset tests. Also, for facilitating comparison, in this study we used the same benchmark dataset as used by Chen et al. (Chen et al., 2012) . It contains 3883 drugs classified into 14 main ATC-classes (see online Supplementary Information S1); i.e. the benchmark dataset can be formulated as [ S 14 (1)
where the subset S m only contains the samples from the m-th ATC class m ¼ 1; 2; 3; Á Á Á ; 14 ð Þ ; and [ denotes the symbol for 'union' in the set theory. See online Supplementary Information S2 for a breakdown of the benchmark dataset according to the 14 subsets in Equation (1).
Of the 3883 drugs, 3295 appear in one class, 370 in two classes, 110 in three classes, 37 in four classes, 27 in five classes, 44 in six classes, and none in seven or more classes. Accordingly, the ATC system is a typical multi-label one. For facilitating study, an intuitive representation was provided in Supplementary Information S3, where the symbol '1' means the drug concerned occurs in the corresponding class, '0' means not.
Sample formulation
One of the keys in developing a powerful predictor is to formulate the samples with an effective mathematical expression that can truly reflect their intrinsic correlation with the target to be predicted . Now, let us address this from three different angles.
Suppose D is a sample in the benchmark dataset S, it can be formulated as a 14-D (dimensional) vector via its maximum interaction score with those in the 14 subsets; i.e.
where T is the transposition operator, / 1 stands for its maximum interaction score with the drugs in the subset S 1 , / 2 for its maximum interaction score with the drugs in the subset S 2 , / 3 for that in subset S 3 ; and so forth. These scores can be downloaded from (Kanehisa et al., 2004; Kotera et al., 2012) . The concrete values thus defined for the 3883 samples in the benchmark dataset are given in online Supplementary Information S4.
Vector to reflect structural similarity
Likewise, the sample can also be formulated as a 14-D vector via its maximum structural similarity score with those in the 14 subsets; i.e.
where w 1 stands for its maximum structural similarity score with the drugs in the subset S 1 , w 2 for that in the subset S 2 , and so forth. These scores can also be downloaded from (Kotera et al., 2012) , as given in online Supplementary Information S5.
Vector to reflect fingerprint similarity
In dealing with drug-related systems, the fingerprint approach is very useful as demonstrated by a series of previous studies (Fan et al., 2014; Min et al., 2013; Xiao et al., 2013a Xiao et al., , b, c, 2015 . According to the concept of fingerprint, each drug is corresponding to a molecular fingerprint. As for how to convert a drug compound to its fingerprint, see Xiao et al. (2013a) , where a crystal clear description has been given and hence there is no need to repeat here. Now, once again, the sample is formulated as a different 14-D vector via its maximum fingerprint similarity score with those of the 14 subsets; i.e.
where s 1 stands for its maximum fingerprint similarity score with the drugs in the subset S 1 ,w 2 for that in the subset S 2 , and so forth.
The concrete values for the vectors thus formed are given in online Supplementary Information S6. Combining Equations (2-4), we have finally obtained that, a drug sample is formulated by
where is the symbol for orthogonal sum, and
Operation algorithm
In this study, we are to introduce the ML-GKR (multi-label Gaussian kernel regression) classifier to predict the ATC-classes. According to Equation (5), the i-th drug in the benchmark dataset S can be formulated as
And its attribution in a multi-label system can be formulated as a vector L i given by
where
Likewise, for a query drug or compound, we have
Its attribution label vector in the ACT system is predicted as
The D m in Equation (12) is given by
where h is a parameter whose optimal value will be determined later, ) between the query drug and the i-th drug of the benchmark dataset (Chou and Zhang, 1995) , as given by
Thus, the attribution label vector L q of Equation (11) for the query drug D q is well defined, and hence its ATC class or classes can be explicitly predicted as well. For example: if '
14 ¼ þ1 while all the other components in Equation (11) are equal to À1, this means that the query drug belongs to the 1st, 2nd, and 14th ATC classes; if ' q 3 ¼ þ1 while all the others are equal to À1, meaning that the query drug belongs to the 3rd ATC class only; and so forth.
The predictor established via the aforementioned procedures is called iATC-mISF, where 'i' means 'identify', 'ATC' means 'Anatomical Therapeutic Chemical' classification, 'm' means 'multiple' labels, and 'ISF' means 'interaction, structure, and fingerprint' information.
Results and discussion
As stated in Introduction, among the five steps in developing a statistical predictor, one of them is how to objectively evaluate its anticipated success rates . To realize this, we need to consider two issues: one is what metrics should be used to quantitatively indicate the predictor's quality; the other is what kind of test method should be utilized to count the metrics. Now, let us address the two issues.
A set of five metrics for multi-label systems
According to Chou's formulation (Chou, 2013) , the metrics for a multi-label system should be defined as
where N is the total number of the samples concerned, M the total number of labels for the investigated system, the operator acting on the set therein to count the number of its elements, U the symbol for the 'union' in the set theory, U the symbol for the 'intersection', L k denotes the subset that contains all the labels observed by experiments for the k-th sample, L Ã k represents the subset that contains all the labels predicted for the k-th sample, and 
0; otherwise ( The above approach had been effectively used to study various multi-label systems, such as those in which a protein may occur in two or more different subcellular locations (Chou et al., , 2012 Lin et al., 2013; Wang et al., 2015; Wu et al., 2011 Wu et al., , 2012 Xiao et al., 2011) , or an antimicrobial peptide may have two or more different types (Xiao et al., 2013d) , or a membrane protein may have two or more different types (Huang and Yuan, 2013) .
Cross-validation
Three cross-validation methods are often used in statistical prediction. They are: (i) independent dataset test, (ii) subsampling (or Kfold cross-validation) test, and (iii) jackknife test (Chou and Zhang, 1995) . Of these three, however, the jackknife test is deemed the least arbitrary that can always yield a unique outcome for a given benchmark dataset as elucidated in . Accordingly, the jackknife test has been widely recognized and increasingly used by investigators to examine the quality of various predictors (Ahmad et al., 2015; Chou and Cai, 2005; Dehzangi et al., 2015; Khan et al., 2015; Kumar et al., 2015; Liu et al., 2015; Nanni et al., 2014; Shen and Chou, 2007b; Zhou, 1998; Zhou and Doctor, 2003) . Accordingly, the jackknife test was also used in this study.
Parameter determination
Since Equation (13) contains a parameter h, the predicted results obtained by iATC-mISF will depend on the parameter's value. In this study, the optimal value for h was determined by maximizing the absolute true rate (see the 4th sub-equation in Equation 15 ) by the jackknife validation on the benchmark dataset. As shown in Figure 1 , when h ¼ 16, the absolute true rate reached its highest score. And such a value would be used for further study.
Metrics scores and comparison with other multilabel predictors
The final cross-validation results for iATC-mISF by the jackknife tests are given in Table 1 , where for facilitating comparison the corresponding results obtained by Chen et al.'s prediction method are also listed. From the table, we can see the following. (i) The score of 'Aiming' or 'Precision' (Chou, 2013 ) is 67.83%, the average ratio of the predicted labels that hit the target of the real labels. (ii) The rate of 'Coverage' or 'Recall' (Chou, 2013 ) is 67.10%, the average ratio of the real labels that are covered by the hits of prediction. (iii) The rate of 'Accuracy' is 66.41%, the average ratio of the correctly predicted labels over the total labels including correctly and incorrectly predicted ones as well as those real labels but are missed out during the prediction. (iv) The rate of 'Absolute-True' is 60.98%, the average ratio of the perfectly correct hits over the total prediction events; and (v) The rate of 'Absolute-False' or 'Hamming-Loss' (Chou, 2013) is 5.85%, the average ratio of the completely wrong hits over the total prediction events. In Equation (15), the two most important and harsh metrics are of absolute-true and absolute false. For the former, the higher the percentage was, the better the multi-label predictor's performance would be; while for the latter, the lower the percentage was, the better its performance would be. As shown in Table 1 , the absolute-true score by iATC-mISF is $43% higher than that of Chen et al.'s method (Chen et al., 2012) , while the absolutefalse score for iATC-mISF is $3% lower than Chen et al.'s.
Accordingly, the proposed multi-label predictor is remarkably superior to Chen et al.'s method (Chen et al., 2012) counted from both the absolute-true and absolute false results.
To further show the power of iATC-mISF predictor, let us extend the comparison to cover the two state-of-the-art predictors ML-KNN (Li et al., 2012) and RankSVM (Lee and Lin, 2014) , which were developed to deal with multi-label systems although not specially for the ATC system. Listed in Table 2 are the corresponding results obtained when they had been examined by the jackknife test on the current benchmark dataset. As we can see from the table, iATC-mISF is better than ML-KNN (Li et al., 2012) and RankSVM (Lee and Lin, 2014) in absolute-true rate by 16-25%. Particularly, the CPU time used by the iATC-mLSF for the entire jackknifing process was only $3 min, which is significantly shorter than 1009 and 13 298 min, the CPU times used by ML-KNN and RankSVM, respectively. These facts once again indicate that the proposed predictor is indeed a very powerful one in identifying the ATC classes for drugs and compounds. Computed with Windows 7 platform (Â64) with 4Â2.6 G CPU processor and 4 GB memory. 
Web server and user guide
To maximize the convenience of most experimental scientists, the web-server of iATC-mISF predictor, along with its user guide, is given below.
Step 1. Opening the web-server at http://www.jci-bioinfo.cn/ iATC-mISF, you will see the top page of iATC-mISF on your computer screen, as shown in. Click on the Read Me button to see a brief introduction about the predictor.
Step 2. Either type or copy/paste the formulae of query compounds into the input box at the center of Figure 2 . The input compounds should be in the SMILES format. For the example of compounds in SMILES format, click the Example button right above the input box.
Step 3. Click on the Submit button to see the predicted result. For example, if you use the formulae of the four compounds in the Example window as the input, you will see the following outcomes on the screen of your computer: Compound-1 belongs to three ATC-classes, i.e. class 3, class 9, and class 13; Compound-2 to one class, i.e. class 14; Compound-3 to four classes, i.e. class 3, class 4, class 10 and class 12; and Compound-4 to one class, i.e. class 7. All these results are fully consistent with the experimental observations.
Step 4. Click on the Citation button to find the key relevant papers that document the detailed development and algorithm of iATC-mISF.
Step 5. Click the Supporting Information button to download the benchmark dataset used in this study.
