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Abstract
This article proposes a flexible tracker which can estimate motions and de-
formations of 3D objects in images by considering their appearances as non-
rigid surfaces. In this approach, a flexible model is built by matching local
features (key-points) over training sequences and by learning the deforma-
tions of a spline based model. A statistical model captures the variations of
object appearance caused by 3D pose variations. Visual tracking is then pos-
sible, for each new frame, by matching the local features of the model with
the image features, according to their local appearances and the constraints
provided by the flexible model. This approach is demonstrated on real-world
image sequences.
1 Introduction
Visual tracking and more generally analysis of image sequences is one of the basic tasks
usually involved in computer vision applications. The scope of these potential applica-
tions is very wide, including estimation of camera motion, image registration, video com-
pression, video surveillance or extraction of 3D scene features. The common problem can
often be summarized as establishing correspondences between consecutive frames of an
image sequence.
Visual tracking has been addressed by different frameworks. Algorithms based on the
matching of local information or features [4, 10, 14] are often distinguished from those
considering objects as regions of the image, taken as a whole [2, 5, 7].
The proposed approach belongs to the first category, as it is based on the matching
of local features over an image sequence. The key difference with standard feature-
based tracking methods is that we represent 3D object appearances using deformations
of smoothed 2D ’TPS’ splines. Splines impose a natural smoothness constraint on the
feature motion and give the flexibility needed to represent 3D pose variations, seen as 2D
image deformations.
In our approach, relations between 2D spline deformations and 3D pose variations are
learned offline during a training stage. This stage consists in collecting a set of images
representing the possible appearances of an object captured from different view-points.
The central view point is called the ’frontal key view’. A feature based matching process
automatically registers all of the images to the frontal key view, using spline deforma-
tions. A statistical deformation model is learned by computing the principal modes of the
deformations through a Principal Component Analysis process.
This powerful model - approximating feature motion caused by 3D pose variations
with 2D splines - is used to constraint the feature-based matching process of the tracking
algorithm.
This algorithm extends the capability of existing 3D trackers, especially when the 3D
model is not available. We show that flexible 2D models trained with real images can be
used instead of 3D models. It makes possible the reliable tracking of faces, non-rigid 2D
or 3D objects, deformable surfaces, which constitute important issues for entertainment,
communication and video surveillance applications.
The structure of this paper is as follows. We will start with a short review of related
works, in section 2. Section 3 will present our approach in details. We will present
experimental results in section 4 and conclude the paper section 5.
2 Related work
Model based approaches, such as [4, 10, 14] address the tracking problem as pose esti-
mation by matching image features (based on image edges) with 3D model features. The
pose is found through least square minimization of an error function. These methods pro-
duce generally accurate results but suffer from two limitations: first the 3D model has to
be accurately known; second the camera must be perfectly calibrated.
Texture based approaches like [2, 5, 7] rely on global features, i.e. the whole pattern.
They are generally more sensitive to occlusions than feature based methods, even if some
updating parameters and some additional mechanisms (e.g. [6]) can make them more
robust. These approaches are generally faster than feature based approaches because of
the simplicity of the matching process (e.g. [2]).
The use of flexible templates to solve correspondence problems is not new [13].
Splines are good candidates to control displacement fields, also called warping functions,
of corresponding points between two images. Belongie and Malik [1] use a similar frame-
work to match shape context descriptors of similar shapes. Flexible model can also be
used to refine the fit produced by a planar model for dense optical flow estimation [16].
In the previously mentioned approaches, flexible model allows to regularize the dis-
placement but does not use any prior information on acceptable transformations (except
the smoothness constraint). Generative probabilistic models can be combined with flexi-
ble models to efficiently represent the manifolds of possible motions. In [3] a generative
model is learned through a PCA analysis of a set of training examples. In [15] elastic
graph matching [8] is used to determine the corresponding points of consecutive images.
The variations between several views of the same object are expressed in terms of varia-
tions in some underlying low-dimensional parameter space using PCA.
The proposed approach goes beyond these methods by taking advantage of three dif-
ferent principles: (a) real-time matching of local features, achieved by a method inspired
from [7], (b) 2D TPS deformations, (c) statistical flexible model learned from a small
training set of typical views of the object.
2.1 Overview
Our method is basically divided in two stages: an offline learning stage and an online
tracking stage.
During the learning stage, two different kinds of model are learned:
• A flexible deformation model. The input of this procedure is a set of images rep-
resenting several appearances of the same object. The output is a 2D TPS based
model of the deformations observed in these images, defined by a linear basis Q
(section 2.2),
• Regression models for tracking planar patches. A set of planar patches, used as
local features by the tracker, is selected in the front key image. We learn a set of
regression models H which link change in patch position with raw pixel intensity
variations [7](section 2.3).
The tracking stage is based on these models and consists in applying the following
steps to each new frame (section 2.4):
1. computes local feature correspondences [7], i.e. produces a set of one-to-one cor-
respondences of small planar patches between two consecutive frames,
2. uses the model of deformations to estimate translation, scale, rotations and defor-
mations of the model in the image,
3. calculates/predicts the new patch positions and the deformation of the next image.
2.2 Learning a generative model of deformations
The first part of the proposed method consists in learning a model of deformations. This
model describes variations of object appearance in the images due to pose change rela-
tively to the camera point of view.
This part of the algorithm is basically derived from [12, 15] combined with the use of
2D Thin Plate Spline (TPS) regularization function [17].
The TPS scheme has been preferred because it can estimate deformations directly
from any set of local correspondences [17] while elastic graph matching requires grid
node correspondences [12, 15]. TPS also takes advantage of a built-in regularization
parameter, thus handling erroneous point correspondences, as explained later.
The deformation model is computed from a key view (which corresponds to the
’frontal’ view of the object) and a collection of several other views capturing the ap-
pearance variations of the object.
We first assign a regular mesh to the frontal key view (see fig. 1). Then, for each other
image of the collection, we compute the best TPS fitting mesh, i.e. the deformation of the
regular mesh which minimizes the difference between the key view, after deformation,
and the target image.
This estimation is possible once point-to-point correspondences between the key im-
age and other training images are known. We compute these correspondences by detecting
and matching key points. These points are detected using Harris and Stephen’s method
and represented with SIFT descriptors [9].
Figure 1: Spline deformation after a small rotation of the can. Top : interest points matched using
SIFT representation - bottom : estimated mesh deformation.
Even if SIFT based representations are know to produce reliable correspondences,
outliers can not be avoided. These outliers dramatically affect the least square estimation
of spline parameters. This is why the TPS transformation is computed iteratively using a
regularization parameter to relax erroneous matches [17].
The Thine Plate Spline is the Radial Basis Function (RBF) that minimizes the follow-
ing bending energy:
I f =
∫ ∫
R2
( f 2xx +2 f 2xy + f 2yy)dxdy
where f = f (x,y) represents the new position of point (x,y) after deformation.
The form of f is:
f (x,y) = a1 +axx+ayy+
n
∑
i=1
wiU(||(xi,yi)− (x,y)||)
where U(r) = r2 logr, a1,ax,ay,wi are the parameters to estimate and (xi,yi) the model
nodes positions.
In the regularized version of TPS fitting, a parameter β in the cost functional controls
the trade-off between fitting the data and smoothing :
K[ f ] = ∑
i
(vi− f (xi,yi))2 +β I f
where vi represents the transformations target and f (xi,yi) is the new position of point
(xi,yi). This method requires two separable TPS transformations, one for x coordinates
and one for y coordinates.
TPS fitting is applied iteratively several times, starting with high β values. β is de-
creased during the iterative process. At each step, the spline is fit using filtered correspon-
dences. The distance between a key point and the corresponding key point transformed
by the smoothed spline must be below a threshold γ , otherwise it is eliminated for this
step. This threshold decreases as β does.
Within three iterations, we generally get a correct alignment. We obtain from this
process a deformed mesh that corresponds to the new object appearance in the target
image (see fig. 1).
Building a statistical model of deformations Splines can potentially fit almost any
shape. However, the set of deformations caused by 3D rotations of the object generally
belongs to a smaller subset of these potential deformations. Given a set of appearances
and corresponding deformations, we can learn a statistical model that explains these de-
formations [3].
We collect m mesh deformations in a matrix M, with one transformation per line. A
spline transformation is defined by the position of the n control points, i.e. the position of
mesh nodes.
M =
 x
1
1 y
1
1 . . . x
1
n y1n
.
.
.
xm1 y
m
1 . . . x
m
n ymn
=
 g1..
.
gm

where (xij,yij) are the coordinates of the jth node of the mesh in the ith image of the
collection.
The parameters of the generative model are a = (a1, . . . ,aN) with N ¿ n (N will be
defined later); they control the deformations according to
g = g0 +a . Q
where g0 is the mean deformation and Q a matrix describing the variations observed
in the training set. This kind of modeling has been extensively used for shape analysis [3].
Q is computed through a principal component analysis (PCA) of M, allowing to find
the underlying low-dimensional manifolds which describe model deformations.
Figure 2: Top left : key view of the object - top right and bottom left : deformations of the
key image according to the principal modes of deformation - bottom right : amplification of the
deformation
Eigenvectors of a principal component distribution may be separated in two classes.
The first one, composed of the N eigenvectors having the largest eigenvalues, represents
variations due to the changes in underlying variables. The second are those which can be
explained by noise. Different methods can separate these two classes, like the scree-test
or the selection of the eigenvalues that express a large amount of the variance.
Given these eigenvectors, mesh deformations can be written as a linear combination
of vectors:
g = g0 +a1.e1 +a2.e2 + . . .+ak.ek = g0 +Q . a
where ei is the eigenvector which corresponds to the ith eigenvalue.
In the experiments described later, where objects like soda cans or human faces are
used to learn proposed tracher, k, the number of selected eigenvectors, is chosen to explain
80% of variance. Its value appeared to be between 2 and 4, depending of tracked object.
It can be seen fig. 2 (top-line) how a j controls the deformation of the graph, and con-
sequently the object appearance. If a j is pushed outside of the range of values observed
in the training images, deformations are amplified, as shown fig. 2 (bottom-right).
At the end of this stage, we obtain a statistical model of the deformations, character-
ized by a mean deformation g0 and a linear basis Q.
2.3 Learning to track small patches using linear regressions
During the tracking stage, mesh deformations will be controlled by local patch corre-
spondences. These patches are rectangular regions of the key-view, centered on the mesh
nodes. Fig. 3 shows, as an illustration, the patches corresponding to a front key-view of a
tracked shoe.
We described in this section an efficient algorithm designed to track these patches.
Figure 3: Patches selected in an old shoe image. left : the mesh - right : mesh and node patches.
The principle of the tracking is as follows. For each patch on the mesh, we learn
a linear regressive function by locally perturbing the position of the patch and observing
how its texture changes. If V denotes the raw pixel intensities of a patch, and µ its position
in the image, the regression can be written [7] as:
δµ = H . δv
where H defines the regression to be learned.
H is computed by applying a set of small perturbations δµ to the original patch po-
sition (i.e. the position in the key-frame) and observing the difference of pixel intensities
(δv).
The patch’s raw pixel intensities are measured in l points p = (p1, p2, . . . , pl), where
pi = (xi,yi). These coordinates are expressed in the patch reference frame. pi points are
selected to cover the patch region, at points where image gradient is high [11]. In practice,
the patch is split into bins and a given number of points are chosen in each bin.
Let µ(t) = (µ0(t),µ2(t), . . . ,µ7(t)) [7] be the vector of parameters describing patch
position at time t. They are the parameters of a function which brings points from the ref-
erence position to the perturbed position. We use planar patches, so this transformation
represents an homography, which is well-known to correspond to the transformation of a
planar surface by observed under perspective projection.
During the learning stage, m small perturbations around the initial position are applied
to each patch. Let δv(i) = v(0)− v(i) be the vector of intensity differences, computed
as the difference between the initial values and the new values (after the ith perturbation),
measured in the key-view. Let δµ(i) be the vector describing the current perturbation.
H has to verify:
δµ(i) = H . δv(i) (1)
The aim of the learning stage is to determine H by solving: δµ0(0) . . . δµm(0)..
.
.
.
.
δµ0(p) . . . δµm(p)
= H.
 δv0(0) . . . δvm(0)..
.
.
.
.
δv0(n) . . . δvm(n)

An Hi matrix is learned for each patch i. In practice, planar patches are centered on
mesh nodes.
At the end of this stage, one regression per patch has been learned and can be used to
obtain patch correspondences over the video sequence.
2.4 Flexible Tracking
Step 1: local correspondences. The first step of the tracking algorithm consists in
computing patch correspondences, i.e. mesh nodes correspondences. For each patch
of a new frame, we compute the image difference δv as explained before. Then we obtain
δµ , which is an estimation of the patch motion parameters, using equation (1).
Using δµ , we can compute the new position of the center of a patch in the current
image, and consequently the new position of the mesh node corresponding to this patch.
Patches are defined as rectangular planar patches of the frontal key-view. However,
when the mesh is deformed their shape is obviously also affected by the geometry of the
mesh. An homographic transformation is applied to each patch to make them respect
global deformation.
It is easy to understand that the complexity of this algorithm is very low: only one ma-
trix multiplication and some simple mathematical operations (additions, multiplications,
etc.) are necessary to match each patch. It is why we can track many patches almost in
real time.
Step 2: estimating the deformations. When each patch position is known in the current
frame (step 1), the second step consists in computing the new deformation, using the
generative model defined section 2.2.
A Levenberg-Marquardt optimization is used to find the deformation’s parameters
which minimize the difference between the positions of the mesh nodes and the corre-
sponding patches in the image.
Optimization can be stated as follows. Let pt = (px1t , py1t , . . . , pxnt , pynt ) be the set of
mesh nodes coordinates provided by individual local trackers.
Assuming these notations, the function to be optimized is:
O(c) = ||g0 +Qc−p||
where Q is the statistical model learned offline from training examples. The vector c
encodes the deformation of the model for the current frame.
3 Results
We experimented this method with several objects like soda cans, shoes, etc. We focused
this section on results obtained for face tracking as well as deformable objects tracking,
as both are very challenging problems.
Figure 4: TPS fitting. left : without regularization - right with iterative regularization
Face. The face model was generated using a set of 80 views. The front view was chosen
to be the key view. For the 79 other views we used the point correspondence matching
algorithm to compute mesh deformations, as previously described.
The number of nodes, for the mesh, was selected in order to have a 1:10 ratio between
the number of nodes and the number of point correspondences. It is useless to have more
nodes than points correspondences, and this ratio takes into account false matches and
non-homogeneous repartition of points.
Figure 5: top : human face tracking - bottom : flexible mouse pad tracking with occultations
As shown in fig 4, a simple TPS computed only from point correspondences does not
give accurate results. This is why an iterative algorithm is used. β in this example is set
to 1000,800 and 300 (eq. 2.2).
PCA decomposition and eigenvector selection give the four main underlying param-
eters for this model. This model is then used to track the face. Note that this number of
parameters is close to the actual head movements : up/down, left/right, inclination to left
and right.
Fig. 6 shows ’augmented’ images; the original face is substituted for a new face taken
from a front still image and morphed according to the mesh deformations.
Figure 6: Insertion of two other front images according to model deformations
Deformable objects. Next results, presented fig. 5, illustrate the tracking of deformable
surfaces. In this case, patches were located at the 48 nodes of the uniform mesh. During
these experiments, we also tried to occlude partially the object and noticed that the algo-
rithm was very stable. Without optimizing the code, it takes less than 200 ms per frame
to track an object.
4 Conclusions and future works
In this paper, we present a method for fully automatic 3D objects tracking. We show how
we can approximate 3D pose changes with 2D spline deformations. Such a flexible model
can be automatically learned from a set of images representing appearances of the objects.
The proposed method is based on three different principles: fast matching of planar
patches, TPS deformations and statistical flexible model learned from of a small training
set of object views. This approach is easy to use, does not require any 3D model, and is
robust. The local trackers combined with the statistical model of possible deformations
make the method fast and very robust to occlusions.
Future works In the future, we will make the tracking stage real-time. We will also
extend the proposed works to the tracking of 3D objects using multiple key views. Indeed,
the proposed method which is, at the present time, restricted to a single key view does not
tolerate large 3D rotations (more than 45 degrees) of the objects.
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