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FREE-BOOLEAN INDEPENDENCE WITH AMALGAMATION
WEIHUA LIU AND PING ZHONG
Abstract. In this paper, we develop the notion of free-Boolean independence in an amalga-
mation setting. We construct free-Boolean cumulants and show that the vanishing of mixed
free-Boolean cumulants is equivalent to our free-Boolean independence with amalgamation. We
also provide a characterization of free-Boolean independence by conditions in terms of mixed
moments. In addition, we study free-Boolean independence over a C∗-algebra and prove a
positivity property.
1. Introduction
Free probability theory is a probability theory that studies noncommutative random variables
with highest noncommutativity. This theory, due to Voiculescu, is based on the notion of free
independence which is an analogue of the classical independence. In [18], Voiculescu generalized
his notion of free independence to free independence with amalgamation over an arbitrary alge-
bra in details. To be specific, moments of random variables are no longer scalar numbers but
elements from a given algebra. On the other aspect, Voiculescu started to study pairs of ran-
dom variables simultaneously thereby generalized the notion of free independence to a notion of
bi-free independence [19]. Further more, the notion of bi-free independence with amalgamation,
defined by Voiculescu [19], was fully developed in [2]. there are exactly two unital universal in-
dependence relations, namely Voiculescu’s free independence relation, the classical independence
relation [15]. It was mentioned that we would obtain more independence relations by decreasing
the number of axioms for universal products [8]. For instance, people introduced Boolean inde-
pendence [17], monotone independence [10], conditionally independence [1] in various contexts.
Their operator-valued generalization were studied as well [9, 12, 13]. Recently, their correspond-
ing independence relations for pairs of random variables, analog of Voiculescu’s bi-free theory,
were introduced and studied [4, 3, 6]. Furthermore, the conditionally bi-free independence with
amalgamation is studied in [5].
In [8], the first-named author introduced a notion of mixed independence relations for pairs
of random variables, where random variables in different faces exhibit different kinds of noncom-
mutative independence. In particular, the combinatorics of free-Boolean independence relation
was fully developed. In this paper, we generalize the notion of free-Boolean independence to
an amalgamation setting. Relevant combinatorial tools are extended to study this new indepen-
dence. Beyond the corresponding combinatorial results, we address the positivity of free-Boolean
independence with amalgamation. Therefore, it is possible to study the relation in topological
probability spaces but not only algebraic probability spaces. For instance, we can study our
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free-Boolean independence with amalgamation over a C∗-algebra, which is a suitable framework
to address some probabilistic questions. We plan to study probabilistic results such as operator-
valued infinitely divisible laws in a forthcoming paper.
The paper is organized as follows: Besides this introduction, in Section 2, we give the definition
of free-Boolean independence with amalgamation over an algebra. In Section 3, we review some
relevant combinatorial tools. In Section 4, we demonstrate that free-Boolean independence can
be characterized by the property of the vanishing of mixed free-Boolean cumulants. In Section 5,
we prove an operator-valued version of free-Boolean central limit law. In Section 6, we provide
an equivalent characterization of free-Boolean independence by certain moments-conditions. In
Section 7, we study the positivity property for free-Boolean independence relation.
2. Preliminaries and Notations
In this section, we give the motivation and the definition for free-Boolean independence relation
with amalgamation over an algebra.
Definition 2.1. A B-B-bimodule with a specified projection is a triple (X , X˚ , p), where X is a
direct sum of B-B-bimodules X = B ⊕ X˚ , and p : X → B is the projection
p(b⊕ η) = b.
Denote by L(X ) the algebra of linear operators with respect to the B-B-bimodule structure.
The expectation from L(X ) onto B is the linear map EL(X ) : L(X )→ B defined by
EL(X )(a) = p(a(1B ⊕ 0)).
We now recall the definition of the reduced free product of B-B-bimodules with specified
projections [16, 18]. Let {(Xi, X˚i, pi)}i∈I be a family of B-B-bimodules with specified projections.
The reduce free product of {(Xk, X˚i, pi)}i∈I with amalgamation over B is defined to be the B-B-
bimodule with a specified projection (X , X˚ , p), where X = B ⊕ X˚ and X˚ is the B-B-bimodule
defined by
X˚ =
⊕
n≥1
⊕
i1 6=i2 6=···6=in
X˚i1 ⊗B · · · ⊗B X˚in .
For each i ∈ I , we denote by
X (i) = B ⊕
⊕
n≥1
⊕
i1 6=i2 6=···6=in
i1 6=i
X˚i1 ⊗B · · · ⊗B X˚in ,
and let Vi be the natural isomorphism of bimodules
Vi : X → Xi ⊗B X (i).
For each i ∈ I , λi : L(Xi)→ L(X ) is a unital homomorphism defined by
λi(a) = V
−1
i (a⊗ I)Vi
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and βi : L(Xi)→ L(X ) is a linear map defined by
βi(a) = Piλi(a)Pi,
where Pi : X → B ⊕ X˚i is the natural projection onto B ⊕ X˚i and vanishes on the other direct
summands.
Proposition 2.2. For any a ∈ L(Xi), we have Piλi(a) = λi(a)Pi.
Proof. Notice that the reduced free product X of B-B-bimodules with specified projections can
be decomposed as
X = (B ⊕ X˚i)⊕ X
′
i , where X
′
i =
⊕
j 6=i
X˚j ⊕
⊕
n≥2
⊕
i1 6=i2 6=···6=in
X˚i1 ⊗B · · · ⊗B X˚in .
The space B ⊕ X˚i is invariant under λi(a) for any a ∈ L(Xi). We can check directly that the
space X ′i is also invariant under λi(a) for any a ∈ L(Xi) by the definition of λi. Hence the result
follows. 
The preceding result implies the next corollary.
Corollary 2.3. The map βi : L(Xi)→ L(X ) is a homomorphism.
Definition 2.4. A B-valued probability space is a pair (A,E) consisting of an algebra A over
B and an B-B-bimodule map E : A → B, i.e. a linear map such that
E(b1ab2) = b1E(a)b2
for all a ∈ A and b1, b2 ∈ B.
Definition 2.5. Let (A,E) be a B-valued probability space. A family of B-faces of A is a family
{(Ci,Di)}i∈I of (not necessarily unital) subalgebras of A such that Ci,Di are B-B-bimodules
for each i ∈ I . The family of B-faces {(Ci,Di)}i∈I is said to be free-Boolean with amalgamation
over B if
• {Ci|i ∈ I} are unital algebras
• there are B-B-bimodules with specified projections {(Xi, X˚i, pi)}i∈I such that there are
unital homomorphisms γi : Ci → L(Xi), (not necessarily unital) homomorphisms δi :
Di → L(Xi),
• Let (X , X˚ , p) be the reduce free product of {(Xi, X˚i, pi)}i∈I , so that the joint distribution
of the family {(Ci,Di)}i∈I in (A,E) is equal to the joint distribution of the family of
operators {(λi(γi(Ci)), βi(δi(Di))}i∈I in the probability space (L(X ),EL(X )). That is,
EL(X )
(
λi1(γi1(c1))βi1(δi1(d1)) · · · λin(γin(cn))βin(δin(dn))
)
= E(c1d1 · · · cndn),
where ck ∈ Cik , dk ∈ Dik , 1 ≤ k ≤ n.
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3. Interval-noncrossing partitions
In this section, we review some combinatorial tools which will be used
to define operator-valued free-Boolean cumulants. We give a characterization of free-Boolean
independence with amalgamation thereby generalizes results in [8] to the operator-valued frame-
work. In noncommutative probability theory, non-crossing partitions are used in the combina-
torics of free probability and the interval partitions are used in the combinatorics of Boolean
independence. It turns out the partitions used in the combinatorics of free-Boolean indepen-
dence are so-called interval-noncrossing partitions introduced in [8]. All results without proof in
this section are taken from [8].
3.1. Interval-noncrossing partitions. Throughout this section, we let n ∈ N, χ : {1, · · · , n} →
{F ,B} and ǫ : {1, · · · , n} → I , for some fixed index set I . We will denote by [n] the set {1, · · · , n}
for n ∈ N.
Definition 3.1. Let S be a linearly ordered set. A partition π of the set S consists of a collection
disjoint, nonempty sets {V1, · · · , Vp} whose union is S. The sets V1, · · · , Vp are called the blocks
of π. Given v1, v2 ∈ S, we write v1 ∼ v2 if the two elements v1, v2 are in the same block.
1. A partition π is called noncrossing if there is no quadruple (v1, v2, w1, w2) such that
v1 < w1 < v2 < w2, v1, v2 ∈ Vs, and w1, w2 ∈ Vt, where Vs, Vt are two disjoint blocks of
π. The set of all noncrossing partitions of [n] will be denoted by NC(n).
2. A block Vs of π is called interval if for any v1, v2 ∈ Vs and v1 < w < v2, we have w ∈ Vs.
A partition π = {V1, · · · , Vp} is called an interval partition if all blocks Vs are interval
blocks.
3. A block Vs of a partition π is said to be inner if there is another block Vt ∈ π and
v1, v2 ∈ Vt such that v1 < w < v2 for all w ∈ Vs. A block is outer if it is not inner.
4. Let ǫ : [n]→ I . We denote by ker(ǫ) the partition whose blocks are the sets ω−1(i), i ∈ I .
5. Given two partitions σ and π, we say σ ≤ π if each block of σ is contained in a block of
π. This relation is called the reversed refinement order.
6. We denote by 0n the partition of [n] consists of n blocks and by 1n the partition of [n]
consists of exactly one block.
Definition 3.2. Let χ : {1, · · · , n} → {F ,B}. A partition π of [n] is said to be interval-
noncrossing with respect to χ if π is noncrossing, and v1, v2, w are in the same block whenever
v1 < w < v2, v1 ∼ v2 and χ(w) = B. We denote by INC(χ) the set of all interval-noncrossing
partitions of the set {1, 2, · · · , n} with respect to χ.
Remark 3.3. The set INC(χ) does not depend on the value of χ at 1 and n. In particular,
when χ−1(B) ∩ [2, n − 1] = ∅, we have INC(χ) = NC(n).
For example, let χ : {1, · · · , 7} → {F ,B} such that χ−1(B) = {2, 6, 7}. Given two noncrossing
π1 = {{1, 4}, {2}, {3}, {5, 7}, {6}} and π2 = {{1, 2, 4}, {3}, {5, 6, 7}} of the set {1, · · · , 7}, then
π1 6∈ INC(χ) and π2 ∈ INC(χ). In pictures below, we use "•"to denote elements in χ−1(F)
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and "◦"to denote elements in χ−1(B).
r ❜ r r r ❜ ❜
1 2 3 4 5 6 7
Diagram of π1.
r ❜ r r r ❜ ❜
1 2 3 4 5 6 7
Diagram of π2.
Assume now χ−1(B)∩[2, n−1] = {l1 < · · · < lm−1} and set l0 = 0, lm = n. We denote by [li, li+1]
the interval {li, li + 1, · · · , li+1}. For each i = 1, · · · ,m, we denote by αi(π) the restriction of π
to the interval [li−1, li]. We also denote by α
′(π) the restriction of π to the interval [l1, n] and χ
′
the restriction of χ to the interval [l1, n]. Note that each αi(π) can be any noncrossing partition
of the set [li−1, li], since there is no li−1 < w < li such that χ(w) = B.
Proposition 3.4. Let α′1 : INC(χ)→ NC([1, l1])× INC(χ
′) be defined by
α′1(π) =
(
α1(π), α
′(π)
)
and α : INC(χ)→ NC([1, l1])×NC([l1, l2])× · · · ×NC([lm−1, n]) be defined by
α(π) = (α1(π), · · · , αm(π)).
Then α′1 and α are isomorphisms of partial ordered sets. The set INC(χ) is a lattice with respect
to the reverse refinement order ≤ on partitions.
We provide pictures below to illustrate the preceding proposition. Let n = 10, χ−1(B) =
{1, 3, 7, 8, 9, 10} and π = {{1, 3, 4, 7}, {2}, {5, 6}, {9, 8}, {10}} which is an interval-noncrossing of
the set {1, 2, · · · , 10} with respect to χ as shown in the following diagram.
❜ r ❜ r r r ❜ ❜ ❜ ❜
1 2 3 4 5 6 7 8 9 10
Diagram of π.
In the above diagram, l0 = 1, l1 = 3, l2 = 7, l3 = 8, l4 = 9, l5 = 10. Therefore, α1(π) =
{{1, 3}, {2}}, α2(π) = {{3, 4, 7}, {5, 6}}, α3(π) = {{7}, {8}}, α4(π) = {{8, 9}} and α5(π) =
{{9}, {10}} are illustrated in the following diagrams:
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1 2 3
❜ r ❜
α1(π)
3 4 5 6 7
❜ r r r ❜
α2(π)
❜ ❜
7 8
α3(π)
❜❜
98
α4(π)
❜ ❜
9 10
α5(π)
Proposition 3.5. Let π = {V1, · · · , Vp} ∈ INC(χ) and let σ ∈ NC(n) such that σ ≤ π, i.e.
each block of σ is contained in a block of π. Then σ ∈ INC(χ) if and only if σ|Vs ∈ INC(χ|Vs)
for all s = 1, · · · , p.
Proposition 3.6. Let π = {V1, · · · , Vp} ∈ INC(χ). Denote by [0n, π] the set of all σ ∈ INC(χ)
such that σ ≤ π. Then
[0n, π] ∼= INC(χ|V1)× · · · × INC(χ|Vp).
3.2. Möbius functions on interval-noncrossing partitions. One can define the convolution
for functions on the lattice following the standard procedure for partially ordered sets (see [14]).
Once the map χ is fixed, the lattice structure of INC(χ) caputred from the lattice of the product
of noncrossing partitions according to the natural isomorphism described in Proposition 3.4.
Let χ : {1, · · · , n} → {F ,B}. Given two complex-valued functions defined on the set {(σ, π)|σ, π ∈
INC(χ), σ ≤ π}. The convolution of f and g is given by
f ∗ g(σ, π) =
∑
ρ∈INC(χ)
σ≤ρ≤π
f(σ, ρ)g(ρ, π).
The delta function defined as follows:
δINC(σ, π) =
{
1, if σ = π,
0, otherwise.
We then define the zeta function by
ζINC(σ, π) =
{
1, if σ ≤ π,
0, otherwise.
and the Möbius function µINC is the inverse of the zeta function in the following sense:
µINC ∗ ζINC = ζINC ∗ µINC = δINC .
We will use the following product formula in [7, Section 6].
Proposition 3.7. Let χ : {1, · · · , n} → {F ,B}, π = {V1, · · · , Vp} ∈ INC(χ) and σ ∈ INC(χ)
such that σ ≤ π. Suppose that l0 = 1, lm = n and χ
−1(B) ∩ [2, n − 1] = {l1 < · · · < lm−1}, then
µINC(χ)(σ, π) =
m∏
i=1
µINC(χ|Vi)
(σi, πi)
=
p∏
s=1
µINC(σ|Vs , 1Vs)
=
m∏
i=1
p∏
s=1
µNC(σi|α˜i(Vs), 1α˜i(Vs)),
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where σi = αi(σ), πi = αi(π), 1 ≤ i ≤ m and α˜i(Vs) is the restriction of Vs to the set [li−1, li].
Corollary 3.8. Let π ∈ INC(χ) and V ∈ π. Denote by [0n, π] = {σ ∈ INC(χ) : 0n ≤ σ ≤ π},
and V ′ = {1, · · · , n}\V . Then,
[0n, π] ∼= INC(χ|V )× INC(χ|V
′).
In particular, we have
µINC(σ, π) = µINC(σ|V , 1V )µINC(σ|V ′ , π|V ′)
for σ ∈ INC(χ) and σ ≤ π.
4. Vanishing cumulants condition for free-Boolean independence
In this section, we introduce the notion of operator-valued free-Boolean cumulants for pairs of
random variables and give an alternative characterization of free-Boolean independence by using
the free-Boolean cumulants.
4.1. Free-Boolean cumulants. Let (A,E) be a B-valued probability space . Let Φ(n) be the
n-B-linear map from A⊗B · · · ⊗B A︸ ︷︷ ︸
n times
to B defined as
Φ(n)(a1, · · · , an) = E(a1 · · · an).
Then, for each noncrossing partition π ∈ NC(n), we can write π = π1 ∪ {V }, where V =
(l + 1, l + 2, · · · , l + s) is an interval block of π and π1 = π \ {V }. We define an n-B-linear map
Φπ : A⊗B · · · ⊗B A︸ ︷︷ ︸
n times
→ B recursively as follows:
(1) Φπ(a1, · · · , an) = Φπ1(a1, · · · , al,Φ
(s)(al+1, · · · , al+s)al+s+1, · · · , an).
For example, let π = {{1, 5, 8}, {2, 3, 4}, {6, 7}} be a noncrossing partition of {1, · · · , 8}. Then,
Φπ(a1, · · · , a8) = Φ{{1,5,8},{6,7}}(a1,E(a2a3a4)a5, a6, a7, a8) = E(a1E(a2a3a4)a5E(a6a7)a8).
Definition 4.1. Given any χ : {1, · · · , n} → {F ,B}, π ∈ INC(χ) and a tuple of elements
(a1, · · · , an) in (A,E), the free-Boolean cumulant κχ,π is an n-B-linear map defined as follows:
κχ,π(a1, · · · , an) =
∑
σ≤π
σ∈INC(χ)
µINC(σ, π)Φσ(a1, · · · , an).
We start to show that the operator-valued free-Boolean cumulants have the following multi-
plicative property.
Theorem 4.2. Let π ∈ INC(χ) and a1, · · · , an be noncommutative random variables in a B-
valued probability space (A,E). Suppose that V = (l+1, l+2, · · · , l+ s) is an interval block of
π, then
κχ,π(a1, · · · , an) = κχ|V ′ ,π|V ′
(
a1, · · · , al, κχ|V ,1V (al+1, · · · , al+s)al+s+1, · · · , an
)
= κχ|V ′ ,π|V ′
(
a1, · · · , (alκχ|V ,1V (al+1, · · · , al+s)), al+s+1, · · · , an
)
,
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where V ′ = {1, · · · , n} \ V.
Proof. For any σ ≤ π, σ ∈ INC(χ), one can decompose it into a union of two interval-noncrossing
partitions σ = σ1 ∪ σ2, where σ1 ≤ π|V ′ , σ1 ∈ INC(χ|V ′) and σ2 ≤ π|V = 1V , σ2 ∈ INC(χ|V ).
By Proposition 3.7 and Corollary 3.8, we have
κχ,π(a1, · · · , an) =
∑
σ≤π
σ∈INC(χ)
µINC(σ, π)Φσ(a1, · · · , an)
=
∑
σ≤π
σ∈INC(χ)
µINC(σ, π)Φσ|V ′
(
a1, · · · , al,Φσ|V (al+1, · · · , al+s)al+s+1, · · · , an
)
=
∑
σ≤π
σ∈INC(χ)
µINC(σ|V ′ , π|V ′)µINC(σ|V , 1V )Φσ|V ′
(
a1, · · · , al,Φσ|V (al+1, · · · , al+s)al+s+1, · · · , an
)
=
∑
σ1≤π|V ′
σ1∈INC(χ|V ′ )
σ2∈INC(χ|V )
µINC(σ1, π|V ′)µINC(σ2, 1V )Φσ|V ′
(
a1, · · · , al,Φσ|V (al+1, · · · , al+s)al+s+1, · · · , an
)
=
∑
σ1≤π|V ′
σ1∈INC(χ|V ′ )
µINC(σ1, π|V ′)Φσ|V ′
(
a1, · · · , al,
∑
σ2∈INC(χ|V )
µINC(σ2, 1V )Φσ|V (al+1, · · · , al+s)al+s+1, · · · , an
)
=
∑
σ1≤π|V ′
σ1∈INC(χ|V ′ )
µINC(σ1, π|V ′)Φσ|V ′
(
a1, · · · , al, κχ|V ,1V (al+1, · · · , al+s)al+s+1, · · · , an
)
= κχ|V ′ ,π|V ′ (a1, · · · , al, κχ|V ,1V (al+1, · · · , al+s)al+s+1, · · · , an).
The other part follows from the bi-module property. This finishes the proof. 
The preceding theorem shows that κχ,π(a1, · · · , an) is completely determined by cumulant
functionals of the form κχ′,1[m] for m ∈ N and χ
′ : {1, · · · ,m} → {F ,B}.
Definition 4.3. Let {(Ai,F ,Ai,B)}i∈I be a family of pairs of B-faces of A in a B-valued prob-
ability space (A,E). We say that the family {(Ai,F ,Ai,B)}i∈I is combinatorially free-Boolean
independent with amalgamation over B if
κχ,1n(a1, · · · , an) = 0
whenever ω : {1, · · · ., n} → I , χ : {1, · · · , n} → {F ,B}, ak ∈ Aω(k),χ(k) and ω is not a constant.
Proposition 4.4. Let {(Ai,F ,Ai,B)}i∈I be a family of pairs of B-faces in a B-valued probability
space (A,E). Then κχ,1n has the following additivity property:
κχ,1n(a1,1 + a2,1, · · · , a1,n + a2,n) = κχ,1n(a1,1, · · · , a1,n) + κχ,1n(a2,1, · · · , a2,n)
whenever ω1, ω2 : [n] = {1, · · · , n} → I , χ : {1, · · · , n} → {F ,B}, a1,k ∈ Aω1(k),χ(k), a2,k ∈
Aω2(k),χ(k) and ω1([n]) ∩ ω2([n]) = ∅.
Proof. By a direct calculation, we have
κχ,1n(a1,1 + a2,1, · · · , a1,n + a2,n) =
∑
i1,...in∈{1,2}
κχ,1n(ai1,1, · · · , ain,n).
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Since {(Ai,F ,Ai,B)}i∈I are combinatorially free-Boolean independent, by Definition 4.3, we have
κχ,1n(ai1,1, · · · , ain,n) = 0
if ij 6= ik for some j, k ∈ {1, · · · , n}. The result follows. 
Proposition 4.5. Let {(Ai,F ,Ai,B)}i∈I be a combinatorially free-Boolean independent family
of pairs of B-faces in a B-valued probability space (A,E). Assume that π = {V1, · · · , Vp} ∈
INC(χ). Then
κχ,π(a1, · · · , an) = 0
whenever ω : {1, · · · ., n} → I , χ : {1, · · · , n} → {F ,B}, ak ∈ Aω(k),χ(k) and ω is not a constant
on a block W of π.
Proof. We prove the statement by induction on the number of blocks of π.
When p = 1, then the statement follows from Definition 4.3. Suppose now that p > 1, let
V = (l + 1, l + 2, · · · , l + s) be an interval block of π. By Proposition 4.2, we have
κχ,π(a1, · · · , an) = κχ|V ′ ,π|V ′ (a1, · · · , al, κχ|V ,1V (al+1, · · · , al+s)al+s+1, · · · , an),
where V ′ = {1, · · · , n} \ V. If ω is not a constant on V , then κχ,π(a1, · · · , an) = 0. Otherwise,
ω|V ′ in not a constant on a block of π|V ′ . The statement follows from an induction argument. 
4.2. Free-Boolean independence is equivalent to combinatorially free-Boolean inde-
pendence. In this subsection, we will prove that free-Boolean independence defined in Definition
2.5 is equivalent to the combinatorially free-Boolean independence given in Definition 4.3. We
will show that mixed moments are uniquely determined by lower order mixed moments in the
same way for both free-Boolean independence and combinatorially free-Boolean independence.
The proof for following result is essentially the same as the proof of in [11, Proposition 10.6]
in free probability context and we thus leave the details to the reader. Applying Theorem 4.2,
we have the following result.
Lemma 4.6. Let χ : {1, · · · , n} → {F ,B} and a1, · · · , an be noncommutative random variables
in a B-valued probability space (A,E). Then
E(a1 · · · an) =
∑
π∈INC(χ)
κχ,π(a1 · · · an).
For combinatorially free-Boolean independent random variables, we have the following result.
Lemma 4.7. Let {(Ai,F ,Ai,B)}i∈I be a family of combinatorially free-Boolean independent pairs
of B-faces in a B-valued probability space (A,E). Assume that ak ∈ Aω(k),χ(k), where ω :
{1, · · · , n} → I, χ : {1, · · · , n} → {F ,B}. Let ǫ = ker(ω). Then,
(⋆) E(a1 · · · an) =
∑
σ∈INC(χ)
 ∑
π∈INC(χ)
σ≤π≤ǫ
µINC(σ, π)
Φσ(a1 · · · an).
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Proof. By Lemma 4.6, we have
E(a1 · · · an) =
∑
π∈INC(χ)
κχ,π(a1 · · · an).
For each π ∈ INC(χ), write its blocks as π = {V1, · · · , Vp}. Since {(Ai,F ,Ai,r)}i∈I are combi-
natorially free-Boolean independent, by Lemma 4.5, we have
κχ,π(a1 · · · an) = 0,
if ω is not a constant on some block Vs of π. In other words, κχ,π(a1, · · · , an) 6= 0 only if ω is a
constant on Vs for all s, which implies that Vs is contained in a block of ǫ for all s, i.e., π ≤ ǫ.
Therefore, we have
E(a1 · · · an) =
∑
π∈INC(χ),π≤ǫ
κχ,π(a1, · · · , an)
=
∑
π∈INC(χ),π≤ǫ
 ∑
σ∈INC(χ)
σ≤π
µINC(σ, π)Φσ(a1, · · · , an)

=
∑
σ∈INC(χ)
 ∑
π∈INC(χ)
σ≤π≤ǫ
µINC(σ, π)
Φσ(a1, · · · , an).
This finishes the proof. 
We now turn to consider the case that the family {(Ai,F ,Ai,B)}i∈I is free-Boolean independent
in (A, B,E) in the sense of Definition 2.5. In what follows, we assume that ak ∈ Aω(k),χ(k),
where ω : {1, · · · , n} → I , χ : {1, · · · , n} → {F ,B}. Let ǫ = ker(ω), the kernel of ω. Recall that
χ−1(B) ∩ [2, n − 1] = {l1, · · · , lm−1}. Let χ1 (or ǫ1) be the restriction of χ (or ǫ) to {1, · · · , l1}
respectively. Let χ′1 (or ǫ
′
1) be the restriction of χ (or ǫ) to the interval {l1, · · · , n} respectively.
We need to show that the the mixed moments E(a1 · · · an) can be determined in the same way
as in Lemma 4.7.
To this end, it is enough to consider the case that A = L(X ), Ai,F = λi(L(Xi)) and Ai,B =
Piλi(L(Xi))Pi, where {(Xi, X˚i, pi)}i∈I is a family of vector spaces with specified vectors and
(X , X˚ , p) is the reduced free product of them.
We will prove the mixed moments formula (⋆) in Lemma 4.7 by induction on the number of
elements of χ−1(B) ∩ [2, n − 1].
Lemma 4.8. If χ(n) = B, then there exists an operator T ∈ Aω(n),F such that
E(a1 · · · an) = E(a1 · · · an−1T ).
Proof. If n ∈ χ−1(B), then an ∈ Aω(n),B = Pω(n)λω(n)(L(Xω(n)))Pω(n). Assume that an =
Pω(n)TPω(n) for some T ∈ λω(n)(L(Xω(n))). Then
a1 · · · an1B = a1 · · · an−1Pω(n)TPω(n)1B = a1 · · ·T1B = a1 · · · an−1T1B
since T1B ∈ Pω(n)X . Thus, the mixed moments are the same if we replace an by the element
T ∈ λω(n)(L(Xω(n))). 
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Lemma 4.9. If χ(1) = B, then there exists an operator T ∈ Aω(n),F such that
E(a1 · · · an) = E(Ta2 · · · an).
Proof. If 1 ∈ χ−1(B), then a1 ∈ Aω(1),B = Pω(1)λω(1)(L(Xω(1)))Pω(1). Assume that a1 =
Pω(1)TPω(1) for some T ∈ λω(1)(L(Xω(1))). Recall that p is the projection p : X → B. No-
tice that pPω(1) = p and
E(a1 · · · an) = pPω(1)TPω(1)a2 · · · an1B
= pPω(1)TPω(1)a2 · · · an1B
= pTPω(1)a2 · · · an1B
= pTa2 · · · an1B − pT (1X − Pω(1))a2 · · · an1B ,
where 1X is the identity operator in L(X ). Notice that
(1X − Pω(1))a2 · · · an1B ∈
⊕
i 6=ω(1)
X˚i ⊕
⊕
n≥2
 ⊕
i1 6=i2 6=···6=in
X˚i1 ⊗B · · · ⊗B X˚in

and ⊕
i 6=ω(1)
X˚i ⊕
⊕
n≥2
( ⊕
i1 6=i2 6=···6=in
X˚i1 ⊗B · · · ⊗B X˚in
)
= Vω(1)
Xω(1) ⊗B
 ⊕
i1 6=i2 6=···6=in
i1 6=ω(1),n≥1
X˚i1 ⊗B · · · ⊗B X˚in

 .
Therefore,
⊕
i 6=ω(1)
X˚i ⊕
⊕
n≥2
( ⊕
i1 6=i2 6=···6=in
X˚i1 ⊗B · · · ⊗B X˚in
)
is an invariant subspace of T and
pT (IX − Pω(1))a2 · · · an1B = p(IX − Pω(1))T (IX − Pω(1))a2 · · · an1B) = 0,
where the last equality follows from the fact that p(IX − Pω(1)) = 0. We thus proved that the
mixed moments E(a1 · · · an) will be the same if we replace a1 by the element T ∈ λω(1)(L(Xω(1))).

We start with the following result.
Lemma 4.10. When |χ−1(B) ∩ [2, n − 1]| = 0, we have
E(a1 · · · an) =
∑
σ∈INC(χ)
 ∑
π∈INC(χ)
σ≤π≤ǫ
µINC(σ, π)
Φσ(a1 · · · an).
Proof. By Lemma 4.8 and 4.9, if a1 ∈ Aω(1),B or an ∈ Aω(n),B, we may replace a1 by T1 ∈ Aω(1),F
and an by T2 ∈ Aω(n),F , we still have
Φ(a1 · · · an) = Φ(T1a2 · · · an−1T2).
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Hence, when |χ−1(B) ∩ [2, n − 1]| = 0, we may assume that T1, a2, · · · , an−1, T2 are from the
left faces of algebras Aω(k),F . Notice that the family {(Ai,F )}i∈I is freely independent with
amalgamation in (A,E) (see [11, 16]), we have
E(a1 · · · an) = E(T1a2 · · · an−1T2)
=
∑
π∈NC(n),π≤ǫ
κπ(T1, a2, · · · , an−1, T2)
=
∑
σ∈NC(n)
 ∑
π∈NC(n)
σ≤π≤ǫ
µ(σ, π)
Φσ(T1, a2, · · · , an−1, T2)
=
∑
σ∈INC(χ)
 ∑
π∈INC(χ)
σ≤π≤ǫ
µINC(σ, π)
Φσ(T1, a2, · · · , an−1, T2)
=
∑
σ∈INC(χ)
 ∑
π∈INC(χ)
σ≤π≤ǫ
µINC(σ, π)
Φσ(a1, a2, · · · , an−1, a2),
where we used the fact that INC(χ) = NC(n) when |χ−1(B) ∩ [2, n − 1]| = 0.

Now, we are now ready to prove our main theorem.
Theorem 4.11. Let {(Ai,F ,Ai,B)}i∈I be a family of pairs of B-faces in a B-valued probability
space (A,E). The family {(Ai,F ,Ai,B)}i∈I is free-Boolean independent with amalgamation over
B if and only if they are combinatorially free-Boolean independent with amalgamation over B.
Proof. It suffices to show that Equation (⋆) holds by assuming that {(Ai,F ,Ai,B)}i∈I is free-
Boolean independent with amalgamation over B. When |χ−1(B) ∩ [2, n − 1]| = 0, it is Lemma
4.10. Assume now that Equation (⋆) in Lemma 4.7 holds whenever |χ−1(B)∩ [2, n−1]| ≤ m−2.
We shall prove it holds when |χ−1(B)∩ [2, n− 1]| = m− 1. Set χ−1(B) = {l1 < · · · < lm−1} and
l0 = 1, lm = n.
Let A1 =
n∏
i=l1
ai. Then A1(1B) ∈ B⊕X˚ω(l1). Since the range of Al1 is B⊕X˚ω(l1), we can view
A1 : B⊕ X˚ω(l1) → B⊕ X˚ω(l1) as a linear operator. In this way, A1 is considered as an element in
λω(l1)(L(Xω(l1))).
Apply the induction for the l1-tuple (a1, · · · , al1−1, A1). Recall that ǫ1 is the restriction of ǫ
to the interval [1, l1], we have
(2)
E(a1 · · · an) = E(a1 · · · al1−1A1)
=
∑
σ1∈NC([l1])
σ1≤ǫ1
 ∑
π1∈NC([l1])
σ1≤π1≤ǫ1
µ(σ1, π1)
Φσ1(a1, · · · , al1−1A1).
We now fix σ1 ∈ NC(l1), σ1 ≤ ǫ1. We shall express Φσ1
(
a1, · · · , al1−1A1
)
according to the
definition given by (1). We need to know how Φσ1 is decomposed. To this end, suppose that V is
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the block of σ1 which contains the element l1. Denote that V = {p1, p2, · · · , pk1}, where pk1 = l1.
Set W1 = [1, p1 − 1], W2 = [p1 + 1, p2 − 1], · · · ,Wk1 = [pk1−1 + 1, pk1 − 1] = [pk1−1 + 1, l1 − 1]
(Wi will be the empty set if pi−1 + 1 = pi), as illustrated in the picture below.
W
1
W
2
W
k
1
p
1
p
2
p
k
1
−1
p
k
1
= l
1
Note that l1 6∈Wi for all 1 ≤ i ≤ k1, we have
(3)
Φσ1(a1, · · · , al1−1, A1)
= E
{(
k1−1∏
k=1
[
Φσ1|Wk
(a1, · · · , al1−1, A1)|Wk
]
apk
)[
Φσ1|Wk1
(a1, · · · , al1−1, A1)|Wk1
]
A1
}
= E
{(
k1−1∏
k=1
[
Φσ1|Wk
(a1, · · · , al1−1)|Wk
]
apk
)[
Φσ1|Wk1
(a1, · · · , al1−1)|Wk1
]
A1
}
= E
{(
k1−1∏
k=1
[
Φσ1|Wk
(a1, · · · , al1−1)|Wk
]
apk
)[
Φσ1|Wk1
(a1, · · · , al1−1)|Wk1
]
al1 · · · am
}
.
Denote by A2 =
(
k1−1∏
k=1
[
Φσ1|Wk
(a1, · · · , al1−1)|Wk
]
apk
)[
Φσ1|Wk1
(a1, · · · , al1−1)|Wk1
]
al1 . Notice
that |χ−1(B) ∩ [l1 + 1, n − 1]| = m − 2 . We now apply the induction formula for the tu-
ple (A2, al1+1, · · · , an), recall that χ
′ is the restriction of χ to the interval [l1, n] and ǫ
′ is the
restriction of ǫ to the interval [l1, n], we deduce that
(4)
Φσ1(a1, · · · , al1−1, A1) = E(A2al1+1al1+2 · · · an)
=
∑
σ′∈INC(χ′)
 ∑
π′∈INC(χ′)
σ′≤π′≤ǫ′
µINC(σ
′, π′)
Φσ′(A2, al1+1, al1+2, · · · , an).
We now fix σ′ ∈ INC(χ′), σ′ ≤ ǫ′. We need to express Φσ′(A2, al1+1, al1+2, · · · , an) according
to the definition given in (1). To this end, suppose that V ′ is the block of σ′ which contains
the element l1. Suppose that V
′ = {q1, q2, · · · , qk2}, where q1 = l1. Let W
′
1 = [l1, q2 − 1],
W ′2 = [q2 + 1, q3 − 1], · · · ,W
′
k2
= [qk2 + 1, n] (W
′
j = ∅ if qj + 1 = qj+1), as shown in the picture
below
W
′
1
W
′
2
W
′
k
2
l
1
= q
1
q
2
q
3
q
k
2
Notice that l1 6∈ W
′
j for all 1 ≤ j ≤ qk2 , we apply the induction assumption to the tuple
(A2, al1+1, al1+2, · · · , an) to obtain the following:
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(5)
Φσ′(A2, al1+1, al1+2, · · · , an)
= E
{
A2
[
Φσ′|W ′
1
(A2, al1+1, · · · , an)|W ′1
]( k2∏
k=2
aqk
[
Φσ′|W ′
k
(A2, al1+1, · · · , an)|W ′k
])}
= E
{
A2
[
Φσ′|W ′
1
(al1+1, · · · , an)|W ′1
]( k2∏
k=2
aqk
[
Φσ′|W ′
k
(al1+1, · · · , an)|W ′k
])}
= E
{(
k1−1∏
k=1
[
Φσ1|Wk
(a1, · · · , al1−1)|Wk
]
apk
)[
Φσ1|Wk1
(a1, · · · , al1−1)|Wk1
]
al1
[
Φσ′|W ′
1
(al1+1, · · · , an)|W ′1
]( k2∏
k=2
aqk
[
Φσ′|W ′
k
(al1+1, · · · , an)|W ′k
])}
Recall that α′1(π) := (α1(π), α
′(π)) defined in Proposition 3.4. Let σ = α′−11 (σ1, σ
′). We draw
the picture below to show the block V ∈ σ1 and the block V
′ ∈ σ2 which contain l1.
W
1
W
2
W
k
1
p
1
p
2
p
k
1
−1
p
k
1
= l
1
= q
1
W
′
1
W
′
2
W
′
k
2
q
2
q
3
q
k
2
Then,
Φσ′(A2, al1+1, al1+2, · · · , an)
= E
{(
k1−1∏
k=1
[
Φσ1|Wk
(a1, · · · , al1−1)|Wk
]
apk
)
Φσ1|Wk
(a1, · · · , al1−1)|Wk
al1
[
Φσ′|W ′1
(al1+1, · · · , an|W ′1)
]( k2∏
k=2
aqkΦσ′|W ′
k
(al1+1, · · · , an|W ′k)
)}
= Φσ(a1, · · · , an).
Putting (2), (3), (4), (5) together, we have
E(a1 · · · an)
=
∑
σ1∈NC([l1])
σ1≤ǫ1
 ∑
π1∈NC([l1])
σ1≤π1≤ǫ1
µ(σ1, π1)
Φσ1(a1, · · · , al1−1A1).
=
∑
σ1∈NC([l1])
sigma1≤ǫ1
 ∑
π1∈NC([l1])
σ1≤π1≤ǫ1
µ(σ1, π1)
 ∑
σ′∈INC(χ′)
 ∑
π′∈INC(χ′)
σ′≤π′≤ǫ′
µINC(σ
′, π′)
Φσ′(A2, al1+1, al1+2, · · · , an)
=
∑
σ1∈NC([l1])
σ1≤ǫ1
 ∑
π1∈NC([l1])
σ1≤π1≤ǫ1
µ(σ1, π1)
 ∑
σ′∈INC(χ′)
 ∑
π′∈INC(χ′)
σ′≤π′≤ǫ′
µINC(σ
′, π′)
Φα′−11 (σ1,σ′)(a1, · · · , an)
=
∑
σ∈INC(χ)
( ∑
π∈INC(χ)
σ≤π≤ǫ
µINC(σ, π)
)
Φσ(a1, · · · , an),
FREE-BOOLEAN 15
where we used Corollary 3.8 in the last identity and thus we obtained our desired equation.

5. limit theorems
Let A =
(
(ai)i∈I , (aj)j∈J
)
be a two faced family of noncommutative random variables in a
B-valued probability space (A,E). Let ω : {1, · · · , n} → I
⊔
J and denote by χω : {1, · · · , n} →
{F ,B} the map such that χω(k) = B if and only if ω(k) ∈ J .
Definition 5.1. A two-faced family A =
(
(ai)i∈I , (aj)j∈J
)
in a B-valuede probability space
(A,E) is said to have a centered free-Boolean limit if, for all n 6= 2,
κχω ,1n
(
aω(1)b1, · · · , aω(n−1)bn−1, aω(n)
)
= 0,
for all ω : {1, · · · , n} → I
⊔
J and b1, · · · , bn−1 ∈ B.
The distribution defined by the the two faced family A is called an operator-valued free-Boolean
Gaussian distribution with covariance C = (ci,j)i,j∈I
⊔
J , where C is defined by cω(1),ω(2)(b) :=
κχω ,12(aω(1), baω(2)) for all ω : {1, 2} → I
⊔
J and b ∈ B.
Proposition 5.2. Let A =
(
(ai)i∈I , (aj)j∈J
)
be a two faced family of noncommutative random
varialbes in a B-valued probability space (A,E). Let ω : {1, 2} → I
⊔
J . Then,
κχω ,12 (aω(1), aω(2)) = E(aω(1)aω(2))− E(aω(1))E(aω(2)).
Theorem 5.3. Let
{
Am =
(
(am,i)i∈I , (am,j)j∈J
)}∞
m=1
be a free-Boolean sequence of families
in a B-valued probability space (A,E) where B is a Banach space, such that
(1) E(am,k) = 0 for all m ∈ N and k ∈ I
⊔
J .
(2) sup
m∈N
||E(am,ω(1)b1 · · · am,ω(n−1)bn−1am,ω(n))|| ≤ Dω < ∞ for all n ∈ N, ω : {1, · · · , n} →
I
⊔
J , and b1, · · · , bn−1 ∈ B.
(3) lim
N→∞
N−1
∑
1≤m≤N
E(am,ω(1)bam,ω(2)) = cω(1),ω(2)(b) ∈ B, for all ω : {1, 2} → I
⊔
J and
b ∈ B.
Let SN,k = N
−1/2
∑
1≤m≤N
am,k for k ∈ I
⊔
J and SN =
(
(SN,i)i∈I , (SN,j)j∈J
)
. Denote by γC
the free-Boolean limit distribution in Definition ***, with C = (ci,j)i,j∈I
⊔
J . We have
lim
N→∞
µSN (P ) = γC(P ),
for all P ∈ C〈ak|k ∈ I
⊔
J 〉.
Proof. Since the joint distributions are determined by free-Boolean cumulants uniquely, it is
enough to show that
lim
N→∞
κχω,1n
(
SN,ω(1)b1, · · · , SN,ω(n−1)bn−1, SN,ω(n)
)
= κχω ,1n
(
Sω(1)b1, · · · , Sω(n−1)bn−1, Sω(n)
)
,
where the two faced family S =
(
(Si)i∈I , (Sj)j∈J
)
has a centered B-valued free-Boolean Gaussian
dsitribution with covariance matrix C, for all n ∈ N, ω : {1, · · · , n} → I
⊔
J , and b1, · · · , bn−1 ∈
B.
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By the additivity property of free-Boolean cumulants, we have
κχω ,1n
(
SN,ω(1)b1, · · · , SN,ω(n−1)bn−1, SN,ω(n)
)
=
1
Nn/2
∑
1≤m≤N
κχω ,1n
(
am,ω(1)b1, · · · , am,ω(n−1)bn−1, am,ω(n)
)
.
Since the free-Boolean cumulant are universal polynomial of mixed moments, we deduce from
assumption (2) that
sup
m∈N
||κχω ,1n
(
am,ω(1)b1, · · · , am,ω(n−1)bn−1, am,ω(n)
)
|| <∞
and hence
lim
N→∞
κχω ,1n
(
SN,ω(1)b1, · · · , SN,ω(n−1)bn−1, SN,ω(n)
)
= 0
for n ≥ 3.
As κχω ,11 (am,ω(1)) = E(am,ω(1)) = 0 for allm ∈ N and ω : {1} → I
⊔
J , we have κχω ,11 (SN,ω(1)) =
0 for all N ∈ N and ω : {1} → I
⊔
J . Finally, by assumption (3), and Proposition 5.2, we have
κχω ,12 (SN,ω(1)b, SN,ω(2))
=
1
N
∑
1≤m≤N
κχω ,12 (an,ω(1)b, an,ω(2))
=
1
N
∑
1≤m≤N
E(an,ω(1)ban,ω(2))→ Cω(1),ω(2)(b),
as N →∞, for all ω : {1, 2} → I
⊔
J and b ∈ B. This finishes the proof. 
6. Moment-conditions for free-Boolean independence
Let {(Xi, X˚i, pi)}i∈I be B-B-bimodules with specified projectin, and {X , X˚ , p} be the reduced
free product with amalgamation over B. For each i ∈ I , denote Ai,F = λi(L(Xi)) and Ai,B =
βi(L(Xi)) = Piλi(L(Xi))Pi, where Pi is the projection onto the subspace B⊕X˚i. We also denote
by Ai the algebra generated by Ai,F ∪Ai,B.
Given a family {Ci,Di}i∈I of free-Boolean pair of B-faces in a B-valued probability space
(A,E), to study the mixed moments of the family, one can identify Ci with λi(γi(Ci)) and
identify Di with βi(δi(Di)) following Definition 2.5. In this way, we regard Ci as a subalgebra of
Ai,F and Di as a subalgebra of Ai,B throughout this section.
Definition 6.1. Given a set Si ⊂ Ai,F ∪ Ai,B and a1, · · · , am ∈ Si their product A = a1 · · · am
is called a simple product of elements from Si. It is called a Boolean product of elements from Si
if ak ∈ Si ∩ Ai,B for some 1 ≤ k ≤ m.
If A = a1 · · · am is a simple product, but not a Boolean product, then each ai ∈ Si ∩ Ai,F . A
Boolean product of elements from Ai,F ∪ Ai,B has a very simple form.
Proposition 6.2. Let A ∈ Ai (i ∈ I) be a Boolean product of elements from Ai,F ∪Ai,B. Then
A ∈ Ai,B, in particular, A(X ) ⊂ Xi.
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Proof. Write A = a1 · · · am where ak ∈ Ai,F ∪ Ai,B (1 ≤ k ≤ m). For an element ak ∈ Ai,B, it
can be written as ak = Pia
′
kPi, where a
′
k ∈ Ak,F by definition. Hence A = Pib1 · · · bmPi, where
bk =
{
a′k, if ak ∈ Ai,B
ak, if ak ∈ Ai,F
by Proposition 2.2. The assertion follows. 
To state our result in general, from now on, we will let Si ⊂ Ai,F ∪ Ai,B for each i ∈ I .
Typically, Si = Ci ∪Di or Si = Ai,F ∪ Ai,B.
Lemma 6.3. Let A1 ∈ Ai and A2 ∈ Aj be two simple product of elements from Si and Sj
respectively and i 6= j. If A1 is a Boolean product, then
A1A21B = A1EL(X )(A2).
Proof. Write A2(1B) = EL(X )(A2) ⊕ A˚2, where A˚2 ∈ X˚j. As A1 is a Boolean product, at least
one of the factor is from Ai,B, we thus can write A1 = a1ba2, where a2 is a simple product of
elements from Ai,F and b ∈ Ai,B. We can express a2 = λi(T ), where T ∈ LB(Xi).
Observe that
λi(T )(A˚2) = Vi(T ⊗ IX (i))V
−1
i A˚2
= Vi(T ⊗ IX (i))(1B ⊗ A˚2)
= Vi
[
EL(Xi)(T )⊗ A˚2 + (T − EL(Xi)(T ))⊗ A˚2
]
.
Hence, λi(T )A˚2 ∈ X˚j ⊕ (X˚i ⊗ X˚j). As b = PibPi, where Pi is the projection onto B ⊕ X˚i, we
deduce that bA˚2 = 0. We then have
A1A21B = (a1ba2)
(
EL(X )(A2) + A˚2
)
= (a1ba2)(EL(X )(A2))
= A1(EL(X )(A2)).
This finishes the proof. 
An application of the preceeding lemman and the bimodule property of expection EL(X ) implies
the following result.
Corollary 6.4. For 1 ≤ i ≤ m, let Ai ∈ Ak(i) be Boolean product of elements from Ak(i),F ∪
Ak(i),B and k(1) 6= k(2) 6= · · · 6= k(m). Then, we have
EL(X )(A1 · · ·Am) = EL(X )(A1) · · ·EL(X )(Am).
Lemma 6.5. Let B ∈ Ai be a Boolean product of elements from Si ⊂ Ai,F ∪Ai,B, then B(X ) ⊂
Xi.
Proof. Observe that B can be written as B = a1ba2, where b ∈ Ai,B and a1, a2 are simple products
of elements from Ai,F ∪ Ai,B. Since b = PibPi, where Pi is the projection onto Xi = B ⊕ X˚i, we
deduce that ba2(X ) ⊂ X˚i. Hence the assertion follows. 
18 WEIHUA LIU AND PING ZHONG
Lemma 6.6. Let Ai ∈ Ak(i)(1 ≤ i ≤ m) be simple products of elements from Si ⊂ Ak(i),F ∪
Ak(i),B. If the following conditions hold:
(1) There exist 1 < l1 < l2 < m such that Al1 , Al1+1, · · · , Al2 are not Boolean products.
(2) Al1−1 and Al2+1 are Boolean products.
(3) k(1) 6= k(2) 6= · · · 6= k(m).
(4) EL(X )(Al1) = · · · = EL(X )(Al2) = 0.
Then, the product of operators A1 · · ·Am = 0.
Proof. Since Al2+1 is a Boolean product, it follows from Lemma 6.5 that
Al2+1 · · ·Am(X ) ⊂ B ⊕ X˚k(l2+1).
As EL(X)(Al1) = · · · = EL(X)(Al2) = 0 and each Aj (l1 ≤ j ≤ l2) is a simple product of elements
from Ak(j),F , in this case, we then have
Al2(Al2+1 · · ·Am)(X ) ⊂X˚k(l2) ⊗
(
B ⊕ X˚k(l2+1)
)
∼=X˚k(l2) ⊕
(
X˚k(l2) ⊗ X˚k(l2+1)
)
.
By induction, we then have
(Al1 · · ·Al2)(Al2+1 · · ·Am)(X )
⊂
(
X˚k(l1) ⊗ · · · ⊗ X˚k(l2)
)
⊕
(
X˚k(l1) ⊗ · · · ⊗ X˚k(l2) ⊗ X˚k(l2+1)
)
.
(6)
The operator Al1−1 is a Boolean product. We may write Al1−1 = a1ba2 where a2 is a simple
product of elements from Ak(l1−1),F and b ∈ Ak(l1−1),B. If follows that
a2(Al1 · · ·Am)(X ) ⊂Xk(l1−1) ⊗
[(
X˚k(l1) ⊗ · · · ⊗ X˚k(l2)
)
⊕
(
X˚k(l1) ⊗ · · · ⊗ X˚k(l2) ⊗ X˚k(l2+1)
)]
∼=
(
X˚k(l1) ⊗ · · · ⊗ X˚k(l2)
)
⊕
(
X˚k(l1) ⊗ · · · ⊗ X˚k(l2) ⊗ X˚k(l2+1)
)
⊕(X˚k(l1−1) ⊗ X˚k(l1) ⊗ · · · ⊗ X˚k(l2))⊕ (X˚k(l1−1) ⊗ X˚k(l1) ⊗ · · · ⊗ X˚k(l2) ⊗ X˚k(l2+1)).
As b = Pk(l1−1)bPk(l1−1), where Pk(l1−1) is the projection onto B ⊕ X˚k(l1−1). We then have
ba2(Al1 · · ·Am)(x) = 0 for all x ∈ X .
which implies that A1 · · ·Am = 0. This finishes the proof. 
Remark 6.7. When Si = Ai,F ∪ Ai,B, note that Ai,B = PiAi,FPi and Proposition 2.2, the
Boolean product Al1−1 can be written as Al1−1 = Pk(l1−1)aPk(l1−1), where a ∈ Ak(l1−1),F fol-
lowing Proposition 6.2. The proof for Proposition 6.6 and the proof for Proposition 6.8 can be
simplified.
Proposition 6.8. Let Ai ∈ Ak(i)(1 ≤ i ≤ m) be simple products of elements from Si ⊂
Ak(i),F ∪ Ak(i),B. If the following conditions hold:
(1) There exist 1 ≤ l1 < l2 ≤ m such that Al1 , Al1+1, · · · , Al2 are not Boolean products.
(2) Either l1 = 1 or Al1−1 is a Boolean product.
(3) Either l2 = m or Al2+1 is a Boolean product.
(4) k(1) 6= k(2) 6= · · · 6= k(m).
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(5) EL(X )(Al1) = EL(X)(Al1+1) = · · · = EL(X )(Al2) = 0.
Then, we have EL(X )(A1 · · ·Am) = 0.
Proof. If 1 < l1 < l2 < m, the asseration follows immediately from Lemma 6.6.
If l2 < m, l1 = 1, from the proof of Lemma 6.6, we see that
(A1 · · ·Am)1B =(Al1 · · ·Al2)(Al2+1 · · ·Am)1B
∈
(
X˚k(l1) ⊗ · · · ⊗ X˚k(l2)
)
⊕
(
X˚k(l1) ⊗ · · · ⊗ X˚k(l2) ⊗ X˚k(l2+1)
)
.
Hence the asseration holds in this case as well.
If l2 = m, then the assumptions (4) and (5) imply that
(Al1 · · ·Al2)1B ∈
(
X˚k(l1) ⊗ · · · ⊗ X˚k(l2)
)
.(7)
We now have two cases: (i) If further l1 = 1, it is clear that EL(X )(A1 · · ·Am) = 0, thanks to
(7). (ii) If l1 > 1, then Al1−1 is a Boolean product. We may write Al1−1 = a1ba2 where a2 is a
simple product of elements from Ak(l1−1),F and b ∈ Ak(l1−1),B. If follows that
a2(Al1 · · ·Am)1B ∈Xk(l1−1) ⊗
(
X˚k(l1) ⊗ · · · ⊗ X˚k(l2)
)
∼=
(
X˚k(l1) ⊗ · · · ⊗ X˚k(l2)
)
⊕ (X˚k(l1−1) ⊗ X˚k(l1) ⊗ · · · ⊗ X˚k(l2)).
As b = Pk(l1−1)bPk(l1−1), where Pk(l1−1) is the projection onto B ⊕ X˚k(l1−1). We have
ba2(Al1 · · ·Am)1B = 0,
which implies that EL(X )(A1 · · ·Am) = 0 as well. This finishes the proof. 
Proposition-Definition 6.9. Proposition 6.4, Lemma 6.6 and Proposition 6.8 provide us an
algorithm for computing mixed moments of free-Boolean independent pairs of random variables
and a canonical way to simplify an arbitrary element as follows. Denote by the algebra A
generated by
⋃
i∈I{Ci ∪Di}, where {Ci,Di}i∈I is a family of free-Boolean pair of B-faces in the
B-valued probability space (L(X),EL(X )). That is, Ci ⊂ Ai,F ,Di ⊂ Ai,B are subalgebras. Then
A = span
{
A1 · · ·Am
∣∣∣∣∣ each Ai is a simple product of element from Aω(i),and ω(1) 6= ω(2) 6= · · · 6= ω(m)
}
.
Let X = A1 · · ·Am, where each Ai is a simple product from Aω(i) and ω(1) 6= ω(2) 6= · · · 6= ω(m).
Whenever some Ak (1 ≤ k ≤ m) is a simple product of element from Aω(k),F , we replace it by
Ak = (Ak − E(Ak)1A) + E(Ak)1A.
Set Si = Ci ∪Di (i ∈ I). In viewing Lemma 6.6, Proposition 6.2 and the fact that Ai,F is an
algebra, the operator A1 · · ·Am can be expressed as the sum of following types of products:
(1) Z(0) = b1A, where b ∈ B.
(2) Zf = F1 · · ·Fk, where k ∈ N, each Fi ∈ Cω(i) ⊂ Aω(i),F , E(Fi) and ω(1) 6= · · · 6= ω(k).
(3) Zb = B1 · · ·Bk, where k ∈ N, each
each Bi is a Boolean product of elements from Sω(i)
and ω(1) 6= · · · 6= ω(k).
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(4) Zfb = F1 · · ·Fk1B1 · · ·Bk2 , where k1, k2 ∈ N, each Fi ∈ Cω(i) ⊂ Aω(i),F such that E(Fi) =
0 for 1 ≤ i ≤ k1, each Bj is a Boolean product of elements from Sω(k1+j) for 1 ≤ j ≤ k2,
and ω(1) 6= · · · 6= ω(k1 + k2).
(5) Zbf = B1 · · ·Bk1F1 · · ·Fk2 , where k1, k2 ∈ N, each Fi ∈ Cω(i) ⊂ Aω(i),F such that E(Fi) =
0 for 1 ≤ i ≤ k2, each Bj is a Boolean product of elements from Sω(k1+j) for 1 ≤ j ≤ k1,
and ω(1) 6= · · · 6= ω(k1 + k2).
(6) Zfbf = F1 · · ·Fk1B1 · · ·Bk2Fk1+1 · · ·Fk1+k3 , where k1, k2, k3 ∈ N, each Fi ∈ Cω(i) ⊂
Aω(i),F for 1 ≤ i ≤ k1, each Fk1+j ∈ Cω(k1+k2+j) ⊂ Aω(k1+k2+j),F for 1 ≤ j ≤ k3 such
that E(Fi) = 0 for 1 ≤ i ≤ k1 + k3, Bj is a Boolean product of elements from Sω(k1+j)
for 1 ≤ j ≤ k1, and ω(1) 6= · · · 6= ω(k1 + k2 + k3).
Furthermore, E(Zf ) = 0 by the definition of free independence, E(Zbf ) = E(Zfb) = E(Zfbf ) = 0
by Proposition 6.8.
Corollary 6.10. Given an operator Zfb and an operator Zbf of the form in Definition-Proposition
6.9 (4) and (5) respectively, for any A,B ∈ A, we have
E(ZfbA) = E(BZbf ) = 0.
Proof. By linearity, it is enough to consider the case when A is the product of simple products.
Let Zfb = F1 · · ·Fk1B1 · · ·Bk2 by definition. The Boolean product Bk2 is concatenated with some
factors in A to be a Boolean product. It then follows from Proposition 6.8 that E(ZfbA) = 0.
The other case can be proved in the same way. 
Corollary 6.11. Given an operator Zfbf of the form in Definition-Proposition 6.9 (6), for any
A,B ∈ A, we have E(ZfbfA) = E(BZfbf ) = 0.
Proof. It is enough to consider the case when A and B are product of simple products. Noticing
Proposition 6.6 and applying the simplification method described in Definition-Proposition 6.9,
it is easy to see that ZfbfA can be written as the summation of element of the types (3) and
(5), whose expectations are zero. Hence E(ZfbfA) = 0. Similary, BZfbf can be written as the
summation of elemtns of the types (4) and (5). Hence E(BZfbf ) = 0. 
Lemma 6.12. Let B1 ∈ Ai and B2 ∈ Aj be two Boolean products and i 6= j. Then for any
A ∈ A, we have
E(B1B2A) = E(B1)E(B2A).
Proof. Write B2A(1B) = E(B2A) + (B2A1B − E(B2A)) ∈ B ⊕ X˚j. We can express the Boolean
product B1 as B1 = PiaPi following Proposition 6.2, and therefore B1(X˚j) = 0, which shows
that
E(B1B2A) = E(B1(E(B2A))) = E(B1)E(B2A).

The mixed moments E(A1 · · ·An) can be expressed as a universal polynomial of moments of
elements in individual algebras Ai. Thus we have the following equivalent definition for free-
Boolean independence under Moments conditions.
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Proposition 6.13. Let {(Ci,Di)}i∈I be a family of pairs of algebras in a B-valued probability
space (A,E). Set Si = Ci∪Di. The family {(Ci,Di)}i∈I is free-Boolean independent if and only
if
(1) whenever B1, · · · , Bm are operators such that:
• for each 1 ≤ k ≤ m, Bk is a simple product of elements from Sω(k), at least one of
them is from Dω(k);
• ω(1) 6= · · · 6= ω(m).
then
E(B1 · · ·Bm) = E(B1) · · ·E(Bm).
(2) whenever A1, · · · , Am are operators such that:
• For each 1 ≤ k ≤ m, Ak is a product of elements from Sω(k).
• There exist 1 ≤ l1 < l2 ≤ m such that Ak is a product of elements from Cω(k) for
all l1 ≤ k ≤ k2.
• Either l1 = 1 or Al1−1 is a product of element from Sω(l1−1), at least one of them is
in Dω(l1−1).
• Either l2 = m or Al1+1 is a product of element from Sω(l1+1), at least one of them
is in Dω(l2+1).
• ω(1) 6= · · · 6= ω(m).
• E(Al1) = E(Al1+1) = · · · = E(Al2) = 0.
Then, we have E(A1 · · ·Am) = 0.
7. Positivity of the amalgamated free-Boolean product
In this section, we deal with B-functionals with positivity property. For the notion of positivity,
we need a ∗-structure on our algebras. We assume the algebra B has a nice positivity structure,
i.e. we demand it to be a unital C∗-algebra. For ∗-algebra A, no such restriction is required.
Definition 7.1. Let A be a unital ∗-algebra, element a ∈ A is said to be positive if there exists
a b ∈ A such that a = bb∗. A B-linear functional E is said to be positive if E(a) is positive for
all positive element a ∈ A. A B-linear functional E is said to be unital if E(1A) = 1B .
In the rest of this section, we always assume that A is a unital ∗−algebra and E is unital. Let
{(Ci,Di)}i∈I ia a family of B-faces in a B-probability space (A,E) , which generates A. Suppose
that the family {(Ci,Di)}i∈I is free-Boolean independent with amalgamation over B and Ci,Di
are ∗-subalgebras of A for all i ∈ I . For each i, let Ai be the unital ∗-algebras generated by
Ci,Di. Let Ei be the restriction of E to Ai. Then (Ai,Ei) is a B-valued probability space. We
assume that Ei is unital and positive and unital for all i.
For convenience, we also introduce the following definition. Then, results in Proposition-
Definition 6.9 hold in this abstract framework.
Definition 7.2. Given a set Si ⊂ Ci ∪Di and a1, · · · , am ∈ Si their product A = a1 · · · am is
called a simple product of elements from Si. It is called a Boolean product of elements from Si if
ak ∈ Si ∩Di for some 1 ≤ k ≤ m.
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Recall that in the Section(moments-condition), the algebra A is the linear span of simple
products of type Z0, Zf , Zb, Zbf , Zfs and Zfbf , as shown in Proposition-Definition 6.9. Given
Z ∈ A, then Z can be written as
Z = Z0 +
∑
i1
Z
(i1)
f +
∑
i2
Z
(i2)
b +
∑
i3
Z
(i3)
bf +
∑
i4
Z
(i4)
fb +
∑
i5
Z
(i5)
fbf .
We will show that E[ZZ∗] is positive.
Remark 7.3. (Z
(i3)
bf )
∗ is a Zfb type element and (Z
(i4)
fb )
∗ is a Zbf type element.
We first note that, by Corollary 6.10 and Corollary 6.11, we have that
E[ZZ∗] = E[Z1Z
∗
1 ],
where Z1 = Z0 +
∑
i1
Z
(i1)
f +
∑
i2
Z
(i2)
b +
∑
i3
Z
(i3)
bf .
To simplify the notation, we introduce the following notations:
• For operator of the form Zb = B1 · · ·Bk, where k ∈ N, each Bi is a Boolean product of
elemnts from Sω(i) and ω(1) 6= · · · 6= ω(k). Set
Ψ(Zb) = E(B1 · · ·Bk−1)Bk, when k ≥ 2,
Ψ∗(Zb) = B1E(B2 · · ·Bk1), when k ≥ 2,
and Ψ(Zb) = Ψ
∗(Zb) = Zb when k = 1.
• For operators of the form Zbf = B1 · · ·Bk1F1 · · ·Fk2 , where k1, k2 ∈ N, each Fi ∈ Cω(i) ⊂
Aω(i),F such that E(Fi) = 0 for 1 ≤ i ≤ k2, each Bj is a Boolean product of elements
from Sω(k1+j) for 1 ≤ j ≤ k1, and ω(1) 6= · · · 6= ω(k1 + k2). Set
Ψ(Zbf ) = E(B1 · · ·Bk1−1)
(
Bk1F1 · · ·Fk2
)
, when k1 ≥ 2,
and Ψ(Zbf ) = Zbf = B1
(
F1 · · ·Fk2
)
when k1 = 1.
• For operator of the form Zfb = F1 · · ·Fk1B1 · · ·Bk2 , where k1, k2 ∈ N, each Fi ∈ Cω(i) ⊂
Aω(i),F such that E(Fi) = 0 for 1 ≤ i ≤ k1, each Bj is a Boolean product of elemnts from
Sω(k1+j) for 1 ≤ j ≤ k2, and ω(1) 6= · · · 6= ω(k1 + k2). Set
Ψ∗(Zfb) =
(
F1 · · ·Fk1B1
)
E(B2 · · ·Bk2), when k2 ≥ 2,
and Ψ∗(Zf b) = Zfb when k2 = 1.
Note that Z∗bf is of the same type as Zfb following Proposition-Defintion 6.9 (4), (5). It is easy
to check that the following relation holds:
Ψ(Zbf )
∗ = Ψ∗(Z∗bf ).
Lemma 7.4. Let Zbf = B1 · · ·Bk1F1 · · ·Fk2 , where each Fi ∈ Aω(i),F such that E(Fi) = 0 for
1 ≤ i ≤ k2, each Bj is a Boolean product from Aω(k1+j) for 1 ≤ j ≤ k1, and ω(1) 6= · · · 6=
ω(k1 + k2). Then, E[ZbfZ
′] = E[Ψ(Zbf )Z
′] for all simple products Z ′.
Proof. It follows by applying Lemma 6.12 inductively. 
FREE-BOOLEAN 23
Lemma 7.5. Let Zfb = F1 · · ·Fk1B1 · · ·Bk2 , where each Fi ∈ Aω(i),F such that E(Fi) = 0 for
1 ≤ i ≤ k1, k1 ≥ 0, k2 ≥ 1 each Bj is a Boolean product from Aω(k1+j) for k1 < j ≤ k1+ k2, and
ω(1) ≤ ω(k1 + k2). Then, E[Z
′Zfb] = E[Z
′Ψ∗(Zfb)] for all simple products Z
′.
Proof. It follows by applying Lemma 6.3 inductively. 
Lemma 7.6. E[Z1Z
∗
1 ] = E[Z2Z
∗
2 ], where Z2 = Z0 +
∑
i1
Z
(i1)
f +Ψ
(∑
i2
Z
(i2)
b +
∑
i3
Z
(i3)
bf
)
.
Proof. Appy Lemma 7.4 and Lemma 7.5, we have
E[Z1Z
∗
1 ]
= E
[
(Z0 +
∑
i1
Z
(i1)
f +
∑
i2
Z
(i2)
b +
∑
i3
Z
(i3)
bf )(Z
∗
0 +
∑
i1
Z
(i1)
f +
∑
i2
Z
(i2)
b +
∑
i3
Z
(i3)
bf )
∗
]
= E
[
(Z0 +
∑
i1
Z
(i1)
f +
∑
i2
Z
(i2)
b +
∑
i3
Z
(i3)
bf )(Z
∗
0 +
∑
i1
Z
(i1)∗
f +
∑
i2
Z
(i2)∗
b +
∑
i3
Z
(i3)∗
bf )
]
= E
[(
Z0 +
∑
i1
Z
(i1)
f +Ψ(
∑
i2
Z
(i2)
b +
∑
i3
Z
(i3)
bf )
)(
Z∗0 +
∑
i1
Z
(i1)∗
f + (
∑
i2
Z
(i2)∗
b +
∑
i3
Z
(i3)∗
bf )
)]
= E
[(
Z0 +
∑
i1
Z
(i1)
f +Ψ(
∑
i2
Z
(i2)
b +
∑
i3
Z
(i3)
bf )
)(
Z∗0 +
∑
i1
Z
(i1)∗
f +Ψ
∗(
∑
i2
Z
(i2)∗
b +
∑
i3
Z
(i3)∗
bf )
)]
= E
[(
Z0 +
∑
i1
Z
(i1)
f +Ψ(
∑
i2
Z
(i2)
b +
∑
i3
Z
(i3)
bf )
)(
Z∗0 +
∑
i1
Z
(i1)∗
f + (Ψ
∗(
∑
i2
Z
(i2)
b +
∑
i3
Z
(i3)
bf ))
∗
)]
= E[Z2Z
∗
2 ]

Notice that Ψ(Z
(i2)
b ) is a simple Boolean product and Ψ(Z
(i3)
bf ) can be written as Bi3Z
(i3)
f ′
where Z
(i3)
f ′ is the type (3) of product in Proposition-Definition 6.9. According to the length of
the word appearing in the expression of Z2 defined in Lemma 7.6, we can then rewrite Z2 as
Z2 = b1A +
n∑
k=1
mk∑
r=1
ak,r,1ak,r,2 · · · ak,r,k,
where ak,r,p ∈ Dωk,r(p) (the right face) for p ≥ 2, and ak,r,1 ∈ Sωk,r(p) (either left face or right
face), E(ak,r,p) = 0 and ωk,r : {1, · · · , k} → I such that ωk,r(1) 6= · · · 6= ωk,r(k).
We now have the following result.
Lemma 7.7. Let a1 ∈ Aω1(1), ai ∈ Aω1(i),F for i = 2, ..., n such that E(ai) = E(a˜i) = 0 and
ω1 : {1, · · · , n} → I , ω1(1) 6= · · · 6= ω1(n). Let a˜1 ∈ Aω2(1), a˜j ∈ Aω2(j),F for i = 2, ...,m such
that ω2 : {1, · · · ,m} → I , ω2(1) 6= · · · 6= ω1(m). We then have
E[a1a2 · · · an−1ana˜ma˜m−1 · · · a˜1] = δn,mE[a1a2 · · ·E[an−1E[ana˜m]a˜m−1] · · · a˜1].
Proof. When n = 0 or m = 0, there is nothing to prove. It is sufficient to prove that
E[a1a2 · · · an−1ana˜ma˜m−1 · · · a˜1] = δn,mE[a1a2 · · · an−1E[ana˜m]a˜m−1 · · · a˜1].
Notice that if ω1(n) 6= ω2(m), then by Proposition 6.8 and the definition of freeness, then, by
Proposition 6.8, we have
E[a1a2 · · · an−1ana˜ma˜m−1 · · · a˜1] = E[ana˜m] = 0.
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On the other hand, if ω1(n) = ω2(m), notice that ana˜m − E[ana˜m] ∈ Aω1(n), ω1(n) 6= ω1(n− 1)
and ω1(n) 6= ω2(m− 1), then we have
E[a1a2 · · · an−1(ana˜m − E[ana˜m])a˜m−1 · · · a˜1] = 0,
which is the desired equation. 
Therefore, we have the following equation.
E[Z2Z
∗
2 ] = bb
∗ +
n∑
k=1
E
[(
mk∑
r=1
ak,r,1ak,r,2 · · · ak,r′,k
)(
mk∑
r′=1
ak,r′,1ak,r′,2 · · · ak,r′,k
)∗]
.
Moreover, Lemma 7.7 implies that the term E
[
(ak,r,1ak,r,2 · · · ak,r′,k)(ak,r′,1ak,r′,2 · · · ak,r′,k)
∗] is
not vanishing only if ωk,r = ωk,r′. Let ∼ be the equivalence relation on {1, · · · ,mk} such that
l1 ∼ l2 if and only if ωk,l1,k = ωk,l2,k. Let {V1, · · · , Vs} be the family of equivalence classes of
{1, · · · ,mk}. Then
E
[(
mk∑
r=1
ak,r,1ak,r,2 · · · ak,r′,k
)(
mk∑
r′=1
ak,r′,1ak,r′,2 · · · ak,r′,k
)∗]
= E
[( ∑
r∈Vl
ak,r,1ak,r,2 · · · ak,r′,k
)( ∑
r′∈Vl
ak,r′,1ak,r′,2 · · · ak,r′,k
)∗]
To show that E[Z2Z
∗
2 ] is positive, we just need to show that
E
∑
r∈Vl
ak,r,1ak,r,2 · · · ak,r′,k
∑
r′∈Vl
ak,r′,1ak,r′,2 · · · ak,r′,k
∗ ≥ 0
for all k.
This is exactly the circumstance in the proof of [16, Proposition 3.5.6]. Therefore, we have
reduced the positivity question of E[ZZ∗] to a known result in free probability context. Since Z
is arbitrary, we thus have the following theorem.
Theorem 7.8. Let {(Ci,Di)}i∈I be a family of B-faces in a B-probability space (A,E) , which
generates A. We assume that Ci,Di are ∗-subalgebras of A for all A. For each i, let Ai be the
∗-algebras generated by Ci,Di. We assume that the restriction of E to Ai is positive. If the
family {(Ci,Di)}i∈I is free-Boolean independent with amalgamation over B, then E is positive.
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