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The collisionless axisymmetric zonal flow residual calculation for a tokamak plasma is general-
ized to include electromagnetic perturbations. We formulate and solve the complete initial value
zonal flow problem by retaining the fully self-consistent axisymmetric spatial perturbations in
the electric and magnetic fields. Simple expressions for the electrostatic, shear and compres-
sional magnetic residual responses are derived that provide a fully electromagnetic test of the
zonal flow residual in gyrokinetic codes. Unlike the electrostatic potential, the parallel vector
potential and the parallel magnetic field perturbations need not relax to flux functions for all
possible initial conditions.
PACS codes: ?
1. Introduction
A zonal flow is a sheared flow generated by turbulence that has small scale structure compared
to the system size in the radial direction and is global in extent in the other directions. In a toka-
mak an electrostatic zonal flow appears as a radially varying electric field drift due to a radial
electric field with rapid radial variation, but with no toroidal variation. It helps reduce and regu-
late the turbulent transport level in tokamaks through shear-enhanced decorrelation of turbulent
structures (Biglari et al. 1990; Terry 2000). Its importance was discovered when a discrepancy
between gyrokinetic and gyrofluid descriptions of ion temperature gradient (ITG) turbulence was
observed in the earliest nonlinear, electrostatic, δ f , flux-tube, particle-in-cell code (now called
PG3EQ) (Dimits et al. 1996), where δ f is the perturbation way from the Maxwellian. The key
role of zonal flow in controlling and reducing ITG turbulent transport, especially near marginal
stability, soon became apparent. Insights into zonal flow behavior (missed in early gyrofluid
codes) came from code simulations and comparisons (Dimits et al. 2000), leading to an under-
standing that there was a nonlinear Dimits shift away from the ITG linear stability threshold
(Dimits et al. 1996). Rosenbluth & Hinton (1998) developed an electrostatic analytic check to
show that the zonal flow damps to a non-zero residual level in a collisionless, axisymmetric
plasma due to polarization effects associated with the magnetic drifts.
The standard zonal flow residual calculations are electrostatic and assume axisymmetry is
maintained. An initial value problem is solved to find the residual zonal flow level once any
initial poloidal angle dependence in the electrostatic potential is temporally damped away via
the geodesic acoustic mode (GAM) (Winsor et al. 1968). The initial condition must normally
be chosen to depend on poloidal angle to generate a transiently evolving zonal flow or else it
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will be a homogeneous solution to the non-transit averaged drift kinetic or gyrokinetic equa-
tion. The initial distribution function is not allowed to depend on gyro-phase since it is assumed
that any initial transient response associated with the fast gyro-motion has already damped to
its classical polarization level. The residual zonal flow level has proven to be an important elec-
trostatic test of gyrokinetic codes in general (Dimits et al. 2000) and the GS2 code in partic-
ular (Xiao et al. 2007a), including collisional damping (Hinton & Rosenbluth 1999; Xiao et al.
2007b), short wavelength effects (Jenko et al. 2000; Xiao & Catto 2006b) and the effect of shap-
ing (Belli 2006; Xiao & Catto 2006a).
In subsequent sections we generalize this axisymmetric electrostatic model to its fully elec-
tromagnetic counterpart for a tokamak. Unlike the procedure of Terry et al. (2013), which treats
the effect of an externally imposed, stationary (non-evolving) and non-axisymmetric radial mag-
netic field perturbation on an equilibrium, we formulate and solve a description retaining the
fully self-consistent axisymmetric spatial perturbations in the magnetic field. The poloidal de-
pendence of the perturbed shear and compressional magnetic field perturbations are retained as
drives in the kinetic equation, quasineutrality, and the parallel and perpendicular components of
Ampère’s law. The system of equations are then solved to obtain the complete self-consistent
response within a Vlasov-Maxwell description. The expressions obtained by solving this initial
value problem provide 15 fully electromagnetic tests of the zonal flow residual in gyrokinetic
codes. The poloidally dependent initial conditions for the fields and the distribution function are
chosen to satisfy quasineutrality and Ampère’s law at t = 0. We assume any GAM behaviour due
to poloidal variation has damped away so that only the residual zonal flow levels are obtained.
Importantly, the residual zonal flow levels must allow for poloidal variation of the parallel vec-
tor potential and parallel magnetic field perturbations for all initial conditions. The description
is general enough that even in the absence of any initial electrostatic perturbation, a magnetic
perturbation is able to generate a zonal flow response.
The subsequent sections are organized as follows. First, in section 2 we specify the repre-
sentations of the perturbed and unperturbed fields. The kinetic equation is given in section 3,
then a suitable initial condition in terms of perturbed fields and distribution function is chosen in
section 4. The system is closed with Maxwell’s equations and solved in section 5. Approximate
expressions for the zonal flow responses in the various fields are given in section 6, before we
briefly summarize our results in section 7.
2. Potentials, fields, and currents
The standard electrostatic zonal flow residual calculation (Rosenbluth & Hinton 1998) as-
sumes axisymmetry is preserved during the time evolution of the zonal flow. We seek to general-
ize this model to its fully electromagnetic counterpart in a tokamak, assuming that the magnetic
field remains axisymmetric at all times. Unperturbed quantities are assumed to evolve slowly
compared to the zonal flow relaxation.
The total magnetic field is
B = B0 + B1, (2.1)
where
B0 = I(ψ)∇ζ + ∇ζ × ∇ψ = B0b (2.2)
is the background axisymmetric magnetic field, and B1 is the perturbed magnetic field. Here
I = I(ψ) must be a flux function to make the unperturbed radial current density vanish, 2πψ
is the unperturbed poloidal flux, R∇ζ = ζˆ is the toroidal unit vector, with R the major radius,
B0 = |B0| is the magnitude of the unperturbedmagnetic field, and b = B0/B0 is the unit vector in
the direction of the unperturbed magnetic field.
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We start by representing B1 in a form convenient to derive the gyroaveraged kinetic equation,
B1 = ∇ × A, (2.3)
where
A = A‖b + A⊥e⊥ + A×e×. (2.4)
Here e⊥ = ∇ψ/RBp, e× = b × e⊥, |∇ψ| = RBp and Bp is the unperturbed poloidal magnetic field.
We assume that the characteristic length scale of B1 perpendicular to the background magnetic
field B0 is small compared to the characteristic size of the device. Since we are considering zonal
components, the perpendicular gradient is mainly in the radial direction. To describe this rapid
radial variation of the perturbed fields, we use the eikonal form
{
A‖, A⊥, A×
}
=
{
A˜‖, A˜⊥, A˜×
}
exp[iS (ψ)], (2.5)
with ∇S = S ′∇ψ = k⊥e⊥. The coefficients with tilde are functions of time and are only allowed
to be slow functions of ψ and θ, for example, varying as cos θ. Using equations (2.3), (2.4) and
(2.5), we obtain
B1 ≃ B‖b − ik⊥A‖e×, (2.6)
where B‖ = ik⊥A× is the parallel component of B1. The form for B1 in (2.6) is the most common
way to express the perturbed magnetic field in gyrokinetic simulations. Note that the component
A⊥ of the vector potential never appears in the final expression for B1, and can be safely ignored.
The form for B1 in (2.6) ensures that the magnetic field B1 is axisymmetric. We can make this
more explicit by showing that (2.6) is equivalent to the axisymmetric form
B1 = δ∇ζ − ∇ζ × ∇A, (2.7)
where δ(ψ, θ), which need not be a flux function, is the perturbation to I(ψ), and −A(ψ, θ) is the
perturbation to ψ. To match equations (2.6) and (2.7), we must realize that A has an eikonal form
similar to those in (2.5). Thus,
∇A ≃ ik⊥A
RBp
∇ψ, (2.8)
and as a result, equation (2.7) gives
B1 ≃ δ∇ζ − ik⊥A
RBp
∇ζ × ∇ψ. (2.9)
Equation (2.9) proves that B1 is, to lowest order in (k⊥a)−1 ≪ 1, parallel to the flux surface. Then,
it is easy to obtain the relations between δ, A, B‖ and A‖. From (2.6), we deduce that B‖ = B1 · b
and A‖ = −B1 · e×/ik⊥. Substituting into these two equations the form for B1 given in (2.9), and
using
e× · ∇ζ = − Bp
RB0
(2.10)
and
e× · (∇ζ × ∇ψ) = IBp
RB0
, (2.11)
we obtain
B‖ = B1 · b = I
R2B0
δ − ik⊥Bp
RB0
A (2.12)
and
A‖ = − 1
ik⊥
B1 · e× = Bp
ik⊥RB0
δ +
I
R2B0
A. (2.13)
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Similarly, from (2.9), we find δ = R2B1 · ∇ζ and A = −(R/ik⊥Bp)B1 · (∇ζ × ∇ψ). Substituting
into these equations the form for B1 given in (2.6), and using (2.10) and (2.11), we obtain
δ = R2B1 · ∇ζ = I
B0
B‖ +
ik⊥RBp
B0
A‖ (2.14)
and
A = − R
ik⊥Bp
B1 · (∇ζ × ∇ψ) = − RBp
ik⊥B0
B‖ +
I
B0
A‖. (2.15)
Expressions (2.12), (2.13), (2.14) and (2.15) allow us to change from the form most convenient
for gyrokinetics, in (2.6), to the axisymmetric form in (2.9).
It is of interest to discuss the possible changes that the magnetic field can undergo. It is possible
to change the direction of the magnetic field lines without changing the magnitude of B if B‖ =
0 = Iδ− ik⊥RBpA. To avoid changing the direction of the field lines, the perturbation must satisfy
B1 × B0 = 0, or A‖ = 0 = RBpδ + ik⊥IA. Changing the local theta dependent direction of the
magnetic field line does not necessarily imply a change in the safety factor q(ψ) = (2π)−1
∫ 2π
0
(B ·
∇ζ/B · ∇θ)dθ. To verify this we write the safety factor as
q = q0 + q1, (2.16)
where
q0 =
1
2π
∫ 2π
0
B0 · ∇ζ
B0 · ∇θ dθ (2.17)
is the unperturbed safety factor and
q1 =
1
2π
∫ 2π
0
(
B1 · ∇ζ
B0 · ∇ζ −
B1 · ∇θ
B0 · ∇θ
)
B0 · ∇ζ
B0 · ∇θ dθ. (2.18)
is the result of the perturbation. Note that our poloidal angle-like variable θ is not changed by the
perturbations. Using (2.6) and (2.9), and recalling that k⊥/RBp is independent of θ, the perturba-
tion q1 becomes
q1 =
1
2π
ik⊥
RBp
∫ 2π
0
A‖
b · ∇θdθ =
1
2π
ik⊥
RBp
∫ 2π
0
(
Bpδ
ik⊥R
+
IA
R2
)
dθ
B0 · ∇θ . (2.19)
When q1 changes, the lines in the flux surface change topology by switching between rational
and irrational – the only form of reconnection allowed for axisymmetric perturbations.
3. Kinetic equation and solution
We need to solve the linearized gyrokinetic equation in which the unperturbed quantities are
time independent or evolve slowly compared to the zonal flow relaxation. The unperturbed ion
distribution function f0 is assumed to be Maxwellian:
f0 = n
(
M
2πT
)3/2
exp
(
−Mv
2
2T
)
, (3.1)
with n, M and T the ion density, mass and temperature, respectively. Then, as we shall consider
a collisionless plasma, the linearized distribution function f1 satisfies the Vlasov equation
f˙1 =
∂ f1
∂t
+ v · ∇ f1 + Ωv × b · ∇v f1 = Ze
T
E1 · v f0, (3.2)
where Ω = ZeB0/Mc with Ze the ion charge and c the speed of light. We have neglected the
unperturbed electric field. For the perturbed electric field we use E1 = −∇Φ − c−1∂A/∂t, with Φ
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the perturbed electrostatic potential. To remove the adiabatic piece we let f1 = h − (ZeΦ/T ) f0 to
obtain
h˙ =
∂h
∂t
+ v · ∇h + Ωv × b · ∇vh = Ze
T
[
∂Φ
∂t
− ∂
∂t
(
v · A
c
)]
f0. (3.3)
This is the form that we will use to obtain the desired gyrokinetic equation.
Rather than perform a conventional gyrokinetic treatment (Catto 1978) of (3.3), we use the
canonical angular momentumψ∗ for our radial variable when we change variables (Kagan & Catto
2008). Then using v = v⊥ + v‖b gives
ψ∗ = ψ − Mc
Ze
Rζˆ · v = ψ + 1
Ω
v⊥ × b · ∇ψ − Iv‖
Ω
. (3.4)
As for the vector potential in (2.5), we describe the rapid radial variation of the perturbed elec-
trostatic potential Φ by the eikonal expression
Φ = Φ˜ exp[iS (ψ)], (3.5)
where the coefficient Φ˜ is a function of time and is only allowed to be a slow functions of θ and
ψ. Changing from ψ, θ, ζ and v variables to ψ∗, θ, ζ, v, µ = v2⊥/2B0, and gyro-phase ϕ, with
v⊥ = v⊥(e⊥ cosϕ+e× sinϕ), and using ψ˙∗ = 0 to remove the ψ∗ derivative (Kagan & Catto 2009)
yields the lowest order gyrokinetic equation
∂h
∂t
+ v‖b · ∇h = Ze f0
cT
〈
exp[iS (ψ)]
∂
∂t
[
cΦ˜ − v‖A˜‖ − v⊥ ·
(
e⊥A˜⊥ + e×A˜×
)]〉
ϕ
, (3.6)
where the θ dependence of h is assumed slow, drift corrections to parallel streaming are neglected
as small, and the gyroaverage 〈. . . 〉ϕ = (2π)−1
∮
dϕ(. . . ) is performed at fixed ψ∗.
Next we write h in the eikonal form
h = h(ψ∗, θ, v, µ, t) = h˜∗(ψ∗, θ, v, µ, t) exp
[
iS (ψ∗)
]
, (3.7)
where only a weak ψ∗ dependence of h˜∗ not captured by S (ψ∗) is allowed, v = |v|, and µ =
v2⊥/(2B0). Then, we Taylor expand to obtain S (ψ)−S (ψ∗) = Q−L+. . . , where L = (k⊥v⊥/Ω) sinϕ,
Q = S ′Iv‖/Ω = k⊥v‖/Ωp, and Ωp = ZeBp/Mc = ΩBp/B0. We retain the order ǫ Shafranov shift
∆S of the flux surfaces by writing R = R0(ψ) + r(ψ) cos θ with R0(ψ = 0) = R0(0) the location
of the magnetic axis, R0(ψ) = R0(0) − ∆S , and r the minor radius for circular flux surfaces, then
ǫ = r/R0(ψ) is a flux function and the ratio of the poloidal over the toroidal magnetic field is
Bp/Bt = (ǫ/q)[1 − ∆S cos θ + O(ǫ2)] with I = RBt. As a result, the lowest order gyrokinetic
equation becomes
∂h˜∗
∂t
+ v‖b · ∇h˜∗ = Ze f0
cT
〈
exp[iQ − iL] ∂
∂t
[
cΦ˜ − v‖A˜‖ − v⊥ ·
(
e⊥A˜⊥ + e×A˜×
)]〉
ϕ
. (3.8)
Performing the gyroaverages we obtain the desired form of the ion gyrokinetic equation
∂h˜∗
∂t
+ v‖b · ∇h˜∗ = Ze f0
cT
exp(iQ)
∂
∂t
[
J0
(
k⊥v⊥
Ω
)
(cΦ˜ − v‖A˜‖) + 2J1(k⊥v⊥/Ω)
k⊥v⊥/Ω
v2⊥
2Ω
B˜‖
]
, (3.9)
where B˜‖ = ik⊥A˜×, b · ∇ = (qR)−1∂/∂θ, the coefficient of the A˜⊥ term has gyroaveraged to zero,
and J0 and J1 denote Bessel functions of the first kind.
To lowest order the streaming term dominates for a weakly collisional plasma. The damping
away of any initial θ dependence leads to the GAM behaviour observed during the early evolution
to the final residual zonal flow steady state. We are not interested in the GAM behaviour so we
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annihilate the θ derivative in (3.9) to obtain the transit averaged gyrokinetic equation
∂h˜∗
∂t
=
Ze f0
cT
∂
∂t
[
J0
(
k⊥v⊥
Ω
)
(cΦ˜ − v‖A˜‖) + 2J1(k⊥v⊥/Ω)
k⊥v⊥/Ω
v2⊥
2Ω
B˜‖
]
exp(iQ), (3.10)
where h˜∗ is the θ independent long time solution, while h˜∗(t = 0) is allowed to depend on θ so
we can relate an initial θ dependent perturbation to the final steady state θ independent solution.
The transit average of any quantity X is defined as X =
∮
dτX/
∮
dτ, with dτ = dθ/(v‖b · ∇θ) ≈
qRdθ/v‖. The transit average is over a full bounce for trapped ions and over a complete poloidal
circuit for the passing ones. The sign of v‖ changes at turning points, while dτ > 0, giving v‖ = 0
for the trapped. For the passing v‖ → 〈1/v‖〉−1 in the large aspect ratio limit, where
〈X〉 = [∮ Xdθ/(B0 · ∇θ)][∮ dθ/(B0 · ∇θ)]−1 denotes a flux surface average. It is easy to show that
〈∫ d3v f0X〉 = 〈∫ d3v f0X〉. More details are given in Appendix A.
Equation (3.10) generalizes the usual electrostatic result to include electromagnetic effects
through A‖ and B‖. It is important to realize that Φ, A‖ and B‖ are allowed to be slow functions of
θ and ψ. Solving (3.10) by integrating from t = 0 gives
h˜∗ = h˜∗(t = 0)+
Ze f0
cT
[
J0(cΦ˜ − v‖A˜‖) + 2J1
z
v2⊥
2Ω
B˜‖
]
exp(iQ)
−Ze f0
cT
{
J0
[
cΦ˜(0) − v‖A˜(0)‖
]
+
2J1
z
v2⊥
2Ω
B˜
(0)
‖
}
exp(iQ), (3.11)
where Φ˜(0) = Φ˜(t = 0), A˜
(0)
‖ = A˜‖(t = 0) and B˜
(0)
‖ = B˜‖(t = 0) are allowed to be flux functions,
J0 ≡ J0(z) and J1 ≡ J1(z), and z = k⊥v⊥/Ω. The strong poloidal variation in (3.11) is due to
v‖ and Q ∝ v‖, while the poloidal variation of B0 is weaker and sometimes unimportant. The
electron response h˜e is given by an equation similar to (3.11), but with Z → −1, M → m and
f0 → f0e. We will omit species subscripts to streamline notation except where they are needed to
avoid confusion.
Next we form the perturbed quasineutrality equation
0 =
∑
Ze
∫
d3v f1, (3.12)
and the two components of Ampère’s law
k2⊥A‖ ≃ (4π/c)J1 · b = (4π/c)
∑
Ze
∫
d3v f1v‖ (3.13)
and
k2⊥A× ≃ (4π/c)J1 · e× = (4π/c)
∑
Ze
∫
d3v f1v⊥ sinϕ, (3.14)
where the integrals are taken at fixed ψ,
∑
denotes a sum over ions and electrons. Notice that
J1 · e⊥ ≃ 0 since ∇ · J1 = 0 = ∇ · A. Using f1 = h˜∗ exp[iS (ψ∗)] − (Ze f0/T )Φ˜ exp[iS (ψ)] and∫
d3vh
{
1, v‖, v⊥ sin ϕ
}
=
∫
d3vh˜∗
{
1, v‖, v⊥ sin ϕ
}
exp[i(L−Q+S )] = ∫ d3vh˜∗ {J0, v‖J0, iv⊥J1} exp[i(S−
Q)], equations (3.12), (3.13) and (3.14) give
∑
Ze
∫
d3v h˜∗J0e−iQ −
∑ Z2e2n
T
Φ˜ = 0, (3.15)
k2⊥A˜‖ =
4π
c
∑
Ze
∫
d3v h˜∗v‖J0e−iQ (3.16)
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and
B0B˜‖
4π
+
∑∫
d3v h˜∗
Mv2⊥
2
2J1
z
e−iQ = 0. (3.17)
Note that the perpendicular Ampère’s law (3.14) has become perpendicular pressure balance
(3.17).
Equation (3.11) represents the formal solution of an initial value problem for a time scale long
compared to the periodic gyromotion about guiding centers. It depends on the initial value h˜∗(0),
which we are free to choose arbitrarily as long as it satisfies Maxwell’s equations. Our particular
choice for h˜∗(0) will be motivated in the next section.
4. Choice of initial condition
We must pick h˜∗ to satisfy the Maxwell equations at t = 0, while also obtaining a convenient
and sensible form for h˜∗ to evaluate the long time relaxation behavior of the zonal flow response.
The non-transit averaged initial condition for h˜∗(t = 0) must depend on θ as well as ψ∗, v, µ to
generate a transiently evolving zonal flow (the GAM) or else it will be a homogeneous solution
to the non-transit averaged Vlasov equation. However, we do not allow h˜∗(t = 0) to depend on
gyrophase since we assume any initial transient response associated with gyromotion has already
damped to its classical polarization level.
We require Maxwell’s equations to be satisfied at t = 0, which we take to mean after many
gyrations, but much less than the time for a poloidal bounce or transit to be completed. Conse-
quently, at t = 0 we must satisfy (3.15)-(3.17).
A GAM develops on a time scale of the order of a transit or bounce time and much longer
than a gyration period. It oscillates as it damps away to the residual zonal flow level. The initial
conditions are sometimes viewed as approximating the turbulent sources (Rosenbluth & Hinton
1998; Sugama & Watanabe 2005) of charge and current densities on a time much less than a
transit or bounce time, but after many gyrations. When the long time behavior of the system is
studied electrostatically we may use the transit average result
f1 = h˜∗(t)eiS (ψ∗) − Ze f0
T
Φ˜eiS (ψ), (4.1)
where h˜∗(t) is given by the electrostatic limit of (3.11).
Next we explain how we choose h˜∗(0) to include magnetic perturbations. For our results to
have the required generality we do not flux surface average quasineutrality and the two compo-
nents of Ampère’s law. Moreover, we desire forms at t = 0 in which Φ˜(0), A˜
(0)
‖ and B˜
(0)
‖ terms
only contribute to quasineutrality, and the parallel and perpendicular components of Ampère’s
law, respectively. To avoid the need for complicated velocity space structure, we do not consider
arbitrary wavenumbers (Xiao et al. 2007a; Xiao & Catto 2006b). We do manipulations consis-
tent with an expansion in k⊥v⊥/Ω ≪ 1, but to avoid lengthy expressions, we prefer to keep
the finite Larmor radius terms in the form of Bessel functions for a while and make the expan-
sions explicit later. To simplify our treatment and properly recover the k⊥v⊥/Ω ≪ Q ≪ 1 limit
electrostatically we can use the simple form
h˜∗(0) =
Ze f0e
iQ
T J0
Φ˜(0), (4.2)
where since we are only interested in k⊥v⊥/Ω ≪ 1 the zeroes of the Bessel function are of no
concern. A nice discussion of the difference between treating electrostatic zonal flows as an ini-
tial value problem rather than as a turbulent source in quasineutrality is presented in Sec. 3 of
Monreal et al. (2016). Moreover, their paper and the references therein should be consulted to
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understand the differences between the residual zonal flow behaviour in stellarators and toka-
maks.
The preceding expression motivates us to assume
h˜∗(0) =
Ze f0e
iQ
T J0
HΦ˜(0) + k2⊥c
ω2p
v‖A˜(0)‖ −
2Tu
ZeB0β
B˜
(0)
‖
 , (4.3)
where we have introduced the species dependent quantities
H = 1 − 3α
2
(
Mv2
3T
− 1
)
(4.4)
and
α =
2
∫
d3v f0v
2⊥
[
2J1
zJ0
− 1
]
∫
d3v f0v
2⊥
2J1
zJ0
(
Mv2
T
− 3
) , (4.5)
with z = k⊥v⊥/Ω, 2J1/zJ0 ≈ 1 + z2/8 giving α ≈ k2⊥T/2MΩ2 ≪ 1 for z ≪ 1, and the species
independent quantity
u =
∑
nT∑∫
d3v f0Mv
2⊥
J1
zJ0
. (4.6)
In the preceding β = 8π
∑
nT/B2
0
= 8π(niTi + neTe)/B
2
0
= βi + βe and ω
2
p = 4π
∑
Z2e2n/M =
4πe2[(Z2ni/M) + (ne/m)] = ω
2
pi
+ ω2pe. We will also make use of the definitions vi = (2Ti/M)
1/2,
ρi = vi/Ωi, Ωi = ZeB0/(Mc), and ρpi = qρi/ǫ.
The functional form of H in (4.3) is chosen so at t = 0 it does not alter quasineutrality (3.15)
since
Φ˜(0)
∑ Z2e2
T
n = Φ˜(0)
∑ Z2e2
T
∫
d3v f0H = Φ˜
(0)
∑ Z2e2
T
∫
d3v f0. (4.7)
Moreover the α in H is chosen so Φ˜(0) will not enter perpendicular Ampère’s law by taking
Φ˜(0)
∑ ZeM
2T
∫
d3v f0v
2
⊥
[
H
2J1
zJ0
− 1
]
= 0. (4.8)
The A˜
(0)
‖ term does not enter quasineutrality because its integral is odd in v‖, and B˜
(0)
‖ does not
enter because u and β are species independent as we can use unperturbed quasineutrality. We can
also see that parallel Ampère’s law, (3.16), is satisfied at t = 0 since the Φ˜(0) and B˜
(0)
‖ integrals
are odd in v‖ leaving
A˜
(0)
‖ =
4π
ω2p
A˜
(0)
‖
∑ Z2e2
T
∫
d3v f0v
2
‖ =
A˜
(0)
‖
ω2p
∑ 4πZ2e2n
M
. (4.9)
To satisfy the perpendicular Ampère’s law, (3.17), at t = 0 we require (4.4) to (4.6) to be satisfied
as can be seen from
B0B˜
(0)
‖ = −4π
∑∫
d3v f0Mv
2
⊥(J1/zJ0)
[
Ze
T
HΦ˜(0) − 2u
B0β
B˜
(0)
‖
]
= B˜
(0)
‖
u
β
8π
∑
nT
B0u
, (4.10)
where we use unperturbed quasineutrality as well as
∫
d3v f0v
2⊥[(2J1H/zJ0) − 1] = 0.
Apart from the need to satisfy Maxwell’s equations, h˜∗(t = 0) is arbitrary. Other choices for
h˜∗(t = 0) may be used, but (4.3) is sufficient for our purpose. It has the transit average
h˜∗(0) =
Ze f0
T
HΦ(0)eiQ/J0 − 2Tu
ZeB2
0
β
B˜
(0)
‖ B0e
iQ/J0 +
k2⊥c
ω2p
A˜
(0)
‖ v‖e
iQ/J0
 , (4.11)
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where the weak θ dependences of u and α are neglected.
Before closing this section we prove that Φ˜ is a lowest order flux function for fully electromag-
netic initial conditions. For this demonstration we will only be interested in the L ∼ k⊥v⊥/Ω ≪
Q ∼ k⊥v‖/Ωp ≪ 1 limit. Consequently, to lowest order we let k⊥ → 0 to make eiQ → 1, J0 → 1,
J1 → k⊥v⊥/2Ω, α → 0, H → 1 and u → 1 in (3.15)-(3.17), and then use h˜∗ ≈ h˜∗ to obtain
quasineutrality in the form
Φ˜
∑ Z2e2
T
n =
∑ Ze
T
∫
d3vh˜∗, (4.12)
with
h˜∗(t) = h˜∗(0) +
Ze
cT
f0
[(
cΦ˜ − v‖A˜‖ + v2⊥B˜‖/2Ω
)
−
(
cΦ˜(0) − v‖A˜(0)‖ + B˜(0)‖ v2⊥/2Ω
)]
, (4.13)
and
h˜∗(0) =
Ze
T
f0
Φ˜(0) + k
2⊥c
ω2p
v‖A˜(0)‖ −
2TB0
ZeB2
0
β
B˜
(0)
‖
 , (4.14)
where we have set α = 0 and u = 1 since we let k⊥ → 0 and used v2⊥/2B0 = µ = v2⊥/2B0.
The integrals odd in v‖ do not contribute to quasineutrality, of course. In addition, unperturbed
quasineutrality prevents the B˜
(0)
‖ and B˜‖ from contributing to perturbed quasineutrality as well
since they result in the integrals
∑
Ze
∫
d3v f0B0 = (B0/2B0)(
∫ B0/B0
0
dλB0/ξ)
∑
Zen = 0 and
∑ ZeM
T
∫
d3v f0µB˜‖ =
3B0
2B0
2
∑
Zen

∫ B0/B0
0
dλλ
B˜‖
ξ

=
3B0
2B0
2

∫ B0/B0
0
dλλ
B˜‖
ξ

∑
Zen = 0, (4.15)
where B0/B0 ≃ R0(ψ)/R = 1 − ǫ(ψ) cos θ + O(ǫ2), B0 = 〈B0〉, ǫ = r(ψ)/R0(ψ), λ = 2µB0/v2,
ξ =
√
1 − λB0/B0, and d3v →
∑
sgnv‖ πB0v
3dvdλ/B0|v‖| (where
∑
sgn v‖ can be replaced by a factor
2 when the integrand is even in sgn v‖). Consequently, assuming k⊥v⊥/Ω ≪ Q ≪ 1 the lowest
order perturbed quasineutrality equation becomes
Φ˜
∑ Z2e2
T
n =
∑ Ze
T
∫
d3vh˜∗ =
∑ Z2e2
T
∫
d3v f0Φ˜, (4.16)
which requires
Φ˜ =
∫
d3v Φ˜ f0∫
d3v f0
, (4.17)
and is satisfied if Φ˜ = 〈Φ˜〉. Therefore, we may safely assume Φ˜ is a flux function to lowest
order. To see this more rigorously, we multiply (4.16) by Φ˜ to form Φ˜2
∫
d3v f0 =
∫
d3v f0Φ˜
2 =
Φ˜
∫
d3v f0Φ˜ =
∫
d3v f0Φ˜Φ˜, then flux surface average to obtain〈∫
d3v f0Φ˜
2
〉
=
〈∫
d3v f0Φ˜Φ˜
〉
. (4.18)
As a result, using
〈∫
d3v f0Φ˜
2
〉
=
〈∫
d3v f0Φ˜2
〉
and
〈∫
d3v f0Φ˜Φ˜
〉
=
〈∫
d3v f0Φ˜
2〉
we find
0 =
〈∫
d3v f0
(
Φ˜2 − Φ˜2
)〉
=
〈∫
d3v f0
(
Φ˜ − Φ˜
)2〉
. (4.19)
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Therefore, we need
Φ˜ = Φ˜, (4.20)
but Φ˜ = Φ˜(ψ, θ), while Φ˜ = Φ˜(ψ, λ), so it must be that
Φ˜ = 〈Φ˜〉 (4.21)
to lowest order.
To generalize our results for quasineutrality and to treat both components of Ampère’s law, we
extend our initial condition (4.14) to include finite orbit effects by employing (4.11) in (3.11).
In the calculation of the electrostatic zonal flow residual (Rosenbluth & Hinton 1998) the non-
adiabatic electron response could be neglected as small in (m/M)1/2, where m is the electron
mass, however here it sometimes needs to be retained, since the electromagnetic terms in the
non-adiabatic response are proportional to the thermal speed of the species. In the next section
we will use the preceding results to form quasineutrality and Ampère’s law.
5. Quasineutrality and Ampère’s law
In this section we form and consider the non-flux surfaced average components of Ampère’s
law to demonstrate that poloidal variation of the parallel vector potential and the parallel mag-
netic field must be retained. Indeed, we will find that there are cases for which these field re-
sponses have strong poloidal variation. In addition, we will perform a more complete evaluation
of quasineutrality once we have examined the two components of Ampère’s law.
To perform the derivation of the two components of Ampère’s law we must realize that A˜‖ and
B˜‖ are not normally flux functions. Indeed, even when B˜(0)|| = 0 = A˜
(0)
|| we will find they both
have poloidal variation. Retaining eiQ modifications, but ignoring L ∼ k⊥v⊥/Ω corrections as
unimportant except in the Φ˜ and Φ˜(0) terms, we use
h˜∗(t) = h˜∗(0) +
Ze
cT
f0
[
cΦ˜J0eiQ +
v2⊥
2Ω
B˜||eiQ − A˜||v||eiQ − cΦ˜(0)J0eiQ − v
2⊥
2Ω
B˜
(0)
|| e
iQ + A˜
(0)
|| v||e
iQ
]
,
(5.1)
with
h˜∗(0) =
Ze
T
f0
Φ˜(0)(eiQH/J0) + k2⊥c
ω2p
v||eiQA˜(0)|| −
2T
ZeB2
0
β
B˜
(0)
|| B0e
iQ
 . (5.2)
5.1. Ampère’s law
Inserting the preceding into
B˜|| = −
∑ 2πM
B0
∫
d3vh˜∗v2⊥e
−iQ (5.3)
and
k2⊥A˜‖ =
4π
c
∑
Ze
∫
d3vh˜∗v||e−iQ, (5.4)
we obtain
B˜|| = −
∑ 4πZe
B0
∫
d3v f0
Mv2⊥
2T
2J1
z
e−iQ
[
Φ˜J0eiQ + Φ˜
(0)(eiQH/J0 − J0eiQ)
]
+
∑ 4πZe
cB0
∫
d3v f0
Mv2⊥
2T
e−iQ
v||A˜||eiQ − A˜(0)|| (1 + k
2⊥c2
ω2p
)v||eiQ
 (5.5)
−
∑ 4πT
B2
0
∫
d3v f0
Mv2⊥
2T
e−iQ
Mv
2⊥
2T
(B˜||eiQ − B˜(0)|| eiQ) −
2B˜
(0)
||
B0β
B0eiQ

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and
A˜‖ = −
∑ 4πZ2e2
k2⊥c2T
∫
d3v f0v||e−iQ
v||A˜||eiQ − A˜(0)|| (1 + k
2⊥c2
ω2p
)v||eiQ

+
∑ 4πZ2e2
k2⊥cT
∫
d3v f0v||e−iQJ0
[
Φ˜J0eiQ + Φ˜
(0)(eiQH/J0 − J0eiQ)
]
(5.6)
+
∑ 4πZe
k2⊥cB0
∫
d3v f0v||e−iQ
Mv
2⊥
2T
(B˜||eiQ − B˜(0)|| eiQ) −
2B˜
(0)
||
B0β
B0eiQ
 .
Recalling that A˜‖ and B˜|| need not be flux functions and that the unperturbed magnetic field
gives rise to cos θ dependence, we Fourier decompose and retain only the leading poloidal de-
pendence by writing
A˜‖ =
〈
A˜
〉
+ a cos θ + · · · ≃
[〈
A˜‖
〉
− a
2
(ǫ − ∆′S )
]
+ a cos θ (5.7)
and
B˜|| =
〈
B˜
〉
+ b cos θ + · · · ≃
[〈
B˜||
〉
− b
2
(ǫ − ∆′S )
]
+ b cos θ (5.8)
with the coefficients 〈A˜‖〉, 〈B˜||〉, 〈A˜〉, 〈B˜〉, a, and b flux functions, and B0 · ∇θ ∝ 1 − (ǫ −
∆′
S
) cos θ in the flux surface averages for our Shafranov shifted circular flux surface model,
where ∆′
S
= d∆S /dr ∼ ǫ . We do not assume an ordering of a and b relative to 〈A˜‖〉 and 〈B˜||〉
as we will calculate all four of these coefficients. In addition, we recall the electrostatic result of
Rosenbluth & Hinton (1998),
〈
Φ˜
〉
=
Φ˜(0)
1 + γq2/ǫ1/2
, (5.9)
with γ ≈ 1.64. The preceding allows us to assume q2ǫ−1/2
〈
Φ˜
〉
∼ Φ˜(0) for β ≪ 1 and ǫ ≪ 1.
Expanding forQ = k⊥v‖/Ωp ≪ 1, insertingH, neglecting ǫ corrections to k2⊥ρ2i terms, ignoring
all Q2, β and ǫ3/2 corrections to the B˜|| and B˜(0)|| terms in (5.5), recalling Φ˜ =
〈
Φ˜
〉
, and using
unperturbed quasineutrality, perpendicular Ampère’s law becomes
B˜|| − B˜(0)||
B0
B0
= − 〈Φ˜〉
∑ 2πZeM
TB0
∫
d3v f0v
2
⊥
QQ − (Q
2 + Q2)
2
 + (〈Φ˜〉 − Φ˜(0))3cβik
2⊥
4Ωi
+ik⊥
∑ 2πqM2
ǫTB0
∫
d3v f0v
2
⊥(B−10 v
2
|| A˜|| − B−10 v||v||A˜||) (5.10)
−ik⊥A˜(0)||
1 + k
2⊥c2
ω2p
∑ 2πqM2
ǫTB0
∫
d3v f0v
2
⊥(B−10 v
2
|| − B−10 v||v||).
Here and hereafter, we use Q ∝ v‖/B0 and then treat k⊥ as a flux function, except in k2⊥A˜(0)|| terms
from (5.2) and k2⊥A˜|| from (5.4).
In (5.6) we neglect Q corrections for A˜‖ and A˜(0)|| terms, insert H, and continue to use Φ˜ =
〈
Φ˜
〉
,
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to find that parallel Ampère’s law is
A˜‖+
∑ 4πZ2e2
k2⊥c2T
∫
d3v f0v||v||A˜|| − A˜(0)||
1 + k
2⊥c2
ω2p
∑ 4πZ2e2
k2⊥c2T
∫
d3v f0v||v||
=i
∑ 4πqM
k⊥ǫB0
∫
d3v f0
Mv2⊥
2T
v||
[
(B−1
0
v||B˜|| − B−10 v||B˜||) − B˜(0)|| (B−10 v|| − B−10 v||)
]
−i2
β
B˜
(0)
||
∑ 4πqM
k⊥ǫB20
∫
d3v f0v||(v|| − v||)
+i
〈
Φ˜
〉∑ 2πZ2e2
k2⊥cT
∫
d3v f0v||
QQ2 − Q2Q + Q
3 − Q3
3
 (5.11)
+i
∑ 2πcM2
TB2
0
[(〈
Φ˜
〉
− Φ˜(0)
) ∫
d3v f0v||(Q − Q)v2⊥ + Φ˜(0)
T
M
∫
d3v f0v||(Q − Q)
]
,
where we used (A22), (A 30), and (A 37) and similar integrals for
〈
Φ˜
〉
and Φ˜(0) terms to see that
due to unperturbed quasineutrality
∑
(Z2e2/T )
∫
d3v f0v||(Q − Q) = 0. The zonal flow responses
of the perturbed parallel magnetic field and vector potential in (5.10) and (5.11) are generated by
the polarizations terms associated with poloidally varying departures from flux surfaces.
Next, we flux surface average using
〈∫
d3v f0XY
〉
=
〈∫
d3v f0XY
〉
, to obtain the flux surface
averaged perpendicular Ampère’s law
〈
B˜||
〉
− B˜(0)|| ≃
cβik
2⊥ρi
4vi
[
(5γq2ǫ−1/2 + 3)
〈
Φ˜
〉
− 3Φ˜(0)
]
+
iqβk⊥
2
5γǫ
1/2
2
〈A˜‖〉 − A˜(0)||
1 + k
2⊥c2
ω2p

 + a3ǫ
2
 , (5.12)
where we used (A44), (A 63), (A 66), (A 67), and (A72). The B0 factors in (5.10) must be treated
with care, even though v‖ cos θ = 0 for the trapped and v‖ cos θ ∼ ǫv for the passing, since they
alter the coefficient. For now we retain the ǫ1/2 smaller
〈
Φ˜
〉
and Φ˜(0) terms compared to the
γǫ−1/2q2
〈
Φ˜
〉
term.
In the parallel Ampère’s law for nowwe keepO(ǫ3/2) corrections to the typically largeω2p/k2⊥c2
terms obtained by using (A 30). By keeping the ǫ3/2 correction to A˜‖ terms we are making the eas-
ily satisfied assumption that ǫ3/2ω2p/k
2⊥c2 ≫ q2β, or roughly M/m≫ ǫ1/2k2⊥ρ2pi, since we already
neglected the more complicated Q2 corrections to the same terms. The flux surface averaged
parallel Ampère’s law then becomes
〈
A˜‖
〉 1 + ω
2
p
k2⊥c2
(
1 − γǫ3/2
) − A˜(0)||

1 + ω
2
p
k2⊥c2
 (1 − γǫ3/2)
 − a
 ǫω
2
p
2k2⊥c2
(1 − γǫ3/2) + ∆′S

≃
iqγǫ1/2B˜
(0)
||
k⊥
+ i
cβiqk⊥ρi
4vi
[
(σǫ−1/2q2 + 5γǫ1/2 + 4ǫ)
〈
Φ˜
〉
− 4(γǫ1/2 + ǫ)Φ˜(0)
]
, (5.13)
where the constant σ ≈ 5.3 is evaluated in Appendix A, and we make use of (A 30), (A 35),
(A 37), (A 44), (A 73) and (A80). We use (5.7) and keep the Shafranov shift, ∆S , terms from
k⊥ ∝ RBp ∝ 1 − ∆′S cos θ in the 〈A˜‖〉 and A˜(0)‖ terms that arise from (5.2) and the left hand
side of (5.4). To simplify the flux surface averaged parallel Ampère’s law we ignored βB˜|| and
βB˜
(0)
|| terms. Also, we have neglected all b terms because they are multiplied by β. Based on
(5.9) we must retain the σq2ǫ−1/2
〈
Φ˜
〉
term in (5.13), but will ignore the ǫ and ǫ3/2 smaller term
Electromagnetic zonal flow residuals 13
(5γǫ1/2 + 4ǫ)
〈
Φ˜
〉
, as well as the (γǫ1/2 + ǫ)Φ˜(0) term, all associated with the Bessel function
corrections.
The terms γ and σ in (5.12) and (5.13) arise from the trapped particle responses to any initial
perturbation, while the aǫ and a∆′
S
terms are passing responses. We estimate the different be-
haviour of the passing and trapped (and barely passing) by using v|| = 0 and estimating v|| ∼ ǫ1/2v
and
∫
d3v ∝ ǫ1/2 for the trapped particles, while using v|| ≃ v|| [1 + O(ǫ)] for the passing ones.
Next, we subtract the flux surface averaged equations from the full equations. For the perpen-
dicular Ampère’s law we use (A 63), (A 66), (A 67), and (A72) to find
b ≃ǫ B˜(0)|| −
iqβk⊥
2
(3 − ςǫ1/2)
〈A˜‖〉 − A˜(0)‖
1 + k2⊥c2
ω2p


− iχǫ
3/2qβk⊥a
4
+
cςβiq
2k2⊥ρi
2ǫ1/2vi
〈Φ˜〉, (5.14)
where Bessel function terms are ignored since any cos θ dependence is smaller by ǫ, and the
constants χ ≈ 0.11 and ς ≈ 5.3 are evaluated in Appendix A. The
〈
A˜‖
〉
, A˜
(0)
|| , and
〈
Φ˜
〉
terms are
from passing contributions, while the ǫ3/2a term is a trapped contribution.
To form the difference equation for the parallel Ampère’s law we ignore β
〈
B˜||
〉
, βB˜
(0)
|| and βb
terms. As a result, the poloidally varying parallel Ampère’s law reduces to
a
1 + ǫ
2ω2p
2k2⊥c2
 ≃
 ǫω
2
p
k2⊥c2
+ 2∆′S
 (〈A˜‖〉 − A˜(0)||
)
− ǫA˜(0)‖ (5.15)
+
iqB˜
(0)
||
k⊥
+ i
cβiqk⊥ρi
4vi
[
(5γǫ−1/2q2 + 4)
〈
Φ˜
〉
− 3Φ˜(0)
]
,
where we make use of use (A 30), (A 35), (A 37), (A 44), (A 73), and (A 80), and account for
k⊥ ∝ 1 − ∆′S cos θ. Only passing contributions enter for
〈
A˜‖
〉
, A˜
(0)
|| , a, and B˜
(0)
|| terms, and only
Bessel terms enter for Φ˜(0), while for
〈
Φ˜
〉
both trapped and Bessel contributions enter.
5.2. Parallel Ampère’s law limit
Simulations are sometimes run ignoring the perpendicular Ampère’s law. If we do the same by
dropping all b, and B˜
(0)
|| terms in parallel Ampère’s law, then (5.15) becomes
a
1 + ǫ
2ω2p
2k2⊥c2
 ≃
 ǫω
2
p
k2⊥c2
+ 2∆′S
 (〈A˜‖〉 − A˜(0)||
)
− ǫA˜(0)‖ + i
cβiqk⊥ρi
2vi
[
1 − (ǫ1/2/2γq2)
]
Φ˜(0), (5.16)
and (5.13) reduces to
〈
A˜‖
〉 1 + ω
2
p
k2⊥c2
(
1 − γǫ3/2
)−A˜(0)||

1 + ω
2
p
k2⊥c2
 (1 − γǫ3/2)
 − a
 ǫω
2
p
2k2⊥c2
(1 − γǫ3/2) + ∆′S

≃i cσβiqk⊥ρi
4γvi
[
1 − (ǫ1/2/γq2) − (4γ2ǫ1/2/σ)
]
Φ˜(0), (5.17)
where we have used β ≪ 1 so we can use (5.9) to eliminate
〈
Φ˜
〉
.
If β → 0 at finite k⊥ so that ω2p/k2⊥c2 → 0 then (5.16) and (5.17) reduce to the large skin depth
results
vi
c
〈
A˜‖
〉
→ vi
c
A˜
(0)
|| (1 − γǫ3/2) + i
σβiqk⊥ρi
4γ
Φ˜(0) (5.18)
and
vi
c
a→ −vi
c
ǫA˜
(0)
|| + i
βiqk⊥ρi
2
Φ˜(0), (5.19)
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where we neglect ǫ1/2 corrections to Φ˜(0) terms. Interestingly, for A˜
(0)
|| = 0 we see that
〈
A˜‖
〉
/a ≃
σ/2γ ≃ O(1), meaning that substantial poloidal variation occurs when Φ˜(0) , 0. When Φ˜(0) = 0,〈
A˜‖
〉
≃ A˜(0)|| (1 − γǫ3/2) and a ≃ −ǫ
〈
A˜‖
〉
, and poloidal variation is somewhat weak.
More interestingly, we consider finite β ≪ 1 by allowing ǫ3/2 ≫ k2⊥c2/ω2p or q2βiǫ1/2 ≫
Zmk2⊥ρ2pi/M. Continuing to neglect ǫ
1/2 corrections in this small skin depth limit we find
vi
c
〈
A˜‖
〉
≃ vi
c
A˜
(0)
‖
(
1 − ǫ
2
2
)
+
iǫβik⊥ρpi
4
Φ˜(0), (5.20)
and
vi
c
a ≃ −vi
c
ǫA˜
(0)
‖ +
iǫβik⊥ρpi
2
Φ˜(0). (5.21)
When Φ˜(0) = 0,
〈
A˜‖
〉
≃ A˜(0)|| ≃ −a/ǫ so only weak poloidal variation occurs. However, for
A˜
(0)
|| ≃ 0, we find that a/
〈
A˜‖
〉
≃ 2, which results in strong poloidal variation.
In both the small and large skin depth limits, when Φ˜(0) = 0, only small changes in A˜‖ occur
since A˜‖ ≃
〈
A˜‖
〉
≃ A˜(0)|| ≫ a. However, for A˜(0)|| ≃ 0, we see that poloidal variation in A˜‖ arises
due to Φ˜(0) with a/
〈
A˜‖
〉
∼ 1 in both limits.
5.3. Full Ampère’s law
The general case retains the perpendicular Ampère’s law. Using (5.13) and (5.15) with (5.9)
inserted and ignoring ǫ1/2 corrections we find
a
1 + ǫ
2ω2p
2k2⊥c2
 ≃
 ǫω
2
p
k2⊥c2
+ 2∆′S
 (〈A˜‖〉 − A˜(0)||
)
− ǫA˜(0)‖ + i
cβiqk⊥ρi
2vi
Φ˜(0) + iqk−1⊥ B˜
(0)
|| (5.22)
and
(〈
A˜‖
〉
− A˜(0)||
) 1 + ω
2
p
k2⊥c2
−a
 ǫω
2
p
2k2⊥c2
(1 − γǫ3/2) + ∆′S
 ≃ i cσβiqk⊥ρi4γvi Φ˜
(0)+iqγǫ1/2k−1⊥ B˜
(0)
|| . (5.23)
In addition, (5.12) and (5.14) reduce to
〈
B˜||
〉
−B˜(0)|| ≃
cβik
2⊥ρi
2vi
Φ˜(0) (5.24)
+
iqβk⊥
2
5γǫ
1/2
2
〈A˜‖〉 − A˜(0)||
1 + k
2⊥c2
ω2p

 + a3ǫ
2

and
b ≃ǫ B˜(0)|| −
iqβk⊥
2
(3 − ςǫ1/2)
〈A˜‖〉 − A˜(0)‖
1 + k
2⊥c2
ω2p


− iχǫ
3/2qβk⊥a
4
+
cςβik
2⊥ρi
2γvi
Φ˜(0), (5.25)
where we used the lowest order version of (5.9),
〈
Φ˜
〉
≃ ǫ
1/2Φ˜(0)
γq2
. (5.26)
When B˜
(0)
|| = 0 we may employ (5.18)-(5.21) to find
〈
B˜||
〉
and b from (5.24) and (5.25). In the
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ω2p/k
2⊥c2 → 0 limit (5.18) and (5.19) are used along with (5.24) and (5.25) to find
vi
〈
B˜||
〉
k⊥c
→ βik⊥ρi
2
Φ˜(0) − i5γǫ
1/2qβk2⊥c2
4ω2p
vi
c
A˜
(0)
|| (5.27)
and
vib
k⊥c
→ iqβ3k
2⊥c2
2ω2p
vi
c
A˜
(0)
|| +
ςβik⊥ρi
2γ
Φ˜(0). (5.28)
Consequently, when Φ˜(0) = 0 we see that
〈
B˜||
〉
/b ≃ −5γǫ1/2/6 so strong poloidal variation occurs
in B˜||. For A˜(0)|| = 0 the poloidal variation of B˜|| is strong since b/
〈
B˜||
〉
≃ ς/γ ≈ 3.2.
For B˜
(0)
‖ = 0, β ≪ 1, and ǫ3/2 ≫ k2⊥c2/ω2p we use (5.20) and (5.21) to find the small skin depth
forms
vi
〈
B˜||
〉
k⊥c
≃ ǫβik⊥ρpi
2q
Φ˜(0) − i3ǫ
2βqvi
4c
A˜
(0)
|| (5.29)
and
vib
k⊥c
≃ i3βqvi
4c
ǫ2 + 2k2⊥c2
ω2p
 A˜(0)|| + ςǫβik⊥ρpi2γq Φ˜(0). (5.30)
When A˜
(0)
|| = 0 the poloidal variation of B˜|| is strong since b/
〈
B˜||
〉
≃ ς/γ ≈ 3.2. For Φ˜(0) = 0 it is
also strong with b/
〈
B˜||
〉
≃ −[1 + (2k2⊥c2/ǫ2ω2p)]. Consequently, in the small skin depth limit, for
B˜
(0)
|| = 0 the poloidal variation of B˜|| is strong when A˜
(0)
|| = 0 and weak when Φ˜
(0) = 0.
Next we consider the case Φ˜(0) = 0 and A˜
(0)
|| = 0 when B˜
(0)
|| , 0 by using (5.22)-(5.25). The
ω2p/k
2⊥c2 → 0 limit gives
k⊥a→ iqB˜(0)|| , (5.31)
k⊥
〈
A˜‖
〉
→ iqγǫ1/2B˜(0)|| . (5.32)〈
B˜||
〉
→
[
1 − (3 + 5γ2)(ǫq2β/4)
]
B˜
(0)
|| , (5.33)
and
b→ (ǫ + 3γǫ1/2q2β/2)B˜(0)|| . (5.34)
Consequently, the poloidal variation of B˜|| is weak (with b/
〈
B˜||
〉
≃ ǫ), while the poloidal variation
of A˜‖ is strong (with
〈
A˜‖
〉
/a ≃ γǫ1/2) in this large skin depth limit.
In the small skin depth limit ǫ3/2 ≫ k2⊥c2/ω2p for finite β ≪ 1 and Φ˜(0) = 0 = A˜(0)‖ we use
(5.22) and (5.23) to find ǫa ≃ 2(1 + γǫ3/2)〈A˜‖〉. Then (5.22) to (5.25) give
k⊥a ≃
iqB˜
(0)
||
1 + (γǫ7/2ω2p/2k
2⊥c2)
, (5.35)
k⊥
〈
A˜‖
〉
≃
iǫqB˜
(0)
||
2 + (γǫ7/2ω2p/k
2⊥c2)
. (5.36)
〈
B˜||
〉
≃ B˜(0)||
1 −
3ǫβq2
2[2 + (γǫ7/2ω2p/k
2⊥c2)]
 , (5.37)
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and
b ≃ B˜(0)||
ǫ +
3ǫβq2
2[2 + (γǫ7/2ω2p/k
2⊥c2)]
 . (5.38)
As a result, for this B˜
(0)
|| , 0 case with Φ˜
(0) = 0 and A˜
(0)
|| = 0, the poloidal variation of A˜‖ is
strong with
〈
A˜‖
〉
/a ≃ ǫ/2, while the poloidal variation of B˜|| varies from weak to strong with
b/
〈
B˜||
〉
≃ ǫ to 1.
5.4. Quasineutrality
To complete our treatment of the Maxwell equations we need to form quasineutrality with its
finite β effects retained using
Φ˜
∑ Z2e2n
T
=
∑
Ze
∫
d3vh˜∗(t)ei(L−Q) =
∑
Ze
∫
d3vh˜∗(t)J0e−iQ. (5.39)
After inserting (3.11) and (4.11), we only retain Bessel function modifications to Φ˜ ≃
〈
Φ˜
〉
and
Φ˜(0) terms. We then find
Φ˜
∑ Z2e2n
T
=
(〈
Φ˜
〉
− Φ˜(0)
)∑ Z2e2
T
∫
d3v f0J0e
−iQJ0eiQ
+Φ˜(0)
∑ Z2e2
T
∫
d3v f0HJ0e
−iQ(eiQ/J0) (5.40)
−
∑ Z2e2
cT
∫
d3v f0e
−iQ
[
A˜||v||eiQ − A˜(0)|| (1 + k2⊥c2/ω2p)v||eiQ
]
−B˜(0)||
2B0
βB2
0
∑
Ze
∫
d3v f0e
−iQeiQ +
∑ ZeM
2TB0
∫
d3v f0v
2
⊥e
−iQ(B˜||eiQ − B˜(0)|| eiQ).
Expanding the Bessel functions and the exponentials in Q, inserting H with α = k2⊥T/2MΩ2,
and using unperturbed quasineutrality leaves
0 =
〈
Φ˜
〉∑ Z2e2
T
∫
d3v f0
QQ¯ − Q
2 + Q2
2
 − (〈Φ˜〉 − Φ˜(0))
∑ Z2e2nk2⊥
MΩ2
−i
∑ Z2e2
2cT
∫
d3v f0
A˜||v||QQ2 − A˜||v||Q2Q − A˜||v||Q
3 − A˜||v||Q3
3

+A˜
(0)
||
1 + k
2⊥c2
ω2p
 i∑ Z2e2
2cT
∫
d3v f0
v||QQ2 − v||Q2Q − v||Q
3 − v||Q3
3

−B˜(0)||
2B0
βB2
0
∑
Ze
∫
d3v f0
[
QQ¯ − (Q2 + Q2)/2
]
(5.41)
+
∑ ZeM
2TB0
∫
d3v f0v
2
⊥

QB˜||Q − Q
2B˜|| + Q2B˜||
2
 − B˜(0)||
QQ¯ − Q
2 + Q2
2

 .
We have already shown that the poloidal variation of Φ˜ is negligible so we only require the
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flux surface average of (5.41), which is
〈
Φ˜
〉 [∑ Z2e2
T
〈∫
d3v f0Q(Q − Q¯)
〉
+
∑ Z2e2nk2⊥
MΩ2
]
= Φ˜(0)
∑ Z2e2nk2⊥
MΩ2
−i
∑ Z2e2
2cT
〈A˜‖ − A˜(0)||
1 + k2⊥c2
ω2p


∫
d3v f0v||
Q2Q − QQ2 + Q
3 − Q3
3

〉
+B˜
(0)
||
2B0
βB2
0
ΣZe〈
∫
d3v f0Q(Q − Q¯)〉, (5.42)
where we neglect β
〈
B˜||
〉
, βB˜
(0)
|| and βb corrections.
Performing the integrals using (A 30), (A 76), (A 79), (A 82), and (A 83), and noting that only
the trapped ion and Bessel contributions matter we obtain
(γq2ǫ−1/2 + 1)
〈
Φ˜
〉
= Φ˜(0) + γǫ1/2qρpi
vi
cβ
B˜
(0)
|| (5.43)
−i vi
4c
ǫ1/2q2k⊥ρpi
σ
〈A˜‖〉 − A˜(0)||
1 + k
2⊥c2
ω2p

 + 5γa
2
 .
In the limit in which we take β → 0 at finite k⊥ (such that ω2p/k2⊥c2 → 0), (5.43) with (5.19)
and (5.20) inserted gives the large skin depth expression
〈
Φ˜
〉
→
(
γq2
ǫ1/2
+ 1
)−1 Φ˜(0) + i
viA˜
(0)
||
4c
k2⊥c2
ω2p
(σǫ1/2q2k⊥ρpi) +
γǫ1/2
β
qρpiviB˜
(0)
||
c
 . (5.44)
In the more interesting finite limit, for which ǫ3/2 ≫ k2⊥c2/ω2p, using (5.20), (5.21), (5.35), and
(5.36) we find the small skin depth result
〈
Φ˜
〉
≃ Φ˜
(0)
(γq2ǫ−1/2 + 1)
[
1 +
σ + 5γ
16
βiǫ
3/2q2k2⊥ρ
2
pi
]
(5.45)
+
i5γǫ3/2q2k⊥ρpiviA˜(0)‖
8(γq2ǫ−1/2 + 1)c
+
γǫ1/2qk⊥ρpiviB˜(0)‖
(γq2ǫ−1/2 + 1)βk⊥c
.
Clearly, the modification of the electrostatic limit is small when B˜
(0)
|| = 0 = A˜
(0)
|| . From (5.45), we
see that initial magnetic perturbations as large as ǫ1/2qρpiviB˜
(0)
|| /c ∼ βΦ˜(0) and/or ǫ3/2q2k⊥ρpiviA˜(0)|| /c ∼
Φ˜(0) are required to obtain order unity corrections to the electrostatic response. For the same size
initial perturbations in the expression (5.44) the response to B˜
(0)
|| remains the same, but that due
to A˜
(0)
|| is very small.
6. Zonal flow responses in terms of initial field values: 15 test cases
In this section we present a summary of our results in the small skin depth limit. Before doing
so we note that
k2⊥c2
ω2p
=
Z(1 + τ)ǫ2m
q2βM
k2⊥ρ
2
pi =
Z(1 + τ)m
βM
k2⊥ρ
2
i =
(1 + τ)
τβ
k2⊥ρ
2
e , (6.1)
with β = βi(1 + τ) and τ = ZTe/Ti. We, of course, neglect mass ratio corrections in the plasma
frequency.
The large skin depth limit of β → 0 requires q2β ≪ Zmk2⊥ρ2pi/M ≪ Zm/M since we must
keep k2⊥ρ2pi ≪ 1 for our analysis to hold. Consequently, the more interesting limit is that of small
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skin depth ǫ2 ∼ ǫ∆′
S
≫ k2⊥c2/ω2p and small βi (1 ≫ βi & Zmk2⊥ρ2pi/q2M), which will be our
focus. In the following we summarize our results for this limit. We will find that electromag-
netic perturbations give an electrostatic potential response comparable to the electrostatic limit
of
〈
Φ˜
〉
≃ ǫ1/2Φ˜(0)/γq2 when viA˜(0)‖ ǫ3/2q2k⊥ρpi/c ∼ Φ˜(0) or ǫ1/2qρpiviB˜(0)|| /c ∼ βΦ˜(0).
6.1. Electromagnetic response to an electrostatic initial perturbation (B˜
(0)
|| = 0 = A˜
(0)
‖ )
In this case
〈
Φ˜
〉
/Φ˜(0) has a very small linear in β correction to the electrostatic Rosenbluth and
Hinton form as seen from (5.45),
(
γq2
ǫ1/2
+ 1
) 〈
Φ˜
〉
Φ˜(0)
≃ 1 + σ + 5γ
16
βiǫ
3/2q2k2⊥ρ
2
pi, (6.2)
where σ ≈ 5.3. Moreover,
〈
B˜‖
〉
ρivi/cΦ˜
(0) and bρivi/cΦ˜
(0) are linear in β and are seen from (5.29)
and (5.30) to be given by
vi
〈
B˜||
〉
k⊥cΦ˜(0)
≃ ǫβik⊥ρpi
2q
(6.3)
and
vib
k⊥cΦ˜(0)
≃ ςǫβik⊥ρpi
2γq
. (6.4)
From (5.20) and (5.21) we find
vi
〈
A˜||
〉
icΦ˜(0)
≃ ǫβik⊥ρpi
4
, (6.5)
and
via
icΦ˜(0)
≃ ǫβik⊥ρpi
2
, (6.6)
where all electromagnetic responses are proportional to β. The correction to the electrostatic
result is very small, but all electromagnetic responses are larger and of the same order so strong
poloidal variation occurs.
6.2. Electromagnetic response to a plucked field line initial condition (B˜
(0)
|| = 0 = Φ˜
(0))
Using (5.45) gives the electrostatic potential response for this A˜
(0)
‖ , 0 case to be
c
〈
Φ˜
〉
iviA˜
(0)
‖
≃ 5γǫ
3/2q2k⊥ρpi
8(γq2ǫ−1/2 + 1)
≃ 5ǫ
2k⊥ρpi
8
. (6.7)
For this case, the parallel vector potential responses from (5.20) and (5.21) are given by〈
A˜||
〉
A˜
(0)
‖
≃ 1 − ǫ
2
2
(6.8)
and
a
A˜
(0)
‖
≃ −ǫ, (6.9)
showing that A˜‖ will only be very slightly perturbed from A˜(0)‖ with weak poloidal variation due
to field line plucking satisfying RA˜‖ ≃ R0(ψ)A˜(0)‖ . The β proportional B˜‖ responses from (5.29)
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and (5.30) give b and
〈
B˜||
〉
as comparable as seen from
i
〈
B˜||
〉
k⊥A˜(0)‖
≃ 3ǫ
2βq
4
(6.10)
and
b
ik⊥A˜(0)‖
≃ 3βq
4
ǫ2 + 2k2⊥c2
ω2p
 . (6.11)
6.3. Electromagnetic response to a compressed field line initial condition (A˜
(0)
‖ = 0 = Φ˜
(0))
The response ck⊥
〈
Φ˜
〉
/viB˜
(0)
|| is proportional to 1/β as seen from (5.45) so in this B˜
(0)
|| , 0 case
we multiply through by β to form
cβk⊥
〈
Φ˜
〉
viB˜
(0)
||
≃ γǫ
1/2qk⊥ρpi
γq2ǫ−1/2 + 1
≃ ǫk⊥ρpi
q
. (6.12)
The responses
〈
B˜‖
〉
/B˜
(0)
|| and b/B˜
(0)
|| are given by (5.37) and (5.38) for this field line stretching
case: 〈
B˜||
〉
B˜
(0)
||
≃ 1 − 3ǫq
2β
2[2 + (γǫ7/2ω2p/k
2⊥c2)]
≃ 1 (6.13)
and
b
B˜
(0)
||
≃ ǫ + 3ǫq
2β
2[2 + (γǫ7/2ω2p/k
2⊥c2)]
≃ ǫ. (6.14)
The responses k⊥
〈
A˜‖
〉
/iB˜
(0)
|| and k⊥a/iB˜
(0)
|| are obtained from (5.35) and (5.36)
k⊥
〈
A˜||
〉
iB˜
(0)
||
≃ ǫq
2 + (γǫ7/2ω2p/k
2⊥c2)
(6.15)
and
k⊥a
iB˜
(0)
||
≃ q
1 + (γǫ7/2ω2p/2k
2⊥c2)
. (6.16)
Stretching or compressing field lines causes very strong poloidal variation in A˜‖, but weak
poloidal variation in B˜‖ satisfying R0(ψ)B˜‖ ≃ RB˜(0)‖ .
7. Conclusions
We have derived approximate analytical expressions for long wavelength, collisionless zonal
flow residual responses at low β in the Shafranov shifted, circular cross section, large aspect
ratio limit of a tokamak. To do so, we formulate and solve a Maxwell-Vlasov description in the
form of an initial value problem, retaining the fully self-consistent spatial perturbations in the
electric and magnetic fields. As zonal flow perturbations are axisymmetric, the only magnetic
field topology change allowed is the switch between rational and irrational field lines within a
flux surface - no magnetic islands can be formed. The choice of the initial condition in the non-
adiabatic part of the distribution function must be consistent with Maxwell’s equations, but it is
otherwise arbitrary. The specific choice we make is motivated by the desire to recover the usual
long wavelength result in the electrostatic limit that has the residual proportional to the ratio of the
classical polarization over the classical plus neoclassical polarization. Also, our choice of initial
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conditions is such that at t = 0 the initial electrostatic, and shear- and compressional magnetic
perturbations contribute only to quasineutrality, the parallel and the perpendicular components
of Ampère’s law, respectively. This form is convenient since then the initial conditions in the
amplitude of the fields can be chosen independently.
The results we obtain are expected to prove useful for testing turbulent electromagnetic gy-
rokinetic codes just as Rosenbluth and Hinton has proven useful in the electrostatic limit. The
electromagnetic case is of course far more complex, and further complicated by the fact that
the parallel vector potential and the parallel magnetic field responses are no longer simply flux
functions. Our electromagnetic zonal flow responses provide 15 meaningful tests of fully elec-
tromagnetic gyrokinetic turbulence codes. We focus on the small skin depth limit in this section
and sections 5 and 6, but section 5 also gives large skin depth results.
For a pure electrostatic initial condition (Φ˜(0) , 0, B˜
(0)
|| = 0 = A˜
(0)
‖ ), the usual long wavelength
Rosenbluth and Hinton electrostatic zonal flow result is recovered with only a small β correction
as seen from (6.2). However, the responses of the parallel vector potential and parallel magnetic
fields will have cos θ dependence as well flux surface averaged responses and are given by (6.3)-
(6.6). Indeed the poloidally varying and flux surface averaged responses are comparable for B˜‖
and A˜‖.
The shear Alfvén field line plucking initial condition (A˜
(0)
‖ , 0, B˜
(0)
|| = 0 = Φ˜
(0)), also give
stronger flux surface averaged A˜‖ and B˜‖ responses as can be seen from (6.8)-(6.11). Because
the initial perturbation is electromagnetic, the
〈
Φ˜
〉
as well as the A˜‖ responses are free of any β
multipliers as can be seen from (6.7)-(6.9). The compressional Alfvén responses of (6.10) and
(6.11) contain β multipliers. Only weak poloidal variation is found in this case for A˜‖. However,
the poloidal variation of B˜‖ is important with b ∼ 〈B˜‖〉.
When the initial perturbation is pure field compression (B˜
(0)
|| , 0, A˜
(0)
‖ = 0 = Φ˜
(0)) the response
of
〈
Φ˜
〉
appears very large since it is proportional to 1/β as can be seen from (6.12). In this case〈
Φ˜
〉
is better viewed as an order unity response to a B˜
(0)
|| ∝ β initial condition. Then the smallness
of B˜
(0)
|| cancels the 1/β dependence making βB˜
(0)
|| independent of β. The B˜‖ response is given
by (6.13) and (6.14) with poloidal variation again weak. However, the poloidal variation of A˜‖
response is 1/ǫ stronger than the flux surface averaged response as seen from (6.15) and (6.16).
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Appendix A. Endless Integrals
For any quantity X we define the flux surface average as
〈X〉 =
∮
dθX
B0·∇θ∮
dθ
B0·∇θ
, (A 1)
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and the transit average as
X =
∮
dτX∮
dτ
=
∮
dθXB0
v||B0·∇θ∮
dθB0
v||B0·∇θ
, (A 2)
with dτ = dθB0/(v||B0 · ∇θ). We allow X to depend on v‖ and take the θ integrations in both
averages (numerators and denominators) to be over a full poloidal circuit following a charged
particle. In this way v‖ and θ change signs together at a turning point for trapped particles, and
odd functions of v‖, such as v|| = 0 and v||/B0 = 0, result in a vanishing transit average. Using
R/R0(ψ) ≃ 1 + ǫ(ψ) cos θ, ǫ = ǫ(ψ) = r(ψ)/R0, B0 ≡ 〈B0〉, B0/B0 ≃ R0/R ≃ 1 − ǫ cos θ + O(ǫ2),
λ = 2µB0/v
2, and
ξ =
√
1 − λB0/B0, (A 3)
we have for trapped particles that
ξ = 0, (A 4)
and
B0ξ/B0 = 0. (A 5)
For the passing particles we see from (A1) and (A2) that
B0ξ/B0 = B0/ 〈B0/ξ〉 (A 6)
and
ξW = 〈B0W〉 / 〈B0/ξ〉 , (A 7)
whenW(ψ, θ). For trapped particles ξW = 0, whileW = 1 gives the passing result
ξ = 〈B0〉 / 〈B0/ξ〉 ≃ 2π∮
dθ/ξ
[
1 + O(ǫ2)
]
. (A 8)
We employ a Shafranov shifted circular flux surface model (Shafranov 1966; Helander & Sigmar
2005). We retain the Shafranov shift ∆S by taking
B0 · ∇θ ≃
B0
qR0
[
1 + (ǫ − ∆′
S
) cos θ
] , (A 9)
with ∆′
S
= d∆S /dr ∼ ǫ. Then B0/B0 · ∇θ ≃ qR0(ψ)
[
1 − ∆′
S
cos θ + O(ǫ2)
]
.
There are many integrals that need to be performed. The simple ones involve combinations
of powers of v⊥ and v‖ multiplied by a Maxwellian without a transit average. More complicated
ones involve transit and/or flux surface averages, for example, integrals of the form ∫ d3v f0v||v||.
The integrals involving transit average are most conveniently performed using v and λ variables
so that
d3v →
∑
σ
σπB0v
3dvdλ
B0|v|||
→ 2πB0v
3dvdλ
B0|v|||
=
2πB0v
2dvdλ
B0|ξ|
, (A 10)
with
∑
σ σ|v||| → 2|v||| to account for both directions of v|| for integrals over even functions of v||.
We also see from (A1) and (A2) that
B−10 ∫ d3v f0v||X =
〈
∫ d3v f0X〈
B0/v||
〉
〉
, (A 11)
and
B−10 ∫ d3v f0v||X =
〈
∫ d3v f0Xv||/B0
〉
=
〈
B−10 ∫ d3v f0v||X
〉
, (A 12)
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where we use (A6). The preceding gives, for example,
∫ d3v f0v||v|| = B0
〈
B−10 ∫ d3v f0v||v||
〉
. (A 13)
In the preceding evaluations and hereafter we will often make use of〈
∫ d3v f0X
〉
=
〈
∫ d3v f0X
〉
(A 14)
and 〈
∫ d3v f0YX
〉
=
〈
∫ d3v f0XY
〉
, (A 15)
for arbitrary gyrophase independent functions X and Y.
Rosenbluth & Hinton (1998) analytically evaluated
〈
∫ d3v f0v||(v|| − v||)
〉
to find
(M/nT )
〈
∫ d3v f0v||(v|| − v||)
〉
= γǫ3/2 + O(ǫ2), (A 16)
where the numerical constant γ ≈ 1.64 comes from 3 ∫ 1−ǫ
0
dλξ = 2
[
1 − γǫ3/2 + O(ǫ2)
]
. It is
instructive to obtain their result by first using
〈
∫ d3v f0v||v||
〉
= 2π
〈
B0/B0
〉 ∫ ∞
0
dv f0v
4
∫ 1−ǫ
0
dλξ¯ = (3nT/2M)
∫ 1−ǫ
0
dλξ¯
[
1 + O(ǫ2)
]
, (A 17)
where
4πM
∫ ∞
0
dv f0v
4 = 3nT. (A 18)
Then using (A 8) for the passing, with ξ¯ = 0 for the trapped, and cos θ = 1 − 2sin2(θ/2) gives
ξ ≃ [1 − λ(1 − ǫ cos θ)]1/2 =
√
[1 − (1 − ǫ)λ] − 2ǫλsin2(θ/2). (A 19)
We then let α = θ/2 and introduce
k2 = 2ǫλ/ [1 − (1 − ǫ)λ] (A 20)
with
λ = k2/
[
(1 − ǫ)k2 + 2ǫ
]
, (A 21)
to obtain the passing result in terms of a complete elliptic integral of the first kind
∮
dθ
2πξ
=
√
2k
π
√
ǫλ
π/2∫
0
dα√
1 − k2sin2α
=
2
√
(1 − ǫ)k2 + 2ǫ
π
√
2ǫ
K(k)→

1 + k2/4 k → 0√
1+ǫ
π
√
2ǫ
ln
(
16
1−k2
)
k → 1 .
(A 22)
Using dλ = 4ǫkdk/
[
(1 − ǫ)k2 + 2ǫ
]2
then yields
∫ 1−ǫ
0
dλξ = 4ǫ
∫ 1
0
dkkξ[
(1 − ǫ)k2 + 2ǫ]2 = 8πǫ
∫ 1
0
dkk[
(1 − ǫ)k2 + 2ǫ]2 ∮ dθ/ξ . (A 23)
Inserting
∮
dθ/ξ from (A 22) gives
∫ 1−ǫ
0
dλξ =2π(2ǫ)3/2
∫ 1
0
dkk[
(1 − ǫ)k2 + 2ǫ]5/22K(k) (A 24)
=2(2ǫ)3/2
∫ 1
0
dkk[
(1 − ǫ)k2 + 2ǫ]5/2
{
(1 − k
2
4
) +
[
π
2K(k)
− (1 − k
2
4
)
]}
.
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Using∫ 1
0
dkk[
(1 − ǫ)k2 + 2ǫ]5/2 =
−1
3(1 − ǫ)
∫ 1
0
dk
d
dk
1[
(1 − ǫ)k2 + 2ǫ]3/2 =
1
3(1 − ǫ)
(
1
(2ǫ)3/2
− 1
(1 + ǫ)3/2
)
,
(A 25)∫ 1
0
dkk[
(1 − ǫ)k2 + 2ǫ]3/2 =
−1
1 − ǫ
∫ 1
0
dk
d
dk
1[
(1 − ǫ)k2 + 2ǫ]1/2 =
1
1 − ǫ
(
1√
2ǫ
− 1√
1 + ǫ
)
,
(A 26)∫ 1
0
dkk3[
(1 − ǫ)k2 + 2ǫ]5/2 =
1
(1 − ǫ)

∫ 1
0
dkk[
(1 − ǫ)k2 + 2ǫ]3/2 − 2ǫ
∫ 1
0
dkk[
(1 − ǫ)k2 + 2ǫ]5/2
 ≃ 2(1 + 2ǫ)
3(2ǫ)1/2
−1,
(A 27)
and∫ 1
0
dkk[
(1 − ǫ)k2 + 2ǫ]5/2
[
π
2K(k)
−
(
1 − k
2
4
)]
≃
∫ 1
0
dk
k4
[
π
2K(k)
−
(
1 − k
2
4
)]
+ O(ǫ) ≃ −0.10953,
(A 28)
gives the result needed to recover (A 16)∫ 1−ǫ
0
dλξ =
2
3
[
1 − γǫ3/2 + O(ǫ2)
]
. (A 29)
Using (A 13) and (A29) allows us to generalize the Rosenbluth and Hinton result to find
(M/nT ) ∫ d3v f0v||(v|| − v||) = 1 − (B0/B0)
[
1 − γǫ3/2 + O(ǫ2)
]
= ǫ cos θ + γǫ3/2 + O(ǫ2). (A 30)
This θ dependence can also be checked by using v2|| = v
2(1 − λB0/B0) and
v||∂v||/∂θ = −(v2λ/2B0)∂B0/∂θ ≃ −ǫ(v2λ/2) sin θ (A 31)
to see that
(∂/∂θ)
[
(B0/B0) ∫ d3v f0v||(v|| − v||)
]
≃ ∫ d3v f0v||∂v||/∂θ ≃ −ǫ(nT/M) sin θ, (A 32)
which when integrated agrees with (A 29).
We can account for the different behaviour of the trapped (and barely passing) and passing
particles by using v|| = 0 and estimating v|| ∼ ǫ1/2v and
∫
d3v ∝ ǫ1/2 for the trapped particles,
while using v|| ≃ v|| [1 + O(ǫ)] for the passing ones. In (A30) these estimates give the order ǫ
poloidal variation as coming from the passing particles while the order ǫ3/2 behaviour is due to
the trapped.
However, we have to be more careful with a related integral since the Shafranov shift will
enter. Using
ξ cos θ = 0, (A 33)
for the trapped, while noting that the passing particle result depends on the Shafranov shift we
find
ξ cos θ ≃
[∮
dθ(1 − ∆′S cos θ) cos θ
]
/(
∮
dθ/ξ) ≃ −(∆′S ξ/2)
[
1 + O(ǫ2)
]
, (A 34)
where we have used (A8). Consequently, when integrated over λ we obtain
(2M/3nT ) ∫ d3v f0v||v|| cos θ ≃ (B0/B0)
∫ 1−ǫ
0
dλξ cos θ ≃ −π∆′S (B0/B0)
∫ 1−ǫ
0
dλ(
∮
dθ/ξ)−1
≃ − (∆′S B0/2B0)
∫ 1−ǫ
0
dλξ ≃ −(∆′S /3)(1 − ǫ cos θ − γǫ3/2 + ...) ≃ O(ǫ). (A 35)
24 P. J. Catto, F. I. Parra, and I. Pusztai
Notice that (A 35) is O(ǫ) since our shifted circle model requires ∆′
S
= d∆S /dr ∼ ǫ. Conse-
quently, we see that ξ cos θ ∼ ǫ for the passing particles as expected.
A related integral involves B−10 B0ξ, with B
−1
0 B0ξ = 0 for the trapped, and
B−10 B0ξ ≃ ξ
[
1 + O(ǫ2)
]
≃ 2π∮
dθ/ξ
, (A 36)
for the passing particles, where we can use (A8) and (A22). As a result, expanding and neglect-
ing ǫ2 corrections yields
(M/nTB0) ∫ d3v f0v||(B0v|| − B0v||) (A 37)
≃γǫ3/2 + ǫ cos θ − ǫ(M/nT ) ∫ d3v f0(v2||cos θ − v||v|| cos θ) ≃ γǫ3/2 + ǫ cos θ + O(ǫ2),
where we use cos θ ∼ ǫ for the passing and cos θ ∼ 1 for the trapped particles.
Another integral of interest is
B20B
−2
0 ∫ d3v f0v2⊥v||v|| = 2π
∫ ∞
0
dv f0v
6
∫ 1−ǫ
0
dλλξ¯ =
15nT 2
2M2
∫ 1−ǫ
0
dλλξ¯, (A 38)
with ξ¯ = 0 for the trapped particles, ξ¯ given by (A8) and (A22) for the passing particles, and
4πM2
∫ ∞
0
dv f0v
6 = 15nT 2. (A 39)
Hence, we need∫ 1−ǫ
0
dλλξ = 2(2ǫ)3/2
∫ 1
0
dkk3[
(1 − ǫ)k2 + 2ǫ]7/2
{(
1 − k
2
4
)
+
[
π
2K(k)
−
(
1 − k
2
4
)]}
, (A 40)
along with
∫ 1
0
dkk3[
(1 − ǫ)k2 + 2ǫ]7/2 =
−1
5(1 − ǫ)
∫ 1
0
dkk2
d
dk
1[
(1 − ǫ)k2 + 2ǫ]5/2
=
−1
5(1 − ǫ)
 1
(1 + ǫ)5/2
− 2
∫ 1
0
dkk[
(1 − ǫ)k2 + 2ǫ]5/2
 ≃ 2(1 + 2ǫ + 3ǫ2)
15(2ǫ)3/2
− 1
3
, (A 41)
and ∫ 1
0
dkk5[
(1 − ǫ)k2 + 2ǫ]7/2 =
1
(1 − ǫ)

∫ 1
0
dkk3[
(1 − ǫ)k2 + 2ǫ]5/2 − 2ǫ
∫ 1
0
dkk3[
(1 − ǫ)k2 + 2ǫ]7/2

≃8(1 + 3ǫ)
15(2ǫ)1/2
− 1. (A 42)
Therefore, we find ∫ 1−ǫ
0
dλλξ ≃ 4
15
[
1 − 5
2
γǫ3/2 + O(ǫ2)
]
. (A 43)
As a result,
B20B
−2
0 ∫ d3v f0v2⊥v||v|| = (2nT 2/M2)
[
1 − (5γǫ3/2/2) + O(ǫ2)
]
. (A 44)
To perform some of the more complicated integrals we need to evaluate some transit averages.
We have already evaluated
∮
dθξ−1 for the passing particles, but now we also need it for the
trapped particles. For the trapped we let
sin(θ/2) = κ sinα, (A 45)
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with
κ2 = k−2 = [1 − (1 − ǫ)λ] /2ǫλ, (A 46)
and
λ = 1/
[
(1 − ǫ) + 2ǫκ2
]
, (A 47)
then
√
κ2 − sin2(θ/2) = κ cosα and cos(θ/2)(dθ/2) = κ cosαdα =
√
1 − κ2sin2αdθ/2, give the
half bounce result∮
dθ/ξ = 4(2ǫλ)−1/2
∫ π/2
0
dα/
√
1 − κ2sin2α = 4(2ǫ)−1/2
√
(1 − ǫ) + 2ǫκ2K(κ). (A 48)
We also need to evaluate cos θ for the trapped particles, but we also evaluate it for the passing
particles to check our estimates. For the passing we use k2 cos θ = k2 − 2+ 2
[
1 − k2sin2(θ/2)
]
to
find
cos θ ≃
∫ π
−π dθ cos θ/ξ∫ π
−π dθ/ξ
+ O(ǫ) ≃ 1 − 2
k2
+
2
∫ π/2
0
dθ
√
1 − k2sin2α
k2
∫ π/2
0
dθ/
√
1 − k2sin2α
=1 − 2
k2
+
2E(k)
k2K(k)
→
{
7k2/16 k → 0
−1 k → 1 , (A 49)
where E is a complete elliptic integral of the second kind. For the freely passing particles λ → 0
giving k2 → 2ǫλ → 0 so we recover the estimate cos θ ∼ ǫ. For the trapped particles we again
use (A45)–(A47) to find
cos θ ≃
∮
dθ cos θ/ξ∮
dθ/ξ
+ O(ǫ) ≃ −1 + 2
∫ π/2
0
dα
√
1 − κ2sin2α∫ π/2
0
dα/
√
1 − κ2sin2α
=
2E(κ)
K(κ)
− 1 →
{
1 − κ2 κ → 0
−1 + 1
2
ln( 16
1−κ2 ) κ → 1
, (A 50)
where we recover the estimate cos θ ∼ 1. The preceding gives the passing particle result
∮
dθξ−1 cos θ =
4
√
(1 − ǫ)k2 + 2ǫ√
2ǫk2
[
2E(k) − (2 − k2)K(k)
]
, (A 51)
and the half-bounce trapped particle result∮
dθξ−1 cos θ = 4(2ǫ)−1/2
√
(1 − ǫ) + 2ǫκ2 [2E(κ) − K(κ)] , (A 52)
In addition, we will need
∮
dθξ−1sin2θ for the trapped and passing. Using
sin 2θ = 1 −
[
1 − 2sin2(θ/2)
]2
= 1 −
[
2(1 − κ2sin2α) − 1
]2
= −4(1 − κ2sin2α)κ2sin2α, (A 53)
gives the half-bounce trapped particle result
∮
dθξ−1sin2θ = − 16κ
2
√
2ǫ
√
1 − ǫ + 2ǫκ2
∫ π/2
0
dαsin2α
√
1 − κ2sin2α
= − 16
3
√
2ǫ
√
(1 − ǫ) + 2ǫκ2
[
(1 − κ2)K(κ) + (2κ2 − 1)E(κ)
]
, (A 54)
where we use #2.583.4 on p. 182 of Gradshteyn & Ryzhik (2007). We will also need to evaluate
26 P. J. Catto, F. I. Parra, and I. Pusztai∮
dθξ−1sin2θ for the passing (because of the barely passing particle contribution). Using
sin 2θ = 1 −
[
1 − 2sin2(θ/2)
]2
= 4k−2sin2α
[
(1 − k2sin2α) + k2 − 1
]
, (A 55)
gives the passing particle result∮
dθξ−1 sin2 θ =
16
√
(1 − ǫ)k2 + 2ǫ
k2
√
2ǫ
∫ π/2
0
dα sin2 α

√
1 − k2 sin2 α − 1 − k
2√
1 − k2 sin2 α

=
16
√
(1 − ǫ)k2 + 2ǫ
k2
√
2ǫ
∫ π/2
0
dα
(sin2 α + 1 − k
2
k2
)
√
1 − k2 sin2 α − 1 − k
2
k2
√
1 − k2 sin2 α

=
16
√
(1 − ǫ)k2 + 2ǫ
3k4
√
2ǫ
[
(2 − k2)E(k) − 2(1 − k2)K(k)
]
. (A 56)
Using the preceding we can evaluate more complicated integrals like
(M2B20/2nT
2B20) ∫ d3v f0v2⊥v2|| =(M2B0/2nT 2B0) ∫ d3v f0v4λ(1 − λ + ǫλcos θ)
=1 − 2ǫ cos θ + (15ǫ/4)
∫ B0/B0
0
dλλ2ξ−1cos θ, (A 57)
where we note that 〈
(M2B20/2nT
2B20) ∫ d3v f0v2⊥v2||
〉
= 1 + O(ǫ2). (A 58)
To evaluate any O(ǫ3/2) terms we Fourier decompose keeping only the leading harmonic,
ς cos θ ≃ (15/4√ǫ)
∫ B0/B0
0
dλλ2ξ−1cos θ. (A 59)
Then we can determine ς from
ς ≃ (15/4π√ǫ)
∮
dθ cos θ
∫ B0/B0
0
dλλ2ξ−1cos θ = (15/4π
√
ǫ)
∫ 1+ǫ
0
dλλ2cos θ
∮
dθξ−1 cos θ.
(A 60)
Using the preceding results for
∮
dθξ−1 cos θ and cos θ yields
ς ≃30
√
2
π

1∫
0
dκ
κ[2E(κ) − K(κ)]2
(1 − ǫ + 2ǫκ2)5/2K(κ) +
1∫
0
dk
[
2E(k) − (2 − k2)K(k)
]2
[
(1 − ǫ)k2 + 2ǫ]5/2kE(k)

≃30
√
2
π

1∫
0
dκκ
K(κ)
[2E(κ) − K(κ)]2 +
1∫
0
dk
k6E(k)
[
2E(k) − (2 − k2)K(k)
]2
 ≈ 5.294, (A 61)
where the last integral is well behaved since
[
2E(k) − (2 − k2)K(k)
]2 ∝ k8 at small k, and the k
integral is the passing particle contribution and the κ integral the trapped particle contribution.
Consequently,
(M2B20/2nT
2B20) ∫ d3v f0v2⊥v2|| = 1 − (2ǫ − ςǫ3/2) cos θ + O(ǫ2). (A 62)
Combining (A44) and (A 56) gives
B20B
−2
0 ∫ d3v f0v2⊥(v||v|| − v2|| ) = (2nT 2/M2)
[
(2ǫ − ςǫ3/2) cos θ − (5γǫ3/2/2) + O(ǫ2)
]
. (A 63)
Another related integral that we will need is
∫ d3v f0v2⊥
[
(v2|| + v
2
|| ) − 2v||v||
]
= ∫ d3v f0v2⊥
[
(v|| − v||)2 + (v|| − v||)2
]
= O(ǫ3/2). (A 64)
Electromagnetic zonal flow residuals 27
Using (v2|| + v
2
|| ) − 2v||v|| = 2(v2|| − v||v||) + (v2|| − v2|| ) and recalling that to evaluate (A 62) we used
(M2B20/2nT
2B20) ∫ d3v f0v2⊥(v2|| − v2|| ) ≃ 4ǫ cos θ + . . . , (A 65)
then we see that
(M2B20/2nT
2B20) ∫ d3v f0v2⊥
[
v||v|| − (v2|| + v2|| )/2
]
≃ −5γǫ3/2/2 − ςǫ3/2 cos θ + . . . . (A 66)
We also require the O(ǫ) flux function
B20B
−2
0 ∫ d3v f0v2⊥v||v|| cos θ = (15nT 2/2M2)
∫ 1−ǫ
0
dλλξ cos θ (A 67)
≃ − (15∆′SnT 2/4M2)
∫ 1−ǫ
0
dλλξ ≃ −(∆′S nT 2/M2)
[
1 − (5γǫ3/2/2) + ...
]
≃ −(∆′S nT 2/M2),
where we have used (A18), (A 34), and (A43).
The more complicated, poloidally dependent integral ∫ d3v f0v2⊥v2|| cos θ is required to O(ǫ3/2).
Flux surface averaging gives
〈
B20B
−2
0 ∫ d3v f0v2⊥v2|| cos θ
〉
=B0
〈
cos θ ∫ d3v f0v2λv2||B−10
〉
≃
〈
cos θ ∫ d3v f0v2λv2|| (1 + ǫcos θ)
〉
≃B0
〈
B−10 cos θ
〉
∫ d3v f0v2⊥v2|| + ǫ
〈
cos θ ∫ d3v f0v2λv2||cos θ
〉
≃(nT 2/M2)
[
2ǫ − ∆′S + O(ǫ2)
]
. (A 68)
We also need the cos θ dependent O(ǫ3/2) portion of this poloidally dependent integral. Fourier
decomposing by keeping only the fundamental
χǫ3/2 cos θ ≃ −(M2B20/nT 2B20) ∫ d3v f0v2⊥v2|| cos θ +
〈
(M2B20/nT
2B20) ∫ d3v f0v2⊥v2|| cos θ
〉
, (A 69)
we evaluate the Fourier coefficient by multiplying by qR0B
−1
0 cos θB0 · ∇θ and flux surface aver-
aging to find
χǫ3/2/2 ≃ − (qR0M2/nT 2)
〈
B−10 cos θB0 · ∇θ ∫ d3v f0v2λv2|| cos θ
〉
≃ O(ǫ3/2)
≃ − (qR0M2/nT 2)
〈
cos θ ∫ d3v f0v2λv2||B−10 cos θB0 · ∇θ
〉
≃ − (M2/nT 2)
〈
cos θ ∫ d3v f0v2λv2||cos θ
〉
+ O(ǫ2)
≃ − (15/4π)
∮
dθ cos θ
∫ B0/B0
0
dλλξcos θ
≃ − (15/4π)
∫ 1+ǫ
0
dλλcos θ
∮
dθξ cos θ
≃ − (15/4π)
∫ 1+ǫ
0
dλλcos θ
∮
dθξ∂(sin θ)/∂θ
≃ + (15/4π)
∫ 1+ǫ
0
dλλcos θ
∮
dθ sin θ∂ξ/∂θ
≃ − (15ǫ/8π)
∫ 1+ǫ
0
dλλ2cos θ
∮
dθξ−1sin2θ. (A 70)
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Inserting
∮
dθξ−1sin2θ and cos θ for the trapped and passing particles gives
χ ≃ − 20
√
2
π
{∫ 1
0
dκ
κ [2E(κ) − K(κ)]
(1 − ǫ + 2ǫκ2)7/2K(κ)
[
(1 − κ2)K(κ) + (2κ2 − 1)E(κ)
]
+
∫ 1
0
dk
[
2E(k) − (2 − k2)K(k)
]
[
(1 − ǫ)k2 + 2ǫ]7/2kK(k)
[
(2 − k2)E(k) − 2(1 − k2)K(k)
] (A 71)
≃ − 20
√
2
π
{∫ 1
0
dκκ
K(κ)
[2E(κ) − K(κ)]
[
(1 − κ2)K(κ) + (2κ2 − 1)E(κ)
]
+
∫ 1
0
dk
k8K(k)
[
2E(k) − (2 − k2)K(k)
] [
(2 − k2)E(k) − 2(1 − k2)K(k)
]}
≈ 0.1131,
where in the last integral
[
2E(k) − (2 − k2)K(k)
] [
(2 − k2)E(k) − 2(1 − k2)K(k)
]
∝ k8 at small k
to keep it well behaved, and the k integral is the passing particle contribution and the κ integral
is the trapped particle contribution (a notation used from here on). Then the preceding gives
(M2B20/nT
2B20) ∫ d3v f0v2⊥v2|| cos θ ≃ (2ǫ − ∆′S ) − χǫ3/2 cos θ + O(ǫ2). (A 72)
We next define the more involved integral I and approximate it by
I ≡ (M2/3nT 2) ∫ d3v f0v||
[
3v||(v2|| − v||v||) + (v3|| − v3|| )
]
≃ ǫ5/2(σ + υ cos θ), (A 73)
with σ and υ order unity constants. The form I is then rewritten using∫
d3v f0v
2
|| (v
2
||−v||v¯||) =
∫
d3v f0v
2
||
{[
v¯|| + (v|| − v¯||)]2 − v||v¯||
}
=
∫
d3v f0v
2
||
[
(v|| − v¯||)2 − v¯||(v|| − v¯||)
]
(A 74)
and
∫
d3v f0v||
v3|| − v3||
3
=
∫
d3v f0v||

(v|| − v¯||)3 − (v|| − v¯||)3
3
+ v||v¯||(v|| − v¯||) − v¯||(v|| − v¯||)2
 , (A 75)
to find that
I = (M2/3nT 2)
∫
d3v f0v||
{[
(v|| − v¯||)3 − (v|| − v¯||)3
]
+ 3(v|| − v¯||)(v|| − v¯||)2
}
≃ O(ǫ5/2) (A 76)
and
〈I〉 =(M2/3nT 2)
〈
∫ d3v f0v||
[
3v||(v2|| − v||v¯||) + (v3|| − v3|| )
]〉
=(M2/3nT 2)
〈
∫ d3v f0
[
(v|| − v¯||)4 + 3(v|| − v¯||)2(v|| − v¯||)2
]〉
(A 77)
=(M2/3nT 2)
〈
∫ d3v f0
[
(v|| − v¯||)4 + 3(v|| − v¯||)2(v|| − v¯||)2
]〉
≃ σǫ5/2,
with the domain of integration of order ǫ1/2 for the trapped particles and order unity for the
passing particles. We use v|| = 0 for the trapped particles, estimate v|| ∼ ǫ1/2v for the trapped (and
barely passing) particles, and use v|| ≃ v|| [1 + O(ǫ)] for the freely passing particles. Therefore,
we anticipate that the trapped particle (∼ ǫ5/2) contributions will give the final form of (A 72),
with passing particle contributions ∼ ǫ3.
To verify this more completely we next form
B0∂(B
−1
0 I)/∂θ = (M
2B0/nT
2B0) ∫ d3v f0v||(∂v||/∂θ)
[
(v|| − v¯||)2 + (v|| − v¯||)2
]
≃ O(ǫ5/2), (A 78)
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where θ derivatives of the λ limits do not contribute because terms containing transit averages
have θ independent λ limits and those not containing transit averages are multiples of v|| that
will vanish at the upper limit of λ = B0/B0. Using v
2
|| = v
2(1 − λB0/B0) and v||∂v||/∂θ =
−(v2λ/2B0)∂B0/∂θ ≃ −ǫ(v2λ/2) sin θ gives
B0∂(B
−1
0 I)/∂θ ≃ −ǫ(M2B0/2nT 2B0) sin θ ∫ d3v f0λv2
[
(v|| − v¯||)2 + (v|| − v¯||)2
]
≃ O(ǫ5/2)
≃ − ǫ(M2/2nT 2) sin θ ∫ d3v f0v2⊥(v2|| − 2v||v¯|| + v2|| ) ≃ −(5γ + ς cos θ)ǫ5/2 sin θ. (A 79)
where we have used (A44) and (A 62). Integrating gives to lowest order
I ≃ ǫ5/2 [σ + 5γ cos θ + (ς/4) cos 2θ] , (A 80)
giving υ = 5γ and σ given by (A 77) to be the constant found by evaluating
σ ≃(5/2ǫ5/2)
〈∫ B0/B0
0
dλξ−1
[
(ξ − ξ¯)4 + 3(ξ − ξ¯)2(ξ − ξ¯)2
]〉
≃(5/2ǫ5/2)
〈∫ B0/B0
0
dλξ−1
[
(ξ − ξ¯)4 + 3(ξ − ξ¯)2(ξ − ξ¯)2
]〉
(A 81)
≃(5/2ǫ5/2)
{∫ 1+ǫ
0
dλ(ξ − ξ¯)4
∮
dθ
2πξ
+ 3
∫ 1+ǫ
0
dλ(ξ − ξ¯)2
[∮
dθξ
2π
− 2ξ¯ + ξ2
∮
dθ
2πξ
]}
.
The ς cos 2θ term in (A 80) is of no consequent for our purposes since we only keep cos θ terms.
We also need
Ih ≡ (M2/3nT 2) ∫ d3v f0v||
[
3v||h(v2||h
2 − v||hv||h) + (v3||h3 − v3||h3)
]
(A 82)
= (M2/3nT 2) ∫ d3v f0v||
{[
(v||h − v||h)3 − (v||h − v||h)3
]
+ 3(v||h − v||h)(v||h − v||h)2
}
≃ O(ǫ5/2),
where we define h = B0/B0 ≃ 1 + ǫ cos θ and note that for the trapped particles v||h = 0. Using
v||h− v||h ≃ v|| − v|| + ǫv|| cos θ− ǫv|| cos θ ≃ v|| − v|| + ǫv|| cos θ+O(ǫ2) we expand for ǫ ≪ 1 to find
Ih − I ≃ ǫ(M2/nT 2) ∫ d3v f0v||
[
v||(v|| − v||)2 cos θ + v||(v|| − v||)2 cos θ
]
≃ O(ǫ3), (A 83)
where we use v|| − v|| ∼ vǫ for the passing and v|| ∼ vǫ1/2 for the trapped particles.
Finally, we can simplify (A 81) further by first forming
∮
dθξ. For the passing particles we let
α = θ/2 to find
∮
dθξ =
4
√
2ǫ√
(1 − ǫ)k2 + 2ǫ
∫ π/2
0
dα
√
1 − k2sin2α = 4
√
2ǫE(k)√
(1 − ǫ)k2 + 2ǫ
, (A 84)
while for the trapped we let sin(θ/2) = κ sinα to obtain the half bounce result
∮
dθξ =
4
√
2ǫκ2√
1 − ǫ + 2ǫκ2
∫ π/2
0
dαcos2α√
1 − κ2sin2α
=
4
√
2ǫ
[
E(κ) − (1 − κ2)K(κ)
]
√
1 − ǫ + 2ǫκ2
, (A 85)
where we use ∫ π/2
0
dαcos2α√
1 − κ2sin2α
=
1
κ2
[
E(κ) − (1 − κ2)K(κ)
]
(A 86)
from no. 2.584.6 on p. 186 of Gradshteyn & Ryzhik (2007) or use our previous results.
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Inserting (A 22), (A 48), (A 84) and (A 85) into (A81) and using ξ¯ = 0 for the trapped and
(A 8) for the passing particles gives
σ ≃10
√
2
πǫ2

∫ 1
0
dkk(ξ − ξ¯)4K(k)[
(1 − ǫ)k2 + 2ǫ]3/2 +
∫ 1
0
dκκξ4K(κ)[
1 − ǫ + 2ǫκ2]3/2
+ 6ǫ
∫ 1
0
dkk(ξ − ξ¯)2[
(1 − ǫ)k2 + 2ǫ]5/2
[
E(k) − π
2
4K(k)
]
+ 6ǫ
∫ 1
0
dκκξ2[
1 − ǫ + 2ǫκ2]5/2
[
E(κ) − (1 − κ2)K(κ)
] .
(A 87)
Simplifying by noting that (ξ − ξ¯)2 ∝ k2,
σ ≃10
√
2
πǫ2
{∫ 1
0
dkk−2(ξ − ξ¯)4K(k) +
∫ 1
0
dκκξ4K(κ) (A 88)
+ 6ǫ
∫ 1
0
dkk−4(ξ2 − ξ2)
[
E(k) − π
2
4K(k)
]
+ 6ǫ
∫ 1
0
dκκξ2
[
E(κ) − (1 − κ2)K(κ)
]}
.
We can simplify the trapped particle contributions further by using no. 2.584.15 on p. 187 of
Gradshteyn & Ryzhik (2007),∫ π/2
0
dαcos4α√
1 − κ2sin2α
=
4κ2 − 2
3κ4
E(κ) +
3κ4 − 5κ2 + 2
3κ4
K(κ), (A 89)
to write
ξ4 ≃
∮
dθξ
3
∮
dθξ
−1 ≃
4ǫ2κ4
∫ π/2
0
dαcos4α√
1−κ2sin2α∫ π/2
0
dα/
√
1 − κ2sin2α
≃ 4ǫ
2
3
[
(4κ2 − 2) E(κ)
K(κ)
+ (3κ4 − 5κ2 + 2)
]
. (A 90)
Then the first trapped particle term becomes∫ 1
0
dκκξ4K(κ) ≃ 4ǫ
2
3
∫ 1
0
dκκ
[
(4κ2 − 2)E(κ) + (3κ4 − 5κ2 + 2)K(κ)
]
=
32ǫ2
75
, (A 91)
upon using
∫ 1
0
dκκE(κ) = 2
3
,
∫ 1
0
dκκ3E(κ) = 14
45
,
∫ 1
0
dκκK(κ) = 1,
∫ 1
0
dκκ3K(κ) = 5
9
, and
∫ 1
0
dκκ5K(κ) =
89
225
, from pp. 615-616, no. 5.112.3-7 of Gradshteyn & Ryzhik (2007). To simplify the second
trapped particle term we use
ξ2 ≃
∮
dθξ∮
dθξ
−1 ≃ 2ǫ
[
E(κ)
K(κ)
− (1 − κ2)
]
, (A 92)
to find ∫ 1
0
dκκξ2
[
E(κ) − (1 − κ2)K(κ)
]
≃ 2ǫ
∫ 1
0
dκκ
[
E(κ) − (1 − κ2)K(κ)
]2
/K(κ),
≃2ǫ
{[∫ 1
0
dκκ
E2(κ)
K(κ)
]
− 32
75
}
, (A 93)
where we use the preceding results to perform some of the integrals.
We can also simplify the simpler of the passing particle terms using
ξ2 ≃
∮
dθξ∮
dθξ
−1 ≃
2ǫE(k)[
(1 − ǫ)k2 + 2ǫ]K(k) ≃ 2ǫ
E(k)
k2K(k)
(A 94)
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and
ξ
2 ≃ 4π
2
(
∮
dθξ
−1
)
2
≃ π
2ǫ
2
[
(1 − ǫ)k2 + 2ǫ]K2(k) ≃
π2ǫ
2k2K2(k)
, (A 95)
giving ∫ 1
0
dkk−4(ξ2 − ξ2)
[
E(k) − π
2
4K(k)
]
≃ 2ǫ
∫ 1
0
dk
k6K(k)
[
E(k) − π
2
4K(k)
]2
. (A 96)
The remaining passing particle term can be rewritten as
∫ 1
0
dkk−2(ξ − ξ¯)4K(k) =
∫ 1
0
dkk−2(ξ4 − 4ξ3ξ + 6ξ2ξ2 − 3ξ4)K(k)
=
∫ 1
0
dkk−2
[
(ξ4 − 4ξ3ξ + 3ξ2ξ2) + 3ξ2(ξ2 − ξ2)
]
K(k)
=4ǫ2
∫ 1
0
dk
k6
{
2(2 − k2)E(k) − (1 − k2)K(k)
3
+
π2
4K2(k)
[
3E(k) − 2(2 − k2)K(k)
]}
(A 97)
+3π2ǫ2
∫ 1
0
dk
k6K(k)
[
E(k)
K(k)
− π
2
4K2(k)
]
≃3π2ǫ2
∫ 1
0
dk
k6K(k)
[
E(k)
K(k)
− π
2
4K2(k)
]
+ 3π2ǫ2
∫ 1
0
dk
k6K(k)
[
E(k)
K(k)
− 1
]
+
4ǫ2
3
∫ 1
0
dkK(k)
k6
[
2(2 − k2) E(k)
K(k)
− (1 − k2) − 3π
2
4K2(k)
(1 − 2k2)
]
,
by using the passing particle results
ξ¯ ≃ 2π∮
dθξ
−1 ≃
π
√
2ǫ
2
√
(1 − ǫ)k2 + 2ǫK(k)
≃ π
√
2ǫ
2kK(k)
, (A 98)
ξ3 ≃
∮
dθξ2∮
dθξ
−1 ≃
πǫ
√
2ǫ(2 − k2)
2
[
(1 − ǫ)k2 + 2ǫ]3/2K(k) ≃
πǫ
√
2ǫ(2 − k2)
2k3K(k)
, (A 99)
and
ξ4 ≃
∮
dθξ3∮
dθξ
−1 ≃
4ǫ2[
(1 − ǫ)k2 + 2ǫ]2K(k)
π/2∫
0
dα
[
(1 − k2)2 + 2k2(1 − k2)cos2α + k4cos4α
]
√
1 − k2sin2α
≃4ǫ
2
k4
(1 − k
2)2 +
2(1 − k2)
K(k)
[
E(k) − (1 − k2)K(k)
]
+
[
(4k2 − 2)E(k) + (3k4 − 5k2 + 2)K(k)
]
3K(k)

≃4ǫ
2
3k2
[
2(2 − k2) E(k)
K(k)
− (1 − k2)
]
. (A 100)
Putting all this together (A 88) becomes
σ =
40
√
2
π
3
[∫ 1
0
dκκ
E2(κ)
K(κ)
]
− 88
75
+ 3
∫ 1
0
dk
k6K(k)
[
E(k) − π
2
4K(k)
]2
(A 101)
+
∫ 1
0
dk
k6
[
2(2 − k2)E(k)
3
− (1 − k
2)K(k)
3
+
3π2
4K(k)
(
2E(k)
K(k)
− π
2
4K2(k)
− 2(2 − k
2)
3
)]  .
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Numerically evaluating the integrals yields the constant σ to be
σ ≈ 5.325 (A102)
REFERENCES
Belli, E. A. 2006 Studies of numerical algorithms for gyrokinetics and the effects of shaping on plasma
turbulence. PhD thesis, Princeton University.
Biglari, H., Diamond, P. H. & Terry, P. W. 1990 Influence of sheared poloidal rotation on edge turbulence.
Physics of Fluids B 2 (1), 1–4.
Catto, P. J. 1978 Linearized gyro-kinetics. Plasma Physics 20 (7), 719.
Dimits, A. M., Bateman, G., Beer, M. A., Cohen, B. I., Dorland, W., Hammett, G. W., Kim, C., Kinsey, J. E.,
Kotschenreuther, M., Kritz, A. H., Lao, L. L., Mandrekas, J., Nevins, W. M., Parker, S. E., Redd,
A. J., Shumaker, D. E., Sydora, R. & Weiland, J. 2000 Comparisons and physics basis of tokamak
transport models and turbulence simulations. Physics of Plasmas 7 (3), 969–983.
Dimits, A. M., Williams, T. J., Byers, J. A. & Cohen, B. I. 1996 Scalings of ion-temperature-gradient-driven
anomalous transport in tokamaks. Phys. Rev. Lett. 77, 71–74.
Gradshteyn, I. S. & Ryzhik, I. M. 2007 Table of integrals, series, and products, seventh edn. Else-
vier/Academic, 182, 186, 187, and 615–616.
Helander, P. & Sigmar, D. J. 2005 Collisional transport in magnetized plasmas. Cambridge, New York:
Cambridge University Press, pp. 126-127.
Hinton, F. L. & Rosenbluth, M. N. 1999 Dynamics of axisymmetric E × B and poloidal flows in tokamaks.
Plasma Physics and Controlled Fusion 41 (3A), A653-A662.
Jenko, F., Dorland, W., Kotschenreuther, M. & Rogers, B. N. 2000 Electron temperature gradient driven
turbulence. Physics of Plasmas 7 (5), 1904–1910.
Kagan, G. & Catto, P. J. 2008 Arbitrary poloidal gyroradius effects in tokamak pedestals and transport
barriers. Plasma Physics and Controlled Fusion 50 (8), 085010.
Kagan, G. & Catto, P. J. 2009 Zonal flow in a tokamak pedestal. Physics of Plasmas 16 (5), 056105.
Monreal, P., Calvo, I., Sa´nchez, E., Parra, F. I., Bustos, A., Ko¨nies, A., Kleiber, R. & Go¨rler, T. 2016
Residual zonal flows in tokamaks and stellarators at arbitrary wavelengths. Plasma Physics and Con-
trolled Fusion 58 (4), 045018.
Rosenbluth, M. N. & Hinton, F. L. 1998 Poloidal flow driven by ion-temperature-gradient turbulence in
tokamaks. Phys. Rev. Lett. 80, 724–727.
Shafranov, V. D. 1966 In "Reviews of Plasma Physics, Volume 2" (ed. M. A. Leontovich), p. 103. New
York: Consultants Bureau, New York.
Sugama, H. & Watanabe, T.-H. 2005 Dynamics of zonal flows in helical systems. Phys. Rev. Lett. 94,
115001.
Terry, P. W. 2000 Suppression of turbulence and transport by sheared flow. Rev. Mod. Phys. 72, 109–165.
Terry, P. W., Pueschel, M. J., Carmody, D. & Nevins, W. M. 2013 The effect of magnetic flutter on residual
flow. Physics of Plasmas 20 (11), 112502.
Winsor, N., Johnson, J. L. & Dawson, J. M. 1968 Geodesic acoustic waves in hydromagnetic systems.
Physics of Fluids (1958-1988) 11 (11), 2448–2450.
Xiao, Y. & Catto, P. J. 2006a Plasma shaping effects on the collisionless residual zonal flow level. Physics
of Plasmas 13 (8), 082307.
Xiao, Y. & Catto, P. J. 2006b Short wavelength effects on the collisionless neoclassical polarization and
residual zonal flow level. Physics of Plasmas 13 (10), 102311.
Xiao, Y., Catto, P. J. & Dorland, W. 2007a Effects of finite poloidal gyroradius, shaping, and collisions on
the zonal flow residual. Physics of Plasmas 14 (5), 055910.
Xiao, Y., Catto, P. J. & Molvig, K. 2007b Collisional damping for ion temperature gradient mode driven
zonal flow. Physics of Plasmas 14 (3), 032302.
