intensities are obtained as functions of two independent chemical shift frequencies. 11, 12 It was thought useful to have a method to obtain IR intensities in a similar manner as functions of two independent wavenumbers. However, direct transfer of the well-established experimental techniques used in 2D NMR spectroscopy, which are mostly based on the application of a train of multiple radio frequency pulses, to another analytical field like IR spectroscopy turned out to be rather difficult. Compared to the relatively slow relaxation times encountered in NMR, i.e., typically from millisecond to microsecond range, relaxation times of molecular vibrations are much faster, on the order of picoseconds, which makes the use of conventional IR spectrometers difficult for pulsed experiments. Thus, a totally new experimental approach to generating 2D spectra, relying not on the use of multiple pulses but on more general and flexible experimental design coupled with a form of correlation analysis, was developed. 8, 10 The unexpected positive outcome of this new approach to 2D spectroscopy based on correlation analysis was soon realized. 10 The very general data handling scheme based on 2D correlation can actually be utilized for many other analytical measurements, not limited to IR or for that matter even to spectroscopic measurements. The format of 2D experiment can also be very flexible and versatile. Thus, it is possible to carry out similar 2D correlation analyses for data obtained from a variety of physical and analytical measurements, including Raman, fluorescence, or UV-visible spectroscopy, light or x-ray scattering, various forms of chromatographic measurements, quantitative microscopy, or even computational chemistry. Although it is true that a number of 2D correlation works have primarily focused on the spectroscopic studies, the same correlation technique can also be applied to many other fields, like scattering and chromatography. 1 This review will highlight the potential of the generalized 2D correlation analysis as a broadly applicable general tool for analytical sciences. Figure 2 shows the basic scheme of a 2D correlation analysis experiment based on applying an external perturbation to induce systematic changes in the analytical response signals. 10 In a typical analytical measurement carried out in a simple onedimensional mode, a chosen analytical probe, such as a beam of light for spectroscopic measurement, is used to study the system of interest. Characteristic interactions between the probe and constituents of the system are then observed as analytical response signals in the form of a spectrum, chromatogram, scattering intensity curve, and the like to elucidate the information about the system.
2D Correlation Analysis 2·1 Perturbation-induced dynamic signals
During the analytical measurement, 2D correlation experiment utilizes an additional external perturbation applied to the system of interest to somehow stimulate it. The reaction of the system to the applied perturbation often manifests itself as characteristic variations in the analytical response signal of the system. For convenience and to some extent historical reasons, the portion of the analytical signal, which is influenced by the given perturbation to undergo some intensity variations, will be referred to as the dynamic signal.
In a typical 2D correlation experiment, a series of perturbation-induced dynamic signals are collected in a sequential order. Such a set of signal responses may be readily manipulated mathematically, using a traditional technique of time-series correlation analysis. 10 In many cases, dynamic signals may be detected as a straightforward transient function of time. For example, time-dependent evolution and subsequent relaxation of the spectral signals arising from various excited constituents of the system as a consequence of the applied perturbation may be observed. It is also very common to collect dynamic signals as a direct function of the quantitative measure of the imposed physical effect itself, such as temperature, 13 pressure, 14 concentration, 15 stress, 16 electrical field, 19 and so on. Thus, dynamic signals need not intrinsically be time-dependent responses of the system to the applied perturbation, as long as they represent the systematic changes of analytical signals in the responses of the system to the given perturbation.
The conceptual scheme to induce dynamic signals described in Fig. 2 obviously is a very general one. It does not even specify the physical nature or mechanisms with which the applied perturbation affects the system. There are, of course, numerous different types of external perturbations which could be used to stimulate a system of interest. For example, various molecular-level excitations may be induced by electrical, thermal, magnetic, chemical, mechanical, or even acoustic excitations. Each perturbation affects the system in a unique and selective way, governed by the specific interaction mechanisms relating the macroscopic stimulus and microscopic or molecular level responses of individual system constituents. The type of physical information contained in dynamic signals, therefore, is determined by the selection of specific perturbation method and analytical probe. The waveform of the applied perturbation, likewise, can be chosen from a variety of options. Thus, a simple sinusoid or sequences of pulses can be applied as a perturbation, as well as random noise or even a set of static or constant states of the physical variable, like temperature or concentration. In principle, any analytical experiment which leads to the generation of systematic dynamic signals becomes a good candidate for 2D correlation analysis.
Commonly practiced hyphenated or coupled analytical techniques, such as the sequential combination of a chromatographic separation and spectroscopic detection, will certainly satisfy the requirement for 2D correlation experiment.
2·2 Generalized 2D correlation
The generalized 2D correlation formalism was originally evolved from the statistical theory of time-series analysis of multivariate signals. 10 It is based on a sound and rigorous theoretical development, which is somewhat cumbersome to comprehend. In this section, however, a much simplified practical treatment of the formal mathematical procedure is provided to produce 2D correlation spectra based on the use of a discrete Hilbert transformation scheme. 3, 20 A more complete description of the generalized 2D correlation theory is found elsewhere. 1, 10 There are several excellent versions of commercial and free software available to carry out the 140 ANALYTICAL SCIENCES FEBRUARY 2007, VOL. 23 generalized 2D correlation analysis.
Major analytical instrument vendors often provide software packages which include 2D correlation routine. Free 2D correlation analysis software is available, for example, from Prof. Yukihiro Ozaki's laboratory (Kwansei-Gakuin University, Sanda, Japan).
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Let us first consider a set of analytical signal intensities I(x, t), such as optical absorption spectra or chromatograms, obtained for a sample under the influence of an external perturbation. The variable x is the regular index variable used in the analytical measurement determined by the specific type of probe chosen for the study, e.g., IR wavenumber, chromatographic retention time, Raman shift, UV-visible wavelength, x-ray diffraction angle, or even the spatial position in quantitative microscopy imaging. The variable t represents the effect of external perturbation. It can, for example, be the chronological time after or during the application of the perturbation. It can also be any other reasonable measure of physical quantity associated with the type of external perturbation applied to the system, such as temperature, pressure, concentration, voltage, and the like, depending on the specific experiment. Thus, signals I(x, t) can be a set of temperature-dependent Raman spectra, time resolved chromatograms during the course of a chemical reaction, agedependent spatial distribution of optical density in a microscopic image, etc.
For m discrete measurements of the signal traces I(x, t), we have
The dynamic signal I ~j (x) of a system affected by the application of a perturbation is formally defined as
where I _ (x) is the reference signal of the system. While the selection of a reference spectrum is not strictly fixed, it is customary in many cases to set I _ (x) to be the averaged signal over the observation period given by
Given an arbitrary pair of two dynamic signals measured separately at index variables x1 and x2, the synchronous and asynchronous 2D correlation intensities can be obtained as
The term Njk corresponds to the j-th column and k-th raw element of the so-called discrete Hilbert-Noda transformation matrix 20 defined as
For a discrete data set consisting of signal traces which are not equally spaced over t, an appropriate adjustment has to be made. 22 The synchronous and asynchronous correlation intensity formally correspond to the real and imaginary part of the complex cross correlation function calculated along the external variable t between two analytical signals measured separately at
and x2. The synchronous correlation intensity Φ(x1, x2) represents the overall similarity or coincidental nature between the two signals. The asynchronous correlation intensity Ψ(x1, x2), on the other hand, represents the out-of-phase nature of the signals. Since the complex cross correlation function is calculated for any arbitrary pair of signals measured at x1 and x2, it can be viewed as a continuous function of two independent variables. This fact is indeed the origin of the two-dimensional nature of 2D correlation analysis.
One very intriguing possibility of 2D correlation analysis is the 2D hetero-correlation, 1, 23 where two completely different types of analytical signals obtained by using different analytical probes are compared for a system under the same perturbation. Thus, a dynamic signal I ~( x1, t) measured by one analytical technique (e.g., x-ray diffraction) may be compared to another dynamic spectrum J ~( y2, t) using a completely different probe (e.g., IR absorption). The 2D hetero-correlation spectra are given by
If there is any underlying commonalty between the response patterns of individual system constituents monitored by two different probes under the same perturbation, one should be able to detect the correlation even between the different classes of analytical signals.
Properties of 2D Correlation Spectra

3·1 Synchronous spectrum
The intensity of a synchronous 2D correlation spectrum Φ(x1, x2) represents the simultaneous or coincidental changes of signal intensity variations measured at x1 and x2 during the specified observation interval along the externally defined variable t. Figure 3 shows a schematic example of a synchronous 2D correlation spectrum plotted as a contour map. For detailed analysis of fine features, the contour map representation of a 2D spectrum is much easier to navigate through, as compared to the pseudo three-dimensional fishnet plot like the one used in Fig. 1 . On the other hand, a fishnet plot usually provides the better visual sense for the relative intensities of correlation peaks.
A synchronous spectrum is a symmetric spectrum with respect to the main diagonal line corresponding to coordinates x1 = x2. Correlation peaks appear both at diagonal and off-diagonal positions. The intensity of peaks located at diagonal positions mathematically corresponds to the autocorrelation function (basically equivalent to the continuous form of statistical variance) of analytical signal intensity variations. The diagonal peaks are therefore often referred to as autopeaks. In the example spectrum shown in Fig. 3 , there are four distinct autopeaks located at the coordinates of the spectrum: A, B, C, and D. The magnitude of an autopeak intensity, which is always positive, represents the overall extent of analytical signal variations observed at the specific variable coordinate x. Thus, regions of the analytical signals which change intensity to a greater extent under a given perturbation will show stronger autopeaks, while those remaining near constant develop little or no autopeaks. In other words, an autopeak represents the overall susceptibility of the corresponding analytical signal to
change the intensity as an external perturbation is applied to the system.
Cross peaks located at the off-diagonal positions of a synchronous 2D spectrum represent simultaneous or coincidental intensity changes of two different signals observed at coordinates x1 and x2. Such a synchronized change, in turn, suggests the possible existence of a coupled or related origin of the signal variations. It is often useful to construct a correlation square joining the pair of cross peaks located at opposite sides of the main diagonal line drawn through the corresponding autopeaks to show the existence of coherent variation of signal intensities at these coordinates. In the example spectrum, bands A and C are synchronously correlated, as well as bands B and D. Two separate synchronous correlation squares, therefore, could be constructed.
While the sign of autopeaks is always positive, the sign of cross peaks can be either positive or negative. For convenience, negative peaks (troughs) are indicated by shading. The sign of synchronous cross peaks becomes positive if the two analytical signals measured at the index variables x1 and x2, which correspond to the coordinates of the cross peak, are either increasing or decreasing together as functions of the external variable t during the observation period of the experiment. On the other hand, a negative cross peak indicates that one of the signals is increasing while the other is decreasing. In the example spectrum of Fig. 3 , signs of cross peaks at the coordinate A and C are both negative, indicating that intensity at one band is increasing, while the other is decreasing. The cross peak signs at the coordinate B and D, on the other hand, are positive, indicating that both intensities are increasing (or decreasing) together. Figure 4 shows an example of an asynchronous 2D correlation spectrum.
3·2 Asynchronous spectrum
The intensity of an asynchronous spectrum represents the not simultaneous, sequential or successive changes of signal intensities measured at x1 and x2. Unlike a synchronous spectrum, an asynchronous spectrum is antisymmetric with respect to the main diagonal line. The asynchronous spectrum has no autopeaks, consisting exclusively of cross peaks located at off-diagonal positions. By extending lines from the spectral coordinates of cross peaks to corresponding diagonal positions, one can construct asynchronous correlation squares. In Fig. 4 , asynchronous correlation is observed for band pairs A and B, A and D, B and C, as well as C and D. From these cross peaks, it is possible to draw four asynchronous correlation squares.
An asynchronous cross peak develops only if the intensities of two signals measured at x1 and x2 change out of phase (i.e., delayed or accelerated) with each other. This feature is especially useful in differentiating overlapped bands arising from signals of different physical origins. For example, different signal contributions from individual components of a complex mixture, chemical functional groups experiencing different effects from some external field, or inhomogeneous materials comprised of multiple phases, may all be effectively discriminated. Even if features are located close to each other, as long as the signatures or the pattern of signal intensity variations along the external variable t are substantially different, asynchronous cross peaks will develop between their corresponding coordinates.
The sign of asynchronous cross peaks can also be either positive or negative. The signs of asynchronous peaks are used to determine the sequential order of the signal changes. An asynchronous cross peak becomes positive if the intensity change I(x, t) at the coordinate x1 occurs predominantly before x2 along the variable t. On the other hand, it becomes negative if the change occurs after x2. However, this sequential relationship is reversed if the synchronous correlation intensity at the same coordinate is negative, i.e., Φ(x1, x2) < 0. An easier way to remember the sequential order rules (sometimes referred to as the Noda's rules) is to simply compare the signs of Φ(x1, x2) and Ψ(x1, x2). If they are the same, the signal intensity variation measured at x1 occurs predominantly before that at x2. On the other hand, if the signs are different, signal intensity variations at x1 occurs after x2. The example spectrum in Fig. 4 indicates the signal intensity changes (either increase or decrease) at bands A and C occur after the changes at B and D.
Examples
4·1 Evaporation of mixed solvents
The first example of the application of generalized 2D correlation is the study of transient IR data. A model solution mixture was prepared with polystyrene (PS) dissolved in an equal weight mixture of methyl ethyl ketone (MEK) and perdeuterated toluene. 3 The initial concentration of PS was only 1.0 wt%, but it gradually increased as the solvents were allowed to spontaneously evaporate until both MEK and toluene were completely removed from the system. Due to the difference in the volatility of MEK and toluene, coupled with their slightly dissimilar affinity to PS, the composition of the solution mixture changed in a rather complex manner. Figure 5 shows the IR spectra of the solution mixture during the spontaneous evaporation of volatile solvents. The decreases in band intensities of MEK (e.g., 1420 and 1365 cm -1 ) and of perdeuterated toluene (1575 and 1385 cm -1 ) are contrasted by the steady increase of PS bands (e.g., 1490 and 1450 cm -1 ). Based on the transient IR data of Fig. 5 , the synchronous 2D IR correlation spectrum (Fig. 6 ) is constructed as a contour map, which actually corresponds to the fishnet plot already shown in Fig. 1 . The time-averaged spectrum is provided at the top and left side of the 2D spectrum as the reference spectrum. Autopeaks appearing at the diagonal positions of the synchronous 2D spectrum indicate the spectral intensity changes for IR bands. Because of the relatively low level of band overlap in this system, some of the autopeaks can be readily assigned to specific mixture components.
The synchronous 2D spectrum is filled with many cross peaks. By combining the cross peaks and autopeaks located at similar spectral coordinates, it is possible to construct a set of correlation squares.
Synchronous correlation squares effectively group together IR bands with similar time-dependent intensity changes. It can be readily observed that correlation squares connecting positive peaks relate IR bands arising from the same component. Thus, all IR bands assignable to PS are synchronously and positively correlated with each other, forming distinct correlation squares for this component. The same is true for MEK and toluene bands. Several well developed negative cross peaks (marked by shading) are also observed. They indicate the presence of two distinct species: one increasing and the other decreasing during the observation period. The negative cross peak at 1450 and 1385 cm -1 , for example, show the intensity of PS band at 1450 cm -1 is increased, while the intensity at 1385 cm -1 for toluene is decreased. The spectral resolution of the 2D spectrum is often enhanced by spreading the peaks along the second spectral dimension. Some of the overlapped IR bands between MEK and toluene, or between PS and toluene, can now be readily sorted out. The asynchronous 2D IR correlation spectrum (Fig. 7) is constructed from the same spectral data. This correlation spectrum provides an even clearer picture of the time-dependent changes of IR band intensities of component in this solution mixture. It can be seen that asynchronous cross peaks are developed always between pairs of IR bands belonging to different chemical species. The correlation analysis is picking up the differences in the time-dependent IR band intensity behaviors arising from the contributions of different chemical species. Thus, even bands located very close to each other, such as MEK and PS bands near 1450 cm -1 , can be readily identified by the presence of asynchronous cross peaks. The sequential order of events occurring during the observation period can be 143 ANALYTICAL SCIENCES FEBRUARY 2007, VOL. 23 determined by the signs of synchronous and asynchronous cross peaks. If the signs of a synchronous and asynchronous cross peak located at the same coordinate (v1, v2) are the same, the time-dependent intensity variations measured at v1 occurs before that for v2. The reverse is true if peak signs are different. One can thus easily deduce the temporal sequence of the events in this system. For example, the synchronous cross peak intensity at the coordinate 1490 and 1365 cm -1 is negative and shaded, while the corresponding asynchronous peak is not. Thus the intensity change at 1490 cm -1 for PS occurs after the change in 1365 cm -1 for MEK. The synchronous and asynchronous peaks at 1385 and 1365 cm -1 also have different signs, indicating the intensity change of the 1385-cm -1 band for toluene occurs after the 1365-cm -1 band for MEK. By simply going over several such pair-wise temporal assignments, it becomes quite straightforward to obtain the overall sequence of events. The band intensity decrease of more volatile MEK occurs before the loss of toluene, and the gradual increase in the band intensity of PS follows the disappearance of both solvents. This relatively simple model study clearly demonstrates the potentials of generalized 2D correlation analysis by showing the capability to differentiate the time-dependent variations of IR band intensities arising from different components. Bands belonging to the same species are synchronously correlated, while bands from different species are separated by the asynchronous correlation. The ability to differentiate and classify individual spectral features arising from different chemical species is especially useful for the analysis of complex time-dependent processes, such as multistage chemical reactions, where a priori spectral features of short lived reaction intermediates are usually not known. The enhancement of spectral resolution by spreading the overlapped bands along the second dimension is another very useful feature.
4·2 2D GPC study of polymerization reaction
2D correlation technique could also become a powerful tool to analyze chromatographic data. 25, 26 Izawa et al. first proposed the concept of two-dimensional correlation gel permeation chromatography (2D GPC), applied to the study of reaction dynamics in a silane coupling agent sol-gel polymerization process monitored by a time-resolved GPC technique. 25 A series of GPC traces were collected as a function of the reaction time during the course of the polymerization process, and the time-resolved GPC traces were converted to a set of 2D correlation spectra. It turned out that the resulting 2D GPC maps reveal a lot of useful information not readily observable by conventional GPC methods.
Time-resolved GPC were used to follow the time-dependent behaviors of randomly polymerizing precursors in the octyltriethoxysilane (OTES)-ethanol-1.0 M HCl·H2O system, especially during the initial 10 min of the reaction process. The reaction may be expressed by the following scheme:
The reaction (9) is the hydrolysis process of the silane coupling agent, and the reaction (10) is the condensation process for hydrolyzed silane coupling agent monomers and oligomer. The GPC profiles obtained during the polymerization of octyltriethoxysilane (OTES) catalyzed with 1.0 M HCl·H2O, are shown in Fig. 8 . The OTES monomer (profile a) has only one elution band at 11.5 min, but after 60 s of reaction (profile b), 3 elution bands appear at 11.0, 11.6, and 12.6 min. The band A at 12.6 min is assigned to octyltrihydroxysilane (OTHS). The reaction of hydrolysis mainly occurs during the initial 60 s of the reaction. The assignment of each band is listed in Table 1 . The band B at 11.6 min is a broadened band consisting of OTES and partially hydrolyzed OTES (ph-OTES, i.e., a mixture of monohydroxysilane (OMHS) and dihydroxysilane (ODHS)). The broad band at 11.0 min and other bands with lower elution counts (bands C -F) arise from polymeric precursors such as dimer, trimer, and larger oligomers. Figures 9(A) and (B) show the synchronous and asynchronous 2D GPC correlation maps obtained from the time-resolved GPC profiles in the initial stage (0 -540 s). The synchronous 2D correlation map (Fig. 9 ) has 5 major autopeaks at the elution times of 12.6, 11.6, 11.4, 11.0, and 10.4 min. The correlation map consists of numerous independent cross peaks, and correlation squares can be constructed accordingly. The band B actually consists of two different peaks (OTES monomer (B2) and ph-OTES (B1)), which provide two cross-peaks (11.4 and 11.6). Since the peak B2 arises from the monomer (OTES), this peak decreases in intensity as the reaction proceeds, bringing about the negative cross-peak at 11.4 and 11.0. Conversely, the band B1 (ph-OTES) increases in intensity as the monomer molecules are partially hydrolyzed, resulting in the positive peak (11.6, 11.0). Thus, the negative correlation peaks appear from the coordinated decrease in B2 peak and simultaneous increase in the B1 peak. The asynchronous 2D correlation map ( Fig. 9(B) ) provides the sequential order of reaction steps. The relationship among peaks B1, B2, and A indicates the specific order of hydrolysis process for OTES through ph-OTES to the final product OTHS. When peak B1 is compared to B2, the signs for synchronous and asynchronous cross peak are both negative. Thus, the decrease in band B2 occurs first followed by the later increase in band B1. In other words, the hydrolysis reaction of OTES occurs first, and then the production of ph-OTES follows. The relationship between bands B1 and A, as well as that between bands B2 and A, can also be deduced. The intensity change of band A occurs first followed by band B1. Likewise, the change of band B2 happens first, and then the change of band A follows.
These findings indicate that the consumption of monomer may be connected with the production of ph-OTES and OTHS. Judging from the information provided by the asynchronous map, the consumption rate of OTHS is faster than the production of ph-OTES, implying that the condensation reaction proceeds faster than the hydrolysis reaction in this stage. As for other bands, C, D, and E, these components may be consumed after the consumption of OTHS and ph-OTES, except the relationship between OTES (B2) and polymeric band D and E. The relationship of these peaks implies that the production of polymeric components (D and E) occurs first, and then OTES (B2) is consumed. From the relationship among C, D, and E, we may conclude that component C is produced at first, and then the production of D component follows.
Finally, production of E component may occur. Thus, a very complex order of events for all elution peaks can be determined from only one set of 2D correlation spectrum. The sequence of intricate reaction steps deduced from the 2D GPC correlation analysis may be summarized as shown in the scheme below.
Conclusions
Generalized 2D correlation analysis is a powerful and versatile technique applicable to spectroscopy, chromatography, and many other measurements encountered in various branches of analytical sciences. The construction of 2D correlation spectra is relatively straightforward. One only needs a series of systematically varying analytical signals, like a set of spectra or chromatograms, which can be generated by applying an external perturbation to the system of interest during an analytical measurement. The perturbation can take a form of physical or chemical reaction, change in temperature, pressure or concentration, magnetic, electrical or mechanical stimuli, and the like. The set of analytical signals are then converted to the synchronous and asynchronous 2D correlation spectrum representing, respectively, the similarity and dissimilarity of intensity variations of analytical signals. Free or commercial software is available for this purpose. The 2D correlation spectra provide the rich information about the presence of coordinated changes among analytical signals, as well as the relative directions and sequential order of the signal intensity variations. The analytical signal resolution is apparently enhanced by spreading the overlapped bands along the second dimension. The author wishes the readers of this review to explore the potential of generalized 2D correlation technique in their own field of analytical sciences.
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