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Resumen— En este trabajo, el problema de la planificación de 
la fuerza de trabajo en empresas es enfocado como un modelo de 
optimización matemática. A partir de la complejidad y la 
naturaleza del modelo de dicho problema, se propone como 
método de solución la metaheurística Optimización con Colonias 
de Hormigas y una variante de este enfoque. Los experimentos 
computacionales desarrollados indican que la propuesta es 
efectiva en comparación con otros algoritmos del estado del arte.  
Palabras Clave— Planificación de la fuerza de trabajo, 
metaheurísticas, optimización con colonia de hormigas. 
 
Abstract— In this paper the problem of obtaining the Optimal 
Workforce Planning for enterprises is addressed as a 
mathematical optimization problem. Given the complexity and 
specific features of the corresponding optimization model, the 
Ant Colony Optimization metaheuristic was applied as the 
solution method. From computational experiments, we have 
shown the effectiveness of our proposal versus other state-of-art 
algorithms.  
Index Terms— Workforce planning, metaheuristics, ant colony 
optimization.  
I. INTRODUCCIÓN 
A planificación de la fuerza de trabajo (Workforce 
planning) es una de las actividades más importantes y a la 
vez más difíciles de concretar en una empresa [1]. Las 
principales causas que justifican dicha complejidad son: el 
tamaño de la empresa (expresado a grosso modo, en número 
de trabajadores y operaciones) y la incertidumbre. En esencia, 
este problema se puede ver como un proceso de decisión que 
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(scheduling). 
Planificar la fuerza de trabajo implica algunas 
características especiales que están ausentes en los demás 
tipos de problemas de asignación de recursos debido a que el 
entorno de decisión tiende a ser muy dinámico y los 
planificadores de la fuerza de trabajo se enfrentan a un 
conjunto muy heterogéneo de empleados, donde se deben 
tener en cuenta no solo las preferencias de los diferentes 
empleados y las limitaciones sindicales, sino también las 
diferentes habilidades que los trabajadores pueden poseer [1]. 
Dada la naturaleza cuantitativa de este escenario de decisión 
y su presencia desde el origen de la empresa misma, ha sido 
abordado desde varios enfoques de la Investigación de 
Operaciones (IO). De acuerdo a [2], los trabajos existentes se 
pueden clasificarse en cuatro grandes grupos: 1) modelos de 
cadenas de Markov, 2) modelos de simulación por 
computadora,  3) modelos de optimización, y 4) gestión de 
cadena de suministros mediante dinámica de sistemas. 
Los principales estudios se han realizado a partir de los 
modelos de optimización, enfatizando en las técnicas de 
Investigación de Operaciones como se presenta en [3], donde 
se realiza una recopilación de las principales variantes del 
problema WPP y las técnicas de solución utilizadas. 
Pocos trabajos se han encontrado que propongan modelos 
de optimización basados en técnicas metaheurísticas [4] para 
el problema WPP mono objetivo. Solo en el trabajo [5] se 
presenta dos versiones paralelas de un Algoritmo Genético 
(AG) y del Recocido Simulado (RS) para reducir el costo 
computacional de la búsqueda y ofrecer mejores soluciones.  
Los trabajos más recientes utilizan un enfoque multiobjetivo 
del problema con una visión más práctica del entorno de 
aplicación. Por ejemplo, en [6] se utilizan las metaheurísticas 
Colonia de Abejas y Evolución Diferencial y en [7] la 
metaherística GRASP. 
 La presente investigación pretende contribuir al desarrollo 
teórico de una propuesta algorítmica para la solución del 
problema WPP mono objetivo. Concretamente se analizará de 
manera experimental, la metaheurística Optimización con 
Colonia de Hormigas (ACO) [8] y una variante de exploración 
en dos etapas (TS-ACO) [9]   que ha sido aplicada a varios 
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problemas de optimización combinatoria con similares 
características que el WPP y los resultados han sido 
prometedores [10].  
Para una mejor comprensión de la investigación, el resto del 
trabajo queda organizado de la forma siguiente. En la Sec. II 
se define matemáticamente el problema de la planificación de 
la fuerza de trabajo. En la Sec. III se describen los 
fundamentos de la metaheurística Optimización con Colonia 
de Hormigas, variante dos etapas. La manera en que el modelo 
matemático de la Sec. II es transformado para su solución por 
parte de la técnica empleada, es descrito en la Sec. IV. Para 
validar la propuesta, se realizó el estudio experimental descrito 
en la Sec. V. Finalmente, en la Sec. VI se brindan las 
conclusiones principales que fueron obtenidas. 
II. EL PROBLEMA DE LA PLANIFICACIÓN DE LA FUERZA DE 
TRABAJO 
En el problema de Planeamiento de la Fuerza de Trabajo 
(Worker Planning Problem, WPP) [11] se tiene un conjunto de 
trabajos J = {1, . . . ,m} que deben completarse durante el 
próximo período de la planificación (por ejemplo, una 
semana). Cada trabajo j requiere un número de horas dj 
durante el período de la planificación.  
Dado el conjunto I = {1,. . ., n} de obreros disponibles. La 
disponibilidad de cada obrero i durante el período de la 
planificación es si horas. Por las razones de eficiencia, un 
obrero debe realizar un número mínimo de horas (hmin) de 
cualquier trabajo al que se asigne y, al mismo tiempo, ningún 
obrero puede ser asignado a más de un número de trabajos 
(jmax) durante el período de la planificación.  
Los trabajadores tienen diferentes habilidades, por lo tanto, 
sea Ai el conjunto de trabajos para los cuales el trabajador i 
está calificado para realizar. No más de t trabajadores pueden 
ser asignados durante el período de planeamiento. En otras 
palabras, a lo sumo t trabajadores pueden ser seleccionados 
del conjunto I de n trabajadores y el subconjunto seleccionado 
debe ser capaz de completar todos los trabajos. El objetivo es 
encontrar una solución factible que optimice la función 
objetivo. El término cij se utiliza como el costo de asignarle al 
trabajador i el trabajo j. Luego, el planteamiento matemático 
del problema quedaría como: 






0, si	no	se	asigna	el	trabajador	i	al	trabajo	j  
z"6, número de horas que tiene el trabajador i para desarrollar 
el trabajo j. 
A6, conjunto de trabajos para los cuales el trabajador i está 
calificado. 







Sujeto a:  
Z"6 ≤ s"y",				∀i ∈ I
6∈?@
 (2) 
Z"6 ≥ d6,				∀j ∈ J
6∈HI
 (3) 
x"6 ≤ jJ?Ky",				∀i ∈ I
6∈?I
 (4) 




x"6 ∈ 0,1 				∀i ∈ I, j ∈ A" (7) 
y" ∈ 0,1 				∀i ∈ I (8) 
Z"6 ≥ 0					∀i ∈ I, j ∈ A" (9) 
 
En este modelo, la función objetivo (1) minimiza el costo de la 
asignación total. La restricción (2) limita el número de horas 
para cada trabajador seleccionado. Si el obrero no es escogido, 
entonces esta restricción no permite ninguna asignación de 
horas al trabajador. La restricción (3) enfatiza en los requisitos 
del trabajo, como ha sido especificado el número de horas 
necesitado completar cada trabajo durante el período de la 
planificación. La restricción (4) pone límite al número de 
veces que un trabajador puede ser asignado a realizar trabajos. 
La restricción (5) limita el mínimo de horas que un trabajador 
puede ser asignado a laborar en un trabajo, o sea, una vez 
asignado el trabajador debe realizar un número mínimo de 
horas; también esta restricción no permite que se le asignen 
horas de trabajo a un trabajador que no ha sido seleccionado 
para realizar un trabajo. La restricción (6) limita el número de 
obreros escogido durante el período planeando. 
III. OPTIMIZACIÓN BASADA EN COLONIA DE HORMIGAS EN 
DOS ETAPAS 
La meta heurística Optimización  basada en Colonia de 
Hormigas (Ant Colony Optimization, ACO) [12] es un modelo 
que imita el comportamiento de las hormigas en su ambiente 
natural, específicamente la habilidad que presentan en la 
búsqueda de sus alimentos. Desde su surgimiento en la década 
de los 90, ha sido utilizada para la solución de numerosos 
problemas de optimización combinatoria, como el Viajante de 
Comercio (Travelling Salesman Problem)[13], Ordenamiento 
Secuencial (Sequential Ordering Problem) [14], Ruteo de 
Vehículos (Vehicle Routing Problem) [15], Asignación 
Cuadrática (Quadratic Assignment Problem) [16], Redes de 
Telecomunicaciones (Telecommunications Networks) [12] 
entre otros. 
Por sus parte la Optimización basada en Colonia de 
Hormigas en dos Etapas [17], es una variante de exploración 
para los algoritmos de la meta heurística ACO, que se basa en 
el principio de Divide y Vencerás. Esta alternativa divide el 
proceso de exploración en dos fases, en la primera, solo un 
subconjunto de la colonia se utiliza para explorar una parte del 
problema, luego las mejores soluciones encontradas en esta 
PISCO-VANEGAS et al.: OPTIMIZACIÓN CON COLONIA DE HORMIGAS PARA LA PLANIFICACIÓN ÓPTIMA DE LA FUERZA DE TRABAJO   
 
53 
etapa, forma los estados de partida, donde las restantes 
hormigas de la colonia, inician su recorrido hasta completar 
las soluciones. Este mecanismo ha demostrado mejorar la 
eficiencia de los algoritmos ACO y ha sido probado en varios 
problemas de estudio[17] [18]. 
En su estructura, se utiliza un parámetro r ∈ (0,1) que 
representa la dimensión de la exploración en cada etapa. Para 
ello, este parámetro afecta directamente, al tamaño de la 
colonia, la dimensión del problema y la condición de parada 
del algoritmo. La Fig. 1 muestra el pseudocódigo general de la 
estrategia. Donde los parámetros cs representa la condición de 
parada del algoritmo, m la cantidad de hormigas y nn el 
tamaño de las soluciones. 
 
Algoritmo TS-ACO  
parámetros (factor (r), cantidad de soluciones parciales 
almacenadas (ns)) 
 
Etapa 1. Exploración  
    Paso 1: Calcular los parámetros para la primera etapa 
                 1.1 m1 = round ( r * m ) (cantidad de hormigas) 
                 1.2 cs1 = round ( r * cs ) (cantidad de iteraciones) 
                 1.3 nn1 = round ( r * nn ) (magnitud o tamaño de 
las soluciones) 
    Paso 2: Aplicar un algoritmo ACO utilizando (m1, cs1, 
nn1) donde: 
                 2.1 las m1 hormigas parten de un estado 
seleccionado de forma aleatoria. 
                 2.1 construyen soluciones de tamaño nn1 
                 2.3 el algoritmo se aplica cs1 iteraciones 
    Paso 3: Almacenar las ns mejores sub soluciones 
encontradas 
 
 Etapa 2. Intensificación 
    Paso 1: Calcular los parámetros para la segunda etapa. 
                 1.1 m2= m - m1  (cantidad de hormigas) 
                 1.2 cs2 = cs - cs1  (cantidad de iteraciones) 
                 1.3 nn2 = nn - nn1  (magnitud o tamaño de las 
soluciones) 
    Paso 2: Aplicar un algoritmo ACO utilizando (m2, cs2, 
nn2, ) donde: 
               2.1 las m2 hormigas se ubican aleatoriamente en una 
sub solución entre las ns obtenida en la etapa 1 
               2.2 incorporan a cada solución los restantes nn2 
estados. 
               2.3 el algoritmo se aplica cs2 iteraciones 
 
Fin_TS-ACO                  
Fig 1. Estrategia de exploración en dos etapas TS-ACO. 
Aplicar esta estrategia a la exploración de los algoritmos ACO 
trae consigo algunas ventajas, como son [9]: 
1- Presenta menor complejidad computacional. 
2- Tiene bien delimitado los mecanismos de exploración y 
explotación. 
3- Mayor robustez, porque permite aplicar en cada etapa un 
algoritmo ACO diferente. 
 
Como desventaja se puede evidenciar que no es aplicable a 
todo tipo de problema combinatorio. Este debe de separable y 
brindar la posibilidad de evaluar soluciones en cualquier etapa 
del proceso de construcción.  
 
IV. MODELO COMPUTACIONAL DE LA PROPUESTA 
Para aplicar la estrategia TS-ACO al problema de 
Planificación de la Fuerza de Trabajo es necesario definir  4 
aspectos fundamentales: 
La representación del problema en forma de grafo: la 
estructura de las instancias del problema contiene entre otras 
cosas una matriz de costos C, donde las filas representan 
trabajadores y las columnas los trabajos. Bajo esta 
representación, una celda Cij = 0 determina que el trabajador i 
no está capacitado para realizar el trabajo j, por lo que no 
puede formar parte de una solución.  Bajo este supuesto, se 
construye un grafo G=(N,A), donde los nodos N representan 
las celdas de la matriz de costos (trabajador-trabajo) y los 
arcos (A) la posibilidad de alcanzar otra celda. Los nodos que 
identifican celdas con Cij>0 se encuentran totalmente conexo, 
mientras que los nodos con costo 0 se encuentran aislados (sin 
conexión). Con esta representación las hormigas pueden 
moverse por el grafo construyendo una solución que garantice 
asignaciones consistentes. 
La representación de los rastros de feromona o información 
memorística de la colonia: Para los rastros de feromona se 
emplea una matriz  cuadrada N x N, donde N representa la 
cantidad de nodos del grafo. Los valores en la matriz 
determinan la preferencia de la colonia de hormigas por 
asignar un trabajador a un trabajo. Los nodos inaccesibles 
estarán representados por el valor 0 en dicha matriz de 
feromona. 
Función heurística o de visibilidad de la colonia: Este 
elemento es elemental para el buen desempeño del algoritmo y 
luego de algunos estudios se definió por la ecuación (10): 
 




donde TTRABAJADOR(p) representa el tiempo disponible que le 
queda al trabajador p para terminar su jornada, mientras que 
TTRABAJO(k) determina el tiempo que le queda al trabajo k para 
ser completado (esta información está disponible en las 
instancias que se utilizan en el análisis experimental). Como 
se puede apreciar, esta función favorece la asignación que 
conlleve a reducir el tiempo de terminación tanto de los 
trabajadores como de los trabajos pendientes, teniendo en 
cuenta el costo de la asignación.   
Selección del Algoritmo ACO: Dentro de esta meta 
heurística existen varios algoritmos documentados, en nuestro 
caso seleccionamos el algoritmo Max-Min Ant System, por 
ser de los más utilizados en el estado del arte. Este algoritmo 
introduce una mejora al algoritmo Ant System para controlar 
la convergencia prematura. Para ello, utiliza una cota superior 
e inferior que controlar que los valores de feromona, (ver 
ecuación 11): 
𝜏^W_ = 1/(1 − 𝐶𝐸𝑣𝑎𝑝) ∗ 1/𝐶𝑜𝑠𝑡(𝑆) 
𝜏^jk = 𝜏^W_/10 ∗ 𝑁𝑡 
(11) 
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donde CEvap representa la constante de evaporación de la 
feromona, Cost(S) el valor del costo de la mejor solución (S) 
encontrada por el algoritmo y Nt la cantidad de trabajadores 
utilizados en la instancia. Otro elemento importante que 
incorpora el algoritmo Max-Min Ant System es la manera en 
que actualiza los rastros de feromona. La ecuación (12) se 
utiliza para disminuir (proceso de evaporación) los valores de 
la matriz  𝜏 y la ecuación (13) aumenta dicho valor en los 
componentes de la solución S, con un valor proporcional al 
costo de esta (Cost(S)). 
𝜏mn = (1 − 𝐶𝐸𝑣𝑎𝑝) ∗ 𝜏mn (12) 
𝜏op = 𝜏op + 𝐶𝑜𝑠𝑡(𝑆), ∀𝑎(𝑟, 𝑠) ∈ 𝑆 (13) 
 
Por último, el algoritmo utiliza una función de transición de 
estado para que cada  hormiga se desplace por el grafo 
construyendo su solución. Dicha función (ecuación 14) 
determina un valor probabilístico para cada estado vecino 𝑁mR, 
utilizando para ello la información heurística y el valor de 





, ∀𝑗 ∈ 𝑁mR (14) 
 
En este trabajo se estudia además una variante de la 
exploración en dos etapas basada en feromona (P-TS-MMAS), 
en la cual no se almacenan las mejores ns soluciones 
encontradas en la primera etapa, por lo cual, las hormigas  que 
exploran en la segunda etapa comienzan de un nodo del grafo 
seleccionado aleatoriamente como sucede con las hormigas de 
la primera etapa. Lo único que se reutiliza es la información 
memorística almacenada en la matriz de feromona reduciendo 
de esta forma los niveles de intensificación del algoritmo 
aumentando la exploración en la segunda etapa. 
En términos algorítmicos la variante P-TS-ACO aplica los 
mismos pasos que el algoritmo  TS-ACO descrito en la Fig. 1 
omite el paso 3 de la etapa 1 y los paso 2.1 y 2.2 de la etapa 2. 
  
V. ESTUDIO EXPERIMENTAL 
 
Fig 2. Esquema de una instancia del problema WPP. 
 
TABLA I. 
PARÁMETROS UTILIZADOS EN EL ESTUDIO EXPERIMENTAL. 
 m cs nn r ns CEvap α β 
MMAS 20 Cantidad de iteraciones 
1000 
Todas las tareas terminadas - - 0.7 2 3 
TS-MMAS 20 Cantidad de iteraciones 
1000 
Todas las tareas terminadas 0.2 10 0.7 2 3 
P-TS-MMAS 20 Cantidad de iteraciones 
1000 
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Para el estudio experimental, se implementó1 el algoritmo 
Max-Min Ant System de la meta heurística ACO y además de 
las dos alternativas de la exploración en dos etapas TS-MMAS 
y P-TS-MMAS presentadas anteriormente. Las instancias 
utilizadas se obtuvieron de [5] así como los resultados de un 
Algoritmo Genético y el Recocido Simulado en su versión 
secuencial.  
A continuación, se presenta una breve descripción de las 
instancias utilizadas (ver Fig. 2):  
 
1 El código fuente está desarrollado en java y puede ser entregado a 
petición de los interesados con los autores.  
1- La primera fila representa por su orden; el número de 
trabajadores, número de trabajos, número máximo de 
trabajos que puede contener una solución, un dato que no 
se utiliza, tiempo máximo que puede ser asignado un 
trabajador, máximo número de tareas que puede realizar 
un trabajador, tiempo mínimo que puede ser asignado un 
trabajador. 
2- Segundo, una matriz de costo de orden cantidad de 
trabajadores x cantidad de trabajos, donde el valor cero 
significa que el trabajador no está calificado para realizar 
dicho trabajo, como se había explicado anteriormente. 
TABLA II. 
RESULTADOS DE CADA ALGORITMO INVOLUVRADO EN EL ESTUDIO 
Instancia MMAS TS-MMAS P-TS-MMAS AG RS 
s20_01 892.9 923.8 897.7 963 939 
s20_02 956 965.5 944 994 952 
s20_03 959 983.8 972.2 1156 1095 
s20_04 994.3 1022.1 951.5 1201 1043 
s20_05 1013 1038.5 993.9 1098 1099 
s20_06 950.3 962.6 978.9 1193 1076 
s20_07 963.7 971.1 934.2 1086 987 
s20_08 1073.3 1083.5 994 1287 1293 
s20_09 938.8 980.4 909.9 1107 1086 
s20_10 891.3 915.8 890.5 1086 945 
u20_01 1280.9 1307.1 951.9 1631 1586 
u20_02 1061.1 1167.4 960.1 1264 1276 
u20_03 1065.8 1120.4 1025.1 1539 1502 
u20_04 1207.9 1357.1 1023 1603 1653 
u20_05 1021.3 1195.5 969.2 1356 1287 
u20_06 1088.7 1068.9 1016.4 1205 1193 
u20_07 993.5 1096.8 970.5 1301 1328 
u20_08 1308.7 1257.9 940.7 1106 1141 
u20_09 821.3 864.4 832.4 1173 1055 
u20_10 964.6 997.1 945.2 1214 1178 
 
 
Fig 3. Resultados comparativos entre los algoritmos considerados. 
 
TABLA III. 
RESULTADOS DEL TEST DE HOLM 
 
AG RS MMAS TS-MMAS 
Valor p α/4 Valor p α/3 Valor p α/2 Valor p α/1 
P-TS-MMAS 2.0841E-11 0.0125 1.1980E-08 0.0166 4.6525E-04 0.025 0.1095 0.05 
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3- Por último, el vector columna que aparece representa la 
duración de los trabajos en cuanto a tiempo. 
Por su parte la Tabla I muestra los parámetros utilizados por 
cada algoritmo propuesto en este trabajo. Esto valores fueron 
el resultado de un estudio de parámetros más extenso. 
La Tabla II muestra los valores promedio sobre 25 
ejecuciones independientes de cada algoritmo propuesto, así 
como los presentados en [5]. 
Además, se realizó un análisis estadístico para determinar si 
las diferencias obtenidas a favor del P-TS-MMAS son 
realmente significativas. Para ellos se aplicó el test no 
paramétrico de Friedman [19] para k muestras relacionadas 
con un valor de significancia de 0.05 donde el valor p 
obtenido (3.8339E-11) determina que existen diferencias 
significativas en el grupo.  
Seguidamente se aplicó el test de comparaciones múltiples 
de Holm [20] tomando como muestra de control el algoritmo 
P-TS-MMAS y aplicándose sucesivas comparaciones con 
cada uno de los algoritmos restantes para un α = 0.05, donde la 
aparición de un valor p menor que su correspondiente α/i, 
determina la existencia de diferencias significativas a favor del 
algoritmo de control.  
Para este caso de estudio, se puede apreciar en la Tabla III, 
que el algoritmo P-TS-MMAS es mejor significativamente 
que las dos variantes de referencia (Algoritmo Genético y 
Recocido Simulado) y que la propuesta MMAS. Solo no 
supera significativamente los resultados de la otra variante de 
la exploración en dos etapas estudiada en este trabajo. 
Estos resultados demuestran que la exploración en dos 
etapas aumenta el nivel de exploración del espacio de 
búsqueda, garantizando soluciones de mejor calidad en el 
escenario de estudio.  
VI. CONCLUSIONES 
Como resultado de este trabajo se logró realizar una 
modelación del Problema de Planeamiento de las Fuerzas de 
Trabajo que permitió la aplicación de la Meta-heurística ACO 
específicamente el algoritmo MMAS. En este modelo se 
definió una función heurística que dirige la exploración hacia 
los estados con menor tiempo de terminación teniendo en 
cuenta los costos de dicha asignación. 
Por otra parte, se presentó una modificación a la estrategia 
de exploración en dos etapas, la cual no utiliza implícitamente 
las mejores sub soluciones obtenidas en la primera etapa, solo 
la información memorística almacenada en la matriz de 
feromona. Esta modificación garantiza aumenta los niveles de 
exploración en la segunda etapa, obteniendo los mejores 
resultados en el análisis comparativo realizado para un 
conjunto de 20 instancias del problema. 
En el análisis estadístico desarrollado se pudo constatar que 
los resultados obtenidos por P-TS-MMAS son 
significativamente mejores que dos algoritmos de referencia 
del estado de arte (Algoritmo Genético y Recosido Simulado), 
así como la versión original del MMAS.  
Como líneas futuras se plantea estudiar mecanismos auto-
adaptativos que posibiliten el ajuste de los parámetros 
decisivos de la metaheurística durante la ejecución. Existen 
evidencias sólidas [21], [22] que indican que este tipo de 
técnica de control de parámetros resulta efectiva en contextos 
complejos como el tratado en el presente trabajo. 
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