Studies of fluctuations and correlations of soft hadrons and hard and electromagnetic probes of the dense and strongly interacting medium require event-by-event hydrodynamic simulations of high-energy heavy-ion collisions that are computing intensive. We develop a (3+1)D viscous hydrodynamic model -CLVisc that is parallelized on Graphics Processing Unit (GPU) using Open Computing Language (OpenCL) with 60 times performance increase for space-time evolution and more than 120 times for the Cooper-Frye particlization relative to that without GPU parallelization. The model is validated with comparisons with different analytic solutions, other existing numerical solutions of hydrodynamics and experimental data on hadron spectra in high-energy heavy-ion collisions. The pseudo-rapidity dependence of anisotropic flow vn(η) are then computed in CLVisc with initial conditions given by the A Multi-Phase Transport (AMPT) model, with energy density fluctuations both in the transverse plane and along the longitudinal direction. Although the magnitude of vn(η) and the ratios between v2(η) and v3(η) are sensitive to the effective shear viscosity over entropy density ratio ηv/s, the shape of the vn(η) distributions in η do not depend on the value of ηv/s. The decorrelation of vn along the pseudo-rapidity direction due to the twist and fluctuation of the event-planes in the initial parton density distributions is also studied. The decorrelation observable rn(η a , η b ) between vn{−η a } and vn{η a } with the auxiliary reference window η b is found not sensitive to ηv/s when there is no initial fluid velocity. For small ηv/s, the initial fluid velocity from mini-jet partons introduces sizable splitting of rn(η a , η b ) between the two reference rapidity windows η b ∈ [3, 4] and η b ∈ [4.4, 5.0], as has been observed in experiment. The implementation of CLVisc and guidelines on how to efficiently parallelize scientific programs on GPUs are also provided.
I. INTRODUCTION
Heavy-ion collisions at the Relativistic Heavy-Ion Collider (RHIC) and Large Hadron Collider (LHC) create strongly coupled QCD matter that exhibits multiple extreme properties. It is the hottest -temperature reaching more than 100,000 times that at the core of the Sun, most vortical -angular momentum on the order of 10 3 − 10 5h
[1] and almost perfect fluid -very low shear viscosity over entropy density ratio [2] [3] [4] , that is exposed to the strongest magnetic field (|B| = 5 ∼ 10 m 2 π ) [5] ever produced in laboratory. This strongly coupled QCD matter is believed to share some of the properties of the quarkgluon-plasma epoch in the early universe.
Numerical simulations of the dynamical evolution of this strongly coupled QCD matter and comparisons with experimental data are vital to extract the physical properties of the strong interaction matter. Relativistic viscous hydrodynamics is the most successful effective theory in describing the space-time evolution of QCD matter created in high-energy heavy-ion collisions [6, 7] . Hybrid approaches that comprise hydrodynamics and hadronic transport agree with experimental data on various observables such as charged multiplicity, transverse momentum spectra and transverse momentum p T -differential elliptic flow of identical particles [8] (and references therein). Event-by-event simulations with energy density fluctuations [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] in the initial states are indispensable to describe not only the ensemble average of odd-order harmonic flows but also their probability distributions [19] . New observables such as the correlation between different event plane angles [20] [21] [22] [23] , different harmonic flows [24] and p T -differential harmonic flows [25] can provide more rigorous constraints on medium properties such as the shear viscosity to entropy density ratio, but also require efficient algorithms to reach sufficient statistics in a reasonable amount of CPU time. Furthermore, (3+1)D event-by-event hydrodynamics is also necessary to understand the longitudinal structure of the collective flow. The initial state fluctuations along the longitudinal direction have been built in many models [26] [27] [28] [29] [30] [31] [32] [33] . Observables [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] have been designed to either constrain the longitudinal structure in the initial state or to determine other QGP properties using the multiplicity or anisotropic flow correlations along the longitudinal direction. Taking into account the asymmetry between forward and backward going participants, the non-central heavy-ion collisions not only produce strong angular mo-mentum, strong magnetic field but also global and local vorticity [5] and hyperon polarization [45] .
The space-time evolution of high-energy heavy-ion collisions from event-by-event relativistic hydrodynamics also provide critical background information for thermal photon, di-lepton emission, heavy flavor transport and jet energy loss studies when they are produced in or traverse the fluctuating hot and dense medium. For studies of thermal photon and di-lepton production [46] [47] [48] , the emission rates are computed with the local temperature and fluid velocity at each space-time point from event-by-event (3+1)D viscous hydrodynamics, which is quite computing intensive. In the simultaneous simulations of parton shower propagation and bulk medium evolution, the bottle neck in the numerical simulations is also the relativistic hydrodynamic evolution of the medium in each time step of the parton shower propagation as shown in CoLBT-Hydro [49] and the forthcoming JetScape [50] . Big data analyses in relativistic heavy-ion collisions using machine learning [51] [52] [53] and deep learning techniques [54] demand huge amount of data from event-by-event hydrodynamic simulations with up to O(10 7 ) events across a high dimensional parameter space. These studies will all benefit from a fast numerical solver for the (3+1)D relativistic hydrodynamics.
In order to reduce the running time of one single simulation, Message Passing Interface (MPI) library has been used in MUSIC [12, 55, 56] to parallelize the (3+1)D viscous hydrodynamic program by communicating between multiple CPUs. The communication costs between CPUs on different nodes are usually heavy comparing to the workload of the numerical computations. On the other hand, a Graphics Processing Unit (GPU) has a huge amount of processing elements (>2500) on one single computing device, which makes it quite popular to accelerate numerical computations via massive parallelization. The SHASTA algorithm is first parallelized on heterogeneous devices using OpenCL to simulate the QGP expansion by solving the (3+1)D ideal hydrodynamic equations [57] . The (3+1)D viscous hydrodynamics for simulations of heavy-ion collisions has been parallelized on GPU using both OpenCL (CLVisc [58] ) and Cuda (GPU-VH [59] ). In this paper and its appendix, we provide a detailed description of the parallelization of hydrodynamic evolution, hyper-surface finding and spectra calculation in CLVisc hydrodynamic model. OpenCL has the benefit that the same code can run on heterogeneous computing devices (CPUs, GPUs, FPGAs and Intel Phi). However, the basic concepts and optimization principles are the same for both OpenCL and Cuda. The acronym CLVisc refers to both CCNU (Central China Normal University) and LBNL (Lawrence Berkeley National Laboratory) viscous hydrodynamic model and OpenCL GPU parallelization that is used.
After providing validations of CLVisc through comparisons with several analytic solutions to the viscous hydrodynamics and experimental data on bulk hadron spectra in high-energy heavy-ion collisions, we apply the CLVisc to the study of pseudo-rapidity distribution and fluctuation of anisotropic flow with event-by-event initial conditions from A Multi-Phase Transport (AMPT) model [60] . We compute the pseudo-rapidity dependence of the anisotropic flows v n (η) and r n (η a , η b ) which represents the de-correlation between v n {−η a } and v n {η a } with the auxiliary reference window η b . Effects of shear viscosity and initial fluid velocity on these longitudinal observables are also investigated for the first time with CLVisc. This paper is organized as follows: in Sec. II, we rewrite the hydrodynamic equations in a specific way to simplify the numerical implementation. In Sec. III, we describe in detail how the relativistic hydrodynamic equations are solved numerically in CLVisc with GPU parallelization. In Sec. IV, we introduce the GPU parallelized smooth particle spectra calculation and the fast Monte-Carlo sampler to sample four-momenta of particles from freeze-out hyper-surface. In Sec. V, we verify our numerical code with a variety of analytical solutions and numerical results from other implementations. Comparisons with experimental data on hadron spectra and anisotropic flow are given in Sec. VI. In Secs. VII and VIII we discuss the pseudo-rapidity distribution, correlation and fluctuation of anisotropic flow. In the Appendix, we provide a detailed description of the structure and GPU parallelization of the algorithm to solve the hydrodynamics equations, two methods to sample Juttner, Fermi-Dirac and Bose-Einstein distributions efficiently and assess the performance of GPU parallelization.
II. HYDRODYNAMIC EQUATIONS
Let us start by recapitulating the exact form of the relativistic hydrodynamic equations that are solved within CLVisc. The second-order hydrodynamic equations are simply given by
with the energy-momentum tensor T µν = εu µ u ν − (p + Π)∆ µν + π µν , where ε is the energy density, p the pressure, u µ the fluid four-velocity normalized as u µ u µ = 1 and ∆ µν = g µν − u µ u ν the projection operator which is orthogonal to the fluid velocity, and the net charge current N µ = nu µ + d µ where d µ is the charge diffusion current. The shear stress tensor π µν and the bulk pressure Π represent the deviation from ideal hydrodynamics and local equilibrium. We choose to work in Landau frame, which yields the traceless (π µ µ = 0) and transverse (u µ π µν = 0) shear stress tensor. By projecting along the fluid velocity u µ direction, we simply get u µ T µν = εu ν . The bulk pressure Π and the shear stress tensor π µν satisfy the equations [61] ,
with the expansion rate θ, symmetric shear tensor σ µν and the antisymmetric vorticity tensor Ω µν defined as
where ∆ µναβ is the double projection operator that makes the resulting contracted tensor symmetric, traceless and orthogonal to the fluid velocity u µ . In Eqs. (3) and (4), the τ Π , τ π , λ 1 , λ 2 , λ 3 are five independent second-order transport coefficients. Nonzero relaxation times τ Π and τ π in the second-order Israel-Stewart (IS) equations solve the causality problem of the first-order Navier-Stokes equations. In the current calculation we set τ π = 5η v /(T s) [62] and τ Π = 5ζ/(T s), where T is the temperature, s the entropy density, η v the shear viscous coefficient, and ζ the bulk viscous coefficient.
The time-like fluid four-velocity in Cartesian coordinates x µ = (t, x, y, z) is defined as,
where σ = t 2 − x 2 − y 2 − z 2 and spatial components of the fluid velocity are defined as v , i = u ,i /u 0 . We work in Milne coordinates X µ = (τ, x, y, η s ), in which τ = √ t 2 − z 2 is the proper time and η s = 1 2 ln t+z t−z the spacetime rapidity. The fluid four-velocity in these coordinates is,
where v ⊥ and v ηs are defined as,
and y v denotes the rapidity of the longitudinal fluid velocity as given by v
ηs and u ηs = u τ v ηs /τ . In the Bjorken scaling scenario where the energy density is uniform along η s direction, we simply get v ηs = 0 and y v = η s , which implies v z = z/t.
In full 3D expansion, v ηs denotes the relative fluid velocity at coordinate (t, x, y, z), in a reference frame which is moving at the speed of v z = z/t.
From the invariant line element ds
s we get the metric tensor in Milne coordinates,
The Christoffel symbols are explicitly solved as a function of the metric tensor,
, and contain three nonzero components,
which are used in the covariant derivative operation ∇ µ for all vectors and tensors in the hydrodynamics equations and IS equations,
For example, there are 3 terms in ∇ µ u ν which are different from their ordinary derivatives,
The ∂ τ λ + λ/τ terms from covariant derivatives are combined as 1 τ ∂ τ (τ λ), to reduce the numerical error when τ is small. The new independent variables are thus defined asλ = τ λ. In this way, we definẽ T µν ,Ñ µ ,π µν ,ũ µ ,∂ µ andg µν as,
One benefit of these substitutions is that all the components in the same vector or tensor have the same dimension. This technique is widely used in all well-known (2+1)D or (3+1)D relativistic hydrodynamic codes for heavy-ion collisions [12, [63] [64] [65] [66] 
From now on, Christoffel symbols will not appear in the equations to avoid possible typos. Using the new covariant derivatives∇ µũ ν , the hydrodynamic equations and IS equations are expanded in the following way to simplify the explanation of the numerical implementation in the next section,∂
where the source terms are,
whereθ =∂ µũ µ +ũ τ /τ is the expansion rate,D =ũ λ∇ λ the comoving derivatives. The I µν are source terms from Christoffel symbols which are given in Ref. [66] ,
III. NUMERICAL IMPLEMENTATION
The task of the numerical algorithm is to obtain the time evolution of the energy density ε and fluid fourvelocity u µ by solving partial differential equations (27) , (28) , (29) and (30) . These equations have the common form,
where Q is the conservative variable, F x,y,ηs the flux along x, y, η s directions and S the source term. We use a second-order central scheme Kurganov-Tadmor (KT) algorithm [67] for the convective part
whereQ stands for the mean value of Q in one cell, S KT stands for source terms from flux in KT algorithm. The KT algorithm is a finite volume algorithm which has a very clear physical meaning-the change of conserved quantities in a finite volume equals to the flux entering minus the flux leaving this volume. Take the x direction as an example, the flux leaving this volume is,
where
and c i+1/2 is the maximum propagating speed of the local collective signal given in Ref. [55] . Notice that five nodes (i − 2, i − 1, i, i + 1, i + 2) are needed to update the hydrodynamic cell at i for the one-dimensional case. In (3+1)D hydrodynamics, another 4 nodes (j − 2, j − 1, j + 1, j + 2) along the y and 4 nodes (k − 2, k − 1, k + 1, k + 2) along the η s direction are needed. The KT algorithm is widely used in relativistic hydrodynamic simulations of heavyion collisions [55, 58, 59] , after being introduced to the field of high-energy physics by the McGill group [55] . Some higher order KT algorithms use more nodes in the off-diagonal direction to achieve a higher precision. However, the simplicity of the 2nd order central scheme makes it much easier to parallelize on GPU. The equations are further simplified by moving the KT source terms to the right hand side,∂
where S * ,tot = S * + S KT . The upper index µ in the vector and µ, ν in the tensor are neglected in the following notation for simplicity.
where h is the time spacing. From this flow chart the difficulty in solving 2nd order viscous hydrodynamics becomes clear. In order to update π µν to time step n + 1, one needs information of fluid velocity u n+1 . However, u n+1 can only be determined through T µν ideal = T µν visc −π µν , assuming that π µν at time step n + 1 are already known. Implicitly solving T µν , π µν together with root-finding is a possible solution, however, very complex. The two step Runge-Kutta method is good at solving this problem, since the first step is a prediction step, it does not ask for exact solution. We first predict π n+1 , by extrapolating the fluid velocity to n + 1 step using u * n+1 = 2u n − u n−1 , and then get some predicted values for ε and u µ . Afterwards, we update π n+1 , Π n+1 , N n+1 and T n+1 using the averaged source terms in 2 steps. For the first time step where u n−1 is not known, ideal hydrodynamics is employed to estimate u * 1 . Notice that the bulk viscosity and net baryon density are set to 0 in the current version.
CLVisc has been applied with a various set of initial energy-momentum tensors for the initial stage of highenergy heavy-ion collisions. The first model is the optical Glauber model [68] which can reproduce the charged multiplicity, transverse momentum spectra and elliptic flow v 2 of heavy-ion collisions. The second model is Trento [53] developed by the Duke group which parameterizes MC-Glauber [68, 69] , MC-KLN [70] [71] [72] [73] , IPGlasma [14, 17, 74] and EKRT [75] [76] [77] initial conditions. It can additionally describe higher order anisotropic flow v n due to the inclusion of entropy/energy density fluctuations in the transverse plane. Since Trento is very flexible and successful, this is used as the default for the public version of CLVisc. To verify that bulk observables are well described the corresponding results are presented in Sec. VI. The third model is A-Multi-Phase-Transport (AMPT) model [60] which includes further fluctuations along the space-time rapidity and of the initial fluid velocity [64] . Due to the longitudinal fluctuations and the asymmetric distribution of forward and backward going participants in heavy-ion collisions, CLVisc with AMPT initial conditions can describe the twisting of event planes along the longitudinal direction [29, 78] , di-hadron correlation as a function of rapidity and azimuthal angle differences [79] . It is also used to describe the rich vortical structure of the QGP fluid during the expansion and the global and local polarization of hyperons [80] in non-central heavy-ion collisions. Due to the longitudinal dynamics incorporated in the AMPT initial conditions, they are going to be used for all the results of this work shown in Secs. VII and VIII. 
EOSI:
The simplest EoS -ideal gas EoS where pressure is 1/3 of energy density.
lattice-wb2014: The recent lattice QCD calculations from Wuppertal-Budapest group, whose trace anomaly differ from s95p lattice results by a large margin for the temperature range 180 − 320 MeV [81] .
s95p-pce: The default s95p partial chemical equilibrium EoS [82] used in this paper is given by lattice QCD EoS at high energy density and hadronic resonance gas (HRG) EoS at low energy density with a smooth crossover in between using interpolation.
EOSQ: Employs a first order phase transition between QGP and HRG [83] .
pure gauge: Pure gauge EoS with a first order phase transition given by gluodynamics without (anti)quarks [84] [85] [86] .
IV. FREEZE-OUT AND PARTICLIZATION
We use the Cooper-Frye formula [87] to calculate the momentum distribution of particle i on the freeze-out hypersurface,
where dΣ µ is a freeze-out hyper-surface element determined by the constant freeze-out temperature T f or constant freeze-out energy density ε f . Particles passing through the freeze-out hyper-surface elements are assumed to obey Fermi/Bose distributions at temperature T f with the non-equilibrium correction δf ,
where ± is for fermion/bosons, respectively, µ i the effective chemical potential in the partial chemical equilibrium EoS to fix the particle ratio when the temperature is below the chemical freeze-out temperature. µ i is set to 0 for chemical equilibrium EoS. Two methods are used to compute the particle spectra on the freeze-out hyper-surface. The first method (called 'smooth') is to carry out the numerical integration over the freeze-out hyper-surface and obtain smooth particle spectra in
bins. p T and φ are chosen to be Gaussian Quadrature nodes to simplify the calculation of p T or φ integrated spectra. Hadron spectra from resonance decays are also computed via integration. In practice, there are millions of small freeze-out hyper-surface elements dΣ µ , that make the spectra calculation quite CPU time consuming. This module is parallelized on GPU and the implementation details are described in the Appendix.
The second method for computing final hadron spectra is Monte Carlo sampling based on Eq. (55) (dubbed 'MC sampling'). This method is similar to Monte Carlo event generators and the sampled particles can be redirected to hadron cascade models like UrQMD [88] [89] [90] , JAM [91] and SMASH [92] to simulate hadronic rescattering and resonance decays. In the present work we do not employ a hadronic afterburner, but force the sampled resonances to decay to stable particles immediately after they are produced. This setup saves CPU time and allows for an efficient calculation of correlation observables and provides a baseline calculation for future more quantitative work including hadronic rescattering. By comparing with this baseline one can distinguish the effect of hadronic scattering from resonance decays only.
Since the particle number is Lorentz invariant, particles and their energy-momentum are sampled in the comoving frame of fluid, and then boosted back to the collision frame via Lorentz transformation with the fluid velocity u µ . This is possible, if the proper weights are taken into account. The total number of hadrons produced from the freeze-out hyper-surface is N = n×u·dΣ, where u · dΣ is the invariant volume and n = i n i is the thermal density of all hadrons in the co-moving frame. For systems without bulk viscosity and net charge current (net baryon, net electric charge or net strangeness), the thermal density of hadron type i is fixed for a given freeze-out temperature. In this case, the thermal densities n i for all hadron species are computed a priori and tabulated for efficiency. For systems with non-zero net charge current and bulk viscosity, the thermal densities are different for hyper-surface elements that have different net charge and bulk viscosity. In that case, the thermal density n i must be computed locally for each hyper-surface element which is rather computing intensive, and also demands parallelization on GPUs. The present Monte Carlo particlization obeys global conservation laws in one ensemble of sampled events. If the code is used to compute the net baryon fluctuations or charge correlation, one has to consider global conservation laws in each single event [93] .
The thermal density n i in the co-moving frame is computed numerically by one-dimensional integration,
2 dp
where g s is the spin-degeneracy, T is the temperature, p is the momentum magnitude, m i is the mass of hadron type i, µ i is the chemical potential, ±1 is for baryons and mesons, respectively. The total number of hadrons computed from one freeze-out hyper-surface element dΣ j is λ j = nu · dΣ j , where n = i n i is the summation of thermal density over all hadrons. λ j is a very small float number that gives the mean number of hadrons produced from dΣ j in multiple independent samplings. This probability for the hadron multiplicity in the jth hyper-surface element is assumed to follow a Poisson distribution,
where k is an integer that indicates the hadron multiplicity in one sampling. We draw k from this Poisson distribution and determine the particle type for each of these k hadrons through a discrete distribution whose probabilities are given by n i / i n i . Once the total number of hadrons and their species are determined for one hyper-surface element, the magnitude of their momenta in the local rest frame can be sampled. Since the total number of hadrons from the hyper-surface element is Lorentz invariant, one can compute dN from,
where we have used the properties that the p * i is integrated over (−∞, ∞) for i = (1, 2, 3) and the integration of δf (shear viscosity only) also vanishes. It is straight forward to sample the magnitude of the momentum |p
where µ is chemical potential, T is freeze-out temperature and λ = ±1 for Fermi-Dirac and Boson-Einstein distribution, respectively. See IX D for details.
Once |p * | is determined, f 0 and p * 0 = |p * | 2 + m 2 can be treated as constants when sampling the direction of the momentum in the co-moving frame. The momentum directions are determined by rejection sampling with acceptance rate r ideal and r visc , where
with p * = (p * 0 , |p * | sin θ cos φ, |p * | sin θ sin φ, |p * | cos θ) the four-momentum determined by |p * |, the hadron mass, the polar angle θ and the azimuthal angle φ. The dΣ * is the hyper-surface element in the co-moving frame. For viscous hydrodynamics, there is an additional acceptance rate that depends on the direction of the momentum,
where A = 2T 2 ( +P ) is positive on the freeze-out hypersurface. Since p * 0 and f 0 are constants for a given |p * |, the easiest way to get |p * µ p * ν π * µν | max is as follows,
One problem in the smooth resonance decay is that the numerical integrations over the phase space of parent hadrons are difficult to verify. The Monte Carlo sampling and decay program, however, can be tested easily. Given the freeze-out temperature, the thermal density of each hadron species before resonance decay is easily computed from numerical integration as shown in Eq. (58) . Given the density of each hadron and the tree-structure in the decay table, one can compute the ratio of π + density before and after resonance decay. We have verified that results from Monte Carlo sampling and decay agree with the analytical solution. It is straight forward to check the accuracy of the GPU parallelized smooth spectra and resonance decay via integration by comparing the particle yield and transverse momentum distribution with the Monte Carlo sampling and force decay method.
As shown in Fig. 2 and Fig. 3 , the yields and the momentum distribution of charged and identified particles from the Monte Carlo sampling agree with the smooth particle spectra via integration from Cooper-Frye formula. These hydrodynamic simulations use optical Glauber initial condition with the impact-parameter b = 2.4 fm, initial time τ 0 = 0.4 fm, maximum energy density The transverse momentum distribution for identified particles π + , K + and proton from smooth particle spectra (black solid line) with integral resonance decay and Monte Carlo sampling (red dashed line) with forced resonance decay. The hydrodynamic evolution is the same as in Fig. 2. at the center of the overlap region max = 55 GeV/fm 3 , η v /s = 0 and lattice QCD EoS (lattice-wb2014) based on the Wuppertal-Budapest 2014 results.
V. COMPARISONS WITH ANALYTICAL SOLUTIONS AND OTHER NUMERICAL SOLUTIONS
To ensure the numerical accuracy of the GPU parallelized CLVisc code, we validate it by comparing the numerical results with both analytical solutions of the hydrodynamic equations and numerical solutions from other independently developed codes.
For the first validation, analytical solutions are based on simple assumptions. The Bjorken solution, for example, assumes that the energy density distribution is uniform in (x, y, η s ) coordinates. Under this assumption, pressure gradients along x, y and η s vanish, fluid velocity v x = v y = v ηs = 0, all the nonvanishing terms that affect the time evolution in hydrodynamic equations come from nonzero Christoffel symbols. This solution therefore can be used to check whether the Christoffel symbols are correctly implemented and to quantify numerical errors accumulated during many time steps of evolution. On the other hand this solution can not be used to check the accuracy of spatial derivatives.
The cross check between different codes on the other hand works for arbitrary initial configurations. However, comparisons of numerical results from different codes with the same initial configurations, cannot directly validate one model over the other or judge which implementation results in smaller numerical errors. Below we will compare results from CLVisc with the Riemann, Bjorken and Gubser solution for 2nd order viscous hydrodynamics and the viscous hydrodynamic code VISH2+1 developed by the Ohio State University (OSU) group.
A. Riemann solution
The Riemann solution considers fluid expansion with a step-like initial energy density distribution. It tests the performance of the numerical hydrodynamic simulations in regions with sharp gradients (e.g. the shock wave front) [94] [95] [96] . The initial condition is specified as
where the initial fluid velocity at z > 0 is set to 1.
In relativistic hydrodynamics, the Riemann solution describes how the QGP expands into vacuum. In the nonrelativistic case, the Riemann solution is used to study dam breaking. The solution is a function of the similarity variable ζ ≡ z/t. Because of causality, nothing changes in the |ζ| > 1 region. For −1 < ζ < 1, the solution is a simple rarefaction wave which is given by [97] , To compare to the Riemann solution, the ideal gas EoS (EOSI) is used where the speed of sound c 2 s = 1/3 in CLVisc simulations. All the Christoffel symbols are set to 0 to return to (t, x, y, z) coordinates. The energy density is set to constant in the transverse direction. CLVisc solves the Riemann problem precisely for the energy density evolution as shown in Fig. 4 . For the fluid velocity profile, there is a quick drop-off in the light cone region (z = t) which is caused by the numerical cutoff used in the simulations. In high-energy heavy-ion collisions, an energy density cut-off ε = 10 −7 GeV/fm 3 is reasonably safe comparing with the typical freeze-out energy density ε ∼ 0.1 GeV/fm 3 , when the hydrodynamic evolution stops. The physics processes at such low energy density region around and after the freeze-out should be described by hadronic transport models instead of hydrodynamics. By setting ε = 0, when the energy density is smaller than the cutoff, an artificial shock wave is formed at the edge of the expanding fireball. The Riemann solution test verifies that this artificial cutoff does not lead to sizable difference for the region where we apply hydrodynamics.
B. Bjorken solution
The Bjorken solution assumes uniform distribution in the transverse direction and in spatial rapidity η s in Milne coordinates, which gives rise to v x = v y = v ηs = 0. This solution derived in [98] is used extensively to model the longitudinal expansion dynamics in high-energy heavy-ion collisions, where a pleateau in the rapidity profile is observed in final state particle spectra. It is applied in otherwise 2+1 dimensional hydrodynamic models or in analytic calculations. However, the energy density still decreases with time due to nonzero longitudinal fluid velocity v z = z/t in (t, x, y, z) coordinates. The nonzero components of shear stress tensors are
. With all the spatial gradients vanishing under this assumption, the hydrodynamic equations are simplified to,
For the ideal gas EoS where ε = 3P and T ∝ ε 1/4 , we have the solution,
where T and T 0 are temperature at proper time τ and τ 0 , respectively. Shown in Fig. 6 is the numerical solution from CLVisc (solid) compared to the above Bjorken analytic solution with the same initial temperature, time and shear viscosity to entropy ratio.
C. Gubser solution for 2nd order viscous hydrodynamics
The Bjorken solution assumes homogeneous distribution of energy density in (τ, x, y, η s ) coordinates at any given time τ which leads to u µ = (1, 0, 0, 0). This solution, however, gives rise to nonzero longitudinal fluid velocity v z = z/t when transformed back to (t, x, y, z) coordinates. The same philosophy is used in the Gubser solution for the 2nd order viscous hydrodynamics [58] , where we perform a conformal/Weyl transformation to the coordinate system following Gubser [99] ,
which indicates that the Minkowski space is conformal to dS 3 × R with,
where L can be interpreted as the radius of the dS 3 space or the typical size of a relativistic heavy-ion collisions. Hereafter in this section, dynamical variables in the new coordinate systemx µ = (ρ, θ, φ, η s ) will carry a hat to avoid confusion. Assuming the energy density distribution is uniform in thisx µ coordinates, one simply getŝ u µ = (1, 0, 0, 0). Whenη vλ 2 1 = 3τ π , we find a very simple analytical solution, to the (τ, x, y, η s ) space and obtain,
Notice that the dimensionless transport coefficients are defined asη v = η v /ε 3/4 ,τ π = τ π ε 1/4 ,λ 1 = λ 1 ε. The conditional solution is nontrivial since there are three different transport coefficients and many non-vanishing π µν components. Since the energy density distribution is not uniform in the transverse plane of (τ, x, y, η s ) coordinates, the spatial gradients along x and y are nontrivial. This solution is very good at verifying the numerical capability of any 2nd order viscous hydrodynamics code.
The parameters we used for the comparison in this section are L = 2, η v /s = 0.2 andλ 1 = −10. The relaxation timeτ π is calculated from the constraint equation η vλ 2 1 = 3τ π . Notice that we can still cover the whole parameter space for η v /s andλ 1 , to investigate the stability of the code in different limits. In practice,λ 1 =ε π µν >> 1 is required for consistency and stability. Whenλ 1 → ∞, the hydrodynamic equations recover the ideal fluid solution. As shown in Figs. 7 and 8, withλ 1 = −10, CLVisc reproduces very accurately the energy density and transverse fluid velocity evolution given by the Gubser solution. Another interesting property of this 2nd order Gubser solution is that the fluid velocity is the same as that for ideal hydrodynamics, since it is fixed by conformal transformation. In principleλ 1 can be either positive or negative. In heavy-ion collisions, one gets negative π ηsηs in Bjorken scaling. Therefore we choose a negativeλ 1 for positive π xx , π yy and negative π ηsηs . As a result, −τ 2 π ηsηs is roughly two times π xx and π yy , which preserve the traceless property together with a small but nonzero π τ τ in this solution.
As shown in Figs. 9 and 10, there are tiny deviations between the analytical solution and the CLVisc relativistic hydrodynamic simulations, on the shoulders (x = ±6) of π xx and −τ 2 π ηsηs at a late time τ = 6 fm. It is ex- pected that the deviation could be larger at even later time due to the accumulated numerical error. At present, this tiny deviation is acceptable since the energy density drops much faster in Gubser expansion, than Bjorken expansion or realistic time evolutions of QGP in heavy-ion collisions.
We have collected these analytical solutions and put them in a python package gubser. The package is uploaded to the Python Package Index website, and can be downloaded and installed on a local machine using pip install -user gubser. More analytical solutions [100] [101] [102] [103] [104] [105] [106] [107] [108] [109] [110] [111] [112] [113] from the community are welcomed to be added to the package.
D. Comparison with VISH2+1
We now compare the numerical solutions from CLVisc with VISH2+1 viscous hydrodynamic model developed by the OSU group, which is a (2+1)D viscous hydrodynamic model assuming Bjorken scaling in the longitudinal direction. The configurations and hydrodynamic results from VISH2+1 can be found in TechQM website https://wiki.bnl.gov/TECHQM/ index.php/Momentum_anisotropies. We use the same initial conditions and model parameters in the simulations for comparison. Shown in Fig. 11 are results for the p T differential elliptic flow v 2 , in Fig. 12 the mean transverse fluid velocity v r and in Fig. 13 cal solutions and other numerical solution of relativistic hydrodynamics, we conclude that CLVisc is performing competitively well. 
VI. HADRON SPECTRA AND ANISOTROPIC FLOW
In this section, we compare CLVisc results for hadron spectra and anisotropic flow in heavy-ion collisions to experimental data at both RHIC and LHC energies. We use the Trento Monte Carlo model with the default option of the IP-Glasma approximator for fluctuating initial conditions in event-by-event hydrodynamic simulations. Since the public version of CLVisc uses Trento as the default initial state configuration the results in this Section provide a reference baseline for future users as well as for further calculations within CLVisc. The Trento Monte Carlo model assumes fluctuations in the transverse plane with a spatial-rapidity-dependent envelop in the longitudinal direction. Therefore, we switch to AMPT initial conditions for the later sections of this manuscript that include also longitidunal initial dynamics. The centrality range is determined by the event-by-event distributions of the total entropy. Initial conditions with top 5% highest total entropies are chosen as 0 − 5% collisions and so on. The partial chemical equilibrium EoS s95p-pce [82] Table I . Default parameters for event-by-event hydrodynamics using Trento initial conditions. The normalization is fitted to the hadron multiplicity in the central rapidity region in the most central heavy-ion collisions.
A. Au+Au at √ sNN 200 GeV collisions
Shown in Figs. 14 and 15 are the pseudo-rapidity distributions for charged hadrons and the transverse momentum spectra for identified particles π + . We focus on pion transverse momentum spectra in this section since for pure relativistic hydrodynamic results without considering hadronic after-burner, the transverse momentum spectra of kaon and proton are not expected to agree with experimental data.
We use a constant η v /s in the current CLVisc simulations. It has been shown that the linear relationship between initial entropy and final charged multiplicity breaks down in viscous hydrodynamics with a temperature-dependent η v /s [23] . In future studies using Bayesian analysis with temperature-dependent η v /s, the centrality classes should be defined by the final state multiplicities after hydrodynamic evolution.
Notice that the pseudo-rapidity distributions for charged hadrons does not change much, if the freeze-out temperature T frz changes from 137 MeV to 100 MeV in CLVisc with partial chemical equilibrium EoS, and the same group of τ 0 , normalization factor and η v /s. However, the slope of the pion transverse momentum spectra becomes slightly steeper and describes low p T experimental data better with T frz = 100 MeV than T frz = 137 MeV. At the same time, the p T differential anisotropic flow increases approximately 10% when T frz is decreased from 137 MeV to 100 MeV which agrees with the observation in [114] . In order to get the best global fit to many different observables, a Bayesian analysis [51] [52] [53] has to be employed to explore the huge parameter space. Minijets and their thermalization will also play a role in the transverse momentum spectra at high p T > 2 GeV/c. the pseudo-rapidity distribution of charged particles is found over a wide range of centralities. Shown in Fig. 17 , is the transverse momentum spectra for charged pions, in 6 different centralities of collisions, which agree with experimental data well. The hydrodynamic simulations always underestimate low p T pions as compared to the experimental data at LHC. This problem is not solved up to date, but may be partially explained by the missing finite widths of resonances [117] 
30%
CLVisc ALICE Figure 18 . (color online) The centrality dependence of the anisotropic flows v2, v3, v4 and v5 from scalar-product method in Pb+Pb collisions at √ sNN = 2.76 TeV with centrality ranges 0 − 5%, 5 − 10%, 10 − 20% and 20 − 30%, from CLVisc (solid-lines) and LHC experimental data (markers) by ALICE collaboration [118] .
simulations without hadronic after-burner, the v n 's from CLVisc overshoot the experimental data by 5% for K + and a large margin for protons. It has been shown that the p T differential elliptic flow of kaon and protons are boosted to higher p T in hydro-transport hybrid models by hadronic rescattering [114] . On the other hand, the pion v n (p T ) is not very sensitive to hadronic afterburner and serves as a good measure of the QGP expansion. The consistency of freeze-out temperature best fitted to the transverse momentum spectra (100 MeV) and transverse momentum differential anisotropic flow (137 MeV) can also be resolved by matching hydrodynamic models with hadronic transport evolution in the final stage which will contribute to the further development of anisotropic flow. The range of freeze-out temperatures could also be used as a prior for Bayesian analysis.
VII. THE PSEUDO-RAPIDITY DEPENDENCE OF ANISOTROPIC FLOW
To study the pseudo-rapidity dependence of anisotropic flow v 2 {2} and v 3 {2} of charged hadrons in this section and the longitudinal fluctuation and correlation in the next section, we need realistic and fluctuating longitudinal distributions of the initial entropy density. For this purpose, the AMPT model is employed to generate event-by-event initial conditions that fluctuate both in the transverse plane and along the longitudinal direction. Notice that the v n {2} in this section are given by 2-particle cumulants method using sampled hadrons while the v n (p T ) in the previous section are given by scalar product method using smooth particle spectra.
As shown in Fig. 19 , v 2 {2} and v 3 {2} from CLVisc with η v /s = 0.16 in Pb+Pb collisions at √ s N N = 2.76 TeV agree well with experimental data from the ALICE collaboration [119] for most of the centralities. The ratios between v 2 {2} and v 3 {2} are correctly reproduced for most central and semi-central collisions. The mean value of the ratio v 2 {2}/v 3 {2} increases as the system goes from most central to peripheral collisions. In most central collisions, both v 2 {2} and v 3 {2} from CLVisc+AMPT simulations are larger than experimental data. For very peripheral collisions (e.g. 50 − 60% centrality), the hydrodynamic simulations still produce reasonable v 2 {2} as a function of pseudo-rapidity while the v 3 {2}(η) is two times larger than the experimental data. For all centralities, the v n {2}(η) decreases faster at large rapidities in the experimental data than that given by the relativistic hydrodynamics with AMPT initial conditions. It was conjectured that temperature dependent η v /s may resolve this small overshoot of v n {2} at large rapidities [120] . In earlier works the rapidity dependence was reproduced by including the hadronic rescattering in 3+1 dimensional hydrodynamic calculations [69, 121] . To investigate the sensitivity of the shape along rapidity, we show a calculation with η v /s = 0 that is scaled to match the v 2 (η) and see the same drop from middle to large rapidities. With the same scaling factor for v 2 {2} and v 3 {2} in ideal hydrodynamics, we see that the shape of v n {2}(η) from CLVisc is not sensitive to η v /s at all. The ratio v 2 {2}/v 3 {2} is quite sensitive to η v /s since shear viscosity suppresses higher order harmonics stronger than lower order harmonics. As a result, the shape of the v n {2}(η) is only sensitive to the longitudinal distribution of initial entropy density but the ratios between different harmonic flows are good observables to constrain η v /s. With constant η v /s and energy density fluctuations along the space-time rapidity in CLVisc, the v n {2}(η) overshoots the experimental data at large rapidities. It is not yet clear whether the temperature dependent η v /s(T ) can fix the disagreement as suggested in [120] or if hadronic rescattering is necessary. Furthermore, the net baryon density should become significant in the large rapidity region, especially in low beam energy collisions at RHIC. One in principle has to take into account baryon chemical potential dependence of the EoS in the forward rapidity region [122] in order to describe the pseudo-rapidity dependence of v n {2}.
VIII. LONGITUDINAL DECORRELATION OF ANISOTROPIC FLOW
The decorrelation of anisotropic flow along the longitudinal direction has been computed in CLVisc with AMPT initial conditions and η v /s = 0 for the hydrodynamic evolution [78] . In the current work, we focus on the effect of the shear viscosity and the initial fluid velocity on the longitudinal decorrelation observables.
The longitudinal decorrelation observable r n (η a , η b ), which does not only capture the twist of event planes but also the anisotropic flow fluctuations along the longitudinal direction, is defined as [42] ,
where η a and −η a are 16 pseudo-rapidity windows each with size ∆η = 0.3 uniformly distributed in the range [−2.4, 2.4] and η b are reference pseudo-rapidity windows to remove the effect of short range non-flow correlations, with the first reference window η b ∈ (3, 4) denoted as "ref1" and the second η b ∈ (4.4, 5.0) denoted as "ref2". The anisotropic flows and their orientation angles in a given pseudo-rapidity window are quantified by Q n ,
where φ j = arctan p yj /p xj is the azimuthal angle of the jth particle in momentum space. The smooth particle spectra are integrated over the azimuthal angle φ ∈ [0, 2π) and the corresponding transverse momentum p T ranges. Following the CMS experimental setup [42] , the p T range is [0.3, 3.0] GeV/c for particles in η a and is [0.0, ∞) for particles in η b . Since the Pb+Pb collisions are symmetric along the beam direction, by definition r n (η a , η b ) should equal r n (−η a , −η b ). Following the suggestion through private communication with CMS collaboration, we use r n (η a , η b )r n (−η a , −η b ) to improve statistics. Let us note here once again, that the highly efficient GPU parallelized algorithm is crucial to obtain reliable results for correlation observables within reasonable computing time.
We study the effect of the shear viscosity and the initial fluid velocity on r n (η a , η b ) by comparing the results from CLVisc with η v /s = 0.0 and η v /s = 0.16, starting from AMPT initial conditions with the initial state fluid velocity switched on and off. Notice that in the comparison, parameters for ideal hydrodynamics are kept unchanged as given in the previous paper except that the freeze-out temperature is changed from 137 MeV to 100 MeV. In the viscous hydrodynamics simulation, the initial scaling factor is changed to K = 1.2 to take into account the extra entropy production due to finite shear viscosity in order to fit the charged multiplicity for 0 − 5% central Pb+Pb collisions at √ s N N = 2.76 TeV.
Shown in Fig. 20 are the decorrelation functions of elliptic flow (1a-1f) and triangular flow (2a-2f) from CLVisc with AMPT initial conditions and initial fluid velocity switched off as compared with CMS experimental data [42] at the LHC. Both the decorrelations of elliptic flow and triangular flow agree with experimental data to a reasonable level. Two different values of η v /s used in CLVisc produce very similar longitudinal decorrelations. This indicates that the decorrelation observable is not sensitive to the value of η v /s used for the hydrodynamic evolution if there is no initial flow. For r 2 (η a , η b ), the hydrodynamic results do not show difference for two dif- . This is consistent with the negligible splitting from CLVisc with the zero-flow initial condition, since no near-side short-range correlations from jets are considered in the simulations.
The agreement between r 2 (η a , η b ) and experimental data for all centralities are as good as our previously published results using ideal hydrodynamics with T f = 137 MeV [78] . Moreover, the r 3 (η a , η b ) with T f = 100 MeV increases slightly as compared with T f = 137 MeV.
With a finite ratio of shear viscosity over entropy density η v /s = 0.16, r 2 from CLVisc simulations fits the CMS data better, if the second reference window η b ∈ [4.4, 5.0) is chosen. For r n (η a , η b ) computed with the first reference η b window, the shear viscosity decreases the decorrelation of elliptic flow slightly for zero-flow initial condition but strongly when initial fluid velocity is included in the initial condition. For r n (η a , η b ) computed with the second reference η b window, the effect of the shear viscosity is very small. When there are longitudinal fluctuations, the non-Bjorken longitudinal expansion due to pressure gradients along the space-time rapidity is strong. In ideal hydrodynamics, this longitudinal expansion decreases elliptic flow [64] . However, in viscous hydrodynamics, the shear viscosity speed up the expansion along the transverse direction and slow down the expansion along the longitudinal (space-time rapidity) direction. The anisotropic flow in viscous hydrodynamics with both transverse and longitudinal fluctuations are therefore affected by the entanglement between the accelerated transverse expansion and the decelerated longitudinal expansion.
When the initial fluid velocity computed from T τ µ is included in the initial condition, the short range "non-flow" correlations from mini-jets become stronger in ideal hydrodynamics. The short range correlations in the denominator between particles in the window [η a − 0.15, η a + 0.15] and the first reference window 3 < η b < 4 suppress the value of r n (η a , η b ). This is clearly seen in Fig. 21 as the red-dashed line for r n (η a , η b = ref 2) is always above the red-solid line for r n (η a , η b = ref 1) from ideal hydrodynamic simulations. For viscous hydrodynamics with initial fluid velocity, the splitting between two η b reference windows is much smaller than ideal hydrodynamics. The comparisons between Fig. 20 and Fig. 21 shows that the decorrelation strength together with the splitting between two reference windows are sensitive to both the initial fluid velocity and shear viscosity. With shear viscosity constrained by other physical observables, the splitting between two reference windows for 0 − 5% and 5 − 10% central collisions might be a good observable to determine the initial fluid velocity.
IX. SUMMARY
We have developed a full (3+1)D viscous relativistic hydrodynamic model CLVisc in which both the hydrodynamic evolution with KT algorithm and Cooper-Frye particlization with integration on the freeze-out surface are parallelized on GPU using OpenCL. We achieved 60 and 120 times performance increase for the space-time evolution and Cooper-Frye particlization, respectively, relative to the performance of the code on a single core CPU. Such increased performance makes many event-byevent studies of high-energy-heavy-ion collisions, such as the Coupled Linear Boltzmann Transport and hydrody-namics (CoLBT-hydro) model [49] for jet propagation and medium response, possible. We have validated the CLVisc code with comparisons with several analytic solutions of ideal and viscous hydrodynamic equations such as Riemann, Bjorken and Gubser solutions as well as numerical solutions from VISH2+1. We have also compared results from CLVisc using the Trento Monte Carlo initial conditions with experimental data on hadron spectra in heavy-ion collisions at both RHIC and LHC. We carried out a novel study with CLVisc on the pseudo-rapidity dependence and decorrelation of anisotropic flows in the longitudinal direction with initial conditions given by the AMPT model. We confirmed the observation that the magnitude and the relative ratio of anisotropic flows are sensitive to the shear viscosity to entropy density ratio η v /s. We also found that the decorrelation of anisotropic flow along the pseudo-rapidity and the splitting between different reference rapidity window are sensitive both to the initial flow velocity and the shear viscosity to entropy density ratio.
In the comparisons to the experimental data on flavor dependence of the hadron spectra and anisotropic flows, CLVisc fails to describe the experimental data like all other pure hydrodynamic models. As illustrated by previous studies [114, 123] , it is imperative to include nonequilibrium dynamics of hadronic scattering after the hadronization. CLVisc with the option of Monte Carlo sampling for Cooper-Frye particlization is well suited to work together with a hadronic transport model to account for this dynamic process. This will be investigated in the near future. Parallelization and optimization of relativistic hydrodynamic program on GPUs require expertise. In this section we provide many technical details that are critical to GPU parallelization. Shown in Fig. 22 is one cartoon diagram of the GPU architecture. The smallest component of the GPU is the processing element (PE) which is comprised of a worker (the ant) that owns a very small piece of private memory (the dish). The accessing latency for the processing element to read data from the private memory is very low. However, usually the private memory is so small that it is impossible to store a big amount of data in private memory for processing at the same time. If more private memory is used than provided, the processing element will store data in global memory and read from there in each access. This is not good practice, since there is a long distance between the global memory (food source in the out environment) and the private memory (the dish of the ant). As a result, reading data directly from global memory to private memory has a large latency. The clever ants decided to construct one granary (named as shared memory in CUDA and local memory in OpenCL) to store food that is fetched from out environment and will be shared by multiple ants. The memory access from shared memory (the granary) to private memory (the dish) is more than 100 times faster than directly reading data from global memory (out environment). Pre-fetching data from global memory to shared memory for frequent accessing usually speeds up the program by a large margin. Although the private memory and the shared memory have lower accessing latency than global memory, their capacities and horizons are much smaller. The private memory (capacity = dozens of float numbers) can only be accessed by each processing element, while the shared memory (capacity = 32KB -64KB) can be accessed by all the processing elements in the same computing unit. As a comparison, the global memory (capacity = several GB) is large and can be accessed by all the processing elements. If some data is shared by all the processing elements, a special region of the global memory -"constant memory" can be used to balance the horizon and accessing latency. Notice that all memories are located on the GPUs and transferring data from CPU memory to the global memory of GPUs also take time. The good practice is to transfer data from CPU memory to the GPU global memory and performing all calculations before transferring back to CPUs for output.
In the 3D KT algorithm, the required data to update the source terms S π , S N , S T and S Π at lattice (i, j, k) are
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Shared Memory
Private memory: fast Shared memory: slower Global memory: 100 times slower than shared memory ory, there is too much redundant fetching from global memory to private memory, which slows down the calculation. In the beginning, a 3D stencil was used to fetch a 3D block of data to shared memory, all the threads in the same work group read data from shared memory. However, numerous halo cells are needed in each direction in order to update the boundary cells in the local block. In order to update one 7 × 7 × 7 block, one needs 7 × 7 × 4 × 3 halo cells. The total shared memory used for the effective block and halo cells in this simple case is 16 × 7 × 7 × (7 + 12) × 4/1024 = 56 KB, which already exceeds the maximum shared memory provided by the most advanced GPUs on the market (typical size of shared memory is 32 KB). A trade off is to read halo cells directly from global memory instead of storing them in shared memory, which reduces the shared memory usage to 20 KB. On the other hand, concurrent reading from global memory is only possible along one dimension, depending on in which direction the data is stored continuously. The data in one 3D array can only be stored continuously in one direction, which makes concurrent reading impossible in the other 2 directions. For the 3D stencil, it is possible to store each block of data (7, 7, 7) continuously in global memory, other than the common (x, y, z) order for the whole (nx, ny, nz) array. It is also possible to construct the halo cells for each block and store them continuously in global memory for concurrent accessing. One should keep in mind that constructing halo cells for the 3D block is error-prone and asks for much more global memory.
In the current version of CLVisc, the source terms are split into 3 directions. The 1D data along each direction is put in the shared memory as shown in Fig. 23 . The total shared memory used for one strip is N ×16×4/1024 = 32 KB for N = 512 lattices along the x direction. Each hydrodynamic cell shares 5 × 16 single precision floating numbers along the x direction and only 4 halo cells at the boundary are needed.
B. Parallelization of the smooth particle spectra calculation
Since the integration kernel in Eq. (55) is independently calculated for different freeze-out hyper-surface elements before the summation, it is a perfect job to fit in GPU parallel computing. If the Cooper-Frye integration is only needed once for all the hyper-surface, it can be done efficiently using the two step parallel reduction algorithm as shown in Fig. 24 from Nvidia and AMD SDK. In reality we need to do hyper-surface integration 308×41×15×48 times, it is quite slow to load each hypersurface element from global memory to private memory so many times. In order to reduce the global memory access, we share the hyper-surface elements in one work group for multiple (pid, Y, p T , φ) combinations. The computing time for 300 resonances is reduced from 8 hours on a single core CPU to 3 minutes on the modern GPUs like Nvidia K20 and AMD firepro S9150 for one typical hydrodynamic event. Figure 24 . Parallel reduction used on GPU to compute the summation of particle spectra from millions of freeze-out hyper-surface elements. Fig. 24 is one demonstration of parallel reduction. E.g., in order to sum all the numbers in one big array, one first put the numbers in many groups, in each working group the working items iteratively add the second half of the sub-array to the first half in parallel. After several iterations, the final result will be the value in the first working item. Notice that the parallel reduction has not only been used in CLVisc to compute the summation of particle spectra from the huge amount of freeze-out hyper-surface cells, but has also been used to compute the maximum energy density ε max in the fluid field at each output time step. The ε max is used to stop the time evolution of hydrodynamics when its value is smaller than the freeze-out energy density determined by the freeze-out temperature. In order to find ε max in the fluid field, one has to check N x × N y × N ηs fluid cells in the collision system with both transverse and longitudinal fluctuations. This can be done easily in python, if the energy density values of the whole fluid field stay in the host memory (CPU memory). However, transferring the values of a big 3D matrix from GPU to CPU at each output time step is very time consuming. CLVisc uses parallel reduction to compute the maximum energy density of the fluid field on the GPU side and transfer a scalar ε max back to the CPU side. In order to avoid the data transfer between CPU and GPU memory, the freeze-out hyper-surface finding algorithm [64] is also implemented on GPU.
Shown in
C. Profiling for the (3+1)D viscous fluid dynamic evolution
In order to solve 3D partial differential equation, we need to update the values of N cells = N X×N Y ×N Z cells at each time step. Without parallel computing, there is only one computing element that updates these cells one after another. The modern GPUs have more than N workers = 2500 processing elements such that more than 2500 cells can be updated simultaneously. In practice, the performance boost can not approach 2500 for several reasons, (1) the computing power of each computing element on GPU is not as strong as CPU (2) reading data from global memory of GPU to the private memory of one computing element has big latency. The easiest optimization on GPU is to put the data shared by a block of processing elements on shared memory to reduce the global accessing latency. In the 5-stencil central scheme KT algorithm, the site information on each cell is shared 5, 9 and 13 times by its neighbors in 1-D, 2-D and 3-D respectively. The optimal block size -denotes the number of processing elements assigned to process one workgroup of cells, vary between different computing devices. As shown in Table. II, we run (3+1)D viscous hydrodynamics with number of cells N cell = 385 × 385 × 115 for 1600 time steps. Shown in the table are the mean time for one-step update on GPU AMD S9150 (2496 processing elements) and server CPU Intel Xeon 2650v2 (10 cores, 20 threads). The computing time for one-step update changes for different block sizes. For GPU AMD S9150, the optimal block size for this task is 64 while for the CPU Intel Xeon 2650v2, the optimal block size is 16. Running on GPU is about 6 times faster than running on a 10 cores CPU with the same program. The (3+1)D ideal hydrodynamics with the same parallelization is about 6.5 times faster than the viscous version.
The performance can be further improved using deeper optimizations. In the 1D-KT algorithm together with dimension splitting, each lattice point needs to be loaded 3 times. This is a trade off between implementation difficulty and efficiency. However, it is already much better than independent fetching from global memory where the data on each lattice point are reloaded 13 times.
Concurrent reading from global memory
It is shown that the 1D KT algorithm is much faster along η s direction than along x and y direction for N x = N y = N ηs = 256 grids. The ratio of computing time along these three axis is t x : t y : t ηs = 38 : 28 : 1. There is the concurrent reading problem, since the data is only stored continuously in one direction. Transposing the matrix in each time step is suggested by [124] to increase the concurrent reading. Another way is to use the native 3D image buffer, which provides a different storing order and constant extrapolation for boundary cells. We did not choose image buffer because it is read only or write only in one kernel in OpenCL version earlier than 2.0, and it does not support double precision.
Warp divergence Threads in the same workgroup are executed in warps of 32 or 64, with all the threads in one warp execute the same instruction at the same time. If there is if/else branching for two threads in the same warp, all the threads in the same warp will execute the instruction under both of the two branches. This is called warp divergence. The root finding algorithm on each lattice cell needs different number of iterations to achieve the required precision, which will bring serious warp divergence. This should be kept in mind, but currently there is no way to tackle this problem.
Bank conflict On each computing unit there is one piece of shared memory whose size is around 32KB − 48KB. Each work group occupy one piece of shared memory, the data in this piece of shared memory are stored in 32 banks with each bank holds many 32 bits data. For example if we have one floats (32 bits) array A whose length is 500, the first bank will store A[0], A [32] , . . . , A[32 * n] and the second bank will bank will store A [1] , A [33] , . . . , A [32 * n+1] . If multiple threads in the same warp read the same 32 bits data from one bank, the data will be read only once and broadcast to all the requested threads, there is no bank conflict in this case. However, if n threads in the same warp read n different 32 bits data from the same bank, the operation is serialized and the program is slowed down, this is called n-way bank conflict. Bank conflict is also one way to slow down the program if the data is poorly structured. For more details of GPU parallel computing, one can refer to [124] [125] [126] .
D. Momentum sampling from Fermi-Dirac and Bose-Einstein distributions
On the freeze-out hyper-surface, the baryons obey Fermi-Dirac distribution and mesons obey Bose-Einstein distribution. One needs to sample the momentum magnitude from these two distribution functions. The most straight forward method is native rejection sampling, which is not encouraged here due to too many rejections at large momentum when the probability is small. We introduce Scott Pratt's method and Adaptive Rejection Sampling (ARS) which are much faster to tackle this problem.
Scott Pratt's method There is a math trick to sample momenta from Juttner distribution function f (p) = where E = p 2 + m 2 is the energy of one particle in the co-moving frame of fluid. The problem is simplified to sampling from several Juttner distribution functions with effective freeze-out temperatures T , T /2, T /3, T /4 .... For massless particles whose distribution functions read f (p) = p 2 e −p/T , one uses the math trick: for probability distribution x n−1 e −x , one can draw x by taking the natural log of n random numbers x = − ln(r 1 r 2 ...r n ) with r i uniformly distributed between zero and one. It is easy to draw the momentum magnitude, polar and azimuthal angles in 3-dimensions, from Juttner distribution function, p = −T ln(r 1 r 2 r 3 ), cos θ = ln(r 1 ) − ln(r 2 ) ln(r 1 ) + ln(r 2 ) , 1, too many rejections slows down the sampling. Scott Pratt introduces a numerical trick, p = E 2 − m 2 , dp = E/pdE (80) 
Using this method, the sampled k is accepted with very high probability p/E. Adaptive Rejection Sampling (ARS) can not only be used to sample the Juttner, Fermion-Dirac and BosonEinstein distribution, but also Woods-Saxon distribution and any distribution functions that are log-concave (h (x) < 0 for any x where h(x) = log f (x)). ARS is very useful in nuclear physics and high energy physics. The philosophy of ARS is to generate a piecewise exponential upper bound q(x) for f (x) and refine this bound with rejected points. Notice that q(x) ∝ exp(g(x)) is constructed from g(x) which is the piecewise linear upper bound of log f (x) -whose existence requires the logconcave property. The ordered change points are z 0 < z 1 < z 2 ... < z n and g(x) has slope m i in (z i−1 , z i ). The area under each piece of exponential segment exp(g(x i )) is, With this x we can do rejection test: ran() <
q(x) = exp(h(x) − g(x)). If a point is rejected, it will be used to refine the upper bound which will make the upper bound closer to f (x). In squeezing test step, lower bound is also needed which we call l(x). Squeezing test is true if ran() < l(x) q(x) . The ARS method can be extended to arbitrary distributions by isolating the distribution function into concave and convex parts with different upper bounds.
E. Code structure
This section describes the software aspect of the GPU parallelization and the code structure of CLVisc. Programming on GPUs usually uses two levels of language, one for the host side to read configurations, query devices, dispatch jobs to different computing devices and transferring data between host and devices, the other is on the device side to do the real calculation using CUDA or OpenCL. The CLVisc is comprised of several modules with two modules that provide examples for both Python-OpenCL and C++-OpenCL combinations.
-The relativistic hydrodynamic module which solves the partial differential equations and finds the freeze-out hyper-surface uses Python for the host side and OpenCL for the device side.
-The smooth particle spectra calculation and resonance decay program use C++ for the host side and OpenCL for the device side.
-Sampling hadrons from freeze-out hyper-surface and forcing resonance decay uses C++.
In CLVisc, the computing kernels are written in OpenCL and the host side for fluid dynamics is in Python. Employing python as the host side language for the main CLVisc program has several benefits. Comparing the host side language in C++ (used in smooth spectra calculation) and that is given in python by PyOpenCL, we found that the python version is much more compact and easier to program. The built-in modules argparse, logging, unittest together with PyOpenCL make the host side programming in Python a much better experience than using C++. The kernels written in OpenCL can be directly used in a program whose host side language is C++ without any changes. It is also much easier to connect to the later data analysis using numpy, scipy, pandas and matplotlib. All the popular modern machine learning and deep learning libraries use Python as their user interface, which can also be easily connected to the CLVisc output.
F. Code Availibility
The CLVisc code is publicly available from https: //gitlab.com/snowhitiger/PyVisc. In the package, there are example codes to run event-by-event hydrodynamics with optical Glauber, Trento initial condition or AMPT initial conditions.
