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1 Introduction
Supervised learning is obtaining an underlying rule from training examples made up of input points
and corresponding output values. If the input-Output rule is successfully acquired, then we can
estimate appropriate output values corresponding to unknown input points. This ability is called
the generalization capability. It is known that higher levels of the generalization capability can be
acquired if we actively design input points. In this paper, we discuss the problem of designing
input points for the maximal generalization capability. This problem is referred to as active learning
[4, 25, 8] or experimental design [11, 6, 3].
Active learning has been studied from two stand points depending on the optimality. One is
the global optimality, where a set of all input points is optimal [6, 9, 26]. The other is the greedy
optimality, where the next input point to add is optimal in each step [13, 3, 8, 24]. In this paper,
we focus on the former global optimal case and give an active learning method especially in the
trigonometric polynomial model.
2 Formulation of the problem
Let $f$ (x) be a learning target function. It is a complex valued function of $L$ variables defined on a
subset $D$ of the $L$-dimensional Euclidean space $\mathbb{R}^{L}$ . Assume that $f$ belongs to a reproducing kernel
Hilbert space (RKHS) $H[2,22]$ .
The training examples are made up of finite $M$ number of sample points $x_{m}$ in $D$ and corre-
sponding $\lambda^{J}I$ sample values $y_{m}$ in $\mathbb{C}$ :
$’/\iota_{m}=f(xx_{m})+\epsilon_{m}$ : $1\leq n|,$ $\leq M,$
where $y_{m}$ is degraded by additive noise $\epsilon_{m}$ . Let $y$ and $\epsilon$ be $\mathrm{M}$-dimensional vectors consist of $(’\{Jm)$
and $(\epsilon_{m}.)$ , respectively. Let $A$ be an operator which transforms $f$ to the $M$-dimensional vector with
the $m$-th element being $f(x_{m})$ . The operator $A$ is called the sampling operator. Then, we have
$y=Af+\epsilon$ . (1)
Let us denote a mapping from $y$ to a learning result $\hat{f}$ by $X$ :
$f=Xy-$ . (2)
The supervised learning problem is an inverse problem of obtaining $X$ that minimizes a general-
ization $emr$. We adopt the following $Jc$ as the generalization error of $\hat{f}$ :
$J_{G}=\mathrm{E}_{\epsilon}||\hat{f}-f||^{2}$ , (3)
where $\mathrm{E}_{\epsilon}$ is the expectation with respect to noise ensemble $\{\epsilon\}$ .
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Assume that $X$ is linear. Then, from Eqs.(l) and (2), we have
$\hat{f}=XAf+X\epsilon$ . (4)
The first and second terms on the right-hand side of this equation are called the signal component and
the noise component of $\hat{f}$ , respectively. We require that for any given $f$ in $H$ , the signal component
agrees with the target function $f$ . The requirement can be satisfied if and only if
$XA=I_{:}$ (5)
where I is the identity operator on $H$ . Let $T$} be the Moore-Penrose generalized inverse of an
operator $T$ . In connection with the requirement (5), we have
Lemma 1 The following four statements are mutually equivalent




In this case, $A^{*}A$ becomes non-singular.
Proof. First of all, we notice that $R(A)$ and $R(A^{*})$ are closed because $\mathbb{C}^{\mathrm{A}^{r}I}$ is of finite dimension.
Then, $A^{\uparrow}$ in (ii) is well-defined and (iv) is equivalent to (iii). The mutual equivalence among $(\mathrm{i})-(\mathrm{i}\mathrm{i}\mathrm{i})$
is a well-known result [1]. (Q.E.D.)
Since $R(A^{*})=H$ means that $H$ is of finite dimension, we shall concentrate our attention on
the finite dimensional $H$ . Hence, all subspaces appeared in this paper are closed. Let $N$ be the
dimension of $H$ . Since $R(A^{*})=H$ , $N$ is less than or equal to the number of training data, i.e.
$N<M.$
Definition 2 (Optimal learning operator) For a fixed $A$ , if an operator $X$ minimizes $J_{G}$ in
Eq. (3) subject to $XA=I,$ then $X$ is called an optimal learning operator and denoted by $X_{0}$ .
Active learning problem is a problem to design sample points $\{x_{m_{l}} : 1\leq m, \leq\Lambda I\}$ so that $f$
.
minimizes the generalization error $J_{G}$ . It is equivalent to design the sampling operator $A$ so that $\hat{f}$
minimizes $J_{G}$ . In order to solve this problem, we first provide the optimal learning operator $d\iota_{0}$
. for
each $A$ . Then we shall devise the optimal $A$ which minimizes $Jc[X\mathrm{o}]$ .
Note that $\hat{f}$ is an unbiased estimate of the original target function $f$
. if the mean of the noise
ensemble is zero because of Eqs.(4) and (5).
3 optimal learning operator
In this section, we shall devise a closed form of the optimal learning operator $X_{0}$ for each $A$ . Let us
denote the $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ of an operator $T$ by $\mathrm{t}\mathrm{r}(T)$ . Let $Q$ be the noise operator defined by
$Q=\mathrm{E}_{\epsilon}$ $(\epsilon \mathrm{S} \overline{\epsilon})$ , (6)
where $(\cdot\otimes^{-}\cdot)$ is the Neumann-Schatten product. The rigorous definitions and properties of the $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$
and the Neumann-Schatten product are described in Appendix.
Theorem 3 (Optimal learning operator) Assume that $R(A^{*})=H$ . For each $A$ , the optimal
learning operator alutays $r$\dot sts. Its general form is given by
$X_{0}=V^{-1}A^{*}U^{\uparrow}+Y(I_{M}-UU^{\uparrow})$ , (7)
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where $I_{M}$ is the identity operator on $\mathbb{C}^{M}$ , }’ is an arbitrary operator from $\mathbb{C}^{M}$ to $H$ , and
$U=AA^{*}+Q,$ (8)
$V=A^{*}U\dagger$A. (9)
Furthermore, the minimum value, say $J_{0}$ , of $Jc$ with respect to $X$ is given by
$J_{0}=$ tr $(V^{-1})$ $-\Lambda^{r}$. (10)
In order to prove this theorem, we shall prepare several lemmas.
Lemma 4 [1] For any fixed operators $T_{1}$ and $T_{2}$ , the following statements are mutually equivalent.
(i) The equation $XT_{1}=T_{2}$ has a solution.
(i) $(11)\subseteq N(T_{2})$ .
(i) $T_{2}T_{1}^{1}T_{1}=T_{2}$ .
In this case, a general solution of $XT_{1}=T_{2}$ is given by
$X=T_{2}T_{1}^{1}+Y(I-T_{1}T_{1}^{\dagger})$ ,
where I is the identity operator and 1’ is an arbitrary operator.
Lemma 5 (Properties of $U$ ) The operator U. in Eq. (8) is positive semidefinite, and it holds that




Proof. Since $Q$ is positive semidefinite, for any $u\in \mathbb{C}^{M}$ , Eq.(8) yields
(Uu, $u\rangle$ $=\langle(AA’+Q)u,u\rangle=||$”$||^{2}+\langle Qu, u\rangle$ $\geq 0,$
which implies $U\geq 0.$ Furthermore, if $u\in N(U)$ , then $||1’ u||^{2}$ $=0$ and $\langle Qu_{i}u\rangle=0.$ Hence, $A^{*}u=\{)$
and $Qu=0.$ That is, $N(U)\subseteq N(A^{*})\cap$ N(U). The converse is clear from Eq.(8). Hence, Eq.(ll)
holds. Taking the orthogonal complement of Eq.(ll) yields Eq.(12). Eq.(12) yields $R(U)\supseteq R(A)$ ,
which implies Eq.(13). Eq.(ll) yields $N(U)\subseteq N(A^{*})$ , which implies Eq.(14) because of Lemma 4.
(Q.E.D.)
Lemma 6 (Properties of $V$) Assume that $R(A^{*})=H$ . The operator $V$ in Eq.(9) is self-adjoint
and non-singular.
Proof. Since $U$ is self-adjoint, $V$ is also self-adjoint because of Eq.(9). Let $\prime u$ $\in$ N{V). Since
$Au\in R(A)\subseteq R(U)$ because of Eq.(12), there exists $v$ such that $Au=Uv.$ Hence,
$\langle$Uv, $v\rangle$ $=\langle UU^{\dagger}Uv,v\rangle=\langle U^{\uparrow}Uv, Uv\rangle=\langle$U’Au, Au
$=\langle A^{*}U^{\uparrow}A\cdot u_{:}u$) $=$ (Uu, $u$) $=0.$
Then, $Uv=0$ and $Au=0.$ That is, $N(V)\subseteq N(A)=\{0\}$ because of Lemma 1. Hence, $N(V)=\{0\}$ .
Taking the orthogonal complement of $N(V)=\{0\}$ yields $R(V)=H$ because $V^{*}=V.$ That is, $V$ is
a bijection on $H$ , which implies $V$ is non-singular. (Q.E.D.)
The following lemma characterizes the optimal learning operator.
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Lemma 7 Assume that $R(A^{*})=H.$ An operator $X$ is an optimal learning operator if and only if
$X$ together with an operator $C$ satisfies
$XA=I$. (15)
$XQ=CA^{*}$ . (16)
In this case, the minimum value $J_{0}$ of $Jc$ is given $b$ )
$J_{0}=\mathrm{t}\mathrm{r}(C)$ . (17)
Proof. Assume that $XA=I.$ It follows from Eq.(4) that
$||\hat{f}-f||^{2}=||X\epsilon||^{2}=\mathrm{t}\mathrm{r}((X\epsilon)\tilde{2}\zeta\overline{(X\epsilon)})=\mathrm{t}\mathrm{r}(X(\epsilon\underline{\overline{\cross}}\overline{\epsilon})X^{*})$ .





where $\langle XQ, X\rangle$ is the Schmidt inner product of operators. The rigorous definition and properties of
the Schmidt inner product are described in Appendix. Let $C$ be the Lagrange multiplier operator.
The conditional problem of variation for the optimal learning operator is reduced to the following
unconditional problem of variation with respect to $X$ and $C$ :
$J_{G}[X, C]=$ (XQ, $X\rangle$ $-2{\rm Re}\langle$$X$A-I, $C\rangle$ ,
where ${\rm Re}$ stands for the real part of a complex number. Equating the partial derivative of $J_{G}$ [$X_{i}$ C.,]
with respect to $C$ to zero yields Eq.(5), which is equal to Eq.(15). Equating the partial derivative
of $J_{G}[X, C]$ with respect to $X$ to zero yields
$\delta.J_{G}=$ $\langle$ \mbox{\boldmath $\delta$}XQ. , $X\rangle$ $+\langle$ $X$Q, $\delta X)$ $-2{\rm Re}(\delta XA,$ $C\rangle$
$=2{\rm Re}\langle\delta X, XQ-CA^{*}\rangle=0,$
where $\delta X$ is an arbitrary operator. Then we have Eq.(16).
We shall show that Eqs.(15) and (16) have solutions. The assumption $R(A^{*})=H$ guarantees
that $V$ is non-singular because of Lemma 6. If we let
$X=V^{-1}A^{*}U\dagger$ and $C=V^{-1}$ –I. (19)
$\mathrm{E}\mathrm{q}\mathrm{s}.(15)$
V^{-1}-I.$
then it follows from Eq.(9) that
$XA=V^{-\cdot 1}A^{*}U^{\uparrow}A=V^{-1}V=I.$





Then $X$ and $C$ in Eq.(19) satisfy Eq.(16). That is, Eqs. (15) and (16) have solutions.
Let $X_{0}$ be a solution of Eqs.(15) and (16). We shall show that for any $\wedge \mathrm{Y}$ which satisfies Eq.(15),
it holds that $J_{G}[X]\geq J_{G}[.\mathrm{Y}_{0}]$ . Prom the definition of $d\mathrm{x}_{0}^{r}$
$X_{0}A=I$ and $X_{0}Q=C,A’$ . (20)
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and hence $XQXq=X_{0}QX_{0}^{*}$ . Since $X_{0}QX_{0}^{*}$ is self-adjoint, XQXq is also self-adjoint and it holds
that
$X_{0}QX_{0}^{*}=XQX_{0}^{*}=\mathrm{Y}_{0}\vee QX^{*}$ .
Therefore, Eq.(18) and $Q\mathit{2}$ $0$ yield
$J_{G}[X]-J_{G}[X_{0}]=$ tr $(XQX^{*})-$ tr $(\lambda_{0}^{r}Q_{p}\mathrm{Y}_{0}^{*})$
$=\mathrm{t}\mathrm{r}$ ($XQX^{*}$ $-XQX_{0}^{\prime*}-$ X0QX* $+\lambda_{0}^{r}Q.\mathrm{Y}_{0}^{*}$ )
$=$ tr $((X-X_{0})Q(X-Xo)*)\geq 0.$ (21)
Then we have $Jq[X]\underline{>}J_{G}[X_{0}]$ . That is, $\mathrm{X}\mathrm{o}$ is an optimal learning operator.
Conversely, assume that $.Jc[X]=$ .Ic $[X_{0}]$ for $X$ which satisfies Eq.(15). Eq.(21) yields $(X-$
$X_{0})Q=0,$ and hence $XQ$ $=X_{0}Q=CA^{*}$ . That is, $\wedge \mathrm{X}$ satisfies Eq.(16). It means that all optimal
learning operators are given as solutions of Eqs.(15) and (16).
Finally we shall show Eq.(17). It follows from Eqs.(18) and (20) that
$J_{G}[X_{0}]=$ tr $(X_{0}QX_{0}^{\mathrm{r}})=$ tr $(CA^{*}X_{0}^{*})=$ tr $(C,(X_{0}A)^{*})=$ tr (C) ,
which implies Eq.(17). (Q.E.D.)
This proof states that the operator $C$ in Eq.(16) is the Lagrange multiplier and the minimal
value of $J_{G}$ is given by the $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ of C.
Lemma 7 has transformed a variational problem for the optimal learning operator to an algebraic
problem. It characterizes the optimal learning operator by using the system of two equations. The
following lemma characterizes it by using only one equation.
Lemma 8 Assume that $R(A^{*})=H$ . An operator $X$ is an optimal learning operator if and only if
$X$ satisfies
$XU=V^{-1}A’$ . (22)
Proof. The assumption $R(A^{*})=H$ guarantees that $V$ is non-singular. From Lemma 7 it is
enough to show that the system of Eqs.(15) and (16) is equivalent to Eq.(22). Let $X$ and $C$ be





which implies Eq. (22) . This proof also guarantees the existence of a solution of Eq.(22).
Conversely, let $X$ be a solution of Eq.(22) and $C=V^{-1}-I.$ It follows from Eqs.(13), (22), and
(9) th”
$XA=XUU^{\dagger}A=V^{-1}A^{*}U^{\}}A=V^{-1}V=I,$




which implies Eq.(16). (Q.E.D.)
In the light of these lemmas, we shall prove Theorem 3
(Proof of Theorem 3)
A$\mathrm{s}$ is shown in the proof of Lemma 8, Eq.(22) has a solution. Its general form is given by Eq.(7)
because of Lemma 4. We shall show Eq.(lO). As is shown in the proof of Lemma 7. we can use
$C=V^{-1}-I$ as $C$ in Eq.(17), which implies Eq.(lO). (Q.E.D.)
4 Simpler expressions of the optimal learning operator
According to the noise characteristics $Q$ , the expression of the optimal learning operator in Eq.(7)
becomes much simpler. In order to show that, the following lemma is useful.
Lemma 9 (Operator pseudO-inversion lemma) $fl\theta f$ Let $T_{1}$ be an operator from a Hilbert space
$H_{2}$ to a Hilbert space $H_{1}$ . Let $T_{2}$ be a positive semidefinite operator on $H_{1}$ . If and only if $R.(T_{1})\underline{\subseteq}$
$R(T_{2})$ , it $hol$”
$(T_{1}T_{1}^{*}+T2)^{\mathrm{j}}$ $=T_{2}^{\uparrow}-T_{2}^{\uparrow}T_{1}(I_{\underline{9}}+T_{1}^{*}T_{2}^{\dagger}T_{1})^{-1}T_{1}^{*}T_{2^{j}}^{1}$
where $I_{2}$ is the identity operator on $H_{2}$ .
This lemma leads us to the following theorem.
Theor$\mathrm{e}\mathrm{m}$ 10 Assume that $R(A^{*})=H$ . If $R(Q)\supseteq R(A)$ , then $Eqs.(7)$ and (10) reduce to
$X_{0}=(A^{*}Q^{\uparrow}A)^{-1}A^{*}Q\dagger+Y(I-QQ^{\uparrow})$ . (23)
and
$J_{0}=$ tr $((A^{*}Q\dagger A)^{-1})$ . (24)
Proof. Since $\mathrm{R}\{\mathrm{Q}$ ) $\supseteq \mathrm{R}\{\mathrm{A}$), Eq.(12) yields $R(U)=R$(Q). Then, $UU\dagger=P_{R(U)}=P_{R(Q)}=QQ^{\uparrow}$
a $\mathrm{d}$ the seco$\mathrm{n}\mathrm{d}$ terms of the right-hand sides of Eqs.(7) and (23) agree with each other.
I$\mathrm{n}$ order to prove the first terms of the right-hand sides of Eqs.(7) and (23) agree with each other,
let us temporarily denote $A^{*}Q^{\uparrow}A$ by $B$ . Since $Q^{*}=Q,$ when $R(A)\subseteq R(Q)$ , it follows from the
operator pseudo inversion lemma that
e .$
$J_{0}=\mathrm{t}\mathrm{r}((A^{*}Q\dagger A)^{-1})$
R(Q)\supse eq R(A) , (Q)$ .
nd nd $\mathrm{E}\mathrm{q}\mathrm{s}.(7)$
n $\mathrm{E}\mathrm{q}\mathrm{s}.(7)$
l. $ , U
-
$(AA^{*}+Q)^{\uparrow}=Q^{\dagger}-Q^{\uparrow}A(I+A^{*}Q\dagger A)^{-1}A^{*}Q^{\uparrow}$. (25)








Eqs.(26) and (9) yield $V=A^{*}U\dagger A=(I+B)^{-1}$B. Then we have $B$ $=(I+B)$V. Since $I+D$ and
$V$ are non-singular, $B$ is also non-singular. Hence,
$V^{-1}=B^{-1}(I+B)$ . (27)
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Prom Eqs.(27) and (26), the first term of the right-hand side of Eq.(7) becomes
$V^{-1}A^{*}U\dagger=[B^{-1}(I+B)][(I+B)^{-1}A^{*}Q\dagger]=B^{-1}A^{*}Q^{\dagger}$ .
This is the first term of the right-hand side of Eq.(23).
Finally, we shall prove Eq.(24). It follows from Eq.(27) that $V^{-1}-I=B^{-1}$ . Then, Eq.(lO)
yields Eq.(24). (Q.E.D.)
This theorem states that if $\mathrm{R}\{\mathrm{Q}$ ) $\supseteq$ R{Q), then we can replace $U$ in Eq.(7) with $Q$ . Since
$Q=\sigma^{2}I_{ht}$ implies $R(Q)\supseteq R$(A), the following is a direct consequence of the theorem.
Corollary 11 Assume that $R(A^{*})=H$ . If $Q=\sigma^{2}I_{M}$ (a $>0$), then the optimal learning operator
is uniquely determined and $X0=A^{\uparrow}$ . $Fu\hslash hemore$, it holds that
$J_{0}=\sigma^{\underline{9}}\mathrm{t}\mathrm{r}$ $((A^{*}A)^{-1})$ . (28)
5 Optimal sampling operator
Active learning is a problem to design sample points $\{x_{m} : 1\leq \mathit{7}\mathit{1}b \leq\Lambda I\}$ so that $\hat{f.}$ mininiizes the
generalization error $.\gamma_{G}$ . It is equivalent to design the sampling operator $A$ so that $A$ minimizes
the minimum value $J_{0}$ in Eq.(10). Such an operator $A$ is called an optimal sampling operator. In
this section, we shall provide a necessary and sufficient condition for $A$ to be an optimal sampling
operator under some assumptions.
5.1 Optimal sampling operator
Let $K(x, x’)$ be a reproducing kernel of $H$ . Let us define functions $\{\psi_{m}’ : 1\leq’ ru\leq\Lambda I\}$ by
$\psi_{m}(x)=K$ {$x,$ $x_{m})$ : $1\leq 7l,$ $\leq$ Al. (29)
Then, the sampling operator $A$ is expressed by
$A= \sum_{m=1}^{M}(e_{m}\otimes’\overline{\phi_{m}})$ . (30)
Furthermore, it holds that
$A^{*}= \sum_{m=1}^{M}(\psi_{m}\otimes\overline{e_{m}})$ , (31)
$4’ A= \sum_{m=1}^{M}$ ($\psi_{m}$ |n $\overline{\psi_{m}}$). (32)
Equation (31) means that $R(A^{*})$ is the subspace spanned by the set { $\psi_{m}$ : $1\leq m$ $\leq$ A#}. Hence,
$R(A^{*})=H$ holds if and only if the set $\{\psi_{m} : 1\leq m\leq M\}$ spans the whole space $H$ .
Theorem 12 Assume that
(i) $H$ is a finite $N$-dimensional RKHS whose reproducing kernel satisfies
$K(x,x)$ $=\kappa$ for any $x$ in $D$ , (33)
where $\kappa$ is a positive constant.
(ii) $R(A^{*})=H.$
(i) $Q=\sigma^{2}I_{M}$ : $\sigma$ $>0.$ (34)
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Then, $J_{0}$ in Eq. (10) is minimized if and only if
$4^{*}A$ $= \frac{\kappa\Lambda I}{N}$ I. (35)
In this case, the minimum value, say $J^{*}$ , of Jo is given by
$J^{*}= \frac{\sigma^{2}N^{9}}{\kappa M}$.. (36)
Proof. It follows from Eqs.(29) and (33) that
tr $(\psi_{m}\otimes\overline{\psi_{m}})=||\mathrm{V}$ $m||^{2}=K(x_{m}, x_{m})=\kappa$ . (37)
Then, Eq. (32) yields
tr $(A^{*}A)=\kappa\Lambda I$ . (38)
Let $||7$ $||_{2}$ be the Schmidt norm of an operator $T$ . Its rigorous definition and properties are described
in Appendix. Let us temporarily denote $(A^{*}A)^{1/2}$ by $B$ . The operator $B$ is self-adjoint and non-
singular because of Lemma 1. Prom the Schwarz inequality and Eq.(38), we have
$N^{2}=$ tr $(I)^{2}=$ tr $(BB^{-1})^{2}=\langle B, B^{-1}\rangle^{2}$
$\leq||B||\mathrm{a}||B^{-1}||\mathrm{i}$ $=$ tr $(B^{2})$ tr $((B^{2})^{-1})$
$=$ tr (AM) tr $((A^{*}A)^{-1})$ $=$ h$\cdot$,Mtr $((A^{*}A)^{-1})$ .
Hence, Eq. (28) yields
$J_{0}= \sigma^{2}\mathrm{t}\mathrm{r}((A^{*}A)^{-- 1})\geq\frac{\sigma^{2}N^{2}}{\kappa M}$ . (39)
Since $B70$ , the equality in Eq.(39) holds if and only if $B=\lambda B^{-1}$ with
$\lambda$ a positive constant. That
is, the equality holds if and only if
$A^{*}A=\lambda I.$ (40)
In this case, $\mathrm{t}\mathrm{r}(A^{*}A)=\lambda$ N. Hence, Eq.(38) yields A $=\kappa\Lambda IfN$ . Then, Eq.(40) is equivalent to
Eq.(35). Eq.(36) is clear from Eqs.(39). (Q.E.D.)
Based on this theorem, we can obtain an optimal set of sample points $\{x_{m} : 1\leq r’ t. \leq M\}$ . It is
a subject in Section 6.
5.2 Mechanism of achieving maximal generalization capability
In this subsection, we investigate how the generalization capability is maximized by Theorem 12
For this purpose, the following corollary is useful.
Corollary 13 Under the assumptions in Theorem 12, it holds that
$||1f||=\sqrt{\sqrt\kappa M}||f||$ : $f\in H.$
$||A^{\uparrow}u||=\{$
$\sqrt{\frac{N}{\kappa \mathrm{A}J}}||1\mathrm{J}||$ : $u\in R(A)$ ,
0 : $u\in R(A)^{[perp]}$ .
Proof. It follows from Eq.(35) that for $f\in H,$
$||Af||^{2}=\langle A’ Af_{:}$ $f)$ $=. \frac{hM}{N}||7$ $||^{2}$ ,$||Af||^{2}= \langle A^{*}A\cdot f_{:}f)=\frac{\cap \mathrm{J}V\mathit{1}}{N}||f||^{2}$
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which implies Eq.(41). For $u\in \mathbb{C}^{M}$ , it holds that
$||$ A’tJ $||^{2}=\langle(A’)" A’ u, u\rangle$ $=\langle(A’)’ (A^{*}A)^{-1}A^{*}u.u\rangle$
$= \frac{N}{\kappa\Lambda f}$
$\langle$ (A’ ) $A^{*}u$ , $u\rangle$ $= \frac{N}{\kappa M}$ $\langle$ (AA’)’u $ju\rangle$
$= \frac{N}{\kappa hI}\langle P_{R(A)}u, u\rangle$ $= \frac{N}{\kappa,hI}||\mathrm{R}(\mathrm{A})$. $||$’
This implies Eq.(42). (Q.E.D.)
Corollary 13 implies that $\sqrt{\eta_{\hslash}^{N}7}A$ becomes art isometry and $\sqrt{\tau\kappa\Lambda J}A^{\uparrow}$ becomes a partial isometry
with the initial space $R(A)$ .
Using Corollary 13, we show how Theorem 12 maximizes the generalization capability. In the
following, we assume that $\kappa M\oint N$ $>1.$ Let us decompose the noise $\epsilon$ into $\overline{\epsilon}$ in $\mathrm{H}\{\mathrm{A}$ ) and $\overline{\epsilon}^{[perp]}$ in
$\mathcal{R}(A)^{[perp]}:$
$\epsilon=\overline{\epsilon}+\overline{\epsilon}^{[perp]}$ .
Then the sample value vector $y$ is rewritten as
$y=Af+\overline{\epsilon}+\tilde{\epsilon}^{[perp]}$ .
Since $A^{\uparrow}$ is the optimal learning operator, the signal component $Af$ is transformed to the original
function $f$ by $A\dagger$ . Indeed, using $R(A^{*})=H,$ we have
$A\dagger Af=P_{R(A^{\mathrm{r}})}f=f.$
From Eq.(42), $A^{\uparrow}$ suppresses the magnitude of the noise $\overline{\epsilon}$ in $\mathcal{R}(A)$ by $\sqrt{-\mu \mathrm{T}\mathrm{i}rN}$ and completely removes
the noise $\overline{\epsilon}^{[perp]}$ in $\mathcal{R}(A)^{[perp]}:$
$||A^{\dagger}\overline{\epsilon}||=\sqrt{\eta_{\kappa}^{N}7}.||\overline{\epsilon}||$,
$A^{\mathfrak{j}}\tilde{\epsilon}^{[perp]}=0.$
In general, it is difficult to suppress the effect, of the noise $\tilde{\epsilon}$ in $\mathcal{R}(A)$ since it can not be distin-
guished from the signal component Af. However, the above analysis suggests that the effect of the
noise $\overline{\epsilon}$ is minimized if the magnification of $A^{\uparrow}$ for each sample value vector $y$ is minimized. Since
minimizing the magnification of $A^{\uparrow}$ is equivalent to maximizing the magnification of $A$ , the effect of
the noise $\overline{\epsilon}$ is minimized if the norm of $Af$ is maximized for each $f$ in $H$ . This principle well agrees
with our intuition that the sampling with the highest signal-tO-noise ratio in the sample value vector
$y$ provides the maximal generalization capability.
6 optimal des\’ign of sample $\mathrm{p}$oints
Th\^e condition (35) in Theorem 12 can be characterized by using the concept of the pseudo orthogonal
basis. It leads us to a method for designing the optimal set of sample points { $x_{m}$ : $1\leq m,$ $\leq$ Af.
6.1 Pseudo orthogonal bases
Definition 14 [19, $\mathit{1}\mathit{8}f$ A set $\{u_{m} : 1\leq m\leq\Lambda\prime I\}$ in an $N$ -dimensional Hilberi space $H$ is called $a$




$=$ $\sum$ $\langle f., \prime u_{m}\rangle\prime u_{\mathrm{a}n}$ . (43)
$m=1$
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Eq.(43) means $M\geq N.$ That is, the concept of POB is an extension of the orthonormal basis
(ONB) to linearly dependent over-complete systems. Clearly, a POB reduces to an ONB if $\Lambda\prime \mathit{1}$ $=\Lambda^{\cdot}$ .
POBs and their extensions, pseudo biorthogonal bases (PBOB) $[14, 18]$ , have been successfully
applied to various real world problems including signal restoration $[15, 18]$ , computerized tomography
[20], neural network learning [17], and robust construction of neural networks $[10, 12]$ .
Lemma 15 [19] A set { $\prime u_{m}$ : $1\leq 7’ l$ $\leq$ A $I$} is a $POB$ in $H$ if and only if
$||f||^{2}= \sum_{m=1}^{M}|\langle f, u_{m}\rangle$ $|^{2}$ for any $f$ in $H$ .
This equation is an extension of the Parseval equalty. It implies that aPOB is a tight frame with
frame bound one [5] or a normalized tight frame [7] in the frame terminology. Eq.(43) is equivalent
to
$M$
$\sum$ $(\prime u_{m}\otimes\overline{u_{m}})$ $=I$ . (44)
$m=1$




where $N$ is the dimension of $H$ . Note that the left-hand side of this equation is independent of not
only the number of elements $M$ but also the chosen elements $\{u_{m} : 1\leq m\leq M\}$ .
The following two lemmas give construction methods of POBs.
Lemma 16 [19] Let $T$ be an isometry from $H$ to an $\mathrm{A}P$ dimension Hilberi space $H$’ and $\mathrm{f}^{2}lJ\cdot m$ : $1\leq$
$\iota$ $\leq M\}$ be an $ONB$ in $H’$ . If eve let
$v_{m\iota}=T^{*}v_{m}$ for $m=1,$ 2 $\ldots$ . , $M$, (46)
then the set $\{\prime \mathrm{u}_{m} : 1\leq’ ll\leq M\}$ becomes a $POB$ in $H$ .
Note that all POBs can be constructed by changing $T$ with a fixed ONB { $v_{m}$ : $1\leq m.$ $\leq$ A#} or
by changing $\{\prime v_{\mathrm{v}n} : 1\leq n\cdot\iota \leq M\}$ with a fixed $T$ .
If a set { $\prime u_{m}$ : $1\leq$ ttt $\leq\lambda^{J}I$ } is a POB and $||u_{1}$ $||=||\mathrm{u}_{2}$ $||=\cdots=|\mathrm{P}u_{M}$ $||$ , then the set is called a
pseudo orthonormal basis (PONB). In this case, it follows from Eq.(45) that
$|\mathrm{D}\mathrm{J}_{m}||$
$=\mathrm{f}$ for $rr\iota$ $=1,2$ , $\ldots$ , Af. (47)
Lemma 17 [21] Let $\Lambda^{r}I=\mu N,$ where $\mu$ is a positive integer and $N$ is the dimension of H. Then, $a$
set $\{\prime u_{m} : 1\leq m\leq M\}$ becomes a PONB in $H$ if a set $\{\sqrt{\mu}u_{m} : 1\leq m\leq M\}$ consists of $\mu$ sets of
ONBs in $H$ .
6.2 Optimal design of sample points
In this subsection, we shall provide a method for designing the optimal set of sample points { $x_{m}$ :
$1\leq m\leq\Lambda I\}$ by using the concept of POB.
Theorem 18 Let
$\varphi_{m}=\sqrt{\frac{N}{\kappa \mathrm{A}I}}\psi_{m}$ : $1\leq?|\iota\leq M$ . (48)
Under the assumptions in Theorem 12, $Jc$ in Eq. (3) is minirnized if and only if $\{\dot,-_{m} : 1\leq r\mathfrak{l}b\leq\lambda t\}$
is a $POB$ in $H$ .
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Proof. It follows from Eqs. (32) and (48) that
$A^{*}A= \sum_{m=1}^{M}(\psi_{m}\otimes\overline{\psi_{m}})=\frac{\kappa NI}{N}\sum_{m=1}^{M}(\varphi_{m}\otimes\overline{\varphi_{m}})$ .
Then Eq.(35) holds if and only if $\{\varphi_{m} : 1\leq m \leq M\}$ is a POB in $H$ because of Eq.(44). (Q.E.D)
Note that if { $\varphi_{m}$ : $1\leq m\leq$ A$\cdot$I} in Eq. (48) is a POB, then it is a PONB, because of Eq. (35) In
the following subsection, Theorem 18 is applied to the trigonometric polynomial model.
6.3 Trigonometric polynomial space
In this subsection, we show optimal sets of sample points $\{xx_{m} : 1\leq m\leq M\}$ for the trigonometric
polynomial model based on Theorem 18.
Let $\mathrm{u}\dot{\mathrm{b}}^{1}$ discuss functions defined on $[-\pi, \pi]$ . It is easily extended to a general $L$-variable functions.
Let $H$ be a trigonometric polynomial space of order $N_{1}$ , which is denoted by $T_{N_{1}}[-\pi_{:}\pi]$ . That is,
$T_{N_{1}}$ $[-\pi_{:}\pi]$ is a space spanned by the functions $\{\exp(.inx) : 0\leq |71| \leq N_{1}\}$ with the inner product
defin$\mathrm{e}\mathrm{d}$ by
$\langle f$ , $g)= \frac{1}{2\pi}\int_{-\pi}^{\pi}f(x)\overline{g(x)}dx$ .








$2N_{1}+1$ if $x=x’$ .
(49)
It follows from Eq.(49) that $T_{N_{1}}[-\pi, \pi]$ is a RKHS that satisfies the condition in Eq.(33) with
$\kappa=2N_{1}+1=N.$ Hence, the condition (35) reduces to $A^{*}A=M/.$ Therefore, related to Theorem
18 and Lemma 17 we have the following two sets of optimal sample points.
Th or$\mathrm{e}\mathrm{m}$ 19 Let $M\geq N=2N_{1}+1$ and $c$ be an arbitrary constant such $that-7 \leq c\leq-\pi+2\pi\int M$ .
If we let
$x_{m}=\mathrm{c}$ % $\frac{2\pi}{M}(_{\mathrm{t}\mathrm{t}\mathrm{b}}-1)$ : $1\leq m\leq M_{j}$ (50)
then { $x_{m}$ : $1\leq\uparrow’\iota\leq$ A#} is the optimal set of sample points.
Theorem 20 Let $M=\mu N=\mu(2N_{1}+1)$ with $\mu$. a positive integer. For $t=1_{:}2$ , $\ldots$, $\mu$ , let $c$ ’ be an
arbitrary constant such that $-\mathrm{z}\mathrm{r}$ $\leq c_{t}\leq-\mathrm{y}\mathrm{r}$ $+$ $2\mathrm{r}\mathrm{r}/N$ . If we let
$x_{m}=c_{t}$.. $+ \frac{2\pi}{N}(p -1)$ : $7\prime l$ $=(t-1)N+p,$ $t$. $=1,2$ , $\ldots$ , $\mathrm{P}:\prime p$ $=1,2$ , $\ldots$ .’ $N$ , (51)
then $\{x_{m} : 1\leq m\leq M\}$ is the optimal set of sample points.
7 Conclusion
We derived a general form of the optimal learning operator for a given sampling operator. Using
tlle optimal learning operator, we gave a necessary and sufficient condition of sample points for
maximizing the generalization capability. By utilizing the properties of pseudo orthogonal bases, we
clarified the mechanism of achieving the maximal generalization capability. Based on the optimality
condition, we gave design methods of optimal sample points for the trigonometric polynomial model.
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Appendix: Mathematical preliminaries
For readers’ convenience, we first briefly review the Schmidt inner $\dot{\mathrm{p}}$roduct, the Schmidt norm,
and the $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ of operators. After that, the Neumann-Schatten product is introduced [23]. Let $T_{1}$
and 5 be linear operators from an $N$-dimensional Hilbert space $H_{1}$ to a Hilbert space #2. Let
$\{u_{n} : 1\leq n\leq N\}$ be an orthonormal basis in $H_{1}$ . The following sum is independent of the chosen
$\{\tau\iota_{n}, : 1\leq n\leq N\}$ .
$(\mathrm{T},$ $T_{2} \rangle=\sum_{n=1}^{N}\langle T_{1}u_{n:}T_{2}\cdot u_{n}\rangle$ .
(T) $T_{2}\rangle$ is called the Schmidt inner product. Furthermore, $||7$) $||_{2}=\sqrt{\langle T_{1},T_{1}\rangle}$ is called the Schmidt
norm of $T_{1}$ and tr $(T)=\langle T$, $I$ ) is called the $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ of $T$ , where $T$ is a linear operator from $H_{1}$ to $H_{1}$
and I is the identity operator on $H_{1}$ . The following formulas are used in this paper.
$(T_{1}X$ , $T_{2}\rangle=\langle 7_{1}, T_{2}X^{*}\rangle$ ,
$\langle XT_{1}, T_{2}\rangle=\langle T_{1} , X^{*}T_{2}\rangle$ ,
tr $(T^{2})=||$? $||_{2}^{2}$ if $T$ is self-adjoint.
Let $u$ and $v$ be given elements in Hilbert spaces $H_{1}$ and #2, respectively. Let $u\otimes$ $V$ be an operator
from $H_{2}$ to $H_{1}$ defined by
$(u\otimes\overline{v})$ $w=(w,v)$ u,
where tt is any element in $H_{2}$ . The operator is called the Neumann-Schatten product. The following
formulas are used in this paper.
$($ it $\otimes’\overline{v})^{*}=(\cdot v \otimes\overline{u})$ ,
$(\mathrm{T} )\otimes\overline{(T_{2}v)}=T_{1}(u\otimes\overline{v})$ $T_{2:}^{*}$
tr $(u\otimes\overline{u})$ $=||\prime u1^{2}$ .
$H_{2}$ , $u\otimes\overline{v}$
ff
(u\otimes\overline{v})w=(w,v)$
$w$ ll
(\cdot\iota\iota\otimes’\ov rline{v})^{*}=(lv \otimes\overline{u})$
T_{1}u)\otimes\overline{(T_{2}v)}=T_{1}(u\otimes\overline{v})T_{2:}^{*}$
$\mathrm{t}\mathrm{r}(u\otimes\overline{u})=||\prime u||^{ $
