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Abstract
The Lagrangian formulation of the class of general second-order ordinary differential equations
invariant under translation in the independent variable and rescaling is presented. The differential
equations arising from this analysis are analysed using the Painlevé test. The well-known differential
equation, y′′ + yy′ + ky3 = 0, is a unique member of this class when k = 3 since it is linearis-
able by a point transformation. A wider subset is shown to be linearisable by means of a nonlocal
transformation.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
We study ordinary differential equations invariant under translation in the independent
variable and rescaling from the Lagrangian point of view. The aim in this paper is to find
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under translation in the independent variable and rescaling and to make further infer-
ences. We search for the Lagrangian formulation and the relationship with symmetries
because once a Lagrangian is known Noether’s theorem can be used to find first inte-
grals/invariants.1 Second-order ordinary differential equations are of great importance in
areas of physics, chemistry and biology. The study of these equations, especially those in-
variant under translation in the independent variable (time translation) and rescaling, has
received considerable attention [1–3]. A well-known example of a second-order ordinary
differential equation invariant under time translation
G1 = ∂x (1.1)
and rescaling
G2 = −qx∂x + y∂y (1.2)
is
y′′ + yy′ + ky3 = 0 (1.3)
for which the parameter q has the particular value of one. Some of the occurrences of (1.3)
are in the study of the stability of gaseous spheres [4,5], the study of univalent functions [6],
the Riccati equation [7] and in the modelling of the fusion of pellets [8].
The behaviour of the solution of the differential equation (1.3) varies smoothly with the
value of the parameter k. For general values of the parameter k, the equation can be reduced
to a quadrature via the Lie algebraic approach and for rational values of k in ( 19 ,
1
8 ) the
solution can be expressed in parametric form [9] and (1.3) passes the weak Painlevé test.
There are other values of k for which the equation passes the Painlevé test, but the solutions
cannot in general be expressed parametrically. Mahomed and Leach [3] found that for
k = 1/9 the equation possessed eight Lie-point symmetries with the algebra sl(3,R) which
means that the equation is equivalent to Y ′′ = 0 under a point transformation, in this case
X = x − 1
y
, Y = x
2
2
− x
y
. (1.4)
For k = 1/9 the equation was found to have only the two point symmetries (1.1) and (1.2)
with the algebra A2. Leach et al. [1] pointed out that the value of k = 1/8 in the equation
was critical in that the solution of (1.3) passes from nonoscillatory to oscillatory.
Here we are interested in examining the general second-order ordinary differential equa-
tion invariant under (1.1) and (1.2) and their properties. The main purposes of this approach
are to give a method to determine Lagrangians of second-order ordinary differential equa-
tions invariant under (1.1) and (1.2) and to analyse the equations in terms of the Painlevé
analysis and their Lagrangians from the Noetherian approach [10].
The general form of a scalar second-order ordinary differential equation [11] invariant
under (1.1) and (1.2) is
y′′
y2q+1
+ f
(
y′
yq+1
)
= 0. (1.5)
1 Both are to be inferred when first integrals are mentioned unless the context makes it obvious that both are
not intended.
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[G1,G2] = G1G2 −G2G1 = −qG1 (1.6)
and
G1 = ρ(x, y)G2, (1.7)
which is the structure of Lie’s type III of two dimensional algebras [12, p. 414] representing
the equivalence class of ordinary differential equations possessing the two symmetries with
properties (1.6) and (1.7). By means of the transformation
T = x, X = y−q (1.8)
this representation of the type III algebra can be transformed to the standard representation
G1 = ∂T , G2 = T ∂T +X∂X. (1.9)
The transformation (1.9) is not homographic and preservation of the possession of the
Painlevé property is not guaranteed [13] unless q = +1 or −1.
The concept of self-similarity is used to find the relationship between the Euler–
Lagrange equations and their Lagrangians. The establishment of such a relationship pro-
vides a general method for dealing with equations of this class.
2. Relationship between self-similarity symmetry of the ordinary differential
equation and the Lagrangian
Recall that the general form of the second-order ordinary differential equation invariant
under the symmetries (1.1) and (1.2) with q = 1 in (1.5) is
y′′
y3
+ f
(
y′
y2
)
= 0. (2.1)
We choose a Lagrangian2 of the form
L = ynF
(
y′
y2
)
(2.2)
so that the corresponding Euler–Lagrange equation
d
dx
∂L
∂y′
− ∂L
∂y
= 0 (2.3)
yields(
y′′
y3
− 2y
′2
y4
)
F ′′ = −n y
′
y2
F ′ + nF. (2.4)
2 The choice of the Lagrangian is based on the facts that (i) the term y′/y2 occurs arbitrarily in (2.1), where
f = f (y′/y2), and (ii) one cannot expect the Lagrangian to possess the similarity symmetry.
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2u2 + f (u))F ′′ − nuF ′ + nF = 0. (2.5)
In the case of the differential equation (1.3),
y′′ + yy′ + ky3 = 0 ⇔ y
′′
y3
+ y
′
y2
+ k = 0, (2.6)
f (u) = u+ k. The coefficient of F ′′ is
2u2 + u+ k = 2
[(
u+ 1
4
)2
+ k
2
− 1
16
]
(2.7)
which, for the special case of k = 1/8, gives a simpler differential equation and is the
unique one with a logarithmic singularity necessarily introduced at the χ−1 singularity
since the resonances are 0 and the generic −1 and α is not arbitrary.
As an alternative to the choice of (2.2), one could choose a Lagrangian of the form
L = g(y)F
(
y′
y2
)
(2.8)
(equally g could also be taken to be a function of y′). The Euler–Lagrange equation is then(
2u2 + f (u))F ′′ − y g′(y)
g(y)
uF ′ + g
′(y)
g(y)
yF = 0, (2.9)
where we recall that u = y′/y2 and F = F(u). To make any progress in the integration
of (2.9) we must eliminate g and so set
g′(y)
g(y)
= n
y
⇔ g = yn, (2.10)
where n is a constant. Then (2.9), which is the differential equation for F , simplifies to the
form of (2.5) and the Lagrangian is now L = ynF (y′/y2). This is the justification for the
Lagrangian representation (2.2).
3. Coefficients of F ′′
We examine the coefficient function of F ′′. In the case of (2.5) the coefficient of F ′′ is
2u2 + f (u). If f (u) = u+ k, the coefficient of F ′′ takes the form of (2.7), i.e.,
2u2 + u+ k = 2
[(
u+ 1
4
)2
+ k
2
− 1
16
]
. (3.1)
We noted that k = 1/8 gave a special case. We therefore consider the class of equations for
which
2u2 + f (u) = m(u+ α)2, (3.2)
since we are interested in examining the behaviour of the equation for F for which the
coefficient function is a square. Then F in (2.5) satisfiesm(u + α)2F ′′ − nuF ′ + nF = 0. (3.3)
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u2F ′′ − n
m
uF ′ + n
m
F = 0 (3.4)
with characteristic roots 1 and n/m. The solution is
F = Au+Bu nm , n = m, and
= A y
′
y2
+B
(
y′
y2
) n
m
F = Au+Bu logu, n = m,
= A y
′
y2
+B y
′
y2
log
y′
y2
. (3.5)
We now examine the behaviour of these functions F . In both cases we may set A = 0
without loss of generality.
Case 1.1. For F = (y′/y2)(n/m) the Lagrangian takes the form
L = yn− 2nm y′ nm (3.6)
and the Euler–Lagrange equation is
yy′′ + (m− 2)y′2 = 0. (3.7)
Note that n = 0 is not acceptable.
Case 1.2. If we use F = y′/y2 log(y′/y2) with n = m,
L = y′ym−2 log y
′
y2
. (3.8)
The Euler–Lagrange equation is yy′′ + (m − 2)y′2 = 0 and so the expressions for the
Lagrangians (3.6) and (3.8) lead to the same Euler–Lagrange equation.
Case 2. We now examine the case for which α = 0. In (3.3) we set v = u + α and
F(u) = G(v) so that the equation becomes
v2G′′ − n
m
(v − α)G′ + n
m
G = 0 (3.9)
which is of the type
x2y′′ + (ax + b)y′ − ay = 0. (3.10)
If we set a = 1 in (3.10), i.e., n = −m in (3.9), then Kamke [14, 2.165a] gives for (3.10)
a solution of the form
y = C1(x + b)+C2x exp
(
b
x
)
(3.11)
and resubstitution for the variables in (3.9) leads to
F = C1u+C2(u+ α) exp
(
− α
u+ α
)
. (3.12)
Therefore we have
F(y′/y2) = C1y′/y2 +C2(y′/y2 + α) exp
( −α
y′/y2 + α
)
,
f (y′/y2) = m(y′/y2 + α)2 − 2(y′/y2)2,
−m ′ 2
(
α
)
L = y (y /y + α) exp −
y′/y2 + α (3.13)
40 S. Moyo, P.G.L. Leach / J. Math. Anal. Appl. 306 (2005) 35–54so that we now have the required Lagrangian. (Note that C1y′/y2 is not included since it
does not contribute to the Euler–Lagrange equation.) The Euler–Lagrange equation leads
to
yy′′ + (m− 2)y′2 + 2mαy′y2 +mα2y4 = 0. (3.14)
Painlevé analysis. We now consider (3.14) for the possession of the Painlevé property.
The equation may be rescaled to give3
y′′y + (m− 2)y′2 + y′y2 + 1
4m
y4 = 0. (3.15)
If m = 2, (3.15) reduces to
y′′ + yy′ + 1
8
y3 = 0 (3.16)
which is just the special case of (1.3) with k = 1/8. The Painlevé test of (3.15) gives, for
the leading-order behaviour, p = −1 and α = 2m (twice). The resonances are determined
by the substitution of y = αχ−1 + βχr−1 into (3.15) to give r = −1,0. Thus there is a
logarithmic singularity at the χ−1 term and the equation does not possess the Painlevé
property. One should not be surprised at this after we noted the connection with (3.16)
which is well known to have the logarithmic singularity [11].
We consider for the Painlevé analysis the differential equation for which the coefficient
function is chosen to be quadratic, i.e.,
2u2 + f (u) = m(u+ α)2 + β. (3.17)
The associated differential equation is
yy′′ + (m− 2)y′2 + 2mαy′y2 + (mα2 + β)y4 = 0 (3.18)
which is considered in Section 4 below. We can rescale (3.18) to
yy′′ + (m− 2)y′2 + y′y2 +
(
1
4m
+ k
)
y4 = 0, (3.19)
where k = β/4m2α2 so that the signs of k and β are the same and there is no real need to
pass from (3.19) to (3.18) in the final analysis. The leading-order behaviour of (3.19) gives
p = −1 and α is a root4 of
m− α +
(
1
4m
+ k
)
α2 = 0 (3.20)
3 Note that the generic form of (3.15) can be obtained by putting α = 1/2m in the general form (3.14). Thus
we have
f (u) = m
(
y′
y2
+ 1
2m
)2
− 2
(
y′
y2
)2
, L = y−m−2(2my′ + y2) exp
( −y2
2my′ + y2
)
.4 This is the usual α of the leading-order behaviour and not that above.
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Equation (3.20) relates α and k. Normally we solve for α, but now we consider (3.20) as
an equation defining k. We have
k = − 1
4m
(
2m
α
− 1
)2
(3.21)
and α = 0. We now look to the resonances by substituting for y = αχ−1 +βχr−1 in (3.19)
and collecting terms linear in β to obtain
(r + 1)(r − (2m− α))= 0 (3.22)
on the insertion of (3.20) and so
r = −1,2m− α (3.23)
which fits in with the 4 − α of (2.6) (see Section 2). We therefore require (for a right
Painlevé series) that 4 − α be a nonnegative integer which means that α take the values
(3,2,1,−1, . . .). This in turn specifies the value of k. For instance, if α = 1 and m = 2,
then k = −1/72. This value of k permits (3.19) to be linearised as it just reduces to (1.3)
with k = 1/9. For m = 3 in (3.21) we have
k = − 1
12
(
6
α
− 1
)2
. (3.24)
Since k = 0, we need α > 6 or α < 6. This gives separate values of α. Take, for example,
Case (a): α = 5; then k = −1/300.
Case (b): α = 4; then k = −1/48.
Case (a) gives for (3.19),
yy′′ + y′2 + y′y2 + 2
25
y4 = 0. (3.25)
The resonances are r = −1 and 1. The equation passes the Painlevé test and still has only
the two symmetries (1.1) and (1.2).
Reduction by G1. The invariants are λ = y, v = y′ and (3.25) is now
λvv′ + v2 + vλ2 + 2
25
λ4 = 0. (3.26)
In terms of the new variables G2 becomes
X2 = λ∂λ + 2v∂v (3.27)
from which we obtain the invariant s = v/λ2. Under the change of variables s = v/λ2 and
r = logλ, Eq. (3.26) takes the form
ss′ + 3s2 + s + 2
25
= 0 (3.28)
which is variables separable and reduces to the quadrature
r +
∫
s ds = cst. (3.29)
3s2 + s + 225
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1/5c = y(y
′/y2 + 1/5)
(3y′/y2 + 2/5)3/2 . (3.30)
Under the change of variable ω = 5/y, (3.30) is
5
c2
= (1 −ω
′)2
ω2(2 − 3ω′2) . (3.31)
The Riccati transformation. We reconsider (3.18) which has been rescaled to (3.19) with
p = −1 and resonances
r = −1,2m− α, (3.32)
where 2m − α must be a positive integer for a right Painlevé series and a negative integer
for a left Painlevé series. Equations (3.20) and (3.21) for the special case of α = 2m − 1,
i.e., r = 1, are simply
m− α +
(
1
4m
+ k
)
α2 = 0 and k = −1
4m(2m− 1)2 . (3.33)
Introduction of the well-known Riccati transformation
y = αϑ
′
ϑ
, (3.34)
where α is a constant, into (3.19) puts the equation into the form
ϑ ′ϑ ′′′
ϑ2
+ (m − 2)ϑ
′′2
ϑ2
+ (α + 1 − 2m)ϑ
′′ϑ ′2
ϑ3
+
[
m− α + α2
(
1
4m
+ k
)]
ϑ ′4
ϑ4
= 0. (3.35)
Note that the symmetry associated with the Riccati transformation is the homogeneity
symmetry. We use the fact that the ultimate term is zero for the Painlevé value of α to
choose this value for the parameter in (3.34) and so reduce (3.35) to
ϑ ′ϑ ′′′ + (m − 2)ϑ ′′2 + (α + 1 − 2m)ϑ
′′ϑ ′2
ϑ
= 0. (3.36)
The substitution of α = 2m− 1 (which means that k = −1/4mα2 < 0) in (3.36) gives
ϑ ′′′
ϑ ′′
+ (m− 2)ϑ
′′
ϑ ′
= 0 (3.37)
which can be integrated to
ϑ ′m−1 = Kx +C, (3.38)
where K and C are constants of integration. Note that if m = 1/2 in (3.37) the equation
reduces to the Kummer–Schwartz equation
ϑ ′′′ 3 ϑ ′′ϑ ′′
−
2 ϑ ′
= 0 (3.39)
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ever, we cannot have m = 1/2 as this would mean that α = 0 which is not permitted.
In general we have
ϑ ′ = (Kx +C) 1m−1 , m = 1, (3.40)
which makes (3.38) easy to integrate. The insertion of m = 1 in (3.37) leads to
ϑ ′′′
ϑ ′′
− ϑ
′′
ϑ ′
= 0 (3.41)
which gives
ϑ = L exp(Kx) +D. (3.42)
If we consider α = 1 in (3.34), we have
y = ϑ
′
ϑ
= K exp(Kx)
exp(Kx) +G. (3.43)
If we put α = 1 and m = 1 which means that k = −1/4, (3.19) becomes
yy′′ − y′2 + y′y2 = 0 (3.44)
and
y = K
1 − (1/C) exp(−Kx) . (3.45)
(While Eq. (3.44) is integrated easily, we still have only two point symmetries.) We
again substitute for the value of α = 2m− 1 into (3.20) to obtain
1
4m
+ k = m− 1
(2m− 1)2 (3.46)
so that (3.19) is now
yy′′ + (m− 2)y′2 + y′y2 + m− 1
(2m− 1)2 y
4 = 0. (3.47)
In a more compact form (3.47) is[
y′
y
+ y
2m− 1
]′
+ (m− 1)
[
y′
y
+ y
2m− 1
]2
= 0. (3.48)
If σ is
σ = y
′
y
+ y
2m− 1 , (3.49)
then (3.48) is simply
σ ′ + (m− 1)σ 2 = 0, (3.50)
which is a Riccati equation5 with solution
σ = 1
(m − 1)x −K . (3.51)5 It is also a Bernoulli equation.
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y′ + y
2
2m− 1 −
y
(m − 1)x −K = 0. (3.52)
We substitute for y = αω′/ω in (3.52) and put α = 2m− 1 as before to give
ω′′
ω′
= 1
(m− 1)x −K . (3.53)
The integration of (3.53) leads to
ω = A
m
[
(m − 1)x −K] mm−1 +C (3.54)
and y immediately follows from y = αω′/ω. We have moved from a first-order equation
to a second-order equation which is easily integrated to give a solution to the first-order
equation.
The insertion of σ = αω′/ω into (3.50) leads to
ω′′
ω
− ω
′2
ω2
+ (m− 1)αω
′2
ω2
= 0 (3.55)
and, with α = 1/(m− 1), this is just equivalent to
ω′′ = 0. (3.56)
Equation (3.56) has eight Lie-point symmetries, namely
G1 = ∂ω, G5 = 2x∂x +ω∂ω,
G2 = x∂ω, G6 = x2∂x +ωx∂ω,
G3 = ω∂ω, G7 = ω∂x + x∂ω,
G4 = ∂x, G8 = ωx∂x + x2∂ω. (3.57)
We note that the Painlevé analysis seems to pick out a parameter which results in an
equation with interesting properties different from those of the general class of the original
equation.
If we again take σ = αω′/ω with α = 1/(m− 1),
σ = 1
m− 1
ω′
ω
(3.58)
so that (3.49) together with (3.58) leads to
y′ + y
2
2m− 1 = y
1
m− 1
ω′
ω
. (3.59)
We now introduce the transformation y = (2m− 1)v′/v in (3.59) to obtain
v′′
v′
= 1
m− 1
ω′
ω
. (3.60)
Therefore ∫
1v = ωm−1 dx. (3.61)
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y = (2m− 1) ω
1
m−1∫
ω
1
m−1 dx
. (3.62)
Thus one can express the eight Lie-point symmetries of ω′′ = 0 as seven (one is used
in the transformation) nonlocal symmetries of the original equation. To investigate further
what happens to these symmetries under the reduction of order, we look at the general
equation (3.19). Under the Riccati transformation
y = 1
m− 1
ω′
ω
, (3.63)
(3.19) yields (3.35) with α = 1/(m− 1) and ϑ = ω, i.e.,
ω′ω′′′
ω2
+ (m− 2)ω
′′2
ω3
− m(2m− 3)
m− 1
ω′2ω′′
ω3
+
[
4m(m3 − 2m2 + 1)+ 1 + 4mk
4m(m− 1)2
]
ω′4
ω4
= 0. (3.64)
Equation (3.64) has three point symmetries, viz. G1 = ∂x , G2 = x∂x and G3 = ω∂ω . Re-
duction of order by G1 gives the invariants λ = ω, v = ω′ and (3.64) is now
λ2
m
[vm]′′ − (2m− 3)
m− 1 λ(v
m)′ +
[
4m(m3 − 2m2 + 1)+ 1 + 4mk
4m(m− 1)2
]
vm = 0. (3.65)
If we put z = vm in (3.65), we obtain
1
m
λ2z′′ − 2m− 3
m− 1 λz
′ +
[
4m(m3 − 2m2 + 1)+ 1 + 4mk
4m(m − 1)2
]
z = 0 (3.66)
which is an equation of Euler-type. In the case that m = 2 in (3.66) the characteristic roots
are
l1 = −12 −
√−2 − 2k, l2 = −12 +
√−2 − 2k. (3.67)
In this case
z = Aλl1 +Bλl2 (3.68)
and
y = (Aλ
l1 +Bλl2)1/2∫
(Aλl1 +Bλl2)1/2 dx . (3.69)
Note that, as a function of λ, z has logarithmic oscillations for k > −1.
We now move to the third-order level to check what happens to the number of symme-
tries there. We recall that (3.37) can be represented as
(ϑ ′m−1)′′ = 0 (3.70)
suggesting the presence of more symmetries in the third-order equation. The contact sym-
metries are
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m
ϑ ′m∂ϑ,
G2 = ∂ϑ , G3 = ∂x, G4 = x∂x, G5 = ϑ∂ϑ . (3.71)
Equation (3.37) is a generalisation of the Kummer–Schwartz equation and is related to
Y ′′′ = 0 via a nonlocal transformation [15].
We return to the general equation (3.19) with y = αω′/ω, i.e.,
ω′ω′′′ + (m− 2)ω′′2 + (α − 2m+ 1)ω
′2ω′′
ω
+
[
m− α + α2
(
k + 1
4m
)]
ω′4
ω2
= 0, (3.72)
which has the same point symmetries as (3.64). If we reduce (3.72) using the point sym-
metry ∂x , we have the invariants u = ω and v = ω′ so that the reduced equation becomes
z′′ + (α − 2m)z′ +
[
m− α + α2
(
1
4m
+ k
)]
z = 0, (3.73)
with z = vm and η = logu. Eq. (3.73) has characteristic roots
l1 = 12
[
2 − α +
√
(−4mα2k) ], l2 = 12
[
2 − α −
√
(−4mα2k) ]. (3.74)
In general we have Eq. (3.73) and α has not been specified. In a spirit of simplification
and connection with the Painlevé property we take α to be the value that makes the expres-
sion
m− α + α2
(
1
4m
+ k
)
= 0 (3.75)
in (3.73). Then we have
z′′ + (α − 2m)z′ = 0 (3.76)
and the characteristic roots are now 0 and 2m− α. The symmetries of (3.76) are
G1 = ∂z, G2 = exp(2m− α)η∂z,
G3 = exp (2m− α)η
[
∂η − (α − 2m)z∂z
]
,
G4 = ∂η, G5 = exp (α − 2m)η∂η,
G6 = 2∂η − (α − 2m)z∂z, G7 = z exp (α − 2m)η∂η,
G8 = z∂η − (α − 2m)z2∂z. (3.77)
In terms of y we have
G1 =
[∫ [
m(y/α)m exp
(
m/α
∫
y dx
)]−1
dx
]
∂x
[
m−1
( ∫ )]−1
− α m(y/α) exp m/α y dx ∂y,
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[(
1/α
∫
y dx
)
exp(2m− α)
∫ [
m(y/α)m exp
(
m/α
∫
y dx
)]−1
dx
]
∂x
−
(∫
y dx
)
exp(2m− α)
[
m(y/α)m−1 exp
(
m/α
∫
y dx
)]−1
∂y,
G3 =
(
1/α
∫
y dx
)
exp(2m− α)
×
(
x + (α − 2m)
[
y/α exp
(
1/α
∫
y dx
)]m
×
∫ [
m(y/α)m exp
(
m/α
∫
y dx
)]−1
dx
)
∂x
−
(
1/α
∫
y dx
)
exp(2m− α)
[
y + (α − 2m) y
m
]
∂y,
G4 = x∂x − y∂y, G5 =
(
1/α
∫
y dx
)
exp(α − 2m)[x∂x − y∂y],
G6 =
[
2x + (α − 2m)
[
y/α exp
(
1/α
∫
y dx
)]m
×
∫ [
m(y/α)m exp
(
m/α
∫
y dx
)]−1
dx
]
∂x − α
m
∂y,
G7 =
(
1/α
∫
y dx
)[
y/α exp
(
1/α
∫
y dx
)]m
exp(α − 2m)[x∂x − y∂y],
G8 =
[
y/α exp
(
1/α
∫
y dx
)]m[(
x + (α − 2m)
[
y/α exp
(
1/α
∫
y dx
)]m
×
∫ [
m(y/α)m exp
(
m/α
∫
y dx
)]−1
dx
)
∂x −
[
y + (α − 2m) y
m
]
∂y
]
which are somewhat nonlocal except for G4 which is preserved as a point symmetry of the
original equation (3.19) with condition (3.75) satisfied.
We now investigate what happens to the symmetries (3.77) under an increase of order.
We increase the order of (3.76) by putting
z = s′ (3.78)
to obtain
s′′′ + (α − 2m)s′′ = 0. (3.79)
The five contact symmetries of (3.79) are
G1 = ∂x, G2 = ∂s,
G3 = exp (−Ax)[∂s −A∂s′ ], G4 = −x, ∂s − ∂s′ ,
G5 = −s∂s − s′∂s′ , (3.80)
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point symmetries that a linear third-order ordinary differential equation can have is 7, 5
or 4 [16]. The value of k which gives the Painlevé property in (3.19) corresponds to the
increase in the amount of symmetry. Recall that for α = 2m − 1 in (3.36) we have the
generalised Kummer–Schwartz equation (3.37) which is equivalent to Y ′′′ = 0 under a
nonlocal transformation. For any other values of α in (3.36) there are just the three point
symmetries ∂x , x∂x and ω∂ω in (3.72).
Reduction of order of (3.15) by the normal subgroup G1 = ∂x . The new variables are
λ = y and v = y′. Equation (3.15) becomes
λvv′ + (m − 2)v2 + vλ2 + 1
4m
λ4 = 0. (3.81)
Under the reduction G2 = −x∂x + y∂y becomes X2 = λ∂λ + 2v∂v which has the invariant
dλ
λ
= dv
2v
. (3.82)
Set V = v/λ2 and U = logλ. Equation (3.81) can be put into the form
1
2
[(
v
λ2
)2 ]′
+m
(
v
λ2
+ 1
2m
)2
= 0, (3.83)
so that it becomes
VV ′ +m
(
V + 1
2m
)2
= 0. (3.84)
Equation (3.84) can be solved by quadratures to give
h = ym
(
y′
y2
+ 1
2m
)
exp
(
1/2m
y′/y2 + 1/2m
)
, (3.85)
where h is a constant of integration and (3.85) is expressed in terms of the original vari-
ables. As a continuation of the analysis of (3.19) we note that Kamke [14, 6.130] lists the
general equation
yy′′ + ay′2 + by2y′ + cy4 = 0 (3.86)
which is invariant under the same symmetries, i.e., (1.1) and (1.2), and so must be of the
form of (3.19) where a = m − 2, b = 1 and c = 1/4m + k for our analysis to work. The
method of solution presented by Kamke [14] is interesting as he introduces the change of
variables
λ = logy and v = y′/y2, (3.87)
which are invariants of both ∂x and −x∂x + y∂y . Now
dv
dλ
=
(
y′′
y2
− 2y
′2
y3
)
y
y′
=
(
−a y
′2
y3
− by
′
y
− cy − 2y
′2
y3
)
y
y′
y′ y2 c= −(a + 2)
y2
− b − c
y′
= −(a + 2)v − b −
v
(3.88)
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v
dv
dλ
+ (a + 2)v2 + bv + c = 0. (3.89)
Under the transformation (3.87),
G
[1]
2 = −x∂x + y∂y + 2y′∂y′
= y
(
∂λ
∂y
∂λ + ∂v
∂y
∂v
)
+ 2y′
(
∂λ
∂y′
∂λ + ∂v
∂y′
∂v
)
= ∂λ (3.90)
which leads to the autonomous form of the equation and the first quadrature follows. Com-
paring (3.86) and (3.19) we have a = m − 2, b = 1 and c = 1/4m + k. Equation (3.89) is
now
v
dv
dλ
+mv2 + v + 1
4m
+ k = 0 ⇔ v dv
m(v + 12m)2 + k
+ dλ = 0. (3.91)
We set k = −b2m in (3.91) to obtain
v dv
(v + 12m)2 − b2
+mdλ = 0, (3.92)
which can be integrated to give
C =
[(
y′
y2
+ 1
2m
)
− b
]mb−1[(
y′
y2
+ 1
2m
)
+ b
]mb+1
y2m
2b, (3.93)
where y′/y2 = v and C is a constant of integration. The appearance of (3.93) is eased a
little by introducing [9]
z = 1
y
(3.94)
for then (3.93) is[
1
2m
− b − z′
]mb−1[ 1
2m
+ b − z′
]mb+1
z−2m2b = C. (3.95)
A further quadrature remains. Nonlocal inversion of (3.95) for general m is not possible.
4. Other classes of equations
At Eq. (3.2) we diverted to those equations for which
2u2 + f (u) = m(u+ α)2 (4.1)
since this made the differential equation for the function F(u) in the Lagrangian passingly
simple. Now we turn to the case for which the coefficient of F ′′ is still quadratic, but not a
perfect square. This has implications for F . Equation (2.5) has the structure, as we recall,( )2u2 + f (u) F ′′ − nuF ′ + nF = 0, (4.2)
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m(u + α)2 + β. (4.3)
The example of (1.3) suggests that the value of β and its sign may have a critical im-
pact on the number of point symmetries, the Noetherian structure and the possibility of
possessing the Painlevé property. The Euler–Lagrange equation corresponding to
f (u) = m(u + α)2 + β − 2u2 (4.4)
is
yy′′ + (m− 2)y′2 + 2mαy′y2 + (mα2 + β)y4 = 0 (4.5)
which differs from the model (3.14) by the presence of the term βy4. Note that the rescaled
form of (4.5) is (3.19). Equation (4.2) together with (4.4) is now[
(u+ α)2 + β
m
]
F ′′ − n
m
uF ′ + n
m
F = 0. (4.6)
Following Kamke [14, 2.258] we observe that (4.6) can be put in the form
x(x − 1)y′′ + (ax + b)y′ + cy = 0. (4.7)
Since we require that β/m< 0, we put β/m = −σ 2. Then (4.6) becomes[
(u+ α)2 − σ 2]F ′′ − n
m
uF ′ + n
m
F = 0 (4.8)
and (4.7) simplifies to
x(x − 1)y′′ − n
m
[
x − 1
2
− 1
4mα
]
y′ + n
m
y = 0, (4.9)
under the suitable rescaling and transformation
F(u) = y(x), u = ±(2σx + σ)− α. (4.10)
According to Kamke [14, 2.258] (4.9) is a hypergeometric equation of the form of (4.7)
and can be integrated to
x(x − 1)y′ +
[(
± n
2mσ
− 2
)
x − n
m
(−α ± σ
4σ 2
)
+ 1
]
y = C, (4.11)
where C is a constant of integration.
Once y is determined from (4.11) the Lagrangian follows. In a formal sense this gives
a Lagrangian which is not particularly useful in general since the hypergeometric function
is a convenient label for an infinite series. We note that the formal expression for the first
integral follows from the autonomous Lagrangian obtained in terms of the hypergeometric
function.
In the context of the relationship between coefficient functions and Lagrangians we now
look to other possibilities which the coefficient function can take.
Proposition 1. Suppose that the coefficient of F ′′ in (4.2) is mu2 + k then there exists a
Lagrangian of the form
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(
y′
y2
+ 1
)2
or L = yn
(
y′
y2
− 1
)2
, (4.12)
where n = 2m.
Proof. Starting with Eq. (4.2) we have(
u2 + k
m
)
F ′′ − n
m
uF ′ + n
m
F = 0. (4.13)
Let u = γ x, F(u) = y(x) and put k/m = −γ 2. Then (4.13) becomes
γ 2(x2 − 1)y′′ − n
m
xy′ + n
m
y = 0. (4.14)
From Kamke [14, 2.247] the solution of an equation of the form
(x2 − 1)y′′ + 2axy′ + a(a − 1)y = 0 (4.15)
is
y = C1|x + 1|1−a +C2|x − 1|1−a. (4.16)
To put Eq. (4.14) into the form of (4.15) we have a = −1 and n/m = 2. Hence
y = C1(x + 1)2 +C2(x − 1)2. (4.17)
Since F(u) = y(x),
F = C1(u+ γ )2 +C2(u− γ )2 (4.18)
and the Lagrangian is
L = yn
(
y′
y2
+ 1
)2
or L = yn
(
y′
y2
− 1
)2
(4.19)
with n = 2m as required.
We now consider the differential equation
yy′′ + (m− 2)y′2 + ky4 = 0 (4.20)
corresponding to the Lagrangian of (4.12) which is a consequence of the coefficient of F ′′
in (4.2) being
2u2 + f (u) = mu2 + k. (4.21)
We examine (4.20) since we are interested in studying the properties of the coefficient func-
tions, f (u), in terms of the Painlevé analysis. Under a suitable rescaling we can put k = +1
or −1 in (4.20). We consider for the Painlevé analysis the case for which k = 1, i. e.,
yy′′ + (m− 2)y′2 + y4 = 0. (4.22)
Following the procedure for the Painlevé analysis we have for the leading-order behaviour,
y = αχp , p = −1 and α2 = −m. The resonances are r = −1 and 2m. The resonance
condition is satisfied and hence the equation does pass the Painlevé test. For a right Painlevé
series we need 2m to be a positive integer. We can represent (4.22) as(ym−1)′′ + (m − 1)ym+1 = 0. (4.23)
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z′′ + zm+1m−1 = 0. (4.24)
Note that Eq. (4.24) is never linear homogeneous, but for m = −1 it is a linear nonhomoge-
neous equation and has eight Lie-point symmetries. Equation (4.24) is the Emden–Fowler
equation in specific form (see Ref. [17] and references cited therein). Equation (4.24) has
the two symmetries
G1 = ∂x, G2 =
(
2
1 −m
)
x∂x + 2z∂z (4.25)
except when the index is 1 (impossible in this case) and −3. The latter value of the index
gives m = 1/2 and (4.24) becomes an instance of the Ermakov–Pinney equation [18,19]
z′′ + z−3 = 0. (4.26)
5. Relationship between symmetry of the ordinary differential equation
and Lagrangian
Consider the symmetry given by
G = qx∂x + y∂y. (5.1)
For G to be a Noether symmetry of L = L(x, y, y′) we have that
G[1]L+ qL = K ′, (5.2)
where K is the function commonly termed a gauge term, but in fact, is the contribu-
tion from the boundary terms in the general formulation of the theorem as presented by
Noether [10]. Since
G[1]L = ynF ′
(
−(1 + q) y
′
y2
)
+ nynF, (5.3)
where ′ = d/dx, we have
K ′ = yn
[
(n+ q)F − (1 + q) y
′
y2
F ′
]
, (5.4)
which can be expressed in terms of u = y′/y2 as
K =
∫
yn
[
(n+ q)F − (1 + q)uF ′]dx. (5.5)
This means that, once the Lagrangian is known, then it is possible to use Noether’s theo-
rem [10] to find the associated first integral. The formulation for the problem can also be
done in terms of the Hamiltonian H = py′ −L, where
p = ∂L
∂y′
= yn−2F ′. (5.6)
Substitution for p in the expression of the Hamiltonian yields
H = y′yn−2F ′ − ynF = yn(uF ′ − F). (5.7)
Noether’s theorem gives
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∫ [
(n+ q)ynF − (1 + q)ynuF ′]dx
=
∫ [
(n+ q)ynF − (1 + q)(H + ynF )]dx
= −(1 + q)Hx +
∫
(n− 1)ynF dx. (5.8)
If we put n = 1, we have
K = −(1 + q)Hx (5.9)
and
I = K −
(
τL+ (η − y′τ) ∂L
∂y′
)
= −(1 + q)Hx − (qxynF + (y − qxy′)yn−2F ′)
= −Hx − y
y′
H − y
n+1
y′
F. (5.10)
If we put q = −1 in Eq. (5.9), then K = 0. So we have the same symmetry for Noether
and Lie, i.e., G = −x∂x + y∂y . This is a general result because, as we stated in Section 1,
the value of q can be set equal to any value by a transformation of the independent variable.
6. Conclusion
In the initial formulation we presented the properties of second-order ordinary differ-
ential equations invariant under translation in the independent variable (time translation)
and rescaling in terms of the Lagrangian. The representation of the Lagrangian was taken
to be L = ynF (y′/y2) since the variable y′/y2 appears as an arbitrary argument in the
second-order ordinary differential equation. The multiplier for F in the expression of
the Lagrangian can be chosen to be any function of y or y′. However, the differential
equation for F imposes an effective restriction on the permissible form of the multi-
plier of F due to the problems of integrating the equation. Hence a priori we took
L = ynF (y′/y2) and this was justified a posteriori. The associated Euler–Lagrange equa-
tion is (2u2 + f (u))F ′′ − nuF ′ + nF = 0 with u = y′/y2. A feature associated with the
class of differential equations for F resulting from the choice of a quadratic f = f (u) is
that in general they are hypergeometric functions. The Painlevé analysis of the equations
arising in the different cases was performed. It is during the Painlevé analysis that the
differential equation y′′ + yy′ + ky3 = 0 appears to have a distinct behaviour for specific
values of the parameters involved. A wider class is seen also to have interesting proper-
ties characterised by nonlocal transformations rather than point transformations. Another
aspect to take into account is that of the number of symmetries following an increase and
decrease in order. We have dealt with the particular case of a parameter k which gives the
Painlevé property and corresponds to the increase in the amount of symmetry. We remark
that the Painlevé analysis seems to pick out certain values of the parameters for which the
‘integrable’ equations possess interesting properties.
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