INTRODUCTION
The goals of this article are twofold : 1) to compute the conjugate locus of a geodesic that lies in the center of a simply connected, 2-step nilpotent Lie group N with a left invariant metric 2) compare the isometry types of two such nilpotent Lie groups N 1 , N 2 whose conjugate loci for central geodesics are "the same" in a suitable sense. The first goal is reached in Proposition 4.1 and Corollary 4.5. The second goal is elusive. We prove a partial result in Proposition 9.1.
We use [E1] Let , denote an inner product on N, and let , also denote the corresponding left invariant metric on N. We write N = V ⊕ Z, where V = Z ⊥ . The Lie group exponential map exp : N → N is known to be a diffeomorphism ; see for example [R, p. 6] .
Let Z ∈ Z be given. Let j(Z) : V → V be the skew symmetric linear map given by j(Z)X, Y = [X, Y ], Z for all X, Y ∈ V. Let γ Z (t) = exp(tZ). The curve γ Z is a geodesic in N, as one can see, for example from Proposition 3.1 of [E1] . Let R Z : V → V be the symmetric curvature operator given by R Z (X) = R(X, Z)Z. We recall from Proposition 2.3 of [E1] that
2 . Since j(Z) is skew symmetric the eigenvalues of R Z are nonnegative for all Z ∈ Z. It follows that Ric(Z, Z) = trace R Z ≥ 0, with equality ⇔ j(Z) ≡ 0 ⇔ Z is orthogonal to [N, N] . If Z ∈ [N, N], Z = 0, then Ric(γ Z (t), γ Z (t)) = Ric(Z, Z) > 0 for all t ∈ R ; see for example Proposition 2.5 of [E1] . It then follows that γ Z must have Date: July 22, 2015. conjugate points along γ Z ; see for example the proof of Theorem 19.4 in [M] or Theorem 1.26 of [CE] .
The discussion above shows that if [N, N] is a proper subspace of Z, the center of N, and if Z is a unit vector in Z orthogonal to [N, N] , then j(Z) ≡ 0 and R Z = − 1 4 j(Z) 2 ≡ 0 on V. In fact, R Z ≡ 0 on N by the formulas in section 2.3 of [E1] . The calculations in section 4 of this article simplify in this case and show that the geodesic γ Z has no conjugate points. Moreover, γ Z is tangent to the Euclidean factor of N by Proposition 2.7 of [E1] .
In the sequel we shall restrict attention to those Z in [N, N] for reasons that are apparent from the discussion above.
Let so(q, R) denote the real vector space of q x q skew symmetric matrices. The map j : [N, N] → so(q, R) is injective by the discussion above, and hence p ≤ dim so(q, R) = 1 2 q(q − 1).
In sections 2 and 3 we compute the Jacobi vector fields on the geodesic γ Z in terms of an eigenbasis of R Z . In section 4 we determine the conjugate locus and the multiplicities of γ Z . The conjugate locus of an arbitrary geodesic of N was computed in [JLP] in the special case that j(Z) 2 = S(Z), Z A for all Z ∈ Z, where S : Z → Z is a positive definite symmetric linear operator, and A : V → V is a fixed negative definite symmetric linear operator, independent of Z. In this case j(Z) is nonsingular for all nonzero Z ∈ Z and hence q must be even.
We say that t > 0 is a conjugate value of γ Z if γ Z (t) is conjugate along γ Z to γ Z (0) = e, the identity of N. For Z ∈ [N, N] and t > 0 we define c(Z, t) = {µ ∈ 2πi t Z + : µ is an eigenvalue of j(Z)}. For µ ∈ c(Z, t) let m(µ) denote the multiplicity of µ as an eigenvalue of j(Z). Let m(t) denote the multiplicity of t as a conjugate value of γ Z .
In Corollary 4.5 we show that 1) t > 0 is a conjugate value of γ Z ⇔ c(Z,t) is nonempty and 2) For a conjugate value t > 0, m(t) = 2 µ∈c(Z,t) m(µ). In particular every conjugate value t > 0 has even multiplicity. We given an alternate description of the conjugate locus of γ Z , but without multiplicities, in Proposition 4.1 and with multiplicities in Proposition 4.4.
Let t > 0 be a conjugate value. Note that c(Z, t) ⊆ c(Z, kt) for all positive integers k. Hence m(t) ≤ m(kt) and kt is a conjugate value of γ Z for all positive integers k.
Corollary 4.5 shows that for nonzero Z in [N, N] the eigenvalues and their multiplicities of j(Z) determine the conjugate values and their multiplicities of the geodesic γ Z . In section 5 we consider the converse assertion. A conjugate value t > 0 for γ Z is primitive if t cannot be written as mt 0 for some integer m ≥ 2 and some conjugate value t 0 > 0 for γ Z . In Proposition 5.1 we show that γ Z has at most P = [ 1 2 q] distinct primitive conjugate values, and if equality holds then the eigenvalues of j(Z) are distinct and determined by the conjugate locus of γ Z .
Let t 1 , ...t m be the primitive conjugate values of γ Z , where m ≤ P is some integer. The discussion above shows that the set of conjugate values for γ Z is m k=1 rt k , r ∈ Z + .
In section 6 we review some basic facts about the topology of Grassmann manifolds that will be useful later.
In section 7 we take a first step in determining those nonzero Z in [N, N] for which γ Z has P = [
q] distinct primitive conjugate values. We describe the space I(p,q) of isometry classes of metric, 2-step nilpotent Lie algebras {N, , }. We show that I(p,q) can be identified with G(p, so(q, R))/O(q, R), where G(p, so(q, R)) denotes the Grassmann manifold of p-dimensional subspaces of so(q, R) and O(q, R) acts on G(p, so(q, R) by conjugation. The description of I(p,q) is known (cf. [GW] ) but proofs seem to be lacking so I include a discussion here.
In section 8 we show that there exists a dense open subset U ′ in I(p,q) with the following property : Let {N, , } be a metric, 2-step nilpotent Lie algebra whose isometry class lies in U ′ , and let {N, , } denote the corresponding simply connected, 2-step nilpotent Lie group with left invariant metric , . Then there exists a dense open subset O of full Lebesgue measure in [N, N] such that the geodesic γ Z has P = [ In section 9 we obtain a partial answer to the question of whether the conjugacy locus of a geodesic γ Z , Z ∈ [N, N], determines the eigenvalues and their multiplicities of j(Z). More precisely, let U ′ be the dense open subset of I(p,q) that occurs in the statement of Corollary 8.3. Let {N 1 , , 1 } and {N 2 , , 2 } be two metric, 2-step nilpotent Lie algebras of type (p,q) with the following properties :
1) The isometry class of
the geodesics γ Z and γ ϕ(Z) have the same conjugate locus in the corresponding simply connected, 2-step nilpotent Lie groups N 1 and N 2 .
Then j(Z) and j(ϕ(Z)) have the same eigenvalues and multiplicities for all
It is natural to ask if conditions 1) and 2) in the result above imply that there exists a linear isometry ϕ : {N 1 , , 1 } → {N 2 , , 2 } that is also a Lie algebra isomorphism. This is known to be false if p = 2 (cf. Theorem 2.2 of [GW] ), but an affirmative answer might be possible if p is sufficiently large ; the condition 2) above becomes more stringent as p increases.
In section 10 we include some material on polynomial maps and Zariski open sets that was needed for the proof of the result from section 9 stated above. This material might not be familiar to a reader with a traditional background in differential geometry.
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JACOBI VECTOR FIELDS ON
Proof. We recall from Proposition 2.2 of [E1] 
Proof. The vector fields in 1) through 4) above are clearly Jacobi vector fields on γ Z by the previous result. The vector fields V j , W j in 5) correspond to the vector fields in 3) of Proposition 2.1 described by γ j = 1, α j = β j = δ j = 0 and δ j = 1, α j = β j = γ j = 0 respectively. The vector fields X j , Y j in 6) correspond to the vector fields in 3) of Proposition 1.1 described by α j = 1, β j = γ j = δ j = 0 and β j = 1, α j = γ j = δ j = 0 respectively.
If the vector field Y(t) in Proposition 2.1 is a Jacobi vector field, then it is routine to show that
. Hence the vector fields listed above in 1) through 6) span the vector space J(γ Z ) of Jacobi vector fields on γ Z . These vector fields are linearly independent since the number of them is 2· dimension N, which is also the dimension of J(γ Z ).
CONJUGATE POINTS
for some positive integer m and some positive number λ such that iλ is an eigenvalue of j(Z).
Before proving this result we point out an immediate consequence We now begin the proof of the Proposition. Let {iλ 1 , −iλ 1 , iλ 2 , −iλ 2 , ..., iλ M , −iλ M } be the nonzero eigenvalues of j(Z), where
for some nonzero integer m and some positive number λ such that iλ is an eigenvalue of j(Z). Then λ = λ j for some 1 ≤ j ≤ M.
It follows that ξ j (t) = η j (t) = 0. Hence γ Z (0) is conjugate to γ Z (t). To prove the reverse assertion of the Proposition requires a bit more work. Lemma 4.3. Let γ denote γ Z and let J 0 (γ) denote the vector space of Jacobi vector fields on γ with γ(0) = 0. Then
To prove the linear independence of B it suffices to show that B spans 
Hence B is a basis for J 0 (γ).
We now complete the proof of the Proposition. Let Y(t) be a Jacobi vector field on γ(t), not identically zero, such that Y (0) = 0 and Y (t 0 ) = 0 for some positive number t 0 . The condition Y (t 0 ) = 0, where t 0 > 0 implies that the vector fields tA i and tZ α have zero components in the expression for Y (t) in ( * * ). Hence
The argument above shows that if γ Z (0) and γ Z (t 0 ) are conjugate for some t 0 > 0,
for some 1 ≤ j ≤ M and some positive integer m j . This completes the proof of the Proposition.
Remark From the proof of the previous result it follows that if α
for some positive integer m j }. Then
In particular the conjugate point γ(t 0 ) has even multiplicity.
for some positive integer m j . Hence I 1 ∪ I 2 ⊂ I. It follows that Y (t) ∈ R span − {ξ j , η j : j ∈ I}, which completes the proof.
2) If m(t) is the mutliplicity of t > 0 as a conjugate value, then m(t) = 2 µ∈c(Z,t) m(µ). In particular m(t) is even.
Proof. Assertion 1) follows directly from Proposition 4.1 by a straightforward argument. We prove 2). Straightforward arguments show that µ ∈ c(Z, t) ⇔ µ = iλ j for some j ∈ I, where I is defined in the statement of Proposition 4.4. Moreover, by inspection, for µ ∈ c(Z, t), m(µ) is the number of j in I such that µ = iλ j . Hence µ∈c(Z,t) m(µ) = |I|, and assertion 2) now follows from Proposition 4.4.
Remark Let t > 0 be a conjugate value. By inspection c(Z, t) ⊆ c(Z, kt) for all positive integers k. Hence m(t) ≤ m(tk) and kt is a conjugate value for all positive integers k.
COMPARISON OF THE CONJUGATE LOCUS OF γ Z AND THE EIGENVALUES OF J(Z)
Let 0 = Z ∈ [N, N] be given, and let γ Z (t) = exp(tZ) be the corresponding central geodesic of N. If t 0 is a conjugate value of γ Z , then mt 0 is a conjugate value of γ Z for every positive integer m by Corollary 4.2 or Corollary 4.5. We say a conjugate value t 0 is primitive if t 0 cannot be written as mt 1 for an integer m ≥ 2 and a conjugate value t 1 .
Let 0 = Z ∈ [N, N] be given. It follows from Proposition 4.1 and Corollary 4.5 that the eigenvalues and multiplicities of j(Z) determine the conjugate locus and multiplicity of the geodesic γ Z . However, it is not clear if the conjugate locus and multiplicities of γ Z always determine the eigenvalues and multiplicities of j(Z). We can show that this happens if the number of primitive conjugate values of γ Z is maximal. Roughly speaking, this maximality condition is satisfied for a generic element Z in a generic metric 2-step nilpotent Lie algebra {N, , }. See Proposition 8.2 or Corollary 8.3 for a precise statement. for 1 ≤ k ≤ P , where λ k is a positive number such that iλ k is an eigenvalue of j(Z). The nonzero eigenvalues of j(Z) are {±iλ 1 , ..., ±iλ P }.
Remark With regard to assertion 2) above note that if iλ is an eigenvalue of j(Z), then −iλ is also an eigenvalue of j(Z), and the ratio of these two distinct eigenvalues is −1. If q is odd, then in 3) zero is an eigenvalue of j(Z) of multiplicity one.
As an immediate corollary of assertion 3) of this result we obtain Corollary 5.2. Let q ≥ 2 be an integer, and let P = [ , where m is a positive integer and iλ is a nonzero eigenvalue of j(Z). If t 0 = 2π λ , then t 0 is a conjugate value of γ Z by Proposition 4.1. Hence t = mt 0 , which proves that m = 1 since t is a primitive conjugate value.
We now prove 1) of Proposition 5.1. Suppose that {t 1 , ..., t m } are distinct primitive conjugate values of γ Z for some integer m > P . By Lemma 5.3 there exist distinct positive numbers {λ 1 , ..., λ m } such that t k = 2π λ k and iλ k is an eigenvalue of j(Z) for 1 ≤ k ≤ m. It follows that j(Z) has 2m ≥ 2P + 2 > q distinct eigenvalues, which is impossible.
We prove 2). Suppose first that γ Z has P distinct primitive conjugate values {t 1 , ..., t P }. We show that the eigenvalues of j(Z) are all distinct. By Lemma 5.3 we may write
, where λ k > 0 and iλ k is an eigenvalue of j(Z) for 1 ≤ k ≤ N. If q is even, then q = 2P and the eigenvalues {±iλ 1 , ..., ±iλ P } are all distinct. By inspection these are all of the eigenvalues of j(Z). If q is odd, then q = 2P + 1 and zero is an eigenvalue of j(Z). The eigenvalues {±λ 1 , , ±λ P } are distinct and nonzero, which proves in this case that all eigenvalues of j(Z) are distinct.
We show next that the ratio of nonzero eigenvalues of j(Z) cannot be an integer of absolute value ≥ 2. Suppose that
= m, where |m| ≥ 2, which contradicts the fact that t k is a primitive conjugate value of γ Z .
Conversely, suppose that the eigenvalues of j(Z) are all distinct and that the ratio of any two nonzero eigenvalues is not an integer of absolute value ≥ 2. We consider first the case that q is even. Then q = 2P and all eigenvalues of j(Z) are nonzero since the multiplicity of zero as an eigenvalue in this case is always even. Hence j(Z) has eigenvalues {±iλ 1 , ..., ±iλ P }, where {λ 1 , ..., λ P } are distinct positive numbers. Let t k = 2π λ k for 1 ≤ k ≤ P . The numbers {t 1 , ..., t P } are distinct conjugate values of γ Z by Proposition 4.1. We show that they are all primitive. Suppose that t k = mt for some 1 ≤ k ≤ P , some positive integer m and some conjugate value t. By Proposition 4.1 we can write t = 2πr λ j for some r ∈ Z + and some λ j , 1 ≤ j ≤ P .
, which implies that λ j = mrλ k . By the hypothesis on the ratios of nonzero eigenvalues of j(Z) it follows that m = r = 1.
Finally, we consider the case that q is odd ; that is, q = 2P +1. Since the eigenvalues of j(Z) are assumed to be distinct there exist distinct positive numbers {λ 1 , ..., λ P } such that the eigenvalues of j(Z) are {0, ±iλ 1 , , ±iλ P }. The argument above also shows in this case that t k = 2π λ k is a primitive conjugate value for 1 ≤ k ≤ P . This completes the proof of 2).
3). The proof of this assertion is contained in the proof of 2).
TOPOLOGY OF GRASSMANN MANIFOLDS
It will be useful in what follows to review briefly the canonical topology of the Grassmann manifold of p-planes in R n , where 1 ≤ p ≤ n − 1. See [MS] , pp. 55-59, for details.
Let V 0 (p, n) denote the set of all orthonormal p-frames {f 1 , ..., f p } in R n , and define a surjective map q 0 :
. Hence V 0 is compact in the subspace topology of (R n ) p . If T denotes the quotient topology on G(p,n) defined by q 0 , then G(p,n) is compact in this topology. The topology T is Hausdorff.
Let d denote the metric on
The topology of (R n ) p , and hence by restriction to V 0 (p, n), is induced by d.
Alternatively, let V(p,n) denote the set of all linearly independent sets {v 1 , ..., v p } with p elements in R n . Let V(p,n) have the subspace topology of (R n ) p and define a surjective map q :
One may show that the quotient topology on G(p,n) defined by q equals T.
2) Let W 0 ∈ G(p, n) be given, and let H be the subgroup of O(n, R) that fixes W 0 . Then G(p,n) is homeomorphic to the coset space O(n, R)/H equipped with the quotient topology defined by the projection p :
The map π 0 is a continuous bijection and hence is a homeomorphism since O(n, R) is compact and V 0 (p, n) is Hausdorff. The next result will be useful later. 
THE SPACE OF ISOMETRY CLASSES OF TYPE (P,Q)
Let I(p,q) denote the space of isometry classes of metric, 2-step simply connected nilpotent Lie groups {N, , } of type (p,q) or equivalently, of metric, 2-step nilpotent Lie algebras {N, , } of type (p,q). In this section and the next we characterize I(p,q), and we show that there exists a dense open subset U ′ in I(p,q) such that if the isometry class of {N, , } lies in U ′ , then the primitivity condition of Proposition 5.1 is satisfied for all Z in an open subset with full Lebesgue measure of [N, N].
We first construct a standard form for a metric, 2-step nilpotent Lie algebra of type (p,q). Let p,q be positive integers with p ≤ 1 2 q(q − 1) = dim so(q, R) and let W be an element of G(p, so(q, R)), the Grassmann manifold of p-dimensional subspaces of so(q, R). Let N = R q ⊕ W , direct sum. Let , 0 be the positive definite inner product on so(q, R) given by X, Y = trace XY T = −trace XY for X, Y ∈ so(q, R). Let , be the inner product on N such that , = , 0 on W, , is the canonical inner product · on R q and R q , W are orthogonal. Then N admits a 2-step nilpotent Lie algebra structure of type (p,q) obtained by setting W in the center of N and defining [v, w] , Z = Z(v) · w for all v, w ∈ R q and Z ∈ W . It is easy to show that [N, N] = W . We say that {N, , } is a metric 2-step nilpotent Lie algebra of type (p,q) in standard form. Every metric 2-step nilpotent Lie algebra {N, , } of type (p,q) is isometric and isomorphic to one in standard form. See for example Proposition 2.6 of [E2] Proposition 7.1. Let W 1 , W 2 be elements of G(p, so(q, R)), and let
be the corresponding metric 2-step nilpotent Lie algebras of type(p,q) in standard form. Then N 1 is isometric and isomorphic to
As an immediate consequence we obtain
Corollary 7.2. The space I(p,q) of isometry classes of metric, simply connected, 2-step nilpotent Lie groups of type (p,q) is bijectively equivalent to G(p, so(q, R))/O(q, R),
where O(q, R) acts on G(p, so(q, R)) by conjugation.
Proof. We prove Proposition 7.1. We suppose first that there exists an isometry and Lie algebra isomorphism ϕ : N 1 → N 2 . Let [, ] 1 and [, ] 2 denote the Lie algebra structures on N 1 and N 2 respectively. Note that ϕ([N 1 , N 1 ] 1 ) = [N 2 , N 2 ] 2 , or equivalently ϕ(W 1 ) = W 2 , since ϕ is a Lie algebra isomorphism. Hence ϕ(R q ) = R q since ϕ is an isometry, and R q is the orthogonal complement of both W 1 and W 2 . Let g ∈ O(q, R) denote the restriction of ϕ to R q .
We assert that gW 1 g −1 = W 2 . Let x, y ∈ R q and Z ∈ W 2 be given. From the definitions we obtain (ϕ
Zg for all Z ∈ W 2 since x, y ∈ R q were arbitrary. It follows that
Conversely, suppose that gW 1 g −1 = W 2 for some element g of O(q, R). Define ϕ : N 1 → N 2 by ϕ = g on R q and ϕ(Z) = gZg −1 for all Z ∈ W 1 . We show that ϕ is an isometry and a Lie algebra automorphism. One sees immediately that ϕ is a linear isometry since conjugation by g is an isometry of so(q, R) with respect to the canonical inner product , 0 .
We show that ϕ : N 1 → N 2 is a Lie algebra automorphism. It suffices to show that ϕ([x, y] 1 ) = [ϕx, ϕy] 2 for all x, y ∈ R q . Let x, y ∈ R q and Z ∈ W 2 be given. Then
for all x, y ∈ R q since Z ∈ W 2 was arbitrary.
METRIC 2-STEP NILPOTENT LIE GROUPS WHERE THE MAXIMAL PRIMITIVITY CONDITION HOLDS ALMOST EVERYWHERE
A set A in a vector space V over a field K is Zariski closed if there exist finitely many polynomials The O(q, R) invariance assertion is obvious by inspection. To avoid becoming bogged down in the proof of the remaining assertion we postpone its proof and include it in an appendix (See Proposition 10.13 and the remarks that follow). We now come to the main result of this section 
p } is linearly independent, and without loss of generality we may assume that this is always the case. Let W k = R-span{Z so(q, R) ) as k → ∞ by the continuity of the map q : V (p, so(q, R)) → G(p, so(q, R)) (see section 6). On the other hand
To show that U is dense in G(p, so(q, R)) it suffices by the Baire category theorem to show that U = 
WEAK CONJUGACY IN G(p, so(q, R))
Two elements W 1 , W 2 in G(p, so(q, R)) are conjugate if gW 1 g −1 = W 2 for some g ∈ O(q, R). We have seen in section 7 that W 1 , W 2 are conjugate ⇔ there exists a Lie algebra isomorphism ϕ : R q ⊕ W 1 → R q ⊕ W 2 that is also a linear isometry.
We say that two elements W 1 , W 2 in G(p, so(q, R)) are weakly conjugate if there exists a linear isomorphism ϕ : W 1 → W 2 such that for every Z in W 1 , ϕ(Z) is conjugate to Z by an element g(Z) in O(q, R) that may depend on Z. Note that such a map ϕ must also be a linear isometry since |ϕ(Z)
It is natural to ask if any two weakly conjugate elements W 1 , W 2 in G(p, so(q, R)) are actually conjugate. This is known to be false if p = 2. See Theorem 2.2 of [GW] . It is unknown if this question has an affirmative answer for sufficiently large p ; as p increases the condition of weak conjugacy becomes more stringent.The next result shows that the weak conjugacy question has geometric relevance.
Proposition 9.1. Let an integer q ≥ 2 and an integer p with
) with W 1 ∈ U be given. Let N 1 , N 2 be the simply connected, 2-step nilpotent Lie groups with left invariant metrics whose metric Lie algebras are Remark In the statement of the Proposition we do not assume that γ Z and γ ϕ(Z) have the same multiplicities for a fixed conjugate value of both geodesics. The fact that these multiplicities are the same then follows immediately from the conclusion of this Proposition and Corollary 4.5.
Proof. Let Z be an arbitrary element of W 1 . Let t > 0 be a primitive conjugate value for the geodesic γ Z in N 1 . We show first that t > 0 is also a primitive conjugate value for the geodesic γ ϕ(Z) in N 2 . If this were not the case, then we could write t = mt 0 , where m ≥ 2 is an integer and t 0 is a conjugate value of γ ϕ(Z) in N 2 . By hypothesis t 0 is also a conjugate value for γ Z in N 1 , which contradicts the hypothesis that t > 0 is a primitive conjugate value for the geodesic γ Z . Now let O be the subset of those elements Z in so(q, R) such that the eigenvalues of j(Z) are all distinct and the ratio of any two distinct eigenvalues is not an integer with absolute value ≥ 2. If Z ∈ O ∩ W 1 , then by 4) of Proposition 8.2 the geodesic γ Z in N 1 has P distinct primitive conjugate values {t 1 , ..., t P }. By the hypothesis on ϕ, the remarks above and 1) of Proposition 5.1 the geodesic γ ϕ(Z) in N 2 has the same primitive values {t 1 , ..., t P }. It follows from Proposition 3) of Proposition 5.1 and Corollary 5.2 that Z and ϕ(Z) have the same eigenvalues, all of multiplicity one. In particular, Z and ϕ(Z) have the same characteristic polynomial for all Z ∈ O ∩ W 1 . Now let Z ∈ W 1 be given. Since W 1 ∈ U it follows from 3) of Proposition 8.2 that O ∩ W 1 is open and dense in W 1 in the vector space topology. Hence there exists a sequence {Z k } in O ∩ W 1 such that Z k → Z as k → ∞. By the observations above Z k and ϕ(Z k ) have the same characteristic polynomial for all k. Hence by continuity Z and ϕ(Z) have the same characteristic polynomial. It follows from the finite dimensional spectral theorem that Z and ϕ(Z) are conjugate by some element g(Z) of O(q, R).
APPENDIX : POLYNOMIAL MAPS AND THE ZARISKI TOPOLOGY

Polynomial maps and Zariski open sets
Let V be a vector space over a field K, not necessarily finite dimensional, and let F(V) denote the K-algebra of functions from V to K. Let K[V] denote the Ksubalgebra of F(V) generated by V * . The elements of K[V] are the polynomial functions on V. Proof. It is known that there exists a basis B of W that contains a basis B ′ of U. See for example the discussion in chapter IX of [J] . Let
, then one can extend T to an elementT of W * ; for example, defineT = T on U andT = 0 on U ′ . Now let T ∈ U * be given and choose an elementT ∈ W * such thatT Proof. 1) If v ∈ V , then g(v) = α∈A ′ a α w α for some finite subset set A ′ of A. Then g β (v) = a β for every β ∈ A ′ and g β (v) = 0 for β ∈ A − A ′ . This proves 1).
We prove 2). Clearly, if g : V → W is a polynomial map, then g α = w * α • g : V → K is a polynomial map for each α ∈ A since w * α ∈ W * . Conversely, suppose that g α = w * α • g : V → K is a polynomial map for every α ∈ A. Let w * ∈ W * be given and write w * = α∈A ′ a α w * α , where A ′ is a finite subset of A, and a α ∈ K for every α ∈ A. Then w
. Now apply Proposition 10.1 to complete the proof of 2).
We now complete the proof of the Proposition. Let B = {w α : α ∈ A} be a basis for W, and let B * = {w * α : α ∈ A} be the corresponding dual basis for W * . For α, β ∈ A write w α · w β = γ∈A ′ A γ αβ w γ , where A ′ is a finite subset of A and
for all γ ∈ A. It follows as in the proof of 2) of Lemma 10.8 that w
by Proposition 10.1.
Applications
Proposition 10.9. Let n be a positive integer, and let M(n,K) denote the K-vector space of n x n matrices with entries in K. Let V be a subspace of M(n,K) . Define
By Proposition 10.5 it suffices to prove thatφ :
is a polynomial map.
Let {E ij : 1 ≤ i, j ≤ n} be the natural basis for M(n,K), and let {E * ij : 1 ≤ i, j ≤ n} be the dual basis for M(n,K)
* . The K-algebra K[t] has a natural basis B = {1, t, t 2 , ..., t m , ...}. Let B * = {T 0 , T 1 , T 2 , ..., T m , ...} be the dual basis for
For a positive integer r letφ r = T r •φ. By Proposition 10.1 and the proof of 2) of Lemma 10.8 it suffices to showφ r : M(n, K) → K is a polynomial map for every integer r ≥ 0.
, where Z ij = E * ij (Z) for 1 ≤ i, j ≤ n and P k is a polynomial in the n 2 entries {Z ij }. It follows thatφ r (Z) = P r (Z ij ) = (P r (E * ij ))(Z) for every integer r ≥ 0. Hencẽ ϕ r = (P r (E * ij )), a polynomial in {E * ij }, and we conclude thatφ r : M(n, K) → K is a polynomial map for every integer r ≥ 0. Proof. This follows immediately from Propositions 10.7 and 10.9.
Proposition 10.11. Let q = 2k +1 and let
Proof. Fix Z ∈ V . Note that both ϕ(t) = det(tI − Z) and ϕ m (t) = det(tI − mZ), m ≥ 2, have t = 0 as a root since q is odd and both Z and mZ are skew symmetric. Hence ψ m (V ) ⊂ W . From Propositions 10.7 and 10.9 it follows that ψ m : V → R[t] is a polynomial map. By Proposition 10.6 it follows that ψ m : V → W is a polynomial map for every integer m with |m| ≥ 2.
Corollary 10.12. Let q = 2k + 1 and let V = so(q, R) ⊂ M(q, R). For an integer m with |m| ≥ 2 defineψ m :
Proof. Let W = (t 2 ), the ideal in R[t] generated by the polynomial t 2 . Let ψ m : V → W be the polynomial map defined in Proposition 10.11. Let π :
is polynomial since it is linear, and it now follows from the chain rule thatψ m is a polynomial map for all integers m with |m| ≥ 2. Proposition 10.13. Let m,q be integers with q ≥ 2 and |m| ≥ 2. Let A m be the set of those elements in so(q, R) such that 1) The eigenvalues of Z are distinct in C.
2) The ratio of any two distinct nonzero eigenvalues of Z is not equal to m. Then A m is a nonempty Zariski open subset of so(q, R)
Remarks
1) The eigenvalues of Z ∈ so(q, R) lie in iR, so the ratio of any two nonzero eigenvalues lies in R.
2 We shall consider separately the cases that q is even or odd, which correspond to Proposition 10.10 and Corollary 10.12 respectively. Before we can address either case we need the following Proposition 10.14. Let K be a field of characteristic zero, and let K be an algebraically closed field that contains K. For a positive integer k let
Proof. Clearly O = O k is nonempty, so it suffices to prove that O is Zariski open. Fix an integer k ≥ 1 and let π 0 :
2 , where {α 1 , ..., α k } is the set of roots of f(t) in K. Clearly f(t) has k distinct roots in K ⇔ D(f ) = 0.
Lemma 10.15. There exists a polynomial map g :
We postpone the proof of the Lemma to complete the proof of the Proposition. We assert that O = O 1 ∩ O 2 , where O and O 1 have been defined above and
Let f(t) ∈ O be given. Then π 0 (f ) = 0 since f has k roots in K, and hence f ∈ O 1 .
Then π 0 (f ) = 0 since f(t) ∈ O 1 , and we conclude that f(t) has k roots in K. In addition, D(f ) = (1/π 0 (f )) N g(f ) = 0 since f(t) ∈ O 2 . Hence f has k distinct roots in K, which shows that O 1 ∩ O 2 ⊆ O.
We now begin the proof of the Lemma. Let f (t) = a 0 t k + a 1 t k−1 + ... + a k−1 t + a k be an element of K k [t] with a 0 = 0, and let {α 1 , ..., α k } be the roots of f(t). If f (t) = (1/a 0 )f (t) = t k + (a 1 /a 0 )t k−1 + ... + (a k−1 /a 0 )t + (a k /a 0 ), then f (t) has the same roots as f(t). Since the coefficient of t k for f (t) is 1 we obtain f (t) =
.., α k )t i , where s i (t 1 , ..., t k ) is the i th elementary symmetric function of the variables t 1 , ..., t k . Comparing the two expressions for f (t) yields
(1) (−1) i a k−i /a 0 = s i (α 1 , ..., α k ) for 1 ≤ i ≤ k If D(t 1 , . .., t k ) is the discriminant polynomial given by D(t 1 , ..., t k ) = i<j (t i − t j ) 2 , then the polynomial D(t 1 , ..., t k ) is symmetric in the variables t 1 , ..., t k and has coefficients in Z ⊂ K. By the theory of symmetric polynomial functions it is known (cf. Theorem 1 of chapter IV, p.62 of [B] ) that there exists a polynomial h(t 1 , ..., t k ) in the variables t 1 , ..., t k with coefficients in Z such that D(t 1 , ..., t k ) = h(s 1 , ..., s k ).
From (1) (2) and (3). Note that g is a polynomial function such that g(K k [t]) = h ′ (K k+1 ) ⊂ K since h ′ has coefficients in Z ⊂ K. This completes the proof of the Lemma.
We now prove Proposition 10.13, and we consider first the case that q is even. For each positive integer k let R k [t] = R − span {1, t, t 2 , ..., t k } ⊂ R [t] . For each integer m with |m| ≥ 2 define a map ψ m : so(q, R) → R 2q [t] by ψ m (Z) = det(tI − Z) · det(tI − mZ) for all Z ∈ so(q, R). The map ψ m is a polynomial map by Proposition 10.10. If Z ∈ A m , then the eigenvalues of Z are all nonzero since they are distinct and q is even. Hence the roots of ψ m (Z) are all nonzero.
We use the notation of the proof of Proposition 10.14. Let O 1 = {f (t) ∈ R 2q [t] : π 0 (f ) = 0}. By the proof of Proposition 10.14 there exists a polynomial map g : Let O be the elements in so(q, R) whose eigenvalues are all distinct. As noted above, if Z ∈ O, then the eigenvalues of Z are all nonzero since q is even. The set O is a Zariski open subset of so(q, R) by Proposition 10.14, and the set O 1 is clearly a Zariski open subset of so(q, R) by its definition. Since g • ψ m : so(q, R) → R is a polynomial map by the chain rule it suffices to show that A m = {Z ∈ O ∩ O 1 : g • ψ m (Z) = 0}.
For Z ∈ so(q, R) the eigenvalues of mZ are m times the eigenvalues of Z. If Z ∈ O ∩ O 1 , then the ratio of two distinct eigenvalues of Z equals m ⇔ the polynomials det(tI − Z) and det(tI − mZ) have a common root ⇔ ψ m (t) has a root of multiplicity at least two ⇔ (g • ψ m )(Z) = 0. This concludes the proof in the case that q is even.
We consider the case that q is odd. The proof of the Proposition in this case is basically the same as in the case that q is even, but the proof must be modified since ψ m (t) = det(tI − Z) · det(tI − mZ) is divisible by t 2 . We use Corollary 10.12 to overcome this technical problem.
Let O and O 1 be the same Zariski open sets defined above in the case that q is even. For an integer m with |m| ≥ 2 we defineψ m : so(q, R) → R[t] byψ m (t) = det(tI − Z)det(tI − mZ)/t 2 . The mapψ m is a polynomial map by Corollary 10.12. If Z ∈ O ∩ O 1 , then the roots of det(tI − Z) are distinct and the roots of det(tI − mZ) are distinct. Hence zero is a root of multiplicity one for both polynomials. It follows that the roots ofψ m (Z) are all nonzero for all Z ∈ O ∩ O 1 .
Arguing as above, for Z ∈ O ∩ O 1 the ratio of two nonzero eigenvalues of Z equals m ⇔ψ m (Z) has a root of multiplicity at least two ⇔ (g •ψ m )(Z) = 0, where g : R 2q [t] → R is the polynomial in the proof of the case where q is even. This completes the proof of the Proposition.
