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1. Introduction
The compactiﬁed Jacobians of singular curves were introduced by C. Rego in [26]. Some of their
general properties were established by A. Altman, A. Iarrobino and S. Kleiman in [1] and [18]. In par-
ticular, the compactiﬁed Jacobian is irreducible if and only if all curve singularities have embedding
dimension 2. For a rational unibranched curve C its compactiﬁed Jacobian is homeomorphic to the
direct product of compact spaces, the Jacobi factors J C p , p ∈ Sing(C), which depend only on the ana-
lytic type of the singularities of C [2]. Following the ideas of A. Beauville, S.T. Yau and E. Zaslow [2,28],
B. Fantechi, L. Göttsche and D. van Straten showed in [7] the signiﬁcance of Jacobi factors in enumer-
ative geometry: they related the Euler characteristic of the Jacobi factor J C p to the multiplicity of the
δ-constant strata in the base of the miniversal deformation of (C, p). This relation was generalized
by V. Shende in [27] where he proved analogous relations between Hilbert schemes of points on a
singular curve and multiplicities of some strata in the base of the miniversal deformation.
J. Piontkowski in [25] (see also [24]) proved that in some cases the Jacobi factors can be decom-
posed into explicit aﬃne cells. In particular, for a plane curve singularity with one Puiseux pair (p,q)
he proved that these cells can be described as follows.
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 ⊂ Z0 is called a 0-normalized Γ p,q-semi-module if 0 ∈  and  + Γ p,q ⊂ .
The cells of the Jacobi factor are parametrised by all possible 0-normalized Γ p,q-semi-modules ,
and the dimension of the cell C, corresponding to a semi-module , is a combinatorial invariant
of . This gives a complete description of the homology of the Jacobi factor in this case.
We give an alternative combinatorial description of Piontkowski’s answer.
Deﬁnition 1.2. (See [20].) Let D be a Young diagram, c ∈ D . Let a(c) and l(c) denote the lengths of
arm and leg for c. For each real nonnegative x deﬁne
h+x (D) =
∣∣∣∣
{
c ∈ D: a(c)
l(c) + 1  x<
a(c) + 1
l(c)
}∣∣∣∣.
Remark 1.3. If l(c) = 0, we say that a(c)+1l(c) = ∞ > x.
Let Rp,q be a (p,q)-rectangle, where (p,q) are coprime. Let Rp,q+ ⊂ Rp,q be the subset consisting
of boxes which lie below the left-top to right-bottom diagonal.
We construct a natural bijection D between the set of Γ p,q-semi-modules and the set of Young
diagrams contained in Rp,q+ , such that∣∣D()∣∣= ∣∣ \ Γ p,q∣∣, dimC = (p − 1)(q − 1)
2
− h+p
q
(
D()
)
. (1.1)
In [8] A. Garsia and M. Haiman constructed a sequence of bivariate generalizations of the Catalan
numbers Cn(q, t). The combinatorial description of these polynomials was obtained by A. Garsia and
J. Haglund in [9]. Eq. (1.1) together with the results of [9] allows us to prove the following equation:∑
∈Mod
Γ n,n+1
qdim(C)t|Z0\| = q(n2)Cn
(
q−1, t
)
.
where ModΓ n,n+1 is the set of 0-normalized Γ
n,n+1-semi-modules.
Therefore, one obtains the following formula for the Poincaré polynomial of the Jacobi factor of
the singularity with one Puiseux pair (n,n + 1):
Pn,n+1(t) = t2(n2)Cn
(
t−2,1
)= ∑
D⊂Rn,n+1+
t2|D|. (1.2)
We also construct a map G from the set of diagrams inscribed in Rp,q+ to itself, such that for all ∣∣G(D())∣∣= dimC.
We conjecture that the map G is a bijection from the set of subdiagrams of Rp,q+ to itself. In
particular, it would imply a direct generalization of the formula (1.2) to the case of the Jacobi factor
of a singularity with one Puiseux pair (p,q) for arbitrary coprime (p,q):
P p,q(t) =
∑
D⊂Rp,q+
t2dim(D) =
∑
D⊂Rp,q+
t2|G(D)| =
∑
D⊂Rp,q+
t2|D|.
We prove this conjecture for the (n,n + 1) case in Theorem 3.13. It turns out that in this case the
map G gives an alternative description of the combinatorial bijection considered by J. Haglund [15].
Recently A. Buryak [5] provided an example of a smooth subvariety of the Hilbert scheme of
points in C2 which admits a decomposition into aﬃne cells enumerated by Dyck paths, such that the
dimensions of these cells are related to the h+ statistic. In Section 4, we construct an explicit bijection
between the cell decompositions from [25] and [5].
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in a right (p,q)-triangle, and prove a formula for the dimensions of cells in terms of the dia-
grams. In Section 3 we explore a relation between our combinatorial description of the Piontkowski’s
cell decomposition and the q, t-Catalan numbers and their generalizations. In Section 4 we relate
Piontkowski’s cell decomposition to a cell decomposition of an open subvariety in the Hilbert scheme
of points in C2, introduced in [5]. Finally, in Section 5 we mention a possible relation of our results
to HOMFLY homology of torus knots.
We continue our study of combinatorics of Jacobi factors in [11].
2. Compactiﬁed Jacobians and Jacobi factors
2.1. Preliminary information
We deﬁne the compactiﬁed Jacobian following [25] and [26] (see also [12,13]). Let C be a possibly
singular complete algebraic curve.
Deﬁnition 2.1. The Jacobian J C of C consists of the locally free sheaves of rank 1 and degree 0 on C .
Deﬁnition 2.2. The compactiﬁed Jacobian J C of C consists of the torsion free sheaves of rank 1 and
degree 0 on C , i.e. χ(F ) = 1− ga(C).
Here is a list of useful facts about the compactiﬁed Jacobians.
Theorem 2.3. (See [26,1,18].) If all singularities of C have embedding dimension 2, then JC is irreducible. If C
has a singularity of embedding dimension  3, then JC is reducible.
Theorem 2.4. (See [26].) Suppose that C has only planar singularities. Then the boundary JC \ J C is a union
of m irreducible codimension one subsets of J C where
m =
∑
p∈C
(multOC,p − 1).
Theorem 2.5. (See [2].) For a rational unibranched curve C, its compactiﬁed Jacobian is homeomorphic to the
direct product of compact spaces, the Jacobi factors J C p , p ∈ Sing(C), which depend only on the analytic type
of the singularities (C, p).
If an irreducible plane curve singularity has one Puiseux pair (p,q), its Jacobi factor admits a
natural cell decomposition [24,25].
Consider the semi-group Γ p,q ⊂ Z0 and a 0-normalized Γ p,q-semi-module .
Deﬁnition 2.6. The p-basis {0 = a0 < a1 < · · · < ap−1} of  is the set consisting smallest integers in
each congruence class modulo p. In other words {a0, . . . ,ap−1} =  \ ( + p). The elements of the
p-basis are called p-generators. We always put p-generators in the increasing order 0 = a0 < a1 <
· · · < ap−1.
Deﬁnition 2.7. (See [24].) The dimension of a semi-module  is deﬁned as
dim =
p−1∑
j=0
∣∣[a j,a j + q) \ ∣∣.
Theorem 2.8. (See [24].) The Jacobi factor of a singularity with one Puiseux pair (p,q) admits a natural cell
decomposition with aﬃne cells C, parametrised by the 0-normalized Γ p,q-semi-modules . The dimension
of the cell C equals dim.
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23 16 9 2 −5
18 11 4 −3 −10
13 6 −1 −8 −15
8 1 −6 −13 −20
3 −4 −11 −18 −25
−2 −9 −16 −23 −30
−7 −14 −21 −28 −35
Fig. 1. Here p = 5, q = 7, and  = Z0\{1,2,3,4,6,9} = {0,5,7,8,10,11, . . .}. The p-basis is {0,7,8,11,14}.
2.2. Combinatorics of Piontkowski’s decomposition
In this subsection the coprime integers (p,q) will be ﬁxed, so we drop the superscript (p,q) in
the notations for the semigroup Γ = Γ p,q, the p × q rectangle R = Rp,q, and the subset R+ = Rp,q+ of
boxes of R, which lie under the left-top to right-bottom diagonal.
We will parametrise these cells of Piontkowski’s decomposition by certain Young diagrams. Let us
label the boxes of R with integers, so that the shift by 1 up subtracts p, and the shift by 1 to the
right subtracts q. We normalize these numbers so that pq is in the box (0,0) (note that this box is
not in the rectangle R, as we start enumerating boxes from 1). In other words, the numbers are given
by the linear function f (x, y) = pq − qx− py.
One can see that the labels of the boxes of R+ are positive, while all other labels in R are negative.
Moreover, numbers in the boxes of R+ are exactly the numbers from the complement Z0\Γ, and
each such number appears only once in R+. In particular, the area of R+ is equal to δ = (p−1)(q−1)2 .
Deﬁnition 2.9. For a 0-normalized Γ -semi-module , let D() denote the set of boxes with labels
belonging to  \ Γ .
Remark 2.10. D() is a Young diagram of area | \ Γ p,q|. The p-basis of  consists of numbers
on the top of columns of D(). If the corresponding column is empty, one should take the number
below this column. The correspondence between  and D() is bijective.
We illustrate the deﬁnition of the diagram D() in Fig. 1.
We are ready to give the description of dimensions of the cells C in terms of the corresponding
Young diagrams D(). To shorten the notations, we use D = D().
Theorem 2.11. The dimensions of cells can be expressed through the h+ statistic:
dimC = (p − 1)(q − 1)
2
− h+p
q
(
D()
)
.
(See Deﬁnition 1.2 for the deﬁnition of h+p
q
.)
Proof. The proof is based on Lemma 2.22, proved in Section 2.3. Here we deﬁne subsets
U (D), V (D) ⊂ R, such that |U (D)| = dimC, and |V (D)| = (p − 1)(q − 1)/2− h+p
q
(D). In Lemma 2.22
we construct a bijection between U (D) and V (D).
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q
counts the boxes
c ∈ D(), such that a(c)l(c)+1  pq < a(c)+1l(c) . On the other side, we know that |R+| = (p−1)(q−1)2 .
Deﬁnition 2.12. Deﬁne the sets
H p
q
(D) =
{
c ∈ D: a(c)
l(c) + 1 
p
q
<
a(c) + 1
l(c)
}
,
V (D) = R+\H p
q
(D).
Remark 2.13. The equality a(c)l(c)+1 = pq in the deﬁnition of H pq (D) is never attained, because p and q
are coprime, and a(c) < p and l(c) < q.
In order to deﬁne the set U (D) we will need to provide another way of computing the dimension
of the cell C. We will need the following deﬁnition:
Deﬁnition 2.14. We call an integer y a q-cogenerator of  if y /∈  and y + q ∈ .
Remark 2.15. q-cogenerators are the labels on the leftmost boxes of the rows of the complement
R\D. In particular, in the example in Fig. 1 the q-cogenerators are {−7,−2,1,3,4,6,9}.
Lemma 2.16. The number of q-cogenerators of  greater or equal to a equals g(a) := |[a,a + q) \ |.
Proof. Consider the arithmetic sequences with difference q starting from the elements of [a,a+q)\.
They are pairwise disjoint and each of them contains exactly one q-cogenerator. 
Corollary 2.17. The dimension of a cell C equals the number of pairs (ai,b j) where ai is a p-generator of ,
b j is a q-cogenerator of , and ai < b j .
Each column of the rectangle R contains exactly one p-generator, and each row of R contains
exactly one q-cogenerator. Therefore, there is a natural bijection between the boxes of R and the
couples (ai,b j), where ai is a p-generator of  and b j is a q-cogenerator of .
Deﬁnition 2.18. We deﬁne the set U (D) ⊂ R to be the set of boxes, such that the corresponding
couple (ai,b j) satisﬁes ai < b j .
One can reformulate this deﬁnition in terms of arms and legs of boxes. Before doing so, we need
to extend the deﬁnitions of arms and legs to the boxes in R\D:
Deﬁnition 2.19. Let c = (x, y) ∈ R\D. We deﬁne the leg and arm of c by the equations
l(c) =max{n: (x, y − n) /∈ D}, a(c) =max{n: (x− n, y) /∈ D}.
One immediately gets the following lemma:
Lemma 2.20. The set U (D) can be described in terms of the a(c) and l(c) as follows:
U (D) = {c ∈ R\D: a(c)q > (l(c) + 1)p}∪ {c ∈ D: (a(c) + 1)q l(c)p}.
Remark 2.21. As above, the equality (a(c) + 1)q = l(c)p is never attained.
We illustrate Lemma 2.20 as well as the deﬁnitions of arms and legs in Fig. 2.
Now Theorem 2.11 follows from Lemma 2.22. 
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l(c)
D
f (c)
b j
ai
a(c)
l(c)
D
f (c)
b j
ai
Fig. 2. For a box c ∈ D one has ai = f (c) − l(c)p and b j = f (c) − (a(c) + 1)q; for c ∈ R\D one gets ai = f (c) + (l(c) + 1)p and
b j = f (c) + a(c)q.
2.3. Proof of the dimension formula
Lemma 2.22. There exists a natural bijection between the sets U (D) and V (D).
Proof. Note that V (D) naturally splits into 3 pieces
V = V1 unionsq V2 unionsq V3,
where V1 = R+\D,
V2 =
{
c ∈ D: a(c) + 1
l(c)
 p
q
}
, and V3 =
{
c ∈ D: a(c)
l(c) + 1 >
p
q
}
.
Note that V2 = U ∩D. This suggests that the set U should also split into 3 pieces U = U1unionsqU2unionsqU3,
so that U2 = V2 and there are bijections ϕ1 : U1 → V1, and ϕ3 : U3 → V3.
Let
U1 =
{
c = (x, y) ∈ R\D: a(c)q yp}, U2 = U ∩ D,
and
U3 =
{
c = (x, y) ∈ R\D: (l(c) + 1)p < a(c)q < yp}.
Bijection ϕ1. Consider the map ϕ1 : R\D → R\D which preserves the rows and inverts the order
in each row of R\D (see Fig. 3).
In other words, ϕ1 is given by
ϕ1(c) =
(
p − a(c), y)
where c = (x, y).
We set ϕ1 = ϕ1|U1 . Note that ϕ12 = IdR\D . Therefore, one only needs to prove that c ∈ U1 is
equivalent to ϕ1(c) ∈ V1 = R+\D. Indeed,
a(c)q yp ⇔ pq − q(p − a(c))− py  0 ⇔ (p − a(c), y) ∈ R+,
and (p − a(c), y) /∈ D by the deﬁnition of a(c).
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D
Fig. 3. The map ϕ1 switches the order in each row of R\D .
a(c)
a(c)
m
ϕ3
D
Fig. 4. The map ϕ3.
Bijection ϕ3. The bijection ϕ3 : U3 → V3 is slightly more tricky.
For c = (x, y) ∈ U3, let m(c) = 
 a(c)qp . Let y′ = y −m(c). Since c ∈ U3, it follows that (x, y′) ∈ D.
Indeed, m(c) = 
 a(c)qp  l(c) + 1 since (l(c) + 1)p  a(c)q.
Also m(c) < y, because a(c)q  yp and a(c)qp cannot be an integer (a(c) < p, and (p,q) are co-
prime). Therefore, y − l(c) − 1 y −m(c) = y′ > 0.
Let x′ = x+ a(x, y′) − a(x, y). Set ϕ3(c) = c′ := (x′, y′). (See Fig. 4 for the illustration.)
Since c ∈ U3, we have
a
(
c′
)= a(c) and l(c′)+ 1m(c).
Therefore
a(c′)
l(c′) + 1  a(c)
/⌊a(c)q
p
⌋
 p
q
.
We saw before that a(c)qp is not an integer. Therefore, the second inequality is actually strict. So,
c′ ∈ V3.
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2
1
1
1 1
U (D)
3
2
1
1
11
V (D)
Fig. 5. The left picture represents the set U (D) with arrows representing the bijection ϕ. The right picture represents the set
V (D). Numbers represent the splittings of U (D) and V (D) into subsets U1,U2,U3 and V1, V2, V3 correspondingly.
One can check that the map ϕ3 is invertible. Indeed, given c′ = (x′, y′) ∈ V3, one can set m(c′) =

 a(c′)qp . Then c = (x, y) = ϕ−13 (c′) is uniquely determined by y = y′ +m(c′) and a(c) = a(c′).
Since
l(c) + 1m(c′)= ⌊a(c′)q
p
⌋
=
⌊
a(c)q
p
⌋
<
a(c)q
p
and
y = y′ +m(c′)>m(c′)= ⌊a(c′)q
p
⌋
⇒ y > a(c
′)q
p
= a(c)q
p
,
the box c belongs to the set U3 (note that we again used that
a(c)q
p /∈ Z). 
Example 2.1. Let (p,q) = (5,6). Consider the diagram D consisting of two columns of height 3. We
illustrate the bijections ϕi in Fig. 5.
3. q, t-Catalan numbers and Poincaré polynomials
When (p,q) = (n,n + 1), the statistic h+n
n+1
(D) is also called dinv(D).
In [8] A. Garsia and M. Haiman constructed the sequence of polynomials Cn(q, t). These polyno-
mials are symmetric in the variables q and t. They also uniﬁed two previously known one-parameter
generalizations of the Catalan numbers:
Cn(1, t) =
∑
D⊂Rn,n+1+
t(
n
2)−area(D), q(
n
2)Cn(q,1/q) = 1[n + 1]q
(
2n
n
)
q
.
Here we used the standard notation:
[k]q =
(
1− qk)/(1− q), [k]q! = [1]q[2]q · · · [k]q,
(
n
k
)
q
= [n]q![k]q![n − k]q! .
The relation of q, t-Catalan numbers to the geometry of the Hilbert scheme of points on C2 was
discovered in [16].
In [9,15] the following formula for the q, t-Catalan numbers was proved:
Cn(q, t) =
∑
D⊂Rn,n+1+
qdinv(D)t(
n
2)−|D|.
Corollary 3.1. If (p,q) = (n,n + 1), then dimD =
(n
2
)− dinv(D). Therefore,∑
∈Mod
Γ n,n+1
q(
n
2)−dim()t|Z0\| = Cn(q, t).
E. Gorsky, M. Mazin / Journal of Combinatorial Theory, Series A 120 (2013) 49–63 570 7 8 11 14
Fig. 6. The gray boxes form the diagram D ′(), where  is from Fig. 1. Recall that the 5-basis is {0,7,8,11,14}. One can check
that g(0) = 5, g(7) = g(8) = 1, and g(11) = g(14) = 0. Therefore, dim = 7.
Lemma 3.2. The Poincaré polynomial of the Jacobi factor of an irreducible plane curve singularity with one
Puiseux pair (n,n + 1) is equal to∑D⊂Rn,n+1+ t2|D|.
Proof. By Theorem 2.8 the Poincaré polynomial is equal to
∑
∈Mod
Γ n,n+1
q2·dim(). On the other hand,
∑
∈Mod
Γ n,n+1
q(
n
2)−dim() = Cn(q,1) = Cn(1,q) =
∑
D⊂Rn,n+1+
q(
n
2)−|D|. 
It is natural to conjecture that the direct generalization of Lemma 3.2 is true for arbitrary coprime
(p,q). Set again Γ = Γ p,q, R = Rp,q, and R+ = Rp,q+ . One can associate another Young diagram to a
semi-module  ∈ ModΓ p,q :
Deﬁnition 3.3. Let D ′() be the diagram with columns
g(a j) =
∣∣[a j,a j + q) \ ∣∣,
where 0= a0 < a1 < · · · < ap−1 is the p-basis of the Γ -semi-module .
Remark 3.4. Note that g(a j) = |[a j,a j + q) \ | = |(a j,a j + q] \ |, because both a j and a j + q are
elements of . We will be using both formulas.
By Deﬁnition 2.7, we have dim = |D ′()|. We illustrate Deﬁnition 3.3 in Fig. 6.
Lemma 3.5. For any Γ -semi-module  the Young diagram D ′() can be inscribed in R+.
Proof. The kth column of R+ has height q −  kqp . Therefore we need to prove the inequalities
g(ak−1) q −  kqp , k = 1, . . . , p, where a0 < a1 < · · · < ap−1 is the p-basis of .
Consider the interval (ak−1,ak−1 + q]. For every p-generator am such that m  k − 1 there are at
least 
 qp  integers congruent to am on this interval. Since am  ak−1 and am ∈  one gets the following
estimate:
g(ak−1) q − k
⌊
q
p
⌋
.
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Let am and al be p-generators of  such that l,m k−1 and al −am ≡ q modulo p. Then there are as
many numbers congruent modulo p to one of the generators am or al in the interval (ak−1,ak−1 + q],
as there are integers congruent to am in the interval (ak−1,ak−1 + 2q]. Indeed, x ≡ al modulo p iff
x+ q ≡ am modulo p.
Therefore, we get at least 
 2qp  integers in the interval (ak−1,ak−1 + q], congruent to am or al
modulo p, which is a better estimate compare to 2
 qp . More generally, one gets the following lemma:
Lemma 3.6. Let m < p be a positive integer. Then for any A ∈ Z there are at least 
mqp  integers in the interval
I = (A, A + q], congruent to 0, q, . . . , (m − 2)q, or (m − 1)q modulo p.
To apply Lemma 3.6 in full strength, one needs to split the p-generators a0, . . . ,ak−1 into groups
as follows. Two generators am and al,m, l  k − 1, such that al − am ≡ q modulo p belongs to the
same group. We extend this relation to an equivalence relation on the set a0, . . . ,ak−1. Let B1, . . . , Bn
be the equivalence classes. For every 0  i  n the generators from the class Bi can be put in the
following order:
Bi =
{
ai1, . . . ,a
i
ki
}
, aij+1 − aij ≡ q (modulo p) for 0 j < ki .
Remark 3.7. Note that g(ap−1) = 0 q− pqp  = 0. Therefore, it is enough to consider k < p, in which
case the above ordering of elements of the classes Bi is uniquely deﬁned.
Therefore, applying Lemma 3.6 one gets the following estimate:
g(ak−1) q −
n∑
i=1
⌊ |Bi|q
p
⌋
.
Finally, one can further improve this estimate by n in the following way. For every 1 i  n one gets
aiki + q ∈ . Note that aiki + q > ak−1, because otherwise there would be a p-generator congruent to
aiki + q in Bi, which would contradict with the way we ordered the elements of Bi . Because of the
same reason, aiki + q is not congruent to any of the generators a0, . . . ,ak−1 modulo p. Therefore, one
gets
g(ak−1) q −
(
n∑
i=1
⌊ |Bi|q
p
⌋)
− n = q −
n∑
i=1
(⌊ |Bi|q
p
⌋
+ 1
)
= q −
n∑
i=1
⌈ |Bi |q
p
⌉
 q −
⌈
kq
p
⌉
. 
Example 3.1. We illustrate the proof of Lemma 3.5 on the following example. Let p = 5 and q = 8.
Suppose that 0,1,2 ∈ . We immediately get a0 = 0, a1 = 1, and a2 = 2. Let us estimate g(a2). Our
goal is to show that
g(a2) q −
⌈
3q
p
⌉
= 8− 5 = 3.
We will actually show that in this case g(a2) 2.
By deﬁnition, we need to show that there are at least 5 elements of  in the interval [3,10]. The
ﬁrst observation is that each of the generators 0,1, and 2 gives rise to at least 
 85  = 1 integer in the
interval, congruent to the corresponding generator modulo 5. However, this is not enough – it only
gives us 3 elements of  in the interval.
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B1 = {2,0},
B2 = {1}.
Note that 0 − 2 ≡ 8 modulo 5. According to Lemma 3.6, in the interval [3,10] we should have at
least one integer congruent to 1, and at least 
 2×85  = 3 integers congruent to 0 or 2. Indeed, 6 is
congruent to 1, 5 and 10 are congruent to 0, and 7 is congruent to 2.
Finally, we have 0+8 = 8 ∈ ∩[3,10] and 1+8 = 9 ∈ ∩[3,10], and neither of them is congruent
to 0,1, or 2. So we got 6 integers 5,6,7,8,9,10 ∈  ∩ [3,10]. Therefore g(a2) 8− 6 = 2.
We know that the map D :  → D() provides a bijection between the Γ -semi-modules and the
Young diagrams inscribed in R+. Therefore, one can consider the composition G = D ′ ◦ D−1.
Conjecture 3.8. The map G is a bijection from the set of subdiagrams of R+ to itself. In particular, the Poincaré
polynomial of the Jacobi factor is equal to
P p,q(t) =
∑
D⊂R+
t2dim(D) =
∑
D⊂R+
t2|G(D)| =
∑
D⊂R+
t2|D|. (3.1)
Eq. (3.1) agrees with the tables presented in [24]. In Theorem 3.13 we prove this conjecture for the
case (p,q) = (n,n+ 1). In this case the map G should be compared with the bijection constructed by
J. Haglund in [15]. In Appendix A we illustrate the bijection G for p = 3, q = 4.
3.1. Bijectivity
In the (n,n + 1) case we would like to present the explicit proof of the bijectivity of the map G .
This proof can be compared with the bijections constructed by Haglund and Loehr [14,15,19] to match
the dinv,area and bounce statistics.
As before, let 0= a0 < a1 < · · · < an−1 be the n-basis of a semi-module .
Lemma 3.9. The number of n-generators of  in the interval [ai + n,ai+1 + n] equals g(ai) − g(ai+1).
Proof. Indeed, a number x is an n-generator of  if and only if x ∈  and x− n /∈ , so the number
of n-generators equals∣∣[ai + n,ai+1 + n] ∩ ∣∣− ∣∣[ai,ai+1] ∩ ]∣∣
= ∣∣[ai,ai + n) \ ∣∣− ∣∣[ai+1,ai+1 + n) \ ∣∣= g(ai) − g(ai+1). 
Lemma 3.10. In the (n,n + 1) case we have g(ai) = g(ai+1) iff [ai,ai+1] ⊂ .
Proof. Let g(ai) = g(ai+1). Let k be the maximal integer such that [ai,k] ⊂  and suppose that
k < ai+1. Since g(ai) − g(ai+1) equals the number of n-generators in [ai + n,ai+1 + n], there are no
such generators. On the other hand, k + n + 1 is an element of  in [ai + n,ai+1 + n] which cannot
be an n-generator, so k + 1 ∈ . Contradiction.
Let [ai,ai+1] ⊂ , in this case there are no n-generators in [ai + n,ai+1 + n]. 
Lemma 3.11. In the (n,n+ 1) case, let sk be the minimal n-generator of  in the interval [kn, (k+ 1)n]. Then
[kn, sk] ⊂ .
Proof. Let lk be the maximal number such that [kn, lk] ⊂ . Suppose that lk < sk , then lk is not an n-
generator, so lk−n ∈ , so lk+1 = (lk−n)+(n+1) ∈ . Therefore lk is not maximal. Contradiction. 
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Proof. Follows from the fact that β and α + n + 1 have the same remainder modulo n. 
Theorem 3.13. The map G is bijective in the (n,n + 1) case.
Remark 3.14. The map G coincides with the bijection from [14,15] transforming a pair of statistics
(area,dinv) into (bounce,area) statistics. We further explore this connection in our next paper [11].
Proof. We will describe the method of reconstruction of the diagram D (or, equivalently, the n-
generators ai) from the diagram G(). One can compare this algorithm with the construction in
Theorem 3.15 in [15].
Remark that
n − g(a j) =
∣∣[a j,a j + n) ∩ ∣∣.
Step 1. For all k the number mk of generators ai in [kn, (k + 1)n) is determined by G().
Let us prove it by induction by k. First, m0 = n − g(0). Suppose that we already know m0, . . . ,mk .
Then by Lemma 3.11 we have[
(k + 1)n, (k + 1)n + sk+1
]⊂ 
and sk+1 = am0+···+mk . Therefore |[(k + 1)n, (k + 2)n) ∩ | = n − g(sk+1), and
mk+1 = n − g(sk+1) −m0 − · · · −mk = n − g(am0+···+mk ) −m0 − · · · −mk.
Note that this step corresponds to the construction of the “bounce path” in [15].
Step 2. For all k the order of remainders modulo n of generators ai in [kn, (k + 2)n[ is determined by
G().
Suppose that a j ∈ [kn, (k + 1)n), al ∈ [(k + 1)n, (k + 2)n). Then n − g(a j) equals the number of
generators less than a j + n, therefore al < a j + n iff l < n − g(a j).
Step 3. Given G(), the set of generators ai can be reconstructed.
By the previous step, we can sort the generators in [0,2n] and in [n,3n] with respect to their
remainders modulo n. We want to merge these sequences of generators: we would like to understand
how the generators from [2n,3n] can be ﬁtted in the sequence of generators from [0,2n].
Suppose that we have two generators α ∈ [0,n], and β ∈ [2n,3n]. One can show that the remainder
of β is bigger than the remainder of α iff there exists a generator γ ∈ [n,2n], whose remainder is
greater than the remainder of α, and less than the remainder of β . Indeed, consider the generator δ
congruent to α + 1 modulo n. By Lemma 3.12, δ < 2n. If δ > n, we are done. If δ < n, consider the
generator congruent to α + 2 and repeat the argument.
Therefore, we can merge the sequences in a unique way. By repeating this procedure inductively,
we can reconstruct the remainders of all ai modulo n. 
4. Subvariety of the Hilbert scheme of points
Deﬁnition 4.1. Let V p,q denote the vector subspace of C[x, y] spanned by the monomials xi y j such
that pi + qj < (p − 1)(q − 1). Let Mp,q,h be the subset of the Hilbert scheme of points Hilbh(C2)
parametrising ideals I ⊂C[x, y] such that I + V p,q =C[x, y].
The family of varieties Mp,q,h for (p,q) = (n,kn + 1) was considered by A. Buryak (Theorem 1.5
in [5]). By the construction, for all h the varieties Mp,q,h are smooth subvarieties of Hilbh(C2).
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Theorem 2.11)
Pt(Mp,q,h) =
∑
D⊂R+,|D|=h
t
2(h+h+p
q
(D))
.
Proof. Consider the action of T = (C∗)2 on Hilbh(C2). Fixed points of this action correspond to mono-
mial ideals in C[x, y]. Let I ⊂ C[x, y] be a monomial ideal of colength h. Let DI = {(i, j) ∈ Z20 |
xi y j /∈ I} be the corresponding Young diagram. Let R(T ) = Z[t1, t2] be the representation ring of T .
Then the weight decomposition of T I Hilb
h(C2) is given by the following formula [21,6]:
T I Hilb
h(
C
2)=∑
s∈D
(
tl(s)+11 t
−a(s)
2 + t−l(s)1 ta(s)+12
)
.
Consider the action of the one-parameter (p,q)-subgroup of T onMp,q,h . Such an action deﬁnes a
cell decomposition of Mp,q,h by unstable varieties of its ﬁxed points [3,4], since for every I ∈Mp,q,h
the limit limt→0 t · I belongs to Mp,q,h .
The ﬁxed points correspond to the Young diagrams contained in R+ of area h, and the unstable
subspace at a point I has dimension
dimD =
∣∣∣∣
{
s ∈ DI : a(s)
l(s) + 1 <
p
q
}∣∣∣∣+
∣∣∣∣
{
s ∈ DI : a(s) + 1
l(s)
>
p
q
}∣∣∣∣= |DI | + h+p
q
(D).
Remark that since p and q are coprime, we can never get the equality of one of the above fractions
to pq .
As a conclusion, the variety Mp,q,h admits a cell decomposition where cells are labelled by dia-
grams D ⊂ R+ with |D| = h and the dimension of the cell corresponding to  is h + h+p
q
(D). 
5. Remarks
Our work was partially inspired by the emerging development of the algebraic and geometric
models for the Khovanov–Rozansky homology [17] of torus knots. Given a plane curve singularity,
one can consider its intersection with a small 3-sphere, which is a link in S3. If a singularity has one
Puiseux pair (p,q), then its link is isotopic to the (p,q) torus knot.
Recently, two approaches to understanding the conjectural structure of the HOMFLY homology of
torus knots were proposed. In [10] the generators in HOMFLY homology of a (p,q) torus knot were
suggested to be enumerated by the lattice paths with marked corners in the p×q rectangle above the
diagonal. For q = p+1 this construction counts the Schröder paths in a square, and it was conjectured
that the gradings of generators are given by certain combinatorial statistics introduced by J. Haglund,
and that the bigraded Poincaré polynomial is related to the q, t-Catalan numbers of A. Garsia and
M. Haiman. Of course, all these combinatorial constructions are ﬁnite, so we regard this theory as the
reduced version of the HOMFLY homology.
Another approach was proposed in [22] and developed in [23]. It was conjectured that the unre-
duced HOMFLY homology of the link of a plane curve singularity C corresponds to the homology
of certain strata in the Hilbert scheme of points on C . It was also conjectured in [23] that the re-
duced HOMFLY homology can be computed in terms of a certain ﬁltration on the cohomology of the
compactiﬁed Jacobian of C .
The results of the present article suggest some similarity between the combinatorial structures in
these approaches: the cells of the compactiﬁed Jacobian of C are parametrised by the lattice paths,
and Theorem 2.11 relates the dimension of a cell to the above combinatorial statistics. We refer the
reader to [23] for more details.
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Semi-modules for the semigroup generated by 3 and 4.
 D() 3-generators 4-cogenerators D ′()
{0,3,4,6, . . .}
8
5
2
−1
−4
4 0
(0,4,8) (−4,−1,2,5)
{0,3,4,5,6, . . .}
5
2
−1
−4
1
4 0
(0,4,5) (−4,−1,1,2)
{0,2,3,4,5,6, . . .} 2
−1
−4
4 0
1
−2
(0,2,4) (−4,−2,−1,1)
{0,1,3,4,5,6, . . .}
5 1 −3
2
−1
−4
0
(0,1,5) (−4,−3,−1,2)
{0,1,2,3,4,5,6, . . .} 2
1 −3
−2
−1
−4
0
(0,1,2) (−4,−3,−2,−1) ∅
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Appendix A
For (p,q) = (3,4) we list all objects appearing in the text: Γ 3,4-semi-modules , the correspond-
ing diagrams D(), 3-generators and 4-cogenerators of , and the dual diagrams D ′(). See Table 1.
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