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GRADE ZERO PART OF FORCED GRADED ALGEBRAS
HANKYUNG KO
Abstract. The paper concerns a certain subcategory of the category of rep-
resentations for a semisimple algebraic group G in characteristic p, which arise
from the semisimple modules for the corresponding quantum group at a p-th
root of unity. The subcategory, thus, records the cohomological difference be-
tween quantum groups and algebraic groups. We define translation functors in
this category and use them to obtain information on the irreducible characters
for G when the Lusztig character formula does not hold.
1. Introduction
Parshall-Scott[8], [9] introduced a “forced grading” in trying to model the rep-
resentation theory of algebraic groups in prime characteristics using the better
known representation theory of quantum groups at roots of unity. Our particular
attention is on the “grade zero part” of the forced grading (called A0-mod in the
paper). This can be thought of as the modules over an algebraic group G that
correspond to semisimple modules for the root of unity quantum group associated
to the root system of G, and measures the cohomological difference between the
two representation theories. The cohomology of the latter is well understood via
the Kazhdan-Lusztig theory, while it is not so for G. Thus, the grade zero part
can be thought of as cohomological complement of the Kazhden-Lusztig theory in
the category of (rational) representations for G. In particular, the composition
multiplicities in the grade zero part give the expression of an irreducible character
for the quantum group (known by Lusztig’s conjecture) in terms of the irreducible
characters for the algebraic group (which are much less known and of great interest
for many decades).
In the regular blocks, which consist of the modules with composition factors hav-
ing regular highest weights, a work of Parshall-Scott [8]1 tells us that the grade zero
part has a highest weight structure. This paper begins the study of the grade zero
part of singular blocks. We use the translation functors in order to take advantage
of what is known in the regular case. Section 4 defines translation “to the wall”
and translation “out of the wall” functors in the grade zero category. In fact, the
usual translation to the wall functors turn out to restrict to the grade zero part.
Then the left and right adjoints of translation to the wall functors play the role of
translations out of the wall in our setting. Consideration of the grade zero trans-
lation functors also leads us to a useful application of the theory to the irreducible
characters for algebraic groups involving the right descent sets. See Proposition
4.3. The proposition is upgraded, under an extra assumption (Assumption 5.1)
1The main result [8, Theorem 6.3] of [8] is in fact conjectural, as errors were found recently
in its proof and that of a supporting Lemma [8, Lemma 4.10]. We thank the authors of [8] for
letting us know.
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whose investigation we leave to a future work, to what we would call a new linkage
principle (Proposition 5.2). Also, under the same assumption, the grade zero part
of the regular blocks decomposes into very small subcategories (Proposition 5.4),
and translation to the wall functors are embeddings of some of these subcategories
into the grade zero part of the singular blocks (Proposition 5.6).
The paper is benefited from discussions with Brian Parshall, Leonard Scott, and
Geordie Williamson.
2. Preliminaries
Let p be an odd prime number. Let G be a semisimple simply connected split
algebraic group over a field k of characteristic p. We also assume that k is alge-
braically closed. Fix a maximal torus T and a Borel subgroup B in G. Let R be
the root system, and Π be the set of simple roots. Let X = X(T ) be the set of
weights, X+ be the set of dominant weights, Wp be the affine Weyl group acting
on X by the dot action w.γ = w(γ + ρ)− ρ where ρ is the sum of all fundamental
weights. (See Appendix for more details.)
Associated to R, one defines the quantized enveloping algebra, or the quantum
group, Uv over the field Q(v). We refer to [5, II.H.2] for its presentation by gen-
erators and relations. To consider the root of unity specialization, we consider the
integral form UA, “the Lusztig form” in Uv over the ring A = Z[v, v−1] ⊂ Q(v).
Now let ζ be a primitive p-th root of unity in some field K. Via the map v 7→ ζ,
we obtain Uζ = UA ⊗K, the quantum group at a p-th root of unity. See [5, II.H]
for more details.
In order to connect the representation theories of G and Uζ directly, we choose
our field K and k so that there is an integral ring in between, which provides a
desired connection. That is, we start with a p-modular system (K,O, k) to define
G and Uζ . This means that O is a discrete valuation ring with quotient field K (of
characteristic zero) and residue field k of characteristic p. For example, the ring
O = A(v−1,p)/(1 + v + · · ·+ v
p−1) forms a p-modular system.
Then G and Uζ are related via the integral form U˜ζ over O of Uζ : we have
U˜ζ ⊗O k ∼=Dist(G). We identify the weight lattices for Uζ and U˜ζ (with respect to
U0ζ and U˜
0
ζ ) with X = X(T ). We do the same for the dominant weights X
+ and
the affine Weyl group Wp.
Consider the category Rep(G) of rational representations ofG and Uζ-mod (resp.,
U˜ζ-mod) of integrable finite dimensional Uζ-modules (resp., U˜ζ-modules) of type
1. The categories Rep(G) and Uζ-mod are highest weight categories, in the sense
of Cline-Parshall-Scott [3], with the infinite poset (X+, ↑). We provide a defini-
tion (Definition A.3) and some discussion on the uparrow ordering ↑ in Appendix.
We denote by ∆(γ) the standard object in Rep(G) of highest weight γ ∈ X+,
by ∇(γ) the costandard object, by L(γ) the simple object. We use the notation
∆ζ(γ),∇(γ), Lζ(γ) for the standard, costandard, simple object of highest weight
γ ∈ X+ in Uζ-mod.
2.1. Reduction mod p. Standard and costandard modules in the two highest
weight category G-mod and Uζ-mod are related via the integral version as follow.
Choose a minimal admissible (i.e., O-free and U˜ζ-invariant) lattice ∆˜(γ) in ∆(γ).
This is done simply by picking a highest weight vector v in ∆ζ(γ) and letting
∆˜(γ) := U˜ζv. For the costandard modules, we dualize this to take an admissible
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lattice ∇˜(γ) in ∇(γ) rather than discussing what a maximal lattice is. Then we
have
∆˜(γ)K ∼= ∆ζ(γ), ∇˜(γ)K ∼= ∇ζ(γ). (2.1.1)
and
∆˜(γ)k ∼= ∆(γ), ∇˜(γ)k ∼= ∇(γ). (2.1.2)
(We write MK := M ⊗O K, Mk := M ⊗O k for an O-module M .) This procedure
is called “reduction mod p”.
The simple objects of the two highest weight categories are quite different. Recall
the Steinberg tensor product theorems for the two cases:
L(γ0 + pγ1) ∼= L(γ0)⊗ L(pγ1) ∼= L(γ0)⊗ L(γ1)
[1], (2.1.3)
Lζ(γ0 + pγ1) ∼= Lζ(γ0)⊗ Lζ(pγ1) ∼= Lζ(γ0)⊗ V (γ1)
[1], (2.1.4)
where γ0 ∈ Xp := {γ ∈ X+ | 〈γ + ρ, α∨〉 < p, ∀α ∈ Π}, γ1 ∈ X+, the module
V (γ1) is the simple module for U(g) of highest weight γ1, and −[1] are the Frobenius
twists. Since the simple module L(γ1) has a character smaller than that of V (γ1),
which has the Weyl character, we see that the irreducibles for Uζ are in general
larger than the irreducibles for G.
We now construct a class of highest weight G-modules whose characters agree
with those of irreducible Uζ modules. We do it by reducing the modules Lζ(γ) mod
p. Take a minimal admissible lattice L˜min(γ) in Lζ(γ) and its dual L˜
max(γ). Then
define the G-modules2
∆0(γ) := L˜min(γ)⊗ k
and
∇0(γ) := L˜
max(γ)⊗ k.
These modules are not irreducible in general. We have by construction and (2.1.2)
∆(γ)→ ∆0(γ)→ L(γ)
and
∇(γ)→ ∇0(γ)→ L(γ).
For more properties of these reduction mod p modules that we do not need in the
paper, we refer the reader to [4].
2.2. Linkage principle. We review the linkage principle for G and for Uζ . Let C
−
be the top antidominant alcove, and write C−
Z
:= C− ∩X . The affine Weyl group
Wp is generated by the reflections through the walls of C
−. These simple reflections
form a system of Coxeter generators of Wp, which we denote by Sp. Given a weight
γ, we can find a unique weight µ ∈ C−
Z
and a (unique if and only if µ ∈ C−) Weyl
group element w ∈Wp such that γ = w.µ. Let
W+ = {w ∈ Wp | w.C
−
Z
⊂ X+}.
By definition, the dominant weights in Wp.µ are exactly the elements in W
+.µ. If
µ is regular, i.e., µ ∈ C−, then the dominant weights in Wp.µ are in one to one
correspondence with W+. If µ is not regular (we call it singular), then we need
more notations. Let
J = Sp(µ) := {s ∈ Sp | s.µ = µ},
2These modules are denoted by ∆red(γ) and ∇red(γ) in [4] and many other papers. It becomes
clear in the next section why we use “0” in the notation.
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and WJ be the subgroup of Wp generated by J . So WJ = StabWp(µ). Let W
J be
the set of minimal length representatives inWp/WJ . Now we identify the dominant
weights in Wp.µ with
W+(µ) :=W+ ∩W J .
By the linkage principle [5, II.6], [2, §8], the G-modules and Uζ-modules decom-
poses into the submodules (which are summands) having highest weights in the
same Wp orbits. Using our notation, we can write this as the decomposition
Rep(G) =
⊕
µ∈C−
Z
(Rep(G))[W+(µ).µ]
and
Uζ-mod =
⊕
µ∈C−
Z
(Uζ-mod)[W
+(µ).µ].
(Given a highest weight category C with a poset Λ and an ideal ΓE Λ, we set C[Γ]
to be the Serre subcategory of C generated by the irreducibles in {L(γ)}γ∈Γ.) It is
now a standard fact that U˜ζ-mod also decomposes into Wp-orbits.
2.3. Finite dimensional algebras. We prefer working with highest weight cat-
egories that have finite posets. So take a finite ideal Γ ⊂ X+. Then there is a
finite dimensional k-algebra A such that A-mod is equivalent to (Rep(G))[Γ] and
a finite dimensional K-algebra Aζ such that Aζ -mod is equivalent to (Uζ-mod)[Γ].
We denote the standard, costandard, irreducible A-modules and Aζ -modules by the
same notation as the corresponding G-modules and Uζ-modules.
We can choose the algebras A, A˜, Aζ so that
A ∼= A˜⊗O k and Aζ ∼= A˜⊗O K (2.3.1)
and the reduction mod p from Uζ-modules to G-modules agrees with reduction mod
p from Aζ -modules to A-modules.
Considering finite dimensional algebras instead of the entire representation cat-
egories further provides finite dimensional projective modules. We denote by P (γ)
the projective cover of the simple A-module L(γ) of highest weight γ ∈ Γ. Similarly,
Pζ(γ) denotes the projective cover of Lζ(γ) in Aζ-mod. These are all indecompos-
able projectives in both categories. Similarly denote the indecomposable injective
modules by I(γ) and Iζ(γ).
By §2.2 and (2.3.1), we have
A =
⊕
µ∈C−
Z
Aµ, A˜ =
⊕
µ∈C−
Z
A˜µ, Aζ =
⊕
µ∈C−
Z
Aµζ ,
where
Aµ -mod ∼= (Rep(G))[Γ ∩Wp.µ],
A˜µ -mod ∼= (U˜ζ -mod)[Γ ∩Wp.µ],
Aµζ -mod
∼= (Uζ-mod)[Γ ∩Wp.µ],
and the algebras are related by
Aµ ∼= A˜µ ⊗O k, A
µ
ζ
∼= A˜µ ⊗O K.
We may assume that the poset ideal Γ satisfies Γ∩Wp.λ = {w.λ | w ∈W+, w ≤
vw0} for some v ∈ W
+(µ) := W+ ∩W J , where wJ is the maximal element in WJ
GRADE ZERO PART OF FORCED GRADED ALGEBRAS 5
and w0 the maximal element in the finite Weyl group Wf . Note that J is always
a proper subset of Sp and thus WJ is a finite group. In fact, Γ is determined by
this condition, depending on the choice of v. This assumption ensures that the
translation functors (see §2.4) are well defined between Aµ-mod and Aλ-mod for
any two weights λ, µ ∈ C−
Z
and satisfy basic properties as in Proposition 2.1.
2.4. Translation functors. The translation functors forG-modules and Uζ-modules
readily give the translation functors for A-modules and Aζ-modules. We recall the
definition and define the integral version of the translation functors.
Given a weight µ ∈ C−
Z
, we denote by prpµ the projection
prpµ : A-mod→ A
µ-mod
to the µ orbit. It maps an A-module M to the largest direct summand of M with
composition factors of the form L(w.µ). We also have the projections
prζµ : Aζ -mod→ A
µ
ζ -mod
and
p˜rµ : A˜-mod→ A˜
µ-mod
to the µ orbit. Since the linkage classes for the three cases are the same, we have
p˜rµ(−)⊗O k ∼= pr
p
µ(− ⊗O k) and p˜rµ(−)⊗O K
∼= prζµ(−⊗O K). (2.4.1)
Now fix λ, µ ∈ C−
Z
. The translation
T µλ : A
λ-mod→ Aµ-mod
and
T µλ : A
λ
ζ -mod→ A
µ
ζ -mod
are defined as
T µλ = pr
p
µ(−⊗k ∆(ν)) and T
µ
λ = pr
ζ
µ(−⊗K ∆ζ(ν)),
where ν is the unique element in W (µ− λ) ∩X+. It will be clear from the context
whether T µλ is a functor on A-modules or on Aζ-modules. The translation func-
tors form adjoint pairs (T µλ , T
λ
µ ) and (T
λ
µ , T
µ
λ ), are exact, preserve projectives and
injectives.
The functors T µλ and T
λ
µ are easiest to study in case µ is in the closure of the
facet containing λ. We list some important properties in this case. See [5, II.7] for
more details. For simplicity, we assume λ ∈ C−.
Proposition 2.1. Let y ∈W+(µ) such that y.λ ∈ Γ. So y.µ is in the upper closure
of the facet containing y.λ. Let x ∈ WJ and assume that yx.λ, y.µ ∈ Γ.
(1) T µλ∆(yx.λ) = ∆(yx.µ) = ∆(y.µ).
(2) T λµ∆(y.µ) has a ∆-filtration whose sections are exactly ∆(yz.λ) where each
z ∈WJ occurs with multiplicity one.
(3) T µλL(yx.λ) =
{
L(y.µ) if x = e,
0 otherwise.
(4) hd(T λµL(y.µ))
∼= L(y.λ), soc(T λµL(y.µ))
∼= L(y.λ).
(5) T µλ P (y.λ) = P (y.µ)
⊕|WJ |.
(6) T λµP (y.µ) = P (y.λ).
We also have the dual statements and the quantum analogues, which we omit.
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Proof. We prove (6) and (5). See [5, II.7.11, 7.13, 7.15, 7.20] for (1)-(4).
For (6), we already know that T λµP (y.µ) is projective. Also,
HomAλ(T
λ
µP (y.µ), L(w.λ))
∼= HomAµ(P (y.µ), T
µ
λL(w.λ)) =
{
k if y = w,
0 otherwise
by (3). Thus the only possibility is that T λµP (y.µ)
∼= P (y.λ)
Now we prove (5). Again, we know that T µλ P (y.λ) is a projective, so a direct sum
of indecomposable projective. It remains to determine its character. By (1) and
(2), chT µλ T
λ
µM = |WJ | chM for any A
µ-module M . Applying this to M = P (y.µ)
and using (6), we have
chT µλ P (y.λ) = chT
µ
λ T
λ
µP (y.µ) = |WJ | chP (y.µ).
We necessarily have T µλ P (y.λ)
∼= P (y.µ)⊕|WJ |. 
We can define the integral translation functor T˜ µλ in the same way, that is,
T˜ µλ := p˜rµ(−⊗O ∆˜(ν))
where ν is the unique element in X+ ∩W (µ−λ) and ∆˜(ν) is a minimal admissible
lattice of ∆ζ(ν). The functor T˜
µ
λ is, among other things, exact, since ∆˜(ν) is O-free.
Note also that T˜ µλ maps O-free modules to O-free modules.
The following two lemmas do not assume that λ is regular. In particular, λ and
µ can be interchanged. We say M˜ is a lift of M ∈ Aλ-mod if M˜ is (identified with)
some not-necessarily-O-free U˜ζ-module such that M˜k := M˜ ⊗O k ∼=M .
Lemma 2.2. Let M˜ be a lift of an Aλ-module M . Then T˜ µλ M˜ is a lift of T
µ
λM .
Proof. We have
(T˜ µλ M˜)k = (p˜rµ(M˜ ⊗O ∆˜(ν))) ⊗O k
∼= prpµ((M˜ ⊗O ∆˜(ν))⊗O k)
∼= prpµ((M˜ ⊗O k)⊗ (∆˜(ν)⊗O k))
∼= prpµ(M ⊗k ∆(ν))
= T µλM
by (2.4.1), (2.1.2), and definitions of translation functors. 
Lemma 2.3. For an A˜λ-module M˜ , we have
(T˜ µλ M˜)K
∼= T
µ
λ M˜K ,
where the second T µλ is the translation functor in Aζ-modules.
Proof. By (2.4.1) and (2.1.1), we have
(T˜ µλ M˜)K = (p˜rµ(M˜ ⊗O ∆˜(ν))) ⊗O K
∼= prζµ((M˜ ⊗O ∆˜(ν))⊗O K)
∼= prζµ((M˜ ⊗O K)⊗ (∆˜(ν) ⊗O K))
∼= prζµ(M˜K ⊗K ∆ζ(ν))
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= T µλ M˜K .

2.5. Grade zero part of the finite dimensional algebras. Parshall and Scott
introduced a “forced graded algebra” associated to the algebra A. The definition
goes as
g˜rA =
⊕
i
(A˜ ∩ radiAζ/A˜ ∩ rad
i+1Aζ)k.
What we do here is to use the radical grading on Aζ , (i.e., the grading defined by
Aiζ = rad
iAζ/ rad
i+1 Aζ) which behaves extremely well (it is standard Koszul; see
[10, §6] and [13]), to define an associated graded algebra of A. We do not know if the
algebraA itself is graded (i.e., g˜rA ∼= A). The first conjecture of Parshall-Scott in [9]
expects g˜rA to be standard Q-Koszul, under the Kazhdan-Lusztig correspondence
between Uζ-mod and a certain subcategory of the corresponding affine category
O in a negative level. This roughly says that the difference between the Koszul
grading on Aζ and the grading of g˜rA is just in the grade zero part. We do not
give the full definition of Q-Koszulity except that it requires the grade zero part
A0 = (g˜rA)0 = (A˜/A˜ ∩ radAζ)k
to be quasi-hereditary. The algebra A0 is what this paper concentrates on. We can
understand A0 in terms of the module category as follows. With the obvious map
A → A0 we can view A0-mod as a full subcategory of A-mod consisting of the
A-modules on which the “forced” radical (A˜ ∩ radAζ)k of A acts as zero. A useful
way to think of A0-modules is to consider them as A-modules that are “semisimple
for Aζ”.
Some easy examples of A0-modules are L(γ),∆
0(γ),∇0(γ) for γ ∈ Γ. The pro-
jective cover of L(γ) in the category Aλ0 -mod is denoted by P
0(γ), the injective
envelope by I0(γ). The orbit decomposition of A gives
A0 =
⊕
µ∈C−
Z
Aµ0 .
We record the following “regular” result of Parshall-Scott, which is, by footnote
1, a conjecture now.
Theorem 2.4. Let p ≥ 2h−2 and λ ∈ C−
Z
. Then Aλ0 is a quasi-hereditary algebra.
In other words, Aλ0 -mod is a highest weight category. In this category ∆
0(w.λ) are
the standard objects, ∇0(w.λ) are the costandard objects for w ∈ W
+ .
Proof. This is a consequence of [8, Theorem 6.3]; see [11, Corollary 3.2]. 
One of the defining properties of the highest weight category is that a projective
object has filtration by standard objects. We denote by
(P : ∆0(λ′))
the multiplicity of ∆0(λ′) in such a filtration of a projective Aλ0 -module P . An
immediate consequence of Theorem 2.4 is the following reciprocity of Brauer-
Humphreys type.
Corollary 2.5. Suppose Aλ0 -mod is a highest weight category, and λ ∈ C
−
Z
. Then
the following holds.
(P (w.λ) : ∆0(y.λ)) = [∇0(y.λ) : L(w.λ)] = [∆0(y.λ) : L(w.λ)]
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3. Translation and characters
Here we introduce the character function to clarify some points that are al-
ready clear but hard to explain. The characters are defined on G-modules and
Uζ-modules. By abusing notation we consider the character function for A-modules
ch : A-mod→ ZX
and for Aζ -modules
ch : Aζ -mod→ ZX.
For ν ∈ X+, the Weyl character
χ(ν) = ch∆(ν) = ch∆ζ(ν)
gives the characters for standard and costandard objects in the categories A-mod
and Aζ-mod. The images of both maps ch are in the Z-span of {χ(ν)}ν∈X+ in ZX .
Now we have the fourth projection
prµ : Z{χ(ν)}ν∈X+ → Z{χ(ν)}ν∈W+.µ
defined in the obvious way.
Lemma 3.1. We have
prµ ◦ ch = ch ◦ pr
p
µ
and
prµ ◦ ch = ch ◦ pr
ζ
µ .
Proof. Let M be an A-module. We have two expressions
chM =
∑
ν∈X+
cνχ(ν) =
∑
ν∈X+
dν chL(ν),
where the coefficients cν ∈ Z and dν ∈ N are uniquely determined by M . Then
prµ(chM) =
∑
ν∈W+.µ
cνχ(ν) =
∑
ν∈W+.µ
dν chL(ν),
since χ(ν) with ν ∈ W+.µ is a linear combination of {chL(x.µ)}x∈W+(µ). On the
other hand,
ch(prpµM) =
∑
ν∈W+.µ
dν chL(ν)
by the definition of prpµ, since dν = [M : L(ν)]. This shows the first identity.
We obtain a proof for the second identity from the proof for the first if we replace
L(ν) by Lζ(ν) everywhere. 
Lemma 3.2. Suppose M is an Aλ-module, N is an Aλζ -module, and chM = chN
in ZX. Then for any λ, µ ∈ C−
Z
, we have the equality chT µλM = chT
µ
λN in ZX.
Proof. Letting ν be the unique element in W (µ− λ) ∩X+,
chT µλM = ch(pr
p
µ(M ⊗k ∆(ν)))
= prµ(ch(M ⊗k ∆(ν)))
= prµ(chM × χ(ν))
= prµ(chN × χ(ν))
= prµ(ch(N ⊗K ∆ζ(ν)))
= ch(prζµ(N ⊗K ∆ζ(ν))
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= chT µλN,
where the second and sixth equality follows by Lemma 3.1, and the rest are either
obvious or by definition. 
Denote by P˜ (γ) the projective cover of L(γ) in A˜-mod. This is an O-free module
such that P˜ (γ)k ∼= P (γ), and has a character equal to the character of P (γ) ∈ A-
mod. Note that while P˜ (γ)k ∼= P (γ), we have P˜ (γ)K ∼= Pζ(γ) ⊕ P ′ where P ′ is a
direct sum of some Pζ(γ
′) with γ < γ′ ∈ Γ. (See [8] for more information.) We
make the following observation on the summands of P ′.
Proposition 3.3. Let λ ∈ C−
Z
. Writing
P˜ (w.λ)K ∼= Pζ(w.λ) ⊕
⊕
w<y∈W+
Pζ(y.λ)
⊕ny , (3.0.1)
we have nws = 0 for all s ∈ S (with w < ws ∈ Γ).
Proof. Let s ∈ S be such that w < ws. Write
chPζ(w.λ) =
∑
x
cxχ(x.λ), chP (w.λ) =
∑
x
dxχ(x.λ).
Then
cws = (Pζ(w.λ) : ∆ζ(ws.λ)) = [∆ζ(ws.λ) : Lζ(w.λ)] = 1
and
dws = (P (w.λ) : ∆(ws.λ)) = [∆(ws.λ) : L(w.λ)] = 1.
The last equality follows, for example, from that there is a unique (up to scalar)
homomorphism from ∆(w.λ) to ∆(ws.λ) (The dual of [5, II.7.19.d)]). Since w is
maximal among the highest weights of the composition factors in rad∆(ws.λ), the
universal property of the highest weight module ∆(w.λ) applies. The quantum case
is the same.
Since chP (w.λ) = ch P˜ (w.λ) = ch P˜ (w.λ)K , the equation (3.0.1) gives∑
x
dxχ(x.λ) =
∑
x
cxχ(x.λ) +
∑
w<y∈W+
chPζ(y.λ)
⊕ny .
By cws = dws (and that {χ(γ)} forms a basis for the character ring), the projectives
appearing in the second summand of the right hand side cannot contain ∆ζ(ws.λ)
as a subquotient. This proves the claim. 
4. Translating A0-modules
We define translation functors between A0-module categories. In this section,
λ ∈ C−
Z
is regular, and µ ∈ C−
Z
is singular. Then the next proposition shows that
the functor T µλ simply restricts to A0-modules. More generally, if µ lies in the
closure of the facet containing λ, then by the same proof the translation functor
T µλ is restricted to A0-modules.
Proposition 4.1. The translation T µλ : A
λ-mod→ Aµ-mod maps Aλ0 -modules to
Aµ0 -modules. That is, we have a translation functor
T µλ |Aλ0 -mod : A
λ
0 -mod→ A
µ
0 -mod
which we just denote by T µλ .
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Proof. Since T µλ is exact, it is enough to show that T
µ
λ P
0 is an Aµ0 -module for any
projective Aλ0 -module P
0. We may assume that P 0 = P 0(w.λ).
Let P˜ 0 be a lift of P 0. This is just the degree zero part of the integral projective
P˜ (w.λ) which is the projective cover of L(w.λ) in A˜λ-mod. (See [8, p.7].) In
particular, P˜ 0K is semisimple. Since T
µ
λ sends irreducibles to irreducibles, we know
that T µλ (P˜
0
K) is semisimple. But by Lemma 2.3, T
µ
λ (P˜
0
K) ∼= (T˜
µ
λ P˜
0)K as A˜
µ
K -
modules. This shows that T˜ µλ P˜
0 is an A˜µ0 -module. Thus, by Lemma 2.2, T
µ
λ P
0 is
an Aµ0 -module. 
Proposition 4.2. Let w ∈W+ and J = Sp(µ). We have
T µλ∆
0(w.λ) =
{
∆0(w.µ) if w ∈ W J ,
0 otherwise,
.
The same is true for ∇0(w.λ).
Proof. The second case follows from Lemma 3.2 because T µλLζ(w.µ) = 0 if w 6∈W
J .
So assume w ∈ W J . By construction, ∆0(w.λ) = (∆˜0(w.λ))k = ∆˜0(w.λ) ⊗O
k where ∆˜0(w.λ) is a minimal admissible lattice in Lζ(w.λ). By Lemma 2.3,
(T˜ µλ ∆˜
0(w.λ))K is isomorphic to T
µ
λ ∆˜
0(w.λ)K , which is isomorphic to T
µ
λLζ(w.λ)
∼=
Lζ(w.µ). Thus T˜
µ
λ ∆˜
0(w.λ) is an admissible lattice in Lζ(w.µ). On the other hand,
T˜ µλ ∆˜
0(w.λ) is a quotient of T˜ µλ ∆˜(w.λ), since ∆˜
0(w.λ) is a quotient of ∆˜(w.λ).
Thus, T˜ µλ ∆˜
0(w.λ) is generated by a single vector, hence is a minimal lattice. Now
the claim follows from Lemma 2.2. 
Given w ∈ Wp, let
R(w) := {s ∈ Sp | ws < w}.
This is called the right descent set of w. The following observation is an interesting
corollary of Proposition 4.2.
Proposition 4.3. Let λ ∈ C−
Z
and p ≥ h. Then, for w, x ∈ W+, [∆0(w.λ) :
L(x.λ)] 6= 0 implies R(w) ⊂ R(x).
Proof. By assumption, for each s ∈ R(w) there exists µ ∈ C−
Z
such that J =
Sp(µ) = {e, s} (See [5, II.6.3]). Now we consider the translation T
µ
λ . Suppose
[∆0(w.λ) : L(x.λ)] 6= 0. Since ws < w, by Proposition 4.2, we have T µλ∆
0(w.λ) = 0.
By exactness of T µλ , the module T
µ
λL(x.λ) should also be zero. This implies xs < x,
hence s ∈ R(x). The claim follows. 
Remark 4.4. The proposition and the proof generalize to the case where λ is not
regular provided that we can find enough singular weights on the wall of the facet
of λ.
Let us now construct the translation functors of the opposite direction in A0-
module categories. By general category theory (adjoint functor theorem), we al-
ready know that the functor T µλ : A
λ
0 -mod→ A
µ
0 -mod has a left adjoint and a right
adjoint. But we also know what they are. Consider the inclusion ι : Aλ0 -mod →
Aλ-mod induced by the obvious map Aλ → Aλ0 . The left adjoint
L : Aλ-mod→ Aλ0 -mod
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takes an Aλ-moduleM to its largest quotient which is an Aλ0 -module, and the right
adjoint
R : Aλ-mod→ Aλ0 -mod
takes an Aλ-module M to its largest submodule which is an Aλ0 -module. The same
is true for Aµ and Aµ0 . Then for M ∈ A
µ
0 -mod and N ∈ A
λ
0 -mod,
HomAλ0 (LT
λ
µ ιM,N)
∼= HomAλ(T
λ
µ ιM, ιN)
∼= HomAµ(ιM, T
µ
λ ιN)
∼= HomAµ0 (M,RT
µ
λ ιN)
= HomAµ0 (M,T
µ
λN),
where the last equality makes use of Proposition 4.1. It follows that L ◦ T λµ ◦ ι is a
left adjoint of T µλ : A
λ
0 -mod→ A
µ
0 -mod. Similarly, R ◦T
λ
µ ◦ ι is a right adjoint of it.
We simply denote them by LT λµ and RT
λ
µ (The notation cannot be confused with
the left and right derived functors since T λµ is exact.):
Aλ0 -mod
LTλµ
←−−−−−
T
µ
λ−−−−→
RTλµ
←−−−−−
Aµ0 -mod
We assume for the rest of the paper Aλ0 is quasi-hereditary.
Proposition 4.5. For w ∈W+(µ), we have
LT λµ∆
0(w.µ) ∼= ∆0(w.λ)
and
RT λµ∇0(w.µ)
∼= ∇0(w.λ).
Proof. We prove the first isomorphism. The second is proved similarly. Note that
T λµ∆
0(w.µ) is indecomposable. In fact, hdT λµ∆
0(w.µ) is irreducible since
HomAλ(T
λ
µ∆
0(w.µ), L(x.λ)) ∼= HomAµ(∆
0(w.µ), T µλ L(x.λ)) =
{
k if w = x
0 otherwise
by Proposition 2.1 (3). Also, the proof of Lemma 4.2 shows that the Aλ-module
T λµ∆
0(w.µ) has ∆0(w.λ) as a quotient which is almost by definition an A0-module.
So it remains to show that if there is an A0-module M such that
T λµ∆
0(w.µ)→ M → ∆0(w.λ),
then M = ∆0(w.λ).
We suppose the contrary and deduce a contradiction. That is, suppose we have
a non-split short exact sequence
0→ K →M → ∆0(w.λ)→ 0 (4.0.1)
in A0-mod for a nonzero A0-module K. In other words, M represent a nontrivial
element in Ext1A0(∆
0(w.λ),K). By replacingM by its A0-quotient, we assume that
K is irreducible. Thus there is some x ∈ W with L(x.λ) = K. Since ∆0(w.λ) has
the universal property in A0-mod, it should be the case that x > w. In particular,
M is not a quotient of ∆(w.λ). We claim that x = ws for s ∈ J .
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Let us first show that x = wz for some z ∈ WJ . We know that T λµ∆(w.µ) has a
∆-filtration whose sections are exactly ∆(wy.λ) for y ∈WJ . Since T λµ∆
0(w.µ) is a
quotient of T λµ∆(w.µ), the mouduleM is also a quotient of T
λ
µ∆(w.µ). This implies
that there is a ∆-section ∆(wz.λ) of T λµ∆(w.µ) such that K is a composition factor
of ∆(wz.λ). But since ∆0(w.λ) is a quotient of ∆(w.λ), (4.0.1) shows that z 6= e
and K is a quotient of ∆(wz.λ). Thus K ∼= L(wz.λ).
Now we show that z ∈ J . We have by (the proof of) [6, Lemma 2.4] that any
section of the form ∆(wz′.λ) with l(z′) > 1 in T λµ∆(w.λ) is generated by another
section ∆(wz′′.λ) where z′′ < z′ in WJ . This implies that l(z) = 1, proving our
claim.
Recall that M is a quotient of T λµ∆(w.λ), hence is indecomposable. So there
is a surjective map P 0(w.λ) → M. Since P 0(w.λ) has a ∆0-filtration, this factors
through
P 0(w.λ)→ N → M,
where N is an extension of ∆0(w.λ) by some section ∆0(y.λ). The head of this
∆0(y.λ) need to contain a copy of the irreducible K. Therefore we have y = ws.
In particular,
[∆0(ws.λ) : L(w.λ)] = (P 0(w.λ) : ∆0(ws.λ)) 6= 0.
But this contradicts Proposition 4.3, since ws > w and wss < ws. 
Remark 4.6. One can alternatively use Proposition 3.3 in the last part of the
proof.
Proposition 4.7. For w ∈W+(µ), we have
LT λµP
0(w.µ) ∼= P 0(w.λ).
Proof. The functor LT λµ is a left adjoint of an exact functor, hence sends projec-
tives to projectives. So LT λµP
0(w.µ) is a direct sum of indecomposable projectives
P 0(x.λ).
But LT λµP
0(w.µ) is, by construction, a quotient of T λµP
0(w.µ) which is, by exact-
ness of T λµ , a quotient of T
λ
µP (w.µ)
∼= P (w.λ). Thus LT λµP
0(w.µ) is indecomposable
and has the head isomorphic to L(w.λ). This shows LT λµP
0(w.µ) ∼= P 0(w.λ). 
5. An extra assumption
We explore in this section some strong consequences of an extra assumption
together with Theorem 2.4. We show later that this extra assumption is satisfied
if p is large enough, but we do not know whether it is true or not for general p. We
keep our convention λ ∈ C−
Z
, µ ∈ C−
Z
, and J = sp(µ) and assume the following.
Assumption 5.1. If w ∈W+ \W J , then T µλP
0(w.λ) = 0.
Then we have the other direction of Proposition 4.3 to obtain a “new linkage
principle”.
Proposition 5.2. For w, x ∈W+, [∆0(w.λ) : L(x.λ)] 6= 0 implies R(w) = R(x).
Proof. Suppose [∆0(w.λ) : L(x.λ)] 6= 0. The easy direction R(w) ⊂ R(x) is estab-
lished in Proposition 4.3. To show the other direction, take an arbitrary s ∈ R(x)
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and choose some µ ∈ C−
Z
such that J = Sp(µ) = e, s. Recall that A
λ
0 -mod is highest
weight with duality. So
(P 0(x.λ) : ∆0(w.λ)) = [∆0(w.λ) : L(x.λ)] 6= 0.
Since xs < x, we have by Assumption 5.1 T µλ P
0(x.λ) = 0, hence T µλ∆
0(w.λ) = 0.
This, together with Proposition 4.2, implies ws < w, that is, s ∈ R(w). 
Corollary 5.3. We have
LT λµL(w.µ)
∼= L(w.λ) ∼= RT λµL(w.µ)
for w ∈W+(µ).
Proof. We only prove the claim for LT λµ . Let w ∈ W
+(µ). We want to show that
L(w.λ) is the only quotient of T λµL(w.µ) that is an A0-module. By [5, II.7.20], any
non-simple, non-trivial quotient of T λµL(w.λ) has a composition factor L(x.λ) with
xs < x. Thus if LT λµL(w.λ) is not irreducible, then it contains such a composition
factor. This contradicts Proposition 5.2: Since the functor L (and thus LT λµ )
is right exact, the surjective map ∆0(w.µ) → L(w.µ) induces a surjective map
∆0(w.λ) ∼= LT λµ∆
0(w.µ)→ LT λµL(w.µ). 
Proposition 5.2 decomposes Aλ0 -mod into the “right descent set linkage classes”.
Proposition 5.4. We have a decomposition
Aλ0 -mod =
⊕
I⊂Sp
CI
where CI is the Serre subcategory of Aλ0 -mod generated by {L(w.λ)}R(w)=I .
Proof. Suppose
Ext1Aλ0
(L(w.λ), L(x.λ)) 6= 0,
that is, there is a non-split short exact sequence
0→ L(x.λ)→M → L(w.λ)→ 0,
where M is some Aλ0 -module. By the linkage principle, we have either x > w or
w > x. If x < w, then M is a quotient of ∆0(w.λ), hence ∆0(w.λ) has L(x.λ) as
a composition factor. Proposition 5.2 shows that R(x) = R(w). If w < x, then
M is a submodule of ∇0(x.λ), and we can apply the dual of Proposition 5.2 to get
R(x) = R(w).
Therefore, there is no extension between objects in CI and objects in CI′ with
I 6= I ′, and we have the desired decomposition. 
Lemma 5.5. For w ∈W+, R(w) ⊆ J , we have
P 0(w.µ)→ T µλP
0(w.λ).
In particular, T µλ P
0(w.λ) is indecomposable.
Proof. By Proposition 2.1 (5), we have the surjection
P (w.µ)⊕N ∼= T
µ
λP (w.λ)→ T
µ
λP
0(w.λ),
for some integer N . But since
HomAµ0 (T
µ
λ P
0(w.λ),∇0(w.µ)) ∼= HomAλ0 (P
0(w.λ), RT λµ∇0(w.µ))
∼= HomAλ0 (P
0(w.λ),∇0(w.λ))
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∼= k
by Proposition 4.5, we have to have
P (w.µ)→ T µλ P
0(w.λ).
Since T µλ P
0(w.λ) is an A0-module, this map factors through P
0(w.µ). 
Proposition 5.6. The translation functor T µλ induces an embedding of categories⊕
I⊆J
CI
T
µ
λ−−→ Aµ0 -mod
where J = Sp(µ). The left inverse is given by the functor LT
λ
µ .
Proof. By Lemma 5.5 A0-module T
µ
λP
0(w.λ) has a projective cover P 0(w.µ). Ap-
plying the right exact functor LT λµ to the surjective map P
0(w.µ) → T µλ P
0(w.λ)
and using Proposition 4.7, we have
P 0(w.λ) ∼= LT λµP
0(w.µ)→ LT λµT
µ
λ P
0(w.λ). (*)
We claim that this is an isomorphism. Since P 0(w.λ) is an A0-module, it is enough
to show that P 0(w.λ) is a quotient of T λµT
µ
λ P
0(w.λ). In fact, the adjoint pair
(T λµ , T
µ
λ ) gives the natural transformation
η : T λµT
µ
λ → IdAλ-mod,
providing the commutative diagram
T λµT
µ
λ P (w.λ)
∼= P (w.λ)⊕N
ηP(w.λ)
−−−−−→ P (w.λ)yTλµ Tµλ (q) yq
T λµ T
µ
λP
0(w.λ)
η
P0(w.λ)
−−−−−→ P 0(w.λ)
with surjective upper horizontal and vertical maps. This shows that ηP 0(w.λ) is
surjective. Since P 0(w.λ) and LT λµT
µ
λP
0(w.λ) both have irreducible heads, any
map of the form (*) should be an isomorphism. This proves our claim.
Now consider the adjoint pair (LT λµ , T
µ
λ ) and the natural transformation
Lη : LT λµT
µ
λ → IdAλ0 -mod .
What we showed in the previous paragraph actually give
LT λµT
µ
λ P
0(w.λ)
∼=
−−−−−−→
Lη
P0(w.λ)
P 0(w.λ). (5.0.1)
Using this, we to show that Lη restricts to an equivalence of functors. Let M ∈⊕
I⊆J CI and take a projective cover P
0 of M in Aλ0 -mod. Then P
0 ∈
⊕
I⊆J CI .
So there is a short exact sequence
0→ K → P 0 →M → 0,
where K is the kernel of the map P 0 →M . Since LT λµT
µ
λ is right exact, we have a
commutative diagram
0 −−−−→ K −−−−→ P 0 −−−−→ M −−−−→ 0
LηK
x LηP0x∼= LηMx
LT λµT
µ
λK −−−−→ LT
λ
µT
µ
λ P
0 −−−−→ LT λµT
µ
λM −−−−→ 0
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in Aλ0 -mod. That the middle vertical map is an isomorphism follows from (5.0.1).
The diagram shows that LηM is surjective. But since M was arbitrary, LηK is
surjective, which implies LηM is injective.
This establishes LT λµ ◦ T
µ
λ
∼= Id⊕
I⊆J CI
. 
Corollary 5.7. The following statements are equivalent.
(1) The category Aµ0 -mod is highest weight.
(2) The embedding ⊕
I⊆J
CI
T
µ
λ−−→ Aµ0 -mod
from Proposition 5.6 is an equivalence of (highest weight) categories.
(3) The category Aµ0 -mod is equivalent to a direct summand of A
λ
0 -mod.
Proof. (2) ⇒ (3) is obvious, and (3) ⇒ (1) is because Aλ0 -mod is highest weight.
Let us assume (1) and prove (2).
For w ∈ W+, R(w) ⊆ J the module T µλP
0(w.λ) has a ∆0-filtration by Proposi-
tion 4.2 (and exactness of T µλ ). In fact, Proposition 4.2 shows that
(T µλ P
0(w.λ) : ∆0(x.µ)) = (P 0(w.λ) : ∆0(x.λ))
for each x ∈ W J . On the other hand, since Aµ0 -mod is a highest weight category,
the projective module P 0(w.µ) has a ∆0-filtration and the multiplicity satisfies
(P 0(w.µ) : ∆0(x.µ)) = [∇0(x.µ) : L(w.µ)].
But by Proposition 4.2 and Proposition 2.1(3), we have
[∇0(x.µ) : L(w.µ)] = [∇0(x.λ) : L(w.λ)].
Finally using that Aλ0 -mod is highest weight, we conclude
(T µλ P
0(w.λ) : ∆0(x.µ)) = (P 0(w.µ) : ∆0(x.µ)).
Since T µλ P
0(w.λ) is a quotient of P 0(w.µ) by Lemma 5.5, this shows that
T µλ P
0(w.λ) ∼= P 0(w.µ).
Now we have
T µλLT
λ
µP
0 ∼= P 0
for any projective Aµ0 -module P
0. Then T µλLT
λ
µ
∼= IdAµ0 -mod follows from the same
argument as in the proof of Proposition 5.6. This gives (2). 
Proposition 5.2 can be stated in terms of characters. Since ch∆0(w.λ) = chLζ(w.λ),
we can write the character as a sum or irreducible characters:
chLζ(w.λ) =
∑
x≤w
cx,w chL(x.λ), (5.0.2)
with cx,w ∈ Z≥0. Then Proposition 5.2 tells us that cx,w = 0 unless R(x) = R(w).
By Lusztig’s character formula for quantum groups at roots of unity (proved by
works of Kazhdan-Lusztig, Lusztig, Kashiwara-Tanisaki, and Andersen-Jantzen-
Soergel), we know that
chLζ(w.λ) =
∑
y
(−1)l(w)−l(y)Py,w(−1)χ(y.λ),
where Py,w is the Kazhdan-Lusztig polynomial associated to the affine Weyl group
Wp. So the cx,w in (5.0.2) determine the irreducible characters for Rep(G) which
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is not known in many cases. If p is large enough, the irreducible G-characters are
computed by Lusztig’s conjecture for algebraic groups proved in [1], while there are
some p (can be much larger than the Coxeter number), found in [14], where Lusztig’s
conjecture does not hold. In the latter case, Proposition 5.2, or even Proposition 4.3
is a lot of information on irreducible characters. There is a more general conjecture
by Riche-Williamson [12] that provides an indirect way to compute the characters
using the p-Kazhdan-Lusztig polynomials, but these are far less understood than
the Kazhdan-Lusztig polynomials, and we do not know the relation to Propositions
5.2, 4.3. We do not know, for example, whether the Riche-Williamson conjecture
implies Proposition 5.2.
The formula in Lusztig’s conjecture for algebraic groups is of the same form as
in the quantum case, but a restriction on the weights need to be added. The reader
may compare the two Steinberg tensor product theorems (2.1.3) and (2.1.4) to see
this. We avoid talking about the weight restriction by presenting the conjecture in
different words.
Lusztig’s conjecture. For a regular weight λ′ ∈ X+, write λ′ = λ0 + pλ1 with
λ0 ∈ X1 = {γ ∈ X+ | 〈γ + ρ, α∨〉 < p, ∀α ∈ Π} and λ1 ∈ X+, the following
isomorphism of G-modules holds.
∆0(λ′) ∼= L(λ0)⊗k ∆(λ1)
[1]
(The module on the left hand side is often called ∆p(λ′). In general, we have
∆0(λ′)→ L(λ0)⊗k ∆(λ1)
[1].)
This formulation uses the following analogue of Steinberg’s tensor product the-
orem (see [7, Theorem 2.7] or [4, Proposition 1.7]):
∆0(λ0 + pλ1) ∼= ∆
0(λ0)⊗∆(λ1)
[1] (5.0.3)
For the rest of the section, we assume that p is such that Lusztig’s conjecture is
true. Recall that this is true if p is large enough.
Proposition 5.8. If p is such that Lusztig’s conjecture is true for G, then Propo-
sition 5.2 is true (without Assumption 5.1).
Proof. For w ∈ W+ write
w.λ = λ0 + pλ1
as above. By the assumption on p,
∆0(w.λ) ∼= L(λ0)⊗k ∆(λ1)
[1].
Note that ∆(λ1)
[1] has composition series with factors L(γ)[1] where L(γ) are com-
position factors of ∆(λ1). In particular, λ1 − γ is in the root lattice ZR. (For any
γ ∈ X and a simple root α, the difference between sα,m.γ and γ is in Zα for any
m ∈ Z. So the statement follows from the linkage principle.) Since
L(λ0)⊗k L(γ)
[1] ∼= L(λ0 + pγ)
is simple, the composition factors of L(λ0)⊗k ∆(λ1)[1] are all of this form.
This shows that if x ∈W+ is such that [∆0(w.λ) : L(x.λ)] 6= 0, then the weight
x.λ is of the form
x.λ = λ0 + pγ.
Thus,
w.λ = t(x.λ) = t((x.λ) + ρ)− ρ = tx.λ
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where t = tp(λ1−γ) ∈ W is the translation by p(λ1 − γ) ∈ pZR. The proof is
complete using the elementary Lemma 5.9 below. 
Lemma 5.9. Let w ∈ W+ and t ∈ Wp be a translation by some element pν in
pZR. If tw ∈W+, then R(w) = R(tw).
Proof. Since w ∈ W+, the condition ws > w for s ∈ Sp is equivalent to
w.λ ↑ ws.λ,
where the relation ↑ is the ordering on X = X(T ) generated by ↑s′ for all reflections
s′ in Wp, (in other words, s
′ = sα,m for some α ∈ R+,m ∈ pZ) where
γ ↑s′ γ
′ ⇔ γ < s′.γ = γ′.
(This is well-known, but we explain this in §A. The above statement is Proposition
A.4 applied to C = C−.) In fact, we have
w.λ ↑s′ ws.λ
for some s′ = sα,m. Then one can check
w.λ + pν ↑s′′ ws.λ + pν
for s′′ = sα,(m+〈pν,α∨〉).
This shows that
tw.λ = t(w.λ) = w.λ+ pν ↑ ws.λ+ pν = t(ws.λ) = tws.λ,
which implies tw < tws, again by Proposition A.4.
Therefore, we have R(w) ⊃ R(tw). The same argument shows the other inclu-
sion. 
Corollary 5.10. If p is such that Lusztig’s conjecture is true for G, then Assump-
tion 5.1 is satisfied.
Proof. Let w be as in Assumption 5.1, that is, w 6∈W J . It is enough to show that
each section of a ∆0-filtration of P 0(w.λ) is mapped to zero under the exact functor
T µλ . Let ∆
0(x.λ) be such a (nonzero) section. Since
(P 0(w.λ) : ∆0(x.λ)) = [∆0(x.λ) : L(w.λ)],
Proposition 5.8 implies R(x) = R(w). In particular, x 6∈W J . Now Proposition 4.2
shows that T µλ∆
0(x.λ) = 0. 
Appendix A. Affine Weyl group and ordering on the weights
We explain here why we take the top antidominant alcove C− (the one that
contains −2ρ) for the fundamental domain of the affine Weyl group action, as
opposed to the bottom dominant alcove C+ (which contains 0). We also make
explicit some combinatorics of the affine Weyl group used in the paper, providing
precise definitions of the objects involved.
For each α ∈ R+ and m ∈ Z, the affine reflection sα,mp ∈ Wp acts on X ⊗Z R as
sα,mp.(v) = v − (〈v + ρ, α
∨〉 −mp)α
for v ∈ X ⊗Z R. The reflection hyperplanes divides X ⊗Z R into alcoves, which are
by definition subsets of X ⊗Z R of the form
C = {v ∈ X ⊗Z R | (mβ − 1)p < 〈v + ρ, β
∨〉 < mβp, ∀β ∈ R
+}, (A.0.1)
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wheremβ = m
C
β ∈ Z. For the alcoves C
+ and C−, we havemC
+
β = 1 for all β ∈ R
+,
and mC
−
β = 0 for all β ∈ R
+. For each alcove C, the reflections through walls of C
form a generator set for the Coxeter group Wp. We denote this generating set by
Sp(C). Each C ∩X is a fundamental domain for the dot action of Wp on X . Thus,
the Coxeter ordering “≤” on (Wp, Sp(C)) induces an order relation on X . Let us
first consider generally all such order relations:
Definition A.1. For each alcove C, the partial order relation ≤C on X is defined
as follows. For λ, µ ∈ X , we say λ ≤C µ if there exists a weight ν ∈ C such that
λ = w.ν and µ = x.ν with w ≤ x ∈Wp.
Now fix an alcove C and define two functions d = dC and d
′ = d′C on the alcoves
by
d(C′) =
∑
α∈R
(mC
′
α −m
C
α ),
and
d′(C′) =
∑
α∈R
|mC
′
α −m
C
α |.
So d′(C′) is the number of reflection hyperplanes that separate C and C′. If C′ ⊂
X+ + C, then mC
′
α −m
C
α ≥ 0 for all α ∈ R
+, and hence d(C′) = d′(C′). An easy
fact is the following lemma whose proof is left to the reader.
Lemma A.2. We have l(w) = d′(w.C) for all w ∈Wp.
Similarly define d(λ), d′(λ) for λ ∈ X using the fact that λ belongs to the upper
closure of a unique alcove C′, that is, let d(λ) = d(C′) and d′(λ) = d′(C′) for such
C′.
Definition A.3. For each reflection s′ = sα,m, where α ∈ R+,m ∈ pZ, define ↑s′
by
γ ↑s′ γ
′ ⇔ γ < s′.γ = γ′.
The uparrow ordering ↑ on X is defined as the order relation generated by all such
↑s′ . (Here “<” is the dominance order. That is, γ < γ′ if and only if γ′ − γ is a
linear combination of fundamental weights with positive coefficients.)
Now we compare the two order relations.
Proposition A.4. Let C be any alcove. Suppose λ, µ ∈ X+ + C. Then we have
λ ≤C µ if and only if λ ↑ µ.
Proof. It is enough to consider the generating case: Let λ = w.ν and µ = ws.ν for
ν ∈ C and s ∈ Sp(C). We can also assume that λ 6= µ, so s is not a stabilizer of
ν. Then one finds unique α ∈ R+ and m ∈ Z such that sα,mp.(w.ν) = sα,mpw.ν =
ws.ν. For all α 6= β ∈ R+, there are mβ ∈ Z such that
(mβ − 1)p ≤ 〈w.ν + ρ, β
∨〉, 〈ws.ν + ρ, β∨〉 ≤ mβp,
and for α, we have either
(mα − 1)p < 〈w.ν + ρ, α
∨〉 < mαp < 〈ws.ν + ρ, α
∨〉 < (mα + 1)p (A.0.2)
or
(mα − 1)p < 〈ws.ν + ρ, α
∨〉 < mαp < 〈w.ν + ρ, α
∨〉 < (mα + 1)p. (A.0.3)
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Here (A.0.2) is when w.ν < ws.ν, or λ ↑ µ, and (A.0.3) is when ws.ν < w.ν, or
µ ↑ λ. Since both w.ν and ws.ν are in X++C, we know that mβ ≥ mCβ where m
C
β
is as in (A.0.1). This implies d(w.C) = d′(w.C) and d(ws.C) = d′(ws.C).
Now, w.ν = λ <C µ = ws.ν is equivalent to l(w) < l(ws) and, by LemmaA.2, to
d′(w.C) < d′(ws.C). This is the case where (A.0.2) is true, which is equivalent to
λ ↑ µ. 
Remark A.5. The condition in the proposition is about the minimal condition for
the two order relations to coincide. For example, if λ = e.ν ∈ C and µ = s.ν 6∈
X+ + C for some s ∈ Sp(C) (there always exists such an s) then µ ≤ λ and e ≤ s.
Similar things happen along the boundary of the shifted dominant region X++C.
Note that X+ = X++C+ ⊂ X++C+. So the uparrow relation and ≤C+ agree
in the dominant cone. But as remarked above, they do not agree near the boundary
of the dominant cone. This is not desirable when we consider right descent sets. To
determine the right descent set of an element w ∈ Wp, we compare w with ws for
each s ∈ S(C). It is possible that w ∈ W+ while ws 6∈ W+, so ws.C is out of the
dominant region. In that case, we have TsL(w.0) = 0 while s 6∈ R(w) and Ts = T
µ
0
is a translation to the s-wall. So we do not want to say, for example,
T µ0 L(w.0) =
{
L(w.µ) if s 6∈ R(w)
0 if s ∈ R(w)
,
because w.µ may not be dominant while s 6∈ R(w). In particular, if we indexed the
weights using C+ in this paper, Proposition 4.3 is absurd.
In the paper, we used C− to index the weights, hence the order relation ≤=≤C−.
As a consequence, for w ∈W+, we have ws.C ∈ X++C− for each s ∈ S = S(C−).
So we can apply Proposition A.4 to have
s ∈ R(w)⇔ ws.C ↑ w.C,
and
T µλL(w.λ) =
{
L(w.µ) 6= 0 if s 6∈ R(w)
0 if s ∈ R(w)
is true where λ ∈ C−. This works with any other antidominant alcove instead of
C−, but those will make the correspondence between Wp (or “W
+”) and weights
rather complicated.
An easy example to compare the two choices for the fundamental domain, C+ and
C−, is the following. Consider the trivial module L(0). We write it as L(e.0) with
0 ∈ C+, or as L(w0.−2ρ) with −2ρ ∈ C−. (Recall that w0 is the longest element in
the finite Weyl groupWf ≤Wp.) The right descent sets in the two cases are R(e) =
∅ and R(w0) = Sp \Sf , respectively. This shows that the statement for Proposition
4.3 cannot be as concise as it is now, if we index the weights using C+. As written,
it would claim that L(0) is not a composition factor of any ∆0(γ). But, for example,
∆0(p(s0.0)) contains L(0) since it surjects to ∆(s0.0)
[1] ∼= L(0)⊗k∆(s0.0)[1] where
s0 = sα0,p ∈ Sp(C
+).
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