Abstract. Let G be a simple algebraic group over an algebraically closed field of characteristic p > 0 and suppose that p is a very good prime for G. In this paper we prove that any maximal Lie subalgebra M of g = Lie(G) with rad(M ) = 0 has the form M = Lie(P ) for some maximal parabolic subgroup P of G. This means that Morozov's theorem on maximal subalgebras is valid under mild assumptions on G. We show that such assumptions are necessary by providing a counterexample to Morozov's theorem for groups of type E8 over fields of characteristic 5. Our proof relies on the main results and methods of the classification theory of finite dimensional simple Lie algebras over fields of prime characteristic.
Introduction
Let k be an algebraically closed field of characteristic p > 0 and let G be a simple algebraic group over k. Let Π be a basis of simple roots of the root system Φ of G. Recall that p is said to be very good for G if Φ is not of type A kp−1 for some k ∈ Z >0 and all coefficients n α of the highest root α = α∈Π n α α ∈ Φ + (Π) are less than p. It is well known that if p is very good for g then the Lie algebra g = Lie(G) is simple and the centraliser of any semisimple element of g is a Levi subalgebra of g. The goal of this paper is to show that an analogue of Morozov's theorem on non-semisimple maximal subalgebras holds for the Lie algebra g. Over complex numbers, Morozov's theorem is the starting point of Dynkin's classification of the maximal subalgebras of simple Lie algebras [Dyn52] and one hopes that the theorem stated below will play a similar role in the modular setting. Theorem 1.1. Let G be a simple algebraic k-group, where p = char(k) is a very good prime for G, and let M be a maximal Lie subalgebra of g = Lie(G) with rad(M ) = 0. Then M = Lie(P ) for some maximal parabolic subgroup P of G.
In good characteristic, it follows from the description of maximal closed subsystems of irreducible root systems that if P is a maximal parabolic subgroup of G then Lie(P ) is a maximal subalgebra of G; see Lemma 2.4 for detail. Thus Theorem 1.1 characterises the class of non-semisimple maximal subalgebras of g.
If G is one of the classical groups SL(V ), SO(V ) or Sp(V ) and p is a very good prime for G then Theorem 1.1 can be proved very quickly by using Lemma 2.1 (which holds when p is very good for G) and the reducibility of the action of M on the G-module V ; see [HS15a, § 7] for a detailed argument. Therefore, in what follows we assume that G is an exceptional algebraic group. No good substitute for V is available in this case and our proof of Theorem 1.1 relies on completely different methods coming from the classification theory of finite dimensional simple Lie algebras over fields of characteristic p > 3. We shall see later that if p is not very good for G then Theorem 1.1 breaks down very badly for many simple algebraic groups G (classical and exceptional). For g = sl(V ) with p | dim V this is due to the fact that any maximal subalgebra of g acting irreducibly on V is neither semisimple nor parabolic because it has to contain the scalar endomorphisms of V .
In characteristic zero, Theorem 1.1 is a classical result of Lie Theory and it has a long history. It was first proved by Morozov in his doctoral dissertation published by Kazan State University in 1943. This text to which Dynkin refers in his seminal article [Dyn52] is hard to find nowadays. Nevertheless, Panyushev and Vinberg managed to do this and reported that Morozov's original proof was quite long and relied on case-by-case considerations; see [PV10] . Morozov was probably aware of that because in the short note [Mor56] he has simplified his original arguments. His shorter (ingenious) proof is easily accessible and is essentially reproduced in [Bou75, Ch. VIII, § 10]. It relies on some results and observations which are no longer valid in prime characteristic.
It should be stressed at this point that a group analogue of Theorem 1.1 holds without any restriction on p. More precisely, it was proved by Weisfeiler [Weis66] and independently by BorelTits [BT71, Corollaire 3.3] that if G is a connected reductive algebraic group defined over an algebraically closed field of arbitrary characteristic and H is a maximal subgroup of G then either H is reductive or H is a maximal parabolic subgroup of G (there are a couple of minor glitches in Weisfeiler's argument and it only works over perfect fields). Although this result implies Morozov's theorem in the characteristic zero case, it cannot be applied for proving Theorem 1.1 in full generality. Indeed, a priori it is not clear that M = Lie(H) for some Zariski closed subgroup H of G as all modular substitutes for exponentiation become feeble when p is small.
In the last section of the paper we exhibit two bizarre examples where the equality M = Lie(H) breaks down in bad characteristic (it would be interesting to determine all such instances). More precisely, in the case where G is of type E 8 and p = 5 we construct a 74-dimensional maximal Lie subalgebra w of Lie(G) which resides in the middle of a short exact sequence 0 → A → w → W (2; 1) → 0 where A = nil(w) is an abelian ideal of w isomorphic to O(2; 1)/k1 * as W (2; 1)-modules.
Here O(2; 1) = k[X, Y ]/(X 5 , Y 5 ), a truncated polynomial ring in two variables, and W (2; 1) = Der O(2; 1) , a Witt-Jacobson Lie algebra. Our second example occurs in the case where G is a group of type G 2 and p = 2. It is more straightforward and has to do with the fact that in characteristic 2 the Lie algebra Lie(G) forgets its identity and becomes isomorphic to psl 4 . Several examples of similar nature can be found in other exceptional Lie algebras over fields of bad characteristic. This was recently discovered by Thomas Purslow who also observed that some very exotic simple Lie algebras appear as subquotients of exceptional Lie algebras over fields of characteristic 2 and 3. One such example in type F 4 is explicitly described in [Pur16] . Theorem 1.1 is the starting point of the joint project with David Stewart which aims to extend Dynkin's classification of maximal subalgebras to the case of reductive Lie algebras over fields of characteristic p > 3. At the end of the paper we put forward a conjecture on non-semisimple maximal subalgebras of Lie algebras of type E 8 over fields of characteristic 5.
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Notation and preliminary results
2.1. Throughout this paper G is an exceptional algebraic k-group and p = char(k) is a good prime for G. It is well known that in this case the Lie algebra g = Lie(G) is simple and its Killing form κ is non-degenerate. Being the Lie algebra of an affine algebraic group, g carries a canonical [p]-th power map g ∋ x −→ x [p] ∈ g equivariant under the adjoint action of G. An element h ∈ g is called toral if h [p] = h. The adjoint endomorphism of any toral element of g is semisimple and its eigenvalues lie in F p . Therefore, any such element is contained in a maximal toral subalgebra of g. Given x ∈ g we write g x for the centraliser of x in g. If V is a vector space over k of dimension rp, where r is a positive integer, then we denote by psl(V ), psl rp and pgl rp the (restricted) Lie algebras sl(V )/k Id V , sl rp (k)/k1, and gl rp (k)/k1, respectively. It is well known (and easily seen) that psl rp = [pgl rp , pgl rp ] has codimension 1 in pgl rp and pgl rp = Lie(PGL rp ). If (p, r) = (2, 1) then psl rp ∼ = psl(V ) is a simple Lie algebra.
Let N (g) denote the nilpotent cone of g = Lie(G), the set of all x ∈ g with x [p] e = 0 for e ≫ 0. The group G acts on N (g) with finitely many orbits which are labelled by their weighted Dynkin diagrams exactly as in the characteristic 0 case; see [Pre03] , for example. The dimensions of nilpotent orbits can be found in [Car93, . Let N p (g) = {x ∈ g | x [p] = 0}, the restricted nullcone of g. By [CLNP] , the variety N p (g) coincides with the Zariski closure of a single nilpotent G-orbit; in particular, it is always irreducible. Proof. Let A be a maximal abelian ideal of M . Since M is maximal in g, it is a restricted subalgebra of g. Since rad(M ) = 0 is a restricted ideal of M , the ideal A = 0 is closed under taking [p]-powers in g. If A ⊆ N (g) then 0 = A ⊆ nil(M ) and we are done. So suppose A ⊆ N (g). The A must contain a nonzero semisimple element of g, say t. Note that t lies in the span of all t [p] i with i ≥ 1.
Let
for all i ≥ 1, this yields t ∈ z(M ). Therefore, M = g t by the maximality of M . Since g is simple and p is a good prime for G, the centraliser g t is a proper Levi subalgebra of g. However, such a subalgebra cannot be maximal as it normalises the nilradical of a proper parabolic subalgebra of g. This contradiction shows that nil(M ) = 0 as stated.
2.3. A connected reductive k-group G is called standard if the derived subgroup of G is simply connected, p is a good prime for G, and the Lie algebra g = Lie(G) admits a non-degenerate Ginvariant symmetric bilinear form. Note that if G is standard then so is any Levi subgroup of G.
The following lemma is a straightforward generalisation of the main result of [LMT09] .
Lemma 2.2. Let G be a standard reductive k-group and let L be a Lie subalgebra of g such that [L, L] consists of nilpotent elements of g. Then L is contained in a Borel subalgebra of g.
Proof.
Replacing L by its p-closure in g if need be we may assume that L is a restricted subalgebra of g. We use induction on the dimension of G. Suppose the statement holds for all standard reductive k-groups of dimension ≤ n (this is obviously true when n = 1). Now suppose dim(G) = n + 1. By Engel's theorem, the Lie algebra
where L s is a toral subalgebra of g and L n = nil(L). If L = L s then L ⊆ Lie(T ) for some maximal torus T of G; see [Hum67, Theorem 13 .3]. So we are done in this case.
Thus we may assume that n := nil(L) = 0. Then z(n) = 0. As [L, L] ⊆ nil(L) by our assumption on L, the adjoint action of L induces a representation of the abelian Lie algebra L/[L, L] on z(n).
So there exists a nonzero e ∈ z(n) such that [L, e] ⊆ ke. As e is a nilpotent element of g it admits a cocharacter λ : k × → G optimal in the sense of the Kempf-Rousseau theory. Let P be the parabolic subgroup associated with λ and p = Lie(P ). Then p = i≥0 g(λ, i). By [Pre03, Theorem 2.3], one can choose λ in such a way that e ∈ g(λ, 2) and g e ⊆ p. Furthermore, [g(λ, i), e] = g(λ, i + 2) for all i ≥ 0. Taking i = 0 we find h 0 ∈ g(λ, 0) with [h 0 , e] = e. This implies that L ⊆ n g (ke) = kh 0 ⊕ g e ⊆ p.
By our induction assumption, the image of L in the Levi subalgebra g(λ, 0) ∼ = p/nil(p) of g is contained in a Borel subalgebra of g(λ, 0), say b. Since the inverse image of b under the canonical homomorphism p ։ g(λ, 0) is a Borel subalgebra of g, this accomplishes the induction step of our proof. Proof. Since N is nilpotent we have that 0 = z(N ) ⊆ c g (N ). Therefore, c g (N ) is a nonzero Lie subalgebra of g.
We denote by
is a Lie subalgebra of g. Since g is a simple Lie algebra and M normalises N , it must be that M = g. As a result, M = M forcing c g (N ) ⊆ M .
Let R = R + N . Then it is immediate from Jacobson's formula for p-th powers that [ R, R] ⊆ [R, R] + N consists of nilpotent elements of g. By Lemma 2.2, there exists a Borel subalgebra b of g containing R. Let B = T · R u (B) be the Borel subgroup of G such that b = Lie(B). The maximal torus T of B preserves the centre z(n + ) of n + := Lie(R u (B)). This implies that z(n + ) is spanned by root vectors relative to T . Since p is a good prime for G and n + contains all simple root vectors with respect to T , this yields that z(n + ) = ke where e is a highest root vector of n + . It is well known (and easily seen) that the latter belongs to O min . As R ⊆ R ⊆ b and b normalises z(n + ) it must be that [R, e] ⊆ ke. Since N ⊆ n + we also have that e ∈ c g (N ). This completes the proof.
2.5. A Lie subalgebra of g is called regular if it contains a maximal toral subalgebra of the restricted Lie algebra g.
Lemma 2.4. Let M be a maximal subalgebra of g with nil(M ) = 0. If M is regular then it is a parabolic subalgebra of g.
Proof.
Let t be a maximal toral subalgebra of g contained in M . It follows from [Bor91, 11.8 ] that there exists a maximal torus T in G such that t = Lie(T ) (see also [Hum67, Theorem 13 .3]). Since p > 3, the toral subalgebra t is a classical Cartan subalgebra of g in the sense of Seligman and the Lie algebra g satisfies the Seligman-Mills axioms; see [Sel67, Ch. II, § 3]. In particular, this means that all root spaces of g with respect to t are 1-dimensional. As a consequence, M is (Ad T )-stable.
Let Φ be the root system of G with respect to T . Given α ∈ Φ we denote by g α the root subspace of g with respect to T . Then g α = ke α for some root element e α ∈ g. The preceding remark entails that there exists a subset Ψ of Φ such that M = t ⊕ α∈Ψ ke α . Moreover, it follows from [Sel67, Ch. II, § 4], for example, that if α, β ∈ Ψ and α + β ∈ Φ then α + β ∈ Ψ. In other words, Ψ is a closed subset of Φ in the sense of [Bou68, Ch. VI, § 1, Sect. 7].
Let g Z be the Chevalley Z-form of g associated with the root system Φ. The above discussion shows that M is obtained by base change from the Z-subalgebra g Z (Ψ) of g Z spanned by all root vectors E α ∈ g Z with α ∈ Ψ and all commutators [E β , E −β ] with β ∈ Φ. The maximality of M in g now implies that g Z (Ψ) ⊗ Z C is a maximal subalgebra of g C := g Z ⊗ Z C. Then Morozov's theorem on maximal subalgebras of g C yields that the closed subset Ψ of Φ is either symmetric or parabolic. If Ψ is symmetric then it is not hard to see that the restriction of the Killing form of g to M = g Z (Ψ) ⊗ Z k is non-degenerate. This, however, contradicts our assumption that nil(M ) = 0. Therefore, Ψ must be a parabolic subset of Φ. This completes the proof.
2.6. Given a finite dimensional semisimple Lie algebra L we write
. This semisimple restricted Lie algebra is often referred to as the minimal p-envelope of L. To ease notation we shall often identify L with ad L ⊆ Der(L). If L = i∈Z L i is a graded Lie algebra then Der(L) has a natural grading, too, and Jacobson's formula for p-th powers implies that L p is spanned by the p-closure of L 0 in Der(L) and all L p j i with i = 0 and
Lemma 2.5. Let L be a finite dimensional semisimple graded Lie algebra over k and suppose that its zero component L 0 is a restricted subalgebra of L p . Let V be a finite dimensional graded Lmodule, write π for the corresponding representation of L, and suppose that π | L 0 is a restricted representation of L 0 . Then all composition factors of the L-module V are graded and restrictable.
Proof. (a) We first show by induction on the composition length l of V that all composition factors of V are graded. If V is irreducible then, of course, there is nothing to prove. So suppose V is reducible and let L ± = i>0 L ±i . These graded Lie subalgebras of L are (ad L 0 )-stable and act nilpotently on V . It follows that V + := {v ∈ V | L + · v = 0} is a nonzero graded subspace of V and each graded component of V + is invariant under the action of L 0 . Let r be the smallest integer such that V + ∩ V r = 0 and put W := U (L − ) · (V + ∩ V r ). It is straightforward to see that W is a graded subspace of V invariant under the action of L ± and L 0 . Our choice of r then implies that W is an irreducible L-submodule of V . As a consequence, the quotient module V /W has a natural structure of a graded L-module. Since the length of V /W is smaller than that of V and the composition factors of V are independent of the choice of a composition series (up to isomorphism), the statement follows by induction on l.
(b) Next we show that each composition factor of V is restrictable. In view of part (a) no generality will be lost by assuming that V is an irreducible L-module. Let L be the p-envelope of L in the universal enveloping algebra U (L). This is an infinite dimensional restricted Lie algebra with an enormous centre z(L). The action of U (L) gives V a natural structure of a restricted L-module.
We write
consists of graded elements of degree ip j . It is straightforward to check that z(L) is a graded subspace of L. Since V is a graded U (L)-module the subspace z ′ (L) must be graded as well. As all graded components z(L) i with i = 0 act on V by nilpotent transformations they lie in z ′ (L) due to the irreducibility of V . This yields
then shows that
As a resultL p ∼ = L p as restricted Lie algebras. This completes the proof.
2.7. In order to deal with Hamiltonian Lie algebras which will come to complicate things in the next section we must look very closely at the G-orbits of certain special toral elements of g. Definition 2.6. Let d be a positive integer. A toral element h ∈ g is said to be d-balanced if dim g(h, i) = dim g(h, j) for all i, j ∈ F × p and all eigenspaces g(h, i) with i = 0 have dimension divisible by d.
Let G be an exceptional algebraic k-group, where p = char(k) is a good prime for G, and let h be a nonzero p-balanced toral element of g = Lie(G). Then one of the following cases occurs:
(i) G is of type E 6 , p = 5, the root system of G h has type A 3 , and dim g h = 18;
(ii) G is of type E 7 , p = 5, the root system of G h has type D 4 A 1 , and dim g h = 33; (iii) G is of type E 8 , p = 7, the root system of G h has type E 6 , and dim g h = 80; (iv) G is of type E 8 , p = 7, the root system of G h has type D 4 A 2 , and dim g h = 38; (v) G is of type E 8 , p = 11, the root system of G h has type A 4 , and dim g h = 28.
(vi) G is of type F 4 , p = 7, the root system of G h has type A 2 , and dim g h = 10. (vii) G is of type F 4 , p = 5, the root system of G h has type B 2 , and dim g h = 12.
Furthermore, in all cases except (vi) the nonzero p-balanced toral elements of g are conjugate under the adjoint action of G, whereas in case (vi) there are two p-balanced G-orbits.
Proof. (a)
We may assume without loss of generality that G is a group of adjoint type. Let Φ be the root system of G with respect to a maximal torus T of G and let Π = {α 1 , . . . , α ℓ } be a basis of simple roots of Φ, so that ℓ = dim T . Let Φ + be the positive system associated with Π. Any root γ ∈ Φ + can be uniquely expressed as γ =
In what follows we always use Bourbaki's numbering of simple roots in Π; see [Bou68, Planches I-IX].
Since h is contained in a maximal toral subalgebra of g and all such subalgebras are (Ad G)-conjugate, we may assume that h ∈ Lie(T ); see [Bor91, 11 .8] of [Hum67, Theorem 13.3] . Then g h is (Ad T )-stable. Since p is a good prime for G we may assume further that g h is the standard Levi subalgebra of g associated with a subset Π 0 of Π. Furthermore, there exist t 1 , . . . , t ℓ ∈ t such that (dα i )(t j ) = δ i,j for all 1 ≤ i, j ≤ ℓ. These elements form a k-basis of t. As a consequence, the centre of g h has a k-basis consisting of all t i with 1 ≤ i ≤ ℓ such that (dβ)(t i ) = 0 for all β ∈ Π 0 . Let Ψ be the root system of g h relative to T and put Ψ + := Ψ ∩ Φ + . Then dim g h = ℓ + 2|Ψ + | and
by our assumption on h.
(b) Let G C be the complex group of adjoint type with root system Φ. We may assume without loss of generality that T is obtained by base change from a maximal torus
In what follows we are going to rely on the well known analogy between toral elements of g and elements of order p in G C ; see [Ser06] . This will enable us to use extended Dynkin diagrams and Kac coordinates for labelling toral G-orbits in g.
More precisely, let ζ be a primitive p-th root of unity in C. Any toral element of t is a linear combination of semisimple root vectors (
is spanned by the root spaces g γ with (dγ)(h) = i. Let g Z = t Z ⊕ γ∈Φ Ze γ be an admissible Z-lattice in g C such that t = t Z ⊗ Z k and g γ = k(e γ ⊗ 1) for all γ ∈ Φ. Since G C is a group of adjoint type there exists a unique σ = σ(h) ∈ T C with σ p = 1 such that
Let P (Φ ∨ ) be the weight lattice of the dual root system Φ ∨ and let
be the Weyl group of G. Since G C is a group of adjoint type the lattice of cocharacters T C coincides with P (Φ ∨ ) which implies that the F p W -module of all elements of order p in T C identifies with P (Φ ∨ ) ⊗ Z F p . Since p > 3 the latter space is W -equivariantly isomorphic to t tor , the F p -subspace of all toral elements of t. From this it follows that there is a natural bijection between the toral G-orbits in g and the conjugacy classes of elements of order p in G C ; see [Ser06] for more detail.
Let α = α∈Π n α α be the highest root in Φ + and put Π := Π ⊔ {α 0 } where α 0 = − α. To any nonzero collection of non-negative integers a = (a α | α ∈ Π) such that a α < p for all α ∈ Π and α∈Π a α n α ≤ p we attach a unique element σ a ∈ T C of order p by imposing that σ a (e α ) = ζ aα e α for all α ∈ Π (here e γ stands for a root vector of g C corresponding to γ ∈ Φ). It is well known that any element of order p in G is conjugate to one of the σ a 's. If σ is conjugate to σ a then the collection (a α | α ∈ Π) = (a α 0 , a) with a α 0 = p − α∈Π a α n α is sometimes referred to as Kac coordinates of σ. It is known that two different Kac coordinates represent the same conjugacy class in G C if and only if one can be obtained from the other by applying a suitable element from the group Stab W ( Π) ∼ = Z( G C ) (here G C stands for the simple simply connected algebraic group over C with root system Φ). The action of Stab W ( Π) on Π is described in [Bou68, (recall that our numbering of simple roots is compatible with that of loc. cit.). It is immediate from the above that the set {α ∈ Π | a α = 0} forms a basis of simple roots of the fixed-point algebra g σa C = {x ∈ g C | σ a (x) = x}. To ease notation we set a i := a α i for 0 ≤ i ≤ ℓ. (c) Suppose for a moment that G is an arbitrary standard connected reductive group over k. Recall that a nilpotent G-orbit in g = Lie(G) is called rigid if it cannot be obtained by Lusztig-Spaltenstein induction from a proper Levi subalgebra of g. In order to reduce the number of cases that we have to investigate closely we shall rely on the the theory of sheets in g as presented in [PSt15] . Put l := g h and let L be the standard Levi subgroup of G with l = Lie(L). Write L C for the standard Levi subgroup of G C associated with the subset Π 0 of Π. We adopt the notation introduced in [PSt15] and, in particular, write z(l) reg for the set of all elements z in the centre z(l) for which g z = l. 
and S contains a unique nilpotent orbit, we now deduce that KO coincides with the Zariski closure of the Richardson orbit O 0 . As a consequence, O 0 ⊆ N p (g). We let e be any element of O 0 . Since p is a good prime for G we have that dim g e = dim G e = dim G h = dim g h . In view of (2) this shows that dim O 0 is divisible by p(p − 1). Table 6 ]. So it must be that e ∈ O(A 4 ). Then [dGE09, p. 267] shows that Ψ has type A 3 . Let σ = σ(h) ∈ G C be the element of order p attached to h in part (b) and let σ a ∈ T C be a canonical representative of the conjugacy class of σ. Our discussion at the end of part (b) shows that the set {α ∈ Π | a α = 0} forms a subdiagram of type A 3 of the extended Dynkin diagram E 6 . Since a 0 = 5 − a 1 − 2a 2 − 2a 3 − 3a 4 − 2a 5 − a 6 ≥ 0 and a i ∈ Z ≥0 for all i, we essentially have only one option here, namely,
(a 0 , a 1 , a 2 , a 3 , a 4 , a 5 , a 6 ) = (1, 1, 1, 0, 0, 0, 1).
The other two options that we have can be obtained from this one by applying a suitable symmetry of Π coming from the group Stab W ( Π) ∼ = Z/3Z. The uniqueness of σ a implies that all powers σ i with 1
Our discussion at the beginning of part (b) now shows that in characteristic 5 the Lie algebra g admits a unique G-orbit consisting of p-balanced toral elements. This p-balanced orbit is listed in part (i) of the proposition.
(e) Suppose G is of type E 7 . If p ≥ 13 then p(p − 1) > 133 = dim g. So g cannot contain orbits of dimension divisible by p(p − 1).
If p = 11 then dim O 0 = 110 and dim g(h, i) = 11 for all i ∈ F × p . There are two nilpotent orbits of dimension 110 in g, but only one of them is Richardson; see [dGE09, p. 269] . So e must have Dynkin label E 6 (a 3 ) and therefore Ψ must be of type A 3 A 2 1 . Replacing h by w(h) for some w ∈ W if necessary we may assume that h = λt 3 + µt 6 for some λ, µ ∈ F × p . Set Φ + 3,6 := {γ ∈ Φ + | ν 3 (γ) = 1 and ν 6 (γ) = 0}.
It is straightforward to check that |Φ is contained in a single eigenspace g(h, k) with k ∈ F × p we see that h cannot be p-balanced. So the case where p = 11 cannot occur. and hence z(l) = kh. Since p = 2 we have a direct sum decomposition l = z(l) ⊕ [l, l]. Arguing as at the beginning of part (d) it is easy to see that κ(h, h) = 0. Since this contradicts (1) we deduce that the present case is impossible. If O 0 = O(A 2 + 3A 1 ) then Ψ has type A 6 . In this case we also have the equality z(l) = kh, but cannot argue as before because [l, l] ∼ = sl 7 contains z(l). Instead, we observe that h = λt 2 for some λ ∈ F × p . Since the set {γ ∈ Φ + | ν 2 (γ) = 1} has cardinality 35 > 14 we see that h cannot be p-balanced in g. Therefore, p = 7.
Suppose p = 5. Then dim O 0 ∈ {20, 40, 60, 80, 100, 120}. Since there are no orbits of dimension 20, 40, 60 or 80 in N (g) it must be that dim
Since neither of these orbits lies in N p (g) by [McN03, Theorem 35] and [Law95, Table 8 ], we obtain that dim O 0 = 100 and dim g(h, i) = 20 for all i ∈ F × p . There are two orbits of that dimension in g and their Dynkin labels are A 4 and
. 269] yields that Ψ has type A 4 A 2 and z(l) = kt 5 . As a consequence, h = λt 5 for some λ ∈ F × p . Since the set {γ ∈ Φ + | ν 5 (γ) = 1} has cardinality 30 > 20, the element h cannot be p-balanced in the present case. Now suppose O 0 = O(A 4 ). Then [dGE09, p. 267] shows that Φ is of type D 4 A 1 . Let σ = σ(h) ∈ G C be the element of order p attached to h in part (b) and let σ a ∈ T C be a canonical representative of the conjugacy class of σ. Our discussion at the end of part (b) shows that the set {α ∈ Π | a α = 0} forms a subdiagram of type D 4 A 1 on the extended Dynkin diagram E 7 . Since a 0 = 5 − 2a 1 − 2a 2 − 3a 3 − 4a 4 − 3a 5 − 2a 6 − a 7 ≥ 0 and a i ∈ Z ≥0 for all i, we essentially have only one option here, namely, (4) (a 0 , a 1 , a 2 , a 3 , a 4 , a 5 , a 6 , a 7 ) = (1, 1, 0, 0, 0, 0, 1, 0).
The other option that we have can be obtained by applying a suitable symmetry of Π coming from the group Stab W ( Π) ∼ = Z/2Z. As at the end of part (d) , the uniqueness of σ a implies that all 
we then have κ(h, h) = 0 contrary to (1). Therefore, p ≤ 11.
Suppose p = 11. Then dim O 0 = 220 and dim g(h, i) = 22 for all i ∈ F × p because N (g) has no orbits of dimension 110. There are two orbits of dimension 220 in N (g) and their Dynkin labels are E 7 (a 3 ) and E 8 (b 6 
It is easy to see that |Φ 
shows that Ψ has type A 4 . Let σ = σ(h) ∈ G C be the element of order p attached to h in part (b) and let σ a ∈ T C be a canonical representative of the conjugacy class of σ. We know from part (b) that the set {α ∈ Π | a α = 0} forms a subdiagram of type A 4 of the extended Dynkin diagram E 8 . Since a 0 = 11 − 2a 1 − 3a 2 − 4a 3 − 6a 4 − 5a 5 − 4a 6 − 3a 7 − 2a 8 ≥ 0 and a i ∈ Z ≥0 for all i, we have only one option here, namely,
The uniqueness of σ a implies that all powers σ i with 1 ≤ i ≤ 10 are G-conjugate implying that dim C g C (σ, ζ i ) = dim C g C (σ, ζ j ) = 22 for all 1 ≤ i, j ≤ 10. Arguing as before we now conclude that in characteristic 11 the Lie algebra g admits a unique G-orbit consisting of p-balanced toral elements. This proves (v).
Suppose p = 7. Since N (g) has no orbits of dimension 42, 84 and 126, either dim O 0 = 168 or dim O 0 = 210. There are two orbits of dimension 168 in N (g), but one of them is rigid by [PSt15,
. In that case [dGE09, p. 275] yields that Ψ has type E 6 and h = λt 7 + µt 8 for some λ, µ ∈ F × p . Let σ = σ(h) ∈ G C be the element of order p attached to h in part (b) and let σ a ∈ T C be a canonical representative of the conjugacy class of σ. From part (b) we know that the set {α ∈ Π | a α = 0} forms a subdiagram of type E 6 of the extended Dynkin diagram E 8 . Since a 0 = 7 − 2a 1 − 3a 2 − 4a 3 − 6a 4 − 5a 5 − 4a 6 − 3a 7 − 2a 8 ≥ 0 and a i ∈ Z ≥0 for all i, we have only one option here, namely,
The uniqueness of σ a implies that all σ i with 1 A 2 and h = λt 1 + µt 6 for some λ, µ ∈ F × p . Let σ a ∈ T C be a canonical representative of the conjugacy class of σ(h). By part (b) , the set {α ∈ Π | a α = 0} forms a subdiagram of type D 4 A 2 of the extended Dynkin diagram E 8 . Since a 0 = 7 − 2a 1 − 3a 2 − 4a 3 − 6a 4 − 5a 5 − 4a 6 − 3a 7 − 2a 8 ≥ 0 and a i ∈ Z ≥0 for all i, the only option we have here is (7) (a 0 , a 1 , a 2 , a 3 , a 4 , a 5 , a 6 , a 7 , a 8 ) = (1, 1, 0, 0, 0, 0, 1, 0, 0).
Once again the uniqueness of σ a implies that all powers σ i with 1
There are two orbits of dimension 42 in N (g) and their Dynkin labels are B 3 and C 3 . By [dGE09, p. 276] (which is applicable in view of [PSt15, Theorem 1.4]), both orbits are Richardson and Ψ has type A 2 in both cases (in the B 3 -case Ψ consists of short roots whereas in the C 3 -case all roots in Ψ are long). In both cases there exists a unique collection a = (a 0 , a 1 , a 2 , a 3 , a 4 ) with a i ∈ Z ≥0 and a 0 = 7 − 2a a − 3a 2 − 4a 3 − 2a 4 such that the set {α ∈ Π | a α = 0} forms a basis of Ψ. Specifically, in the B 3 -case we take a = (2, 1, 1, 0, 0) whilst in the C 3 -case we take a = (1, 0, 0, 1, 1) (these are the only options available). Arguing as before it is now easy to observe that each of these two cases gives rise to a unique p-balanced conjugacy class in g. This proves (vii). As before, the uniqueness of a implies that all elements σ(h) i with 1
for any good prime p. This means that g does not admit any p-balanced toral elements. This completes the proof of the proposition.
2.8. In the final stages of the proof of Theorem 1.1 we shall require some information on the gradings of non-restricted Hamiltonian algebras H(2; n; Φ) (1) .
Given m ∈ Z ≥1 we denote by O((m)) the full divided power algebra in m variables over k. Its elements are the infinite series r λ r x r with λ r ∈ k. Here x r = x
m , where r i ∈ Z ≥0 , and the product is induced by the rule
The maximal ideal m of the ring O((m)) is equipped with a system of divided powers
This element is well-defined in the linearly compact ring O((m)) and using the axioms of divided powers it is straightforward to check that exp(f )
. It is well known that this algebra is a free O((m))-module of rank m with a free basis consisting of the special partial derivatives ∂ 1 , . . . , ∂ m . Recall that ∂ i (x r ) = x r−ǫ i where ǫ i = (δ i,1 , . . . , δ i,m ) and 1 ≤ i ≤ m. We denote by Aut c O((m)) the group of all continuous automorphisms
We denote by Ω((m)) = m i=0 Ω i ((m)) the module of Kähler differentials over O((m)). It is known that any Hamiltonian algebra H(2; n; Φ) (1) ⊂ W (2; n) has Cartan type S and stabilises the volume form J(Φ)ω S ∈ Ω 2 ((2)) where (2)) × is the Jacobian of the admissible automorphism Φ ∈ Aut c O( (2) 
Lemma 2.8. Let S = H(2; n; Φ) (1) where Φ is one of Φ(τ ), Φ(1), Φ(2). Then all maximal tori of the algebraic group Aut(S) are 1-dimensional.
Proof. Let G = Aut(S) and denote byG the normaliser of O(2; n) in Aut c O( (2)). It follows from [Skr91, Theorem 10.8] that the group G consists of all g ∈G such that g J(Φ)ω S ∈ k × J(Φ)ω S (see also [Str04, Theorems 7.3.2]). Any element g ∈G is uniquely determined by its effect on the divided power generators x 1 , x 2 ∈ O((2))) and g(x 1 ), g(x 2 ) ∈ O(2; n). From this it is immediate thatG/R u (G) is isomorphic to a parabolic subgroup of GL 2 (k). It follows that all maximal tori ofG have dimension 2. One such torus, T 0 , consists of all automorphisms g(t 1 , t 2 ) with t 1 , t 2 ∈ k × such that g(t 1 , t 2 ) (x i ) = t i x i for i = 1, 2.
Suppose G contains a 2-dimensional torus. Then it is a maximal torus ofG and hence isGconjugate to T 0 . Replacing Φ ∈ Aut c O((2)) by a gΦg −1 for a suitable g ∈G we many assume T 0 ⊂ G. Then J(Φ)dx 1 ∧ dx 2 is a weight vector for the action of T 0 on Ω 2 ((2)). Note that O((2)) decomposes into an infinite direct sum of weight spaces for T 0 . Since g(t 1 , t 2 ) (x a ) = t (2)) are 1-dimensional and spanned by monomials x a . As a consequence the T 0 -weight spaces of Ω 2 ((2)) have the form kx a dx 1 ∧dx 2 for a ∈ Z 2 ≥0 . Since J(Φ) is invertible in O((2)) and J(Φ)dx 1 ∧dx 2 = λx a dx 1 ∧dx 2 for some λ ∈ k × and a ∈ Z 2 ≥0 , it must be that a = (0, 0). But then H(2; n; Φ) (1) ⊆ H(2; n). The simplicity of H(2; n; Φ) (1) now forces H(2; n; Φ) (1) ⊆ H(2; n) (2) . Since p n 1 +n 2 − 2 = dim H(2; n) (2) ≤ dim H(2; n; Φ) (1) ≤ p n 1 +n 2 − 1 this is impossible. This contradiction shows that the maximal tori of G are at most 1-dimensional.
On the other hand, using the above expressions for J(Φ) it is straightforward, in each case, to produce a 1-dimensional subtorus T Φ of T 0 contained in G. If Φ = Φ(τ ) we take for T Φ the identity component of {g(t 1 , t 2 ) ∈ T 0 | t
= 1} and if Φ = Φ(l), where l ∈ {1, 2}, we take T Φ = {g(t 1 , t 2 ) ∈ T 0 | t l = 1}. This completes the proof.
3. Proof of the main theorem 3.1. Let M be as in the statement of Theorem 1.1. Our proof will make essential use of Weisfeiler's theorem; see [Weis78] and [Str04, Theorems 3.5.6, 3.5.7 ad 3.5.8]. Let O(m; n) and W (m, n) be as in (2.8). We shall often encounter the case where n = 1, that is n i = 1 for all i. In this case all derivations of O(m; n) are special and W (m; 1) is the full derivation algebra of O(m;
we let x i stand for the divided-power generator x (ǫ i ) of O(m; n) and denote by O(x i 1 , . . . , x is ) the divided power subalgebra of O(m; n) generated by
3.2. Given a non-empty subset X ⊆ g and k ∈ Z ≥2 we let X k denote the linear span of all elements (ad
Since g is a simple Lie algebra there is a non-negative integer r such that 0 = M (r+1) M (r) . It is well known that the chain of subspaces
By maximality, M is a restricted sublagebra of g and one can see by induction on k that
The decreasing filtration of g thus obtained is referred to as the Weisfeiler filtration associated with the pair (M (−1) , M (0) ).
of M consists of nilpotent elements of g. This shows that M (1) = nil(M ). Since we are assuming that nil(M ) = 0, Weisfeler's filtration does not collapse completely in our case. In other words, r > 0.
We denote by G the corresponding graded Lie algebra
a graded vector space whose Lie product is induced by that of g. We can give G ≥0 := i≥0 G i a restricted Lie algebra structure by setting gr i (x)
By construction, G 0 ∼ = M/nil(M ) as Lie algebras, G −1 is an irreducible G 0 -module, and the Lie subalgebra
i≥−1Ḡ i as graded vector spaces). Since r > 0, the first part of Weisfeiler's theorem [Weis78] says that N (G) coincides with the radical of G and the semisimple Lie algebraḠ has a unique minimal ideal which containsḠ − := i≤−1Ḡ i . This ideal, denoted A(Ḡ), is isomorphic to S ⊗ O(m; n) for some simple Lie algebra S and some divided power algebra O(m; n). The restricted Lie algebra structure of G ≥0 induces that onḠ ≥0 := i≥0Ḡ i .
Thanks to Block's theorem, the adjoint action ofḠ on A(Ḡ) gives rise to inclusions
and the canonical projection
mapsḠ onto a transitive subalgebra of W (m; n); see [Str04, Theorem 3.3.5], for example. Sincē G is semisimple (hence centreless) and acts faithfully on A(Ḡ), the restricted Lie algebraḠ ≥0 ∼ = ad A(Ḡ) Ḡ ≥0 identifies naturally with a restricted subalgebra of Der(A(Ḡ)). 
. . , x m )∂ i through an embedding described in (9) and
Non-degenerate Case. The simple Lie algebra S is Z-graded in such a way that S ±1 = 0 and
The grading of S induces that on Der(S) and G 0 is sandwiched between S 0 ⊗ O(m; n) and Der
, the Lie subalgebra S 0 of S acts faithfully on S −1 . Although S −1 does not have to be irreducible over S 0 , in general, it follows from [Str04, Theorem 3.5.7(6)] that this module is semisimple and isogenic when Der(S) = ad S.
Let M be a counterexample to Theorem 1.1. By Lemma 2.4, M is not regular in g. We set M := M (0) , choose a subspace M (−1) as in (3.2), and consider the Weisfeiler filtration of g associated with the pair (M (−1) , M (0) ). Write G for the corresponding graded Lie algebra, and let N (G),Ḡ and A(Ḡ) = S ⊗ O(m; n) be as in (3.3).
3.5. In the next three subsections we assume that the degenerate case of Weisfeiler's theorem holds forḠ. In particular, this means that m ≥ 1. If m = 1 then necessarily s = 1. As a consequence, G 1 = k∂ 1 is 1-dimensional. Since G 2 = 0 by (3.4), it must be that M (2) = 0. So nil(M ) = M (1) is isomorphic to G 1 . But then nil(M ) = ke for some nonzero nilpotent element e ∈ g and M ⊆ n g (ke). This, however, contradicts our assumption on M because n g (ke) is contained in a proper parabolic subalgebra of g (see the proof of Corollary 2.3 for detail). Now suppose m ≥ 2. Since S is a simple Lie algebra and dim O(m; n) ≥ p m , we have the inequality (dim g)/p m > dim S ≥ 3. Since g is exceptional and p is a good prime for g, this forces m = 2, n = (1, 1), and rules out the cases where g is of type G 2 or F 4 . Furthermore, if g is of type E 6 then p = 5 and S ∼ = sl 2 , if g is of type E 7 then p = 5 and S is either sl 2 or W (1; 1), and if g is of type E 8 then p = 7 and S ∼ = sl 2 . In any event, all derivations of S are inner which implies that
for some transitive Lie subalgebra of W (2; 1).
3.6. Suppose s = m = 2. Then G 1 ⊆ k∂ 1 ⊕ k∂ 2 and
we can argue as in the previous paragraph to conclude that M is contained in a proper parabolic subalgebra of g. So assume that
Our next goal is to produce a nice subalgebra R of M satisfying the conditions of Lemma 2.2. If S ∼ = sl 2 we choose a standard basis {e 0 , h 0 , f 0 } of S. If S ∼ = W (1; 1) we choose an sl 2 -triple {e 0 , h 0 , f 0 } ⊂ S \ {0} such that f 0 ∈ k∂, h 0 = x∂ and e 0 ∈ k(x 2 ∂). This choice ensures that c S (f 0 ) = kf 0 . To ease notation we identify S with S ⊗ k ⊂Ḡ 0 and regard e 0 , h 0 , f 0 as elements ofḠ 0 . Leth 0 ∈ Q be a preimage of h 0 under the canonical homomorphism Q ։Q = Q/M (1) . By construction, h 0 is a toral element of G 0 . Replacingh 0 by its sufficiently large [p]-th power in Q we may assume thath 0 is a semisimple element of g. Then the inverse image of f 0 under the canonical homomorphism Q ։Q = Q/M (1) contains an eigenvector for adh 0 ; we call itf 0 . Since
0 ∈ M (1) . Therefore,f 0 is a nilpotent element of g. We now set R := kh 0 ⊕ kf 0 ⊕ nil(M ). Clearly, this is a Lie subalgebra of M and [R, R] ⊆ kf 0 ⊕ nil(M ). So [R, R] consists of nilpotent elements of g by Jacobson's formula for p-th powers. By Corollary 2.3, there exists a nonzero e ∈ Q such that [R, e] ⊆ ke and [e, [e, g]] = ke. Letē denote the image of e inQ. Supposeē = 0. As [f 0 ,ē] = 0 we then haveē ∈ k × f 0 . So our assumption onē entails rk (ad f 0 ) 2 ≤ 1. However, the restriction of (ad f 0 ) 2 to every subspaceḠ
is nonzero, forcing rk (ad e) 2 ≥ rk (ad f 0 ) 2 ≥ 2p − 2. This contradiction shows thatē = 0. As a consequence, e ∈ M (1) . Since G 1 = k∂ 1 ⊕ k∂ 2 , we may assume after a suitable linear substitution of x 1 , x 2 that the image of e inḠ equals ∂ 1 . But since (ad e) 3 = 0 this would entail (ad ∂ 1 ) 3 = 0 which is false because (ad ∂ 1 ) p−1 = 0 and p > 3. We thus conclude that the present case cannot occur.
3.7. Now suppose m = 2 and s = 1, so that again S is either sl 2 or W (1; 1). This case is quite similar to the previous one, but we need to choose a solvable subalgebra R more carefully. By (3.4),
Let m 2 be the maximal ideal of the local ring O(x 2 ). Thanks to the transitivity of D ⊆ D 0 ⊕ G 1 and
As before, we may assume that dim G 1 ≥ 2. Indeed, otherwise nil(M ) = M (1) is 1-dimensional implying that M = n g (M (1) ) is contained in a parabolic subalgebra of g. We choose e 0 , f 0 , h 0 ∈ S as in (3.6) and defineR : (1) . Therefore, it satisfies the assumptions of Lemma 2.2. Now we need to locateQ, the image of 
and φ(x 2 ) ∈ m 2 , it must be that q(x 2 ) ∈ m 2 . From this it is immediate that the restriction of (adē) 2 to every subspaceḠ
it is straightforward to see that w(x 2 ) ∈ m 2 . But then (w(x 2 )∂ 1 ) p−1 is a nonzero linear operator on O(2; 1) implying that (ad e) 3 = 0. Since this is false, we finally conclude that the degenerate case of Weisfeiler's theorem cannot occur forḠ.
3.8. From now on we may assume that the non-degenerate case of Weisfeiler's theorem holds for G, that is S = i∈Z S i is Z-graded, A i (Ḡ) = S i ⊗ O(m; n) for all i ∈ Z, and
where D = π(Ḡ 0 ) is a transitive subalgebra of W (m; n). We shall often identify G ≥0 withḠ ≥0 .
First suppose that S = Lie(H) for some simple algebraic k-group H (this excludes the case where S ∼ = psl kp for some k ≥ 1). Then Der(S) = ad S; see [BGP09, Lemma 2.7], for example. It follows thatḠ i = S i ⊗ O(m; n) for all i = 0. Our grading of S is induced by the action of a 1-dimensional torus T 0 of (Aut S) • = Ad H. Differentiating this action we find a toral element t 0 ∈ Lie(T 0 ) such that [t 0 , x] =īx for all x ∈ S i where i ∈ Z.
Here and in what follows we writeī for the image of i in F p ⊂ k. The element t 0 ∈ Der(S) is often referred to as the degree derivation of the graded Lie algebra S. In the present case the derivation t 0 is inner.
It is well known that S ≥0 = i≥0 S i is a parabolic subalgebra of S and S 0 = S T 0 is a Levi subalgebra of S ≥0 . Obviously, t 0 ∈ S 0 and we may assume without loss of generality that S ≥0 is a standard parabolic subalgebra of S. Since M (0) = M is a restricted subalgebra of g, there exists a toral elementt 0 ∈ M (0) which maps onto t 0 under the canonical homomorphism
. Since gt 0 is a Levi subalgebra of g, it contains a maximal torus of g. This, however, contradicts our assumption that M is not a regular subalgebra of g. So it must be that c G (t 0 ) ∩ G i = 0 for some i < 0.
Since Der(S) = ad S, our discussion at the end of (3.4) shows that the S 0 -module S −1 is semisimple and isogenic. In particular, z(S 0 ) acts on S −1 by scalar endomorphisms forcing z(S 0 ) = kt 0 . From this it follows that the parabolic subalgebra S ≥0 is maximal in S and our grading of S is standard. This means that there exist a maximal torus T of H containing T 0 , a basis of simple roots {α 1 , . . . , α ℓ } in the root system Φ(H, T ), and a positive integer d ≤ ℓ such that S k with k = 0 is spanned by all root vectors e γ of S with respect to T such that γ = Note that p > 3 is good for S provided that S is not of type E 8 and if S is of type E 8 then so is g. So in any event p is good for S. Since our grading of S is standard we now obtain that G + = i>0 S i ⊗ O(m; n) is generated byḠ 1 = S 1 ⊗ O(m; n). Furthermore, dim S i = dim S −i for all i ∈ Z, and S i = 0 for all i ≥ p. This yields cḠ (t 0 ) ⊆Ḡ ≥0 . Since c G (t 0 ) ∩ G i = 0 for some i < 0 it follows that N (G) = 0.
Let l be the smallest positive integer for which N −l (G) = 0. Then 2 ≤ l ≤ p and [N −l (G), G 1 ] = 0. Since g is generated by M (−1) , the toral elementt 0 preserves each M (i) with i ∈ Z and acts on M (i) /M (i+1) as the scalar operatorī · Id. Since adt 0 is diagonalisable, for every i ∈ Z there exists a subspace
. Given a ∈ k and an (adt 0 )-invariant subspace W of g we write W (a) for the set of all w ∈ W with [t 0 , w] = aw.
Letū ∈ N −l (G) \ {0} and pick u ∈ V −l which maps ontoū under the canonical homomorphism
(It is of utmost importance here that the set of residues of 0, −1, . . . , −l + 2 in F p = Z/pZ does not contain the residue of −l + 1). This shows that [u, V 1 ] ⊆ M (1) . Since V 1 maps onto G 1 under the canonical homomorphism M (1) ։ G 1 and G 1 generates the Lie algebra G + by our remarks earlier in the proof, the nilpotent Lie algebra M (1) must be generated by V 1 . This gives [u, M (1) ] ⊆ M (1) forcing u ∈ n g (M (1) ). But then u ∈ M by the maximality of M . This contradiction shows that the case where S = Lie(H) is impossible.
3.9. In the next four subsections we assume that S = psl kp for some k ∈ Z >0 . Recall that for a finite dimensional Lie algebra L over k the absolute toral rank TR(L) denotes the maximal dimension of toral subalgebras in the restricted Lie algebrasL/z(L) whereL runs over the set of all finite dimensional p-envelopes of L. Since p > 2, the restricted Lie algebra psl kp contains a self-centralising torus of dimension kp − 2. Similarly, g contains a self-centralising torus whose dimension equals rk(g). Combining [Pre87] and [Pre90] 
The grading of S is induced by the action of a 1-dimensional torus λ(k × ) of (Aut S) • ∼ = PGL p on S and hence S ≥0 is a parabolic subalgebra of S. However, it is no longer true in the present case that the degree derivation t 0 ∈ Lie(λ(k × )) lies in ad S 0 . Essentially this is due to the fact that Der(psl p ) ∼ = pgl p ; see [BGP09, Lemma 2.7], for example. Still λ(k × ) is contained in a maximal torus T of PGL p and there is a basis of simple roots ∆ in the root system of Aut S with respect to T and a collection of non-negative integers {r α | α ∈ ∆} such that α(λ(t)) = t rα for all α ∈ ∆ and all t ∈ k × .
If m = 0 then [Str04, Theorem 3.5.7.(6)] shows that the S 0 -module S −1 is semisimple and isogenic. If m > 0 then S 0 = c S (λ) is a proper standard Levi subalgebra of S ∼ = psl 5 . Let Σ 0 be the root system of S 0 with respect to T . Since Der(S) has type A 4 , the Lie algebra S 0 is either toral or Σ 0 has type A 1 , A 2 1 , A 2 , A 2 A 1 or A 3 . In any event, this implies that S −1 is a semisimple S 0 -module and all its irreducible submodules have dimension 1, 2, 3, 4 or 6. Moreover, in the last two cases S −1 is an irreducible S 0 -module. If S 0 is toral then S −1 coincides with the span of the roots vectors e −α ∈ S such that α ∈ ∆ and r α = 1. In particular, dim S −1 ≤ 4. Taking all this into account it is not hard observe that S −1 always contains an irreducible S 0 -submodule U 0 such that dim S −1 < p dim U 0 . Applying [Str04, Theorem, 3.5.7(6)] we now deduce that when m > 0 the S 0 -module S −1 is semisimple and isogenic, too. This implies that in all cases of interest the parabolic subalgebra S ≥0 is maximal in S. From this it is immediate that S = S −1 ⊕ S 0 ⊕ S 1 .
3.10. The above discussion in (3.9) also shows that Der(S) = kt 0 ⊕ ad S and
for some transitive subalgebra D of W (m; n). Since all Cartan subalgebras of sl p are toral the subalgebra S 0 of S = sl p /k1 contains a toral Cartan subalgebra of S, say t. Clearly, t is a toral subalgebra of G 0 =Ḡ 0 . Since the canonical homomorphism η :
As this contradicts our assumption that M is non-regular we now deduce that G 1 ] , one of the composition factors of the S-moduleḠ = G/G −2 provides S with a nonzero trace form. But since S ∼ = psl p no such form can exist by [Bl62] or [Gar09] . This shows that ifḠ ·N (G) = 0 then p = 5 and g is not of type E 8 . Arguing similarly one also observes that G cannot be of type G 2 or F 4 (even when p = 5).
3.11. Suppose m = 0. Then S 0 ⊆ G 0 ⊆ Der 0 (S) = S 0 ⊕ kt 0 . If t 0 ∈ G 0 then arguing as in (3.8) we could find a toral elementt 0 ∈ M (0) with gt 0 ⊆ M . Since this contradicts our assumption that M is non-regular, the equalityḠ = S must hold. In particular, this means that G 1 = S 1 and G 0 = S 0 acts faithfully on G 1 . From this it is immediate that the subalgebra c g (nil(M )) of M = M (0) coincides with M (1) . Then there exists a nonzero e ∈ M (1) 
SinceḠ = S we have thatḠ =Ḡ (∞)
. If all composition factors of theḠ-moduleN (G) are trivial thenḠ ·N (G) =Ḡ (∞) ·N (G) = 0. ThenḠ −1 ·N −2 (G) = 0 and our discussion in (3.10) shows that
Let V be a non-trivial composition factor of the S-moduleN (G) and denote by ρ : S → gl(V ) the corresponding representation of S = psl p . We shall regard ρ as a representation of sl p = Lie(SL p ) by inflation. Our earlier remarks then show that ρ(a) 2 = 0 for some non-central element a ∈ sl p (one can take a =ē since (ad Gē ) 2 = 0). It should be stressed at this point that the centre kI p of sl p acts trivially on V . By Lemma 2.5, ρ is a restricted representation of S. So, thanks to Curtis' theorem it can be obtained by differentiating an infinitesimally irreducible rational representation of SL p . Since the (Ad SL p )-stable set {X ∈ sl p | ρ(X) 2 = 0} is non-central, Zariski closed and conical, it contains the orbit O min of sl p . This shows that ρ(e α ) 2 = 0 for any root vector e α ∈ sl p . Arguing as in [PSu83, p. 72] one then observes that ρ is a fundamental representation of sl p , i.e. V ∼ = L(̟ k ) for some 1 ≤ k ≤ p − 1. But then the central element I p ∈ sl p acts on V as k · Id V = 0, a contradiction. As a result, m ≥ 1.
3.12. Our discussion in (3.11) implies that p = 5, g is of type E 7 and O(m; n) = O(1; 1). Then
We claim that G −3 = 0. Indeed, if this is not the case thenḠ κ(x, y) = tr (ad x) • (ad y) = κ G (gr 0 (x), gr 0 (y)) (∀ x, y ∈ M ).
In view of the above this shows that the restriction of κ G to S 0 ⊗O(1; 1) is nonzero. As [G ±1 , G −2 ] = 0 by our earlier remarks and S 0 ⊗ O(1; 1) = [G −1 , G 1 ], we have that κ G (x, y) = κḠ(x, y) for all x, y ∈ S ⊗ O(1; 1) (as before we identifyḠ 0 with G 0 ). This implies that the restriction of κḠ to A(Ḡ) = S ⊗ O(1; 1) ofḠ is nonzero. Since A(Ḡ) is the unique minimal ideal ofḠ and the form κḠ isḠ-invariant, the restriction of κḠ to A(Ḡ) must be non-degenerate. On the other hand, it is straightforward to see that for any s ∈ S and any u ∈ A(Ḡ) the linear operator
is nilpotent and hence has zero trace. This contradiction shows that the case where S = psl kp is impossible.
3.13. Suppose S is a Lie algebra of Cartan type W . Since dim W (r; d) = rp |d| and dim S ≤ dim g, the Lie algebra S is in the following list:
If S = W (1; d) for 1 ≤ |d| ≤ 3 then we may assume that its grading is either natural or reverse thereof; see [PS01, Theorem 4.7]. In the second case, S −2 = 0 and dim S −1 = 1. But then
a contradiction. Thus, S = i≥−1 S i and all graded components of S are 1-dimensional. Moreover, there exists t 0 ∈ S 0 such that [t 0 , x] =īx for all x ∈ S i . It follows that
The subspace k(t 0 ⊗ 1) is a 1-dimensional torus contained in z(G 0 ). As both G 0 and M (0) are restricted, there exists a toral elementt 0 ∈ M (0) which maps onto t 0 under the canonical epimorphism
is non-regular. This shows that G −2 = 0. As in (3.8) we choose a subspace
and [t 0 , x] =īx for all x ∈ V i . By our preceding remarks, V −2 = 0 and
we thus deduce that 0 = V −2 ⊂ n g (M (1) ) = M (0) . This contradiction shows that S = W (1; d). ∈ W (2; 1) with k = 1, 2 then acquires the degree a 1 m 1 + a 2 m 2 − a k . The grading of S obtained this way is said to have type (a 1 , a 2 ) with respect to u 1 , u 2 . To ease notation we assume that u i = x i for i = 1, 2. We write S[i] for the i-th component of the standard grading of the Cartan type Lie algebra S which has type (1, 1).
Suppose our grading of S has type (a 1 , a 2 ). No generality will be lost by assuming that |a 1 | ≥ |a 2 |. Then S 0 is spanned by some x 
In this case S 0 is solvable and [S 0 , S 0 ] ⊆ kx 2 ∂ 1 ⊕ i≥1 S[i] acts nilpotently on S. Since S −1 is an irreducible and faithful S 0 -module, this is impossible. Therefore, {∂ 1 , ∂ 2 , x 1 ∂ 2 } ∩ S 0 = ∅, implying that either a 2 = 0 or a 1 = a 2 . Since S −1 = 0 we now deduce that either the grading of S or its reverse has type (1, 1) or (1, 0) . As before, we set Q := c g (M (1) ), pick e ∈ Q ∩ O min , and denote bȳ Q the image of Q in G 0 = M (0) /M (1) . Writeē for the image of e inQ.
If the grading of S has type (−1, −1) then G 1 = S 1 = k∂ 1 ⊕ k∂ 2 and S i = 0 for i ≥ 2. Furthermore, G 0 = S 0 = 2 i,j=1 k(x i ∂ j ) acts on S 1 faithfully. From this it is immediate thatQ = 0. But then e = gr 1 (e) is a nonzero linear combination of ∂ 1 and ∂ 2 . Since (adē) 3 = 0 and p > 3, this is impossible. So this case cannot occur. If the grading of S has type (−1, 0) then S 1 = p−1 i=0 (kx i 2 ∂ 1 ) and S i = 0 for i ≥ 2. Moreover, the Lie algebra
is an abelian ideal of S 0 . It is straightforward to check that G 0 = S 0 acts faithfully on G 1 = S 1 . So the equalityQ = 0 must hold. LetR = k∂ 2 ⊕ S 1 and denote by R the inverse image ofR in M (0) . Then [R, R] ⊆ M (1) consists of nilpotent elements of g. In view of Corollary 2.3 we may assume that [R, e] ⊆ ke. Then [∂ 2 ,ē] = 0 forcingē = λ∂ 1 for some λ ∈ k. This, however, contradicts the fact that (ad ∂ 1 ) 4 = 0.
As a result, we may assume that the grading of S is either standard or has type (1, 0). These are the reverse gradings of the ones considered earlier. In particular,Ḡ −2 = S −2 = 0. Let t = k(x 1 ∂ 1 ) ⊕ k(x 2 ∂ 2 ), a maximal toral subalgebra ofḠ = S contained in G 0 = S 0 . Since G 0 is restricted, there exists a 2-dimensional toral subalgebrat in M (0) which maps onto t under the canonical homomorphism M (0) ։ G 0 ; see [Str04, Proposition 1.2.2]. Since M is non-regular and cḠ(t) = c S (t) = t it must be that N (G) = 0. So the above yields 0 = G −2 ⊆ N (G). Since Der(S) = ad S, the Lie algebra G 0 contains the degree derivation t 0 associated with our present grading of S. As before, we find a toral elementt 0 ∈ M (0) which maps onto t 0 under the canonical homomorphism M (0) ։ G 0 and pick, for any i ∈ Z, a subspace V i of g such that M (i) = V i ⊕ M (i+1) and [t 0 , v] =īv for all v ∈ V i . Repeating verbatim the argument used in the W (1; n)-case we obtain that [V −2 , M (i) ] ⊆ M (1) for i = 1, 2. It follows that 0 = V −2 ⊂ n g (nil(M )) = M which is impossible. This enables us to conclude that the case where S ∼ = W (r; d) cannot occur.
3.15. Suppose S is of special Cartan type. Then it follows from [Str04, 6.3] that S is one of
where r ≥ 3 and 1 ≤ l ≤ r. The Lie algebras in this list have dimensions (r − 1)(p |d| − 1), (r − 1)(p |d| − 1) and (r − 1)p |d| , respectively. As a consequence, dim S ≥ 2(p 3 − 1) ≥ 248. Since dim g ≥ dim S and p > 5 if g is of type E 8 , we see that this case is impossible. (1) , H(2; d; Φ(l)), l = 1, 2, where d ∈ {(1, 1), (2, 1), (1, 2)}. Besides, H(2; (1, 2); Φ) (2) ∼ = H(2; (2, 1); Φ) (2) unless Φ = Φ(l).
We first assume that
From this it is immediate that p = 5, O(m; n) = O(1; 1), g is of type E 7 , and S is one of H(2; 1) (2) , H(2; 1, Φ(τ )) (1) , H(2; 1; Φ(1)).
Let M(S) denote the standard maximal subalgebra of the Cartan type Lie algebra S. By Kreknin's theorem, M(S) is invariant under all automorphisms of S; see [Str04, Theorem 4.2.6]. Since our grading of S is induced by the action of a 1-dimensional torus T 0 ⊂ Aut(S), this implies that M(S) = i∈Z M(S) ∩ S i . Since M(S) is maximal in S, it cannot consist of nilpotent elements of the minimal p-envelope S p of S. Since each S i ∩ M(S) with i = 0 acts nilpotently on S, it follows from the Engel-Jacobson theorem that S 0 ∩ M(S) contains a non-nilpotent element of S p . On the other hand, it is immediate from [Str04, Lemma 7.1.1.(3)] that M(S) is a restricted subalgebra of S p . It follows that so is M(S) ∩ S 0 = M(S) T 0 . As a consequence, M(S) ∩ S 0 contains a nonzero toral element, h 0 say. It is straightforward to see that S p ⊗ 1 coincides with the p-envelope of S ⊗ 1 in Der S ⊗ O(1; 1) . We now wish to estimate dim g(h 0 , i) for all i ∈ F × p . First we note that since adh 0 is toral and preserves all components M (j) of our filtration, the equality dim g(h 0 , i) = dim G(h 0 ⊗ 1, i) must hold for all i ∈ F p . Next we observe that for any k ≥ 1 the factor space
Clearly, each N (G) k /N (G) k+1 is a gradedḠ-module. SinceḠ is semisimple and G is a restricted (ad G 0 )-module, applying Lemma 2.5 shows that all composition factors of the (S ⊗ 1)-modulesḠ and N (G) k /N (G) k+1 with k ≥ 1 are restrictable. If S is one of H(2; 1) (2) or H(2; 1; Φ(τ )) (1) then any non-trivial irreducible restricted S p -module V is either isomorphic to S (the adjoint (ad S)-module) or is induced from an irreducible restricted M(S)-module V 0 ; see [FSW15, § 5] 
. Note that M(S)/nil(M(S)) is isomorphic to sl 2 and S/M(S) is a 2-dimensional irreducible module over M(S)/nil(M(S)). Since h 0 ∈ M(S) this implies that if V is induced from
p by passing from the filtered Cartan type algebra S to the corresponding graded Lie algebra gr(S) ⊇ H(2; 1) (2) . If S = H(2; 1; Φ(1)) then the description in [Str09, 10.4] shows that h 0 ∈ S 0 is contained in a 2-dimensional torus of S p . Thanks to [BW82, Lemmas 4.7.2] this yields that for any non-trivial restricted S p -module V all eigenspaces V (h 0 , i) with i ∈ F × p have the same dimension divisible by p. In conjunction with (11) this entails that in all cases dim g(h 0 , i) = dim g(h 0 , j) for all i, j ∈ F × p .
As a result,h 0 is a p-balanced toral element of g. Since in the present case p = 5 and G is of type E 7 , applying Proposition 2.7(ii) yields that the Levi subalgebra gh 3.18. In the next five subsections we assume that A(Ḡ) = S ∼ = H(2; 1) (2) . In this case we may regardḠ as a graded subalgebra of Der H(2; 1) (2) . Recall that S is spanned by all
where f ∈ O(2; 1) is a linear combination of x 2 ) with 2 ≤ a 1 + a 2 < 2(p − 1). By [PS99, Theorem 3.3], every grading of Der H(2; 1) (2) is induced by a suitable (a 1 , a 2 )-grading of W (2; 1) (which contains the derivation algebra of H(2; 1) (2) ). SinceḠ −1 is an irreducible G 0 -module, no generality will be lost by assuming that (a 1 , a 2 ) ∈ (−1, 
and S 0 ⊕ kz where z = x 1 ∂ 1 acts onḠ 1 as a scalar operator. Also,
2 ∂ 1 which is indecomposable as a k∂ 2 -module. We now see that as in the previous case M (1) ∼ =Ḡ 1 is abelian and c g (M (1) ) = M (1) . We pick an element v ∈ M (0) which maps onto ∂ 2 ∈ S 0 under the canonical homomorphism (1) and set R = kv. Since cḠ 1 (∂ 2 ) = k∂ 1 it follows from Corollary 2.3 that there exists an element e ∈ O min ∩ M (1) which maps onto ∂ 1 under the epimorphism M (1) ։ G (1) . As (ad e) 3 = 0 this contradicts the fact that (ad ∂ 2 ) 4 H(2; 1) (2) = 0. Hence the case where (a 1 , a 2 ) = (−1, 0) cannot occur either. Since dim G r = dim M (r) the equality r = p − 1 would mean that M normalises a 1-dimensional subspace ke ⊂ N (g). As the latter would entail that M ⊆ n g (ke) lies in the optimal parabolic subalgebra of e, it must be that r = p − 2.
SinceḠ is a graded Lie algebra, the centre ofḠ >0 is a graded subalgebra ofḠ. Since S ∼ = ad S coincides with the unique minimal ideal ofḠ ⊆ Der(S) and S p−2 = 0, this forces z(Ḡ >0 ) =Ḡ p−2 . From this it is immediate that c g (nil(M )) = z(M (1) Let E be a non-trivial restricted irreducible S-module. We have already mentioned in (3.17) that either E ∼ = S, the adjoint S-module, or E is induced from an irreducible restricted module E 0 over
1 ) ∈ M(S) acts nilpotently on the subspace E 0 of E and commutes with ∂ 2 . We wish to determine D H (x
holds for some λ k ∈ k (this is true for k = 1 with
This shows that (12) holds for all k ∈ {1, . . . , p − 2}. Since (p − 2)! = 1 in k we get
Next we show that the equality
the statement holds for k = 1. If it holds for k = m then using (12) we get
. This proves (14). As a consequence,
Note that we can take for w any vector of the form ∂ i 2 ⊗ v with v ∈ E 0 and 0 ≤ i ≤ p − 2. Applying (13) and (15) it is now straightforward to see that ρ D H (x p−1 1 ) is injective on the subspace
Let gr(G) denote the S-moduleḠ ⊕ k≥1 N (G) k /N (G) k+1 and write ϕ for the corresponding representation of S. Let E 1 , . . . , E r be all induced composition factors of the S-module gr(G) and write l for the multiplicity of S in gr(G). Put
Repeating almost verbatim the argument used in (3.17) one observes that g contains a p-balanced toral elementh 0 such that dim g(h 0 , i) = ps. for all i ∈ F × p . On the other hand, since D H (x p−1 1 ) = gr(e) for some e ∈ M (p−2) ∩ O min , the above discussion yields that no generality will be lost by assuming that h 0 = 2t 7 + 2t 8 . In this case, there exists an element e ∈ O(D 4 ) which admits an optimal cocharacter λ : k × → G with the property that e ∈ g(λ e , 2) and (dλ)(1) = h 0 . Moreover, it follows from (7) and the preceding discussion that the weight space g(λ, 2) coincides with the 2-eigenspace of adh 0 . In view of [Pre03, Theorem 2.3] this implies that the subset Table 9 ] and [PSt15, Theorem 4.1] we now deduce that x [p] = 0 for all x ∈ g(h 0 , 2). We may assume that the image of h 0 in G 0 equals 2D H (x 1 x 2 ).
, it is straightforward to see for any irreducible restricted representation ρ : S → gl(E) such that E = u(S)⊗ u(S (0) ) E 0 as S-modules, ρ D H (x 2 ) has p dim E 0 Jordan blocks of size p. Since u [p] = 0 by our earlier remark, the definition of s in (3.20) shows that ad u has at least 4(p − 1) = 24 Jordan blocks of size p = 7.
As dim (AdG) u ≤ dim (AdG) e = 168, combining [Law95, Table 9 ] with [PSt15,
it follows that g u ∩ g(h 0 , 2j) = 0 for five values of j ∈ F × p . This, however, contradicts [LT11, p. 131]. Therefore, the case where p = 7 cannot occur.
Hence g contains an abelian Lie subalgebra of dimension 54. The set of all d-dimensional abelian Lie subalgebras of g is a closed subset of the Grassmannian Gr(d, g) invariant under the action of a maximal torus T of G. So it follows from the Borel fixed-point theorem that the root system Φ = Φ(G, T ) contains an abelian subset A of size 54 (it has the property that β + γ ∈ Φ for all β, γ ∈ A). However, an old result of Malcev says that in type E 8 the size of any abelian subset of Φ cannot be bigger than 36; see [Ma45] . It is not hard to see that this result of Malcev is still valid in our situation; see [PeS15] for detail. Thus G is not of type E 8 .
If G is of type F 4 then g (and hence M ) acts faithfully on a 26-dimensional irreducible G-module V of highest weight ̟ 4 . It is well known that the restricted Lie algebra g embeds into a restricted Lie algebra g of type E 6 in such a way that g = g ⊕ V as g-modules and O min (g) ⊂ O min ( g). Let e ∈ O min (g) and denote by ρ the representation of g in gl(V ). As dim [e, g] = dim O min (g) = 16 and dim [e, g] = dim O min ( g) = 22 the above shows that dim Im ρ(e) = 22 − 16 = 6.
Since V is a restricted M -module, the subspace
As V is an irreducible g-module and M (−1) generates the Lie algebra g we obtain a finite filtration
Let gr(V ) = i≥−r gr i (V ) be the corresponding graded G-module where, as usual, gr i (V ) = V (i) /V (i+1) and V (1) = 0 by convention. Since the restricted Lie algebra M = M (0) contains a nonzero toral elementh 0 of g, the G-module gr(V ) has at least one non-trivial composition factor, say W .
By construction, all elements of G − acts nilpotently on gr(V ). Therefore, the ideal N (G) of G acts trivially on W . Hence W is a non-trivial irreducibleḠ-module. Since we can chooseh 0 in such a way that h 0 := gr 0 (h 0 ) is a nonzero toral element of S 0 ⊆Ḡ 0 , the S-module W has a non-trivial composition factor, too; we call it W . Letρ denote the representation of S in gl (W ) . Recall that we can find e ∈ O min ∩ M (p−2) whose imageē inḠ p−2 coincides with D H (x p−1 1 ). Our remarks earlier in this part now imply that dim Im (ρ(ē) ≥ 2(p − 1). But then 6 = dim Im ρ(e) ≥ dim Imρ(ē) ≥ 2(p − 1).
As p ≥ 5 we reach a contradiction which shows that the case where (a 1 , a 2 ) = (1, 0) is impossible.
3.22. Finally, suppose (a 1 , a 2 ) = (1, 1) , i.e. the grading of the Cartan type Lie algebra S = H(2; 1) (2) is standard.
2 ) is isomorphic to sl 2 and
As before, we choose a toral elementh 0 ∈ M (0) which maps onto D H (x 1 x 2 ) under the epimorphism
To unify notation we puth 0 =: v 0,0 . If N (G) = 0 then g = M (−1) contains g v 0,0 . Since the latter contains a maximal torus of g the subalgebra M is regular in g. So from now on we may assume that
1) proving the claim. As a result, w ∈ n g (M (1) ) contrary to the maximality of M . We now conclude that the case where S = H(2; 1) (2) is impossible.
3.23. Suppose that S ∼ = H(2; 1; Φ) (1) where Φ is one of Φ(τ ), Φ(1), Φ(2). Then Der(S) = S p ; see [Str04, Theorem 7.2.2]. The grading of S gives rise to that of Der(S). Identifying S with ad S we have that S [p] i ⊆ Der pi (S) for all i ∈ Z. Then it follows from Jacobson's formula for p-th powers that
2 )dx 1 ∧ dx 2 and S is contained in the k-span of all D H,ω (f ) with f ∈ O(2; 1); see [Str04, Theorem 6.5.7(2)]. Thanks to (the proof of) Lemma 2.8 we may assume that the grading of S is induced by the action of the torus
Using [Str04, (6.5.5)] it is then straightforward to check that S 0 is abelian. The irreducibility of the S 0 -module S −1 now gives dim G −1 = dim S −1 = 1. But then G −1 is not a faithful G 0 -module. This contradiction shows that S ∼ = H(2; 1; Φ(τ )) (1) .
Suppose Φ = Φ(l). Since in the present case n = 1 we may assume that l = 1. Then ω = Φ(ω S ) = exp(x (p) 1 )dx 1 ∧dx 2 . Using (18) we observe that G 0 ∼ =Ḡ 0 identifies with the p-closure of S 0 in Der 0 (S). By the proof of Lemma 2.8, we may assume that the grading of S is induced by the action of the torus [Str09, p. 45] . This means that G 0 ∼ =Ḡ 0 contains the degree derivation of G. Since M 0 is a restricted subalgebra of g we can find a toral element t 0 ∈ M (0) which maps onto the degree derivation x 2 ∂ 2 under the canonical homomorphism M (0) ։Ḡ 0 .
From [Str09, 10.4] we know that S p = S ⊕ k(x 2 ∂ 2 ) andḠ i = S i for all i = 0. Since S −1 = 0 there exists ε ∈ {±1} such that S i = {x ∈ S | (g (1, t) ) · x = t εi x} for all i ∈ Z. As S is spanned by all D H,ω (f ) with f ∈ O(1; 1) by [Str04, Theorem 6.5.7(2)], this shows thatḠ i = S i = 0 for all i ≤ −p. If ε = −1 then S i = 0 for i > 1. So we can repeat verbatim the argument used in the last two paragraphs of (3.8) to obtain that N (G) = 0. If ε = 1 then S i = 0 for i > 1 and we reach the same conclusion by arguing as in (3.13). In any event, g t 0 ⊂ M which implies that M is a regular subalgebra of g. Since this contradicts our assumption on M we deduce that the case S ∼ = H(2; 1; Φ) (1) is impossible.
3.24. Suppose S ∼ = H(2; (2, 1); Φ) (2) . Then dim S ≥ p 3 − 2 which implies that G is of type E 7 and p = 5. Therefore,
From this it is immediate that S = S (∞) acts trivially on allḠ-modules
Applying (10) then yields that the restriction of κ G to S 0 is nonzero. Since S 0 acts trivially on each N (G) k /N (G) k+1 , it follows that the restriction of κḠ to S 0 is nonzero as well. Since S is an ideal of G, the restriction of κḠ to S coincides with the Killing form of S. In view of the above this means that κ S = 0. But then κ S is non-degenerate by the simplicity of S. Since S is strongly degenerate, i.e. contains a nonzero element c with (ad c) 2 = 0, this is impossible; see [PS01, Lemma 4.4], for example. It follows that
If S = H(2; (2, 1)) (2) we may assume without loss of generality that the grading of S has type (a 1 , a 2 ) with respect to the standard generators shows that in the last three cases S ≥0 has codimension < p 2 = 25 in S, implying that dim S ≥0 ≥ 123 − 24 = 94 > (dim g)/2. In view of (19) it follows that (a 1 , a 2 ) ∈ (−1, −1), (−1, 0), (0, −1) . Repeating almost verbatim the arguments used (3.18) and (3.19) we find, in each of the remaining cases, an element x ∈ M (1) ∩O min such that (ad gr 1 (x)) 4 = 0. Since (ad x) 3 = 0 for every x ∈ O min , we reach a contradiction. This shows that the case where S ∼ = H(2; (2, 1)) (2) cannot occur.
If S ∼ = H(2; (2, 1); Φ(τ )) (1) we argue as in (3.23). Indeed, in this case Der(S) = S p by [Str04,
It follows from (18) that S −1 is an irreducible S 0 -module. By the proof of Lemma 2.8, we may assume that the grading of S is induced by the action of the torus T Φ = {g(t, t −p−1 ) | t ∈ k × } whilst [Str04, Theorem 6.5.7(2)] yields that S is contained in the k-span of all D H,ω (f ) with f ∈ O(2; (2, 1)). Then S 0 is contained in the k-span of all
with k ∈ {1, . . . , p−1}. As a consequence, the nilradical of S 0 has codimension 1 in S 0 . As S −1 is an irreducible S 0 -module S −1 this implies that dim G −1 = dim S −1 = 1. But then G −1 is not faithful over G 0 , a contradiction. Therefore, S ∼ = H(2; (2, 1); Φ(τ )) (1) .
If S ∼ = H(2; (2, 1); Φ(1)) then ω = exp x (p 2 ) 1 dx 1 ∧ dx 2 and we may assume that the grading of S is induced by the action of T Φ = {g(1, t) | t ∈ k × } (see the proof of Lemma 2.8). Since S −1 = 0 there exists ε ∈ {±1} such that S i = {x ∈ S | (g (1, t) ) · x = t εi x} for all i ∈ Z. 2, 1) ).
This implies that if ε = 1 then the graded subalgebra S ≥0 of Der(S) has codimension p 2 = 25 in S. As dim S ≥0 = 100 > (dim g)/2, this violates (19). So it must be that ε = −1. But then the above description shows that S 0 ∼ = W (1; 2) as Lie algebras, G i = S i = 0 for i > 1, and 
Using [Str04, (6.5.8)] is is straightforward to check that S −1 ⊂ W (2; 1). Since the Lie algebra S <0 is generated by S −1 , it follows that S 1−p ⊂ W (2; 1) (here we regard both S and W (2; 1) as Lie subalgebras of W (2; (2, 1))). However,
). This contradiction finally shows that S is not a Lie algebra of type H.
If
In particular, dim S = p 3 . Hence this case may occur only if p = 5 and G is a group of type E 7 . Recall that if
Repeating verbatim the arguments used at the beginning of (3.24) we observe that dim S ≥0 ≤ (dim g)/2. As all derivations of S are inner by [Str04, 7.1.2(4)], the S 0 -module S −1 is faithful and irreducible. The Lie algebra S has basis D K (f ) | f ∈ O(3; 1) and any Z-grading of S is induced by an admissible grading of O(3; 1); see [PS01, p. 276] . Hence it may be assumed without loss of generality that there exists a triple (a 1 , a 2 , a 3 ) ∈ Z 3 with a 3 = a 1 + a 2 such that
3 ) = (r 1 + r 3 − 1)a 1 + (r 2 + r 3 − 1)a 2 . We first suppose that a 2 = 0. Since S −1 = 0 it follows from (20) that a 1 = ±1 and S 0 is spanned by If
2 ) have degree 0. As D K (x 3 ) and D K (x 1 x 2 ) belong to the standard maximal subalgebra of S it follows that [S 0 , S 0 ] acts nilpotently on S. The irreducibility of the G 0 -module G −1 = S −1 then forces dim G −1 = 1 yielding G k = 0 for k ≥ 2. But then dim g = dim S = 125, a contradiction. Therefore, a 1 = |a 2 |.
If a 1 = −a 2 then arguing as in part (d) of the proof of [PS01, Lemma 4.12] one observes that S 0 contains a nonzero ideal acting nilpotently on S. As this contradicts the faithfulness of the S 0 -module S −1 , we conclude that a 1 = a 2 . Then a 1 = ±1 because S −1 = 0. If a 1 = 1 then dim S ≥0 = 122 > (dim g)/2. As this is not the case we have that a 1 = a 2 = −1. Then G 2 = S 2 = kD K (1) and G k = S k = 0 for k ≥ 2. It follows that M normalises a line ke with e ∈ N (g). As n g (ke) is contained in the optimal parabolic subalgebra of e by [Pre03, Theorem A], we now deduce that the case where S ∼ = K(3; 1) is impossible.
3.26. Finally, suppose that S is isomorphic to the Melikian algebra M(1, 1). Then p = 5 and dim S = 125 implying that the group G has type E 7 . By [Str04, 7.1.4], all derivations of S are inner. As dim G = 125 < 133 = dim g it must be that N (G) = 0. Arguing as at the beginning of (3.24) we observe that G = S = S (∞) acts trivially on the nonzero G-module N (G)/N (G) 2 . As a consequence, N (G) contains a graded ideal I of G such that N (G) 2 ⊂ I and dim(N (G)/I) = 1. Let L = G/I. This Lie algebra is a central extension of M(1, 1) and its centre z(L) = N (G)/I is contained in G −k /I −k for some k ≥ 2. Since
is non-split. Since this contradicts [PS08, Proposition 6.2] we now conclude that the present case case cannot occur. This completes the proof of Theorem 1.1.
Further remarks and observations
4.1. Non-existence of Hamiltonian subalgebras of g. We retain our assumption that G is an exceptional algebraic k-group and p is a good prime for G. It is proved in [HS15b] that g does not contain Lie subalgebras M isomorphic to H(m; n; Φ) (2) . Of course, the majority of pairs (m; n) are ruled out by simple dimension arguments, but the most difficult case where M ∼ = H(2; 1; Φ) (2) is addressed in loc. cit. by using a description of the Witt subalgebras of g. Since this result is important for classifying all maximal subalgebras of g, an alternative proof is given below. Proof. (a) Suppose S ∼ = H(2; 1; Φ) (2) is a Lie subalgebra of g and no exceptional group H of dimension < dim g has the property that H(2; 1; Φ) (2) ֒→ Lie(H). Let S be the p-envelope of S in g. If z(S) contains a semisimple element, t say, then S is contained in the Levi subalgebra g t = Lie(L) where L = G t . If z(S) contains a nonzero nilpotent element, e say, then S ⊂ g e .
Since g e is contained in a proper parabolic subalgebra of g, the Lie algebra S again injects into the Lie algebra of a proper Levi subgroup L of G. In any event, the Lie algebra of one of the simple components of L must contain an isomorphic copy of S. As this component must be classical by our assumption on g, it is straightforward to see that S affords a faithful representation of dimension < 23 ≤ p 2 − 2. However, our discussion in (3.20) shows that this is impossible. Therefore, z(S) = 0 that is S ∼ = S p , the minimal p-envelope of S; see [Str04, Corollary 1.1.8(2)]. In particular, this implies that all composition factors of the S-module g are restrictable.
(b) Since all composition factors of the S-module g are restricted, the arguments used in (3.17)
show that S contains a nonzero p-balanced toral element, say h. Then the centraliser g h is listed in one of the seven cases of Proposition 2.7. Let S = S (−1) ⊃ S (0) ⊃ S (1) ⊃ · · · ⊃ S (q) be the standard filtration of the Cartan type Lie algebra S and denote by O(2; 1) [d] the subspace of all homogeneous truncated polynomials of degree d in O(2; 1). It is well known that q ∈ {2p−5, 2p−4} and dim
is an abelian subalgebra of g and
≥ 44 and if p = 7 then dim S (p−1) ≥ 14. Applying [Ma45] and [PeS15] and arguing as in (3.21) we now observe that cases (v) and (vi) of Proposition 2.7 are impossible.
(c) Suppose S ∼ = H(2; 1) (2) . Some dimension estimates used in (3.20) and (3.21) are still applicable since they only rely on the structure of S and properties of its irreducible restricted representations. Furthermore, keeping in mind that Lie algebras of type F 4 embed into Lie algebras of type E 6 and arguing as at the end of (3.21) we see that case (vii) of Proposition 2.7 cannot occur in the present situation.
We adopt the notation introduced in (3.20). In particular, we let E 1 , . . . , E r stand for the induced composition factors of the ad g S-module g and write l for the multiplicity of the adjoint module S in g. As in (3.20) we put 2 , x
Let h = −2(1 + x 1 )x 2 , a toral element of S not contained in S (0) . Using (21) it is easy to see that all nonzero eigenvalues of ad h have multiplicity p. If ρ : S → gl(E) is a restricted representation of S induced from S (0) , so that E = u(S) ⊗ u(S (0) ) E 0 for some irreducible restricted S (0) -module E 0 , then all eigenvalues of ρ(h) have multiplicity p dim E 0 because h ∈ S (0) and h [p] = h. From this it is immediate that h is a p-balanced element of g and dim g(h, i) = ps for all i ∈ F × p . (d) Let V be the 2-dimensional subspace of S spanned by x 1 and (1 + x 1 ) 2 x 2 . By construction, V ∩ S (0) = 0 and [h, v] = 2v for all v ∈ V . Analysing Kac coordinates of p-balanced G-orbits obtained in the course of proving Proposition 2.7 one finds out that in cases (i), (ii) and (iv) there always exist a nilpotent element e ∈ O(A p−1 ) and an optimal cocharacter τ : k × → G for e such that e ∈ g(τ, 2) and h = (dτ ) (1) . In order to see this one just needs to compare (3), (4) and (7) with [Car93, . Moreover, in all three case g(h, 2) = g (dτ )(1), 2 = g(τ, 2) ⊕ kn for some n ∈ O min . As dim V = 2 it must be that V ∩ g(τ, 2) = 0. In view of [Pre03, Theorem 2.3] this implies that a nonzero element v ∈ V is contained in the Zariski closure of O(A p−1 ) in g. Note that v = λx 1 + µ(1 + x 1 ) 2 x 2 = v = u + v 0 where v 0 = 2µx 1 x 2 + x 1 x 2 2 ∈ S (0) and u = λx 1 + µx 2 is a nonzero element in the linear span of x 1 = ∂ 2 and x 2 = −∂ 1 .
As O(A p−1 ) ⊂ N p (g) we have that v [p] = 0. Since v ∈ S (0) it is straightforward to see that for any irreducible restricted representation ρ : S → gl(E) such that E = u(S) ⊗ u(S (0) ) E 0 as S-modules, the endomorphism ρ(v) has p dim E 0 Jordan blocks of size p. On the other hand, using (21) one checks directly that the Im(ad S u) p−1 has dimension p − 1. A standard filtration argument then shows that dim Im (ad S v) p−1 ≥ dim Im (ad S u) p−1 . Since (ad v) p = 0 and dim S = p 2 − 2 it follows that ad S v has p − 1 Jordan blocks of size p. Consequently, ad v has at least s(p − 1) Jordan blocks of size p. (e) If h is as in case (i) of Proposition 2.7 then p = 5, the group G has type E 6 and s = 3. So ad v has at least 12 Jordan blocks of size p. If h is as in case (ii) of Proposition 2.7 then p = 5, the group G has type E 7 and s = 5. Therefore, ad v has at least 20 Jordan blocks of size p. If h is as in case (iii) of Proposition 2.7 then p = 7, the group G has type E 8 and s = 5. Therefore, ad v has at least 30 Jordan blocks of size p. Tables 6, 8 and 9] with [PSt15, Theorem 4.1] to conclude that either v ∈ O(A p−1 ) or G is of type E 8 and v ∈ O(E 8 (a 7 )).
Suppose v ∈ O(E 8 (a 7 )). Then p = 7 and v is distinguished in g. So it follows from [Bor91, 11.8] that all maximal toral subalgebras of the normaliser n g (kv) = Lie N G (kv) are 1-dimensional and conjugate under the adjoint action of G v . By [LT11, p. 157] , there is a nonzero toral element t ∈ n g (kv) such that g(t, 2p − 2) ∩ g v = 0. As [h, v] = 2v the above implies that g(h, i) ∩ g v = 0 for some i ∈ F × p , a contradiction. Now suppose v ∈ O(A p−1 ). Then it is immediate from [LT11, pp. 87, 104, 158] that the subspace
is contained in the Zariski closure of O min . Our earlier remarks then show that v p−1 ∈ O min . In particular, dim Im (ad v p−1 ) < 2(p − 1)s in all three cases. On the other hand, arguing as in If h is as in case (iii) of Proposition 2.7, then it follows from (6) that g(h, i) = 0 for some i ∈ F × p . However, 0 = v k ∈ g(h, 2k) for all k ∈ {1, . . . , p − 1}. This proves that S ∼ = H(2; 1) (2) .
(f) Suppose S ∼ = H(2; 1; Φ(τ )) (1) . The rule {x 1 , x 2 } ω = (1 + x 1 )(1 + x 2 ) extends uniquely to a Poisson bracket on O(2; 1) and S can be identified with O(2; 1)/k1, { · , · } ω as Lie algebras. Moreover, S p = Der(S) = T ⊕ S where T = k(1 + x 1 )∂ 1 ⊕ k(1 + x 2 )∂ 2 ; see [Str09, p. 42] (as before, we identify S with ad S). We have shown in part (a) that S p is isomorphic to the p-envelope of S in g. It is well known that decomposing S into weight spaces with respect to T enables one to identify S with the Block algebra Bl(F p ⊕ F p ) which is the k-span of the symbols v α for α ∈ (F p ⊕ F p ) \ {0} with Lie bracket given by , any non-trivial irreducible restricted S p -module E has p 2 − 1 nonzero T -weights, all of the same multiplicity (depending on E). From this it is immediate that any nonzero toral element of T is p-balanced in g.
Pick linearly independent α, β ∈ F p ⊕ F p and set V = kv α ⊕ kv β , a 2-dimensional subspace of g There is a toral element h ∈ T with α(h) = β(h) = 2. This element is p-balanced in g by the preceding remark. By [Str09, Theorem 10.3.2(5)], there exist linearly independent toral elements t α , t β ∈ T such that v [p] − λ p at α − µ p bt β ∈ γ∈(Fpα+Fpβ)\{0} kv γ for all λ, µ ∈ k. This implies that V ∩N p (g) = 0. On the other hand, it follows from (3), (4), (6), (7) and (8) that g(h, 2) ∩ N p (g) contains a subspace of codimension ≤ 1 in g(h, 2). Since V ⊂ g(h, 2) is 2-dimensional we reach a contradiction thereby proving that the case S ∼ = H(2; 1; Φ(τ )) (1) is impossible.
(g) Finally, suppose S ∼ = H(2; 1; Φ(1)). It is well known that S is isomorphic to an AlbertZassenhaus algebra L(Γ, Θ) where Γ is an additive subgroup of k and Θ : Γ → k is a group homomorphism. Recall that L(Γ, Θ) is spanned by the symbols u α with α ∈ Γ and
All isomorphism types of Albert-Zassenhaus algebras of a given dimension are determined in [BIO79] . Since in the present case dim S = |Γ| = p 2 , we may assume further that Γ = F p 2 , the set of all roots of X p 2 − X = 0 in k, and Θ = Fr, the Frobenius automorphism of α = (ad u α ) p with α ∈ F p 2 span a self-centralising 2-dimensional torus T of S p ∼ = Der(S) such that T ∩ S = ku 0 . It has p 2 weights on S each of multiplicity 1; see [Str09, Theorem 10.4.6]. The corresponding weight spaces are nothing but ku β with β ∈ F p 2 . Since [u 0 , u β ] = βu β for all β ∈ F p 2 by (23), it is straightforward to see that u [p] 0 ∈ ku 0 . Hence T = ku 0 ⊕ku [p] 0 and T ∩S is not a restricted subalgebra of S p . Applying [BW82, Lemma 4.8.1] we now deduce that any non-trivial irreducible restricted S p -module E has p 2 −1 nonzero T -weights, all of the same multiplicity (depending on E). As before, this implies that any nonzero toral element of T is p-balanced in g. It follows from (23) that
for all α, β ∈ F p 2 and all k ∈ F p . Taking α = 1, the identity element of F p 2 , we get
0 . This means that u
[p] 1 = 0 and (ad u 1 ) p−1 (u β ) = 0 whenever β ∈ F p . Applying (24) with (α, β) = (β, 1) we get
It follows that [u
Let V be the k-span of u 1 and u β where
0 , u β ] = βu β , the T -weights of u 1 and u β are F p -independent. Therefore, they form a basis of T * . As a consequence, there exists a nonzero toral element h ∈ T such that [h, v] = 2v for all v ∈ V . This element must be p-balanced in g by our earlier remarks. Jacobson's formula for p-th powers shows that
for all λ, µ ∈ k. Since both (ad u 1 ) p−1 (u β ) ∈ S β−1 and (ad u β ) p−1 (u 1 ) ∈ S 1−β are nonzero by our choice of β we now deduce that V ∩ N p (g) = 0 (one should also keep in mind here that u In particular, the stabiliser G e I,J is contained in the parabolic subgroup P (λ I,J ).
Due to the above-mentioned bijection between the nilpotent orbits of g and g C each Hesselink stratum of N (g) (i.e. each Lusztig's nilpotent piece of g) is a single G-orbit; see [CP13] for details. This means that for any (I, J) ∈ P(Π) the orbit Ad P (λ I,J ) ·e I,J is Zariski dense in i≥2 g(λ I,J , i) and Lie(G e I,J ) ⊆ Lie(P (λ I,J (τ, 0) is spanned by an sl 2 -triple {e 0 , h 0 , f 0 } and g e (τ, 1) is an irreducible module for g e (τ, 0) ∼ = sl 2 of highest weight 3. In [LMT09, § 4] (which also deals with O(A 4 + A 3 ) in characteristic 5) one finds two nonzero elements X, Y ∈ g e (τ, −1) and checks directly that [h 0 , X] = X and [h 0 , Y ] = −Y . On the other hand, the preceding remarks entail that Lie(G e ) ⊆ i≥0 g e (τ, i) has dimension 48. As dim g e = 50 we now deduce that g e = i≥−1 g e (τ, i), Lie(G e ) = i≥0 g e (τ, i), dim g e (τ, −1) = 2.
Set h := (dτ )(1) and n e := n g (ke). As [h, e] = 2e we have that n e = kh⊕g e . As the torus τ (k × ) acts on g e by Lie algebra automorphisms the radical of g e is a graded subspace of g e = i≥−1 g e (τ, i).
In particular, it is (ad h)-stable. At the author's request Thomas Purslow has checked the following by using some standard GAP routines:
(i) the radical A of g e is abelian and has dimension 24; (ii) the Lie subalgebra g ′ e of g e generated by g(τ, 1) and g(τ, −1) has dimension 47; (iii) the normaliser w := n g (A) has dimension 74; (iv) the Lie algebra w/A is simple and restricted. (6) A ⊂ N (g) and w is a maximal Lie subalgebra of g.
Proof.
(a) Using [LT11, p. 148] and our earlier remark that g e (τ, 0) ∼ = sl 2 it is straightforward to see that g e (τ, 1) is an irreducible 4-dimensional g e (τ, 0)-module. If [g e (τ, −1), g e (τ, 1)] = 0 then the Engel-Jacobson theorem implies that i =0 g e (τ, i) is a nilpotent ideal of codimension 3 in g e . As this contradicts (i) it must be that [g e (τ, −1), g e (τ, 1)] = g e (τ, 0) and A ⊆ i≥2 g e (τ, i). Let L = g e /A. As A is a graded subspace of g e we have that L = i≥−1 L i where L i = g e (τ, i)/A ∩ g e (τ, i). Also, L 0 ∼ = sl 2 , and L −1 is an irreducible L 0 -module. Since L is semisimple it satisfies the conditions of the Weak Recognition Theorem; see [BGP09, Theorem 2.66]. As L is a restricted Lie algebra, L 0 ∼ = sl 2 and L 1 ∼ = L * −1 applying that theorem shows that L is sandwiched between H(2; 1) (2) and H(2; 1). As a consequence, the Lie subalgebra L ′ generated by L ±1 is isomorphic to H(2; 1) (2) , so that dim L ′ = p 2 − 2 = 23. In conjunction with (i) and (ii) this gives A ⊂ g ′ e proving (1). Since A ⊂ J by part (e) and W (2; 1) ∼ = w/A is a simple Lie algebra, the above discussion shows that π identifies W (2; 1) with a nonzero Lie subalgebra of W (m; 1). The concluding remark in part (e) now shows that m = 2 and the restriction of π to w is surjective. Since in this situation dim S < 10 it is immediate from [PS08, Theorem 1.1] that Der(S) = ad S ∼ = S, so that L = J + w ∼ = S ⊗ O(2; 1) ⋊ Id S ⊗ W (2; 1) and J ∩ w = A.
The algebra O(2; 1) is spanned by the monomials x a := x a 1 1 x a 2 2 with 0 ≤ a i ≤ p−1. As e ∈ S⊗O(2; 1) we can write e = s 0 ⊗ 1 + |a|≥1 s a ⊗ x a for some s 0 , s a ∈ S. As A is an irreducible w-module and W (2; 1) has no Lie subalgebras of codimension 1, it follows from Kreknin's theorem that w contains a unique Lie subalgebra of codimension 2, namely, the inverse image of the standard maximal subalgebra W (2; 1) (0) under the canonical homomorphism w ։ W (2; 1); we call it w (0) . It is immediate from our discussion in part (d) that w = g e (τ, −1)⊕w (0) . This yields that π(g e (τ, −1)) contains elements of the form ∂ 1 + u 1 and ∂ 2 + u 2 for some u 1 , u 2 ∈ W (2; 1) (0) . As e commutes with g e (τ, −1) this implies that s 0 = 0.
Let p − 1 = (p − 1, p − 1). Since s 0 ⊗ x p−1 commutes with e we have that s 0 ⊗ x p−1 ∈ g e ∩ J ⊆ w ∩ J = A. Applying to s 0 ⊗ x p−1 = 0 the endomorphisms ad y with y ∈ g e (τ, −1) we observe that for any a = (a 1 , a 2 ) with 0 ≤ a 1 , a 2 ≤ p − 1 the w-module A contains an element of the form s 0 ⊗ x a + |b|>|a| t b ⊗ x b for some t b ∈ S. But then p 2 − 1 = dim A ≥ dim O(2; 1) = p 2 . This contradiction shows that m = 0.
(g) From now on we may assume that any proper restricted Lie subalgebra L of g containing w is sandwiched between S ∼ = ad S and Der(S) for some simple Lie algebra S. It follows from [Str04,  Chapter 7] and the Classification Theorem proved in [PS08] that the Lie algebra of outer derivations of S is solvable. Since the Lie algebra w is perfect we have that w ⊂ S. Therefore, no generality will be lost by assuming that w is a maximal subalgebra of S.
Suppose S ∼ = psl 5k for some k ≥ 1. Since dim S > 74 by (iii) and 5k − 2 = TR(S) ≤ TR(L) ≤ TR(g) = 8 by [Pre87] , [Pre90] and [Str04, Theorem 1.2.7] it must be that k = 2. Since Der(S) ∼ = pgl 10 by [BGP09, Lemma 2.7] and TR(pgl 10 ) = 9 by [Pre87] and [Pre90] the restricted Lie algebras L and psl 10 are isomorphic (one should keep in mind here that L contains ad S which has codimension 1 in Der(S)). As a consequence, psl 10 contains a maximal toral subalgebra of g, say t. In view of [Hum67, Theorem 13.3] or [Bor91, 11.8] there is a maximal torus T in G with t = Lie(T ).
Since p > 3, it follows from [Sel67, Ch. II, § 3] that all root spaces of g with respect to t are 1-dimensional and hence (Ad T )-stable. In conjunction with [Sel67, Ch. II, § 4] this implies the set Φ 0 := {γ ∈ Φ(G, T ) | L γ = 0} is a root subsystem of the root system Φ = Φ(G, T ). As |Φ 0 | = 90, it is immediate from the Borel-de Siebenthal theorem that Φ 0 is contained in a maximal root subsystem of type E 7 +A 1 or D 8 in Φ. The simplicity of the restricted Lie algebra L then entails that it embeds into a restricted Lie algebra g 0 of type E 7 or D 8 . The first possibility cannot occur as Lie algebras of type E 7 do not contain 8-dimensional toral subalgebras. Hence g 0 ∼ = so(V ) where V is a 16-dimensional vector space over k. Let ρ : L → gl(V ) be the representation of L induced by inclusion L ⊂ so(V ). As dim L > 74 > 60 = (dim g 0 )/2, the trace form (X, Y ) → trace (ρ(X) • ρ(Y ) on L is nonzero and hence non-degenerate by the simplicity of L ∼ = psl 10 . Since this contradicts [Bl62] we now conclude that S ∼ = psl 5k .
Suppose S ∼ = Lie(H) for some simple algebraic k-group H. Since dim S < 248 and S is simple, 5 is a very good prime for H. Theorem 1.1 then says that w = Lie(P) for some maximal parabolic subgroup P of H. In view of our discussion at the beginning of part (e) this implies that A = Lie R u (P) . Then Lie(P)/ Lie R u (P) ∼ = W (2; 1) as Lie algebras. Since Lie(P)/ Lie R u (P) is isomorphic to the Lie algebra of a reductive k-group this is false.
Therefore, S is a Lie algebra of Cartan type (not necessarily restricted). Since g ∼ = g * as (Ad G)-modules, the Lie algebra g admits a non-degenerate g-invariant bilinear form, b say. We stress that b = κ as in the present case the Killing form of g is identically zero. The explicit formulae in [CP13, p. 661] show that the form b is symmetric. If dim S > 124 then the restriction of b to S is nonzero and hence non-degenerate by the simplicity of S. Hence g = S ⊕ E where E = {x ∈ g | b(x, S) = 0}. Since b is S-invariant, [S, E] ⊆ E. Since w ⊂ S by our earlier remarks and E A = 0 is (ad w)-stable, the irreducibility of the w-module A yields A ⊆ E. But then A ⊆ S ∩ E = 0, a contradiction. So 74 < dim S ≤ 124. The results proved in [Str04, § § 6.3-6.7] now imply that S ∼ = H(2; (2, 1); Φ) (2) where Φ ∈ {Id, Φ(τ )}. In any event, the standard maximal subalgebra S (0) of S is a restricted Lie subalgebra of Der(S) and S (0) /nil(S (0) ) ∼ = sl 2 ; see [Str04, Theorems 7.2.2 and 6.3.10].
Since w ⊂ S and S (0) has codimension 2 in S, the Lie algebra w ∩ S (0) has codimension ≤ 2 in w. Since S (0) has no homomorphic images isomorphic to W (2; 1) and W (2; 1) has no subalgebras of codimension 1, our discussion in part (f) shows that w ∩ S (0) = w (0) . Note that nil(w (0) ) coincides with the preimage of W (2; 1) (1) under the canonical homomorphism w (0) ։ W (2; 1) (0) and w (0) /nil(w (0) ) ∼ = gl 2 . By our remark at the beginning of this part, the p-closure S of S in g is semisimple. Therefore, S ∼ = S p as restricted Lie algebras, where S p denotes the p-envelope of S in Der(S). It follows that w (0) is a restricted subalgebra of S (0) . But then the restricted subalgebra of S (0) /nil(S (0) ) ∼ = sl 2 has a copy of gl 2 as a homomorphic image. As this is obviously false, we conclude that S does not exist. Thus w is a maximal subalgebra of g and our proof is complete. Conjecture 4.3. Suppose G is a group of type E 8 and p = 5. We conjecture that any maximal subalgebra M of g with rad(M ) = 0 is either conjugate to w under the adjoint action of G or has the form M = Lie(P ) for some maximal parabolic subgroup P of G or coincides with the centraliser of a toral element t of g. In the latter case, M = Lie(G t ) and G t is a semisimple group of type A 4 A 4 .
Remark 4.4. It is quite possible that the maximal subalgebra w gives rise to a Weisfeiler filtration F of g such that the corresponding graded Lie algebra gr F (g) is isomorphic to the special Cartan type Lie algebra S(3; 1) (1) . This guess is supported by numerology: dim S(3; 1) (1) = 2(p 3 − 1) = 248, and of ρ :Ŵ → gl(V ) we conclude that the subalgebra W of g is a counterexample to Morozov's theorem in type G 2 .
