). Matched-pair case-control studies when risk factors are correlated within the pairs. International Journal of Ep/demfo/ogy 1996; 25: 420-425. Background. If pair members are independent, simple matched-pair case-control studies are known to yield consistent estimates of the population odds ratio. If pair members are not independent, this is not necessarily true. It has been shown previously that the usual matched-pair estimate remains consistent if the exposure of interest is correlated within the pairs. However, the effect of correlation of unmeasured risk factors within the pairs has not been studied. Methods. We examine the effect of wfthin-pair correlation of unmeasured risk factors independent of the measured exposure. This is done within the context of a simple matched-pair case-control study. We compare the large-sample expectation of the usual matched-pair estimate to the population odds ratio. Results. We show that the usual estimate may be inconsistent in the presence of this correlation. However, if the disease is rare, the magnitude of the bias will be negligible. Conclusions. Correlation of unmeasured risk factors independent of the measured exposure is not a practical problem in this setting.
Matched-pair case-control studies can be used to study the relationship between a disease and an exposure of interest. In the simple version of such a study, we choose a random sample of cases and a matched control for each case. We determine whether each pair member is exposed. We calculate the ratio of the number of pairs with an exposed case and an unexposed control to the number of pairs with an exposed control and an unexposed case. Under the usual assumptions, this ratio will be a consistent (that is, unbiased in large samples) estimate of the population odds ratio.
One of the usual assumptions is that everyone in the study is independent. If controls are chosen as, for example, random people from the same city and of the same age and sex as the case, this may be a reasonable assumption. If, however, the controls are siblings or spouses of the cases, the assumption of independence within pairs becomes less tenable. Such controls may be used because they are considered more appropriate; they may also be used for the practical reason that they are readily identified and likely to be willing to participate in a study. Since using these types of controls violates the usual assumptions, we need to check the behaviour of the estimate under these conditions. Goldstein, Hodge, and Haile looked at simple matched-pair case-control studies where the exposure of interest is correlated within the pairs. 1 In retrospective studies, what we are examining is the distribution of exposure. When exposure of a control is related to exposure of a case, it is reasonable to think this correlation may distort our inferences. However, Goldstein et at. demonstrated that the usual matched-pair estimate remains a consistent estimate of the population odds ratio despite the correlation of exposure (assuming no other assumptions are violated). A similar result appears in Pike and Robins 2 in a modification of the results of Flanders and Austin. However, this is not completely reassuring since the correlation within pairs may well extend further. Although we are only interested in and only measure a single exposure, there are always other risk factors for the disease. The pair members may well be correlated on these other risk factors as well. These other risk factors may not be recognized, let alone measured. For example, suppose we are studying the relationship between a disease and some exposure; if the disease is thought to have a genetic component, but the genes responsible are unknown, sibling controls may be used.
The genetic risk factor cannot be measured, since the gene is unknown. The siblings may have correlated values of a variety of other unmeasured risk factors as well; these might include diet or socioeconomic status. Similarly, if a disease is known to vary by socioeconomic status or geographical location, neighbourhood controls may be used. The underlying risk factors may be unknown and thus unmeasured, and may be correlated within neighbourhoods. Neighbourhood is not a risk factor in itself, but a surrogate for these other risk factors.
In this paper, we examine whether the usual estimate in a simple matched-pair case-control study remains consistent if correlation of risk factors (both the single measured one and the unmeasured ones) is present within pairs. Throughout, we will ignore precision; we are only concerned with bias. We will also assume that the unmeasured risk factors are independent of the measured exposure. Dependence would create a standard confounding situation where bias would be expected; under independence, one might expect to avoid problems. We explore whether this expectation is accurate.
ASSUMPTIONS AND NOTATION
Validity of a matched study is dependent on the rules which specify which non-cases are potential matched controls for each case. Certain schemes, such as use of friend controls, can cause bias.
2 " 5 This bias is avoided if the population from which cases arise can be divided into non-overlapping groups, and controls are chosen from the same group as the case; this has been called 'reciprocal design'.
2 - 5 We assume throughout that controls are chosen in this fashion. These non-overlapping groups might consist, for example, of sibship members or of residents of the same city block. For concreteness, we will assume that the groups in question are pairs, and we will call the pair members the wife and the husband.
Assume a single dichotomous exposure of interest, denoted by E. This exposure will be the focus of the matched-pair case-control study. Let p and q denote the prevalences of the exposure for wives and husbands, respectively; we need not assume that they are equal. Assume that exposures of wife and husband are correlated, and let r denote the covariance. The joint probabilities of E are: P(wife is E, husband is E) = pq + r P(wife is E, husband isE) = p(l-q) -r P(wife is E, husband is E) = (l-p)q -r P(wife is E, husband is E) = (1-p)(l-q) + r If r = 0, the exposures of wife and husband are independent.
Assume one other discrete risk factor (denoted F) with f categories. F can be thought of as subsuming all other risk factors, since it could actually be a composite of multiple, possibly dependent, risk factors; for example, level I is young white professionals, level 2 is old white professionals, level 3 is young white labourers, and so on. F will not be measured in the matched-pair study; it nevertheless plays a role in determining the distribution of disease in the pairs. Assume that F is correlated within pairs, but that F and E are independent. Assume that prevalences of F are the same for wives and husbands. Denote the marginal and joint probabilities for F by:
Pr(wife is F ; ) = Pr(husband is F;) = x, Pr(wife is Fj and husband is F) = Pr(wife is ~and husband is Finally, denote disease by D. Assume that disease risk depends only on E and F. In particular, assume that variations in disease risk from one pair to another are attributable solely to variations in E and F. Assume that, conditional on the risk factors, occurrence of disease in one individual is independent of occurrence in all others. Denote the disease probabilities by:
Pr(D I E, Fj) = a, Pr(D I E, Fj) = bj Note that we do not assume that relative risks for E (that is, b/a,) are constant across the levels of F; this means effect modification is permitted. Thus, for example, we allow for the possibility that one factor is environmental, the other is genetic, and no elevation in risk occurs unless both are present.
RESULTS

Population Parameters
We may derive the population values for relative risks and odds ratios for exposure through straightforward algebra; details are in the Appendix. First, we may show that the risk of disease conditional on exposure r is Pr(D I E) = X Xjb t . This is, of course, just a weighted average of the risks (bj) in the various levels of F, weighted by the frequencies (Xj). Similarly, we may show that Pr(DlE~) = Ex^. Then the relative risk f f is Ix,b,/ Zxa-. A similar expression in the case
where f = 2 is given by Khoury and James. 6 Similarly, the odds ratio is:
Note that the correlation parameters, ^ and z tj , do not enter into these expressions; the relative risk and odds ratios are the same whether or not exposures are correlated within the pairs.
Matched Pair Estimate
Suppose we do a matched-pair case-control study looking at the effect of E on D. F is not measured in such a study, but it affects the distribution of D nonetheless. By design, only those pairs discordant for D (that is, pairs with one case and one control) appear in the study. Of those, only those pairs discordant for E contribute to the usual estimate of the odds ratio. The expected number of pairs with an exposed case and an unexposed control will be proportional to:
Pr(wife is E, D and husband is E, D) + Pr(wife is E, D and husband is E, D)
which can be shown to be:
Similarly, the expected number of pairs with an unexposed case and an exposed control will be proportional to:
Pr(wife is E, D and husband is E, D) + Pr(wife is E, D and husband is E, D)
The ratio of these two terms gives the expression for the large sample expectation of the estimated odds ratio:
Clearly, this expression differs from the population odds ratio (1); specifically, it has an extra term subtracted from both numerator and denominator. Unlike the population odds ratio, the estimate is affected by the correlation parameters z~. Thus, the usual matchedpairs estimate will be biased. We now examine the nature of the bias.
Behaviour of Estimate Under Various Conditions
First note that the distribution of the exposure E is irrelevant to the behaviour of the estimate; p, q, and r do not appear in expression (2) . Expression (2) will be equal to the population odds ratio (1) in several circumstances. First, if the exposure of interest E is not actually a risk factor, there is no bias. This condition is equivalent to a; = b ; for all i. In this situation, both the population odds ratio and the large-sample expectation of the estimate will be 1. Second, if there is no correlation on F within pairs, there is no bias. This condition is equivalent to z,j = 0 for all i and j. Third, if F is not a risk factor within both exposure groups, there is no bias. If F does not affect disease risk among the unexposed, then a, = a for all i; it can be shown that there is no bias. In similar fashion, if F does not affect disease risk among the exposed, then b, = b for all i, and there will be no bias. Note that the case studied by Goldstein et al} had no risk factor F, which is equivalent to having both a, = a and bj = b; thus their results are a special case of the results obtained here.
The behaviour of expression (2) in the rare disease case can be seen by letting disease rates go to zero with relative rates fixed. Simple calculus shows that the limit is the relative risk. Thus as the disease becomes rarer, both the large-sample expectation (2) and the population odds ratio (1) approach the population relative risk and the bias disappears.
Example
Suppose that F is dichotomous. The distribution of F can then be described by only two parameters, due to constraints mentioned in the Appendix. Thus, we have: Pr(wife is F,) = Pr(husband is F,) = x, Pr(wife is F 2 ) = Pr(husband is F 2 ) = 1-x, Pr(wife is F, and husband is F,) = x, 2 + z n Pr(wife is F, and husband is F 2 ) = Pr(wife is F 2 and husband is F,) = x,(l-X|) -z n Pr(wife is F 2 and husband is F 2 ) = (1-x,) 2 + z,,
There will be four disease parameters (a,, a^ b v b 2 ). Assume that F = 2 is the higher risk category for both exposed and unexposed, so that a 2 &a, and b 2 3>b|. Assume also that exposure is detrimental in both categories of F, so that b, 3= a, and b 2 ^ a 2 .
Assuming all this, we conducted a numerical search through the region where disease risks (a,, a^ b,, b 2 ) are small (KT 6 to 0.1) and relative risks (li.iL.i.,^.)
• i D| l| flj are moderate (1-5). The parameters x, and Z|, were allowed to range through all possible values. The search yielded no example where expression (2) differed by more than 3% from the population odds ratio. In this particular case, expression (2) is an increasing function of z u . Thus positive correlation within the pair (z n >0) will produce a value for expression (2) greater than the population odds ratio. Conversely, negative correlation will produce a value which is smaller.
DISCUSSION
We have shown that correlation within matched casecontrol pairs on unmeasured risk factors independent of the measured exposure can cause the usual estimate to be inconsistent for the population odds ratio. The bias vanishes as disease becomes rare; thus the bias is unlikely to be of practical importance. There is no bias if the exposure of interest is not a risk factor. There is also no bias if the unmeasured risk factor is not truly a risk factor or if it is not correlated within pairs.
We assume throughout that the quantity of interest is the population odds ratio. This will not always be the situation. For example, if the unmeasured risk factor is genotype, only the risk among the susceptibles may be of interest. 7 ' 8 We assume that disease is independent within pairs, conditional on the risk factors; for non-infectious diseases, this is likely to be true since any correlation of disease is probably induced by correlation of risk factors. We assumed that marginal distribution of unmeasured risk factors was the same for the two pair members; situations where this is not true (for example, spouses of breast cancer cases) are likely to represent problematic choices of controls.
Related but different problems have been discussed by other authors. Khoury and James 6 assume a measured environmental factor and an unmeasured genetic factor, but examine a different study design. They identify affected individuals and determine the disease status of the pair member. They calculate risk of disease in one pair conditional on the other pair member being diseased and conditional on exposure status. In contrast, the matched-pair case-control study examined here looks at risk of exposure in a pair conditional on the disease status of the pair. They show that the relative risks they obtain will equal the population relative risk if risks are multiplicative.
Robins and Pike 5 discuss the situation of two risk factors in matched-pair case-control studies. However, they assume that both risk factors E and F are measured and the effects of both are estimated simultaneously. This is a different estimator from the one discussed here. They assume that E and F are correlated with each other. They show that if risks are multiplicative, the estimates for both risk factors will be unbiased.
