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Abstract
The plasma pause is a boundary region between the inner
and outer magnetosphere. Recent experimental results indicate
a decrease by two orders of magnitude in plasma particle den-
sity across this boundary. Theories of plasma convection in
the magnetosphere also suggest a strong change in streaming
speed near this boundary. This thesis investigates the Doss-
iblity of instability of this boundary by the classical Kel-
vin-Helmholtz mechanism. The boundary is first treated as a
sharp interface, and is shown to be unstable for all reason-
able sets of parameters. A more realistic model, allowing a
zone of finite thickness, but having discrete layers also is
unstable for every case considered. Features associated with
individual interfaces in the transition zone suggest that
this model is not a good asrroximation to the plasmapause.
A final model having'a continuous tronsition zone is also
unstable, but the instability is decreased by increasing
the transition zone thickness. In all three models the wave
disturbance is concentrated in the more dense plasma region,
suggesting that this is a mechanism by which the denser
plasma can be eroded, and the Dlasmepause boundary moved
inward. Wave periods of a few minutes to a few hours are
predicted, along with phase speeds of about one kilometer
per second, and growth by a factor of ten within a time of
a few wave periods.
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Chapter I
Introduction
1. The Plasmapause Environment
The purpose of this thesis is to investigate the stability
of the plasmapause, a boundary between the high density
thermal particles of the earth's inner magnetosphere and the
low density thermal particles of the outer magnetosphere. In
the present section we shall describe briefly the theoretical
understanding of the plasmapause, and review some of the
values of physical parameters as obtained from ground based
and satellite measurements. In the succeeding section we
shall review briefly some of the theoretical investigations
of stability which may have bearing on the present problem.
During the years immediately following the introduction
of space satellites in 1957, dramatic advances were made in
the knowledge of the earth's environment in space. From the
standpoint of the geophysically oriented space scientist, the
most important discoveries were the existence of the solar
wind and the presence of a huge cavity about the earth, the
magnetosphere, carved out of the solar wind by the earth's
magnetic field. Both these phenomena had been presaged by
earlier investigations (Chapman and Ferraro, 1931, and
Biermann, 1951), but now direct evidence was obtained, We
shall not in this review discuss the mechanics of the magneto-
spheric boundary, nor digress on the properties of the solar
wind, as these are only of indirect interest for the problem
considered later. Besides, excellent reviews of these sub-
jects are available (Hess, 1968; Carovillano, McClay, and
Radoski, 1968) and will be familiar to most readers of this
thesis. We shall be more interested in the region inside the
magnetosphere, which is protected from the direct action of
the solar wind by the magnetospheric boundary.
It was obvious from the very earliest scientific studies
that the density of the earth's atmosphere decreased rapidly
with geocentric distance from the earth. Furthermore, it
was known from radio investigations that the upper atmosphere
had an ionized component which became more important as the
height increased. The regions above about 100 kilometers
comprises what is known as the ionosphere. On the basis of
the assumed density and density gradient of the ionosphere the
magnetosphere would be expected to be essentially empty. How-
ever, the observation of the Van Allen radiation belts in
1958 showed this to be incorrect, and it became apparent
that magnetospheric charged particle populations would have
significant effects on such things as magnetic storms and
auroral displays.
As it became apparent, on the basis of whistler data,
that there were considerably more low energy, thermal,
particles in the magnetosphere than there were high energy
particles, attempts were made to explain certain geophysical
phenomena on the basis of motions of this low temperature
plasma. Gold (1959) proposed the interchange of magnetic
flux tubes containing the gas, as a result of the insulating
layer represented by the non-ionized atmosphere below the
ionosphere. Such motions would be unstable if the inter-
change caused a decrease in the potential energy of the
system. (Incidently, it was in this paper that Gold proposed
the term "magnetosphere"). A later study of this instability
by Sonnerup and Laird (1963) suggested that it would not be
of importance in the magnetosphere unless the temperature
of the plasma increased strongly with latitude, presumably
due to heating associated with dissipation of auroral dis-
turbances. Though this mechanism may be at work in the inner
magnetouphere, we will not consider it further.
A much more general appeal to magnetospheric plasma motion
was made by Axford and Hines (1961) in a unified attempt to
explain a number of high latitude geophysical phenomena (i.e.
bays, aurorae, magnetic storms etc.). They proposed a general
convection of the thermal plasma, which is to be produced by
a viscous interaction of the plasma with the solar wind at
the magnetopause (the magnetospheric boundary). Thus near
the magnetopause the thermal plasma would flow away from the
sun, while the return flow, assuming the plasma did not
escape completely, would be along the earth-sun line. This
flow is modified by the rotation of the earth, since the
neutral atmosphere and ionosphere are known to corotate with
the earth. The composite motions assumed by Axford and Hines
Figure 1.1 Hypothesized convection of thermal plasma in
the equatorial plane of the earth's magnetosrhere. (After
Axford and Hines, 1961)
are shown in figure 1.1. This picture has changed somewhat
in recent years, particularly in the tail region, which is
now known to be much more complicated. However, the flow
near the earth is still thought to be adequately represented
by a model of this kind. The actual streaming motions of the
particles are due to an effective electric field in the magneto-
sphere, which gives the particles a drift velocity independent
of their energy or the sign of their charge. The basic
viscous convective pattern represents primarily an electric
field directed from west to east across the magnetosphere.
Estimates of this give a potential difference of up to 80
kilovolts across the magnetosphere (Brice, 1967). The ro-
tation of the earth represents a radial electric field. It
is interesting to note that computations of the drift paths
of individual particles in the magnetosphere (Kavanagh, Free-
man, and Chen, 1968) under the influence of the known geo-
magnetic field and an assumed electric field agree very well
with the flow pattern of Axford and Hines. These computations
show that most of the particles stream in from the tail,
around the earth, and are swept back into the tail along
paths that are near the magnetopause. However, there is an
egg shaped region around the earth into which the particles
from the tail cannot enter (i.e. a forbidden zone). This
presumably corresponds to the zone of corotating plasma.
While the general convection pattern of Axford and Hines
is now generally accepted, there is some disagreement as to
its cause. The aforesaid investigators proposed a viscous
interaction between the solar wind and the magnetospheric
plasma, occurring at the magnetopause. Other possible
causes of the convection are merging of the earth's magnetic
field with the interplanetary field carried by the solar
wind, and merging of field lines in the earth's magnetic
tail (Dungey, 1961; Brice, 1967). At present all three
mechanisms appear equally tenable.
As we have seen in the preceding paragraphs, one of the
important features of the magnetosphere appears to be a flow
of the low energy plasma. In addition, from figure 1.1, we
see that the flow changes rapidly with position in space.
There appears to be almost a discontinuity in streaming
velocity between the inner, corotating plasma and the outer
plasma which flows into the tail. This suggests that the
boundary between these two regions may be susceptible to some
of the hydrodynamic instabilities such as the Kelvin-Helmholtz
instability. It is difficult to estimate the velocity
difference between these regions. If the flow from the tail
were absent, the difference in streaming speed due to coro-
tation alone would be about 3 kilometers per second for a
boundary at 7 earth radii from the center of the earth. If
the boundary were closer (a more acceptable distance seems
to be 4 earth radii) the speed difference would be less.
On the other hand, because of the flow from the tail, the
sense of the relative streaming is reversed from what would
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be expected from corotation alone. In a review paper Gringauz
(1969) gives a value of 30 kilometers per second for the
difference in streaming speed. This corresponds roughly to
a potential difference of 100 kilovolts across the magneto-
sphere, and seems somewhat high. (As we shall see below,
this is also close to the sonic velocity for the plasma).
Nevertheless, it seems that values between a few kilometers
per second to a few tens of kilometers per second are reason-
able for the difference in streaming speed between the inner,
corotating plasma and the outer magnetospheric plasma.
A second important feature of the inner magnetosphere is
its density structure. The first studies of the density of
the low energy plasma were made using the dispersion data
from whistlers recorded on earth-bound receivers (Carpenter,
1963). These gave indication of a sharp decrease in density
of ionized particles at distances of about 3 to 5 earth radii.
This zone of decrease was termed the plasma "knee". Later,
though, the term plasmapause became the standard usage, and
the zone of higher density plasma inside the plasmapause was
referred to as the plasmasphere, although in fact it more
closely resembles a doughnut. Later studies (Carpenter,
1966; Angerami and Carpenter, 1966) show the plasmapause to
be a permanent feature of the magnetosphere. Its average
shape (figure 1.2) is somewhat irregular, and the shape on
any given day may be quite different from this due to slow
temporal changes. The region from the 6 P.M. to the 10 P.M.
meridians is called by Carpenter a region of "new" plasma,
and is the variable portion of the boundary. Presumably the
region inside the plasmasphere is to be identified with the
zone of corotation in the convective pattern of Axford and
Hines.
Carpenter found the densities just inside the plasma-
pause to be about 100 particles per cubic centimeter. Just
outside the boundary this fell by a factor of 20 to 100,
giving a density of 1 to 5 particles per cubic centimeter.
All these values are valid in the equatorial plane. (The
behaviour of the plasmapause at high latitudes is still not
known). Furthermore, these density values apply to the low
energy thermal particles only. The density of energetic
particles (energies greater than a few kilovolts) is probably
less than 1 particle per cubic centimeter (Parker, 1968)
inside the plasmapause, and is probably less than 10-5
particles per cubic centimter in the outer zone.
It is difficult to measure the temperature of the
thermal plasma, but Mayr and Volland (1968) estimate that it
varies from about 3000 degrees Kelvin at the top of the
ionosphere (altitude 1000 km) to about 20,000 degrees just
outside the plasmapause. This means that the energy (thermal)
of the particles is about .5 to 2 electron volts. Further,
if we assume that the plasma behaves crudely like an ideal
gas with a temperature of, say, 10,000 degrees K., then the
velocity of sound in the plasma will be about 30 kilometers
per second, in the denser plasma inside the plasmapause. The
temperature outside the plasmapause must be higher in order to
maintain the pressure balance, and the sound velocity will
be greater accordingly. At this point it is well to also
estimate the Alfven speed. If we take a value for the earth's
magnetic field at the surface of .3 Gauss, and extrapolate
this along a dipole field line to the equator at a distance
of 4 earth radii, the Alfven speed inside the plasmapause
is computed to be about 200 kilometers per second. This is
in fairly close agreement with values given by Dawson (1966).
However this technique fails to take account of the compression
of the earth's field by the solar wind, so the correct value
will be higher. More reasonable values lie in the range
500 to 1500 kilometers per second. (Dungey, 1968).
The final parameter of interest is the distance over
which the particle density decrease occurs, i.e. the thick-
ness of the plasmapause. It appears that the answer to this
question has not appeared in published form as yet. In
their paper, Angerami and Carpenter estimate that drop in
density by a factor of 100 occurs over a distance of less than
.15 earth radii (about 900 kilometers). Taylor, Brinton, and
Pharo report density changes of an order of magnitude
occurring in 250 kilometers. However, this thickness must
vary greatly with time and may at times be either much greater
or much less than this. A lower limit is given by the Larmor
radius of a 1 electron volt hydrogen ion, which is about 2
kilometers at a distance of 4 earth radii.
2. Previous Investigations of the Kelvin-Helmholtz Instability
In the last section we saw that the plasmapause region
is characterized by two properties, a sharp change in density,
and a relative streaming of the tenuous plasma with respect
to the denser plasma. If the transition region were of
zero thickness, we might suspect that it would give rise to
the Kelvin-Helmholtz instability because of this relative
streaming. Computations of the kind given by Kavanagh,
Freeman, and Chen (1968) would not show this, because there
the particles were assumed to drift independently. However,
because of the electromagnetic forces caused by motions of
the particles relative to one another, their motions will
not be independent. As we will show in the next chapter,
the low energy particles can be treated as a conducting
fluid, so it is not unreasonable to expect a hydrodynamic
behaviour of the plasmapause.
The Kelvin-Helmholtz instability is a mechanism by
which perturbations to the boundary between fluids having
tangential motion with respect to one another can be made to
grow exponentially with time. The energy of the relative
streaming is converted to wave motion of the perturbation,
and eventually turbulence results. This instability has
been known for about a century in non-conducting fluids.
The study of this behaviour in conducting fluids is more
recent.
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One of the early papers in this area, (Northrop, 1956),
considered a model consisting of a vacuum with a magnetic
field on one side of the boundary, and a plasma with no
magnetic field on the other side. The results showed that
for short enough wavelengths parallel to the streaming,
the disturbance was always unstable. Unlike the case of
a true liquid, there was no effect such as surface tension
which eventually produces stability. In recent years there
have been quite a large number of studies of models similar
to this, with mostly comparable results. The intent has
been mainly to investigate the stability of the magneto-
pause, and the models have differed from Northrop's in having
plasmas and magnetic fields of general orientation on both
sides of the boundaries. We shall mention some of these
briefly here, but discuss the results in greater detail
in Chapter IV.
A good introductory review of this subject is given by
Chandrasekhar (1961). He covers both the hydrodynamic
stability of non-conducting fluids, and the hydromagnetic
stability of conducting fluids. He considers only incom-
pressible fluids. In the hydromagnetic case only a magnetic
field parallel to the streaming is considered, and as above,
instability occurs for short enough wavelengths. This is a
recurring result in all these studies. Sen (1964, 1965)
introduced the effects of compressibility. He showed that
compressibility can be either stabilizing or destabilizing
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depending on the other features of the model. Lerche (1966)
discussed some of these results, and pointed out that they
should not be taken too seriously if the wavelengths were not
much greater than the ion Larmor radius. There ,was not com-
plete agreement between Lerche and Sen as to the interpre-
tation of the results.
Talwar (1965) was apparently the first to formulate the
Kelvin-Helmholtz problem using the Chew-Goldberger-Low
equations for an anisotropic plasma. He showed that there
could be no unstable perturbation to the boundary if the
ambient parallel pressure were small enough compared to the
ambient perpendicular pressure. Otherwise, there was a range
of relative streaming speeds for which an unstable wavelength
could always be found. Thus if one took a stable model and
increased the streaming speed, a point would be reached
when the model becomes unstable. Increasing the streaming
speed still further would eventually stabilize the model
again. However, this latter stable region always required a
streaming speed greater than either the parallel or per-
pendicular sound speeds. It is interesting to note that
Talwar's curves show that the first passage mentioned, from
stable to unstable behaviour, also required a streaming speed
greater than either sound speed. However, if one defines
the parallel sound speed in a more realistic manner (see
Chapter III) it is found that the model becomes unstable for
a streaming speed considerably less than the parallel sound
ii.-
speed, and does not become stable again until the streaming
speed considerably exceeds the parallel sound speed. One
aspect of Talwar's results which is puzzling is the presence
of overstable modes for streaming speeds less than some limit.
It is shown in Chapter IV that these are likely to be extraneous
roots introduced by rationalizing the dispersion function.
Fejer (1964) has pointed out the importance of testing all
solutions by computing the value they impart to the original,
unrationalized dispersion function.
Rao, Kalra, and Talwar (1968) considered the case where
the magnetic field and streaming are perpendicular, and
showed that the magnetic field is destabilizing in the sense
that the range of unstable streaming speeds is increased by
increasing the magnetic field. Talwar and Kalra (1967)
also introduced the effects of the Hall conductivity, but
not the finite Larmor radius effects. The Hall effect was
found to be a destabilizing factor.
One of the more complete treatments of the model discussed
in the last few paragraphs is that of Southwood (1967).
Among other things he allows the magnetic fields on the two
sides of the boundary to have an arbitrary orientation with
respect to one another, although both are tangential to the
boundary. Furthermore, the streaming velocity can be at a
general angle to these fields. Southwood shows that the
dispersion relation is equivalent to a tenth order poly-
nomial. By a very complicated analytic analysis he discusses
the conditions which must be met for stability. The most
important result appears to be that at low latitudes, the
first unstable waves to appear have their wave fronts almost
aligned with the meridian planes, and have very low phase
velocities perpendicular to the magnetic field. These re-
sults are very similar to those obtained in Chapter IV of
this thesis.
All the above studies have considered the boundary zone
to be of vanishing thickness. It is more realistic to
assume that the streaming speed changes continuously across
some transition zone of finite thickness. Such behaviour
is referred to as "shear flow" or "plane Poiseuille flow".
It is of considerable importance to the fluid dynamicists,
and has been much studied (e.g. Lin, 19661 Miles, 1961;
Case, 1960), for non-conducting fluids. The problem is
discussed briefly for conducting fluids in the book by Betchov
and Criminale (1967). However, the best treatment is given
by Velikhov (1959). He considers an incompressible fluid
in which the streaming, magnetic field and propagation direction
are all parallel. The chief difficulty in the solution
results from the electrical conductivity and the viscosity.
For most points in the model these can be ignored, and the
differential equations that must be solved become quite
simple. However, the coefficients in the simplified diff-
erential equations have singularities at certain points, e.g.
where the phase velocity of the disturbance equals the Alfven
ms
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speed. Velikhov shows-that if the ftntteahaicresistance
and the visoosityeare put back into the ryoeblem; the singular
points, or critical layers,-disaprear. Ne finds-solutions
near these noints using the viscosity and-resistance, then
matches these to the inviscid, infinite conductivity solu..
tions outside the critiealalayer.,This method was used pre-
viuosly by Lin (1966) in the purely~hydrodynamie case. Veli-
khov found that a sufficiently strong magnetic field stabil..
ized the flow. The singularities can also be circumvented by
causality arguments used by Case (1960) and Niles (1961).
We shall use the latter method in this thesis.
3. Outline of Thesis
In the next chatter, we discuss the normal mode form-
alism for the investigation of stability. This is a linear
theory based on the Fourier and Laplace transforms, and will
be used throughout this thesis. In chapter III we discuss
briefly the ecuations which govern the behaviour of a warm
plasma, and give a derivation of the Chew-Goldberger-Low
equations which describe the fluid like behaviour of the
plasma. Then the equations are lineari7ed and simplified
for a specific model of the plasmapause, the only varia-.
bility being the manner in which the density and streaming
speed vary with one of the coordinates.
In chapter IV the transition zone ir taken to be of
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zero thickness, so that the model consists of two homogen-.
eous, but different, half-spaces. The disiersion relation
is obtained, and if is shoin that for smali soundDsoeeds it
has a simple behaviour. Numerical emutationr shoe that
this behaviour- is not -ohanged qualitatively by large sound
speeda. Themodel-i-unstable at shortienough wave lengths.
In chapter thed ransition zonete avoroximated-by
a number of disarete layers. The reeults are quite eemplipb
cated, and the model is still unstable at short wave lengths,
but it is shown that, increasing the number of layers tends
to reduce the growth rate. This suggests the use of a contin-
uous transition zone, which is considered in charter VI.- a
The resulting models are stillunstablej but the growth
mates -an be reduced by increasing the*'trensition tontor
thickness. It is srobabletthat the boundary is in a sort
of turbulent equilibrium, whieh-degeAds an non-linear
effects that we are not as yet able to handle mathematlcally.
Chapter II
The Normal 1'ode Theory of Instability
In the present chapter we shall review briefly the for-
malism by which one decides the question of stability or
instability. This is given primarily to make the present
thesis a self-contained unit. There are two methods widely
used in the study of stability. One of these, the "eneray
principle," we will not use in this thesis. It depends on
the fact that in an unstable physical system a suitable
perturbation leads to a decrease in potential energy of the
system. This method is useful for seeking general stability
conditions, but is not so useful for detailed studies of
specific configurations. Also, this method is valid for
static models and non-linear models. It is often easy to
demonstrate instability by devising the proper sort of
perturbation; on the other hand, it may be difficult to
demonstrate the absence of instability, since in that case
the system must be stable against every kind of perturbation.
The use of the energy principle is discussed in most text-
books (c.f. Schmidt, 1966) and we will not consider it
further here.
The second method for studying stability is the so-called
"normal mode" method based on the Fourier and Laplace trans-
formations. This method has long been known in one form or
another, although the rigorous formalism has accreted rather
slowly. A rather good recent survey is given in the book by
briggs (1964), and we shall follow that account in the
following paragraphs. The normal mode method has a number
of distinct advantages over the energy method. It gives
detailed information about both stable and unstable dis-
turbances. In particular, it gives the initial growth rates
for an unstable disturbance. Another advantage is that the
efficiency of excitation of an instability by various kinds
of sources can be examined. In some cases the form of the
solution is such that one can prove algebraically that there
are no unstable solutions.
There are also some disadvantages to the normal mode
method. The most important drawback is that the method can
be applied only to systems that can be described by linear
differential equations. Since most real systems have some
degree of non-linearity, this leads to the consideration of
only very small disturbances which can be viewed as perturba-
tions to an ambient state, terms non-linear in the perturba-
tion being neglected. An unstable disturbance will eventually
grow large enough that the non-linear terms can not be neglect-
ed. As we can not presently treat the problem beyond this
point, the normal mode method is seen to describe only the
initial growth of the disturbance. Another drawback is that
the results of the analysis are often so complicated that
answers must be obtained numerically. As a result the
stability question can be answered only for a limited range
of parameters.
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In order to describe the normal mode method somewhat
concretely, let us give a model of the problems to be con-
sidered in later chapters. Consider the equation
o 2.1
where is a linear partial differential operator of order
N containing derivatives with respect to the spatial
coordinates x, y, z, and the time t, and 1A the dependent
variable is some physical quantity. We wish to solve this
equation subject to some boundary conditions of the formV(z;) = 2.2
Here7'V. is an algebraic or differential linear operator,
and the expressions are to be evaluated on the set of planes
defined by = Z . In its simplest form the normal mode
method consists of assuming an x, y, t dependence of the form
exp( L -t - -Lg) , where C , and I are constants.
This reduces the above problem to an ordinary differential
equation in z, which can presumably be solved by standard
methods, Then the boundary conditions 2.2 become a system
of algebraic equations, which determine the coefficients of
the N independent solutions of the differential equation.
At this point we observe that this system is homogeneous;
unless the constants C, -A , and are related so as to make
the determinant of the system vanish, there will be solutions
to the problem as posed only in exceptional circumstances.
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If the detrinminant ioee r aiY ,f -i I-
of the independent solutions can be fixed, and all the others
determined in terms of it..
The interdependence of , 16 , and fimplied by the
vanishing of the determinant is called the "dispersion re-
lation". Which two of these parameters Are to be given and
which to be computed is left open. If the two wavenumbers Ak
and I are given, usually as real numbers, then the value of y
which satisfies the dispersion relation may be either real or
complex. As we shall show, a complex w with a negative imaginary
part means an unstable disturbance whose en7.elone grows ex-
ponentially in time. If w is pure imaginery the distur-
bance is called "monotonically unstable" ( or sometimes just
"unstable"), while if c is complex with a non-zero real
cart, it is called "overstable". Similar terms are uoed
when the frequency is given, and one of the mavenumberp is
computed. Usually the dispersion relation has more than
one solution for a given set of Anput rameters, and these
various snlutions are referred to as modes.
The procedure given, wherein we have assumed an ex-
ponential behaviour in the time and two of the space
variables, gives rise to ambiguity in certain cases, and,
as Case (1960) has shown, can cause part of the solution to
be overlooked. A more rigorous approach is to formulate
the problem as Pn initial value problem. To the ecustions
ziven, we must add an additional one, specifying 'U as a
function of the spatial coordinates at some given time, say
t = 0. We will denote this by -LL( X_ , Then we
perform the Laplace transform
coo
1= x,(~~~~ 2.3.1
on all the equations to remove the time dependence, and then
the Fourier transform
-a -~,) J (7ise C 2.3.2
to remove the x and y dependence. Since we are primarily
interested in the frequency behaviour of the solution, we
will write LW for S in 2.3.1. However, o is a complex
variable, and the transformation 2.3.1 still has all the
formal properties of the Laplace transform. In regard to
this change of variable, we note that the lower half of the
complex W plane maps into the right half of the complex S
plane.
Now, because of the initial value iO , the transformed
version of 2.1 is inhomogeneous. This transformed equation
is again an ordinary differential equation with z as the in-
dependent variable, and the solution can be obtained by use
of the Green's function, assuming that the solution to the
homogeneous equation is known. The exact expression for the
solution is not important, except that it will have the form
Z o A( = 4,J, ) r)
4 (-i -P W )2.4
where A is some well behaved function of w , -S , and 2 ,
'f(z) is one of the independent solutions of the differential
equation, and A is the determinant of the system of equations
obtained by transforming 2.2.
Now we must consider the inverse transforms, which will
have the combined form
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2rr 2.5.2
The value of T~ must be large enough that the path of inte-
gration over a lies below all the singularities of 3 in
the complex w plane. Such a value can always be found,
because if any singularity lay infinitely far below the real
W axis, the function U. would not be of "exponential
order", and the Laplace transform method would be invalid
from the outset. For the problems considered in this thesis
we will usually use only a single, fixed value of 1, so
that the integrand can be considered to have a factor
W(-1.) (Dirac's delta function). This effecively annhiliates
the integration over 2 , with I being replaced everywhere
in the integrand by .O . To simplify matters we subse-
quently ignore the subscript on 1. .
The integration over A is evaluated by distorting the
contour of integration into the complex plane from its original
path along the real _k axis. If x is positive, the new
contour is a semi-circle of infinite radius in the lower
half of the A plane, plus loops around all the singularities
of 2A(-) in the lower half-plane (see figure 2.1). If
x is negative, the new contour has the same form, but is
drawn in the upper half plane. The singularities of z(-) are
poles and branch points. The location of these in the complex
-4 plane depends on o , and it must be remembered that L.
has some value lying on a contour which passes below all the
singularities in the complex w plane.
We shall be most interested in the pole contributions to
the integral over 4 . These can be evaluated explicitly,
and if -, is the location of one of these poles, the
contribution is given by
iIA(*j),c..z~rZ) L~j~2.6
It is seen at once that this contribution decays exponentially
with xa since we have contrived to choose a pole In the
appropriate half plane such that the integrand decays along
I 'lqne
wo
Contour of
integrqtion
?riginal contour
0
Pol es *
-k Plak.Ir (A )
Re (-A)
New controur c'f
Intestration
Figure 2.1 Contours of integration in the A and 4 Tlanes
for comouting the inverse Fourier transforms
Im(w )
Re (w )
of equation 2.5.
the semi-circle at infinity. However, we must remember that
the wave is growing exponentially in time because of the
choice of the Wo contour. To present the results more
realistically, let us deform the contour in the w3 plane to
the real w> axis, taking care to place loops around any
singularities which may be encountered. In the process, the
singularities in the -k plane will migrate (see figure 2.2).
£his will not greatly affect the result 2.6 unless the pole
involved crosses the real axis. In that case a loop must
be introduced above the real -A axis so that the pole does
not cross the original contour of integration. A pole that
crosses the real axis in this manner becomes an unstable
mode, growing exponentially with distance x. The form of
the solution, 2.6, is not changed by moving the w contour.
4e note now that this result corresponds to the simpler
procedure of specifying a time-distance behaviour for the
solution, fixing W and , and computing the value of -t
which causes the determinant of the system of equations ob-
tained by transforming 2.2 to vanish. Similarly, we can ob-
tain the results of the converse situation wherein I$ and
, are fixed and the appropriate value of o is computed. As
the point defining 6 moves along the contour in the W3
plane, each of the poles -A (c) describes a curve in the 4
plane. By properly distorting the contour in the W3 plane,
each of the curves described by a -k*(w) can be made co-
incident with the real 1e axis. In general the proper contour
MEN
New contour of
integration
Old contour
Im(W )
Singularity
of J
w1 Plane
coo
Re (co )
_____ -i
Cu
Im(4 ) .4 Plane
Re(A)
X
xX
Figure 2.2 Migration of singularities in the -A plane as
integration contour in w plane is moved to real axis.
Integration contour in -k plane must now have a loop to
exclude the singularity which crosses the real -I axis.
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in the W) plane will be different for each A (), and if
any of these pass below the real w axis, there will be
instability. Thus we have a means for associating several
values of co with each point on the real 4 axis, and we can
in fact interpret this to mean that -& has been specified,
and the corresponding values of C computed. The two
different viewpoints are thus seen to be related.
One problem of some importance does arise. If sin-
gularities of 3 occur in the lower Wo half plane, loops
must be added when the contour of integration in the ws plane
is distorted, so that these singularities always remain
above the contour. We must ask what are these singularities?
Chiefly they consist of branch points of the function ,
which arise when two poles coalesce from opposite sides of
the -C contour. In that case, the contour in the - plane is
"pinched" between the two poles. Since the imaginery part of
o is negative, the wave grows exponentially in time, and
as Briggs shows, this occurs everywhere in space. On the other
hand, at a given instant in time the disturbance may be
either growing or decaying as a function of x, since the
point at which the poles collide may occur either above or
below the real -4 axis. Instabilities of this nature, which
grow exponentially with time everywhere in space are called
"absolute instabilities".
The remaining integral over frequency, 2.5.2, cannot in
general be evaluated exactly. The integration around the
singularities can be approximated in the manner used by
Briggs to yield the absolute instabilities. The remainder
of the solution comes from integration along the real W axis
or along a curve in the w0 plane equivalent to the real 4z
axis, depending on one's point of view. This part is
difficult to approximate unless x and t are large. If these
coordinates are large, it is necessary to consider the
solution only for the pole which has the algebraically
smallest imaginery part of w. , or the algebraically largest
imaginery part of , since this contribution to the solu-
tion has the greatest rate of growth or the smallest rate of
decay. In addition, if the imaginery part of w or A is not
too large in absolute value compared to the real parts, the
integral can be approximated by the method of stationary
phase. This is a standard technique which we will not review
here. The result is that ordinary unstable poles which are
not associated with the singularities of J represent
traveling wave packets, which grow as they move away from
the source. In this sense the distinction between whether
the disturbance grows exponentially in time or exponentially
in space disappears. Unstable disturbances of this type are
called convective instabilities. Briggs also uses the term
"amplifying waves" for the case of real £. and complex
with negative imaginery part.
There are many special cases that can be considered in
regard to the theory as outlined, but these will not be needed
in the present study. In fact, it will turn out that we will
have to deal only with convective instabilities, and can
ignore the absolute instability. Nevertheless, a knowledge
of the complete theory as outlined is necessary for a clear
understanding of the problems to be encountered.
Chapter III
The Chew-Galdberger-Low Equations for a Plasma
1. Introductory Remarks
The difficulties to be encountered in the field of plasma
physics are typified by the fact that there is no complete
agreement on which equations should be used to describe a
plasma. A number of complete books (e.g. Wu, 1966, or Balescu,
1963) have been devoted to this problem alone. The correct
equations must describe the evolution of probability density
functions for the number of particles to be found in a given
volume element of the six dimensional space defined by the posi-
tion and velocities of the particles. The difficulties arise
in deciding how to treat the interactions between particles.
In treating non-conducting gases the particles are usually
taken to be hard spheres which collide (i.e. interact strongly
by means of very short range forces). The positions and veloci-
ties of two particles just after they collide are related by
simple mechanics, but as time passes and these two particles
collide with other particles, the relation between their co-
ordinates becomes probabilistic because of lack of knowledge of
the particles with which they later collided. This correlation
between the coordinates of any two particles is contained in
a two particle probability density function. There can of
course be collisions involving more than two particles, and
these give rise to multi-particle distribution functions.
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The form of these functions have not as yet been determined,
and the various assumptions about them give rise to a multi-
tude of somewhat different kinetic equations.
In an ionized gas, or plasma, there are long range electri-
cal forces as well as the short range collision forces. In
fact, in the magnetosphere at the distance of the plasmapause,
the collision frequency is practically zero, so we will con-
sider electrical forces, but take the plasma to be collision-
less. (Acually, absence of collisions is not sufficient to
eliminate correlations betwen particles. Since we do not
consider two particle distribution functions, the term correla-
tionless plasma is preferable).
The kinetic equation for the one particle distribution
function £nthe absence of correlations is the collisionless
Boltzmann equation,
+ -i3-vf + (9 + Fx - V,=o 3.1
The set of equations containing Maxwell's equations and one
Boltzmann equation for each particle species is collectively
called Vlasov's equation. The coupling between the particle
equations and the electromagnetic equations is primarily due
to the currents represented by differing movements of the
various particle species. It follows that the system of equations
is non-linear. A plasma governed by Vlasov's equation is often
called a Vlasov plasma.
Vlasov's equation is very difficult to solve, and only
very simple models have been treated exhaustively. Usually
an ambient particle distribution is assumed which satisfies
the static equations, and is homogeneous in space, but not
in particle velocity. To this is then added a wave distur-
bance whose amplitude is so small that the equations can be
linearized to give
To0 i~r + fl(~rt 3.2.1
The magnetic field on the left side of 3.2.2 is the ambient
field, while the fields on the right are the wave fields. For
convenience we assume no ambient electric field. The wave
fields depend on X, but not on-1.
Note that the differential operator on the left side of
both 3.1 and 3.2.2 is just the time differentiation operator
for an observer moving along with a particle in the six
dimensional space of particle positions and velocities. There-
fore, the solution to 3.2.2 is just
where the values of W and if to be used in the integration
are the values of X and '7 on the particle orbit at time ''
A particular orbit may be specified by requiring that the
particle coordinates and velocity have given values at a given
time, say r = t . These values may be considered "initial
conditions". Next we multiply equation 3.3 by the vector if
and average over the subspace of initial velocity conditions.
This gives, at a point in space, the average velocity for the
particle species in question, in terms of the electric and
magnetic fields. This procedure is repeated for all particle
species. Then the electric current density
can be determined in terms of the fields. Combining this
with Maxwell's equations gives the solution required.
An important point should be made in regard to the
solution 3.3. If the ambient distribution is spatially homo-.
geneous, it can easily be shown that the electromagnetic
fields associated with the wave vary as exp(Lrt -i&-? ) 0,
where -! is to be determined, but is independent of 5 and V .
Therefore the time dependence of everything in the integrand
can be determined, and the integration can be performed once
f, is specified as a function of i. However, only for simple
ambient distribution functions can the results be given expli-
citly, and then they are very complicated (Stix, 1962, chapters
8 and 9). If the ambient distribution is spatially inhome-
geneous, the spatial dependence of the wave fields is not
known. Therefore the integrand in 3.3 is not known as a
function of time. In this case the problem can be reduced to
a matrix equation with derivatives of the wave fields on one
side, and integrals over the wave fields on the other side. In
4 aLi
general there is no known method for solving such equations,
and this is the greatest formal difficulty in the theory of
inhomogeneous plasmas. If the spatial gradients are small
enough the solution may be obtained by perturbing the homo-
geneous plasma solution (Rosenbluth, Krall, and Rostoker,
1962), but this method will not solve the most interesting
problems.
Another class of methods which given approximate solutions
for the physical properties of a plasma are the "moment
methods". In this case equations for the velocity moments
of the probability density function are obtained by multi-
plying equation 3.1 by tensors consisting of symbolic powers
of the particle velocity vector, and integrating over all
velocity space. This yields an infinite number of differential
equations from which all the moments of the distribution
function can in principle be obtained. Knowing all the moments
of a distribution function does not in general determine the
function uniquely (Feller, 1966, p. 224); for a sufficiently
smooth function, such as one would expect from the physical
nature of the problem, the moments usually will determine
the distribution uniquely.
From a practical standpoint, it is not possible to solve
an infinite number of equations, so the distribution cannot
be found, Fortunately, we can learn a great deal about the
plasma without know3fg the distribution function. It is well
known that plasmas, particularly cool plasmas, exhibit many
of the same properties as fluids, and these properties are
expressed by the lower order moments. In particular, the
velocity of a "fluid" element, the "fluid" pressure, and
the heat flux tensor are given by
' rd 3.5.1
The fluid density of course is obtained by integrating
over all velocities without multiplying by a power of the
velocity vector. (Note that all these expressions hold for
a single particle species, so at this point we are dealing
with a multi-fluid representation).
It would appear then that we need only solve the
equations for the first few moments in order to determine
the properties of the plasma. Unfortunately this is not
possible. Because of the term W.lvf in 3.1, the equation
for each moment contains the next higher order moment. The
infinite number of equations form a hierarchy, which must be
truncated in some manner if the problem is to be solved. The
first successful approach to truncation was made by Chapman
and Enskog (Wu, 1966, p. 38). It is well known that
collections of particles, if isolated from external influence,
tend to thermal equilibrium (i.e. to a Maxwellian distri-
bution), for a large class of interaction mechanisms between
particles. Chapman and Enskog, separately, assumed the actual
distribution to be a slight perturbation about a state of
local thermal equilibrium, and then made a perturbation
expansion in powers of a parameter which measured the de-
parture from equilibrium. This quantity in fact is a measure
of the spatial gradients of the parameters which specify the
(local) equilibrium state. Thus this method also is really
valid only for small spatial gradients. It is interesting to
note that if the lowest order distribution is isotropic in
velocity space, and there are no collisions, the Chapman-
Enskog theory gives a scalar pressure, and an equation of
state between pressure and density,
coY= s3 3.6
which agrees with the classical thermodynamic result for an
adiabatic process in an ideal gas. The velocity of sound in
such a gas is
C ,7/3
The coupling between the fluids of various particle
species results from electric currents due to relative motion
of the species. These currents enter through Maxwell's
equations. A single fluid theory can also be developed, but
in this case the moments representing pressure, heat flux,
etc. are referred to the mean mass velocity (Holt and
Haskell, 1965, p. 166) rather than the average velocity for
each species. The equations for this theory contain less
Linformation than in the multi-fluid theory, but we will not
pursue this point here.
2. The Chew-Goldberger-Low Equations
The magnetohydromagnetic equations based on the Chapman-
Enskog theory were used for all the early studies of plasma
propagation and stability, and were fairly successful in
explaining the observations of various solar and astrophysical
phenomena. It is worthwhile to note that these equations could
have been obtained in most cases by appending Maxwell's
equations and the electromagnetic force terms to the Navier-
Stokes equations. It is well known however, that the Navier-
Stokes equations depend to a large extent for their form on
the presence of collisions in the fluid. In many of the solar
and astrophysical examples treated (e.g. the solar wind) the
plasma was thought to be almost collisionless, so the success
of the theory was somewhat paradoxical.
All the seemingly useful results were obtained for
tenuous plasmas containing a strong magnetic field (i.e. the
magnetic forces were much stronger than plasma pressure
gradients or inertial forces). It appears then that magnetic
field imposes sufficient order on the particle motions that
the plasma exhibits fluid-like properties. The classic
attempt to explain fluid properties of a collisionless plasma
on the basis of a strong magnetic field is the paper of Chew,
Goldberger, and Low (1956). They required that all spatial
changes occur en a distance scale which is large compared
to an ion Larmor radius. This is a restriction on either
the logarithmic spatial gradients in the ambient model, or
the wave number (in ease of a wave type disturbance), which-
ever is larger. The reciprocal of this quantity is the smallest
macroscopic distance encountered. We shall seek a perturba-
tion expansion in powers of the ion Larmor radius divided
by this smallest macroscopic distance. Note that this ex-
pansion procedure has no direct connection with the pertur-
bation expansion almost universally used in linearized wave
propagation, wherein the wave fields are assumed to be much
smaller than the ambient fields. In fact we will later con-
sider such linearized waves, but the expansion to be dis-
cussed presently gives equations which apply to certain non-
linear phenomena as well as to static problems, and linearized
wave problems. It is also worthwhile to point out here that
we will be interested only in an ionized hydrogen plasma,
consisting of equal numbers of protons and electrons in the
ambient state. The equations obtained can of course be
applied to more general models. We shall occasionally use
subscripts i and e to denote ions and electrons.
In their original paper Chew, Goldberger, and Low ex-
panded the distribution function in a power series, then
computed the moments as in the Chapman-Enskog theory. The
reading of their paper is made somewhat difficult by the
fact they did not write their equations in dimensionless form.
They obtain one fluid equations which are valid to zero order
in the perturbation parameter for all quantities except the
fluid element velocity; in the latter case equations valid
to first order are obtained. The set of equations obtained
is not closed, because there is no way to compute the heat
flow parallel to the magnetic field, which enters into two
of the equations. Most investigators have assumed these
quantities to be zeroj then the system is closed.
In the last decade the CGL equations have been rederived
a number of times. One recent study of interest (Grad, 1967)
considers primarily the two fluid equations. Also included
is a discussion of most previous derivations of these equa-
tions. In the present work we shall follow the work of
McMahon (1965), which is readily extended to higher order
in the perturbation parameter. Ware (1966) obtains almost
identical results. McMahon begins by immediately taking the
velocity moments of 3.1 to obtain (in dimensionless form)
the standard moment equations for each particle species,
-E+ V ' (f/'A')= o 3.8.1
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~ Q'e3.8.8 t = CA~t 3.8.12
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The quantities 2k , , and Q are defined by equations 3.5,
while
R0 = 'R" (RV 381
with V = 6/3
In the following we shall simply write (B for INB I . The
factor S is +1 for the ions and -me/mi, for electrons.
Also, 1J. is the root-mean square (or thermal) speed for the
ions, is a typical wavenumber or is the gradient of the
logarithm of some parametero is a typical frequency or the
reciprocal of some typical time scale, B. is a typical magnetic
field strength, E. is a typical electric field strength, and
Is the typical mass density for the Ions. On the basis
of these parameters 110= eB./w, is a typical value for
the ion Larmor frequency, while -rur/tl, is just the ex-
pansion parameter (Larmor radius/macrescopic scale). Hence-
forth we denote this ratio by E . The ratio a/-AuAr , which
we will denote C. is the ratio of a typical phase speed to
the Ion thermal speed. In the models to be considered this
will be assumed to be of order unity. Likewise E./vLTB, is
the ratio of the typical electric drift speed to the thermal
speed. This also will be considered to be of order one, and
will be denoted by CE. (In McMahon's paper a factor of Co
also precedes the term in i' In the scaled equations. This
appears to be incorrect, but has no bearing on the results).
The vector UE=-EC/rB2 is the electric drift velocity
transverse to the magnetic field, while b is a unit vector
in the direction of the magnetic field. Note also that
7' = V7/- , where V is the usual vector differential
operator. Derivation of the above equations requires some
care, but as the difficulties are discussed in standard text-
books (e.g. Delcroix, 1965, chapter 9) we will not give the
details here. The notation C ]s represents a symmetrized
quantity obtained by summing terms with all cyclic permuta-
tions of the tensor indices (with appropriate signs). Thus
X . is
[ix df= ex 61 - I a>
Throughout the remainder of this section we shall not write
the primes on the variables, but unless otherwise specified,
all the variables referred to will be dimensionless.
Consider now the meaning of equation 3.8.2. Besides the
explicit appearance of C on the left side, all quantities
on both sides have series expansions in powers of E , even
A
including the unit vector 6 , whose direction depends on E.
However, to lowest order the right hand side must vanish.
This means first, that there is no parallel electric field
to lowest order (since the other term on the right side is
perpendicular to the magnetic field), and second, that the
average particle velocity perpendicular to the magnetic field
is just the electric drift velocity. Both these results are
independent of the type of particle, and are equivalent to
assuming infinite conductivity. (In fact if we invert the
expression for 'LZ, and insert 1 for 74 as required above,
we find that
E = -tUx- 3
This is the usual form of Ohm's law for infinite conductivity.)
Now consider specifically the ion equations, so that
<= +1. The parallel component of the velocity is given to
lowest order by the equation
F 1 (0) 3,9La V)51+C t
where the superscripts indicate the term in the perturbation
expansion of each variable which is to be used (i.e. the order
in E ). The first order term in the perpendicular component of
velocity is also required, and is obtained from
1A - XI C ( 3.10
This equation was obtained from 3.8.2 by taking the vector
product with b . However, this latter equation demands a
knowledge of the lowest order terms of the pressure tenser,
which we now consider.
For the purpose of deriving these equations, let us
express all the vector and tenser quantitites in terms of a
set of orthogonal unit vectors, one of which is parallel to
the magnetic field. Because of the spatial dependence of the
magnetic field, the orientation of these unit vectors will
change from point to point in space. We will denote these
A A A A
vectors by Li , L22 , and L3 . It is worthwhile to point
out that we are not using these unit vectors to define a
new curvilinear coordinate system, as this cannot in general
be done. We are merely using them as basis vectors.
In terms of these unit vectors, the tenser eXc l
can be written as
+(t33-t1266-2,t42stX01360} 3.11
Thus these quantities, from equation 3.8.3, all vanish in
the lowest order. In fact, these results represent a general
property of the moments in a Vlasey plasma. Let the velocity
perpendicular to the magnetic field be expressed in polar
oordinates, with 0 the azimuth angle. Then if 0C(9>) is
a function which averages to zero ever 4 , a moment of the
form (0A4> is zero to lowest order. All the coefficients of
the dyads in 3.11 are of this form.
Equation 3.11 also gives some information about the zero
order pressure components. Since there is no term. in L2tz in
X P , the component d2z can be found explicitly from
the equation obtained by forming the double scalar product
A A
(denoted by : ) of equation 3.8.3 with L2L1 . Similarly,
the components 6 and & are equal in zero order (since their
difference is of order E). An equation for their mean value
+ 6O33) , which is of zero order, can be found by
forming the double scalar product of 3.8.3 and ( ZI., + L3 C -
The equations obtained in the two cases are
c. - .c P .. )((P-a+ -]:2, = o3.12.1
C _ + ?7. ) + 0 3.12.2
Note that the zero order pressure tensor is diagonal, but not
isotropic,
(a AA2 (0 AA20
+I 3 .
i6-M-M-M-M 1--h- - .-- -
Unfortunately equations 3.12.1 and 3.12.2 contain the zero
order heat flow tenser. By a rather laborious direct ex-
pansion of the tenser [fQXC1 s, it can be shown that all com-
ponents of Q vanish in zero order except Q2a and y (Q+ Q233
The first of these quantities appears in 3.12.1, while the
second appears in 3.12.2. Unfortunately these heat flow
components can not be determined, so the system of equations
is not closed. We can write an equation for them, but this
contains the fourth moments, which are also not known. In
most studies attempted to date, the zero order heat flow com-
ponents have been assumed to vanish. We shall also follow
this procedure, admitting however, that this is a matter of
convenience. Perhaps the most rational justification for
ignoring the zero order heat flows can be given by invoking
a modification of the Chapman-Enskeg hypothesis. Suppose that
the zero order distribution function is the product of a
"parallel" and a "perpendicular" Maxwellian distribution,
each of whose defining parameters change slowly in space or
time. Then the zero order heat flow components do indeed
vanish, while the equations for the average velocity and the
zero order pressure components simply describe the slow
spatial and temporal variations of the distribution function.
Once the heat flow components have been discarded, it
is an easy matter, by using the continuity equation 3.8.1 and
the induction equation (to be given in a later paragraph),
to integrate 3.12.1 and 3.12.2 to obtain the equations of
conservation for the two "adiabatic invariants",
MW \ e3.14.1
dli ) B
{_o 3.14.2
The first of these invariants represents the conservation of
the average magnetic moment of the particles. The second
invariant is usually interpreted to be the longitudinal
action invariant (Abraham-Schrauner, 1968). This identification
depends en the one dimensional behaviour of the particles
motion parallel to the field lines and the two dimensional
behavior for motion perpendicular to the field lines. The
volume in phase space occupied by a given group of particles
should be constant for each type of motion. This leads to
z
v2 L = constant and V A = constant, where L is the
"length" in space of the phase volume element and A is
its cross sectional are4. Furthermore eL A= constant and
dSA= constant. Finally, if we note that (h"~ e7 and
e 2 5 , we can combine these results to yield both
3.14.1 and 3.14.2 (Madden, 1969). These equations serve the
same purpose as the equation of state in ordinary hydre-
dynamics.
In the last several paragraphs we have considered primarily
the ions, but in order to derive a valid set of equations,
even one fluid equations, the electrons must also be con-
sidered. To begin with, we make an assumption which may be
reasonably valid in the magnetosphere. We assume that the
temperatures of the ions and electrons are approximately the
same. (Of course the concept of temperature is really valid
only if the two distribution functions are approximately Max-
wellian.) This assumption means that the sqpare of the ratio
of the thermal speeds for the two particle types is inversely
proportional to their mass ratio, and is really inherent in
the statement Ze=-me/m- for the electrons. An additional,
related consequence is that the electron and ion pressure com-
ponents of both pressure tensors are of order zero in .
The ratio Me/m is very small (about 1/1800 for hydrogen). We
shall restrict our parameter E to be much larger than this.
The smallness of the mass ratio simplifies the task of
obtaining one-fluid equations. For example, the fluid density
is given by
p=e + ~3.15.1
The approximation is valid to first order in E because
E>> Me / . Similarly, the mass averaged mean velocity is
'UL + -~-(.:U- za! ) 3,15.2
In connection with this result, recall that the average velocity
perpendicular to the magnetic field is the same to zero order
for the ions and electrons. Then the perpendicular component
of the electric current density is first order in C and is
given by
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A + a-) 3.16
L
The quantity is the dimensionless charge density, so the
second term is the electric convection current rerpendicular
to the field. The first term, the conduction current, is the
reason for requiring equation 3.10 . The electron equation
analogous to 3.10 has a factor - on thR right hand side,
(1) (k)
so 14.= UE , and the left hand side is proportional to the
first term of 3.16 .
We have not discussed the mean parallel speed for the
electrons. Before we do this, let us consider the scaled
Maxwell equations,
-' C, 3.17.1
CC Vt2
E C 3.17.3
0 3.17.4
The particle parameters which enter into the scaling are again
taken to be those which refer to the ions. The quantity VA is
the Alfven speed computed usinpg the tyoical ion mass density
and the typical magnetic field. It is assumed to be much
smaller than the speed of light. As before, the primes are
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used to indicate that the variables are dimensionless, tut
henceforth we will drop the primes. The charge density and
current density are scaled by ep./M and C14g./r respectively.
Note that to 7ero order in 6 , equation 3.17.1 can be written
CVx (x - o 3.17.5
This is the form of the induction equation usually employed
in practice. Poisson's equation, 3.17.3, is used only to deter-
mine the charge density , which occurs explicitly only in
equation 3.16 . Obviously from this equation, the charge density
vanishes to very high order, and with it the convection current,
which will henceforth be ignored.
Since the Alfven velocity is several orders of E smaller
than the speed of light, the displacement current term can be
ignored in 3.17.2 . We have already seen that the rerperdicular
electric current is of order E , so the Derpendicular part of
3.17.2 appears to be consistent. Unlike 3j , the parallel part
of y enters into the parallel part of 3.17.2, but not into Pny
other equation. As a result, the magnetic field determines 3,
andthus U11 by means of this equation. If 1 is a well behaved
vector fieldlMeii may equal AZA to zero order, but this need
not be true.
The electron equation analogous to 3.9 is
cc, *"+ 1 ( A-V) + ]=CE Eit 3.18
6o
The imnoortant thing about this eouation is that it shows that
the largest term in the exnansion of En, is really of order
Q rather th9n order 6 . Thus the right hand side of eua-
tion 3.9 can be set eoual to 7ero. Eaition .10 above sreves
only to determine the small oqrallel comronent of electric
field, apsuming the electron nrec-ure tensor is known. Hov-
ever, to first order neither the r-1r-llel electric field nor
the elctron oressure tensor is needed in Gny of the other
equations, so these will be ignored.
To summarize, the closed set of ecu-tions Thich must
be solved to give the lowest order (in E ) descrintion cf
the rlasma a're the ion mass continuity eausticn 3.., the
the Darallel Pnd oernendicular ion mnmentum erustionr 4.0 and
3.10, the adiabrtic invariance enuations 3.14.1 and 1.14.2,
Amnere's equation 3.17. 2, and the inductinn enulation .175
In the next section, we soecify the geometry for the
models to be considered in this thesis. Furthermore, isirg
this geometry and a smell amnlitude linearization, we greatly
simrlify the system of ecu-tions obtained qbove.
3. Fundamental Equations for Linearized haves
In this and succeeding sections we shall arnroximate
the olasmprquse in low 1atitude regions by a 7one of tran-
sition between two moving, rerfectly conducting fluids of
different density. Many simolifying Pesumrtions ae needed in
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order to render the nroblem tractable. We shall assume that
the wave lengths of the disturbance to be considered are much
larger than an ion Larmor radius, co that the use of the Chew-
Goldberger-TLow hydrompgnetic equations is justified. However,
we shall assume that the wqve lengths Pre short enough, coM-
rared to the radius of the earth, so that cartesian coord-
inates may be used. The direction of the streaming will be
taken oarallel to the x axis, and the streaming steed may
depend only on the z coordinate (that is, only on the radial
distance from the earth). Finally, the ambient magnetic field
will be taken narallel to the y axis. This means that we
have ignored any curvature of the magnetic field lines. The
megnetic field strength may hpve a gradient in the z direct-
ion, but we shall ignore tkis rnssIbility since it does not
qonear to be of imrortpnce in the present study. (Note how-
Pver, that if we allow for a. jumn In the field strength,
this model could be used Ps a representation of the mazneto-
rause near the dusk or dawn meridiPn,.) We alo observe that
the magnetic field curvture and gradients may be imoortant
if the rlassma contains a significrt number of high energy
rarticles, since the associated drift velcocities may be com-
rarable to the strerming velocity.
The coordinate syqtem will be assumed fixed to the earth,
co that the relatively dense, low tempersture inner magneto-
srheric plasma moves only slowly, while the more tenuous,
higher tem-erature outer magnetoprheric plasma streams by
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with a speed determined by the rotation of the earth and the
megnetospheric flow pattern of Axford and Hines (1961).
The basic problem, given this model, is to determine
the response of the system to a small perturbation, in par-
ticular, to a crinkling of the surfaces of constant density
and streaming speed. We shall ignore the effects of gravity,
centrifugal force due to the earth's rotation, and oerilis
force. Dimensional arguments show these to be very small.
The most important effects to come into play in the event of a
perturbation are the bending of the magnetic field lines, and
pressure effects. The field lines bending results because the
field lines are "anchored" to the earth at the top of the iono-
sphere. The longest wavelength (least bending) for a given
field line corresponds to the requirement that a single
cycle of the disturbance fit on the line between the points
where it enters the ionosphere. The problem of finding this
longest wavelength is not trivial, because the actual field
strength varies along the line, and the top of the ionosphere
is not a sharp boundary. Nevertheless, we can make crude
estimates of this quantity which can be used for computational
purposes.
We now proceed to derive the appropriate equations for the
perturbation of the ambient state. As before, let e , d1
1* , and 3 be the fluid density, pressure, average particle
velocity, and magnetic field respectively. Note that the
pressure tensor can be written
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3.19
where 0 is the pressure parallel to the field, (? is the
pressure perpendicular to the field, and
3.20
is a unit vector pointed along the magnetic field. Also,
is the identity tensor.
As was seen in the last section, the quantities defined
above are related by the conservation equations for mass and
momentum, (in the present chapter all variables have di-
mensions)
+ ' =o
Maxwell's equations,
Vx (i X d -
3.21
3.22
3*23
3.,214
and the Chew-Goldberger-Low equations of state,
A A A
L? 6 + 6)jL 6 6)It
^ Wb = =-
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3.25
a 63.26
This system of equations is non-linear. However, we will
restrict ourselves to small perturbations to the ambient state.
Let
3 .27.1
6= j5 +.4
'U.= t ()3+ ;E -5
where the capitals are the ambient values, while the lower
case symbols en the right are perturbation quantities whose
products (when they occur) can be neglected. Note that in
the absence of the perturbation the ambient quantities satisfy
the given equations. Substituting the above expressions into
the equations and keeping only the first order terms in the
perturbation quantities yields the desired equations. The
conservation equations become
+ui+ .(v.)+4 e=o 3.28
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+U -L-o-J 2 -
4 VIXB_^ JU 3.29
L Lk
We have made use of equation 3.24 to eliminate the current
density from the momentum equation. The remaining Maxwell
equation becomes
- Vx(i rxr)+ V((Uxb 3.30
at
Lastly the equations of state become
U 2 C r 3.31-
+ -U- D -L C r - Cl *= 3-31.2
where
Ca =- 3T, 3*32.1
CL = e 3.32.2
VA = 13 3.32.3
are the parallel and perpendicular sound velocities and the
Alfven wave velocity respectively. Most previous investigators
have defined CH without the factor 3 under the radical
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(see for example Talwar (1965) or Rae, Kalra and Talwar
(1968)). However, from results obtained in the next section
(equation 4.1), it can be shown that there are two possible
phase velocities for a wave propagating exactly parallel to
a magnetic field line, and one of these is the value we have
given in 3.32.1. The other possible value is V4JI- ,
so to be completely consistent we might have altered the
definition of the Alfven speed; however, in this case usage
of 3.32.3 is so standardized that a change in definition would
lead to confusion.
This system of equations is linear, and can be solved by
use of the Fourier transformation, which we shall define as
follows,
+0~o
3,33
We shall use the same symbol for a quantity and its Fourier
transform. This should cause no confusion, since the two
never occur together in one equation.
The Fourier transformed equations become, in component
form,
wir 3.34.1
Id
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fem e = i + B f be + ( . -3d.
, bB 7Y -ba g,_ , _ .5
da
b = .6
uy be = --A7~
O= r -
.8t - ics ee3I VA2 AA C1 e
C 2- v_ %_L- 6 C2* IT0.
A h + 1(3a-icr g 9VAL
where
Ti = - U.10
-p) / g2 .11
At this point we cannot usefully proceed until the z
variation of the ambient model parameters has been specified.
In the next chapter we shall consider the plasmapause to be
a sharp plane boundary between two half-spaces in each of which
the ambient quantities are constant. Later we shall consider
a transition consisting of a series of constant parameter
"layers", and finally a smooth, continuously varying transition
zone.
Chapter IV
Stability of Perturbations to a Plane Boundary Between
Two Fluid Half-Spaces
1. A Single Homogeneous Plasma
In this section the transition region representing the
plasmapause is reduced to a sharp boundary between two fluids.
This greatly simplifies the mathematics of the problem, and
should certainly explain many of the large scale features of
plasmapause. However, it is worthwhile to note that the
hydromagnetic equations are not really valid for such a
boundary because the jump in the parameters of the model takes
place in a distance less than an ion Larmor radius.
In the present model the properties of each fluid half-
space are assumed to be spatially homogeneous, but the pro-
perties of the two half-spaces differ. All terms containing
derivatives of the ambient parameters may be dropped from the
equations given in the preceding section. First we shall
consider the solution in a homogeneous medium (e.g. one half-
space), and later consider the boundary conditions which must
be satisfied at the boundary between the two fluids.
Since all the z dependence now resides in the perturba-
tion quantities it is possible to perform an additional
Fourier transt'rm, this time integrating over all z, What
is simpler, but equivalent, is simply to assume a z dependence
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of the form exp(+tIrnz) for all the perturbations. The z
component of the wavenumber, m, is at this point a free para-
meter. After having made this substitution, we may eliminate
the density and magnetic field perturbations from the system
of equations 3.34 to obtain three equations containing only
the particle velocity components,
[ L ( w a( - ) x - - c 'V . - -A V (2 cL+VA)V7 0 4.1.1
L--2c.c+WA v- 0- -OV.2-tr = .
OC|Vxo + ( - CA c .2
-k4m (2.c'+VA')'1X -. f ci' US+ M-( iV)*.t3\ . 3
This system is linear and homogeneous. It has no non-trivial
solution unless the determinant of the system vanishes. The
frequency co and the wavenumbers -& and are presumably
given. If it should happen that nr=2-FS, the determinant
automatically vanishes regardless of the values of 4 and m .
In addition some of the perturbation quantities cannot then
be determined from the system of equations. This strange
behaviour corresponds to propagation of the Guided Alfven
wave parallel to the ambient magnetic field lines (taking into
account of course the streaming of the fluid). The seeming
degeneracy of the system of equations results from ignoring
the very large, but finite, electrical conductivity of the
fluid. If the conductivity is retained the system remains
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meaningful. In practice this difficulty can be avoided by
taking wo to be slightly complex.
In the event that the above relation between W and 2
is not satisfied, we must choose M so as to make the
determinant vanish. The appropriate value is
4 4.2.1
2c +V;7 1 +1cJ
with
~2 ~ 4.2.2
- (2c2;V|)--)(-g)V .4
In order to completely specify m , we shall choose the sign
of the radical so that the imaginary part of m is always
negative or zero.
It is useful to consider some of the properties of v
before proceeding. We will make use of the fact that the
Alfven wave velocity appears to be much greater than the
sound wave velocity in the neighborhood of the plasmapause.
First note that m can become infinite for certain values
of z andl , because the denominator T under the radical
can vanish.' However, because of the disparity between the
Alfven and sound velocities, this will occur only for fre-.
quencies very near tw =-ec 3 . This would indicate a sound
wave traveling almost parallel to the magnetic field lines.
It is not clear physically why this should be a singular
situation. One might be tempted to say the difficulty stems
from ignoring possible transport of pressure along the field
lines in the derivation of the Chew-Goldberger-Low equations.
These terms might be expected to aff~ct sound waves in a manner
similar to the way electrical resistivity affects the Guided
Alfven wave. However, it is easy to show that the same
singularity occurs if one uses the simpler isotropic hydro-
magnetic equations. In that case the pressure transport terms
should vanish identically because of the symmetry. However,
we shall not pursue this question, as the singularity of
appears to have little importance for the stability problem.
The quantity nm can also be written in the simple form
For values of U not too close to the singularity just dis-
cussed, we can ignore the sound wave velocities compared to
the Alfven velocity. That is, the fluid is perfectly com-
pressible. Finally, suppose that the x component of the
phase velocity of the disturbance is much less than the Alfven
velocity. This is a reasonable assumption, since we expect
the Kelvin-Helmholtz instability for phase velocities about
equal to the streaming velocity, which is itself much less
than the Alfven velocity. If this is true, n has the
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approximate value
It is interesting to note that this is the same value obtained
by Chandrasekhar (1961, p. 510) for the opposite case, an
incompressible fluid. Furthermore we see that in this fre-
quency regime, the properties of m are almost independent of
the physical properties of the fluid. For real values of 4
and 2 , which is what we shall consider, m is almost purely
imaginery; the wave does not propagate in the z direction, but
has an exponential behaviour. We shall use these results
later to estimate the onset of instability for this model.
Now that we have chosen m so that the system of equations
(4.1) has a non-trivial solution, we can express all the
perturbation quantities in terms of one of the fluid velocity
components. We shall choose to express all the other quantities
in terms of -14 , the component perpendicular to both the
ambient magnetic field and the streaming. These "polarization
relations" are
-j= ( -, 4.5.1
C .2
b#~T
M-M .3
6 (A + r .4
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z= - ~.5
b .6
El = lye.7
- kwA + UM.8
r P 7.PC fA} .9mmT Ve
These relations are required later to obtain an explicit
dispersion relation. A number of properties of the disturbance
can be deduced directly. Using the approximate formula 4.4,
and 4.5.1, .2, and .3, we see that the wave motion in a
plane perpendicular to the ambient magnetic field is almost
elliptically polarized. In fact, since it will be found later
that -A is usually much larger than I, the polarization is
almost circular. When the frequencies and wavenumbers almost
satisfy the conditions for the singular Alfven wave discussed
previously, the motion parallel to the magnetic field is
very small, i.e. the wave is almost transverse. On the
other hand for conditions approximating the parallel sound
wave singularity T is very small and the wave is almost
longitudinal.
Finally, we note that in the absence of any boundary,
the equations we have used possess complete isotropy in a
plane perpendicular to the ambient field lines. We could
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therefore without loss of generality take our x and z axes
in such a manner that there is no dependence on z, i.e. so
that -in is zero. This gives a relation between 7 , -k and
-P which describes the propagation of hydromagnetic waves in
a homogeneous fluid subject to the Chew-Goldberger-Low
equations. These waves have been studied by Trehan (1965),
and much more completely by Abraham-Shrauner (1967). They
have phase velocities which depend on direction with respect
to the ambient magnetic field, but are independent of fre-
quency. However, the most interesting property is the existence
of two distinct instabilities for sufficiently large sound
velocities (compared to the Alfven velocity). If the parallel
sound velocity is sufficiently large the firehose instability
occurs. This is usually explained by saying that the centri-
fugal force of the particles traveling along the perturbed
field lines overcomes the combined effects of the perpendi-
cular pressure and the magnetic restoring force. The second
instability occurs if the perpendicular pressure is sufficient-
ly large. This instability appears to be the "Mirror" in-
stability discussed by Schmidt (1966). In both of these cases
the wave exhibits monotonic instability, as opposed to over-
stability. It is important to emphasize that these two in-
stabilities depend on the properties of the fluid rather
than on the geometry, unlike the Kelvin-Helmholtz instability.
It is unlikely that these two instabilities are of importance
in the present study because of the presumed small values of
the sound velocities.
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In the next section we shall consider the boundary
conditions which must be satisfied when two dissimilar, but
homogeneous halfspaces are in contact. This in turn will
lead to formulation of the dispersion relation with which
we can decide the question of stability.
2. Boundary Conditions and Dispersion Relation.
The electromagnetic and mechanical conditions which
must be satisfied at the interface between two conducting
fluids are treated in most standard textbooks. A particu-
larly useful treatment is given by Kelcher (1963, chapter 2).
His development will be followed here, without giving all
the more obvious details.
Let the interface in the ambient (unperturbed) state be
a flat plane. Any small fluid element which initially lies
on this boundary will always lie on it. However, in the per-
turbed state the shape of the boundary will change as these
fluid elements are displaced up and down. Let the displace-
ment be denoted by (X.) . The shape of the interface
is therefore represented by the equation
F ) ,g)et)= (,, = a 4.6
Because the fluid elements are permanently attached to the
boundary, the function F satisfies the equation
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= -- +i-F o 'dt at
In the Fourier transform domain this becomes, using the
definition of F
i(. -U--e- A )IT 7 4.8
We have assumed that the perturbations are small, so this
can be linearized to give the result
4.9
Note also that
AAF +4.10
is a vector normal to the perturbed boundary. To second order
in the perturbation amplitude this is a unit vector. With
these preliminaries completed, we are ready to formulate the
boundary conditions.
Since two fluid elements cannot occupy the same space,
it is obvious that the normal component of displacement,
must be continuous on passing through the boundary.
Secondly, the stresses exerted on the boundary by one material
must be the same as those exerted by the material on the
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opposite side of the boundary. To find these stresses we
form the scalar product of the normal vector (given above)
and the total stress tensor. This tensor, including both
fluid pressure effects and magnetic stresses, is given to
first order in the perturbations by
After forming the scalar product and performing some algebraic
simplification using equations 4.5, we find that the stresses
on the boundary are
O + 2. . 4.12.1
' 11+ .2
- ~L 13 loxe~ A
The ambiguity in sign appearing in 4.12.3 results from the
fact that the solutions of the original differential equations
may be either exponentially growing or exponentially decaying
functions of z. The wavenumber was previously defined to
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have a zero or negative imaginery part. Now it is reasonable
to assume that the behavior of the perturbed boundary (the
plasmapause) should be relatively independent of conditions
far from the boundary (i.e. at the top of the ionosphere or
at the magnetopause). Therefore we shall use only solutions
which decay exponentially away from the boundary. This re-
quires using the minus sign in 4.12.3 below the interface
(negative z) and the positive sign above the interface.
The ambient magnetic field B has been assumed continuous
in this model (although that assumption was not necessary).
Then the x and y components of stress are continuous if P
is continuous. This is an additional restriction on the
ambient model. Note that there is no condition on P1 and it
may differ for the two half spaces. The z component of stress
leads to a new condition. If we denote the materials above
and below the interface by the subscripts 1 and 2, continuity
of the z component of stress requires
6~~~(-f [Pr.~ Z1 ~Q) + TZf A I-) *1
(Recall that we have taken a coordinate system fixed in the
denser half-space, so ", - c and W2. = c--AU.) This ex-
pression is the dispersion relation for the two half-space
problem. It provides a relation between w , 4 and 2
which must be satisfied in order for a solution to exist for
the problem as posed. We shall study the dispersion relation
5
in detail in the next section. But first, we will show that
satisfaction of these two mechanical conditions also ensures
that the appropriate electromagnetic conditions are satisfied.
The electromagnetic boundary conditions are continuity
of the normal component of the magnetic field, and continuity
of the tangential electrical field. The normal component of
the magnetic field is found by taking the scalar product of the
magnetic field (including the ambient field) and the normal
vector VF . It is found that this normal component is indeed
continuous, and in fact, vanishes. This is not a surprising
result. In the ambient state there was no normal component
of magnetic field. Furthermore, the field lines are stuck
to the infinitely conducting fluid, and since no fluid crossed
the perturbed boundary, neither did the magnetic field. The
electric field condition is more subtle. If we pick a point
on the boundary, it is the tangential field measured in a
coordinate system moving with this point that must be con-
tinuous (shercliff, 1965, p. 126). Let primes denote variables
referred to this latter coordinate system, while unprimed
variables denote measurements made in the "fixed" coordinate
system we have been using up to now. The point chosen for
reference on the boundary will be moving with a velocity
(-Lt'F)VF with respect to our fixed system. Then we can
write
E= + (VP)VF x (C 4.14
)0
The tangential component of E , which is just
must be continuous. Substituting for the unprimed variables
from equations 3.27 and linearizing yields
[E j= [J* U ) 4.15.1
.2
where the heavy brackets denote the jump in the variable upon
crossing the boundary. It is obvious that these jumps are
consistent with those computed from the polarization relations
4.5.6 and .7. Thus both the mechanical and electromagnetic
boundary conditions are satisfied by the solutions given.
3. Properties of the Dispersion Relation
A number of properties of the dispersion relation are
immediately obvious from equation 4.13. To begin with,
note that the equation could be written in terms of the x
and y components of phase velocity instead of using the fre-
quency and the two wavenumbers. This would seem to simplify
the expression by replacing three variables by two. However,
this is of no great advantage in the present discussion,
because we will always keep . fixed for a given model.
Secondly, the densities of the two half-spaces enter not only
through their ratio, but also the densities enter indirectly
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through their effect on the Alfven and sound velocities.
The dispersion relation can be rationalized to give an
algebraic equation. To do this, place the terms on opposite
sides of the equation, multiply through by 4-SS , and
square. The result is
nif-ft~ Z).~T 3= r-10- VAz 2. 4.161!hi,) VA21J T 53 2. SZ .
Now from 4.2 we see that S is of fourth degree in W ,
while T is of second degree. Thus 4.16 is a tenth degree
polynomial in w.3 . Generally speaking, all powers of w
lower than ten will also occur, so no analytic solution
can be given. Fortunately not all of the ten solutions will
be of interest in the stability problem. Many of the solutions
will violate the restriction imposed on the imaginery part of
m, i.e., they will lie on the wrong Riemann surface. Since
there are two radicals, M, and mz involved, there will be
four Riemann surfaces. However, because of the form there
appear to be many more. Specifying the signs of the radicals
in the numerator and denominator independently would seem
to give rise to new Riemann surfaces, but since these
radicals occur only in the combination forming m , the
sheets defined in this way are not really distinct.
The equation can be simplified considerably by choosing
special values for the model parameters. If the density is
taken to be the same in the two half-spaces, then the Alfven
4a
wave velocities and perpendicular sound velocities are also
the same. However the streaming velocities and the parallel
sound velocities are different on the two sides of the
boundary. By laboriously multiplying out the terms in 4.16
it can be shown that the tenth degree term cancels out for
this case, reducing the degree of the equation to eight. This
indicates that there are two solutions of 4.16 which depends
for their existence on the density contrast, and have no
counterpart in a uniform density model.
In a similar manner, if the sound velocities are taken
to be zero on both sides of the boundary, the degree of the
polynomial is reduced to six, so there are four solutions of
4.16 which can be attributed to finite sound velocities.
Despite the reduction in degree, all lower degree terms in
are still present, and solutions cannot be found analytically.
Consider finally the case in which there is no streaming.
In this case the degree of the dispersion equation is not
reduced at all. Thus there are no solutions which depend
upon the streaming for their existence. All solutions of
4.16, including any unstable modes, are modifications of
modes which exist in the absence of streaming. Elimination
of the streaming does give the equation more symmetry. In
fact it becomes a fifth degree equation in w2z This means
simply that the waves traveling in the positive and negative
x directions have the same speed, a result which is not true
in the presence of streaming.
Since it is obvious that we cannot obtain exact solutions
to 4.13 analytically, let us consider an approximate solution
in the regime where one would expect the Kelvin-Helmholtz
instability. We will use the approximation 4.4 for rn .
This is valid if the sound velocities can be neglected, and
the phase velocity parallel to the streaming is negligible
compared to the Alfven velocities. Then equation 4.13 be-.
comes simply
C3 VA I + ()- VAI 0oLf1
This is a quadratic in cA whose solutions are
60 ~ ~ ~ ~ V I -L~& ± 4 ~ avlv) - 4.18U
Note that when the streaming vanishes, these solutions are
guided Alfven waves with speeds determined by the average
density. There can be complex, thus unstable, solutions if
the quantity under the radical is negative. This occurs if
-AU/21>-f (+%2)/2 4.19
The value of at which equality occurs in 4.19 is called
the point of marginal stability. The following observations
are of importance in interpreting this solution. First, if
-4 is smaller than the marginally stable value, 4.18
eLP4
represents two real frequencies and the solution is purely
oscillatory. In the limit of zero-k one solution is positive
(the wave travels in the positive x direction) and one solu-
tion is negative (the wave travels in the negative x
direction). With increasing 4 the speed of both waves
decreases with respect to the fluid. Eventually both waves
are travelling in the positive x direction and their speeds
approach the same value at the point of marginal stability.
For values of larger than this critical value, the two solu-
tions are complex conjugates. One solution is "overstable"
while the other is damped. The real part of the two solutions
is non-zero, so there is an oscillatory behaviour superimposed
on the growing or decaying exponential. However, note that
the instability would appear to be monotonic if we trans-
formed to a coordinate system moving at a speed 9 U/( 1 j
with respect to our present system. In fact, this speed is
just the x component of phase velocity of the wave as seen
by an observer on earth, and is a small fraction of the
streaming velocity detlermined only by the density ratio.
Note that there is an unstable solution for every -4
greater than the marginally stable value, and that the growth
rate increases with increasing -* (shorter wavelengths). If
the ambient model is perturbed by a localized disturbance (in
space), the result will always involve overstability, since
a localized disturbance must contain a very wide band of
wavenumbers. However, any effect which tends to increase the
marginally stable value of -* can be looked upon as a
stabilizing influence. In the present model this can be
achieved by increasing -S , VA 1 , VA2, or decreasing U .
The first two of these simply imply an increase in the restoring
force due to bending of magnetic field lines. Note that this
effect would be absent if the field lines were not tied to
the earth. In fact Chandrasekhar (1961) shows that (for an
incompressible fluid) the magnetic field has no effect if
the propagation vector is perpendicular to the field.
The third possibility indicates a stabilizing tendency
for decreasing streaming velocities. The result given here
is similar to that of Chandrasekhar (1961, p. 511). He
considers there an incompressible fluid with streaming parallel
to the magnetic field. He shows that no instability occurs
if the streaming speed is less than the root-mean-square
Alfven velocity in the model. Otherwise there is over-
stability, which can be transformed into monotonic instability
by choice of the proper coordinate system. Equation 4.19
can be interpreted similarly to mean that the disturbance is
stable if the average streaming speed U/2 is less than a
given factor times the R.M.S. Alfven velocity. However,
this factor is the ratio -1 , and -A can always be taken
large enough that instability occurs. For fixed 4 and 2,
increasing U also results in instability.
The present result appears to be at variance with certain
other previous investigations. Hess (1968, p. 352) considers
streaming parallel to the ambient magnetic field. He also
uses the isotropic magnetohydrodynamic equations and assumes
an adiabatic gas law between pressure and density pertur-
bations. All model parameters except the streaming velocity
are taken to be continuous across the boundary. With these
highly simplified conditions Hess finds four wave types. If
the Alfven wave speed is less than the sound speed, there will
be (depending on the streaming speed) either four oscillatory
solutions or two oscillatory solutions, a monotonically
damped solution, and a monotonically growing solution. The
unstable and damped wave occur only if ( Cs = sound velocity)
j Cs-Vf ) I j Cs- VAL 4.20
CS+ VA' +cs cIF4 VAz
Hess gives the upper limit, but does not mention the lower
limit, which his equations require. If the Alfven velocity
is greater than the sound velocity, Hess's results predict
overstability for streaming speeds less than a given value.
In fact, his results predict overstability for zero streaming
speed if the Alfven speed exceeds the sound velocity. Such
a model, recalling the assumptions made above, is a homogeneous
fluid, so these results must be viewed with caution.
It appears that there is an error in Hess's equation
(7.78), where the sign of the right hand side should be nega-
tive. In his notation, each side of this equation should be
proportional to dY in the appropriate halfspace; how-
ever 'l-d-eX(rM,Z) in material one , while r- e x p (- m2 Z )
in material two. Nevertheless, Hess's equation (7.81)
gives the solutions to (7.78) for both signs of the right
hand side, due to the squaring used to derive this result.
However, as pointed out by Fejer (1964) in a similar study, we
cannot accept all the solutions until it has been shown that
they are solutions of (7.78) with the appropriate sign on
the two sides of the equations. There are perhaps elegant
means to test these solutions, but the present author has
simply examined numerically a few sets of data. In the first
case the ratio U /Cs was fixed, and the ratio VA/CS varied
through a large range. In the second case VA/C was fixed and
U/c. varied. The following results hold in every case
examined, and are assumed to be generally true. First, the
monotonically growing and damped waves found by Hess are
indeed solutions of his equation (7.78), with the sign
corrected. These waves probably are not important near the
plasmapause because they require that the sound velocity
exceed the Alfven velocity. It is difficult to decide
whether the oscillatory solutions occuring with the damped
and growing waves are valid solutions of (7.78) because the
wavenumbers Y), and rn, are purely imaginery, and can have
either algebraic sign. We will not pursue this further as
these waves have no special interest for the stability problem.
If the Alfven velocity exceeds the acoustic speed, it is
found that the overstable solutions do not satisfy the
corrected equation (7.78). In fact there appears to be an
area in parameter space where (7.78) has no solutions at
all, stable or oscillatory.
Let us consider what this means. The condition violated
by the overstable waves is the requirement that the wave
amplitude decay exponentially at z = ± w . For these waves
to exist, an infinite amount of energy must be put into the
model at either + oo or - oo , and it is put in at a rate
increasing exponentially with time. Thus the growing wave
energy seen by an observer near the interface is energy
that was externally introduced at infinity, not energy supplied
by the streaming of the fluid.
On the other hand when the original vanishing conditions
at infinity are used, we see that there may not be any
solutions to (7.78). This does not mean that the perturba-
tion problem has no solution. As was discussed previously
(chapter II), the roots of the dispersion equation represent
poles of the Fourier transform. These contribute to the
inverse Fourier transform integral which yields the solution
in space-time domain. In the case considered the Fourier
transform has no poles. But there may still be contributions
from other mathematical singularities. In particular, there
will be contributions due to the branch points associated with
the wavenumbers n and 2 ,. Although we will not pursue the
problem further here, the latter contributions will have quite
different properties from the pole solutions.
In the limit of infinite sound speed, the solution of
Hess should presumably agree with that of Chandrasekhar. In
fact, the corrected (7.78) does agree with Chandrasekhar's
equation (202) when the parameters are properly chosen in
the latter equation. Two of Hess's solutions go over into
those of Chandrasekhar, while two approach infinite phase
velocity, and have no analogues in the incompressible model.
The fact that Hess's solutions are monotonically unstable
while those of Chandrasekhar are overstable is only a question
of the frame of rest of the observer. Chandrasekhar's
stability condition is obtained from the lower limit of the
inequality 4.20.
It is worthwhile to note that a number of other investi-
gators have succumbed to the same pitfalls. In particular,
Talwar (1965) solved the same problem using the Chew-Gold-
berger-Low formalism, and came up with almost the same
results. In particular, he found overstable modes which would
occur in his model even if the streaming vanished and the
fluid were homogeneous. The present author has not checked
those results numerically, but they must be held suspect. In
the case of the presumably valid monotonic instability found
by Hess, Talwar finds an additional restriction imposed by
using the Chew-Goldberger-Low equations. He states that
there can be no instability unless the ambient perpendicular
pressure is less than twice the parallel pressure.
Another paper of considerable interest for the present
discussion is that of Rao, Kalra, and Talwar (1968). They
use the Chew-Goldberger-Low formalism to investigate stability
when the streaming is perpendicular to the ambient magnetic
field, which is the model considered in the present work. In
order to obtain analytic results, they assume that the two
halfspaces are identical except for their streaming speeds.
Furthermore, the propagation vector is taken parallel to the
streaming. They find monotonic instability for relative
streaming speeds satisfying
O< U2 < 2 (Zc+V+ ) 4.21
At first sight one is cautious about this result. It is
somewhat difficult to check this answer until one realizes
that the dispersion relation given by those authors has
already been squared. It is found that the above result is
indeed correct. Furthermore, when the streaming vanishes and
the model is a homogeneous fluid, the growth rate vanishes.
They interpret the above result to mean that a magnetic field
is destabilizing, in the sense that increasing the magnetic
field strength increases the interval of unstable streaming
speeds. It happens that the perpendicular sound speed and
the Alfven speed enter the problem only in the combination
given above, so increasing the ambient perpendicular pressure
is destabilizing in the same sense. The result 4.21 is also
valid if we take Cz= 0.
Let us examine how this result is modified if the
propagation vector is not parallel to the streaming. To
do this we assume that both the sound speeds vanish. Further,
let the two halfspaces differ only in streaming speeds. Then
equation 4.13 can be rationalized to yield a quadratic
equation in (+ -k U/.2) . Let Cx= + ) . Then the
solution to the quadratic is
[+Vk~JL][a~~~+A1 4.22
The solution 4.18 can be recovered from 4.22 by expanding
in powers of U/VA and using the negative sign.
The above solutions can never be overstable as the
quantity under the radical is positive. However the solu-
ions can be monotonically unstable if
\/ < < (2.+ ./ \JL< 4.23
The discussion of 4.18 has dealt with the lower limit in this
inequality. The upper limit corresponds to the result of
Rao et, al.. The growth rate in the region of unstable
streaming speeds has a maximum where
U = 4 (1+ - ) VA2  4.24
and vanishes at either end of the range. It is interesting to
rewrite 4.23 as a condition on - ,
.e . < -24.25
4U4 - 2
4vA
(This expression is of course not valid forA= o , since
does not enter 4.23 in that case.) From 4.25 it is seen that
for a given model (fixed U , VA , and -e ) there can be no
short wavelength limit to instability unless U >8VA .
Thus the upper limit will be of significance at the plasma-
pause only in very exceptional cases. On the other hand,
measurements indicate that the solar wind is both supersonic
and super-Alfven (Spreiter, Alksne, and Summers, 1968).
In the very short wave length limit the magnetopause in the
neighborhood of the dawn or dusk meridian (where the present
model would apply) may be stable.
Although the model considered in the last few paragraphs
is very specialized, it is likely that the results generalize
in such a way, that there will always be a range of unstable
streaming speeds, which is determined by a rather complicated
average of the Alfven and sound speeds in the model. For the
most part, we shall consider only the lower limit of this range.
The approximations used to derive 4.17 and 4.18 can also
be used to find solutions on the non-physical Riemann surfaces.
We shall not pursue this here, but merely point out that the
solutions depending for their existence on the density con-
trast lie on the Riemann sheets on which the imaginery parts.
of M, and M2 have opposite signs. These solutions are
stable, and as the density ratio approaches unity, one of
the pair of solutions analogous to 4.18 goes off to infinite
frequency, while the other approaches a finite frequency.
The theoretical and approximate results obtained in
this section can be summarized as follows. If the streaming,
magnetic field, and propagation vector are parallel, results
found in the literature predict an instability for an interval
of streaming velocities, provided that the composite sound
velocities in the model exceed the composite Alfven velocities
in some specified manner. We have found this to be a valid
instability, and it will exhibit monotonic growth in the proper
coordinate system. If the Alfven velocities exceed the sound
velocities, the literature predicts overstability for stream-
ing speeds less than some value. We find that these in-
stabilities are not physically valid because they violate the
radiation conditions originally assumed.
If the streaming and magnetic fields are perpendicular,
the literature predicts a valid instability for the wave
vector parallel to the streaming and the streaming speed
less than some value. We have found for vanishing sound
speeds and a general propagation direction that this unstable
region of streaming speeds is bounded below by a non-zero
value. In the latter case finite sound speeds might also
lead to an overstability, but presumably such an instability
would not be valid.
Whether the streaming is perpendicular or parallel to
the magnetic field, there will be no short wavelength
stabilization unless the streaming speed exceeds both the
sound speeds and the Alfven speed by a considerable amount.
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In the next section numerical results are given for
models which in some way might represent the plasmapause.
4. Numerical Results for Specific Models
The approximate theoretical results of the last section
provide a useful guide for computing results in more compli-
cated models. In the following paragraphs we will discuss
numerical results for two simple models that may encompass most
reasonable models of the plasmapause in the two half-space
approximation. The chief differences between these and the
idealized models considered in the last section are the re-
tention of non-vanishing sound velocities. Furthermore, since
we have not considered theoretically in any detail the effects
of the sound velocities, we will present calculations in one
of the two models for a wide range of sound velocities.
As discussed in the introductory chapter, it is well
known that the physical parameters which describe the plasma-
pause change slowly with time. Therefore, any model that one
constructs will be valid only for a limited time. Our first
model is based roughly on the early data presented by Car-
penter (1966). We take the density ratio to be .05, with the
more tenuous plasma (~ 5 ion/cc.) outside the plasmapause. The
boundary is taken to lie at seven earth radii from the earth's
surface. Assumimg a perfect dipole magnetic field, with a
surface value of .3 Gauss, the Alfven velocity is computed
to be 197 km./sec. inside the boundary, and 880 km./sec.
outside. These values are in the range given by Dawson (1966).
In the absence of better information, we take the interior
plasma to be co-rotating with the earth, and the exterior
plasma to be at rest. This gives a streaming velocity, at
this distance, of 3.25 km./sec., Actually, according to
the flow pattern of Axford and Hines (1961) the streaming
would be in the opposite direction at the noon meridian, but
this has no particular effect on the numerical results except
to change the direction of propagation of the unstable wave.
The value of the streaming speed may still be reasonable. The
sound velocities are taken to be equal, and are computed using
a perfect gas law, assuming a temperature of 10,000 degrees
Kelvin. This gives a value of approximately 30 km./sec. in
the denser medium.
The most difficult number to estimate is the wavelength
along the magnetic field lines, chiefly because our assumption
of a cartesian coordinate system is so crude. In the present
model, we have taken this wavelength to be the length of a
dipole field line passing through the equatorial plane at a
distance of seven earth radii, and reaching down to an altitude
of about one thousand kilometers. This yields-) = 3.2x10- 6
cycles/km.. This value is almost certainly too small, because
it has the effect of assuming that the field strength every-
where along the line is the same as its equatorial value, while
in fact the field strength increases with decreasing altitude.
Thus this model should lead to somewhat "pessimistic" estimates
of the stability. The model parameters are repeated in Table
4.1.
We will describe briefly the computer program used to
make the following computations. First, a solution w predicted
by equation 4.18 is calculated for a given value of -A.
Using this as a first estimate, the left hand side of the
dispersion relation 4.13 is computed. The estimate of W is
varied slightly and the left hand side is recomputed. Using
these two values of the dispersion function an improved
estimate of the solution is computed using Newton's chord
method. The process is repeated until the solution does not
change within some tolerance. The magnitude of the dispersion
function is also checked to assure that the solution found is
valid. This method has the advantage that there is no difficulty
introduced by rationalization of the dispersion function.
All computations are performed in complex arithmetic, and
the branches of the radicals m1 and Ma are carefully chosen.
This method is open to the criticism that the results are
strongly biased by the initial estimates of the solution, so
that we find only what we are looking for. There could per-
haps be unstable solutions which do not fall within the scope
of equation 4.18. In order to guard against this, contour
maps of the dispersion function (real and imaginery parts
of tw varying) were prepared for a number of values of
These will not be presented here, as they are uniformly
bland. No other unstable solutions were indicated.
Inside Boundary
100 particles/cm3
197 km/sec.
30 km/sec.
30 km/sec.
0
3.2110-6 c/km.
Outside Boundary
5
880
135
135
3.25 km/sec.
3.2110-6
Table 4.2
Parameters for model II
Inside Boundary Outside Boundary
100
500
30
30
2740
135
135
0 3.25
2x10~4 c/km. 2x10~4
C11
c i-
U
F
VA
C11
c
V
Table 4.1
Parameters for Piodel I
.1 0-
.05-
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Figure 4.1 Dispersion curves for model I. Parameters for
this model are given in Table 4.1. Wavenumber given in
cycles/1000 km, frequency given in cycles/100 sec.
In figure 4.1 are shown the computational results for this
model, as seen by an observer moving with the earth. These
are presented as curves of wave frequency versus wavenumber
parallel to the streaming velocity. Note that the wave periods
are typically one half to one hour, and the wave lengths are
500 to 1000 kilometers (one twelfth to one sixth of an earth
radius). The tranch A of the curve is an oscillatory, forward
traveling wave, while ? is oscillatory tackward trpveling.
As the wave length decreases, the speeds of both of these
wave types decreases with respect to the earth. Fventually
the two waves coalesce at roint C, and thereafter brench D
rerresents a damred and a growing wave of the same period and
phase speed. The growth rate is shown in figure 4.2 . This
is defined here to be the reciprocal of the time reouired by
the wave for the amplitude to increase by one decibel (i.e.
by a factor ~ 1.122), The growth rate increases inversely
with wave length, and rapidly becomes as large as the wave fre-
quency. In this sense the Kelvin-Helmholtz instability is a
strong instability. Computations for wave lengths much shorter
than those shown (i.e. the si7e of an ion Larmor radius)
indicate that the growth rate is still increasing. As indicated
by the discussion in the trevious section, there is no short
wave length stabilization at this streaming speed. Fven for
sourd speeds on the order of 30 km./sec., as used in this
section, the solutions are very close to those given by equa-
tion 4.18 . In fact, it is found numerically that the two
.6
.4
0
1.2 1.6 2.0 2.4
waven umber
Figure 4.2 Growth rate for model I. havenumber given in
cycle/1000 km, growth rate given in decibels/100 sec.
wavenumbers m, and m 2 are very close to-i 4 , as given by
equation 4.4. This means that the solutions, both stable and
unstable, are surface waves strongly confined to the boundary.
In figures 4.3 and 4.4 are plotted the phase velocities of
the wave. Figure 4.3 represents velocities parallel to the
streaming, while 4.4 is the velocity parallel to the ambient
magnetic field. Note that the former are commensurate with
the streaming speed, while the latter are much larger and are
in the range of the Alfven speeds in the two fluids. This
indicates that the surfaces of constant phase travel almost
perpendicular to the magnetic field lines.
The phase velocity (parallel to streaming) of the unstable
wave, with respect to an observer on earth is about .15 km./sec..
Whether we assume the co-rotation explanation of the streaming,
or the Axford-Hines pattern, the unstable wave will travel
from the dawn meridian toward the dusk meridian. However, in
the former case the wave will lag behind a point on the
earth's surface, while in the latter case, it will outrun
such a point. We consider only the latter case. To the
accuracy of the computation, the unstable wave is non-dis-
persive in the direction of streaming, and the group velocity
equals the phase velocity. If this velocity were valid for
all longitudes, which it won't be, the wave would travel from
the noon meridian to the dusk meridian in 4.5 hours. (Re-
member that the coordinate system is rotating with the earth).
It is not possible to say how much the wave amplitude would
1.0,
C.
77 1 -)
Figure 4.3 Phase velocity parallel to streaming for model I.
Wavenumber is in cycles/1000 km, phase velocity In km/sec.
300.
C
0
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Figure 4.4 Phase velocity parallel to ambient magnetic field
for model I. Wavenumber given in cycles/1000 km, thase velocity
in km/sec.
have grown in this length of time, since the growth rate can
be made as large as desired by choosing a short enough wave-
length. This is a major drawback of the two half-space model.
It is interesting to note that the most unstable portion
of the plasmapause, in the sense of having the longest wave-
length at the point of marginal stability, is the region
around the dusk meridian. All magnetospheric models show
the greatest relative streaming speed between the tenuous
outer plasma and the inner co-rotating plasma occuring in this
region. The fact that many experimental studies show sig-
nificant time variation, and perhaps turbulence, for the late
afternoon sector of the plasmapause may indicate presence of
the instability considered here.
The fact that the component of phase velocity along the
ambient magnetic field is commensurate with the two Alfven
velocities may be important in the understanding of the hydro-
magnetic emissions known as pearls. Pearls usually have much
higher frequencies than the wave considered here, and
correspond to very high order modes, i.e. many cycles are
fitted onto the field line between the points where it enters
the ionosphere (Sill-., 1967). But this latter fact simply
means that the wavenumber2 for the pearls is much greater
than the value assumed here. From the formulas given in
section 3 of this chapter we see that a larger value of I
will cause the frequency to be higher, and the point of mar-
ginal stability will occur at much shorter wavelengths. It
appears that the formulas of this chapter might apply to
pearls. If this is true, these emissions would be strongly
confined to the plasmapause interface, and would drift slowly
eastward. (At the wavelengths usually observed the wave would
probably be stable.) There is a small amount of evidence that
these properties have actually been observed (Madden, 1969).
In particular it is not uncommon that particle densities
determined by use of pearl dispersion data lie between those
seen on the two sides of the plasmapause by other methods.
This explanation of the pearls does not of course shed any
light on their source mechanism, but does perhaps indicate
that we should look for this mechanism in the region around
the plasmapause.
The parameters for our second model are shown in Table 4.2,
We have decreased the density ratio to .0333, assuming now
that the particle density outside the boundary is about 3
particles per cubic centimeter. The Alfven speeds have been
increased to values more in keeping with those now found in
the literature (c.f. Dungey, 1968). The streaming velocity
and sound velocities were not changed. The most important
change is the increase of the wavenumber parallel to the
magnetic field. The value in Table 4.2 was obtained by using
the given Alfven speeds and the one minute period of the first
pearl mode computed by Sill (1967). This prooedure yields
the length of a constant strength field line which would
result in the same wave period as the actual field line. The
~E] flTV~V
differences between this model and the previous model are all
in the direction of stabilization, but at short enough wave-
lengths the disturbance will still be unstable.
The results for model II are shown in figures 4.5 to 4.8.
The wave periods are now on the order of one to five minutes,
and the wavelengths parallel to streaming are around fifty
kilometers. These values are sufficiently larger than the
cyclotron frequency and ion Larmor radius that the macro-
scopic equations should still be valid. The wave-length at
marginal stability is forty one kilometers. The velocity
parallel to streaming is about .1 km./sec., A disturbance
generated at the noon meridian would require about five hours
to reach the dusk meridian. Increasing the streaming speed
would decrease this time, but for almost any reasonable model
the travel time from noon to dusk would be a few hours. The
chief differences between models will be the periods, wave-
lengths, and growth rates. (This point is also emphasized by
Lerche (1966)).
It is evident from figure 1.1 that the effective streaming
speed varies with longitude. However, if it changes only
slightly over distances of a few thousand kilometers (which
seems to be the case) the results obtained here should be
valid locally. Referring to figure 1.1 we can make the
following general comments. Disturbances generated at any
local time between midnight and the early afternoon will tend
to travel in the same direction the earth is rotating, but
07
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Figure 4.5 Dispersion curves for model II. Parameters for
this model are given in Table 4.2. Wavenumber given In
cycles/1000 km, frequency viven In cycles/100 sec.
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Figure 4.6 Growth rate for model II. Wavenumber given in
cycles/1000 km, growth rate in decibels/100 sec.
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Figure 4.7 Phase velocity parallel to streaming for model II.
Wavenumber criven in cycles/1000 km, phase velocity given in
km/sec.
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Figure 4.8 Phase velocity parallel to ambient magnetic field
for Todel II. Wavenumber riven in cycles/1000 km, phase
velocity in km/sec.
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slightly faster. Disturbances generated in the late evening
sector (e.g. local 10 P.M.) will tend to move back toward
dusk, and for a given wave-length, will grow more rapidly
than disturbances on the day side. The motions outside the
plasmapause in the dusk sector will be extremely confused,
and the proximity to the magnetopause may be as important as
the other factors considered. Nevertheless, because the waves
considered here are strongly confined to the plasmapause
boundary region, the Kelvin-Helmholtz instability may be
important.
To summarize, the chief difficulty with the two half-
space model is the prediction that the perturbed boundary is
always unstable. One possible solution to this dilemma might
be to consider a finite transition zone rather than a sharp
boundary. In the next chapter we will approximate such a
transition zone by a number of discrete layers, each with
constant parameters. However, before proceeding to that
problem, we will examine how the results for model II above
are affected by drastically increasing the sound velocities.
For convenience in what follows we will assume that the
ratio of parallel to perpendicular sound speed is the same
in both half-spaces. In figure 4.9 is shown the curve for
wave period versus wave-length in the direction of streaming
for the case where the two sound speeds equal the Alfven
speed in the appropriate half-space (500 km./sec. in medium 1,
2740 km./sec. in medium 2). This is the extreme case that will
112
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Figure 4.9 Dispersion curves for model II wAith modified sound
speeds. Parallel and perpendicular sound speeds are set ecual
to the Alfven speed. Wavenumber given In cycles/1000 km,
frequency In cycles/100 see.
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be considered. It is seen that the shape of the curve is
not dramatically altered from that of figure 4.5. The chief
difference is an increase in frequency at long wave-lengths
and a strong increase in the wavenumber at marginal stability.
In figure 4.10 is shown the dependence of this latter quan-
tity on the sound speed for speeds between the limits re-
presented by figures 4.5 and 4.9. The curve is smooth, and
shows a steady increase of wavenumber with increasing sound
speed.
Somewhat more interesting results are obtained if one of
the two sound speeds is set to zero while the other is set
equal to the appropriate Alfven speed. In figure 4.11 the
perpendicular sound speed has been set equal to zero. As
far as the Kelvin-Helmholtz instability is concerned, the most
interesting result is the fact that the marginally stable wave-
number is smaller even than that in figure 4.5. Increasing
the parallel sound speed (and thus the ambient parallel
pressure) has had a strong destabilizing effect on the model.
(Setting the perpendicular sound speed to zero had little
effect on this result, as can be shown by restoring it to
its value of figure 4.5). It appears that this effect may be
related in some way to the firehose instability, although that
instability ordinarily occurs only when the wave vector is
parallel to the magnetic field.
In figure 4.12 is shown the converse case, where the
parallel sound velocity has been set to zero. This case is
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Figure 4.10 Variation of wavenumber at point of marginal
stability with sound speed for madified model II. Wave-
number given in cycles/1000 km, sound speed in km/sec.
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Figure 4.11 Dispersion curves for modified model II. Per-
pendicular sound speed equal to zero, parallel sound speed
equal to the Alfven spe-d. Wavenumber In cycles/1000 km,
frequency in cycles/100 sec.
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Figure 4.12 Dispersion curves for modified model II.
Parallel sound speed equal to 7ero, perpendicular spe-d ecual
to the Alfven sreed. Wavenumber in cycles/1000 km, frequency
in cycles/100 sec.
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more stable even than when both sound speeds are equal to the
Alfven speed. The shape of the overall curve is not much
different from figure 4.5, and near the marginal stable point
it is hardly altered.
The results of these not completely exhaustive computations
indicate that the ambient parallel pressure tends to de-
stabilize the Kelvin-Helmholtz instability, while the ambient
perpendicular pressure tends to stabilize it.
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Chapter V
Stability of a Layered Transition Zone
1. Matrix Formalism for a multilayered Fluid
In the present chapter we shall approximate the plasma-
pause by a finite transition zone consisting of a number of
discrete "layers", each having constant parameters. This model
has the same flaws as the two half-space model in that the
boundaries between layers are sharp, and changes take place
over distances less than an ion Larmor radius. Furthermore,
the layer thicknesses must be larger than the ion Larmor
radius. We shall ignore for the moment these microscopic
problems, and assume that the macroscopic theory is valid.
The discrete layered approximation has been widely used
in electromagnetic theory, in acoustics, and in elastic wave
theory (c.f. Haskell, 1953). In those cases it can be shown
that in the limit as the number of layers becomes infinite
and their individual thicknesses approach zero, the multi-
layer solution approaches the solution for a continuous
model (Gantmacher, 1964). That this is true in the present
model is not obvious. The most convenient method to treat
any problem of this kind is to write the problem as a first
order matrix differential equation. In the electromagnetic
problems etc. the convergence of the multilayer solution
to the continuous solution resulted because the coefficient
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matrix of the differential equation had no singularities in
the finite part of the plane of the independent variable
( 2 in this case). As we shall see in a later chapter this
is not true for the present problem. In fact it is not true
for many problems which have instabilities, such as non-
viscous fluid flow, or atmospheric gravity waves in a jet
stream.
The singularity in the coefficient matrix of the differen-
tial equation has its analogue in the multi-layer approxi-
mation. As we saw in the last chapter, for certain combina-
tions of wave numbers and frequencies (corresponding to guided
Alfven waves or parallel sound waves ) the solutions to the
hydromagnetic equations in a uniform fluid are degenerate; all
the perturbation quantities cannot be determined. In the
multilayer problem the degeneracy occurs in only one layer.
However, for unstable solutions the degeneracy cannot occur,
and hopefully, the problem of degeneracy solves itself. (We
shall return to this problem in the next chapter).
The reason for considering a finite transition zone is
straight forward. The classical Kelvin-Helmholtz instability
is associated with a sharp boundary. Thus the question arises,
if we take a transition zone thicker than the wave-length of
marginal stability, but whose individual layer thicknesses
are much less than this wave-length, will the instability
persist? Furthermore, since we don't expect the plasmapause
to be a sharp boundary in space, we are interested in the
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effects of the gradients even if instability does persist.
Under the assumptions given above, the solution in any
given layer is the same as that given in the last chapter
for a homogeneous fluid. Furthermore, the boundary conditions
at the boundary between two layers are the same as those
given for two half-spaces. These results will be used to
develop a matrix formulation for this problem.
It will be convenient to use as dependent variables the
quantities which specify the boundary conditions between
layers, i.e. the normal component of displacement and the
normal stress on the boundary. Since each layer is of finite
thickness and has boundaries on either side, there will be
both upgoing and downgoing waves. Using the results of chapter
IV, and in particular equation 4.12.3, the dependent variables
have the form (in a given ayer)
A e + 5.1.1
= -iR(Ae - Be 5.1.2
where R -_P 5.1.3
Henceforward these expressions will be written in matrix form.
If the dependent variables are known at some point, say at
the top of the given layer, then the constant of integration A
and B can be found. (It will be convenient to take a new
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origin for the z coordinate in each layer, so that the top of
each layer corresponds to z=O). The constants of integration
are given by inverting equations 5.1 at z=O, with the result
A (*)(-]-- . 5.2I - FL4 1
We can now eliminate these quantities from 5.1 and obtain
R L37(o 0
5.3Fz(Z) Rsin a CosnE 5(o)
We shall write this in compact form as
(-= ) = On (Z) %(0) 5.4
The subscript denotes the layer in which this solution is to
be used, and the parameters from that layer are to be used in
computing the matrix * ( ) . This matrix is called the
"matricant" of the original system of differential equations,
and has a number of special properties. In particular, its
determinant is unity, so that the inverse matrix also exists.
In the special case where z = h , the thickness of the
layer, equation 5.4 provides a relation between the boundary
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conditions at the top and bottom of the layer. This case will
be used so often, that we will omit the argument and simply
write * The boundary conditions then require at interface
n that
Vn-* 1(oV VV,( ) ~V (0 5.5,1
Similarly, at interface n+1,
Vn = , = $I V,(o) 5.5.2
This process can be iterated, so that finally we can obtain a
relation between the dependent variables as they are measured
at the first and last interfaces,
(/M = V\, (0) 5.6.1
where (- TF ) 5.6.2
Now the first and last layers are actually halfspaces, so that
the solutions in them must vanish at positive and negative
infinity. This requires that B, and AN vanish. Then
taking into account equations 5.1 and 5.2, we can write
equation 5.6.1 as
oRNfI A,
I i.
B- I - - k. -L R, R, oR I
123
Assuming that A, does not vanish (if it did there would be no
wave disturbance) the first row of this system gives the
desired dispersion relation,
C1 + -2LRI( C. i+ iC2 = 5.8
Rw Rm
If we were to write out the matrix elements of C explicitly
this expression would be very complicated, but there is no
difficulty In devising computer programs to solve it numeri-
cally. One definite advantage of this formulation is that
any number of layers can be accomodated in the model without
changing the formal definition of the dispersion relation.
If the set of numbers w , -A , and . satisfy the dis-
persion relation, the system 5.7 is consistent, and we can
find the relation between the coefficients A, and BN,,
Oi2 Bt4 _L ~ a .. ;g i 
-
- L1 2  5.9A, RN R
Similarly, going back to equations 5.5, all the other physical
variables in the problem can be determined.
2. Properties of the Dispersion Relation
The most important information from the present point of
view, is knowledge of the way the dispersion function varies
as the thickness of the transition zone is changed. This of
course is a new piece of information which could not be
derived from the two halfspace model. To begin with, it is
very easy to show that the dispersion function is a function
of the frequency and wavenumbers only through the combinations
-4 ,/, and /& . This shows that if all the layer
thicknesses are enlarged by the same percentage, the frequency
and wavenumbers which satisfy the dispersion relation will be
decreased proportionately. That is, a thicker transition
will be characterized by a lower frequency disturbance, but
the phase velocities will not be changed. Unfortunately this
is not very useful information because this invariance
requires that the wavenumber I parallel to the field be changed,
while the really interesting case requires that - be held
constant as the transition thickness is changed.
In order to look at this problem more closely, we will
again make use of the approximation given by equation 4.4.
Now we can write the matrix as
j 5.10.1
Similarly we can write the matrix C as
C = COs . 5.10.2
and finally, the dispersion relation becomes
12 4
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C(OSh. 4. + 5.10.3
Now, as long as- is real, which is the only case of interest
here, none of the hyperbolic cosines will vanish, so we can
divide all these out, leaving only the factor in brackets as
the dispersion relation. This factor depends on the layer
thicknesses only through the terms containing hyperbolic
tangents. The hyperbolic tangent is relatively constant
for values of its argument greater than 1.5, increasing mono-
tonically from .9 to 1.0. This means that for large enough
values of 4 , models which differ only in the thickness of
their layers should have very similar dispersion curves. In
fact, if the wavelength in the direction parallel to streaming
is less than four times the smallest layer thickness, the total
transition zone thickness should have little effect on the
appearance of the curves, because the argument of the hyper-
bolic tangents will be greater than 1.5. To state this
another way, the streaming speed gradient and density gradient
will have no significant effect if they are less than some
minimum value.
It is worthwhile to point out that in the previous para-
graph we are considering changes in the dispersion results as
the layer thicknesses are changed, but the rest of the model
parameters are held constant. Now while the dispersion results
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may not change much in that context, it does not necessarily
mean that these results will resemble those from the two
halfspace model. This point must be decided numerically.
For a given streaming speed, we may hypothesize that the
value of-A at marginal stability for the present model will
be relatively near the value for the two halfspace model. (We
will check this numerically later). This then allows us to
estimate how thick the transition zone can be in order to
influence the unstable wave. For model II of chapter IV (see
figure 4.5) then it appears that the behaviour of the unstable
wave would be essentially the same whether we insert a transi-
tion zone of 10 kilometers thickness or one of one thousand
kilometer thickness, though neither of these will necessarily
resemble the two halfspace results closely. On the other hand,
reducing the thickness to five kilometers should produce a
significant change in the results for the unstable wave. One
must remember however, that the latter thickness is only a few
ion Larmor radii, so the changes may have no physical signi-
ficance.
Certain additional information can be extracted from equa-
tions 5.10. As in the previous chapter we will interpret the
dispersion relation as an equation for the determination of
) From 5.10.1 we see that the only frequency dependence
in the matrix -A resides in the factor R , and in the
approximation used here, RA depends on c only through the
factor '2 . As a result, by directly multiplying out theA
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various matrix elements, it can be seen that the dispersion
relation is equivalent to a polynomial in co . In the case of
no transition layers, the polynomial is a quadratic and is
identical with 4.17. If there is one layer in the transition
zone, the polynomial is of fourth degree. Each additional
layer raises the degree of the equation by two. The degree
of the polynomial specifies the number of its roots, so the
number of roots (or "modes") is two more than twice the number
of layers in the transition zone. This is an extremely
unusual result, as common experience in multilayer media is
that an infinite number of modes occur, even if there is only
a single layer between the two halfspaces. But it must be
remembered that we have found only the modes which satisfy
the condition in equation 4.4. There will be similar roots
occuring on the wrong Riemann surfaces, which can be found
by using other sign choices for the imaginery parts of n,
and hi, . Furthermore, there will be an infinite number of
other roots, some of which may lie on the desired Riemann
surface, which occur at frequencies so high that the M's
have a significant frequency dependence. These will have
significantly higher phase velocities in the direction parallel
to streaming than anything we have considered. In fact these
waves are probably related to the "isotropic" Alfven wave,
which is known to behave similarly to acoustic or electromagnetic
waves in a wave-guide. Since there is no reason to believe
that such waves are in any way related to the Kelvin-Helmholtz
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instability, we shall not consider them further.
The orecedinz Daragrarhs have covered about all that is
possible to determine analytically about the distersion relation
for this model. In the next section we shall consider numerical
results for multilayered generalizations of the models con-
sidered in chapter IV. The computer program used to obtain
the results in the next section was identical to that described
in chapter IV, except that the dispersion function was com-
puted by the formula given in section 1 of this charter.
3. Numerical Results for Multilayered Models
There are essentially three variables to be considered
in the oresent models. These are the total transition zone
thickness, the shape of the parameter profiles, and the number
of layers. From the last section we have reason to believe
that changing the thickness will have a profound effect only
if the thickness is small. In the present section we will con-
sider primarily models which have the parwietrs of the inter-
mediate layers increasing in equal steps from one half space
to the other, i.e. the parameter profiles are linear. However
we also consider one model in which the profile approximates
a hyrerbolic tangent, for comoarison with the continuoup
models of the next chapter. Only the density and streaming
sneed vary from layer to layer in any of our models. The
magnetic field and ambIent rrepsure components are all constant.
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The models in this section will be modifications of those
used in charter TV. In the first study, we shall consider
model I[ of charter TV (Table 4.2) with a transition 7one of
one layer added. recause of the linear variation of the para-
meters from one half space to the other, the density and stream-
ing soeed of the intermediate layer are the arithmetic means
of the corresponding parameters in the two half spaces. The
Alfven and sound soeeds will not be averages of the values of
the half spaces, because they are computed usinz the recip-
rocal of the density. In the next few paragrarhs we will examine
the effect of changing the thickness of the transition layer.
First consider the layer to be 5 kilometers thick. The
freouency versus wavenumber Darallel to streaming for this
model is shown in figure 5.1 . This curve should be comrared
to figure 4.5 . These two curves are quite different. Note
that branches A and B of 5.1 are very similar to branches A
and P of 4.5 . Similarly, branch C of 5.1 is similar to the
branch C of 4.5, but is displaced somewhat in frequency and
phase velocity. It is an unstable branch whose growth rate
increases monotonically with increasing wavenumber tarallel
to streaming. Branches D and F are unlike any of the branches
of figure 4.5 . These branches of the curve are closely re-
lated to the guided Alfven waves which would rropagate in an
infinite medium having the rhysical oroperties of the inter-
mediate layer. The dispersion characteristics of these latter
waves are 7lven by the straight lines
2.0
1.0
0 0.0
-1.0
16.
wavenumber
24.
Figure 5.1 Dispersion curves for three layer model with
intermediate layer of 5 kilometers thickness. Compare with
figure 4.5. Wavenumber given in cycles/1000 km, frequency
given in cycles/l00 sec.
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These are plotted as the dashed lines G and H in figure 5.1
It is seen that the branches D and F are asymototic to G . The
branch E of the curve, which lies between the continuous curves
A - D and P - F , Is a region of complex frequency reoresenting
a growing wave and a decaying wave. However, the growth rates
in region E are so small that the instability is of only lim-
itpd importance. The growth rates for rezions C and E are
shown in figure 5.2, which can te comoared to figure 4.6
It can be seen that the rate of increase (with wavenumlrer
of the growth rate for the model with the transition layer is
slightly larger than the rate of increase for the two half
scace model. In addition, the ocirt of marginal stability
occurs for smaller wavenumber (larger wave length) in the
layered model. Both of these effects suggest that this trar-
sition layer model is less stable than the two half soace
model.
It aonears that the disoersion curve for this transition
layer model is aoproximately the superoosition of the guided
Alfven curves for the intermediate layer, and a curve which
loolrs much like the basic Kelvin-F-lmholtz curve for two half
spaces. At small enough wavenumber its branches A and R over-
lay figure 4.5 . As we noted above, at large wavenumber Its
branch C is similar to, but not identical with figure 4.5
132
16.
4--)
Z8.
4)
0.
12. 20. 28. 26.
wavenumber
Figure 5.2 Growth rates for three layer model with inter-
mediate layer of 5 kilometers tlhickness. Compare with figure
4.6. Wavenumber given in cycles/1000 km, growth rate given
in decibels/100 sec.
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It is worthwhile to consider another two half space model with
which we can compare the transition layer model. Let us ignore
the less dense half space, and treat the transition layer as
a half space. The dispersion curve for this model is shown
in figure 5.3 . The curves for the transition layer model
are much more similar to figure 5.3 than to figure 4, 5 at
large values of.the wavenumber, although- agreement is still
not perfect. In the wavenumber range considered here, the
intermediate layer is thin enough that both half' spaces and
the layer- exertran influence on the dispersion curve, but the
similarity between figures 5.1 and 5.3 at large wavenumber
suggest that the disturbance is concentrated immediately above
and below the boundary of the more dense half space, and the
influence of the less dense half space is slight. This effect-
ively produces a decrease in both the relative streaming speed
and the density contrast. Decreasing the streaming speed tends
to make the model more stable, but in the present case this
is more than offset by the decrease in density contrasr,
which is destabilizing.
The analytic predictions of the previous section seem to
be borne out in that two new modes have been introduced by
the addition of the transition layer. One of these is rep-
resented by the ourve D - F, while the other lies near the
line H. This-la-tter curve is the inversion (through the origin)
of the curve, D - F.
Next, let us increase the thicknessof the intermediate
2.
o1.
0'
O.
-1.
0. 8. 16. 24,
wavenumber
Figure 5.3 Dispersion curve for two half-apace model obtained
by taking tranuition layer thicknesssto,ggAinfInite. Wave-
number given in cyples/1000 km, frequegii Qyoles/100 sec.
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layer, without changing any other parameter. Figure 5.4 shows
the frequency versus wavenumber parallel to streaming for a
layer thickness of twenty kilometers. The same computations
were performed for layer thickness of 100 and 1000 kilometers,
and the curves (not shown) lie almost perfectly on the curves
for 20 kilometers, in complete agreement with the analytic
predictions. In all of these turves, the unstable regions C
and E have merged, and the curves A - D and B - F are con-
tinuous. There ia really no intersection between B - F and C,
because the solutions for the former are real while those
of the latter are complex. It is w.brthwhile to note that at
large wavenumber (greater than 12) the branches A, B, and C
of figure 5.4 are extremely clope to the corresponding branches
of figure 5.3, indicating that the less dense half-space
can be ignored. Some generalizations can now be made about
this model with a single intermediate layer. First, at small
wavenumber (larger wave length) the two half-spaces dominate
the behaviour of the model, and the transition zone can be
ignored. At larger wavenumber (short wave lengths) the transi-
tion layer and the denser half-space dominate the behaviour.
As a result the growth rate will grow monotonically with in-
creasing wavenumber and the rate of increase may be either
larger or smaller than in the absence of the transition layer,
depending on theldensity ratio and the relative'sti'eaming
speed of the two half-spaces. In the model coeildered the
density contr&St was laige, and the transition model was less
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-.
0. 8. 16.
wavenumber
Figure 5.4 Dispersion curves for model with transition layer
thickness of 20 km. Compare with figure 5.3. Wavenumber
given in cycles/1000 km, frequency in cycles/100 see.
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stable than the model without a transition layer.
We copsider next the effect of further subdividing the
transition zone by the introduction of additional layers
with const&nt parameters. We consider only the case where
there are three layers in the transition zone, as the re-
sults can readily be generalized. Once again the parameters
increase step-wise linearly from one half-space to the other.
These are shown in table 5.1. The dispersion curve for this
model is shown in figure 5.5. This curve is quite complicated,
but is made up of branches which are analogous to those seen
in figure 5.1. Thus G3 is the dispersion charscteristic for a
guided Alfven wave in the third transition layer, and D3 is
the branch of the total dispersion curve which mimics G3. It
is not surprising that the agreement between the various
D-F branches and G branches is not so good as in the previous
model, because each of the layers in the transition zone is
very thin (1.67 km) and there will be a significant amount
of coupling between the layers. Increasing the thickness of
each layer leads to a result analogous to figure 5.4. For
large enough layer thickness all the unstable regions
coalesce into a continuous curve which is crossed by other
continuous curves that closely follow the Alfven character-
istics.
At large wavenumber the behaviour of the dispersion
curve is agair clbsely contr6lled by the more dense regions
of the model. This is shown clearly by figure 5.7. Curve 1
TABLE 5.1
Physical Parameters for Layered Model with Three Layers in the Transition Zone
Inside Boundary
100 particles/cc
500 km/sec
30 km/sec
30 km/sec
0 km/sec
2x10~' c/km
layer I
75.8
574
34
.81
2x10
Layer 2
51.7
696
42
42
1.625
2x10~4
Layer 3
27.5
953
57
57
2.44
2x10~4
Outside Boundary
3.33
2740
164
164
3.25
2x10-4
1.67 km 1.67 1.67
Variable
CK
C.L
U
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G3
2 . G
dG
C
D7-1 .
- - '
0.
-1.
0. 8. 16. 24. 32.
wavenumber
Figure 5.5 Dispersion curves for layered model with three
layers in the transition zone. Physical parameters for this
model are given in Table 5.1. Wavenumber given in cycles/1000 km,
frequency given in cycles/100 sec.
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is the dispersion curve (in the region about the point of
marginal stability) for a two half-space model having the
physical parameters of the more dense half-space and trans-
ition layer number one of Table 5.1. It agrees very closely
with branches B and c of figure 5.5. Curve 2 is a portion
Of the dispersion curve for a layered model having one
transition layer. The physical parameters of this model are
the same as those of the more dense half-space and transition
layers one and two of Table 5.1. This curve agrees very well
with branches E and D of figure 5.5.
The growth rate for this model is shown in figure 5.6.
Increasing the number of layers in the transition zone has
made the basic m6del even more unstable in the sense that the
point of marginal stability has been moved to lower wave-
number. Instability first sets in at about -A = 13 cycles/1000 km.
However, the growth rates are quite small for -4 less than 26.
For greater than 26 the growth rate increases monotonically
with increasing wavenumber, and is in good agreement with the
growth rate associated with curve 1 of figure 5.7. The rate
of increase is intermediate between that of the two half-
space model (shown in figure 4.6) and that of the model having
a single transition layer (shown in figure 5.2).
A t this point we can generalize the effect of further
subdividing a transition zone of fixed thickness. First,
there will be new Alfven modes for each layer added, Second,
the branch A of the curve, which represents part of the basic
0*
4)
0
o.
8. 16. 24,
wavenumber
Figure 5.6 Growth rate for layered model with three layers in
the transition zone. Wavenumber in cycles/1000 km, growth
rate in decibels/100 sec.
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Figure 5.7 Dispersion curves for simrlified models derived
from Table 5.1. Curve 1 is comouted for a two half-space model,
curve 2 for a model with one layer in transition zone.
Kelvin-Helmholtz pattern, will be replaced by an echelon
pattern of slightly unstable regions like B1-E 2 and E3'
Finally, at large enough wavenumber, the behaviour will be
adequately deseribed by a two half-space model formed from
the two most dense regions in the model. One of the results
of subdividing the model into more layers is to decrease the
density contrast and the streaming speed contrast between
adjacent layers. The density ratio for two layers will approach
unity, while the relative streaming speed approaches zero.
Thus a point of subdivision will be reached beyond which the
growth rate of branch C (at large wavenumber) will be less
than the growth rate for model II (figure 4.6). Further sub-
division can then decrease the growth rate as much as desired.
Although we understand the mathematical behaviour of the
multilayered model, there is still the question as to whether
such a model in fact approximates physical reality in the
plasmapause region. The decrease in growth rate achieved by
subdividing the transition zone into more and more layers
appeals to one's physical intuition. However, the importance
of the individual sharp boundaries is disturbing.
Furthermore, the proliferation of Alfven modes associated
with the individual layers seems artificial. We cannot in
fact evaluate the usefulness of the multilayer until we have
investigated the continuous model in the next chapter. This
perhaps is the most disturbing feature of all.
We close this chapter with one final computation.
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In order to see how the results for the multilayer model
depend on the step-wise profile (in the vertical coordinate)
of the parameters, and for future comparison, we constructed
a model based on Table 5.1, but having a step-wise hyperbolic
tangent protfle. This simply required changing the transition
layer thickness. These are given in Table 5.2. The dispersion
curve for this model is shown in figure 5.8. Obviously, we
cannot expect to approximate the hyperbolic tangent profile
very well with only three layers in the transition zone.
However, it is obvious that for the present model the changes
in layer thickness are not very important.
[TABLE 5.2
Layer Thickness for Stepwise Hyperbolic Tangent Model
Transition Layer No.
14-.35 km
lo.22 km
14.35 km
1'5
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-la.
-2.
o. 16. 24.
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Figure 5.8 Dispersion curves for step-wise hyoerbolic
tangent model. Wavenumber given In cycles/1000 km,
frequency In cycles/100 sec.
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Chapter VI
Stability of Models with Continuous Variation of
Density and Streaming Velocity
l The Differential Equation
In the previous two chapters we considered models which
had stepwise variations of the density and streaming velocity.
It was found that these models are always unstable for short
enough wavelengths. The behaviour of the layered model for
short wavelengths was not sensibly different from that of the
two halfspace model. It would appear that the important
parameter at short Vavelength is the total change in streaming
speed as one travels from minus infinity to plus infinity. In
addition new instabilities were found in the layered model
which were due to coupling of the disturbance to guided Alfven
waves in the individual layers. These instabilities are a
highly unrealistic feature.
Despite their usefulness in describing gross features of
the plasmapause, the models do violence to our original
assumption that macroscopic changes in the plasma parameters
occur only on a seale that is large compared to an ion Larmor
radius. Stepwise changes do not satisfy this assumption. In
the present chapter we consider models which have a continuous
variation of density and streaming speed. The ambient
pressures and magnetic field are assumed constant. It is
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hoped that the results obtained will give a more realistic
representation of the true behaviour of the plasmapause.
We now proceed to obtain the equations governing such a
model. The starting point is the system of equations 3.34.
We shall manipulate these equations to obtain a first order
matrix differential equation. As in the previous chapter, it
will be convenient to use as dependent variables those
quantities which must be conserved at a boundary (z= constant)
in the fluid, although the present models will not have such
boundaries. The quantities to be used are the z component of
displacement and the z component of stress,
aV~
F= +2b 6.1.2
For the purpose of obtaining the differential equation, it is
convenient to express the force variable in terms of the
displacement and the x component of fluid particle velocity.
We begin by eliminating the density perturbation r and the
magnetic field components 6, 6 , bz , by using equations
3.34.1, .5, .6, and .7 in the remaining equations. Then the
pair of equations 3.34.2 and .3 is solved simultaneously to
give '?., and d%/JE in terms of '7x and \* These results
are substituted into 3.34.9 and thence into 6.1.2 above.
The resulting alternate expression for F. is
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~ 6XA(v 6.2
Note that we are using the same notation as in chapters IV
and V, but that now , t , and the various wave
velocities are functions of z.
Now the expression F can be inverted to give lx in terms
of \/ and F . Substituting this into the expression
obtained previously for A gives the first differential
equation of our matrix system. The details are straight-
forward, and we will not give them here. The result is
viarn 2
Here again M has the same formula as given in chapter IV,
but is a function of z through the dependence of the wave
speeds and W on z.
To obtain the second differential equation we note that Vr
can be given in terms of V, and F by substituting for Vx .
The same is true of the density perturbation and the mag-
netic field components, except for by , which also depends on
z. However,"by/e occurs in equation 3.34.4. This term
implies the presence of /, in which case the differential
equation obtained would be second order rather than first
order. To get around this, we multiply equation 3.34.4 by
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ife , then differentiate equation 3.34.2 with respect to
z, and then add the results. This eliminates both the offending
terms in 65 and the rather messy terms in f . The result
4F
contains only Va and , and is our second differential
equation,
7. V 2 6.3.2
The system can be conveniently written in matrix form as
2.
a V7 o -*- v
, AA6.3.3
This system has some interesting properties. First, it is
of the form called "Transmission Line Equations", which have
vanishing coefficient elements along the principal diagonal.
If the elements of the coefficient matrix were constant, the
solution to the equation would be an exponential in z, and the
propagation constant turns out to be +im , in agreement with
the results of chapter IV. It is interesting, and helpful,
that the elements of the coefficient matrix do not contain
any z derivatives of the model parameters.
A less pleasing feature of the coefficient matrix is the
fact that one of its elements may possibly become singular
for certain values of z. These singular points can occur
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wherever 71A vanishes or where Yn becomes infinite. The first
of these corresponds to a coupling of the disturbance to the
guided Alfven wave, while the second is associated with the
parallel sound wave. It is shown in every elementary differ-
ential equation text (e.g. Ince, 1956), that the solutions to
a differential equation are regular everywhere except possibly
at the points where the coefficients of the equation are sin-
gular. The solutions may be regular at these singular points,
but usually at least one of the solutions is singular. We
shall discuss the behaviour of the solutions of the present
equation at the points of singularity in a subsequent para-
graph. However, it is worthwhile to note that if the solu-
tions are discontinuous on passing through the singular point,
then the results cannot describe physical reality. The dependent
variables represent a physical displacement and a physical
stress, and these must be continuous, or else two elements
of fluid will occupy the same volume element, and Newton's
laws will be violated. de will expand upon this consideration
in a later section.
Nothing more can be done with the equation until the
functional dependence of the parameters on z is specified.
It happens however, that the elements of the coefficient
matrix are sufficiently complicated that no reasonable function-
al form of the parameters will lead to a known differential
equation. Thus the solutions cannot be given in terms of
known functions, and an explicit dispersion relation cannot be
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displayed, unlike the case for the stepwise models. As we
shall show later, the solutions to the implicit dispersion
relation can be found numerically.
Since there is no particular advantage to using extremely
simple forms of parameter variation with z, such as a linear
variation, we are free to use any smooth function that can
approximate the assumed plasmapause conditions. In particular,
we will assume variations of the form
U = uL (1+ -L.k ,) 6.4.1
2 Z *6.4.2
The parameter z. is a measure of the thickness of the transi-
tion zone, while ?, and 9z are the fluid densities at -oc
and +eo respectively. The streaming speed at -oo is zero
while it is U. at + oo .
In preparation for solving the differential equation
numerically, it is useful to change to a new independent
variable,
'la tanb(22.)6.5
The range of this new variable is finite, extending from -l
to +1. These limits correspond to z= - oo and z= + oo res-
pectively. Upon making this change, the matrix equation
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becomes
-- -IL~-u =L 1 ~ 2 6.6
This equation still has the previously mentioned singular
points, but in addition, two new singular points are evident
which occur at the endpoints of the range of '2AY . In reality
these singularities occur in 6.3.3 also, but are not evident
on casual inspection. They can be explained in the following
manner. As z approaches infinity with either sign, the plasma
becomes homogeneous. Two types of waves may propagate in a
homogeneous plasma, one decaying exponentially with z, the
other growing exponentially. The latter wave is a result of
the singularity in the coefficient matrix at z=+ oo . As in
previous chapters, we shall be interested only in the waves
which decay at infinity, so we must devise a means of eliminat-
ing the growing wave, i.e. removing the singularity from the
equation.
This can be accomplished by making a transformation of
the dependent variables of the form
[Z e 6.7
FE J
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where the minus sign is used for z positive and the positive
sign for z negative. Actually by doing this we are breaking
up the plasma into two domains, and the solutions obtained
in each half of the plasma must be made to match at z = 0.
The parameter ( is a constant whose real part is required
to be positive. Otherwise it is not specified at this point.
The differential system becomes under this transformation
-1 6.8
Now let us focus attention on the singularity at z = +oo
(7T= +1). We assume a solution of the form
-: 6.9
Substituting this into the equation and equating like powers
of (Vf -1) on the two sides, we find that we must have
fa. + () b. = 6.10.1
- -r ab + 03b, =0 .2
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The subscript 1 means that the coefficients are to be evaluated
at =1. Since these algebraic equations are homogeneous,
they can have non-trivial solutions only if the determinant
of the system vanishes, which requires that
( = ±Lyn()) 6.11
The algebraic sign in 6.11 must be chosen so as to make the
real part of 6 positive. Using this result in 6.10.2 gives
.= a. 6.12
It will be useful to have at least one additional term in
the series solution, for the purpose of obtaining starting
values for the numerical solution to be considered later.
This can be obtained from the coefficient of the next power
of (1y -1) which yields the set of equations
M2 db =-rt ' 6.13.1(p+ 2/z.) a, + ,b - [6o 2 ), 6
- ), a, + (p+2/z.)b, ,( ] 0. .2
These equations are not homogeneous, and can be solved without
difficulty.
The solutions at z = - (-tr=-l) are obtained in exactly
the same manner, and the results are only slightly different.
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We will not present them here.
The treatment of the other singularities of the differential
system is somewhat more difficult. First, we must actually
locate where, in-uf , these singularities occur. They are
associated with the vanishing of either (see equations 4.2)
A 2( -g)V, =o 6.14.1
or
4
C11 2 + - .22Cf+VA
The doppler shifted frequency can be written as
-y= - - 6.15
Also, the -iL dependence of the wave velocities is due to the
factor I/(Ur) . Therefore, we will multiply the equations
above by eju)/P . We can then model the two equations
6.14.1 and .2 by the one equation
((ar )2(2() - .V 
6.16
where V2 (-1) has the value appropriate to either 6.14.1 or
6.14.2. Equation 6.16 is actually a cubic in -f,
-- 0 0- j AU4{j ~~j 6.17
+ 4 ~ " 11 w0 -21'A& U. eL-es ft -k 0
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and can be solved by standard means. It has three roots,
and since V(-l) can take on two different values, there are
six singularities associated with the system 6.14. The lo-
cations of these must in general be found numerically, so
we will otone more detailed discussion until srecific
models are considered.
It can be shown that at any of the six singularities
at least one of the solution vector- of the differential sye-
tem has a logarithmic singularity. The reader is referred to
apoendix A for details of the method of solution. Now if the
eigenvalue problem predicts stability, the sinQ-ularity will
lie on the real a- arts between -1 and +1, and will cause
difficulty in the numerical integration of the differential
system. If the eigenvalue problem rrpdicts instabtIlity or
damring, the singularity will lie off the real w' axis, but
there may still be a nroblem. Ie consider this again later.
2. Outline of Method for Numerical Solution of the Ifferen-
tial Ecuation.
Now that we know the behaviour of equation 6.R near all
the singularities in its coefficient matrix, we are ready to
consider how it can actually be solved In nractice, so Pc
to yield a rumerical disoersion relation. The following pro-
cedure is rroposed ( indeed, this is a rough outline of the
computer orogram to be used. First, assume the wavenumbers
1-8
and 2 to be given. Then, as in the last chapter, an
initial estimate of t.) is computed from equation 4.18, using
the parameters of the two halfspaces. Next take 4,=l, and
determine b, from equation 6.12. Similarly a, and b, are found
by solving equations 6.13. These four numbers are sufficient
starting values for the Runge-Kutta numerical integration
method, and they guarantee that the disturbance vanishes
at positive infinity (i.e. at wy =1). We shall divide the
intervallO = 1 to 7J= 0 into a number of equal steps of width
4ZU , and use a particular method (Hildebrand, 1956) of
integration whose error is of order ( 4 1Y ) . Runge-Kutta
methods have been much studied, and while they are not always
the most efficient methods of integration, they are among the
most convenient to use.
Now, we integrate from W= 1 to-l= 0. The values of
the dependent variables at 1f= 0 we denote by 1Y+ and 3 ,
and save for future use. We next consider the interval from
1y = -1 to WY = 0. Take a0,= 1, and determine b, , 6, , and
6, by use of the equations analogous to 6.12 and 6.12.
Using these as starting values it is guaranteed that the
solution vanishes at minus infinity. We integrate from
bs = -l to 71f= 0, and denote the results by f.. and S .
We are now in a position to determine a "dispersion function".
Note that since the integration terminated at 1W'= 0 in both
cases, the factors exp(+ P ) are both unity, and the de-
pendent variables give the value of Vz and F respectively.
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Now even if w had been chosen correctly to satisfy the im-
plicit dispersion relation, the values I, might not have
been equal to VI. , 5 . This is true because it might not
be valid to take a,= 1 at both 14f = -1 and vf= +1. However,
if LO is a solution to the dispersion relation, then we should
have
since each of the two ratios should equal a.(-)/A.(0 . There-.
fore we define our dispersion function to be
and the preceding discussion gives, in principle, an algorithm
for computing it.
If it happens that the initial estimate of w) does not
cause the dispersion function to vanish, we proceed as in the
computations of chapter IV. That is, we modify ws , recompute
the dispersion function and apply Newton's chord method to
determine a new estimate of co . We iterate in this manner
until the estimate of w does not change from one step to
the next, meanwhile monitoring the values of the dispersion
function. The whole procedure, while complicated, is well
suited for the digital computer.
The procedure for computing D(w)is correct in principle,
but may break down in practice. To begin with, we have
determined two independent solutions at each of the sin-
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gularities. Every solution can be written as a linear com-
bination of the solutions determined at any one of these
singularities. In particular, the outgoing wave which vanishes
at ig' = 1, and with which we begin our numerical integration,
can be written as a linear combination of the well behaved
and the infinite solutions determined at, say, one of the
Alfven wave singularities. It would be purely accidental if
the coefficient of the ill-behaved solution in the linear
combination were to vanish. Therefore it is most likely that
the solution being derived numerically has a logarithmic
singularity somewhere. Although t' is directly related to
the variable Z , which is the real distance from the earth,
we must now begin to think in terms of Vf as a complex
variable. As was noted in a previous section, for a stable
wave (real w ) the singularity may lie on the real Wu axis.
In this case the solution to the differential equation becomes
infinite at the singularity, and the algorithm for determining
the dispersion function fails. This can be remedied by de-
forming the path of integration off the real axis so as to
go around the singularity. Numerical integration along a
complex path is only slightly more difficult than integration
along a real path, but we must decide which way to deform
the path.
If the wave disturbance is unstable or damped (complex
W. ), the singularity lies above or below the real axis
in the complex to plane. There are no infinities on the
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real axis and the numerical integration can be performed,
but there is a new difficulty. The logarithmic singularity
is also a branch point. There are an infinite number of
Riemann surfaces associated with the logarithmic singularity;
we must determine which branch of the logarithm to use, and
which way to draw the branch line to infinity. It is quite
possible in this case that the branch line runs from the sin-.
gularity, across the real axis, and then off to infinity.
This would cause the solution to be discontinuous along the
realAY axis.
A discontinuity in either of the dependent variables is
physically unreasonable, because one represents the vertical
component of fluid displacement while the other is the
vertical component of stress on a plane defined by 10=
constant. This same difficulty has been discussed in Lin
(1966) for the case of inviscid fluid flow. In dropping the
viscous terms from the Navier-Stokes equations, one makes the
assumption that all the velocity second derivativesare order
unity or smaller. As Lin points out, this is violated by
any discontinuity, so the second derivative terms (viscous
terms) must be important in the region near the supposed dis-
continuity. In fact the solution to the full Navier-Stokes
equations must vary rapidly, but continuously in this region.
This is a classical boundary or critical layer problem. Lin
showed that by retaining viscosity in this region a solution
could be obtained which attached smoothly to the inviscid
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solution on either side, if these latter solutions had been
obtained by correctly deforming the contour in the complex
plane of the independent variable.
It is desirable to show that this occurs in the present
problem. Unfortunately, this is much more difficult in the
present problem, because one must start with the infinite
set of equations 3.8 rather than the Navier-Stokes equations.
Nevertheless, an attempt was made to derive a closed set of
equations by taking into account the fact that the gradients
in the Z direction are of order 1/6 . These terms were
thus transferred to the right hand sides of equations 3.8.
In considering linearized waves in this region, it is worth-
while to note that there is no critical layer in the ambient
model, so the ambient parameters were not changed in this
region.
It was found that the equations are greatly changed by
keeping the gradient terms. First it was found that quantities
associated with the direction parallel to the ambient magnetic
field no longer have the special behaviour that they show in
the Chew-Goldberger-Low equations. Second it appears that
many of the heat flow tensor components.and all the off-
diagonal components of the pressure tensor are of zero order
in E . This is not surprising, for it shows that some
viscous-like mechanism is at work. Finally, there appears to
be no reasonable way to truncate the series of equations to
form a closed set. In short, the problem appears at this
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time to be intractable, but deserves additional study. It
seems Drobable that if a solution is ever found for this
critical layer, it will be an expansion in terms of a rara-
meter more comrlicated than just O .
While we cannot find the behaviour of the solution in
the critical layer, it is still possible to find a solution
to the eigenvalue problem and thus the answer to the stab-
ility question. As in chapter II, we view the problem as an
initial value problem (Case, 1960). If the oroblem actually
has a solution given by a Fourier integral of the form 2.5,
then the contour of integration in the > olane can be taken
parallel to the realcAs axis, but far enough down in the
lower half plane that it lies below all singularities of
the integrand (this situation is contemplated in figure 2.1).
In addition the contour of integration in the -A olane can
be taken along the real axis. Now, for a given value of 4
and a given value of ws on these two contours, the locations
of the sinzularities of equation 6.8 can be found numerically.
These will in general lie off the real axis in the wr plane.
If a singularity does happen to lie on the real wr axis, we
can simply push the co contour further down into the lower
half-plane until all the singularities lie either above or
below the real uf axis. There is thus no ambiguity in numer-
ically integrating equation 6.8 along the real W axis from
- to tU= + I . We will call the locations of the singu-
larities of equation 6.8 the "natural" locations in this case.
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It will usually happen however, that the solution com-
p
puted for given values of -e and W' does not satisfy the
boundary conditions (outgoing waves at Ur'=. ). However
we can vary the real and imaginery parts of w , while hold-
ing 4 constant, until the boundary conditions are satisfied.
If the required value of the imaginery part of Ca is negative
the solution is unstable, otherwise it is stable or damped.
It must be remembered that the singularities of 6.8 depend
on . , so their locations will change as co is varied. They
may even cross the real Wr axis between -1 and +1 . The
key to solving our problem is the requirement that these
singularities always stay on the same side of the Ur contour
as their natural locations. In case a singularity crosses
the real zr axis between Vr= -1 and Ur +1 , we must
deform the path of integration (over -w ) so that it is
not crossed by the singularity. We will show examples of
this in the next section.
3. Numerical Results for Continuous Models.
In the present section we describe numerical results
obtained using a computer program based on the discussion
in the previous section. Again, we consider models with
parameters similar to those of the two half-space models
of chapter IV . The profiles of the streaming speed and
density are hyperbolic tangents in the vertical coordinate .
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The scale factor z, of equations 6.4 is a measure of the
thickness of the transition zone, and is an imnortant var-
iable in the rresent study.
To begin, let us consider a model based on model II of
charter IV, with Z. equal to 5 km. This value of Z, is
likely to be too small, but provides a convenient starting
point. We must first determine the natural locations of the
singularities of equation 6.8 for tyrical values of -A and
of the real rart of . Then we must find where these singu-
larities migrate as is changed to satisfy the boundary
conditions. "Typical values" of -A and . are obtained from
figure 4.5, the dispersion curve for the analogous two half-
srpce -lode!. Results for = 9 cycles/1000 km and real
parts of 5 1.3 cycles/100 sec. are shown in figure 6.1.
This showks the migration, in the to- plane, of the auided
Alfven and parallel sound singularities as the imaginary
part of the freauency is changed. Since we are dealing here
only with the solutions of ecuation 6.17, rather than
solutions of the differential eouqtion 6.8, we carnot say
as yet whether the assumed values of A and real part of -
will satisfy the reouired boundary conditions for any value
of imaginary part of -P . However, if we assume that the
solutions for the present model are close to the solutions
given in fieure 4.5, then it seems reasonal-e that only
minor variation in the real oart of F will be required.
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New
contour
o-
r -% -
rlle1 sound sirnul i ritv
Al-fven Ingulfrity
Figrure 6.1 Location in the complex -ur olqne of the sinzu-
larities of equation 6.8 for -= 9 cycles/1000 km and
Re (f) = 1.3 cycles/100 sec. Curves show mirration of
the various singulqrities as Im () increases from -oo
to 0 . Semicircle in uprer I1nf-Plane renre.erts prooosed
path of interqtion for numerical solution of eruPtion 6.8.
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The behavior shown here is tyrical of that sound for other
freauencies and wavenumbers. There are two rairs of singu-
larities which stay well away from the path of integration,
which is the segment of the real axis between ?L= -l nd
'= + I . In addition, there are two singularities which,
for small enough values of m rnary port of f , cross the
real axis between ?& = f . Obviously, the nath of inte-
gration must be deformed to go above these !iniularities, as
shown by the sTall indertations in the fiures. F-orever, P
path of -hls form is difficult to hardle numerical'y. It is
easier to deform the whole path of integration into the semi-
circle of unt radius. This is PchIeved ry the chPnge of inde-
pendent variable
y= g8 6.18
In solving the differential we must now integrate from G= 7r
to e= f1/z , and from = O to G = r/ . Then the
dispersion function can be defined as before, except the
factors ex ( £ Z ) of eauation 6.7 'nust be in-
cluded. It is worthwhIlle to note that difficulties can arise
if the singularities in the urrer half of the -uf plane cross
the seicircle. This has been found to occur for some values of
However, in that case one can distort the contoir into an
ellipse rather than a semicircle. Fy varying the eccenticity of
the elliose it Was possible to avoid both the singularities
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which crossed the real axis and t( ose in the urner half-plane.
In all the disoersion computations described below, the lo-
cAtions of the singularities were comruted for each point on
the disrersion curve in order to be sure that they did not
cross he rpth of irteg'ration.
In figures 6.2 Pnd 6.3 are shown The d1snersi1-n compu-
tations for the mqdel described Pbove. In comrutingw these
curves both 20 and 40 sters we-e used in the Runge-Yutta
integration of eouation 6.9. Over most of the range of wave-
numbers no Pignificant difference between the two sets of
results eere observed. If figure 6.2 is comrered to figure
4.5, it is ween that the disnersion curves for the forwr:rd
traveling wave (branch A) is very similar in the continuous
variations model and the two half-srace model fo- wave-
numbers below about 14 cycles/100 kmi. Above this critical
wavenumber, the phase speed parallel to streaming is much
higher in the continuous model. The backward traveling '!ve
(branch P) of the disoersion curve in the two model is oulte
different, with the continuous model egain show'ing much highe"
rhase creeds. This behavliour Is reminiscent of the multi-
layered models studied in the lrst chapter, and suggest thst
the more tenuous plasma outside *he plasmapause contributes
little to the dispersion orooerties of the model.
It a.rears from the comnutations that branches A and B
of figure 6.2 are asymptotically converging to the same
straight line. If this is true, it can be seen from the
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Figure 6.2 Dispersion curves for continuous model based
on model II. Thickness scales Z.= 5 km. Xavenumber given
in cycles/10CO km, frecuency Fiven in cycles/100 sec.
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24.
wyavenu be
Figure 6.3 Growth rate for continuous model based on model
II. Thickness scale z. = 5 km. Wavenumber given in
cycles/100n0 im, frequercy z1ven in cycles/100 sec.
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figure that this line will not pass through the origin, but
instead will cross the zero frequency line at a positive
wavenumber. This implies, of course, that for -A greater than
about 16 the phase speed parallel to streaming will increase
monotonically to a finite limit with increasing wavenumber.
In the present model the limiting phase speed appears to be
roughly 1.1 km/sec., which corresponds to the streaming
speed 1.7 km below (earthward) the center of the transition
zone. The density at that point would be 70 particles/cc.
This suggests perhaps that at very high frequencies the dis-
turbance is centered in this -*gion.
Unfortunately, it proved impossible to give a final
answer to this question for the following reason. For wave-
numbers greater than 22 cycles/100 km, the points on both
branches of the dispersion curve began to oscillate slightly
above and below the positions one would expect for a smooth
curve. This became more severe with increasing wavenumber.
It appeared that the oscillation might be due to numerical
precision problems. An attempt was made to alleviate this
by increasing the number of steps in the Runge-Kutta integra-
tion of equation 6.8 first to 80 steps, and finally to 200
steps. Improvements were noted in the smoothness of the curve
in both cases, but difficulties still arose above A =
30 cycles/1000 km. The next step was to increase the actual
number of significant digits by using double precision
arithmetic. This too led to significant improvement, but
the problem still occured at large enough wavenumber. We
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conclude from this study that the curves given Pre valid
representations of the dispersion curves, but that our
method of computation will break down for reasons of pre-
cision at large enough wavenumber.
The fact that the two branches of figure 6.2 approach
each other, but apparently never intersect has some signif-
icance when we consider the growth rates for this model. In
particular, it is no longer necessary for the frequencies of
the growing wave and the damped wave to be complex conjugates.
The growth rates are shown in figure 6.3. It is seen that
the backward traveling wave (branch B) is slightly unstable
for wavenumbers between zero and 10 cycles/1000 km, while
the forward traveling wave is unstable with considerable
growth rate for wavenumbers greater than 16 cycles/1000 km.
In the interval between these bends both waves are slightly
damped. We note, comparing figure 6.3 with figure 4.6, that
the wavenumber at the point of marginal stability is smaller
in the continuous model, but the growth rate increases less
rapidly with wavenumber. From computations it appears that
the growth rate for the forward traveling rave increases
monotonically with increasing wavenumber above -A = 16c./1000 km
in the continuous model, but we have found no way to prove
this assertion.
It seems that, as with the models considered in pre-
vious chapters, the continuous variation model predicts
infinitely large growth rates for infinitely short wave lengths.
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However, from a practical standpoint this is unrealistic.
For wavelengths less than a few ion Larmor radii the Chew-
Goldberger-Low equations used here are not valid. We can take
this lower limit on wavelength to be about 20 km, correspond-
ing to a wavenumber of 50 cycles/1000 km. Now the waves we
have been studying drift around the earth in slightly less
than 24 hours, so if thegrowth rate at 50 cycles/1000 km is
small enough that the wave shows no significant growth
(less than 20 db) in 24 hours, we can consider the instabil-
ity as insignificant. Unfortunately this requires that the
growth rate be less than about .025 db/100 sec. at --k =
50 cycles/1000 km, which is obviously violated in the present
model. However, we might seek to reduce the growth rate by
increasing the thickness of the transition zone.
After a number of exasperating numerical experiments
it became apparent that increasing the transition zone
thickness increased the numerical precision problem dis-
cussed above. However, further experiments showed that de-
creasing the Alfven speeds (i.e. decreasing the ambient
magnetic field) improved the situation. This led to con-
sideration of models based on model I of chapter IV. In
this study we considered models with transition zones
(hyperbolic tangent profile) of thickness 5 km, 10 km, 20 km,
50 km and 100 km.-In order to reduce the number of figures, we
will not show the curves for 20 km. They agree with the
trends to be seen in the other figures. The dispersion curves
and growth rates for the other models are shown in
figures 6.4 to 6.11. For convenience we have ommitted from
the growth rate curves the small unstable regions associated
with the backward traveling wave at small wavenumber. As a
basis for comparison we will use figure 4.1, the dispersion
curve for the corresponding two half-space model.
For the most part, figures 6.4 and 4.1 are similar, as
are figures 6.5 and 4.2 which show the associated growth
rates. However, the strongly unstable parts of the dispers-
ion curves ( above =1.2 cycles/1000 km) for the two
models are measurably different. To be specific, the "point
of marginal stability" for the continuous model occurs at
smaller wavenumber, the asymptotic phase speed is higher
for the continuous model, and the rate at which the growth
rate increases with wavenumber is slightly smaller for the
continuous model. It is somewhat surprising that significant
changes in these quantities can be produced by a transition
zone whose thickness scale is only 5 km.
Increasing the thickness scale of the transition zone
further emphasizes the changes in the above mentioned
quantities, as can be seen from figure 6.6 to 6.11. In
every case the dispersion curve for the forward traveling
wave is only slightly different, below the point of marginal
stability, from the two half-space result. The backward
traveling wave, however, shows phase speeds which at any
given wavenumber increase with thickness of the transition
zone. In figures 6.12 and 6.13 we have plotted, as a function
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Figure 6.4 Dispersion curves for continuous model based on
model I. Thickness scale Z. = 5 km. Wavenumber given in
cycles/1000 km, frequency given in cycles/100 sec.
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Figure 6.5 Growth rate for continuous model based on model I.
Thickness scale Z. = 5 km. Wavenumber given in cycles/1000 km,
growth rate given in decibels/100 sec.
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Figure 6.6 Dispersion curves for continuous model I. Thick-
ness scale z. = 10 km. Wavenumber given in cvcles/1O0O km,
frequency given in cycles/100 sec.
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Figure 6.7 Growth rate for continuous model based on model I.
Thickness scale Z. = 10 km. Wavenumber given in cycles/1000 km,
growth rate given in decibels/100 sec.
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Figure 6.8 Dispersion curves for continuous model based on
model I. Thickness scale Z. = 50 km. Wavenumber given in
cycles/1000 km, frequency given in cybles/100 sec.
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Figure 6.9 Growth rate for continuous model based on model I.
Thickness scale Z. = 50 km. Wavenumber given in cycles/1000 km,
growth rate given in decibels/100 sec.
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Figure 6.10 Dispersion curves for continuous model based on
model I. Thickness scale Z. =100 km. Wavenumber given in
cycles/1000 km, frequency given in cycles/l00 sec.
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Figure 6.11 Growth rate for continuous model based on model I.
Thickness scale Z. = 100 km. Wavenumber given in cycles/1000 km,
growth rate given in decibels/100 seo.
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Figure 6.12 Wavenumber at point of marginal stability versus
thickness scale for continuous model based on model I. Wave-
number given in cylces/1l000 km, thickness scale given in km.
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Figure 6.13 Asymptotic phase speed versus thickness scale
for continuous model based on model I. Phase speed given
in km/sec., thickness scale given in km.
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of transition zone thickness scale, respectively the woave-
number at marginal stability and the asymptotic phase
speed. These numbers were determined empirically from
figures 6.4 to 6.11, and data points from the 20 km model
and two half-space model (zero transition thickness) are
included. The points used are subject to some error, but
nevertheless shows interesting trends. It appears that both
of the quantities shown approach fton-zero limits for in-
finite transition thickness, In the case of the phase speed
we may hazard the guess that the limit is the streaming
speed at the middle of the transition zone, 1.625 km/sec.
in the present model. This value is indicated by a dashed
line in figure 6.13. In effect, in a transition zone with
infinitely large thickness scale, the wave disturbance
would not "see" the density gradient, but in a zone of
finite thickness, the disturbances would be more strongly
influenced by the more dense portion of the model.
We close this chapter with a few observations on the
numerical solution of this eigenvalue problem. First, for
roughly half the dispersion points computed it was found
that no singularities crossed the real 1yr axis. In these
cases we could repeat the calculation, integrating this
time along the real q'r axis rather than along the semi-
circle in the upper half-plane. In all cases it was found
that the freauency was the same to three significant digits
for the two raths of integration. This result gives us
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considerable confidence in the curves presented above. In
the other half of the disrersion points, at least one of
the singularities had moved across the real uf axis from
its "natural" rosition, and there was no choice but to
integrate along a path in the complex 'r nlane. This seems
to cause no difficulty except for a range of wavenumbers
centered at roughly half the wavenumber of marginal stab-
ility. In this range the singularities outside the semi-
circle in the urner half-lane approach and even cross
the semicircle. This necessitated the use of an elliptical
contour, and caused much difficulty. The eccentricity
sometimes had to be changed from one wavenumber to the
next in order to avoid singularities both above and below
the contour. Furthermore, small steps in wavenumber were
needed to avoid jumping from one branch of the curve to
another. In general however, the results obtained are
ouite satisfactory although an independent check on them
would be desirable.
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Chaoter VII
Conclusion
1. Summary
In this thesis we have presented stobility cqlculptions
for three different arrroximations to the e'7rth's rl"sma-
oause. In the simplest case the plesmarause was reoresented
by a sharp interface between two homogeneous 1pasmas. In
the second case a transition zone of finite thickness was
allowed, but was made up of discrete layers with constant
properties. Finally in the most sophisticated model the
transition zone was contihuous, with streaming speed and
particle densities varying as the hyperbolic tangent of the
distance from the center of the zone.
A number of general conclusions can be drawn from com-
paring results for these three models. First, it becomes
aDparent that changing the thickness of the transition zone
has significant effect on the results. For this reason the
two half-sace model is not suitable for detailed calcula-
tions relating to the plasmavause, although curves obtained
from such a model are similar in appearance to those of
the continuous model. (This criticism is probably applicable
also to studies of the magnetopause, wherein the two half-
space model has been widely used). Second, increasing the
transition zone thickness decreases the severity of the in-
stability. Third, we have seen that although the model with
multiple discrete transition layers shows the same general
trends as the continuous model, it fails to tredict the
correct behaviour in many cases. For instance, if we in-
crease the total transition zone thickness, while holding
the number of layers fixed, the multilayered model event-
ually gives the same result as a two half-soace having a
single interface between the two most dense regions of the
plasma. In contrast, in the continuous model the limiting
behaviour is centered at the middle of the transition zone.
In addition the multi-layered model introduces a number of
artificial modes dur to guided Alfven waves in the individual
layers.
We are led then to the conclusion that only the continuous
model can give a reasonable physical model of the Dlasma-
pause. The differential equation describing this model have
singularities at those values of the vertical coordinate
for which the Dhase speed equals the Alfven soeed or is
very near the parallel sound sreeds. The method of solving
an eigenvalue problem for such an equation is of consider-
able interest in itself. The numerical method used here
proved feasible, but considerable difficulties were en-
countered because the various singularities occasionally
crossed the contour of integration. Numerical precision
problems were also encountered.
It appears from the computations presented thet all
purely hydromagnetic linearized models of the plasmanause will
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be unstable, and the growth rate of the instability will
increase monotonically with wavenumber Dprallel to streqming.
Within the constraints of these models, the instpbility
can be decreased by decreasing the relative streaming
speed, increasing the density contrast, or increasing the
transition zone thickness. The last of these quantities is
probably the least known at the present time, but a value
greater than a few thousand kilometers is unltkely, so an
approximate growth would still occur in a single passage
of the disturbance around the earth.
The fact that the rlasmanause is almost always observed
suggests that it is stable, which is at variance- with the
results of our model. Something we have omitted is of im-
portance. An obvious exclusion is the high epergy particle
oopulation of the Van Allen radiption belts. Although their
numerical density is low, the total energy involved may be
significant. Unfortunately, the unstable waves we are dealing
with are essentially ouided Alfven waves, and there is a
paucity of mechanisms by which these waves may be damped by
particles (Stix, 1962).
The most likely explanation of the apparent stability
of the plasmapause at present depends on the omitted non-
linear terms in the ecuation. To begin with, assume that
the'linearized equations are initially vdlid. The unstable
w ve disturbance will then grow monotonically in the fashion
described by one continuous model. However, after a certain
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time the wave will have gotten so large that the non-linear
terms can no longer be ignored. These terms represent, among
other things the interaction of waves with different wave-
numbers to produce weves with still other wavenumbers. The
energy spectrum as a function of wavenumber would tend to be-
come uniform, and the net result is turbulence. We assume
that the turbulent disturbance would eventually reach a
quasi-steady state, but bhe problem is analytically
intractable at present, The energy for this rrocess comes
from the streaming energy of the fluid.
From the standpoint of -hat is haypening to the macro-
scopic proterties of the blasma, we note that our studies
have shown that the disturbance is always concentrated in
the more dense portion of the plasma. The crinkling of the
boundary means that dense plasma is pushed inward and out-
ward in a pattern which is sinusoidal in longitude. When
turbulence sets in, the peaks of the sinusoid are smoothed
out in a disorganized fashion, and the not result is an
erosion of the dense plasma, a net transport of particles
into the tenuous outer zone, and a decrease in the density
gradient. Sinilarly the streaming speed gradient will also
decrease.
2. Suggestions for Further Work
Obviously the significance of the non-linear terms for
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stability should be investigated. However, the analytical
difficulties are tremendous. Some information can be gained
using purely numerical techniques such as finite difference
methods. However, the models in this case would have to be
extremely simple, and a truly turbulent state would require
very long comtutation times. This aptoroach probably will
not be justified until more measurements of the plasma-
pause environment are published. Another possible approach
to this problem would be the use of perturbation techniques
such as the Quasi-Linear theory used in plasma physics.
In so far as this author knows, the Quasi-Linear technique
has not been applied to fluid-like systems.
Investigation of a number of additional continuous
(linearized) models would be of theoretical intorest, even
if they don't have great significance in terme of the Dlas-
mapause environment. In Darticular, it would beo-ateresting
to examine a model in which the density and * AWling speed
profiles have different thickness scales, o *odel in
which the density or streaming sPeed profttlO b* one or
more subsidiary maxima and minima. Intuit199^, the latter
model would be more unstable than the mod#Ij *-asidered in
this thesis, but it would be interesting to #* the behav-
iuor for large wavenumber when the regions0? greatest den-
sity are not contiguous.
Finally, some of the results of this thesis could be
tested experimentally. We heve oredicted disturbances with
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periods of a few minutes to a few hours, growth by a factor
of ten in a few such periods, and phase and grouD sreeds
of about one kilometer/second. It would be interesting to
review availible ground recorded and satellite recorded
data to see if such disturbances are actually observed.
Because these waves are essentially surface waves, they may
be expected to be more common on satellite recordings, at
least at low latitudes. One would expect these disturbances
to play a part in the change of radial distance to the
plasmapause that occurs from time to time.
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A ppendix .
Solutions of the Differential igquation Near
the Internal Singularities
0 begin, we outline the method of finding the solution
of a matrix differential equation in the neighborhood of a
singularity of the coefficient matrix. 4e shall follow the
method given by Wasow (1965, pp. 17-29). Let the singular
point be located at l4ro , and make the change of variable
W =_a T. + -L.
so that the singularity is moved to the origin. Phe diff-
erential equation is
du 4] A (v.)1
and in the only case of interest here, the matrix A(U..) has
a simple pole at 'U=0. Then uA('.) has the expansion
-A (i) = Z Au" A.2
where the A 's are constant matrices. The matrix differential
equation will now be written
_ 12LN ] =A.)h
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The reason for replacing the dependent vector by a two by
two matrix is that the original equation, being equivalent
to a single second order equation, has two independent solution
vectors, and the present method of solution derives them
both at the same time.
Now, assume a solution of the form
V, iff V= P () Z (U)a.
where PU4) and Z(U)are unspecified matrices. Under this
transformation the differential equation becomes
d (-uO) = B(O) ZA-51
with
13(u) = P (u) A(u) P(-ul- uP (a) P A .5.2
Suppose now, that we specify 5(U) in advance, and use A.5.2
as an equation to determine P(4) so that the transformation
A.4 actually leads to A.5.1. Assuming that 8(A) is specified
as a power series
5(u')z B,1k A.6.l
0
and that a power series for P(%L)exists,
P0 A.6.2
195
then the equations for the P, 's are
A.P.- P. B. = o A 7-1
n-1
(A.0-niI)P -R ,B=- (-- Pv.Bw-Y)
A .7.2
(Here I is the identity matrix.) Wasow proves that the
equation for P has a solution if and only if A. and B.
have at least one common eigenvalue. This is guaranteed if
we take B, = A. . 4e can then take P. = I . eurthermore,
if no two eigenvalues of A. differ by an integer, the re-
maining P 's can be determined recursively for any choice
of the remaining IBn 's; thus we take B,=O for n greater than
zero, which greatly simplifies the equation for Z (U).
If two eigenvalues of A. differ by an integer, the prob-
lem is more complicated, and the recursion relation for the
?h 's breaks down after a finite number of terms. Ihis
behaviour is completely equivalent to that encountered in a
single, second order differential equation. The indicial
equation obtained using the method of Frobenius (Ince, 1956,
chapter 16) is equivalent to the characteristic equation for
A, , from which we obtain its eigenvalues. It is well
known that when the roots of the indicial equation differ
by an integer, or are equal, the power series expansion
method can give only one of the two independent solutions of
the second order differential equation. Wasow's method does
break down if the eigenvalues differ by an integer, but yields
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both solution vectors if two eigenvalues are equal. Fortunate-
ly only the latter case is of interest here.
If all the above conditions are satisfied, the equation
left to solve is
jZ u) = A Z&~
The solution to this is
A. A.
Z (1A)== e -9
= I +A...L1 + A..( .l')+.
The final solution to the original differential equation is
obtained using A.4. ge will now apply this method to the
solutions of equation 6.8.
First consider either of the singularities for which
'lA = 0. The coefficient matrix has the form
rA.10a,+ zA+ 6. +
-uA(u= I 'A. 10
The exact values of the coefficients in the series expansions
are not important at this point; the important thing is that
the first coefficient given in each element is non-zero. Now
it is seen that
0 bo
A.= 0 0 
.1
19?
and has zero as a double eigenvalue. This fits the case
described above. Next,
^.12.1
and the equation for P is
A.12.2
By writing out the equations for the various components, it
is found that
6t
a, I
A.12. 3
Proceeding in this manner we find that
cLf+ L-+ b_.cz
24
C2
2
2.. ~ 1
2. 4
2. 4 2 1
This is a sufficient number of terms for our purpose.
A.11 and A.9 the matrix Z is found to be
= L~ U++L0 be3p
I+ a., u+ ...CZ. 
2 '''
b.0( 1a)AA +,...
+t+ +..z *
A-13
From
Finally
A. 14
A .15
,6,
a,
Ata
8 Z.
-1 b. 0 b. al b,
0 - P = - 'o CL
l a # '
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One drawback of this method can be seen at this point. Many
unimportant matrix elements may ibe computed in order to
derive the leading term for each element. For example in
the present case, only the 2,1 element of R was significant.
Sometimes this inefficieney can be overcone by coaputing _Z(U)
first, and then- observing the form of the produot- P(-U) Z (V.
But this will not always help.
The first solumn of the solution is continuous and finite,
but the second column is discontinuous and logarithmically
infinite. It is significant that the form of the ill behaved
solution vector does not depend on either the location of
the singularity or the parameters of the model.
The solutions for either of the singularities associated
with the parallel sound wave (for which T = 0) is obtained
in exactly the same manner. The expansion for A(n) is
A (uA = I+ b16
LC) 1A4-..... a~U + A OgI+...J
The exact values of the coefficients are again of no real im
port, except that we note that they are different from those
in the previous case. Again the leading coefficient is non-
zero in each case. The major difference from the last case
is that the 2,1 element begins with a term in mU instead of
a term in U . This leads to no changes in the method of
solution, and the answer is (without displaying the obvious
details of the solution)
199
C, + + bC, U-A +.....
Again there is one well behaved solution and one infinite,
discontinuous solution, and the form of the latter solution
is again independent of the location of the singularity and
the model parameters.
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