Modern imaging systems typically use single-carrier short pulses for transducer excitation. Coded signals together with pulse compression are successfully used in radar and communication to increase the amount of transmitted energy. Previous research verified significant improvement in signalto-noise ratio (SNR) and imaging depth for ultrasound imaging with coded signals. Since pulse compression needs to be applied at each transducer element, the implementation of coded excitation (CE) in array imaging is computationally complex. Applying pulse compression on the beamformer output reduces the computational load but degrades both the axial and lateral point spread function, compromising image quality. In this paper, we present an approach for efficient implementation of pulse compression by integrating it into frequency domain beamforming. This method leads to significant reduction in the amount of computations without affecting axial resolution. The lateral resolution is dictated by the factor of savings in computational load. We verify the performance of our method on a Verasonics imaging system and compare the resulting images to time-domain processing. The computational savings are evaluated for a minimal sampling rate of four times the central frequency. We show that from 4-to 33-fold reduction is achieved as a function of the resulting lateral resolution, with no degradation of axial resolution. For an imaging system operating at a higher sampling rate, e.g., 10 times the central frequency, the savings can be as high as 77-fold. The efficient implementation makes CE a feasible approach in array imaging with the potential to enhance SNR as well as improve imaging depth and frame rate.
I. INTRODUCTION
U LTRASOUND is a radiation free imaging modality with numerous applications. In standard ultrasound systems an array of transducer elements transmits a short single-carrier Gaussian pulse. During its propagation echoes are scattered by acoustic impedance perturbations in the tissue, and received by the array elements. These echoes are essentially a stream of replicas of the transmitted pulse implying that the axial resolution is defined by the pulse duration. The data, collected by the transducers, is sampled and digitally integrated in a way referred to as beamforming, yielding a signal steered in a predefined direction and optimally focused at each depth. Such a beamformed signal, referred to as a beam, forms a line in the image.
While the resolution is defined by the pulse duration, the resulting signal-to-noise ratio (SNR) and imaging depth are Manuscript proportional to the amount of transmitted energy. One way to increase the energy is to transmit a longer pulse at the cost of resolution. Increasing the energy while retaining the same pulse duration, requires higher peak intensity levels, which can potentially damage the tissue and are thus limited by the Food and Drug Administration regulations. More elaborate coded signals are used in radar and communication to overcome the above tradeoff between the transmitted energy and resolution [1] . When coded signals are used for excitation, pulse compression is performed on the detected signal by applying a matched filter (MF) defined by the transmitted pulse shape. As a result, the received stream of pulses is converted to a stream of pulse's autocorrelations. The width of the pulse's autocorrelation is on the order of the inverse bandwidth [2] , implying that the resolution is now defined only by the available system bandwidth and is independent of the pulse duration. Therefore, a longer pulse can be used to transmit more energy without degrading axial resolution. In coded ultrasound imaging phasemodulated signals are of interest since amplitude modulation is suboptimal in terms of energy.
Extensive studies show that, despite the frequency dependent attenuation characterizing biological tissues and the differences between the detection and imaging nature of radar and ultrasound, coded signals can be successfully used in medical imaging [3] , [4] . Experimental results reported in [5] show improvement of 15-20 dB in SNR as well as 30-40 mm improvement in penetration depth. Due to these superior properties, coded excitation (CE) was successfully applied in numerous ultrasound modalities including B-mode [6] , [7] , flow [8] - [11] , strain imaging [12] , [13] , and contrast enhanced imaging [14] .
Increased penetration and SNR are crucial for applications where the amount of transmitted energy is inherently reduced, e.g., synthetic aperture and plane-wave imaging [15] - [17] . The feasibility of CE in plane-wave-based shear wave motion detection was recently studied, showing substantial performance improvement [17] . Beyond the improvement in imaging depth, high SNR enables utilization of higher frequencies and consequently better image resolution [18] . It has also been shown that CE can be used to increase frame rate by simultaneous transmission of several coded orthogonal beams [19] .
A. Challenges and Existing Solutions
Despite the proven advantages of coded imaging its application in commercial medical systems is still very limited. One of the main challenges of CE in medical ultrasound is its application to imaging with an array of transducer elements due to the computational complexity of the required processing [3] , [20] - [22] . Regardless of the type of transmitted signal, sampling rates required to perform high resolution digital beamforming are typically significantly higher than the Nyquist rate of the signal. Rates up to 4-10 times the central frequency of the transmitted pulse are used in order to eliminate artifacts caused by digital implementation of beamforming in time [23] . Taking into account the number of transducer elements, the amount of sampled data that needs to be transferred to the processing unit and digitally processed in real time is typically on the order of 10 8 samples per frame. The pulse compression step, required in coded imaging, further increases the computational load. In particular, implementation of CE in array imaging requires an MF for every transducer element. Most reported experimental studies use either a single transducer element [4] , [13] , [14] or an array of elements with one MF applied on the beamformed output [3] , [5] . Despite the advantage of a single MF application on the beamformed data from a computational perspective, this approach degrades the performance of pulse compression [3] . The process of beamforming is comprised of averaging the received signals after their alignment with appropriate delays. To obtain dynamic focusing the applied delays are nonlinear and time dependent and, thus, distort the phases of the coded signals. Due to this distortion the range (axial) sidelobe level and the main lobe width of the MF output are degraded, leading to decreased contrast and resolution, which are highly prominent at low imaging depths [20] . This is especially problematic for plane-wave-based imaging where the depth of interest is typically up to 5 cm and CE is used to increase the amount of transmitted energy.
One way to minimize this effect is to limit the duration of the transmitted pulse [5] . However, this obviously reduces the amount of transmitted energy and, thus, goes against the main motivation behind the usage of coded signals. Another approach is based on the observation that the degradation in compression performance due to dynamic beamforming depends on the transmit focus depth [20] . A possible solution, therefore, is to divide an image into several depth zones and adjust the code length according to the depth in order to reduce compression error. However, this increases the number of transmissions in accordance to the number of focal zones, which in turn increases acquisition time.
B. Contributions
Here we propose an approach that achieves perfect pulse compression, while keeping the computational complexity low. Our method is based on incorporating pulse compression into frequency domain beamforming (FDBF) developed recently for medical ultrasound [24] - [26] . This allows to use an MF in each transducer element at a low cost.
The concept of beamforming in frequency was first addressed back in the sixties for sonar arrays operating in the far field. However, translating these ideas to ultrasound imaging is much more involved due to the near-field operation, requiring nonlinear beamforming. To the best of our knowledge, it was first addressed in [24] and [25] , where it was shown that in the frequency domain the Fourier components of the beamformed signal can be computed as a weighted average of those of the individual detected signals. Since the beam is obtained directly in frequency, its Fourier components are computed only within its effective bandwidth. This is performed using generalized low-rate samples of the received signals, implying sampling and processing at the effective Nyquist rate which is defined with respect to the signal's effective bandpass bandwidth [27] .
According to the convolution theorem, pulse compression applied at each transducer element through an MF is equivalent to multiplication in the frequency domain. In this paper, we show that it can be applied by appropriate modification of the weights required for FDBF. As a result, not only is beamforming performed in frequency at a low rate, but it also includes match filtering each individual channel without any additional computational load. The proposed method, performing both beamforming and pulse compression in frequency, is referred to as FoCUS: Fourier-based Coded UltraSound.
The performance of our method is verified on a Verasonics ultrasound system and compared to time-domain processing in terms of axial and lateral resolution. We evaluate the computational load for typical imaging setups and show that it can be reduced by 4-to 77-fold compared to the time-domain implementation, depending on the oversampling factor and the required lateral resolution. The axial resolution obtained by FoCUS remains optimal regardless of the reduction in complexity. This efficient implementation may pave the way for CE to become practical in array imaging.
The rest of this paper is organized as follows. Section II reviews basics of CE applied to medical imaging. In Section III, we discuss the requirements and challenges of CE in the context of array imaging. We then introduce our approach based on FDBF in Section IV. Experimental results and the performance of FoCUS in terms of image quality and computational complexity are presented in Section V.
II. CODED EXCITATION IN MEDICAL ULTRASOUND
In CE, a modulated signal is used for transducer excitation
where ψ(t) and a(t) are phase and amplitude modulation functions, respectively, f 0 is the transducer central frequency and T p is the signal duration. Assuming a nonattenuating medium and disregarding other nonlinear effects, for L scatterers along the propagation path, the reflected signal, ϕ(t), detected by an individual transducer element is given by
where {α l } L l=1 and {t l } L l=1 are amplitudes and delays defined, respectively, by the scatterer's reflectivity and location.
Pulse compression is performed on the detected signal, ϕ(t), by applying an MF, h(t) = s * (−t). The output is then a combination of autocorrelations of the transmitted pulse [28] 
where the autocorrelation is given by
The half-power width of the main lobe of the autocorrelation, which determines the range resolution, is approximately equal to the inverse bandwidth B −1 [2] of the transmitted pulse. As a result, in contrast to conventional imaging, the pulse time duration, T p , can be increased and more energy transmitted without degrading range resolution. The resulting gain in SNR of the MF processing is approximately equal to the timebandwidth product D = T p B [29] . The above analysis assumes the detected signal is comprised of the exact replicas of the transmitted pulse. In practice, when acoustic waves propagate in biological tissues, high frequencies undergo stronger attenuation due to the medium properties. For a signal with a Gaussian spectrum a common way to model this effect is to assume that it does not distort the complex envelope of the reflected signal and only downshifts its central frequency [30] . Even though this model is less accurate for a non-Gaussian spectrum [22] with high central frequency and bandwidth, it provides meaningful insight into the performance of pulse compression in attenuating media [28] and, thus, is used in our discussion below. Under this approximation, the pulse reflected from the lth scatterer is given by
As a result, the MF output depends on the central frequency shift, f l , and is given by
The function A(t, f ) is referred to as the ambiguity function. Similar to (3), for L scatterers, the output of the MF is a stream of cross sections of ambiguity functions
In ultrasound imaging the frequency shifts do not carry valuable information and thus do not need to be determined explicitly. However, the width of the main lobe of the ambiguity function needs to be small for all values of f l to ensure good axial resolution for all frequency shifts. The ambiguity function of linear frequency modulation (FM) has this property and therefore FM is a good choice for CE ultrasound imaging.
The expression for a linear FM signal is When no tapering is presented, i.e., a(t) in (8) is a rectangular window, the frequency spectrum of the linear FM complex envelope is rectangular, so that the envelope of the MF output is approximately a sinc function [31] . The ambiguity function of a linear FM signal is shown in Fig. 1 . One can recognize the shape of a sinc in the cross sections parallel to the frequency axis. Note that these cross sections preserve the same main lobe width for every frequency shift. Theoretically, this is true when there is no distortion of the spectrum except the frequency shift. The results in [4] show that the main lobe width indeed remains constant for imaging with linear FM in attenuating media.
A significant improvement in penetration depth and contrast with linear FM excitation are reported in [4] . However, these are obtained with a single-element transducer, while imaging systems today use an array of transducer elements. The implication of array processing on pulse compression is discussed next.
III. USE OF CODED EXCITATION IN ARRAY IMAGING

A. Conventional Array Imaging
Most commercial imaging systems today use multiple transducer elements to transmit and receive acoustic pulses, enabling spatial selectivity of signal transmission or reception. The selectivity is obtained by beamforming which is comprised of applying dynamically changing delays on the signals received at each one of the transducer elements prior to averaging [32] . Time-varying delays allow dynamic shift of the reception beam's focal point, optimizing angular resolution. Averaging of the delayed signals in turn enhances the SNR of the resulting beamformed signal, which is used to form a line in an image.
Consider an array of M elements, illustrated in Fig. 2 . Denote by m 0 the reference element, by δ m its distance to the mth element, and by c the speed of sound. The image cycle begins at t = 0, when an energy pulse starts to propagate in the direction θ and at time t ≥ 0 reaches a potential point reflector located at (x, z) = (ct sin θ, ct cos θ). Denote by ϕ m (t) the signal received by the mth element and byτ m (t; θ) the time of arrival. It is readily seen that where d m (t; θ) = (ct cos θ) 2 + (δ m − ct sin θ) 2 1/2 is the distance traveled by the reflection. Beamforming involves averaging the signals received by multiple receivers while compensating for the differences in arrival time.
Since δ m 0 = 0, the arrival time at m 0 isτ m 0 (t; θ) = 2t. Applying an appropriate delay to ϕ m (t), such that the resulting signalφ m (t; θ) satisfiesφ m (2t; θ) = ϕ m (τ m (t; θ)), we align the reflection received by the mth receiver with the one received at m 0 . Denoting τ m (t; θ) =τ m (t/2; θ) and using (9), the following aligned signal is obtained:
The beamformed signal may now be derived by averaging the aligned signals
Such a beam is optimally focused at each depth and hence exhibits improved angular localization and enhanced SNR. Although derived here over continuous time, the processing in (11) in practice is performed digitally.
Averaging of the aligned signals may also include dynamic apodization allowing to reduce the sidelobes of the lateral point spread function (PSF) at the expense of a wider main lobe. This is performed by multiplying each of the aligned signals by a time-dependent function w m (t). As shown in [33] , dynamic apodization can be easily incorporated into frequency domain processing.
B. Matched Filtering and Beamforming
As explained in Section II, in the CE approach, pulse compression is achieved by applying an MF on the detected signal. Array imaging requires matched filtering of the detected signal at every transducer element prior to beamforming, as illustrated in Fig. 3 . This implementation is referred to as beamforming precompression [20] , since beamforming is applied after compression. Using (11) and substituting the MF impulse response h(t) = s * (−t), the beamformed signal is given by
The computational complexity in this implementation is vastly increased by filtering each detected signal, restricting the use of CE in array imaging.
A straightforward way to overcome the computational bottleneck is beamforming postcompression, i.e., performing beamforming on the uncompressed detected signals and applying the MF on the beamformer's output [20] . This requires only one MF leading to a reduction in the number of multiplies by a factor N where
and M, N s , and N h are the number of elements, number of samples, and MF length, respectively. Further reduction in computational complexity can be obtained if the pulse compression is performed on baseband beamformed data as proposed in [21] and [22] . The computational savings achieved with this approach are discussed in detail in Section V-D. The advantage of a single application of MF on the beamformed data is obvious from the computational perspective. However, with this approach the resulting beamformed signal is given by
As can be seen in (10), the applied delay τ m (t; θ)) is a nonlinear function of time and varies within the support of the coded pulse. Consequently, the detected signal is distorted and is no longer comprised of exact replicas of the transmitted pulse. Due to this distortion the impulse response of the MF is mismatched with the input signal leading to poor compression performance: sidelobe level and main lobe width are degraded decreasing resolution and contrast. These effects are especially prominent at low imaging depths in the near field, where the beamforming delays are the most significant. Experimental comparison of beamforming precompression and postcompression performances is performed in Section V-B. A detailed study of the effect of beamforming precompression and postcompression on image quality is presented in [5] and [20] .
IV. BEAMFORMING AND PULSE COMPRESSION IN THE FREQUENCY DOMAIN
To obtain a computationally efficient method for matched filtering at each transducer element prior to beamforming, we propose integrating the MF into the FDBF framework.
As mentioned in Section I, beamforming in frequency was first considered in the context of sonar array processing [34] , [35] , where due to the far-field operation mode corresponds to averaging the signals after applying constant delays. This process can be transferred to the frequency domain in a straightforward manner through the well-known time shifting property of the Fourier transform. In the context of ultrasound imaging, due to the dynamic nature of beamforming which implies nonlinearity and time dependence of the required delays, the translation to frequency is much more involved. A frequency domain formulation of beamforming was introduced in [25] and [26] for 2-D imaging and 3-D imaging, respectively, leading to significant reduction in sampling and processing rates. We begin by reviewing the above framework based on [25] and then show how to incorporate pulse compression into it without increasing the computational cost.
A. Prior Art: Frequency Domain Beamforming
Ultrasound operates in extreme near field. Therefore, to obtain the far-field beampattern of the array allowing for spatial selectivity, dynamic focusing is required. The focal point is moved throughout the scan depth by applying time dependent delays τ m (t; θ) defined in (10) . Despite the nonlinearity of the delays, the Fourier components of the beamformed signal can be computed as a weighted average of those of the individual detected signals [25] .
To this end, denote the Fourier coefficients of (t; θ) with respect to the interval T , defined by the maximal scan depth, by
where I [a,b) is the indicator function equal to 1 when a ≤ t < b and 0 otherwise and T B (θ ) = min 1≤m≤M τ −1 m (T ; θ) [24] . Substituting (11) into (15) results in
whereĉ
The last equation stems from the variable substitution x = τ m (t; θ), required to obtain c[k] as a function of nondelayed receive signals ϕ m (t). The delays are effectively applied through the so-called distortion function, q k,m (t; θ), given by
with γ m = δ m /c. To derive a relationship between the Fourier coefficients of the beam and those of the received signals, we next replace ϕ m (t) by its Fourier coefficients c m [n] and rewrite (17) 
Here Q k,m;θ [n], referred to as Q-coefficients, are the Fourier coefficients of the distortion function with respect to [0, T ). When substituted by its Fourier coefficients, the distortion function effectively transfers the beamforming delays defined in (10) to the frequency domain. The function q k,m (t; θ) depends only on the array geometry and is independent of the received signals. Therefore, its Fourier coefficients can be computed off-line and used as a lookup table during the imaging cycle. According to Proposition 1 in [24] ,ĉ m [k] can be approximated sufficiently well with a finite number N q of Q-coefficientŝ
where N q = N 2 − N 1 + 1. The choice of N q controls the approximation quality. As reported in [25] for n < −N 1 and n > N 2 , the coefficients {Q k,m;θ [n]} are several orders of magnitude lower than Q k,m;θ [0] and therefore may be neglected, allowing for efficient implementation of beamforming in frequency. The choice of N q and its effect on image quality are discussed in detail in Section V-C.
Finally, substitution of (20) into (16) yields the desired relationship between the Fourier coefficients of the beam and the individual signals
Applying an inverse Fourier transform on {c[k]} results in the beamformed signal in time. We note that there is no need for envelope detection since we directly compute the one-sided spectrum of the beamformed signal. We then proceed to standard image generation steps which include log-compression and interpolation.
B. Integrating Pulse Compression Into Frequency Domain Beamforming
To incorporate pulse compression into the FDBF framework we aim to express the Fourier coefficients of the signal CE (t; θ), obtained by beamforming the compressed signals, as a function of the Fourier coefficients of the individual detected signals. This will allow performing the compression by means of weighting in the frequency domain together with beamforming.
Applying the steps in Section IV-A on CE (t; θ), its Fourier coefficients are given by
with q k,m (t; θ) defined in (18) . Next, we replace ϕ CE m (t) by its Fourier coefficients c CE m [n]
According to (12) 
The decaying property of {Q k,m;θ [n]} is retained after integration of the MF: numerical studies show that most of the energy of {Q k,m;θ [n]} is concentrated around the dc component, irrespective of the choice of k, m and θ . We illustrate these decay properties in Fig. 4 , where {Q k,m;θ [n]} is plotted as a function of n for k = 130, m = 14, θ = 0.427 [rad].
Obviously, incorporation of pulse compression does not affect computational complexity of FDBF, since it only requires to update the set of frequency weights which is performed off-line. Substitution of (24) into (22) yields a relationship between the Fourier coefficients of the beam and the individual detected signals
Applying an inverse Fourier transform on {c CE [k]} results in a time-domain output equivalent to beamforming the detected compressed signals.
C. Processing at the Effective Nyquist Rate
We next consider the number of Fourier coefficients of the beamformed signal CE (t; θ) that need to be computed using (25) and explain how the Fourier coefficients of the individual detected signals, required for computation, are obtained. Denote by γ the set of Fourier coefficients of the MF output, ϕ CE m (t), that corresponds to its bandwidth, namely, the values of k for which c CE m [k] are nonzero (or larger than a threshold). Let G denote the cardinality of γ . According to (22) and (23), the bandwidth of the beamformed signal contains at most K = G + N q nonzero frequency components. In a typical imaging setup the value of G is on the order of hundreds, while N q , defined by the decay properties of {Q k,m;θ [n]}, is typically on the order of tens. This implies that K ≈ G, so that the bandwidth of the beam is approximately equal to the bandwidth of the MF output.
From (25) , K Fourier coefficients of the beamformed signal are computed using at most K + N q Fourier coefficients of the individual detected signals. The latter can be obtained from K + N q point-wise samples of the detected signal filtered with an analog kernel s * (t). In ultrasound imaging with modulated pulses the transmitted signal has one main band of energy. Consequently, the analog filter takes on the form of a bandpass filter, leading to a simple low-rate sampling scheme [25] .
The computational complexity of FoCUS and the achieved savings are discussed in detail in Section V-D.
V. RESULTS
A. Experimental Setup
In order to examine the performance of the proposed method, we used real data acquired by Vantage 256, an ultrasound system of Verasonics. A tissue mimicking phantom Gammex 404GSLE of 90-mm depth was scanned by a 64-element phased array transducer P4-2v with a frequency response centered at f c = 2.9 MHz. All the elements were activated both on transmission and reception. During acquisition, each element transmitted a linear FM defined in (8) with length T p = 22.07 μsec, central frequency f 0 = 3 MHz, and bandwidth B = 2.72 MHz, yielding a time-bandwidth product of D = 60. A Gaussian tapering window was used. No apodization was applied on transmission and reception. The raw data was processed using FoCUS defined in (25) for different approximation levels, namely, different number of Q-coefficients, N q . The performance in axial and lateral dimensions for different values of N q are compared to time domain beamforming precompression and postcompression. Savings in computational complexity for different values of N q are discussed in Section V-D.
B. Beamforming Precompression and Postcompression Evaluations
We start with beamforming precompression and postcompression performances comparison. Images obtained by each method are presented in Fig. 5(a) and (b) . Image quality degradation is most prominent at low depths. This can be seen in a zoomed-in view on the three first point reflectors shown in Fig. 6(a) and (b) . As expected, with the increase of depth, the degradation decreases. To verify this quantitatively, we computed an error between the precompression and Fig. 7 . Error between beamforming precompression and other methods as a function of depth. Black dashed and solid lines correspond to comparison to postcompression with and without dynamic apodization, respectively. Gray dashed and solid lines correspond to comparison to frequency processing with N q = 9 and 29, respectively. postcompression signals as a function of depth. Following the definition in [20] , the error is given by:
Here pre (l, z) and post (l, z) stand for the envelope of the beamformed data at the location (l, z) for precompression and postcompression, respectively. The error as a function of depth is shown in Fig. 7 and is consistent with the results in [20] . Fig. 8(a) and (b) shows scan-lines of a point scatterer located at 10 and 80 mm from the transducer, respectively. The chosen locations correspond to the minimal and the maximal imaging depth. As can be seen in Fig. 8(a) , for 10-mm depth the main lobe of the resulting axial PSF is approximately 13% wider when beamforming is performed prior to pulse compression. In addition, the sidelobe is 9 dB higher. As expected, at the depth of 80-mm PSFs of precompression and postcompression are almost indistinguishable. We note that the error is relatively high up to 40 mm, which is a typical depth for plane-wavebased imaging including shear wave elastography of breast, carotid and thyroid [36] .
The performance of beamforming postcompression at shallow depths can be improved by introducing dynamic apodization. In this case, the edge elements with highest values of the beamforming delays receive lower weights. This decreases their contribution to the beamformer output and consequently improves compression performance. The effect of dynamic apodization with a Hamming window and f-number equals to 2 on performance of beamforming postcompression is shown in Figs. 5(c) and 6(c). The corresponding error, presented in Fig. 7 , shows that at lower depth there is indeed an improvement of approximately 1.3 dB. However, visual inspection of Figs. 5 and 6 shows that the even with dynamic apodization the performance of postcompression is reduced compared to precompression. In addition, as the depth increases, the error becomes larger compared to postcompression without dynamic apodization. Optimal performance for beamforming postcompression may be obtained by appropriately adjusting the apodization to the imaging depth. However, such an adjustment is out of the scope of this paper. Therefore, for simplicity, we do not introduce dynamic apodization in further experiments.
C. Results Using FoCUS
We next compare the performance of FoCUS in axial and lateral dimensions to that of precompression and postcompression techniques. Theoretically, FoCUS is equivalent to beamforming precompression since it performs the same processing in the dual frequency domain. The differences, however, stem from the approximation in (23), namely, from the fact that only N q Fourier coefficients of the distortion function defined in (18) are used. As we see next, the experiments show that the approximation only affects the performance in lateral direction.
1) Performance in Axial Dimension: Fig. 8(a) and (b) presents scan-lines of a point scatterer located at 10 and 80 mm from the transducer, respectively. As can be seen, the axial PSFs of FoCUS and beamforming precompression are identical in terms of main lobe width, and their sidelobes are extremely close at both depths. This implies that FoCUS preserves the performance in terms of contrast and resolution in the axial dimension. The above results are obtained for N q = 9, however, even coarser approximation corresponding to lower values of N q has almost no effect on the axial dimension. This implies that the approximation in (23) has almost no effect on the performance in the axial dimension. For N q = 3, the same main lobe width is obtained with only 1.3-dB degradation in sidelobes level. This is significantly lower than the 9-dB degradation of beamforimg postcompression.
The difference in the axial performance can be easily seen in the resulting images. Fig. 5 (a) and (b) shows beamforming precompression and postcompression. FoCUS with N q = 29 and N q = 9 are presented in Fig. 9(a) and (b), respectively. A zoomed-in view on the first three scatterers, presented in Fig. 6 , verifies that the axial resolution of FoCUS with both N q = 29 and N q = 9 is the same as beamforming precompression. In fact, it can be observed that Fig. 5(a) and (d) looks the same, implying that FoCUS achieves the same image quality as beamforming precompression which is optimal for coded imaging. Figs. 5 and 6 demonstrate that in terms of axial resolution FoCUS outperforms beamforming postcompression for shallow depths. The performance in lateral direction is discussed next.
2) Performance in Lateral Dimension: As mentioned in Section IV, the number of Q-coefficients controls the quality of the approximation in (21) . The results presented above show that this approximation affects mostly the performance in the lateral dimension.
To study the effect of the approximation level on the lateral resolution, we measure the main lobe width of the lateral PSF corresponding to the scatterer located at 10 mm from the transducer. We compare it to beamforming postcompression and precompression. Fig. 10 presents the main lobe width as a function of N q . As expected, the lateral resolution decreases with N q . For N q ≥ 29, FoCUS obtains the same lateral resolution as beamforming precompression, and it outperforms beamforming postcompression as long as N q ≥ 9. To verify the performance in terms of lateral sidelobes, we compare the lateral PSF obtained by beamforming precompression and postcompression with those obtained by FoCUS with N q = 29 and 9. The results are shown in Fig. 11 . As can be seen, both the main lobe width and the sidelobes level are comparable for beamforming precompression and FoCUS with N q = 29. For N q = 9, the main lobe width of FoCUS is similar to beamforming postcompression, while the distant sidelobes are higher for beamforming postcompression.
To quantitatively evaluate FoCUS, we computed an error between the precompression and FoCUS for N q = 9 and 29 similar to the definition in (26) . This allows to assess the overall effect of both the main-lobe width and the sidelobes as a function of depth. As can be seen in Fig. 7 , FoCUS outperforms beamforming postcompression for most imaging depths for both N q = 29 and N q = 9. Our results demonstrate that the proposed method obtains high image quality, and for N q large enough it yields the performance of beamforming precompression both in lateral and axial dimensions. The number of Q-coefficients, N q , defines the reduction in computational complexity which is discussed next.
D. Computational Complexity
We analyze the computational complexity of beamforming precompression and postcompression and FoCUS while considering only multiplications. The number of samples comprising each scan-line is denoted by N s , and is determined by the sampling rate and imaging depth. According to (25) , the number of multiplications needed for a computation of one scan-line using K coefficients from the set {c CE [k]} is
including the inverse Fourier transform. Here M is the number of transducer elements and N q denotes the number of Q k,m;θ [n] coefficients taken for the approximation in (25) . When applying conventional beamforming precompression, the computation includes the complexity of M MFs and interpolation of M signals to apply the time-varying delays. Assuming that the values of the detected signal ϕ m (t) at τ m (t; θ) are obtained by linear interpolation with linear complexity and an efficient MF implementation using FFT
multiplications are needed. The computational complexity of beamforming postcompression includes interpolation of M signals as in beamforming precompression, while the MF is applied only once on the beamformer output. This is the major savings of the postcompression method at the expense of compression performance. Compression is performed on baseband beamformed data obtained by demodulation and decimation of the beamformer output as proposed in [21] and [22] . To the best of our knowledge this is the most efficient implementation of beamforming postcompression. As shown in [21] and [22] , the implementation of matched filtering using baseband data does not lead to further reduction of compression performance. The overall computational complexity of this method is
Here P stands for the decimation factor which is equal to the oversampling factor, namely, P = f s / f 0 . For a sampling rate of f s = 4 f c the MF length is N h = 274 and N s = 1392. Using a linear FM with time-bandwidth product D = 60 and the above sampling rate, the bandwidth of the beamformed signal contains K = 260 Fourier coefficients. Table I summarizes these parameters. Fig. 12(a) shows the computational complexity ratio between beamforming precompression and FoCUS as a function of N q . For N q = 29 our method achieves 4-fold complexity reduction while yielding optimal axial and lateral resolution. When choosing lower values of N q further complexity reduction is achieved yielding up to 33-fold reduction for N q = 3. The lateral resolution is degraded accordingly as shown in Fig. 10 , while the axial resolution is preserved.
Comparing the complexity of FoCUS to that of beamforming postcompression, it can be seen in Fig. 12(b) , that the proposed method outperforms postcompression for N q ≤ 5. We note that N s and N h depend on the oversampling factor, P, and are given by
Thus, N pre /N F as well as N post /N F increases with P, meaning that the savings in computational load is more significant for higher oversampling factors. For example, taking P = 10 leads to 11-fold reduction for N q = 29 and 77-fold reduction for N q = 3 when comparing FoCUS and precompression. In addition, for P = 10 the proposed method outperforms postcompression for N q ≤ 12.
VI. CONCLUSION
In this paper, we present a method allowing to reduce the computational load required by CE array imaging. The proposed approach is based on integration of pulse compression of each one of the detected signals to computationally efficient frequency domain processing. FDBF computes the Fourier coefficients of the beam as a weighted average of those of the detected signals. We show that in frequency, pulse compression of each channel can be performed together with beamforming by appropriate modification of the weights required for FDBF. As a result, matched filtering is applied at each detected signal without additional computational cost to the FDBF technique. Our method enables efficient implementation of CE, making it a feasible approach in array imaging with the potential to enhance SNR as well as improve imaging depth and frame rate.
The reduction in computational complexity achieved by FoCUS is a function of the number of Fourier coefficients N q . Coarse approximation, namely, small values of N q , affect the performance of FoCUS. It was shown experimentally that only lateral resolution is decreased in this case, while the performance in axial dimension is insensitive to the reduction of N q .
The proposed method, FoCUS, was verified on experimental data acquired by a Verasonics system with a 64-element probe. We compared our results with beamforming precompression, which is the optimal implementation for CE array imaging. We evaluated the reduction in computational load for different oversampling factors P. It was shown that for P = 4 and P = 10 FoCUS achieves the same image quality with 4-and 11-fold reduction in computational complexity, respectively. Further reduction, up to 33-fold for P = 4 and up to 77-fold for P = 10, can be obtained at the expense of decreased lateral resolution. As a result our method enables adjusting lateral resolution to available computational power. It is important to mention that FoCUS preserves optimal axial resolution regardless of the reduction in complexity. This is in contrast to beamforming postcompression, commonly used to reduce the computational load. For low values of N q FoCUS outperforms the most efficient implementation of beamforming postcompression and preserves optimal axial resolution. It is important to keep in mind, however, that lateral resolution obtained by FoCUS in this case may be degraded compared to postcompression. This should be taken into account when defining the optimal processing strategy.
Parallelization may significantly speed up the beamforming precompression where each detected signal is compressed independently of the others. This holds for FoCUS as well where eachĉ CE m [k] of (24) can be computed in parallel. The performance in terms of lateral resolution may be potentially improved by postprocessing coherence-based techniques [37] , [38] . The above methods are applied on beamformed data and result in up to twofold improvement of the lateral resolution. Implementing these methods directly in frequency and integrating them with FoCUS may alow to obtain maximal complexity reduction without compromising lateral resolution.
