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Abstract
The α− polymorphic phase transition is known to occur in some steels. In this
work 080M40 plain carbon steel bright round rolled bar, was machined and heat-
treated to produce an annealed or a hard martensitic structure. These samples were
shock loaded, by plate impact, and the material response recorded using in-situ
manganin stress gauges and heterodyne velocimetry. The Hugoniot elastic limit for
the annealed samples was determined to be (2.1± 0.3) GPa. The Hugoniot elastic
limit was not well defined for the hardened samples. The phase transition pressure
was determined to be (13.6± 0.3) GPa and above 14.8 GPa for the annealed and
hardened samples respectively.
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1 Shock Physics
It is well known that materials which are subjected to high pressure may experience
phase change [1]. Using dynamic loading it is also possible to induce phase changes
in the material. In a shock experiment this process occurs very rapidly in the order
of nanoseconds or faster. The phase change can occur either in compression, tension
or both. Generally direct observation of a phase change in such an environment is not
possible, however techniques exist that allow the effects of the phase to be recorded. The
following document describes plate impact techniques used in an attempt to produce a
pressure induced phase transformation in 080M40 plain carbon steel. This material has
not been extensively examined using dynamic loading techniques within the literature.
On first inspection the choice of steel as a material to study may seem strange. It
is an alloy and thus more complicated than an elemental material. It is an engineering
material, has impurities and is defined by a possible range of alloying elements rather
than precisely controlled dopants. From a another standpoint it is an interesting material
to study because of its familiarity and frequent use throughout industry. The α−  phase
change in iron is well known within the shock physics community and this phase change
has been shown to similarly occur in steels, which are simply an alloy of carbon and iron.
One of the earliest studies on phase change in steel was carried out by Loree et
al. [2]. In this work the phase transformation pressure was observed to increase with
increasing carbon content, up-to 1%. Heat treatments were also carried out as part
of this work. The results suggested that the more well tempered samples had lower
phase transition thresholds for carbon contents of 1% or below; at higher carbon contents
the phase transition pressures reduced. The authors attribute the anomalous behaviour
of the higher carbon content alloys to be as the result of Fe3C precipitates formed in
the material. In all cases the maximum transition threshold was found to be less than
15 GPa. In more recent work by Hammond and Proud [3] upper and lower bainitic steel
(low carbon) samples were subject to shock loading. No phase transition was observed in
the upper bainite samples on loading to stresses above 25 GPa, whereas the lower bainite
samples displayed phase change at around 13 GPa. This is a curious result, particularly
as the authors point out that the upper bainite samples were almost entirely ferritic; the
phase change should therefore have been easily resolved during the experiments.
Such data suggest that heat treatments carried out on steel samples may prove an
interesting research area. 080M40 carbon steel was chosen for this research due to its
ease of hardening and expected phase change stress threshold that is achievable using
conventional plate impact loading techniques. It is also readily available, low cost, has
moderate carbon content of ∼ 0.4% and is familiar to the machining workshop.
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1.1 Formation of a Shock Wave
In most materials compressional (sound) waves travel at a speed which increases with
increasing pressure; as the wave propagates into the material, higher pressure regions
propagate faster than the lower pressure (slower) ones. Figure 1 illustrates the process
of shock formation as the wave front travels through the material. Each point on the
wavefront moves (relative to the laboratory frame) with a pressure dependent sound speed
c, plus the particle velocity u of the material at that point, and results in a steepening of
the compressional front into a shock wave. This discontinuity of stress, density (or specific
volume), particle velocity and temperature, can continue to propagate into a material as
a stable shock wave with velocity Us [4].
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Figure 1: (a) Compressional wave steepens to form a shock wave. (b) Release wave
broadens as the trailing part moves more slowly than the leading part.
Ahead of the shock the material is in its initial state 0. As the shock sweeps through
the material, the material parameters are abruptly changed to a new state 1. Swegle and
Grady [5] have shown empirically that strain rate varies with stress to the power of four
and falls within the range of 105 − 108 s−1 for many shock compressed materials; thus
in shock experiments this very rapid compression is regarded as discontinuous. Figure 2
illustrates two regions in a material separated by a discontinuous shock front. In reality
the shock wave will not be a perfect discontinuity but will have some small but finite rise
8
time which is due to viscosity effects within the material.
1.2 Rankine-Hugoniot Jump Equations
By application of the Rankine-Hugoniot jump equations [6] the final state of the material
that has been subjected to shock loading can be determined. These equations are derived
from the conservation of mass, momentum and energy across the shock front. It is
assumed that the material is hydrodynamic; the material behaves as a fluid, there are no
strength effects and the material does not change phase. A shock front moves within a
material with velocity Us and causes the material states to change from initial conditions
subscript 0 to final conditions subscript 1.
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Figure 2: A shock propagates into a material at velocity Us raising the material properties
from state 0 to state 1.
Particle velocity up, density ρ, specific volume V = 1/ρ, specific energy E and pres-
sure P describe the material parameters in the following equations. Application of the
conservation of mass gives the relationship
ρ0(Us1 − u0) = ρ1(Us1 − up1) (1)
the law of conservation of momentum yields
P1 − P0 = ρ0(Us1 − up0)(up1 − up0) (2)
and by conservation of energy
E1 − E0 = 1
2
(P1 + P0)(V0 − V ) (3)
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These equations contain five variables, which by knowledge of two of them (such as
could be measured in an experiment) allow the remaining variables to be determined. The
conservation equations may be expressed in a more convenient format, for calculations
involving multiple shocks. Additionally, to facilitate use with materials that exhibit
strength (described in section 1.7) they are recast below in terms of longitudinal stress
for the nth shock state . Thus the conservation of mass relationship may be expressed as
ρ(n−1)(Usn − u(n−1)) = ρn(Usn − upn) (4)
whilst the law of conservation of momentum for a longitudinal stress σ, gives
σn − σ(n−1) = ρ(n−1)(Usn − up(n−1))(upn − up(n−1)) (5)
and by the conservation of energy
En − E(n−1) = 1
2
(σn + σ(n−1))(V(n−1) − Vn) (6)
1.3 The Hugoniot Curve
Considering the conservation of energy equation (3) it can be seen that only thermo-
dynamic quantities are present. This equation must be satisfied for the shock state to
exist and it will form a curve which lies on the equation of state for that material. The
equation of state is a surface of all possible equilibrium states of the material. A plot of
P verses V defines the locus of all shocked states in the material i.e. the equilibrium state
formed immediately behind the shock which has traversed the material. The P − V plot
is commonly called the Hugoniot. It does not reflect the thermodynamic path that the
material takes in order to achieve the final state. Other shock parameters may be plotted
against one-another to define the material characteristics; for example a σ − up plot is
often used since the stress (σ) and particle velocity (up) must be maintained across an
impact interface. Empirically the Us − up relationship for many materials [7] has been
found to fit a straight line with the equation,
Us = c0 + Sup (7)
where c0 is the bulk sound speed, or a value very close to it, and S is a material
specific constant which falls within the range of 1-2 for most materials.
Figure 3 shows a Hugoniot curve drawn in pressure-particle velocity space. A line is
drawn from initial to final pressure. Considering the conservation of momentum equation
(2) it can be seen that a line connecting pressure and particle velocity points has a gradient
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of ρ0(Us1 − up0). The connecting line is known as the Rayleigh line.
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Figure 3: Principal Hugoniot (zero initial pressure and particle velocity) and the Rayleigh
line. The gradient of the Rayleigh line describes the shock speed multiplied by the initial
density.
1.4 Use of the Hugoniot in a Shock Experiment
The shock or impact conditions achieved in a plate impact experiment may be calculated
through the use of the Rankine-Hugoniot relations. An impact scenario is shown graph-
ically in figure 4. Here a stationary material (A) at ambient conditions is impacted by
a flyer of a different material (B). The flyer travels at an impact velocity Vimp. In the
digram the principal hugoniot of material A is drawn from the origin. As the particle
velocity is increased (as will be the case due to impact) the pressure will similarly rise.
The principal Hugoniot of material B is drawn reflected in the pressure axis and shifted so
that zero pressure corresponds to a particle velocity equal to the impact velocity. When
the flyer impacts the target, the particle velocity in material B is reduced resulting in a
pressure rise. At the impact interface both the pressure (stress in a material that exhibits
strength) and particle velocity of the two materials A and B must be equal; these values
correspond to the intercept of the Hugoniot plots P1 and up1 .
In an alternative experiment material A is replaced by non-characterised material. If
for example the pressure, due to impact (P1) is recorded, then using the known Hugoniot
of material B, allows the particle velocity in material A to be determined and thus the
remaining state variables to be deduced for that material.
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Figure 4: Plot illustrating the Hugoniots of two materials which impact each other and
produce a shock pressure and particle velocity which can be deduced from the plot inter-
section.
1.5 Coordinate Systems
Lagrangian coordinates are fixed relative to the material, compared to Eulerian coordi-
nates which are measured in the stationary laboratory frame. If an embedded gauge is
used to measure shock arrival times, then after the passage of a shock the gauge will ac-
quire the particle velocity of the surrounding material. Since the material is compressed
by the action of the shock, the separation of two gauges embedded in the material will be
reduced. Thus embedded gauges can be easily used to measure Lagrangian shock velocity
since they move with the material.
The Lagrangian shock speed C determined by two such gauges would be calculated
by
C =
x0
tn
(8)
where x0 is the initial separation of the gauges prior to any shock propagation, and
tn the time for the n
th shock to traverse between the two gauges.
An alternative expression of the conservation of momentum (5) is often found in
the literature [8]. This uses the Lagrangian shock speed and is particularly suited in
calculations where multiple shock fronts are prevalent.
Defining the Lagrangian shock velocity as Cn where again subscript n indicates the
parameter from the nth wave, the relationship between Eulerian velocity and Lagrangian
velocity is given by
Cn =
ρn
ρ0
(Usn − up(n−1)) (9)
12
Equation 5 can be expressed using the above notation as
σn − σ(n−1) = ρ0Cn(upn − up(n−1)) (10)
which is expressed more succinctly as
∆σ = ρ0Cn∆up (11)
1.6 Release
In a plate impact experiment the flyer and target stress is raised to some value. This
pressure is held until a release wave propagates into the high pressure region [4]. At the
flyer and target outer edge, lateral release begins the instant after impact. Lateral release
waves propagate in towards the centre of the target material, reducing the pressure as
it travels, figure 5. This results in a region that is no-longer subject to one dimensional
(1-D) strain.
Region of 1D zone
Lateral 
release Wave
Shock front moves
into material
Fl
ye
r Ta
rg
et
Figure 5: Release wave moves in from the edge of the flyer and target reducing the region
of 1-D strain
Ultimately the duration of the shock experiment is limited by release. An estimate of
the duration before lateral release effects the experiment can be made from the known
value of longitudinal sound speed for that material. Thus for a 50 mm diameter target
and longitudinal sound speed of 6 mm µs−1 the experiment will be limited to circa 4 µs.
Release waves will also propagate longitudinally from the front of the target and rear
surface of the flyer. When a shock wave reaches a free surface, a release wave is produced
which travels back into the material. It acts to reduce the stress to ambient conditions.
Unlike a shock, release waves spread-out as they travel through the material, as shown in
figure 1. This is as a consequence of the sound velocity dependence on pressure. Shock
processes are commonly represented on an x-t diagram such as figure 6.
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Figure 6: A distance time plot, often called an x-t diagram, showing the wave interactions
in a plate impact experiment
In x-t diagrams, an impact is represented on a time (t) against distance (x) plot. The
material motion, shock front and release wave propagation is shown. Since release waves
disperse as they travel into the material a release fan is plotted in the x-t diagram. Also
shown in figure 6 is a region where two release waves meet. In situations such as this,
a region of tension is created, which if large enough will cause tensile failure known as
spall.
The release process occurs along the isentrope. This has been shown to be very close
to the Hugoniot for low pressures [9]. To third order in strain, the entropy along the
Hugoniot is constant. Using this assumption, release can be approximated as following a
path along the Hugoniot (figure 7).
1.7 Real Materials
The previous sections describe shock loading of materials which maintain a hydrodynamic
response. Real materials have strength and may change phase above a certain threshold
stress. These features are reflected in more complicated wave profiles and Hugoniot curves
[10].
The Hugoniot Elastic Limit (HEL) is the stress at which a material begins to yield.
Below this stress value the material behaves elastically. The elastic wave propagates with
a speed that is very close to the longitudinal sound speed of the non-compressed material
[11]. When a material is shocked to a low stress value this results in an elastic precursor
wave that runs ahead of the plastic wave. Similarly if a phase change occurs in a material
which causes a change in volume, multiple plastic waves can be evolved.
A schematic diagram of the response of a real material is shown in figure 8. The
stress profile shown illustrates the main features of a material that is subject to shock
14
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Figure 7: Shock and release. The stress state achieved by a shock is indicated at the
intersection of the Rayleigh line and Hugoniot. Release is approximated as the path down
the Hugoniot
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Figure 8: A schematic diagram of a shock wave in a material. The fronts marked E1,P1,P2
are the elastic precursor, plastic 1 and plastic 2 waves respectively.
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loading and that undergoes a polymorphic phase change. The E1 wave is the elastic
precursor. It propagates through the sample bringing the material to the point of plastic
deformation. The P1 wave is a plastic wave that brings the material to the point of phase
transformation. The P2 wave is the subsequent wave that results from transformation of
the material to a lower specific volume i.e. higher density phase. Each wave propagates
with a certain velocity and can be represented on a Hugoniot plot.
A schematic plot of a Hugoniot, in the stress-volume plane, that involves phase change
and would result in a multiple wave structure is shown in figure 9.
A
Br
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St
re
ss
D
σHEL
V1V2 V0
Volume
σA
HEL
σr
V3
Figure 9: The Hugoniot of a material that experiences a phase change. Point A the phase
transition, region A-B the multiphase region. Stress above D results in a single plastic
wave front of completely transformed material. Stress between C and D results in an
elastic precursor and plastic wave. Stress below A results in a single plastic wave front of
non-transformed material and an elastic precursor that moves ahead of it. Stress below
σHEL the HEL results in an elastic wave only.
The points A,B,C are respectively the threshold where phase transformation will
begin, the end of the mixed phase region and complete transformation. If the material is
shocked to a stress of σA or below, one plastic wave will propagate through the material
preceded by the elastic precursor. If the material is shocked to above σA, say, to some
value σr, a multiple shock wave structure will exist such as in figure 8. The resultant
material will be of mixed phase when the stress σr falls between points A and B i.e.
σA < σr < σB, or the material may be fully transformed in the case σr > σB [12].
Following Meyers [13] the velocity of a wave may be determined by its Rayleigh line
on the Hugoniot plot. Using specific volumes the equation of conservation of mass (4)
may be written as
V1 − V2 = V1 − V1 (Us2 − up2)
(Us2 − up1) (12)
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for the shock state from σ1 to σ2. Division by the conservation of momentum equation
5, yields
σ2 − σ1
V1 − V2 =
1
V 21
(Us2 − up1)2 = 1
V 22
(Us2 − up2)2 (13)
Equation 13 is a representation of the gradient of the line connecting states 1 and 2
i.e. the Rayleigh line from the HEL to A on figure 9. Similarly any two points on the
Hugoniot may be represented in a such a fashion. Hence, the line connecting points A-r
(states 3 and 2 respectively) is given by
σ3 − σ2
V2 − V3 =
1
V 22
(Us3 − up2)2 (14)
An observer moving with a particle in the material that has been accelerated by the
first plastic shock would observe that shock moving away at a velocity of (Us2 − up2).
That same observer would perceive the second shock moving towards him at a velocity
(Us3 − up2). Phrased another way, the first shock moves with a velocity of (Us2 − up2)
relative to the material behind it and the second shock moves relative to the material
ahead of it at a speed (Us3 − up2). In this case, provided (Us3 − up2) < (Us2 − up2), the
two shock waves will never catch each other and the multiple wave structure is stable. In
terms of the Rayleigh lines and considering the elastic wave this stability is equivalent to
σ1 − σ0
V0 − V1 >
σ2 − σ1
V1 − V2 >
σ3 − σ2
V2 − V3 (15)
There will be a multiple wave structure provided that the Rayleigh line of the nth shock
has smaller gradient than that of the (n − 1)th shock. In the case where the material is
shocked to above point D in figure 9, the Rayleigh line no longer meets the Hugoniot at
point A and only a single plastic shock is observed. The shock propagates through the
material bringing it to complete transformation. If the gradient of the Rayleigh line to
point D is steeper than the Rayleigh line for the elastic wave then there will be only one
wave that propagates through the material.
1.8 Polymorphic Phase Change
Polymorphic phase change in a material subject to shock loading occurs very rapidly
(of the order of 100 ns or less) and the structure re-arranges itself by a shift or shuﬄe
of atoms over a short distance. Such phase transformations are described as marten-
sitic, military or displacive [14]. Diffusional processes, for example, cannot occur on the
time scales involved with shock waves; such transformations are classified as first or-
der transformations[10]. Following Meyers [13] and Duvall and Graham [10], pressure
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induced phase change may be expressed in terms of continuum thermodynamics. In an
equilibrium state, of constant pressure and temperature, the stable phase is the one which
has the lowest Gibbs free energy. For two phases the Gibbs free energy variation with
pressure is shown schematically in figure 10.
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Figure 10: A schematic diagram of the Gibbs free energy of two possible constituent
phases in a material. The sketches shown on the left represent a first order transition
those on the right are second order.
Considering the definition of Enthalpy H, Gibbs free energy G and from the first law
and second laws of thermodynamics
H = U + PV (16)
G = H − TS (17)
dU = TdS − PdV (18)
Where U is internal energy, P pressure, T temperature and V volume. Combining
equations 16 and 17 and differentiating gives
dG = dU + PdV + V dP − TdS − SdT (19)
dG = V dP − SdT (20)
So at the phase transition temperature the associated volume may be given by
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V =
(
∂G
∂P
)
T
(21)
and by a similar method
S = −
(
∂G
∂T
)
P
(22)
At the transition point of a first order phase transition the values of Gibbs free energy
are equal, however the gradients
(
∂G
∂P
)
of the two phases differs, which results in an
associated volume change on phase transition ∆V . Similarly the phase transition results
in an entropy change ∆S. These discontinuities define a mixed phase region where the
two phases may coexist. For second order phase transitions there is no discontinuity in
the first derivative of Gibbs free energy; the discontinuity occurs in
(
∂2G
∂P 2
)
T
. Second order
transformations will not be considered further in this report, however at high pressures
(megabar) second order transitions have been observed in rare earth and alkaline metals
[12]. Magnetic transitions are also second order. By considering the Gibbs free energy as
a function of P and T, it is possible to deduce the Clausius-Clapeyron equation for the
equilibrium surface. Expanding G, as a function of pressure and temperature, in total
differential form
Gi = f(P, T ) (23)
dGi =
(
∂G
∂P
)i
T
dP +
(
∂G
∂T
)i
P
dT (24)
at equilibrium, the Gibbs free energies for phases 1 and 2 are equal as is an increment
associated with any change i.e. G1+dG1 = G2+dG2 and since G1 = G2 then dG1 = dG2.
Equating 24 for i=1,2 and substituting with 21 and 22 then gives
dP
dT
=
∆S
∆V
(25)
where ∆S = S2 − S1 and ∆V = V2 − V1.
Looking at figure 11 it can be seen that the α− phase boundary is a negative gradient;
the pressure required to cross the boundary decreases with increasing temperature. For
this situation dP
dT
< 0, which considering equation (25), suggests that ∆S is positive as
the phase change occurs on volume compression and ∆V < 0.
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Figure 11: The phase diagram of Iron. Solid line the α −  phase boundary, dashed line
the Hugoniot. Figure adapted by author from [15] figure 1.
1.9 Release and Phase Change
The presence of phase change also has implications on unloading. A cusp in the isentrope
results in rarefaction shock on release [16]. Considering figure 12 for material shocked
above point σ3max, release occurs in three stages. A release fan reduces the stress to
point σ3max, whereupon a rarefaction shock takes the stress down to point σ4min and a
final release fan reduces the stress to the final state. On shocking the sample to stresses
lower than σ3max smaller release shocks will be observed i.e. from stresses below σ3max to
above σ4min. Rarefaction shocks have been observed in several materials including steel
[17] and potassium chloride [16].
σ3max
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Figure 12: A schematic of an isentrope. The dashed line tangent to the curves defines
the maximum magnitude of rarefaction release
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1.10 Phase Change Kinetics
Thus far little discussion has been given to the effect of phase change kinetics; the above
sections being concerned with equilibrium conditions. Some of the observables that can
obtained by experiment are described. In a real phase changing material the evolution
of the two wave structure is more complicated than that of an equilibrium solid. In
a material that does not have a rate dependent transformation, the two plastic waves
(P1) and (P2) travel in an unchanging fashion and are clearly defined. When a material
experiences a polymorphic phase change which is not instantaneous, kinetic effects i.e.
the transition times involved with the solid to solid transition, can act to modify the
structure of the wave profile as it propagates through the material [12].
1.11 Flow in a Material Subject to Phase Change
The experimental observables of polymorphic phase transition have been described by
Hayes [18, 19] and are presented below. In this work Hayes used the method of Andrews
[20, 21] to model the wave profile of a phase changing material. This is a phenomenological
model and has been used in the literature to better describe the phase change process in
materials such as iron, potassium chloride and bismuth.
Four possible (in material) transients may be observed due to the transformation
process and are depicted in figure 13.
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Figure 13: A schematic of the stress evolution in a phase changing material that has been
shocked to above the phase transformation pressure.
Decay of interface stress On impact the interface stress is maximum. The stress at
this interface then reduces with time as the material transforms i.e. as its volume
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decreases. At early times the interface stress is that of the single P1 wave, eventually
reducing to the P2 value.
Evolution of the P1 wave In the experiment the target is impacted by a flyer and
this creates an interface pressure. The P1 wave then begins to propagate into
the material. It can be seen that the P1 stress value decreases as the stress wave
propagates into the material, decaying with propagation distance into the material
from the initial value of the impact stress.
Evolution of the P2 Wave Before the evolution of the P2 wave there is only one stress
wave propagating in the material i.e. the P1 wave. After some time the P2 wave
emerges creating a two wave structure. The evolution of the P2 wave occurs once
the material at the impact interface has fully transformed.
P1-P2 rise time As the pressure wave propagates into the material, the material trans-
forms, however this transformation takes some time to occur. The phase change
occurs during the transition from the P1-P2 wave thus for a slow transition the
P1-P2 rise time will become large.
The above observables may be understood by considering the impact process. At
impact there has been no phase transformation and so the impact pressure is determined
by the extrapolation of the low pressure phase Hugoniot [22]. The material, now in a
metastable state, starts to transform with an associated volume decrease; this reduces the
pressure and so the interface pressure is seen to reduce. Eventually the interface pressure
stabilises at the P2 state. As the P1 wave travels into the material it decays, ultimately
reaching the transition pressure.
The fact that it takes some time for the material to transform, means that it is some
time before the P2 wave starts to propagate; it can only start to propagate once the
material at the interface has transformed to the higher pressure phase.
Finally, the transition from the P1 wave to the P2 wave is not abrupt since the
transformation takes place in that region; that is to say the P1 wave raises the pressure
in the material and it is followed by the phase transformation front in which the material
changes completely from one phase to another. The width of this front is then related
to the time of transformation and will become larger as the waves propagate into the
material.
Considering the above features, there are several techniques that can be employed to
gain insight into the kinetics of the phase change process. The interface pressure can be
monitored, the P1 wave pressure can be recorded either as a function of sample thickness
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or driving stress, the presence or otherwise of the P2 wave can be deduced, or the P1−P2
transition time can be determined.
As a consequence of phase change and shock wave interaction, another characteristic
that can be observed and could be used to indicate the presence of phase change at the
free surface, is the evolution of the phase induced reflection. This was described by Barker
[8]. In a material that exhibits the two wave structure, the faster P1 wave will reach the
free surface and be reflected back (as a release) into the material. This wave will interact
with the P2 wave at some position in the material. It will lower the pressure of the
P2 wave by the amount of the P1 release. This results in a region in the material that
does not transform, because the pressure of the P2 wave front is no longer sufficient to
drive the phase transition. The (now lower pressure) P2 wave releases at the free surface,
with the release wave propagating back into the untransformed region. This wave then
interacts with the more dense phase and is subsequently reflected back towards the free
surface. The result is to increase the pressure of the untransformed region so that the
release particle velocity will be very close to that at the impact face immediately after
compression.
Hence whilst it is not currently possible to directly observe the phase transformation
process, it is possible by measurement of wave profiles and wave arrival times to gain
insight to the rate of phase transformation. However both Hayes [18] and later Boettger
and Wallace [15], point out that strength effects and wave interactions can mask or
introduce features that change the observables above.
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2 Static Properties
2.1 Material Properties
Iron has for many years been important for use in tooling and manufacture. It is also
of interest to geologists and astrophysicists because of it predominance within the earth
and other cosmic bodies. As with many materials iron exists in different phases at
different pressures. Iron is of course alloyed with carbon and other elements to produce
steels. In industrial applications steel is arguably the most important metal to have been
discovered and will continue to be. The ease with which its properties can be controlled
are attractive to the engineer and its abundance mean that its cost does not preclude
its use. The relevant material properties, of both iron and steel, to this research are
discussed in the below sections.
2.2 The Structure of Steel
The steel phase diagram (at ambient pressure) is shown in figure 14.
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Figure 14: The Iron-Carbon Phase Diagram. Figure adapted by author from [23]. Notice
carbon is soluble to a maximum of 0.0035% in ferrite. Other phases with the exception
of delta-ferrite (also BCC) have significantly higher carbon solubility.
There are several phases γ austenite, α ferrite and Fe3C iron carbide or cementite
which are typically manipulated in processing and remain at ambient conditions. Austen-
ite has a face centred cubic (FCC) structure within which carbon has high solubility.
Ferrite has a body centred cubic (BCC) structure within which carbon is largely insolu-
ble. A lamella structure of ferrite and cementite is often found in steels and is known as
Pearlite.
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In carbon steels below 0.8% (Hypoeutectoid) pearlite and ferrite predominate at ambi-
ent temperature and pressure. This is a consequence of carbon solubility and is described
by eutectoid reaction 26 [24]. When austenite is slowly cooled ferrite precipitates out
forming around austenite centres. The remaining austenite becomes carbon enriched i.e.
as the iron defuses away from it.
γ → γ + α→ α + cementite (26)
Further cooling causes the remaining austenite to transform into ferrite and cementite
precipitate. This process is most readily achieved over small diffusion distances resulting
in a plate like structure of alternating layers of ferrite and cementite that is pearlite.
Hence grains of pearlite surrounded by ferrite are typical in this steel.
Martensite is a structure that can be produced within steel by rapid cooling of austen-
ite to suppress diffusion processes. This is an athermal reaction thus the fraction of
transformed martensite depends only on the final temperature achieved rather than the
duration of cooling. The amount of transformed martensite can be represented by the
Koistene-Marberger equation [23]
1− Vα′ = e(β(Ms−Tq)) (27)
where Vα′ is the volume of transformed martensite, Ms is the martensite start tem-
perature and Tq is the temperature achieved on cooling. It is important to ensure that
the cooling is sufficiently rapid to promote only the martensite phase rather than some
other structure. This requires the bulk of the material to be cooled to less than ∼ 200 ◦C
in less than 1 second for plain carbon steels [23]. In practice this can be achieved by
plunging a thin sample into a water bath.
This transformation process can be understood in terms of diffusion. As the temper-
ature is rapidly lowered austenite begins to transform, but the carbon, unable to diffuse
away, remains trapped. The resultant ferrite like phase is supersaturated with carbon in
the same concentration as was present in the parent austenite. Carbon occupies intersti-
tial sites within the matrix which results in a lattice distortion to body centred tetragonal
(BCT); increasing carbon concentration causing more distortion to the lattice [24].
Recently however there has been some discussion within the literature [25, 26] suggest-
ing that martensite is formed via an intermediate phase (∗ HCP) before the BCC struc-
ture is produced. Whatever the transformation process, martensite is a ferrite phase that
is saturated with carbon. The volume change associated with the austenite to martensite
phase change results in a great deal of internal strain. The resulting matrix has a fine
grain size and is both hard and brittle, with high dislocation densities and twins [24].
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Figure 15: Structure of the hardened steel sample. Lath martensite
Figure 16: Structure of the annealed steel sample. Bright areas ferrite, dark areas pearlite
and cementite
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The hardened and annealed steel structures used in this research are shown in figures
15 and 16. Grain size was determined as 10µm for the annealed samples. Annealing
was carried out at 850 ◦C for thirty minutes and the samples allowed to cool in the
furnace. Hardened samples were produced by water quenching after being held at the
anneal temperature for thirty minutes. All samples were cut from the same 080M40 steel
80 mm diameter bright round bar. The targets were made over size at 6-7 mm thickness
and then machined down after the heat treatments. The final thickness of the targets
was nominally 5 mm with a flatness measured to lambda by 3 using a sodium lamp and
optical flat. Parallelism of the targets was measured as better than 5 µm over the whole
diameter.
2.3 Elastic Properties
The characteristics of a material subject to stress below which no permanent deformation
is experienced are described by the elastic properties. These properties may also be used,
to a first approximation, to gain insight into the shock properties and to help constrain
experimental configuration. Elastic properties can also be measured without damage to
the material and can therefore be performed prior to plastic (destructive) testing.
Sound waves within an isotropic solid propagate as two waves; a longitudinal wave
(sometimes called a dilatational wave) and a slower transverse (shear) wave and can be
measured using ultrasonic transducers [6]. This method involves mating a probe with
the surface of the material using a suitable transmissive medium. A pulse generator
creates an electrical signal pulse which is connected to the transducer. The probe houses
a piezoelectric element which converts the electrical signal into a mechanical drive which
travels into and through the specimen. This signal is reflected by the free surface and
then detected by the probe. In this double pass configuration the probe acts as both the
transmitter and detector. The return signal is monitored using an oscilloscope. The data
observed comprises of a pulse train, each peak of which corresponds to reflection of the
sound pulse within the specimen. Measurement of the spacing of the pulses and thickness
of the sample allows the sound speed to be calculated.
Prior to measurement the metal surfaces were wiped with acetone to remove grease
and contaminants. A Panametrics 1 inch 5 MHz V107 transducer was used for longitudi-
nal measurement and 0.5 inch 5 MHz V155 transducer was to determine the shear wave
speed. The probes were driven by an appropriate Panametrics pulse generator connected
to an oscilloscope. For longitudinal sound speed measurements, soapy water was used as
the transmission medium between the transducer face and steel target. Viscous boiled
treacle was used as the medium for shear wave measurement, due to its ability to support
the shear wave. The sound speed results obtained are shown in table 1 together with
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other measured materials properties.
Property Annealed Error Hardened Error
Density (g cm−3) 7.81 0.16 7.81 0.16
Longitudinal sound speed (mm µs−1) 5.93 0.03 5.89 0.03
Shear sound speed (mm µs−1) 3.23 0.01 3.20 0.01
Vickers Hardness (HV) 172 6 694 20
Table 1: Measured material properties of the 080M40 carbon steel samples.
3 Experimental Configuration
3.1 Gas Gun Facility
Materials in this research were shock loaded using the Shrivenham gas-gun plate impact
facility [27]. The gun consists of a 5 m long 50 mm diameter barrel, breech and expansion
chamber. The projectile is accelerated down the barrel using either compressed air or
helium. It impacts an aligned target mounted on a disposable barrel extension section.
By varying the gas pressure and projectile mass the impact velocity can be controlled,
high velocities being achieved using helium due to its higher sound speed.
The projectile consists of a flyer screwed onto a sabot then machined flat and parallel.
A 10 mm thick copper flyer and sabot typically have a combined mass of ∼ 350 g. This
assembly is loaded into the breech. Two bursting discs are loaded into the breech and the
gas reservoir bolted to the barrel. The expansion chamber is evacuated prior to firing to
< 0.2 bar. The barrel and internal chamber is then further evacuated to achieve ∼ 1 mbar.
This ensures that the laboratory is not subject to an overpressure and no gas is present
in front of the flyer which would otherwise cushion the impact.
The double bursting disc configuration forms a seal between the projectile and the
reservoir. The breech is pressurised up to a maximum of 350 bar in order to fire the
projectile. Between the two discs a small volume is maintained at approximately half
the breech pressure during the pressurisation process. Immediately prior to firing this
volume is vented, the first disk now sees full breech pressure causing it to burst. Quickly
the second disk also fails allowing the projectile to be accelerated down the length of
the barrel. Different firing pressures of course require different thickness bursting discs.
These are made from a specific grade of aluminium and machined to a desired thickness
in the range 1-4 mm.
The barrel extension is of fundamental importance to successful experimentation.
This unit maintains the target position relative to the flyer and ensures a normal impact.
The extension may be used then re-machined after a firing. The sabot exits the barrel
28
and is then contained within the barrel extension centre. Because the barrel extension
is carefully machined to ensure that the centre is normal to the mating surface, planar
impact is maintained. In this way the generally applied tolerance of 1 mRad or smaller
impact angle should be accomplished.
Velocity measurement is achieved using four pairs of shorting pins housed in the barrel
extension figure 17. 0.7 mm graphite pins, or brass pins above velocities of 700 m s−1, are
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Figure 17: Schematic diagram of the gas gun barrel extension and velocity pins
shorted by the conductive flyer. The pins are powered, connected to a trigger box and
oscilloscope. The trigger box combines the outputs from each pair of pins onto the same
oscilloscope channel reducing the number of scope channels required and allowing the
scope to trigger from any of the pins that give an output. From the the known pin
separation, flyer velocity can be measured to better than 1%.
Other diagnostics are triggered using thin copper shorting pins positioned immediately
in front of the target housed in the target mounting ring. Again these are powered and
connected to a trigger box which provides a clean signal to trigger any chosen diagnostics.
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3.2 Manganin Stress Gauges
Manganin is a piezoresistive copper alloy with typical composition of 84 wt.% Cu 12
wt.% Mn, and 4 wt.% Ni [28]. This material shows a marked change in resistance with
pressure, but a relatively small resistive change with temperature. Manganin pressure
gauges are commercially available and have been successfully used in shock physics ex-
perimentation to determine the in-situ pressure in experiments. Gauge packages consist
of a thin ∼ 10 µm resistive element of several square mm active area, backed or fully
encapsulated by a non-conductive backing such as glass fibre reinforced epoxy phenolic,
figure 18.
Figure 18: A stress gauge package LM-SS-125CH-048 prior to attachment of conductive
brass legs.
A constant current source is used to power the resistive gauge element configured in
a balanced Wheatstone bridge. An oscilloscope then records the voltage change across
the element as the resistance changes throughout the dynamic event i.e. the application
of pressure. The resistance of a gauge element changes by ∼ 2.7% per GPa (micro
measurements data sheet). Manganin pressure gauges have a maximum working pressure
of around 20 GPa.
The use of embedded pressure gauges gives the experimentalist the opportunity to
determine the stress, without the influence of free surface effects, that are apparent using
diagnostics such as shorting pins or free surface velocimetry. The response time may
however be long depending on the impedance difference between the gauge package and
the material under test [29]. For metals where the impedance is significantly higher than
that of the gauge package it is reasonable to assume a rise time in the region of ∼ 200
nanoseconds, plastics such as PMMA will give a response of ∼ 30 nanoseconds. Thus
stress is measured in the dynamic experiment at slowly changing regions of the stress
pulse which is wide compared to the thickness of the gauge package.
Prior to experiment a calibration is performed in order to determine the system re-
sponse. Known resistances are inserted in series with the gauge and the voltage output
on the oscilloscope recorded. A quadratic fit is made to this data in the form
∆R = aV + bV 2 (28)
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where the constants a and b are determined by best fit through the origin and to the
voltage data V .
The voltage recorded in the dynamic event is then converted to stress using the gauge
response equations
σ = m0
∆R
R0
(29)
for stress values below the manganin HEL (1.5 GPa) or
σ = m1 +m2
(
∆R
R0
)
+m3
(
∆R
R0
)2
+m4
(
∆R
R0
)3
+m5
(
∆R
R0
)4
(30)
for stresses above the gauge HEL, where R0 corresponds to the unstressed gauge
resistance and the coefficients are given by
m0 = 0.0195,m1 = 0.572,m2 = 29.59,m3 = 95.20,m4 = −312.74,m5 = 331.77 (31)
A comprehensive description of the calibration and response of foil like manganin
gauges is given in the works by Ronsenberg [30, 31]
In these experiments Vishay Micro-Measurments LM-SS-125CH-048 or LM-SS-210FD-
050 gauges were used. These have a nominal resistance of 50 Ω. Each gauge resistance
was recorded (close to the gauge element)using a standard multimeter with an accuracy
of ±0.1 Ω (±0.2 %) prior to assembly into the target. These were connected to a Dynasen
CK2-050/.050-300 power supply. This provides a constant current square pulse to the
gauge for the period of around 100µs and acts in a similar manner to a fast response
Wheatstone bridge.
LM-SS-125CH-048 gauges require the addition of conductive legs. Thin (0.001”) brass
shims were used for this purpose. The legs were soldered onto the gauge feet using low
melting indium solder. Care was taken to ensure that the minimum amount of solder
was used in order to avoid increasing the gauge package thickness significantly.
3.3 Impedance Match Calculations
A window material such as PMMA, LiF or sapphire may be used to back the target. This
may be necessary to suppress ejecta that might interfere with velocimetry diagnostics, to
provide a suitable mounting interface for a stress gauge or to modify the release behaviour
of the sample. In this work PMMA was used as a backing material.
By using a linearised impedance matching method [4], it is possible to calculate the
impact stress in a window backed target material, if the particle velocity or stress at the
interface is measured and the shock velocity in the target is known. The assumption is
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made that the release at the interface can be approximated by the Hugoniot and that it
is a straight line. Figure 19 shows an example in the use of linearised Hugoniots for a
shocked target backed by a window.
Stress
Particle Velocity
σT ZPMMA
ZTarget
uT 2uTuPMMA
σPMMA
ZTarget
Figure 19: Linearised Hugoniots. The impedance or gradient of the Hugoniots are labeled
Z. The window material is PMMA and target T
Barker and Hollenbach [32] published work detailing accurate Hugoniot data for
PMMA. In their paper the shock and particle velocity were tabulated. Taking this data
the associated impedance of the PMMA Zpmma was calculated using the equation,
Zpmma = ρ0Us1 (32)
PMMA has an unusual behaviour in that its shock velocity and particle velocity
relationship is not linear but a definite S-shaped curve. This is clearly evident in the
impedance-stress plot shown in figure 20. A cubic line of best fit was applied to the data
and is given by the equation.
Zpmma = 0.1344σ
3 − 0.5975σ2 + 0.996σ + 3.2803 (33)
This equation was subsequently used to determine the impedance of the PMMA for
stress recorded at the target window interface. Equation 34 is derived directly from figure
19.
σT =
σpmma
2
(Zpmma + ZT )
Zpmma
(34)
By using the measured steel longitudinal sound speed and density at ambient condi-
tions and the measured interface stress for the elastic precursor, this equation was used
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Figure 20: Calculated impedance and pressure relationship for PMMA and cubic line of
best fit. From the data of Barker and Hollenbach[32].
to calculate the Hugoniot elastic limits for the annealed steel samples. Similarly in ex-
periments where the embedded gauge failed to give a stress value this technique was used
to determine the impact stress.
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3.4 Optical Heterodyne Velocimetry
Optical Velocimetry is a technique that measures the velocity of a moving surface or in-
terface. Light projected onto the moving surface experiences a Doppler shift on reflection.
This shifted light is collected by an optical system. The frequency change measured, either
by mixing or interferometric techniques is then used to determine the apparent velocity
of the interface. Over recent years Heterodyne Velocimetry (HetV) often termed Photon
Doppler Velocimetry (PDV) has gained favour within the shock physics community, due
to its robustness and ease of use.
The key parts of a HetV system have resulted from development within the telecoms
industry. Advances in manufacture have resulted in the production of, small stable narrow
bandwidth lasers, optical circulators, low-loss optical fibres and high speed photodetec-
tors. These components when assembled, together with an optical probe, comprise a fibre
based heterodyne velocimeter.
The laser provides the necessary intense narrow band coherent light at a wavelength
close to 1550 nm which is near infrared. Optical fibres direct the light to each of the system
parts and act to fully enclose the beam. The circulator directs the light from the output
of the laser to the optical probe and return light from the probe to the photodetector.
This probe serves three functions; it transmits the light onto the target, captures
reflected (Doppler shifted) light from the moving surface and partially reflects some of
the un-Doppler shifted light back into the system (the reference light). Collimating
probes maintain a similar working efficiency over a large standoff. The relatively small
acceptance angle of these probes however requires that a diffuse surface is used as any
small tilt on a specular surface will result in minimal captured light return. As the value of
back reflectance cannot be varied it is important to choose a reflectance which provides
sufficient light without saturating the detector. 25 dB was chosen to be a reasonable
compromise.
At the photodetectors the reference and shifted light are superposed. This mixing of
the two waves creates a beat signal that can be observed with the detector. The intensity
of light I(t) at the detector [33] is given by
I(t) = I0 + Id +
√
I0Idsin(fb(t) + φ) (35)
where I0 is the intensity of the un-Doppler shifted light, Id the intensity of Doppler
shifted light, fb the beat frequency and φ the relative phase between the shifted and
unshifted light. Generally I0 and Id will vary slowly with time so by AC coupling the
detectors it is possible to observe only the beat signal. The beat frequency fb(t) is related
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to the velocity of the target [33] by
fb(t) = 2
(
v(t)
c
)
f0 (36)
where v(t) is the velocity of the target, c the speed of light and f0 the frequency of the
laser light. Thus by using Fourier techniques to determine the beat frequency from the
output of the detector it is possible to determine the velocity of the moving target. It
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Figure 21: A schematic of the heterodyne velocimeter component parts
has been shown [34] that the HetV measures the component of velocity in a direction
projected along the optical path, where the optical path is the resultant of the transmitted
and reflected light (a cosine term is introduced in the event that the surface motion is not
normal to this optical path). HetV does not measure transverse velocity components.
Figure 21 illustrates the main components of the HetV system which was used in these
experiments.These are the 3S Photonics A1905LMI 3CN00302DP 1548.51 nm laser diode,
Miteq DR125-GA 12 GHz photodetector, circulator, oz optics LPC-07-1550-9/125-S-0.22-
1.01GR-25-3A-1-3 optical probe and Tektronix TDS6804B 8 GHz oscilloscope. All optical
components in the system were connected using standard 125 µm core single mode optical
fibres. Suitable steel jacket rugged vacuum fibre feedthroughs were sourced. An existing
flange was modified to accept the fibre feedthroughs. Once installed on the gas gun, both
vacuum integrity and blast shielding was maintained. The internal vacuum tubing (which
seals the barrel and target assembly against the partially evacuated expansion chamber)
had acceptance holes machined through it so that the optical probe fibre could be passed
through. This was then sealed using modelling clay.
The laser was operated at a maximum of 20 mW. This avoided the need for specialist
laser controls and ensured safety during operation, as the facility was not a designated
laser laboratory.
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3.5 Window Corrections for Velocimetry
The use of a window complicates interpretation of velocity measured by the velocimetry.
As the shock enters the window material a change in refractive index occurs and the
optical path length is altered. This results in a recorded apparent velocity which differs
from the actual velocity that the interface is travelling at. In addition to this, reflection
may occur at the window face. The resultant multiple reflections within the window
cause multiple Doppler shifts of the light.
The difference between the measured um and actual u interface velocities [35] is de-
scribed by
∆u = um − u (37)
In order to understand the influence of the window on the optical signal it is necessary
to consider the optical path length given by
Z(t) =
∫
window
length
n(x, t)dx (38)
where n(x, t) is the refractive index of the window material with distance x and time
t the measured velocity.
The measured velocity recorded by the instrument um is then simply the variation of
the optical path length with time
um = −dZ
dt
(39)
Thus changing Z, the optical path, results in an apparent velocity change. This
manifests itself in two competing ways [35]. As the window thickness is reduced the
apparent velocity will increase whereas increasing the refractive index by the application
of pressure will result in an apparent reduction in velocity. For a compression wave
(steady or unsteady) Hayes [36] determined the relation
dum
du
= n− ρdn
dρ
(40)
where n and ρ are the window refractive index and density respectively.
Often in the literature refractive index change on the application of pressure is de-
scribed by either a modified (f(ρ) 6= 1), unmodified (f(ρ) = 1) Gladstone-Dale relation-
ship.
n = 1 + (n0 − 1) ρ
ρ0
f(ρ) (41)
where the subscript 0 refers to ambient condition
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or a linear relationship
n = a+ bρ (42)
In the case of linear and Gladstone-Dale (G-D) refractive index relation the application
of equation 40 results in velocity correction that is simply a multiplicative constant
um = au (43)
where a = 1 for G-D or for the linear case a is the refractive index zero density
intercept of equation 42. This is true for both shock and non-steady waves within the
material.
Barker showed that PMMA deviates from G-D performance by only a very small
amount. In that work a laser of wavelength 632.8 nm was used. More recently Chapman
et al have shown a very similar result using a 1550 nm HetV system. Again the deviation
from G-D is less than 1%. In this work it is assumed that PMMA behaves as a purely
G-D material as any deviation would result in only a very minor adjustment of a few
m s−1 to the acquired data.
When multiple reflections within the window occur multiple Doppler shifts from the
moving interface may be observed. This results in several velocity profiles within the
data record. Multiple reflections can be mitigated either by the use of an angled facet
for the rear face of the window or anti reflection (AR) coating. Using a window with and
angled facet increases cost and may make alignment of the optical probe troublesome.
Other interferometric schemes certainly require the use of AR coated windows, however
with HetV, multiple velocities recorded at one time can still be resolved from the data
provided that they are offset sufficiently. In general and certainly before shock breakout
from the window surface this will be the case. Each reflection adding an integer multiple
of velocity [37]. Multiple internal reflections within the window also attenuated rapidly
(fresnel reflection) so that more than a few round trips will not be observed.
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3.6 Target Assembly
Each target was built in in several stages. The final assembled target configuration is
shown schematically in figure 22. Each target comprised of two like plates of either
annealed or hardened steel backed by a PMMA window. Time of arrival (TOA) pins
described below were cemented into the periphery of target. Prior to any construction all
surfaces and target materials were cleaned and degreased. Pacer Technology Z-Poxy PT39
two part thin epoxy was used for target assembly. This remained liquid for approximately
twenty minutes allowing sufficient time for assembly.
PMMA backing windows were faced on one side to ensure flatness. A thin layer of
gold-palladium was sputtered onto the central region of the machined surface. When
held to a ceiling light in a darkened room it was possible to observe the bulb element,
suggesting that the coating was of the order of 10 nm. This served as the reflective but
diffuse interface for the HetV laser light.
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Figure 22: Schematic diagram of the target assembly. Dimensions are nominal values in
mm. Coaxial shorting pins not shown
A small amount of two part epoxy was mixed and placed into the centre of a steel disc.
25 µm thick mylar sheet of diameter larger than the disc was placed onto this epoxy and
then smoothed out to ensure no air bubbles were present. A gauge package was located
onto the centre of this mylar using more epoxy and the final layer of mylar smoothed
over the entire assembly, again ensuring that no bubbles were present. These layers were
then clamped in a custom jig between float glass and the epoxy allowed to cure. The jig
and float glass ensured that the gauge package and mylar layers cured flat and the epoxy
layer remained as thin as possible.
With the samples removed from the clamp, using a suitable drill bit and pin vice the
TOA through holes were cleaned out. A 150µm mylar spacer sheet was mated to the
front face of the target disc i.e. the impact face. Silicon grease smeared onto the sheet
held it in place. The spacer sheet had previously been punched so that the three coaxial
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pins could pass through holes in it with several mm of clearance. More epoxy was applied
to discs and a PMMA backing window. The through holes were aligned and the coaxial
pins pushed through, the spacing sheet enabled the pins to protrude from the front of
the target by 150 µm. The complete assembly was then clamped in the custom jig and
the epoxy allowed to cure.
The protruding coaxial pins were lapped back by hand using a granite block and
P400 grade emery paper for initial material removal, finishing with 3M yellow 12 µm
aluminium oxide lapping film. Lapping ceased when marker pen drawn on the impact
face prior to lapping just started to fade and when no protrusion of the coaxial pin could
be felt. A test piece constructed using this method, when inspected under a microscope
did not show a difference in focal point between the target material and the coaxial
pin conductors. Some small amount of undercut was noted in the insulation whilst no
polishing debris was observable.
A short length (around 100 mm) of twisted pair was soldered onto the coaxial pins
and gauge package legs. This provides some strain relief for the subsequent attachment
of BNC terminated 50 Ω RG58 coaxial cable. Care was taken to ensure cable lengths
remained consistent throughout the build process.
Figure 23: A completed target
The finished targets were attached to the barrel extension using a target mounting
ring. The target was positioned centrally onto this ring using a template to confirm
correct location of the TOA pins. Thick two part epoxy Plastic Padding Chemical Metal
was then used to form the securing bond. Finally the completed assembly was secured
onto the barrel extension and the HetV probe aligned for maximum light return.
3.7 Time of Arrival Shorting Pins
In order to determine the time of impact microwave cable was integrated into the target
to serve as as time of arrival pins. With the cable carefully lapped flat with the surface of
the target, impact of the copper flyer shorted the two conductors of the cable completing
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the electrical circuit. The simple circuit that was constructed for this purpose is show in
in figure 24.
R480 R50
0V10.5V
V
Coaxial Pin
Figure 24: Circuit diagram used to power the coaxial shorting pins. V represents the
point of connection of the oscilloscope. On the arrival of the flyer the scope would record
the voltage dropping from ∼1 V to zero
The voltage drop from each TOA pin was recorded on an oscilloscope. BNC cables
from the pins to the scope were cut to the same lengths to ensure timing data could be
correlated. The circuit was biased using a standard laboratory power supply to around
10.5 V so that the oscilloscope registered 1 V prior to impact. On arrival of the flyer the
scope would record the voltage drop from ∼ 1 V to 0 V.
The TOA pin cable used was Jyebao .047 TIN-WP-50 semi-rigid coax. This cable
is nominally 1.1 mm outer diameter with copper conductors coated for ease of soldering.
The cable was cut into 40 mm lengths. One was end ground flat and square using a
bespoke puck engineered for the purpose. ∼ 6 mm length of the outer conductor and
dielectric was removed, from the non-ground end. Twisted pair was attached to this and
the probes installed into the target as described above.
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4 Results and Discussion
4.1 Preliminary Experimentation
Two test experiments to confirm correct operation of the time of arrival pins and circuitry
were carried out. Additionally these experiments allowed assessment of two available
coaxial cable diameters from the same manufacturer; small 0.8 mm and the larger 1.1 mm
cable which was used in all other experiments detailed in this research.
Six pins were mounted into each target using the method described previously. No
stress gauges or interferometry diagnostics were used in these two preliminary trials. The
target material was a mild steel which has been ground flat and parallel.
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Figure 25: Design of the TOA pins trials target.
The pins were positioned as shown in figure 25, on two different pitch circle diameters
(PCD) and equi-spaced angularly. Three pins were mounted on a PCD of 10 mm. The
remaining three pins were mounted on a PCD of 47 mm which corresponded to the PCD
used in later impact experiments. Each experiment was conducted with a flyer velocity
of ∼ 500 m s−1. The time of arrival of the flyer at the target was taken to be the time at
which the voltage trace to dropped below 0.50 V for each pin.
The results from these two experiments can be seen in figures 26 and 27. In figure 26
(small pins) the outer pin (f) did not record a signal. This was presumably due to damage
in installation. Pin (a) appeared to partially trigger at approximately 475 ns. The larger
coaxial pins (figure 27) gave much improved performance over the smaller coax. It can
be seen that all pins trigger within 100 ns of each other in this experiment.
Additionally the larger coaxial cable proved to be more robust and easier to mount.
The performance of the 1.1 mm coaxial time of arrival pins was considered to be sufficient
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Figure 26: Triggering characteristics of the small 0.8 mm coaxial pins
Figure 27: Triggering characteristics of the larger 1.1 mm coaxial pins
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and that they should be used in subsequent target construction. It was considered that
they might provide an additional constraint on shock speed measurement in later work.
4.2 Results and Discussion
A summary of the input conditions and experimental results obtained in this research is
provided in table 2.
Figure 28 shows typical gauge data collated in this series of experiments. The specific
conditions for this shot were an annealed target with an impact velocity of 660 m s−1.
The features labelled in figure 28 are representative of all data collated in this work.
Shock arrival at the front embedded gauge is noted by the significant and rapid rise of
the first black trace in each record. Immediately preceding this is a small dip, which
in some experiments occurred as a slight gradual rise; these are diagnostic artefacts
and not representative of material behaviour. The response of the rear gauge situated
at the PMMA interface is shown in red. The time base starts at an arbitrary value.
Voltage traces were converted to pressure profiles using the calibration data and process
as described previously.
Table 2: A summary of the experimental diagnostics and target material. Crosses rep-
resent a diagnostic that either failed or was not fielded. The TOA column indicates the
difference in recorded arrival times at the impact interface using the time of arrival pins.
Hugoniot pressure indicates the in material shock pressure accurate to ∼ 3%
Considering the front gauge first it can be seen that the plateau region immediately
after the shock arrival is maintained for approximately 1µs. Peak pressure in this instance
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Figure 28: Front gauge trace (black) embedded and rear PMMA interface (red) gauge
data
is 13.4 GPa. Later release (from the PMMA interface) reduces the pressure, in two stages.
Firstly a sharp decrease shown in this data from 13.4 GPa to 12.5 GPa is indicative of
elastic release. Further release is plastic until the signal becomes subject to noise. In
hardened samples elastic release could not be well resolved.
The second gauge shown in the red traces can be seen to reach a much lower pressure;
this is the pressure achieved on release into the PMMA window. This trace rises rapidly
around 1 µs after the first gauge in each experiment. The offset of this trace from the
first represents the shock speed through the material. The plateau is maintained for 1 µs
where the signal becomes noisy. This trace also shows clear evidence of the HEL; the
trace rising gradually to a pressure of ca. 0.3 GPa then rapidly increasing again due to the
plastic wave. In hardened material this initial elastic compression was not well resolved.
A comparison between annealed and hardened steel response to impact at 750 m s−1
can be made between figures 29 and 30. It can be seen that the annealed sample does not
maintain a plateau for the full duration of the shock profile. A second small hump appears
at approximately 600 ns after the initial rise. This feature is clear when compared to the
hardened sample impacted at a similar speed; the hard sample maintains a very flat wave
profile until release. Similarly the plateau region and rise can be seen in the rear-side
(PMMA) gauge in the annealed sample. Again the plateau appears to ramp towards
a higher value after 600 ns. The rear gauge in the hardened sample is unfortunately
corrupted by some noise perhaps due to an air bubble or other de-lamination.
HetV data was obtained for all but one shot. This in itself was considered a very
positive result as this shot series was the first implementation of HetV within the plate
impact facility. Figure 31 shows the typical spectrogram generated from the HetV data
again for the 660 m s−1. The velocity profile measured contains similar features to those
44
St
re
ss
 (G
Pa
)
0
5
10
15
Stress (GPa)
0
1
2
3
4
5
Time (s)
1.2×10−5 1.4 1.6 1.8 2.0×10−5
916a 750m/s (Hard)
Figure 29: Front gauge trace (black) embedded and rear PMMA interface (red) gauge
data
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Figure 30: Front gauge trace (black) embedded and rear PMMA interface (red) gauge
data
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described for the gauge data although the vertical scale indicates velocity rather than
pressure. Due to the low level return light intensity obtained in these experiments, data
interpolation was carried out manually as signal drop out, (breaks in the velocity trace)
confused automatic interpolation available in the analysis package HetVtool.
Figure 31: Spectrogram HetV data, annealed sample impact 660 m s−1. Vertical axis
velocity (m s−1), horizontal axis time (s)
When comparing impacts at ∼ 860 m s−1 (figures 32,33) there are clear differences
in the material response. A three wave structure can be seen in the annealed sample.
The P1 and P2 waves having amplitudes of 13.4 GPa and 15.6 GPa respectively. In the
hardened sample the front gauge suffers failure prior to steady state conditions. The
rear gauge however appears to ramp. This ramping behaviour was only seen in hardened
samples shocked in this velocity range. The two rear gauge traces (figures 34,35) are
shown overlaid by HetV data for the two hardened samples impacted to above 860 m s−1.
It can be seen that both the gauge and HetV data give very similar results. There is
no clearly defined HEL and the ramp profile is seen in both cases; which suggests that
this is the true condition of the interface and not solely a diagnostic artefact. In these
high speed experiments the return light from the HetV system was very low probably
as a result of some vibration of the system prior to the experiment start. However the
closeness of the data from the two independent diagnostics is gratifying. All gauge and
HetV data matching to better than 3 % in slowly varying stress regions. Annealed samples
exhibited even better agreement. Figure 36 shows the rear gauge trace overlaid by HetV
for the 750 m s−1 annealed sample impact. It can be seen that a clear plateau region is
apparent in the HEL; this was typical for all HetV data on the annealed samples. By
linearised impedance matching the HEL for the annealed samples was determined to be
2.1± 0.3 GPa.
Considering figure 32 again, it can be seen that there is a dip in the wave profile
immediately prior to the P2 wave. Others [17] have attributed this dip to capacitative
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Figure 32: Front gauge trace (black) embedded and rear PMMA interface (red) gauge
data
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Figure 33: Front gauge trace (black) embedded and rear PMMA interface (red) gauge
data
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Figure 34: Rear PMMA interface (red) gauge data and HetV (green) overlaid
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Figure 36: Rear PMMA interface (red) gauge data and HetV (green) overlaid
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linkage of the gauge. It seems likely however that this could in part be caused by the
equilibration process within the gauge package. During a phase change the impedance
of the material changes due to the density change. When the P2 wave arrives at the
gauge there will be differing impedances either side of the package. As the stress across
the gauge package increases the non-phase changed material on far side of the gauge
will begin to transform changing the impedance at that point. This process will result
in more wave interactions than would normally be involved in the equilibration process,
presumably increasing the time response of the diagnostic. Certainly this excursion in the
wave profile is unlikely to be representative of the actual transition pressure profile, since
there is no evidence of this feature in the rear steel-PMMA interface gauge trace. Even
considering the likely complex wave interactions it would seem unlikely that a deviation
of this magnitude would not be observed in any way at the rear surface of the steel target
were it to be anything other than a diagnostic artefact.
Figure 37 shows engineering strain (1− V
V0
) response to applied stress for the material.
Also plotted is the data for Armco Iron from Barker and Hollenbach’s experiments [8].
It can be seen that both the hardened and annealed steel used in these experiments
has a very similar response to Armco Iron below the phase transformation stress. In
calculating these results the HEL for both hardened and annealed steel was taken to be
2.1 GPa. Quench hardened 40Kh steel in the work of Razorenov et al. [38] was found to
have a similar value for the HEL. It was assumed that the elastic precursor traveled at
the measured longitudinal sound speed in the material.
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Figure 37: Stress-Engineering Strain response of 080M40 steel and Armco Iron
Above 13 GPa the higher transition pressure of the steel results in deviation from the
iron Hugoniot data. The maximum pressures achieved in this research, ∼ 16 GPa, show
the steel samples strain by ∼2% less than Armco Iron at the equivalent stress.
A linear best fit through the origin is included with the experimental data points.
After the phase transition (13.6 GPa annealed and∼ 15 GPa hardened) the steel continues
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to be well represented by the extension of this fit, which is close to an extension of the
iron α strain response. A similar result is observed in a stress against particle velocity
plot. In figure 38 the data from this research is plotted together with data for two other
plain carbon steels, EN3 and 1215 steel collated by Millett et al. [17] and Brar and
Rosenberg[39] respectively. EN3 steel has a carbon content of less than 0.25% whilst
1215 steel has less than 0.1%.
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Figure 38: Stress-Particle Velocity response of 080M40 steel and other carbon steels
The general trend suggests that the higher carbon steel measured in this work has a
stress response very similar to the two lower carbon steels EN3 and 1215 and Armco Iron
at stresses below the phase transition. Further investigation must be made in order to
substantiate the material response at stresses above the transition stress. For example,
from this data is is not clear if the Hugoniot of 080M40 steel rapidly tends towards the
response of Armco Iron or if the Hugoniot gradient remains similar to that of iron but
offset from it.
From these observations it is possible to conclude that the hardening treatment applied
to the steel increases the phase transition stress and alters elastic-plastic response. An
increased phase transition stress by a hardening treatment is in agreement with the work
of Loree et al. The annealed steel has a response which is characteristic of iron and other
low carbon steels; that is a well defined HEL and elastic-plastic behaviour on compression
and release. From the data collated in this research it is difficult to determine if any stress
relaxation occurs after the HEL in the annealed material. Stress relaxation is normally
attributed to twinning in iron and is evidenced by such a relaxation [40]. The elastic
response of annealed material is markedly different from that of the hardened samples
where it is difficult to define a HEL plateau. Others [41] have suggested a poorly defined
ramping HEL similar to this data is attributed to strain hardening. It is not clear
however if more than one dispersive mechanism causes this response. Anisotropy in the
sample might be expected to result in some broadening of the wave profile. It seems
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clear that the hardening process has increased the phase transition pressure by > 1 GPa.
The anomalous gauge and HetV response of the hardened targets when shocked to above
15.5 GPa (860 m s−1 impacts) is suggestive of the onset of phase change.
The data obtained from the time of arrival pins summarised in table 2 was not deemed
to be sufficiently reliable to warrant extensive analysis. A specific reason for the erratic
behaviour of the time of arrival pins is not clear, however there exist some possible
explanations. Gas in front of the projectile, spray from the velocity and triggering pins
and impact of the TOA pins onto the flyer fixing screw head could all contribute to poor
triggering performance.
Gas ahead of the sabot could result if there is an insufficient vacuum or a leak of
the driving gas around the sabot as it is accelerated up the barrel. This could ionise
as it is compressed into the target immediately prior to flyer impact. From the data it
can be seen that the performance of the pins does not follow a trend associated with
different impact velocities. Very different driving gas pressures are required to achieve
the range of velocities in these experiments. It seems unlikely that leakage around the
sabot is a contributing factor, since changing the gas pressure would also result in more
or less leakage and an observable TOA performance trend. The vacuum is monitored
immediately prior to firing the shot and so this scenario also seems equally unlikely. The
gas-gun is also well characterised and others have not noticed effects that might result
from a gas cushion in front of the flyer (such as increased tilt or slow shock rise times).
Spray will be produced from the velocity and trigger pins as they contact the edge
of the flyer. This may cause a small cloud of conductive debris close to the edge of the
target. The fixing screw on the outer edge of the flyer necessarily incorporates a recessed
region. Whilst efforts were made to avoid alignment of the pins with the screw fixings it is
not possible to avoid sabot rotation within the gun both as the shot is fired and when the
tight fitting sabot is loaded into the breech. It is suggested therefor that the inconsistent
behaviour of the time of arrival pins maybe due to these two combined effects.
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4.3 Computer Simulation
Shock loading a target to produce a phase change in the material, may result in a complex
wave profile on release. This is due to multiple wave interactions [18, 8, 15]. In particular
the profile between the plastic waves will be affected. In the experiments carried out in
this work a PMMA window acts to constrain a steel surface which has been shock loaded
to above and below the phase transition pressure. This results in a partial rather than
a complete release from the steel. In order to better understand the wave structure that
results from this configuration a modelling exercise was carried out.
4.4 Hydrocode and Strength Model
Corvus is a hydrocode code that can be used to model shock experiments, such as plate
impact. As is typical of such codes finite element methods are used to iteratively solve the
laws of conservation of mass, momentum and energy. Calculations are carried out over
small time steps and for many elements (the mesh) of the material. An equation of state
is used to relate the material properties of pressure density and internal energy. Strength
effects are introduced into the calculation by the addition of stress or strain deviators. In
this way the effects of material strength are separate from the pressure. This approach
allows different strength models to be utilised in the calculational routines, as the stress
deviators are determined by the chosen strength model.
In the simulations below the effects of strength on the pressure wave profile was
investigated using two material models. A purely hydrodynamic i.e. strength-less model,
and one that maintained a constant Poisson’s ratio. Comparison of these two differing
models gives some insight into the experimental wave profiles observed for steel.
The strength model used in the below simulations is known as the constant Poisson’s
ratio (CPR) model. A CPR model has been used successfully by others [42] in the
simulation of tin subject to phase change.
In the CPR model the yield strength is taken to be proportional to the shear modulus
so that,
Y = λG (44)
where Y is the yield strength, G the shear modulus and λ is a material specific
constant. λ is calculated from the ratio of yield strength and shear modulus determined
by the elastic properties or other experimental methods at ambient conditions.
The shear modulus, adiabatic bulk modulus K and Poisson’s ratio ν are related by,
G =
3K(1− 2ν)
2(ν + 1)
(45)
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Thus if the Poisson’s ratio is fixed for the material the shear modulus becomes propor-
tional to the adiabatic bulk modulus. In the hydrocode bulk modulus is obtained from
the equation of state. If a solid-solid phase change occurs, a resultant change in bulk
modulus will modify the shear modulus. In this way the yield strength is determined for
each phase and will vary for a solid-solid phase change.
4.5 Code Configuration
Prior to running the simulation, boundary conditions are specified. These include the
materials involved in the experiment, the impact velocity, ambient pressure and define
the geometry of the materials involved. The simulated experiment is defined by regions
that describe the flyer, target and window. Each region is assigned a mesh size and
material type. The duration of the simulation is similarly specified. These parameters
are defined using text files which must be produced in a specific format in order for the
code to interpret them. Additionally measurement points within one of the mesh regions
(either the target or window in this work) are defined. These points specify at which
mesh coordinate pressure and velocity measurements should be recorded. Finally these
files are transferred to the processing queue and the hydrocode is executed.
The simulations carried out used standard equation of state models available in the
Corvus materials data base for both the copper flyer and PMMA backing window. The
target material used a multiphase equation of state for iron. This has recently been
implemented by senior code developers. It is an implementation of the Andrews [20]
and Boettger-Wallace [15] model, however no facility is made for the calculation of phase
change kinetics. This dictates that when the simulated material phase changes it does
so instantly. This results in a wave profile over the phase transition region that is more
abrupt than might be expected using a model which includes kinetic effects.
The completed program returns a series of comma separated text files containing
parameters such as pressure, density and particle velocity with respect to time. These
are saved to temporary storage space and can then be copied and analysed as necessary
by the scientist.
4.6 Simulation Results
Figure 39a shows the free surface velocity waveforms, for plastic II waves, from a series of
symmetric iron impact simulations. The initial conditions and materials geometry were
the same in each simulation, however the mesh size varied from 2-40 µm. The impact
velocity used was 800 m s−1 and the iron was without strength.
It can be seen that the free surface velocity profiles rise most quickly for the smaller
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Figure 39: Simulation results. a) Free surface velocity of a symmetric impact at 800 m s−1
b) Wave profile within iron target impacted at 1150 m s−1
mesh sizes. It was considered that the 4µm mesh size represented adequate performance
for the simulation and did not require the longer processing times associated with the
2 µm mesh. The plot also shows that the 4 µm and 2µm meshes converge within 2 ns of
each other. The strain rate for this simulation was determined to be ∼ 107 s−1 which is
comparable to that expected in real shock experiments. All subsequent simulations that
were carried out used 4 µm mesh spacing.
Figure 39a also shows anomalous behaviour of the simulation. The free surface velocity
of the simulated target was ∼ 850 m s−1, whereas the impact velocity was specified as
800 m s−1. This increase in free surface velocity was not apparent in other simulations
carried out below the phase transition< 650 m s−1 or if the impact velocity used was above
∼ 1100 m s−1. The rounding observed at the top of the wave is due to the interaction of
the trailing plastic II wave with release wave from plastic I wave.
Figure 39b is an in-situ pressure profile from a simulated iron target impacted by
a copper flyer at a velocity of 1150 m s−1. The iron in this simulation used the CPR
model described above. It can be seen that the wave profile has a three wave structure
in compression, which is representative of a material with strength undergoing phase
change. It can also be seen that the transition between the elastic, plastic I and plastic
II waves is very abrupt. The transition between the plastic waves would be more gradual
if the model included phase change kinetics; smearing the transition over some tens of
nanoseconds. The abrupt nature of the plastic transition demonstrates that strength has
little effect on in-situ measurement. In the initial compression there is no change to the
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Figure 40: Simulation pressure wave profiles in iron target or PMMA backing
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shape of the wave profile other than the existence of the precursor. The wave profile is
only significantly effected in the release profile due to the elastic precursor interactions.
Figure 40 shows four more simulations overlaid with data for annealed steel from
the experimental series of this research. Figures 40a, 40b, 40d show simulations (blue
trace) that use the strength model. In figure 40c the simulation is strengthless. Figures
40a and 40b are pressure profiles within the target material impacted at 400 m s−1 and
850 m s−1 respectively. The lower velocity impact raises the pressure to below the phase
transition pressure producing only one plastic wave. The higher velocity of 40b results in
phase transition and a multiple plastic wave structure. It can be seen that there is good
qualitative agreement between the simulated iron and experimental steel data.
Figures 40c and 40d are wave profiles taken at the PMMA target interface. The
strengthless simulation in 40c (blue trace) is markedly different to the experimental result.
The simulation shows a very abrupt transition between the plastic waves. Figure 40d
which uses the strength model however has a similar profile to the results; although
the magnitude of the elastic precursor is too small. The transition between the plastic
waves is composed of small steps which originate from multiple reflections of the elastic
precursor. The higher transition pressure in the annealed steel compared to iron is also
indicated by the larger magnitude of the plastic I waves in figures 40b and 40d.
These simulations show that the apparent strain rate differences associated with the
transition from the plastic I to plastic II waves in the experimental data are not repre-
sentative of kinetic effects. The transition profile is governed by the elastic response of
the steel. This effect will therefore be more pronounced when comparing the hardened
and annealed samples since the elastic precursor has a different shape and duration in
those two materials.
4.7 Summary of Conclusions and Further Work
This thesis presents the results of plate impact experiments carried out to determine the
shock response of annealed and quench hardened 080M40 plain carbon steel samples.
This research quantifies the material response to shock loading and may be of interest to
dynamic materials modelling groups.
Shock loaded samples were diagnosed using manganin piezoresistive stress gauges.
These provided longitudinal stress measurements both within the sample material and
at the target surface constrained by a PMMA window. In addition to the stress gauges,
a heterodyne velocimetry system was used to determine the interface particle velocity at
the steel-window interface.
The data collated indicate that a phase transition occurs in 080M40 plain carbon
steel on shock loading. The phase transition stress in the annealed targets occurs at a
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lower value than in quench hardened samples. The hardened steel comprised of a lath
martensite microstructure, prior to the dynamic experiment. Annealed samples had a
ferrite, pearlite and cementite structure with a nominal grain size of 10 µm.
In annealed samples the phase transition stress has been determined as (13.6± 0.3) GPa.
This is higher than the phase transition stress in iron. The increased transition stress
results as a consequence of the 0.4 % carbon alloying. In hardened samples the phase
transition has not been seen to occur below 14.8 GPa. Direct observation of the transi-
tion using embedded gauges was not possible, however the wave profile recorded at the
PMMA-steel interface using stress gauges and HetV, suggest the phase transition may
occur on shock loading to above (15.5± 0.5) GPa. The increased phase transition stress
seen in this research is consistent with other work carried out by Loree et al. [2] using
pure iron alloyed with varying concentrations of carbon and varied heat treatments.
A well defined HEL is observed in annealed samples at (2.1± 0.3) GPa. No distinct
HEL plateau could be resolved in the data from the hardened samples, and a definitive
value for the HEL could not be ascertained.
This research represents the first implementation of HetV at the Shrivenham gas-
gun plate impact facility. The HetV system used for these experiments operated with
low power laser light in order to ensure eye safety; this required timely and careful
alignment during the target set-up. Data reduction was complicated by the very low
return light levels. The data collated has however shown very good agreement (to better
than 3 %) between stress measured using manganin gauges and stress calculated from the
velocimetry data. Operation of the system could be further improved if the laboratory
were equipped to enable the use of a high output power laser.
It is possible to conceive many different experiments to extend this research and fur-
ther characterise the material in the high pressure regime. For example, loading methods
other than by plate impact could be implemented with differing strain rates, multidimen-
sional loading or varying stress profiles through the course of the experiment. To most
easily build on the research described within this thesis however, a further series of plate
impact trials must be performed.
Extending the stress range at which future experiments are performed would enable
the material’s Hugoniot to be completely defined and to determine the extent of the
deviation from the iron Hugoniot by the two sample types. Slight modification of the
target design may also permit the high temporal finesse of HetV to be utilised for better
diagnosis of the HEL and plastic wave transitions.
By performing experiments with a high impedance window material (such as sap-
phire) rather than PMMA, the target would experience reduced release wave interactions;
such interactions result in smoothing or rounding of the wave profile making short lived
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features difficult to observe. The use of a stress gauge located on the window-sample
interface should be avoided, to ensure that any bonding epoxy layer be kept as thin as
possible. By increasing the thickness of the target any HEL plateau duration should be
extended. For hardened samples this would require bonding thin plates together since
the hardening process limits the maximum thickness of material that can be produced.
The experimentalist would need to assess the effects of elastic precursor decay and any
additional stress features caused by the use of a laminar target when comparing new
results with those contained within this thesis.
The carbon steel used in this research was deliberately chosen because of its ability
to be heat treated. By careful control of the heat treatment process it is possible to
produce steel with a range of microstructural characteristics. Complimentary research
to this work would be the comparison of a variety of samples produced by different heat
treatment techniques. The outcome of such work may confirm if a particular material
structure influences the phase transition stress. Alternatively, if it is possible to produce
several material structures that exhibit very similar strength characteristics i.e. the mag-
nitude and duration of the observed HEL plateau, then it may be possible to discern
if a significant variation in phase transition kinetics exists. Such a variation would be
apparent in differing stress wave profiles, in particular the transition between the plastic
waves when the material is shocked to stresses above the phase transition stress.
The experimental techniques used in this research required the use of specialist sci-
entific equipment available only in a limited number of establishments. A significant
investment in time, engineering resource and finance is required to successfully yield
quality data such as that which has been obtained here.
Further studies could lead to a fuller understanding of the shock response of 080M40
plain carbon steel and possibly a better understanding of the influence of microstructure
on the phase change process. It is hoped that the research presented here may be used
to aid future investigation in the area of phase change in shock compressed material.
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