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対応画素の値を相乗し、足すのが一回の畳み込み操作の結果となる、すなわち 1× 1+2× 0+


























（Rectified Linear Unit）[15]（図 2.4）が提案された．今の畳み込みニューラルネットワークの
活性化関数には基本的に ReLUを使用している．本研究も ReLUを使用する．










































1 好色一代男 1,729 63,959
2 おらが春 1,119 11,197
3 雨月物語 1,969 44,832
4 当世料理 417 4,871
5 養蚕秘録 1,758 32,525
6 万宝料理秘密箱 843 24,480
7 膳部料理抄 704 11,397
8 料理物語 580 19,575
9 かてもの 430 5,599
10 日用惣菜俎不時珍客即席庖丁 595 9,046
11 料理方心得之事 330 3,003
12 新編異国料理 693 4,259
13 料理秘伝抄 255 9,545
14 物類称呼 2,197 75,462
























unicode 平仮名 画像数 unicode 平仮名 画像数 unicode 平仮名 画像数
U+3042 あ 3,697 U+305F た 5,684 U+3079 べ 1,181
U+3044 い 7,022 U+3060 だ 1,356 U+307A ぺ 18
U+3046 う 3,662 U+3061 ち 1,274 U+307B ほ 1,122
U+3048 え 440 U+3062 ぢ 227 U+307C ぼ 460
U+304A お 2,734 U+3064 つ 3,618 U+307D ぽ 17
U+304B か 8,439 U+3065 づ 646 U+307E ま 4,610
U+304C が 3,204 U+3066 て 12,976 U+307F み 1,586
U+304D き 5,078 U+3067 で 1,349 U+3080 む 967
U+304E ぎ 556 U+3068 と 11,068 U+3081 め 1,886
U+304F く 5,447 U+3069 ど 1,622 U+3082 も 7,491
U+3050 ぐ 406 U+306A な 7,892 U+3084 や 3,292
U+3051 け 2,519 U+306B に 15,982 U+3086 ゆ 980
U+3052 げ 525 U+306C ぬ 1,165 U+3088 よ 3,047
U+3053 こ 3,322 U+306D ね 1,100 U+3089 ら 5,581
U+3054 ご 840 U+306E の 14,337 U+308A り 8,656
U+3055 さ 3,927 U+306F は 8,725 U+308B る 6,797
U+3056 ざ 639 U+3070 ば 2,137 U+308C れ 3,897
U+3057 し 13,386 U+3071 ぱ 45 U+308D ろ 1,257
U+3058 じ 1,060 U+3072 ひ 2,713 U+308F わ 1,383
U+3059 す 3,946 U+3073 び 779 U+3090 ゐ 145
U+305A ず 1,220 U+3074 ぴ 11 U+3091 ゑ 204
U+305B せ 2,263 U+3075 ふ 4,742 U+3092 を 9,208
U+305C ぜ 185 U+3076 ぶ 599 U+3093 ん 3,386
U+305D そ 1,909 U+3077 ぷ 3
U+305E ぞ 507 U+3078 へ 4,121
表 3.2: ひらがなのくずし字画像数
本研究では字形画像データ中の濁点・半濁点両方なしのひらがな 48種、濁点ありのひらが
























































3.5 Hybrid of Methods
Hybird of Methodsとは、Under Samplingと Over Samplingを混合した手法で、多数派クラ



































































が、濁点と半濁点両方なし、濁点あり、半濁点ありの 3分類の CNNのクラス分けは、表 4.1
に示した．
クラス名 濁点と半濁点両方なし 濁点あり 半濁点あり











文字種数 48 20 5
データ数 228,683 19,498 94









































図 4.3: 順次手法 1の訓練フロー
あり、半濁点ありのクラスでは「ぱ」行のひらがな文字種 5種ある．表 4.2と表 4.3では、2
分類と 3分類の CNNの中の各クラスのデータ数を示した．順次手法 1と並列手法を比べ、利
点は以下にある．














表 4.2: 順次手法 1　 2分類 CNNの各クラスの文字種数及びデータ数
22
クラス名 濁点と半濁点両方 濁点あり 半濁点あり
ラベル 0 1 2
文字種 は、ひ、ふ、へ、ほ ば、び、ぶ、べ、ご ぱ、ぴ、ぷ、ぺ、ぽ
文字種数 5 5 5
データ数 21,423 5,156 94















この手法を実行するには、2分類の CNNと 68分類の CNNを両方訓練する必要がある、こ
の手法の訓練フローは図 3.2で示した．
図 4.4: 順次手法 2の訓練フロー
23
順次手法 2と順次手法 1の異なる点は 2つある．1つは、順次手法 1の 48分類 CNNと違






















CPU Intel(R) Core(TM) i5-4460 3.20GHz 4cores
メモリ 8GB
GPU NVIDIA(R) TITAN X(Pascal) 12GB
GPU並列計算環境 CUDA 9.0 , cudnn 6
プログラム言語 Python 2.7.12









• 画像を水平移動: 0から指定された数値の範囲でランダムに x軸方向に移動する．

















































得た [27]．表 5.2に 10種のひらがな及びそれぞれの数を示した．サンプルプログラムはこの
データセットを 85:15の比率で訓練データとテストデータに分け（訓練データ：19,909個、テ
ストデータ：3,514個）、サンプルプログラムが設計した CNNを使用し訓練したものである．




文字種 し に の て り を か く き も






5種の CNN構造の中に、最も正解率が高い CNNを実験用 CNNにする．
この実験に用いたデータセットは、並列手法及び順次手法 1で提案した 48種のひらがなの


































表 5.3: 最適 CNN構造検証実験　平均正答率
5.4 基本手法
濁点と半濁点のあるひらがなも含め、全 73 種のひらがなのくずし字（表 3.2）を Under
Samplingと Over Samplingを行い、用意した 1クラス 500個程度のデータセットであり、73



















図 5.2: 基本手法　 73種ひらがなのくずし字の分類平均正答率推移；x軸：反復回数；y軸：
正答率；40回の反復によって、最終の正答率はおよそ 94.55%
29
クラス データ数 クラス データ数 クラス データ数 クラス データ数
あ 3,697 す、ず 5,166 の 14,337 ゆ 980
い 7,022 せ、ぜ 2,448 は、ば、ぱ 10,907 よ 3,047
う 3,662 そ、ぞ 2,416 ひ、び、ぴ 3,503 ら 5,581
え 440 た、だ 7,040 ふ、ぶ、ぷ 5,341 り 8,656
お 2,734 ち、ぢ 1,501 へ、べ、ぺ 5,302 る 6,797
か、が 11,643 つ、づ 4,264 ほ、ぼ、ぽ 1,582 れ 3,897
き、ぎ 2,817 て、で 14,325 ま 4,610 ろ 1,257
く、ぐ 5,853 と、ど 12,690 み 1,586 わ 1,383
け、げ 3,044 な 7,892 む 967 ゐ 145
こ、ご 4,162 に 15,982 め 1,886 ゑ 204
さ、ざ 4,566 ぬ 1,165 も 7,491 を 9,208










または Over Samplingを施し、1クラスをそれぞれ 500、1,000、2,000、4,000、8,000個程度
のデータ数に確保し、この 5種のデータセットを作成した．また、5-fold交差検証によって 5
種のデータセットを全て順番に分割した、具体的な数は表 5.11で示した．その後、実験 1の
CNN構造 2を用い、損失関数は 40回前後で収束しているため、反復回数を 40回に設定し、
実験を行い、5-foldの平均値を求めた．
実験結果は図 5.3と表 5.6で示す、データ数を増やすことと共に、正答率も上がっている、









表 5.5: 並列手法　 5種のデータセットのデータ数一覧表





















表 5.6: 並列手法　 5種のデータセットを用いた 48種ひらがなのくずし字分類の平均正答率
31
クラス名 濁点・半濁点両方なし 濁点あり 半濁点あり
ラベル 0 1 2
文字種数 48 20 5
1文字種のデータ数 20個程度 50個程度 200個程度
1クラスのデータ数 1,032 1,014 989
訓練データ数 2,428
テストデータ数 607





























表 5.8: 順次手法 1　濁点なし、濁点ありの 2分類実験データ数一覧表
5.6 順次手法 1




順次手法 1の濁点あり、濁点なしの 2分類実験では、第 4章が述べたように、「か」行、「さ」
行、「た」行、「は」行のひらがなのくずし字と「が」行、「ざ」行、「だ」行、「ば」行のひら






























図 5.5: 順次手法 1　濁点なし、濁点ありの 2分類の平均正答率推移；x軸：反復回数；y軸：
正答率；80回の反復によって、最終の正答率はおよそ 98.37%
クラス名 濁点・半濁点両方なし 濁点あり 半濁点あり
ラベル 0 1 2
文字種数 5 5 5
1文字種のデータ数 200個程度 200個程度 200個程度
1クラスのデータ数 1,025 1,063 989
訓練データ数 2461
テストデータ数 616
表 5.9: 順次手法 1　濁点と半濁点両方なし、濁点あり、半濁点ありの 3分類実験データ数一
覧表
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クラス データ数 クラス データ数 クラス データ数 クラス データ数
あ 3,697 し 13,386 ど 1,622 み 1,586
い 7,022 じ 1,060 な 7,892 む 967
う 3,662 す 3,946 に 15,982 め 1,886
え 440 ず 1,220 ぬ 1,165 も 7,491
お 2,734 せ 2,263 ね 1,100 や 3,292
か 8,439 ぜ 185 の 14,337 ゆ 980
が 3,204 そ 1,909 は 8,725 よ 3,047
き 5,078 ぞ 507 ば、ぱ 2,182 ら 5,581
ぎ 556 た 5,684 ひ 2,713 り 8,656
く 5,447 だ 1,356 び、ぴ 790 る 6,797
ぐ 406 ち 1,274 ふ 4,742 れ 3,897
け 2,519 ぢ 227 ぶ、ぷ 602 ろ 1,257
げ 525 つ 3,618 へ 4,121 わ 1,383
こ 3,322 づ 646 べ、ぺ 1,199 ゐ 145
ご 840 て 12,976 ほ 1,122 ゑ 204
さ 3,927 で 1,349 ぼ、ぽ 477 を 9,208















表 5.12: 順次手法 2　 5種のデータセットを用いた 68種のひらがなのくずし字分類の平均正
解率
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表 5.13: 順次手法 2　濁点あり、半濁点ありの 2分類実験データ数一覧表













実験 5.4、実験 5.5.1と実験 5.7.1では、それぞれ全ひらがなのくずし字 73種を分類するCNN
の実験、ひらがな 48種を分類する CNNの実験とひらがな 68種を分類する CNNの実験を、





























り、半濁点ありの 2分類実験を行った．実験は 98.34%の正答率が得た．2分類に関する CNN
の実験では、いずれも 98%以上の正答率が出た．また、実験 5.7.2で使用したデータセットは、
実験 5.6.2で作成した 1クラス 1,000個程度のデータセットから「ば」行のクラスと「ぱ」行
のクラスを抽出し、そのまま 2分類の実験を行ったものである．両方の結果を比べると、「ば」




最後に、提案した 3 種の手法を全体的に比べ、手法一並列手法の 1 つの CNN の正答率

















× 98.12% + 30
73
× 98.12%× 98.37% + 15
73
× 98.12%× 96.99% = 96.86%
最終の正答率が 96.86%である．






× 98.16% + 10
73




















Sampling、Over Sampling及び Hybird of Methodsを紹介した．Under Samplingとは、全体の
データが相対的に均等になるまで、データの多いクラスからランダムにデータを取り出すこ
とである．Over Samplingとは、データの少ないクラスから、全体のデータが相対的に均等
になるまで、何らかの手法を用いて、データを増やすことである．そして Hybird of Methods
とは、Under Samplingと Over Samplingを混合した手法で、多数派クラスのデータを Under
Samplingでデータを減少し、少数派クラスのデータを Over Samplingでデータを増加するこ
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図 6.1: サンプルプログラムの CNN構造
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図 6.2: CNN1の構造
図 6.3: CNN2の構造
図 6.4: CNN3の構造
図 6.5: CNN4の構造
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