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1. INTRODUCTION 
In recent years, the theories of radiative transfer in the atmosphere and 
optimal linear filtering of signals in the presence of noise have been pursued 
along parallel lines of thought. Ambarzumian’s “invariance principles” [l], 
extended by Chandrasekhar [2, 31, served as a stimulus for much activity by 
Bellman et al. [4-71 in the development of an imbedding approach to the 
solution of various transport processes. The “invariant imbedding” idea 
resulted in the reduction of the basic boundary value problem of transport 
theory to an equivalent initial value system, a significant computational 
advance. Concurrent with the above work in radiative transfer, Kalman and 
Bucy [S] and Kalman [9] were independently developing an initial value 
approach to linear least-squares filtering in an attempt to circumvent the 
computational difficulties posed by the Wiener theory of filtering [lo]. 
In a previous note [l I], we have indicated how optimal filtering theory and 
radiative transfer, which from a physical point of view seem to have very 
little in common, may be brought together by careful examination of their 
respective initial value formulations. It was shown that the Kalman-Bucy 
gain function was intimately related to the basic X and Y functions of 
Chandrasekhar. The objective of this study was to more fully illuminate the 
filtering theory-transport theory equivalence by examining in some detail a 
number of the basic radiative transfer functions and their filtering theory 
interpretations. 
2. OPTIMAL LINEAR FILTERING THEORY 
Before proceeding to discuss the interconnections of filtering theory and 
radiative transfer, for completeness in the next two sections, we briefly 
sketch the type of filtering problem to be considered, as well as the various 
functions of radiative transfer which are of interest. 
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Let z(t) be a scalar, stationary, zero mean signal process having a covariance 
of the form 
&z(t) Z(T)] &k(l t - 7 1) = ,: e-lt-Tlf(a) w(a) da!, (1) 
wheref(> 0) and w are measurable functions such that: (i) k(r) is integrable 
for r > 0; and (ii) k is o(l/ Y as r + 0. Observations r(t) are made upon z(t) ) 
in the presence of additive, zero mean, white Gaussian noise of unit spectral 
intensity, i.e., 
YW = a) + W), (2) 
where 
Jw~)l = 0, (3) 
E[w(t) W(T)] = S(t - 7). (4) 
The filtering problem is to estimate z(t) based on the cumulative observation 
{Y(T) : 7 E [O, t]>. 
A linear estimator of x is represented by an impulse response function 
h(t, T) which gives rise to a linear estimate 2(t) of z given by 
i?(t) = j’ h(t, T)Y(T) d7. (5) 
0 
The optimum linear least-squares estimator is then the function h*(t, T), 
which minimizes the quadratic form 
Standard results using the projection theorem [12] show that h* satisfies the 
Wiener-Hopf equation 
Ut, 4 = jt h*(t, 4 MT, 4 d7, (7) 
0 
where 
kz,(t> 4 = W4t) rNl> (f-9 
k&t 4 = E[~@)y(s)la s < t. (9) 
Making use of (l)-(4), Eq. (7) becomes the Fredholm integral equation 
h*(t, s) = k(t - s) - s t k(l T - s 1) h*(t, T) d7, 
O<s<t. (10) 
” 
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An initial value system suitable for computing the function h*(t, S) has 
been given in [13]. It is composed of the following equations for the functions 
X, Y, L, and J: 
X,(t, cd) = - Y (t, lx) I” Y(t, a’) w(d) da’, (11) 
a 
Yt(t, a) = -f(a) Y(t, a) - x(t, a) j” Y(t, a’) w(a’) da’, (12) 
L,(t, a> = -f(+qt, 4 + X(4 4 1 j,,, - j+ 4 44 h’l , (13) 
J&Y 6 4 = - fb) J( s, t, a) - X(t, a) j” J(s, t, a’) w(d) da’, (14) 
O,(s<t, i&&b. 
The initial conditions are 
X(0, Lx) = 1, (15) 
Y(0, a) = 1, (16) 
L(0, a!) = 0, (17) 
J(s, 4 a) = X(s, a>. (18) 
In terms of the functions J and L, the quantities h* and D are given by 
h*(t, s) = j: J(s, t, a’) w(d) da’, (19) 
a(t) = j” L(t, a’) w(a’) dc4’. (20) 
a 
Defining the optimum least-squares error e*(t) as 
e*(t) = z(t) - S(t), (21) 
the error covariance E[e*(t) e*(T)], T < t, is given by 
E[e*(t) e*(T)] = K(t - T) - I” K,,(T, u) h*(~, u) da - 11 R,,(T, u) h*(t, a) do 
0 
+ 1;s: &(u’, u) h*(t, u) h*(T, u’) da’ da 
= k(t - T) - 1: k(l 7 - u 1) h*(t, U) da 
(22) 
= h*(t, T), 
where use has been made of Eqs. (7) and (10). 
409/4OlI-4 
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In view of the representation (19) we have 
E[e*(t) e*(T)] = j‘: J(T, t, a’) w(a’) da’, 0 L< 7 < t. (23) 
The Kalman-Bucy gain function for this problem is E[e*(t) e*(t)] and is 
given by Eqs. (18) and (23) as 
E[e*(t) e*(t)] = jb X(t, a’) ~(a’) da’. (24) a 
Similarly, putting 7 = 0 in Eq. (13) and making use of Eqs. (12) and (14), 
we see that the correlation between the current state error and the initial 
error is expressed by 
E[e*(t) e*(O)] = j” Y(t, 01’) ~(a’) da’. 
a 
(25) 
Asymptotic behavior of the error covariances may be readily obtained from 
the above representations (24) and (25). From Eq. (ll), we have 
dt a 
d j” x(t, a’) w(d) da’ = - [j; Y(t, a’) ~(a’) dc2]’ f  0, (26) 
implying that E[e*(t) e*(t)] ---f C, a nonnegative constant as t -+ 00. Similar- 
ily, it is readily established that Y(t, CL) ---f 0 as t + co. Thus, 
J^ b Y(t, a’) ~(a’) da’ = E[e*(t) e*(O)] -+ 0, (27) a 
showing that the current state error and initial error are uncorrelated in the 
limit as t--f 00. 
3. RADIATIVE TRANSFER IN THE ATMOSPHERE 
We now define the functions of radiative transfer which are of interest. 
Consider a plane-parallel atmosphere of optical thickness t, illuminated at the 
top by parallel rays of radiation of net flux n making an angle arccos (Y with 
respect to the downward normal. Denote the albedo for single scattering by 
h, 0 < h < 1. The rate of production of scattered radiation per unit volume 
per unit solid angle at an altitude s above the bottom of the medium is given 
by, the solution of the Fredholm integral equation 
.$(s, 4 a) = $ e--(t-s)/a + s It El(l s - y  I) j(y, t, CL) dy, 
O<s<t, L&<l. (28) 
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The kernel is the first exponential integral function defmed as 
E,(r) = s: e+la da/a, Y > 0. (29) 
The various radiation fields with which we shall be concerned may all be 
expressed as functionals of J. 
Let I(s, + v, t, a) denote the upward intensity of diffuse radiation at the 
altitude s in the direction arccos v when the atmosphere is as described above. 
Then I satisfies the equation 
I(s, + v, t, m) = i 1: e-(s-y)IvJ(y, t, LX) dy. (30) 
In a similar manner, the downward intensity, denoted by I($, -- v, t, 01), is 
given by 
I(s, - v, t, a) = i 1: e-(y+)l*J(y, t, a) dy. 
Important special cases of these functions are the reflected and transmitted 
intensity functions R and T defined in terms of I as 
R(v, a, t) = I@, + v, t, 4, (32) 
T(v, a, t) = I(0, - v, t, a). (33) 
For analytic and computational purposes, it is often convenient to deal with 
modified forms of R and T defined by 
a(v, a, t) = 4vR(v, a, t), (34) 
F(v, a, t) = 4vT(v, 01, t). (35) 
Basic functions for many numerical investigations are the a and P func- 
tions, representing the rate of production of scattered radiation at the top and 
bottom of the medium, respectively. They are defined in terms of p as 
44 4 = J(t, 4 4, (36) 
qt, a) = Jo, t, cd). (37) 
Without undue difficulty, it may be established that x, p, i?, and p are 
related by 
-% a) = $ [ 1 + + 1: I+, CL, t) dv/v] , (38) 
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jpon integrating Eq. (28) for J over all incoming directions OL, and assum- 
no internal sources are present, the @ function of Sobolev [ 141 is obtained. 
It satisfies the equation 
1 
ing 
@(s, t) = $ -&(t - s) + ; jt &,(I s -Y I) @(Y, 9 dy, O<s<t, 
0 
(40) 
= 
J 
1 j(s, t, a’) doll/a’. 
Prior work [4-71 has shown that the functions j, 8, p, 2, and P satisfy 
an initial value system with t as the independent variable, v and 01 being 
viewed as parameters. The system is 
Rt(w,a,t)= -(;+$)R(o,co)+h[l ++ J‘~&b+W~'] (41) 
x [ 1 + + j: I+, a', t) dc+'] , 
Ql, a, t) = - a-lT(w, a, t) + h [l + & j: a(~‘, a, t) dv’lo’l 
X 
[ 1 
1 
e-tP + * T(w, a’, t) da’/a’ , 
0 1 
jtcs, t, a) = - a-lj(s, t, a) + 2X(t, a) jlj(6 t, a’) d+C 
(42) 
(43) 
&(t, a) = 2F(t, a) j: P(t, a’) dol’/ar’, 
IQ, a) = - dP(t, a) + 2X(t, a) j: P(t, a’) da’/ol’, 
O<s<t, O<ol<l. 
The initial conditions are 
R(w, a, 0) = 0, (46) 
T(w, a, 0) = 0, (47) 
j(s, s, 4 = as, 4, (48) 
X(0, a) = x/4, (49) 
P(0, a) = x/4. (50) 
4. COMPARISONS AND CONNECTIONS 
The prime vehicles to be used in establishing the relationship between 
filtering and transport theory are the initial value systems (1 l)-(14) and 
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(43)-(45) for the functions X, Y, J and X, P, and J. It will be shown that 
the radiative transfer functions may all be interpreted as various functions 
associated with a special filtering problem. 
Comparing Eqs. (1 l), (12), (14) with Eqs. (43)-(45), together with their 
respective initial conditions, and utilizing the uniqueness of their solutions, 
it is seen that the choice a = 0, b = 1, f(a) = l/a, w(a) = - h/(2o1) in Eqs. 
(1 l)-( 14) gives the relationships 
J(s, t, a> = (h/4) J(s, 4 a), (51) 
44 4 = (h/4) X(4 4, (52) 
P(t, a) = (A/4) Y(t, a). (53) 
Consequently, the basic functions of transport theory are just multiples of 
the basic functions of a special filtering problem. It is now easy to see the 
physical interpretation of the limiting relations (25) and (27): the limiting 
behavior of E[e*(t)2] is the filtering theory counterpart of the radiative transfer 
fact that the rate of production of particles at the top of an atmosphere 
approaches a steady state as the thickness of the medium increases. Similarly, 
the correlation of the initial state error and the current state error, indicated 
in (27), is the filtering theory parallel to the transport theory fact that, as the 
thickness of the atmosphere increases, no radiation penetrates to the bottom 
to act as a source for production of particles. 
Making use of these relations, we may now establish a very important 
filtering interpretation of the internal intensity functions defined in Eqs. (30), 
(3 1). From Eq. (30) we have 
j;j: +, v, 4 4 dv d+ = $ j: k( 1 s - y I) h*(t, y) dy, (54) 
while from Eq. (31) we obtain 
j’jlI(s, - v, t, m) dv da/a = $1” k(j s -y 1) h*(t,y) dy. (55) 0 0 s 
Hence, 
j:j: V(s> v, 4 4 + I(s, - 0, t, 41 dv d+ = $ j: k(l s - y I) h*(t, y) dy 
= $ [k(t - s) - h*(t, s)]. (56) 
But this last expression is just equal to (h/4) {E[z(t) z(s)] - E[e*(t) e*(s)]}, 
which is the correlation information extracted from the process by making an 
observation, i.e., it corresponds to the gain obtained in expending the 
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resources necessary to make an observation. We shall return to this point later. 
In view of Eqs. (32) and (33) ex ressing the functions R and T in terms of I, p 
we make the following filtering theory interpretation of the reflection and 
transmission functions: 
SI ’ ‘R( v, 01, t) dv da/a: = f {E[x(~)~] - E[e*(t)2]}, (57) 0 0 
which is the current state information obtained by making an observation. 
In a like manner, it is seen that 
J-I I ‘T( v, 01, t) dv dolla = f {E[z(t) z(O)] - E[e*(t) e*(O)]), 63) 0 0 
which is the information gained through observation concerning the correla- 
tion of the initial and current states. 
From Eqs. (23) and (40), t i is readily seen that the function CD is related to 
the optimal impulse response function h* by 
@(s, t) = (h/4) h”(s, t). (5% 
Hence, a loose physical analogy is that the optimal impulse response corre- 
sponds to exciting the system under observation in all modes just as the CD 
function corresponds to stimulating an atmosphere with parallel rays in all 
directions. 
5. DISCUSSION 
In the preceding pages, we have pointed out a number of relationships 
existing between a certain filtering problem and a basic radiative transfer 
situation. In this section, we indicate some directions of future work in this 
area, as well as comment at greater length on a few of the points brought out 
above. 
A key point of the foregoing discussion is the central role played by the 
internal intensity function I. As noted above, this function has the inter- 
pretation of a gain in information by making an observation. This gives rise 
to the possibility of an alternative approach to linear filtering. Rather than 
constructing a filter which minimizes the square of the error covariance, we 
may consider a filter which maximizes the information gained concerning the 
system. Since the function I satisfies an initial value problem, there is no 
difficulty in obtaining a recursive filter using this approach. The idea of 
maximizing information is particularly useful in the “active” filtering problem 
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in which the system is stimulated by a known forcing term in order to both 
gain information on its unknown parameters and to control the system in 
some manner. These so-called “dual control” [18] problems are currently 
under investigation by the authors and the concept of information gain seems 
to be an appropriate vehicle with which to determine optimal controls. 
In conjunction with the active filtering problem, let us mention a radiative 
transfer function which was ignored in the above discussion. This is the 
absorption function which is defined by means of a conservation law, i.e., 
it corresponds to the radiative energy which is input to the atmosphere, but 
which is neither transmitted through nor reflected back out. In the passive 
filtering situation described above, there appears to be no filtering analogue 
to this function. However, in the active filtering case there is reason to suspect 
that this function may correspond to a loss of inherent information in the 
known control input due to interaction with the noisy system. If this corre- 
spondence can be made precise, it would seem to be possible to establish a 
“conservation of information” law for stochastic systems. 
For the sake of precise correspondence, our radiative transfer-filtering 
comparisons have been made using a weighting function ~(a) in Eq. (1) 
which could not correspond to any real filtering problem, since it gives rise 
to a negative covariance. However, as we have tried to demonstrate, this is 
a useful fiction in that insight has been gained into the analytical form which a 
number of new functions in filtering should take. In view of the fact that all 
of the radiative transfer functions introduced above (3, P, J, etc.) have been 
generalized in numerous papers on integral equations [15-171 by allowing 
a general weighting term w, there seems to be no reason to doubt the validity 
of the above comparisons and connections. In fact, the use of the generalized 
form of the radiative transfer functions allows the flexibility of dealing with a 
very broad class of filtering problems in the same manner as above. The 
domain of validity may be even further expanded by consideration of more 
complex transport situations taking account of anisotropic scattering, dif- 
ferent geometries, energy and frequency dependence, and so forth. These 
and other topics are expected to form the nucleus for many future investiga- 
tions. 
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