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Abstract
A special case of the Lagrange-Poincare´ equations for the gauge
field interacting with a scalar field is obtained. For description of
the dynamics on the configuration space, the adapted coordinates are
used. After neglecting the group variables the obtained equations
describe the evolution on the gauge orbit space of the principal fiber
bundle which is related to the system under the consideration.
1 Introduction
The behavior of systems with symmetry is determined by internal dynamics,
which is often hidden, which presents significant difficulties in the case of
the usual description of evolution. In the theory of reduction for mechanical
systems with symmetry, this problem is solved using the Lagrange-Poincare´
equations. Due to symmetry, the configuration space of mechanical systems
can be regarded as the total space of the principal fiber bundle associated
with the system. The Lagrange-Poincare equations are given by two equa-
tions: the “horizontal” equation which belongs to the kernel of the 1-form
connection (naturally emergent in such systems) and the “vertical” equation
related to the motion along the orbit of the principal fiber bundle.
In case of the projection onto the base manifold (the orbit space of the
principal fiber bundle), the horizontal equation describes the internal dynam-
ics of the system. This dynamics is determined by the mechanical system
∗E-mail adress: storchak@ihep.ru
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that arises from the original system as a result of the reduction. In me-
chanics, the interrelation between the original system and the reduced one is
well studied due to Marsden-Weinstein reduction theory. [1, 2] But internal
dynamics is also the main object of research in gauge theories — infinite-
dimensional dynamic systems that are invariant with respect to the action
of a group of gauge transformations. Here, the true configuration space (the
configuration space of physically observable variables) is the orbit space of
the action of the gauge group. The main problem for these systems is that
it is not possible to describe the local dynamics on the gauge orbit space in
terms of the gauge-invariant variables. It is currently unknown how to do
this in satisfactory way.
The generally accepted method of describing local dynamics in orbit space
is to use a special coordinate system in the principal fiber bundle. The co-
ordinates of such a system are known by the name of the adapted coordi-
nates [3–6] and are defined using local sections of the bundle. The sections
are given by local surfaces (submanifolds) in the space of gauge fields. The lo-
cal surfaces themselves are determined by equations that cannot be explicitly
resolved, so parametric representations of the surfaces cannot be obtained.
As a result, when introducing coordinates into the principal bundle, we are
forced to deal with constrained variables (or dependent variables) as coor-
dinates in this approach. In spite of this, the approach is widely used, for
example, when quantizing gauge fields by the path integral method. [7–9]
Studies of the classical evolution of gauge fields with the use of adapted co-
ordinates for local descriptions of the dynamics have practically not been
conducted.
In this paper our goal is to obtain the Lagrange-Poincare equations for
the gauge system formed from the Yang-Mills field interacting with the scalar
field. We are based on our works [10, 11] where we have considerd the me-
chanical system of two particals given on the product manifold consisting of
the Riemannian manifold and the manifold represented by the vector space.
It was assumed that the system under consideration is invariant with respect
to the group action. The resulting reduced mechanical system was given on
the corresponding associated bundle which serves as the base space of the
principal bundle related to the system. The geometry of this special me-
chanical system is analogous to the gauge system we consider in the present
article. So it can be regarded as the model system for our problem.
The paper will be organized as follows. Section 2 is an introduction to
our paper, where we recall our previous work from arXiv, where the me-
chanical system of two interacting particles was investigated. In Section 3
we explain how the adapted coordinates can be determined for the gauge
interacting sistem formed from the Yang-Mills field and a scalar field. These
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coordinates correspond to the coordinates in the mechanical system. This
provides the basis for using the Lagrange-Poincare´ equations obtained ear-
lier for the mechanical system, in deriving analogous equations for the gauge
system under the study. In Section 3, we derive such equations for the gauge
system using functional expressions for the terms of the Lagrange – Poincare´
equations obtained earlier for the mechanical system. Details of derivations
of the Lagrange-Poincare´ equations are considered in Appendix.
2 Mechanical system of two interacting par-
ticles
In our previous works [10, 11], we considered a special finite-dimensional
mechanical system with the following Lagrangian:
L =
1
2
GAB(Q) Q˙
AQ˙B +
1
2
Gmn f˙
mf˙n − V (Q, f). (1)
The configuration space of this system is the product manifold P × V . It
was assumed that P is a smooth finite-dimensional Riemannian manifold
(without the boundary) and V is a finite-dimensional vector space. So,
(QA, fn), A = 1, . . . , NP and n = 1, . . . , NV , are the coordinates of a point
(p, v) ∈ P × V in some local chart. Also, it was assumed that a smooth
isometric free and proper action of the compact group Lie G on P × V was
given. We dealt with the right action on P × V : (p, v)g = (pg, g−1v). In
coordinates, this action is written as follows:
Q˜A = FA(Q, g), f˜n = D¯nm(g)f
m.
Here D¯nm(g) ≡ D
n
m(g
−1), and by Dnm(g) we denote the matrix of the finite-
dimensional representation of the group G acting on the vector space V .
For our metric
ds2 = GAB(Q)dQ
AdQB +Gmndf
mdfn, (2)
the Killing vector fields
Kα(Q, f) = K
B
α (Q)
∂
∂QB
+Kpα
∂
∂f p
have the following components: KBα (Q) =
∂Q˜B
∂aα
∣∣∣
a=e
and Kpα(f) = (J¯α)
p
mf
m.
(The generators J¯α of the representation D¯
n
m(a) are such that [J¯α, J¯β] =
c¯γαβ J¯γ, where c¯
γ
αβ = −c
γ
αβ .)
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In the following, we will also use the condensed notation for indices:
A˜ ≡ (A, p). So, for example, the components of the Killing vector fields will
be written as KA˜µ = (K
A
µ , K
p
µ).
From the general theory [1] it is known that in our case P × V can be
regarded as a total space of the principal fiber bundle
π′ : P × V → P ×G V,
that is, π′ : (p, v) → [p, v], where [p, v] is the equivalence class with respect
to the relation (p, v) ∼ (pg, g−1v).
Due to this fact it is possible to express the coordinates (QA, fn) of
the point (p, v) in terms of the the principal fiber bundle coordinates. The
method of performing this for the typical principal bundle P(M,G) is well-
known [7, 12–16]. In approach close to ours was considered in [9] for the
abelian gauge theory. It consists of using the local sections σ˜i of our bundle,
π′ · σ˜i = id. But to define σ˜i, it is necessary to use the sections σi of the
principal fiber bundle P(M,G):
σ˜i([p, v]) = (σi(x), a(p)v) = (p˜, v˜) ∈ P × V,
where a(p) is the group element defined by p = σi(x)a(p).
The adapted coordinates on P(M,G) are defined by means of the choice
of the special local sections σi. The sections are determined by the local
submanifold Σi of P, given by the equation {χ
α(Q) = 0, α = 1, . . . , NG}.
The coordinates of the points on the local submanifold Σi will be denoted
by Q∗A, they are such that {χα(Q∗) = 0}. That is, Q∗A are dependent
coordinates. In other words, the special section σi is defined as the map
σi : Ui → Σi: πΣi · σi = idUi.
We note that there exists a local isomorphism between trivial principal
bundle Σi × G → Σi and P(M,G): [5, 6, 9]
ϕi : Σi × G → π
−1(Ui),
which allows us to introduce a local coordinates on P(M,G). In coordinates
we have:
ϕi : (Q
∗B, aα)→ QA = FA(Q∗B, aα),
where Q∗B are the coordinates of a point given on the local surface Σi and
aα – the coordinates of an arbitrary group element a. This element carries
the point, taken on Σi, to the point p ∈ P which has the coordinates Q
A.
An inverse map ϕ−1i ,
ϕ−1i : π
−1(Ui)→ Σi × G,
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has the following coordinate representation:
ϕ−1i : Q
A → (Q∗B(Q), aα(Q)).
Here the group coordinates aα(Q) of a point p are the coordinates of the
group element which connects, by means of its action on p, the surface Σi
and the point p ∈ P. These group coordinates are given by the solutions of
the following equation:
χβ(FA(Q, a−1(Q))) = 0. (3)
The coodinates Q∗B are defined by the equation
Q∗B = FB(Q, a−1(Q)). (4)
In the same way as for the principal bundle P(M,G), there exist a local
isomorphisms of the principal fiber bundle P(P ×G V,G) and the trivial prin-
cipal bundles Σ˜i × G → Σ˜i, where now the local surfaces Σ˜i are the images
of the sections σ˜i.
In this case we have the following coordinate functions of the charts:
ϕ˜−1i : π
−1(U˜i)→ Σ˜i × G, or in coordinates,
ϕ˜−1i : (Q
A, fm)→ (Q∗A(Q), f˜n(Q), aα(Q) ).
Here QA and fm are the coordinates of a point (p, v) ∈ P × V , Q∗A(Q) is
given by (4) and
f˜n(Q) = Dnm(a(Q)) f
m,
a(Q) is defined by (3), and we have used the following property: D¯nm(a
−1) ≡
Dnm(a). The coordinates Q
∗A, representing a point given on a local surface
Σi, satisfy the constraints: χ(Q
∗) = 0.
The coordinate function ϕ˜i maps Σ˜i × G → π
−1(U˜i):
ϕ˜i : (Q
∗B, f˜n, aα)→ (FA(Q∗, a), D¯mn (a)f˜
n).
Thus, we have determined the special local bundle coordinates (Q∗A, f˜n, aα),
also called the adapted coordinates, in the principal fiber bundle π : P×V →
P ×G V .
The replacement of the coordinate basis (∂/∂QB , ∂/∂aα) for a new basis
(∂/∂Q∗A, ∂/∂f˜m, ∂/∂aα) is performed as follows:
∂
∂fn
= Dmn (a)
∂
∂f˜m
,
∂
∂QB
=
∂Q∗A
∂QB
∂
∂Q∗A
+
∂aα
∂QB
∂
∂aα
+
∂f˜m
∂QB
∂
∂f˜m
= FˇCB
(
NAC (Q
∗)
∂
∂Q∗A
+ χµC(Φ
−1)βµv¯
α
β (a)
∂
∂aα
− χµC(Φ
−1)νµ(J¯ν)
m
p f˜
p ∂
∂f˜m
)
. (5)
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Here FˇCB ≡ F
C
B (F (Q
∗, a), a−1) is an inverse matrix to the matrix FAB (Q
∗, a),
χµC ≡
∂χµ(Q)
∂QC
|Q=Q∗, (Φ
−1)βµ ≡ (Φ
−1)βµ(Q
∗) – the matrix which is inverse to the
Faddeev–Popov matrix:
(Φ)βµ(Q) = K
A
µ (Q)
∂χβ(Q)
∂QA
,
the matrix v¯αβ (a) is inverse of the matrix u¯
α
β(a).
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The operator NAC , defined as
NAC (Q) = δ
A
C −K
A
α (Q)(Φ
−1)αµ(Q)χ
µ
C(Q),
is the projection operator (NABN
B
C = N
A
C ) onto the subspace which is or-
thogonal to the Killing vector field KAα (Q)
∂
∂QA
. NAC (Q
∗) is the restriction of
NAC (Q) to the submanifold Σ:
NAC (Q
∗) ≡ NAC (F (Q
∗, e)) NAC (Q
∗) = FBC (Q
∗, a)NMB (F (Q
∗, a))FˇAM(Q
∗, a)
e is the unity element of the group.
Thus, the metric (2) of the original manifold P × V in a new coordinate
basis is given by
G˜AB(Q
∗, f˜ , a) =

 GCD(P⊥)
C
A(P⊥)
D
B 0 GCD(P⊥)
C
AK
D
ν u¯
ν
α
0 Gmn GmpK
p
ν u¯
ν
α
GCD(P⊥)
C
AK
D
µ u¯
µ
β GnpK
p
ν u¯
ν
β dµν u¯
µ
αu¯
ν
β

 (6)
where GCD(Q
∗) ≡ GCD(F (Q
∗, e)):
GCD(Q
∗) = FMC (Q
∗, a)FND (Q
∗, a)GMN(F (Q
∗, a)),
(P⊥)
A
B is the projection operator on the tangent plane to the submanifold Σ.
It is given by
(P⊥)
A
B = δ
A
B − χ
α
B (χχ
⊤)−1βα (χ
⊤)Aβ ,
(χ⊤)Aβ is a transposed matrix to the matrix χ
ν
B:
(χ⊤)Aµ = G
ABγµνχ
ν
B γµν = K
A
µGABK
B
ν .
((P⊥)
A
B has the following properties: (P⊥)
A
BN
C
A = (P⊥)
C
B, N
A
B (P⊥)
C
A = N
C
B .)
dµν(Q
∗, f˜)u¯µα(a)u¯
ν
β(a) in (6) is the metric on G–orbit through the point
(p, v):
dµν(Q
∗, f˜) = KAµ (Q
∗)GAB(Q
∗)KBν (Q
∗) +Kmµ (f˜)GmnK
n
ν (f˜)
≡ γµν(Q
∗) + γ′µν(f˜).
1u¯αβ(a) (and u
α
β(a)) are the coordinate representations of the auxiliary functions given
on the group G.
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In our works [10, 11], the Lagrange-Poincare´ equations equations were
derived using the so-called the horizontal lift basis on the total space of the
principal fiber bundle. The new basis consists of the horizonal and vertical
vector fields and can be determined by using the “mechanical connection”
which exists [1] in case of the reduction of mechanical systems with a sym-
metry.
In the principal fiber bundle P(P ×G V,G), in coordinates (Q
∗A, f˜n, aα),
the connection ωˆ = ωˆα⊗λα ({λα} is the basis in the Lie algebra of the group
Lie G) is given by the following expression:
ωˆα = ρ¯αα′(a)
(
dα
′µKDµ (Q
∗)GDA(Q
∗)dQ∗A + dα
′µKqµ(f˜)Gqndf˜
n
)
+ uαβ(a)da
α,
where dα
′µ = dα
′µ(Q∗, f˜). And the matrix ρ¯αα′(a) is inverse to the matrix
ρβα = u¯
α
ν v
ν
β of the adjoint representation of the group G,
In terms of the (“gauge”) potentials A αB and A
α′
m , together with a new
notation: A˜ αB = ρ¯
α
α′(a)A
α′
B (Q
∗, f˜), the connection can be rewritten as
ωˆα = A˜ αB (Q
∗, f˜ , a)dQ∗B + A˜ αm(Q
∗, f˜ , a)df˜m + uαβ(a)da
α, (7)
or using the condensed notations of indices like
ωˆα = A˜ α
′
B˜
(Q∗, f˜ , a)dQ∗B˜ + uαβ(a)da
α.
In coordinates (Q∗A, f˜n, aα), the horizontal lift basis (HA, Hp, Lα) is given
by the vector fields
HM(Q
∗, f˜ , a) =
[
NTM
( ∂
∂Q∗T
− A˜ αT Lα
)
+NmM
( ∂
∂f˜m
− A˜ αmLα
)]
,
Hm(Q
∗, f˜ , a) =
( ∂
∂f˜m
− A˜ αmLα
)
,
and also by the left-invariant vector field Lα = v
ν
α(a)
∂
∂aν
which is obtained
from the Killing vector field Kα(Q). Note that Lα commutes with the hori-
zontal vector fields HA and Hp.
In the definition of HM , new components of the projection operator
N A˜
C˜
= (NAC , N
A
m, N
m
A , N
m
p ),
were used. They are
NAm = 0, N
m
A = −K
m
α (Φ
−1)αµ χ
µ
A = −K
m
α Λ
α
A, N
m
p = δ
m
p .
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The operator N A˜
B˜
satisfy the following property: N A˜
B˜
N B˜
C˜
= N A˜
C˜
.
In a new coordinate basis (HA, Hp, Lα), the metric tensor (6) is repre-
sented as
GˇAB(Q
∗, f˜ , a) =

 G˜
H
AB G˜
H
Am 0
G˜HnB G˜
H
nm 0
0 0 d˜αβ

 ≡
(
G˜H
A˜B˜
0
0 d˜αβ
)
, (8)
where d˜αβ = ρ
α′
α ρ
β′
β dα′β′. The components of the “horizontal metric” G˜
H
A˜B˜
depending on (Q∗A, f˜m) are defined as follows:
G˜HAB = Π
A˜
AΠ
B˜
B GA˜B˜ = GAB −GADK
D
α d
αβKRβ GRB,
G˜HAm = −GABK
B
α d
αβKpβGpm,
G˜HmA = −GmqK
q
µ d
µνKDν GDA,
G˜Hmn = Gmn −GmrK
r
αd
αβKpβGpn.
In the coordinate basis (HA, Hp, Lα), the original Lagrangian L has the
following representation:
Lˆ =
1
2
(G˜HAB ω
AωB + G˜HAp ω
Aωp+ G˜HpA ω
pωA+ G˜Hpq ω
pωq + d˜µνω
µων)− V, (9)
where the new time-dependent variables ωA, ωp and ωα, which are associated
with velocities, are given by
ωA = (P⊥)
A
B
dQ∗B
dt
=
dQ∗A
dt
, ωp =
df˜ p
dt
ωα = uαµ
daµ
dt
+ A˜ αE
dQ∗E
dt
+ A˜ αm
df˜m
dt
. (10)
The Lagrangian (9) was used in [10, 11] for derivation of the Lagrange-
Poincare´ equations. This was done using the Poincare´ variational principle.
The following equations were obtained:
NAB
dωB
dt
+NAR
HΓ˜R
B˜M˜
ωB˜ωM˜
+GEFNAEN
R˜
F
[
F
α
Q˜R˜
ωQ˜pα +
1
2
(DR˜d
κσ)pκpσ + V,R˜
]
= 0,
N rB
dωB
dt
+
dωr
dt
+N r
R˜
HΓ˜R˜
A˜B˜
ωA˜ωB˜ +GEFN rFN
R˜
E
[
F
α
Q˜R˜
ωQ˜pα +
1
2
(DR˜d
κσ)pκpσ + V,R˜
]
+Grm
[
F
α
Q˜m
ωQ˜pα +
1
2
(Dmd
κσ)pκpσ + V,m
]
= 0.
dpβ
dt
+ cνµβd
µσpσpν − c
ν
σβA
σ
E˜
ωE˜pν = 0.
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(Here the condensed notation for indices is used: according to which the sum
over the repeated index R˜ means the summation over R and r.)
In these equations pσ = γασρ
α
ǫ ω
ǫ, the curvature tensor F αSP of the con-
nection A αP is given by F
α
SP = A
α
P,S −A
α
S,P + c
α
νσ A
ν
S A
σ
P . The tensors F
α
Ep
and F αpm are defined in a similar way.
The covariant derivative DR(d
κσ(Q∗, f˜)) are given by
DRd
κσ = ∂Q∗Rd
κσ + A αR c
κ
ανd
νσ + A αR c
σ
ανd
νκ.
The Christoffel symbols HΓ˜R˜BM ,
HΓ˜R˜qB and
HΓ˜R˜pq for the horizontal (degen-
erate) metric G˜H
R˜T˜
are defined by means of the equalities:
HΓ˜BMT˜ = G˜
H
R˜T˜
HΓ˜R˜BM ,
HΓ˜qBT˜ = G˜
H
R˜T˜
HΓ˜R˜qB and
HΓ˜pqT˜ = G˜
H
R˜T˜
HΓ˜R˜pq,
where
HΓ˜BMD ≡
1
2
(G˜HBD,M + G˜
H
MD,B − G˜
H
BM,D).
And HΓ˜qBT and
HΓ˜pqT have an analogous definitions.
Taking into account the following properties:
KE˜α
HΓACE˜ = 0, K
R˜
β F
α
Q˜R˜
= 0, N T˜F
HΓBMT˜ =
HΓBMF ,
N T˜F
HΓBMT˜ =
HΓBMF , N
T˜
F
HΓq BT˜ =
HΓqBF , N
T˜
F
HΓq pT˜ =
HΓqpF ,
KR˜ε DR˜(dαβ) = 0, N
R˜
F DR˜(dµν) = DF (dµν),
and the invariance of the potential V (Q∗, f˜) under the action of the group G,
this means thatN R˜F V,R˜ = V,F , we can rewrite the Lagrange-Poincare´ equations
in the following way:
NBA
(dωA
dt
+GAR HΓ˜B˜M˜R ω
B˜ωM˜
+GAR
[
F
α
Q˜R
ωQ˜pα +
1
2
(DRd
κσ)pκpσ + V,R
])
= 0. (11)
N rA
[dωA
dt
+GAR
(
HΓ˜B˜M˜Rω
B˜ωM˜ + F α
Q˜R
ωQ˜pα +
1
2
(Ddκσ)pκpσ + V,R
)]
+
dωr
dt
+ Grm
(
HΓ˜B˜M˜mω
A˜ωB˜ + F α
Q˜m
ωQ˜pα +
1
2
(Dmd
κσ)pκpσ + V,m
)
= 0. (12)
dpβ
dt
+ cνµβd
µσpσpν − c
ν
σβA
σ
E˜
ωE˜pν = 0. (13)
These equations will be used for derivation of the Lagrange-Poincare´ equa-
tions in gauge theories.
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3 Adapted coordinates in configuration space
of the gauge system with interaction
Our aim is to extend the methods we have used for the finite-dimensional
mechanical system with symmetry to the gauge system which describe the
dynamics of Yang-Mills field interacting with the scalar field. The standard
relativistically invariant Lagrangian for this system is singular (we can not
determine the Hamiltonian using the Legendre transformation) in contrast
to what we had for the model mechanical system. The problem is related
to presence of the redundent variable Aa0 in the Lagrangian. Therefore, by
setting Aa0 = 0 in the Lagrangian we obtain the Lagrangian which is free
of this problem. Note, that the same can be performed by suitable gauge
transformation
So, the Lagrangian (Lagrange density) we will consider is the following
L = −
1
2g20
kαβ(∂0A
α
i )(∂0A
iβ) +
1
2
Gab(∂0f
a)(∂0f
b)
−
1
4g20
kαβF
α
ijF
βij +
1
2
Gab(∇if
a)(∇if b)− V0(A, f). (14)
Here kαβ = c
τ
µαc
µ
τβ is the Cartan–Killing metric on the group G, V0 is some
gauge-invarint potential. g0 is a coupling constant.
2
The covariant derivative ∇i is defined as follows:
(∇f)ai (x¯, t) = (δ
a
b∂i(x¯)− (J¯α)
a
bA
α
i (x¯, t) )f
b(x¯, t),
where J¯α are the generators of the representation D¯
n
m(a) which acts (on the
right) in the vector space V : fˆn = D¯nm(a)f
m, D¯nm(Φ(g, h)) = D¯
m
p (h)D¯
p
n(g).
The generators satisfy the following commutation relation [J¯α, J¯β] = c¯
γ
αβ J¯γ,
where the structure constants c¯γαβ = −c
γ
αβ .
The Lagrangian (14) is invariant under time-independent gauge transfor-
mations of the gauge potentials and scalar fields: :
A˜αi (x) = ρ
α
β(g
−1(x))Aβi (x) + u
α
µ(g(x))
∂gµ(x)
∂xi
,
f˜a(x, t) = D¯ab (g(x))f
b(x, t).
The obtained Lagrangian looks as if it represents the motion of two “par-
ticle” in the product space P × V in the potential
V [A, f ] =
∫
d3x
[1
2
kαβ F
α
ij(x)F
β ij(x)−
1
2
Gab(∇f)
a
i (x)(∇f)
b i(x) + V0
]
.
2Further, in the formulas, we omit the coupling constant g0, absorbing it in kαβ since
in the final expressions, the coupling constant can be easily restored.
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One of the space, P, is an infinite-dimensional Riemannian manifold.
The gauge fields Aai can be regarded as points of this manifold. And the other
space, V , is the space of functions with the values in the vector space V. Also,
we are given an action of the group, the group of the gauge transformations,
on the product space. This is analogous to what we have in reduction problem
for dynamical system with symmetry in mechanics, which was considered
in the previous section. Here we are interested in description of internal
dynamics given on the gauge orbit space.
The reduction theory for the gauge-invariant dynamical systems follows
from the result obtained in [3–6, 17, 18], and in other works, where the geo-
metric approach to the gauge fields was developed.
First of all, the gauge fields Aaµ(x) are regarded as coordinate representa-
tions of connections defined on the principal fiber bundle P (M,G) over the
compact manifold M .3 Then, in order to have a smooth free and proper
action of the gauge group on the space of connections P, one must consider
the irreducible connections. (The isotropy subgroup of these connections co-
incides with Z (G), the center of gauge group G .) The gauge transformation
group must be group G˜ = G /Z (G). Moreover, the connections and the
gauge transformation functions must belong to classes of Sobolev functions
Hk and Hk+1, respectively, with k ≥ 3 [3, 5]. Only in this case one leads to
the principal fiber bundle defined by π : P → P/G˜ = M .
The function space V of the matter fields f b(x, t) consists of the sections
of the associated bundle Γ(P ×G V). (These sections also must be from Hk.)
In our case, P×V is the original configuration space of the gauge system
with the Lgrangian (14), and the gauge orbit space P ×G V , the base of
the principal fiber bundle π′ : P × V → (P × V )/G˜ = P ×
G˜
V , is the
configuration space of the physically observable quantities.
From the quadratic part of the Lagrangian (14) it follows that the Rie-
mannian metric of the original configuration space is flat. It can be presented
as follows:
ds2 = G(α,i,x)(β,j,y)δA
(α,i,x) δA(β,j,y) +G(a,x)(b,y) δf
(a,x)δf (b,y),
where
G
( δ
δA(α,i,x)
,
δ
δA(β,j,y)
)
= G(α,i,x)(β,j,y) = kαβ δi j δ
3(x− y)
is the metric on P and the metric on V is
G
( δ
δf (m,x)
,
δ
δf (n,y)
)
= G(m,x)(n,y) = Gmnδ
3(x− y).
3Using compact manifolds needed to ensure the boundedness of the action functional
[4, 21].
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In these formulae we have used the extended notation for indices by which
A(α,i,x) ≡ Aαi(x) and f (m,x) ≡ fm(x). Note that the use of such notations
helps in the generalization of formulas obtained in the finite-dimensional case
to the corresponding formulas in field theories.
From the gauge invariance of the Lagrangian (and the metric) it follows
that the Killing vectors of the original metric are
K(α,y) = K
(µ,i,x)
(α,y)
δ
δA(µ,i,x)
+K
(b,x)
(α,y)
δ
δf (b,x)
,
where components of this vector field are given by
K
(µ,i,x)
(α,y)(A) =
[(
δ µα ∂
i(x) + cµν˜αA
ν˜i(x)
)
δ3(x− y)
]
≡
[
Dµiα(A(x)) δ
3(x− y)
]
(here ∂i(x) is a partial derivative with respect to x
i), and
K
(b,x)
(α,y)(f) = (J¯α)
b
cf
c(x)δ3(x− y).
We can determine the coordinates in the principal bundle for the gauge
system under study just the same way as was done for a mechanical system
with symmetry in a finite-dimensional space. ?The local sections Σ of the
principal fiber bundle P(M , G˜ ), which are necessary for determination of
the bundle coordinates in the total space P × V of the bundle π′, will be
defined by means of the Coulomb gauge condition (or the Coulomb gauge):
∂iA
αi = 0. The gauge potentials that will satisfy this equation (dependent
variables) will be denoted by A∗i
α. Note that dependent variables are typically
used when quantizing gauge fields [6–9, 22, 23].
As was shown in previous section, for transition from the original coordi-
nate (Aαi , f
a) given on P×V to the adapted coordinates (A∗i
α, f˜ b, aµ) of the
principal fiber bundle it is requiered that the group coordinates aα(A) of the
“point” A should be known. In mechanics, they are obtained as a solution
of the equation (3): χβ(FA(Q, a−1(Q))) = 0. For the Coulomb gauge, this
equation is as follows:
∂i(x)
[
ραβ(a(x))A
β
i(x)− ρ
α
ν(a(x)) u
ν
σ(a(x))
∂aσ(x)
∂xi
]
= 0 .
Then, the coordinates Q∗ of the corresponding point on a submanifold Σ
are determined by the corresponding group transformation:
Q∗A = FA(Q, a−1(Q)).
In gauge theories, we have the following gauge transformation:
Aαi (x) = ρ
α
β(a
−1(x))A∗βi (x) + u
α
µ(a(x))
∂aµ(x)
∂xi
.
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With the obtained aα(x), fa is expressed in terms of f˜a as follows: fa(x) =
D¯ab (a(x))f˜
b(x). Thus, the initial coordinates (Aαi (x), f
a(x)) on P × V are
transformed into adapted bundle coordinates (A∗αi (x), f˜
b(x), aα(x)).
To obtain a new coordinate representation of the original Riemannian
metric, we must transform the coordinate vector fields. The “vector fields”
transformation formula is a strightforward generalization of the correspond-
ing formula from the finite-dimensional case:
δ
δA(α,i,x)
= Fˇ
(µ,k,u)
(α,i,x)
(
N
(ν,p,v)
(µ,k,u)(A
∗)
δ
δA∗(ν,p,v)
+N
(m,y)
(µ,k,u)
δ
δf (m,y)
+χ
(µ′,v)
(µ,k,u)(A
∗) (Φ−1)
(β,u′)
(µ′,v)(A
∗) v¯
(σ,p)
(β,u′)(a)
δ
δa(σ,p)
)
, (15)
where we have denoted by Fˇ the matrix which is inverse to the matrix
F
(µ,k,u)
(α,i,x) defined as follows
F
(α,i,x)
(β,j,y)[A, a] =
δA˜(α,i,x)
δA(β,j,y)
= ραβ(g
−1(x)) δij δ
3(x− y) .
Fˇ satisfies the relation:
F
(α,i,x)
(β,j,y) Fˇ
(β,j,y)
(ǫ,k,z) = δ
α
ǫ δ
i
k δ
3(x− z) .
Also, we have
δ
δf (n,x)
= Dmn (a(x))
δ
δf˜m(x)
.
In formula (15), by N
(ν,p,v)
(µ,k,u), which is equal to
N
(α,i,x)
(β,j,y) = δ
(α,i,x)
(β,j,y) −K
(α,i,x)
(µ,z)(Φ
−1)
(µ,z)
(ν,u)χ
(ν,u)
(β,j,y) ,
we have denoted the projection operator onto the subspace which is orthog-
onal to the component of the Killing vector field K(α,y) which is related to
P.
The projection operator N
(m,y)
(µ,k,u) is equal to
N
(m,y)
(µ,k,u) = −K
(m,y)
(α,z)(Φ
−1)
(α,z)
(β,v)χ
(β,v)
(µ,k,u) .
The Faddeev–Popov matrix Φ is defined as follows
Φ
(ν,y)
(µ,z)[A] = K
(α,i,x)
(µ,z) χ
(ν,y)
(α,i,x) .
For the Coulomb gauge, we have
χ
(ν,y)
(α,i,x) = δ
ν
α
[
∂i(y) δ
3(y − x)
]
.
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Therefore, the matrix Φ (restricted to the gauge surface) is equal to
Φ
(ν,y)
(µ,z)[A
∗] =
[
(δνµ ∂
2(y) + cνσµA
∗σ
i (y) ∂
i(y) ) δ3(y − z)
]
or
Φ
(ν,y)
(µ,z)[A
∗] =
[
(D [A∗] · ∂ )νµ(y) δ
3(y− z)
]
.
An inverse matrix Φ−1 can be determined by the equation
Φ
(ν,y)
(µ,z) (Φ
−1)
(µ,z)
(σ,u)(y,u) = δ
ν
σ δ
3(y − u) .
That is, it is the Green function for the Faddeev–Popov operator:
[
∂i(y)D
ν i
µ [A(y)]
]
(Φ−1)
(µ,y)
(σ,u)(y,u) = δ
ν
σ δ
3(y − u) .
(The boundary conditions of this operator depend on a concrete choice of a
base manifold M .) By a second group of variables, the Green function Φ−1
satisfies the following equation:
[
−D˜σ iλ [A(z)] ∂i(z)
]
(Φ−1)
(µ,y)
(σ,z)(y, z) = δ
µ
λ δ
3(y− z) .
Notice that in the formula (15), the matrix Φ−1, as well as the other terms
of the projector N , is given on the gauge surface Σ.
In our principal bundle, the orbit metric d(µ,x)(ν,y) is determined by using
the Killing vectors K(α,y):
d(µ,x)(ν,y) = K
(α,i,z)
(µ,x)G(α,i,z)(β,j,u)K
(β,j,u)
(ν,y) +K
(a,z)
(µ,x)G(a,z)(b,u)K
(b,u)
(ν,y)
That is,
d(µ,x)(ν,y) =
[
kϕσδ
klD˜ϕµk(A(x))D
σ
νl(A(x))+Gab(J¯µ)
a
c(J¯ν)
b
c′f
c(x)f c
′
(x)
]
δ3(x−y)
= γµν(x,y) + γ
′
µν(x,y)
An “inverse matrix” to the “matrix” d(µ,x)(ν,y) is defined by the following
equation:
d(µ,x)(ν,y)d
(ν,y)(σ,z) = δ
(σ,z)
(µ,x) = δ
σ
µδ
3(z− x).
In explicit form this equation is written as follows:
[
kϕσδ
klD˜ϕµk(A
∗(x))DσνlA
∗((x)) +Gab(J¯µ)
a
c (J¯ν)
b
c′ f˜
c(x)f˜ c
′
(x)
]
d(ν,y)(σ,z)
= δσµδ
3(z− x).
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Thus, d(ν,y)(σ,z) is the Green function of the operator given by the expression
in square brackets. It is assumed that a certain boundary condition for the
equation is chosen.
The Green function d(ν,y)(σ,z) and the Killing vectors are the main elements
with by which the “Coulomb connection” (or “mechanical connection”) is
determined: ωˆ = ωˆα ⊗ λα in the principal fiber bundle P(P ×G˜ V ,G ):
ωˆα = ρ¯αα′(a(x))
(
A
(α′,x)
(β,j,y) dA
∗(β,j,y) +A
(α′,x)
(n,y)df˜
(n,y)
)
+ uαµ(a(x))da
µ(x)),
where the components of the connection are given by
A
(α′,x)
(β,j,y) = d
(α,x)(σ,z)K
(µ,k,v)
(σ,z)G(µ,k,v)(β,j,y) = kµβ[D
µ
σj(A
∗(y))d(α,x)(σ,z)]
and
A
(α′,x)
(p,y) = d
(α,x)(σ,z)K
(a,v)
(σ,z)G(a,v)(p,y) = d
(α,x)(σ,z)(J¯σ)
a
c f˜
c(y)Gap.
The following transformation of the coordinate basis in our principal bun-
dle is connected with the replacement of the basis vector fields by the horizon-
tal ones. This can be done with the help of horizontal projection operators,
which are determined by the connection we have just defined. All this is
similar to what we did in the finite-dimensional case. Therefore, we will not
follow all the steps that ultimately must lead to the Lagrange-Poincare´ equa-
tions in the functional space of gauge fields. Instead, for this purpose we will
use the finite-dimensional equations (11), (12) and (13).
4 The Lagrange-Poincare´ equations in gauge
theories
The equations that we derive in this article are a special case of the Lagrange
– Poincare´ equations. In this article, we restrict ourselves to a particular case
of the Lagrange – Poincare´ equations. They can be obtained from finite-
dimensional equations if we assume that the expression under the projector
NBA in the first horizontal equation (11) is zero. In addition, we neglect those
terms of the first equations that explicitly depend on Killing vectors. Then,
from our assumption and the structure of the second horizontal equation
(12), it follows that the terms of the second equation with the projector N rB
are equal to zero. Thus, we will deal with the following equations:
dωA
dt
+GAR HΓ˜B˜M˜R ω
B˜ωM˜
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+GAR
[
F
α
Q˜R
ωQ˜pα +
1
2
(DRd
κσ)pκpσ + V,R
]
= 0. (16)
dωr
dt
+Grm
(
HΓ˜A˜B˜mω
A˜ωB˜ + F α
Q˜m
ωQ˜pα +
1
2
(Dmd
κσ)pκpσ + V,m
)
= 0. (17)
dpβ
dt
+ cνµβd
µσpσpν − c
ν
σβA
σ
E˜
ωE˜pν = 0. (18)
Since the Riemannian metric of the original manifold of gauge fields is flat,
GAB = δAB must be used as a metric in these finite-dimensional equations.
In addition, this fact must be taken into account when calculating the terms
of equations are made with using the Killing relation.
In this regard, we first transform the terms of the equations so that later
it was possible to replace them by the appropriate functional expressions.
Therms of equations with Christoffel symbols HΓ˜, curvatures F α and Dmd
κσ
will be expressed using the Killing vectors, the components of the mechanical
connection and the metric on the orbit. Further we will list the obtained
representations for these terms.
Christoffel symbols for the horizontal metric
GAR HΓBMR = −
1
2
(A βB,MK
A
β + A
β
M,BK
A
β )− (A
β
MK
A
β,B + A
β
BK
A
β,M)
+
1
2
(KAµ,DK
D
σ )(A
µ
MA
σ
B + A
σ
MA
µ
B ).
GAR HΓBmR = −
1
2
(A βB,mK
A
β + A
β
m,BK
A
β )−A
β
mK
A
β,B
+
1
2
(KAµ,DK
D
σ )(A
µ
mA
σ
B + A
σ
mA
µ
B ).
GAR HΓpqR = −
1
2
(A βp,qK
A
β + A
β
q,pK
A
β )
+
1
2
(KAε,DK
D
σ )(A
ε
q A
σ
p + A
σ
q A
ε
p ).
GAR HΓmBR = −
1
2
(A βm,BK
A
β + A
β
B,mK
A
β )−A
β
mK
A
β,B
+
1
2
(KAµ,DK
D
σ )(A
µ
mA
σ
B + A
σ
mA
µ
B ).
Grm HΓABm = −
1
2
(A βA,BK
r
β + A
β
B,AK
r
β)
+
1
2
(Krµ,pK
p
σ)(A
σ
AA
µ
B + A
µ
AA
σ
B ).
Grm HΓpBm = −
1
2
(A βp,BK
r
β + A
β
B,pK
r
β)−A
β
BK
r
β,p
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+
1
2
(Krε,qK
q
µ)(A
µ
p A
ε
B + A
µ
BA
ε
p ).
Grm HΓpqm = −
1
2
(A βp,qK
r
β + A
β
q,pK
r
β)− (A
β
p K
r
β,q + A
β
q K
r
β,p)
+
1
2
(Krµ,nK
n
ν )(A
µ
q A
ν
p + A
ν
q A
µ
p ).
Curvatures GA˜E˜F α
Q˜E˜
GAEF αQE = −(K
S
ϕ,Q)(d
ϕα
A
µ
S + d
ϕµ
A
α
S )K
A
µ − (K
A
ǫ,BK
B
ν )(d
αǫ
A
ν
Q + d
αν
A
ǫ
Q)
+2dαµKAµ,Q + c
α
νµd
µϕ
A
ν
QK
A
ϕ .
GARF αqR = −(K
r
µ,q)(d
µα
A
ϕ
r + d
µϕ
A
α
r )K
A
ϕ − (K
A
ν,BK
B
ϕ )(d
αν
A
ϕ
q + d
αϕ
A
ν
q )
+cανµd
µϕ
A
ν
q K
A
ϕ .
GrmF αQm = −K
T
µ,Q(d
αµ
A
β
T + d
βµ
A
α
T )K
r
β − (K
n
νK
r
µ,n) (d
αµ
A
ν
Q + d
αν
A
µ
Q )
+cανµ d
µβ
A
ν
Q K
r
β .
GrmF αqm = −K
n
µ,q(d
αµ
A
β
n + d
βµ
A
α
n )K
r
β − (K
p
νK
r
µ,p) (d
αµ
A
ν
q + d
αν
A
µ
q )
+2dαβKrβ,q + c
α
νµ d
µβ
A
ν
q K
r
β .
GA˜R˜(DR˜d
κσ)pκpσ
GAR(DRd
κσ)pκpσ = 2
[
(KDβ K
A
µ,D) d
βκdµσ + cκβµd
βǫdµσKAǫ
]
pκpσ
Grm(Dmd
κσ)pκpσ = 2
[
(KnβK
r
µ,n) d
βκdµσ + cκβµd
βǫdµσKrǫ
]
pκpσ
Note that before starting the transition to the functional representation in
the Christoffel symbols, the partial derivatives of the connections are replaced
using the following formulas:
Partial derivatives A α
Q˜,R˜
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A
α
Q,R = −d
αǫKAǫRGABK
B
µ A
µ
Q −A
α
B A
µ
Q K
B
µR + d
αµKBµRGBQ
A
α
Q,p = −d
αεKrε pGrnK
n
µA
µ
Q −A
α
n A
µ
Q K
n
µp
A
α
p,Q = −d
αεKAεQGABK
B
µ A
µ
p −A
α
B A
µ
p K
B
µQ
A
α
p,q = −d
αεKrε q GrnK
n
µA
µ
p −A
α
n A
µ
p K
n
µ q + d
αµKmµq Gmp
Another equivalent representation of derivatives are
A
β
B,m = 2d
βµ(KqµK
p
ϕ,q)GpmA
ϕ
B + c
σ
ϕµd
βµKpσA
ϕ
BGpm,
A
β
m,B = 2d
βµ(KEµ K
D
ϕ,E)GBDA
ϕ
m + c
σ
ϕµd
βµKDσ A
ϕ
mGBD.
To obtain a functional representation for the members of the equations,
one needs to treat the indices of variables as if they were compact notations
of extended indices.
A→ (α, i, x); a→ (n, y); µ→ (µ.u); . . . etc.
Recall that our basic variables are ωA ≡ Q˙∗A, ωn ≡ ˙˜fn. So, we have
ωA(t)→
d
dt
A∗(α,i,x)(t) ≡
d
dt
A∗α,i(x, t) ≡ A˙∗αi(x, t),
and similarly for ωn(t): ωn(t)→ d
dt
f˜ (n,x)(t) ≡ ˙˜fn(x, t).
To obtain functional representations for the terms of the equations, we
made the following replacements:
KAβ,B → K
(α,i,x)
(β,u)(ǫ,k,z),
where
K
(α,i,x)
(β,u)(ǫ,k,z) ≡
δ
δA(ǫ,k,z)
K
(α,i,x)
(β,u) = δ
i
kc
α
ǫβδ
3(x− u)δ3(x− z).
KAµ,EK
E
ν → K
(α,i,x)
(β,v)(...)K
(...)
(ν,u)
K
(α,i,x)
(β,v)(...)K
(...)
(ν,u) = c
α
µ′β[D
µ′i
ν (A
∗(x))δ3(x− u)]δ3(x− v)
Knβ,m → K
(n,v)
(β,y)(m,z)
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K
(n,v)
(β,y)(m,z) = (J¯β)
n
m δ
3(v − z)δ3(v− y)
Knβ,mK
m
α → K
(n,v)
(β,y)(m,z)K
(m,z)
(α,u)
K
(n,v)
(β,y)(m,z)K
(m,z)
(α,u) = (J¯β)
n
m(J¯α)
m
q f
q(y)δ3(v− y)δ3(v − u)
To get expressions in the right parts of the formulas, you need to take
sum over repeated generalized indices. Sum over continuous indices means
corresponding integration.
There are also the appropriate functional representations for the connec-
tions.
A αB → A
(α,x)
(β,j,y)
A
(α,x)
(β,j,y) = [D
ϕ
µj(A
∗(y))d(α,x)(µ,y)]kϕβ
A αm → A
(α,x)
(m,z)
A
(α,x)
(m,z) = d
(α,x)(β′,z)(J¯β′)
n
pf
p(x)Gnm
But in our final formulas we do not use them, despite the fact that this can
be done as it does not lead to the simplification of the already rather complex
expressions.
The results of our calculations - functional representations of the terms
of the equations are presented in Appendix.
The first horizontal equation (16) results in to the following Lagrange-
Poincare´ equation for the gauge system
dω(α,i,x)
dt
+GAR HΓ˜BMR ω
BωM :
−2 cαεβ
[ ∫
d3yA
(β,x)
(γ,j, y) ω
(γ,j,y)
]
ω(ε,i,x)
+cαϕµ
∫
d3yd3zA
(µ,x)
(γ,j, y)
[
Dϕiν (A
∗(x))A
(ν,x)
(ε,k, z)
]
ω(γ,j,y)ω(ε,k,z)
+2GAR HΓ˜BmR ω
Bωm :
−2δikc
α
ǫβ
(∫
d3vA
(β,x)
(m,v)ω
(m,v)
)
ω(ǫ,k,x)
+cαǫβ
∫
d3v d3z
[
A
(β,x)
(ǫ,k,z)
←−−→
D µiν (A
∗(x))A
(ν,x)
(m,v)ω
(m,v)ω(ǫ,k,z)
]
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+GAR HΓ˜pqR ω
pωq :
1
2
cαµβ
∫
d3yd3z
(
A
(ν,x)
(p,y)
←−−→
D µiν (A
∗(x))A
(β,x)
(q,z)
)
ω(p,y)ω(q,z)
+GARF αQRω
Qpα :
−cαµ′ϕ
∫
d3u d3z d(α
′,u)(ϕ,x)
[
Dµ
′i
ν (A
∗(x))A
(ν,x)
(ε,k,z)
]
ω(ε,k,z) p(α′,u)
−cαµ′ϕ
∫
d3u d3zA
(ϕ,x)
(ε,k,z)
[
Dµ
′i
ν (A
∗(x))d(α
′,u)(ν,x)
]
ω(ε,k,z) p(α′,u)
+2cαεµ
[ ∫
d3u d(β,u)(µ,x)p(β,u)
]
ω(ε,i,x)
+cα
′
νµ
∫
d3u d3zA
(ν,u)
(ε,k,z)
[
Dαiϕ (A
∗(x))d(µ,u)(ϕ,x)
]
ω(ε,k,z) p(α′,u)
+GARF αq Rω
qpα :
−cαµ′ν
∫
d3u d3y d(α
′,u)(ν,x)
[
Dµ
′i
ϕ (A
∗(x))A
(ϕ,x)
(q,y)
]
ω(q,y)p(α′,u)
−cαµ′ν
∫
d3u d3yA
(ν,x)
(q,y)
[
Dµ
′i
ϕ (A
∗(x))d(α
′,u)(ϕ,x)
]
ω(q,y)p(α′,u)
+cα
′
νµ
∫
d3u d3yA
(ν,u)
(q,y)
[
Dαiϕ (A
∗(x))d(µ,u)(ϕ,x)
]
ω(q,y)p(α′,u)
+
1
2
(DRd
κσ)pκpσ :
+cαµ′µ
∫
d3z d3z′ d(µ,x)(σ,z
′)
[
Dµ
′i
β (A
∗(x))d(β,x)(κ,z)
]
p(κ,z)p(σ,z′)
+GARV,R :
−Dαβj(A
∗(x, t))F βji(x, t) +Gabk
αγ(J¯γ)
a
d f˜
d(x, t)(∇f˜)bi(x, t) = 0 (19)
The second horizontal Lagrange-Poincare´ equation for the gauge system
which follows from (17) is
dω(r,x)(t)
dt
+GrmHΓ˜ABmω
AωB :
+
(
cνγµ(J¯β)
r
pf˜
p(x) kσα
∫
d3zd3z′d(β,x)(µ,z)
[
Dσǫn(A
∗(z′))A
(ǫ,z′)
(ν,k,z)
]
+cνγµkϕν(J¯β)
r
pf˜
p(x)
∫
d3zd3z′A
(µ,z)
(α,n,z′)A
(β,x)
(ν,k,z)
−cσγǫδknkσα(J¯β)
r
p f˜
p(x)
∫
d3z d(β,x)(ǫ,z)
+(J¯µ)
r
m′(J¯ǫ)
m′
q f˜
q(x)
∫
d3zd3z′A
(ǫ,x)
(α,n,z′)A
(µ,x)
(γ,k,z)
)
ω(α,n,z
′)ω(γ,k,z)
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+2GrmHΓ˜pBmω
pωB :
+
1
2
(J¯ε′)
q
pGq,n(J¯µ)
n
n′ f˜
n′(x)(J¯β)
r
l f˜
l(x)
∫
d3zd3z′d(β,x)(ε
′,z′)
A
(µ,z′)
(ε,k,z)ω
(ε,k,z)ω(p,z
′)
+
1
2
(J¯µ)
n
p (J¯β)
r
qf˜
q(x)
∫
d3zd3z′A
(β,x)
(n,z′)A
(µ,z′)
(ε,k,z)ω
(ε,k,z)ω(p,z
′)
+
1
2
cγεε′kγν(J¯β)
r
qf˜
q(x)δkk′
∫
d3zd3z′d(β,x)(ε
′,z)
[
Dνk
′
µ (A
∗(z))A
(µ,z)
(p,z′)
]
ω(ε,k,z)ω(p,z
′)
+
1
2
cγεµ(J¯β)
r
qf˜
q(x)
∫
d3zd3z′A
(β,x)
(γ,k,z)A
(µ,z)
(p,z′) ω
(ε,k,z)ω(p,z
′)
−(J¯β)
r
p
[∫
d3zA
(β,x)
(ε,k,z) ω
(ε,k,z)
]
ω(p,x)
+
1
2
(J¯γ)
r
k(J¯µ)
k
nf˜
n(x)
∫
d3zd3z′
(
A
(µ,x)
(p,z′)A
(γ,x)
(ε,k,z) + A
(γ,x)
(p,z′)A
(µ,x)
(ε,k,z)
)
ω(ε,k,z)ω(p,z
′)
+GrmHΓ˜pqmω
pωq :
+(J¯β)
r
nf˜
n(x)(J¯ε)
r′
q Gr′n′(J¯µ)
n′
m′
∫
d3zd3y d(β,x)(ε,z)f˜m
′
(z)A
(µ,z)
(p,y) ω
(p,y)ω(q,z)
+(J¯µ)
n
q (J¯β)
r
n′ f˜
n′(x)
∫
d3zd3yA
(β,x)
(n,z)A
(µ,z)
(p,y) ω
(p,y)ω(q,z)
−(J¯µ)
n
qGnp(J¯β)
r
n′ f˜
n′(x)
∫
d3y d(β,x)(µ,y) ω(p,y)ω(q,y)
−2(J¯β)
r
q
[ ∫
d3yA
(β,z)
(p,y) ω
(p,y)
]
ω(q,x)
+(J¯µ)
r
m(J¯ν)
m
k f˜
k(x)
∫
d3z d3yA
(µ,x)
(q,z)A
(ν,x)
(p,y) ω
(p,y)ω(q,z)
F
α
Q˜m
ωQ˜pα :
−cγεµ(J¯β)
r
mf˜
m(x)
∫
d3u d3z d(α
′,u)(µ,z)
A
(β,x)
(γ,k,z) ω
(ε,k,z)p(α′,u)
−cγεµ(J¯β)
r
mf˜
m(x)
∫
d3u d3z d(β,x)(µ,z) A
(α′,u)
(γ,k,z) ω
(ε,k,z)p(α′,u)
−(J¯µ)
r
m′(J¯ν)
m′
q f˜
q(x)
∫
d3u d3z d(α
′,u)(µ,x)
A
(ν,x)
(ε,k,z) ω
(ε,k,z)p(α′,u)
−(J¯µ)
r
m′(J¯ν)
m′
q f˜
q(x)
∫
d3u d3z d(α
′,u)(ν,x)
A
(µ,x)
(ε,k,z) ω
(ε,k,z)p(α′,u)
+cα
′
νµ(J¯β)
r
nf˜
n(x)
∫
d3u d3z d(µ,u)(β,x) A
(ν,u)
(ε,k,z) ω
(ε,k,z)p(α′,u)
GrmF α
′
q m ω
q pα′ :
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−(J¯µ)
n
q (J¯β)
r
mf˜
m(x)
∫
d3u d3zA
(β,x)
(n,z)d
(α′,u)(µ,z) ω(q,z)p(α′,u)
−(J¯µ)
n
q (J¯β)
r
mf˜
m(x)
∫
d3u d3z d(β,x)(µ,z)A
(α′,u)
(n,z) ω
(q,z)p(α′,u)
−(J¯µ)
r
m′(J¯ν)
m′
n′ f˜
n′(x)
∫
d3u d3z d(α
′,u)(µ,x)
A
(ν,x)
(q,z) ω
(q,z)p(α′,u)
−(J¯µ)
r
m′(J¯ν)
m′
n′ f˜
n′(x)
∫
d3u d3z d(α
′,u)(ν,x)
A
(µ,x)
(q,z) ω
(q,z)p(α′,u)
+2 (J¯β)
r
q ω
(q,x)
∫
d3u d(α
′,u)(β,x) p(α′,u)
+cα
′
νµ (J¯β)
r
mf˜
m(x)
∫
d3u d3z d(µ,u)(β,x)A
(ν,x)
(q,z) ω
(q,z)p(α′,u)
1
2
Grm(Dmd
κσ)pκpσ :
+ (J¯µ)
r
n(J¯β)
n
q f˜
q(x)
∫
d3z d3z′ d(β,x)(κ,z)d(µ,x)(σ,z
′)p(κ,z)p(σ,z′)
+ cκβµ (J¯ε)
r
nf˜
n(x)
∫
d3z d3z′ d(β,z)(ε,x)d(µ,z)(σ,z
′)p(κ,z)p(σ,z′)
GrmV,m : +G
rmGab∇˜
ai
m(∇if˜
b) = 0.
The vertical Lagrange-Poincare´ equation for the gauge system is
dpβ(x, t)
dt
+ cνµβ
(∫
d3y d(µ,x)(σ,y)pσ(y, t)
)
pν(x, t)
−cνσβ
(∫
d3zA
(σ,x)
(ε,k,z)A˙
∗εk)
)
pν(x, t)− c
ν
σβ
(∫
d3yA
(σ,x)
(n,y)
˙˜
fn(y, t)
)
pν(x, t) = 0
5 Concluding remarks
The obtained equations are represented a rather complex expressions. A
possible simplification of these equations can be obtained by projection of
the equations onto the orbit space of the principal bundle.This is achieved
by setting the group variable to zero. This suggests that the full equations
apparently describe the dynamics of the system in the excited state.A direct
consequence of these equations are the equations for the relative equilibria
of the dynamical system under consideration. These equations can easily be
derived from the result of those equations that are obtained in the work. It
should also be noted that the role played by the equations of the mechanical
system. Without these equations, it would be difficult to understand in
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complex expression the nature and origin of individual terms of the equation
for the gauge system. It remains unclear whether it is possible to somehow
simplify the resulting equation based on some kind of symmetry. It is also
not clear whether the equation for relative equilibria can be used to study
the problem related to symmetry breaking.
Appendix A
Functional representation for terms of the Lagrange-
Poincare´ equations
GAR HΓBMR = −
1
2
(A βB,MK
A
β + A
β
M,BK
A
β )− (A
β
MK
A
β,B + A
β
BK
A
β,M)
+
1
2
(KAµ,DK
D
σ )(A
µ
MA
σ
B + A
σ
MA
µ
B )
A
β
B,M = −d
βǫKA
′
ǫ ,M GA′B′ K
B′
µ A
µ
B −A
β
DA
µ
BK
D
µ ,M + d
βµKDµ ,M GDB
The expression I = −1
2
(A βB,MK
A
β +A
β
M,BK
A
β )K
A
β ω
BωM = −A βB,MK
A
β K
A
β ω
BωM
consists of three terms:
I1) :
cνγǫ′kνϕδjm
∫
d3zd3y
[
Dϕmµ (A
∗(x))A
(µ,y)
(ε,k z)
]
×
[
Dαiβ (A
∗(x))d(β,x)(ǫ
′,y)
]
ω(ε,k,z)ω(γ,j,y)
I2) :
cϕγµ
∫
d3zd3yA
(µ,y)
(ε,k z)
[
Dαiβ (A
∗(x))A
(β,x)
(ϕ,j, y)
]
ω(ε,k,z)ω(γ,j,y)
I3) :
−cϕγµδjk
∫
d3z
[
Dαiβ (A
∗(x))d(β,x)(µ,z)
]
ω(ε,k,z)ω(γ,j,z)
II = −(A βMK
A
β,B + A
β
BK
A
β,M)ω
MωB = −2A βMK
A
β,B, ω
MωB :
−2 cαεβ
[ ∫
d3yA
(β,x)
(γ,j, y) ω
(γ,j,y)
]
ω(ε,i,x)
III = 1
2
(KAµ,DK
D
σ )(A
µ
MA
σ
B + A
σ
MA
µ
B )ω
MωB = (KAµ,DK
D
σ )A
µ
MA
σ
B ω
MωB
cαϕµ
∫
d3yd3zA
(µ,x)
(γ,j, y)
[
Dϕiν (A
∗(x))A
(ν,x)
(ε,k, z)
]
ω(γ,j,y)ω(ε,k,z)
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III can also be written in a following way:
cαϕµ
∫
d3z
[
Dϕiν (A
∗(x))A
(ν,x)
(ε,k, z)
]
ω(ε,k,z) ×
∫
d3yA
(µ,x)
(γ,j, y)ω
(γ,j,y).
GAR HΓBMR = I1) + I2) + I3) + II + III.
GAR HΓBmR = −
1
2
(A βB,mK
A
β + A
β
m,BK
A
β )−A
β
mK
A
β,B
+
1
2
(KAµ,DK
D
σ )(A
µ
mA
σ
B + A
σ
mA
µ
B )
GAR HΓBmR ω
Bωm, A→ (α, i, x), B → (ǫ, k, z), m→ (m, v)
G(α,i,x)(...) HΓ(ǫ,k,z)(m,v)(...) ω
(ǫ,k,z)ω(m,v)
A
β
B,m = −d
βεKrεmGrnK
n
µA
µ
B −A
β
nA
µ
BK
n
µm
I1) =
1
2
(dβεKrεmGrnK
n
µA
µ
B)K
A
β ω
Bωm :
1
2
(J¯ε′)
r
mGrn(J¯µ)
n
n′
∫
d3zd3z′
[
Dαiβ (A
∗(x))d(β,x)(ε
′,z′)
]
A
(µ,z′)
(ε,k,z)f˜
n′(z′)ω(ε,k,z)ω(m,z
′).
I2) =
1
2
(AβnA
µ
BK
n
µm)K
A
β ω
Bωm :
1
2
(J¯µ)
n
m
∫
d3zd3z′A
(µ,z′)
(ε,k,z)
[
Dαiβ (A
∗(x))A
(β,x)
(n,z′)
]
ω(ε,k,z)ω(m,z
′).
A
β
m,B = −d
βεKA
′
εB GA′B′ K
B′
µ A
µ
m −A
β
DA
µ
mK
D
µB.
I3) =
1
2
(dβεKA
′
εB GA′B′ K
B′
µ A
µ
m)K
A
β ω
Bωm :
1
2
cγεε′kγνδkk′
∫
d3zd3z′
[
Dνk
′
µ (A
∗(z))A
(µ,z)
(m,z′)
][
Dαiβ (A
∗(x))d(β,x)(ε
′,z)
]
ω(ε,k,z)ω(m,z
′).
I4) =
1
2
A
β
m,BK
A
β ω
mωB :
1
2
cγεµ
∫
d3zd3z′A
(µ,z)
(m,z′)
[
Dαiβ (A
∗(x))A
(β,x)
(γ,k,z)
]
ω(ε,k,z)ω(m,z
′).
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The terms without dependence on KAβ are represented by
(II+ III)ωBωm :
−δikc
α
ǫβ
(∫
d3vA
(β,x)
(m,v)ω
(m,v)
)
ω(ǫ,k,x)
+
1
2
cαǫβ
∫
d3v d3z
[
A
(β,x)
(ǫ,k,z)
←−−→
D µiν (A
∗(x))A
(ν,x)
(m,v)ω
(m,v)ω(ǫ,k,z)
]
GAR HΓBmR ω
Bωm = I + II + III.
GAR HΓpqR
GAR HΓpqR = −
1
2
(A βp,qK
A
β + A
β
q,pK
A
β )
+
1
2
(KAε,DK
D
σ )(A
ε
q A
σ
p + A
σ
q A
ε
p )
A
α
p,q = −d
αεKrε q GrnK
n
µA
µ
p −A
α
nA
µ
p K
n
µ q + d
αµKmµq Gmp.
−1
2
(A βp,qK
A
β + A
β
q,pK
A
β )ω
pωq has three terms.
I1) :
(J¯ε)
r′
q Gr′n′(J¯µ)
n′
m′
∫
d3yd3zf˜m
′
(z)
[
Dαiβ (A
∗(x))d(β,x)(ε,z)
]
A
(µ,z)
(p,y)ω
(p,y)ω(q,z).
I2) :
(J¯µ)
n
q
∫
d3yd3zA
(µ,z)
(p,y)
[
Dαiβ (A
∗(x))A
(β,x)
(n,z)
]
ω(p,y)ω(q,z).
I3) :
−(J¯µ)
n
qGnp
∫
d3y
[
Dαiβ (A
∗(x))d(β,x)(µ,y)
]
ω(p,y)ω(q,y).
II = +1
2
(KAβ,EK
E
ν )(A
β
q A
ν
p + A
ν
q A
β
p ) :
1
2
cαµβ
∫
d3yd3z
(
A
(ν,x)
(p,y)
←−−→
D µiν (A
∗(x))A
(β,x)
(q,z)
)
ω(p,y)ω(q,z).
GAR HΓpqR ω
pωq = I1) + I2) + I3) + II.
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Grm HΓABm = −
1
2
(A βA,BK
r
β + A
β
B,AK
r
β) +
1
2
(Krµ,pK
p
σ)(A
σ
AA
µ
B + A
µ
AA
σ
B )
A
β
A,B = −d
βµKQµ,B A
ǫ
QK
D
ǫ GDA −A
β
Q K
Q
ν,B A
ν
A + d
βǫKDǫ,B GDA
A→ (α, n, z′), B → (γ, k, z), β → (β, u), µ→ (µ, v), Q→ (ν, j, y),
D → (σ,m, y′), ǫ→ (ǫ, t), r → (r, x).
The terms of A βA,B:
I1) :
−δjk c
ν
γµ d
(β,u)(µ,z) kσα δmn[D
σm
ǫ (A
∗(z′))A
(ǫ,z′)
(ν,j,z)]
I2) :
−cνγµA
(β,u)
(ν,k,z)A
(µ,z)
(α,n,z′)
I3) :
cσγǫ kσα δkn d
(β,u)(ǫ,z) δ3(z− z′)
A
β
B,A = −d
βµKQµ,A A
ǫ
QK
D
ǫ GDB −A
β
Q K
Q
µ,A A
µ
B + d
βǫKDǫ,AGDB
The terms of A βB,A:
I4) :
−δjn c
ν
αµ d
(β,u)(µ,z′) kσγ δmk[D
σm
ǫ (A
∗(z))A
(ǫ,z)
(ν,j,z′)]
I5) :
−cναµA
(β,u)
(ν,n,z′)A
(µ,z′)
(γ,k,z)
I6) :
cσαǫ kσγ δnk d
(β,u)(ǫ,z′) δ3(z′ − z)
(All terms of I must be multiplied by Krβ ω
AωB.)
II = 1
2
(Krµ,pK
p
σ)(A
σ
AA
µ
B + A
µ
AA
σ
B ) :
+
1
2
(J¯µ)
r
m′(J¯ǫ)
m′
q f˜
q(x)
(
A
(ǫ,x)
(α,n,z′)A
(µ,x)
(γ,k,z) + A
(µ,x)
(α,n,z′)A
(ǫ,x)
(γ,k,z)
)
Grm HΓABm ω
AωB = I + II =
+cνγµ(J¯β)
r
pf˜
p(x) kσα
∫
d3zd3z′d(β,x)(µ,z)
[
Dσǫn(A
∗(z′))A
(ǫ,z′)
(ν,k,z)
]
ω(α,n,z
′)ω(γ,k,z)
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+cνγµkϕν(J¯β)
r
pf˜
p(x)
∫
d3zd3z′A
(µ,z)
(α,n,z′)A
(β,x)
(ν,k,z)ω
(α,n,z′)ω(γ,k,z)
−cσγǫδknkσα(J¯β)
r
p f˜
p(x)
∫
d3z d(β,x)(ǫ,z)ω(α,n,z)ω(γ,k,z)
+(J¯µ)
r
m′(J¯ǫ)
m′
q f˜
q(x)
∫
d3zd3z′A
(ǫ,x)
(α,n,z′)A
(µ,x)
(γ,k,z)ω
(α,n,z′)ω(γ,k,z)
(Here the symmetry between A and B was taken into account.)
Grm HΓpBm = −
1
2
(A βB,p + A
β
p,B)K
r
β −A
β
BK
r
β,p
+
1
2
(Krε,qK
q
µ)(A
µ
p A
ε
B + A
µ
BA
ε
p )
A
β
B,p = −d
βεKr
′
ε pGr′nK
n
µA
µ
B −A
β
n A
µ
B K
n
µ p
B → (ε, k, z), p→ (p, z), β → (β, u)
The terms of −1
2
A
β
B,pK
r
β ω
Bωp:
I1) :
1
2
(J¯ε′)
q
pGq,n(J¯µ)
n
n′ f˜
n′(x)(J¯β)
r
l f˜
l(x)
∫
d3zd3z′d(β,x)(ε
′,z′)
A
(µ,z′)
(ε,k,z)ω
(ε,k,z)ω(p,z
′)
I2) = −
1
2
(−A βn A
µ
B K
n
µ ,p)K
r
β ω
Bωp :
+
1
2
(J¯µ)
n
p (J¯β)
r
qf˜
q(x)
∫
d3zd3z′A
(β,x)
(n,z′)A
(µ,z′)
(ε,k,z)ω
(ε,k,z)ω(p,z
′)
A
β
p,B = −d
βεKA
′
ε,B GA′B′ K
B′
µ A
µ
p −A
β
D A
µ
p K
D
µ ,B
The terms of −1
2
A
β
p,BK
r
β ω
Bωp:
I3) :
+
1
2
cγεε′kγν(J¯β)
r
qf˜
q(x)δkk′
∫
d3zd3z′d(β,x)(ε
′,z)
[
Dνk
′
µ (A
∗(z))A
(µ,z)
(p,z′)
]
ω(ε,k,z)ω(p,z
′)
I4) = −
1
2
(−A βD A
µ
p K
D
µ ,B)K
r
β ω
Bωp :
+
1
2
cγεµ(J¯β)
r
qf˜
q(x)
∫
d3zd3z′A
(β,x)
(γ,k,z)A
(µ,z)
(p,z′) ω
(ε,k,z)ω(p,z
′)
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II = −A βBK
r
β,pω
Bωp:
−(J¯β)
r
p
[∫
d3zA
(β,x)
(ε,k,z) ω
(ε,k,z)
]
ω(p,x)
III = 1
2
(Krε,qK
q
µ)(A
µ
p A
ε
B + A
µ
BA
ε
p )ω
Bωp :
1
2
(J¯γ)
r
k(J¯µ)
k
nf˜
n(x)
∫
d3zd3z′
(
A
(µ,x)
(p,z′)A
(γ,x)
(ε,k,z) + A
(γ,x)
(p,z′)A
(µ,x)
(ε,k,z)
)
ω(ε,k,z)ω(p,z
′)
Grm HΓpBm ω
Bωp = I1) + I2) + I3) + I4) + II + III
Grm HΓpqm = −
1
2
(A βp,qK
r
β + A
β
q,pK
r
β)− (A
β
p K
r
β,q + A
β
q K
r
β,p)
+
1
2
(Krµ,nK
n
ν )(A
µ
q A
ν
p + A
ν
q A
µ
p )
A
β
p,q = −d
βεKrε q GrnK
n
µA
µ
p −A
β
n A
µ
p K
n
µ q + d
βµKmµq Gmp
I1) = −
1
2
2A βp,qK
r
β ω
pωq :
(J¯β)
r
nf˜
n(x)(J¯ε)
r′
q Gr′n′(J¯µ)
n′
m′
∫
d3zd3y d(β,x)(ε,z)f˜m
′
(z)A
(µ,z)
(p,y) ω
(p,y)ω(q,z)
I2) = −
1
2
2 (−A βn A
µ
p K
n
µ qK
r
β)ω
pωq :
(J¯µ)
n
q (J¯β)
r
n′ f˜
n′(x)
∫
d3zd3yA
(β,x)
(n,z)A
(µ,z)
(p,y) ω
(p,y)ω(q,z)
I3) = −
1
2
2 (+dβµKmµqGmpK
r
β)ω
pωq :
−(J¯µ)
n
qGnp(J¯β)
r
n′ f˜
n′(x)
∫
d3y d(β,x)(µ,y) ω(p,y)ω(q,y)
II = 2 (−A βp K
r
β,q)ω
pωq :
−2(J¯β)
r
q
[ ∫
d3yA
(β,z)
(p,y) ω
(p,y)
]
ω(q,x)
III = 21
2
(Krµ,nK
n
ν )A
µ
q A
ν
p ω
qωp :
(J¯µ)
r
m(J¯ν)
m
k f˜
k(x)
∫
d3z d3yA
(µ,x)
(q,z)A
(ν,x)
(p,y) ω
(p,y)ω(q,z)
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III can also be written in a following way:
(
(J¯ν)
m
k f˜
k(x)
∫
d3y A
(ν,x)
(p,y) ω
(p,y)
)(
(J¯µ)
r
m
∫
d3zA
(µ,x)
(q,z)ω
(q,z)
)
Grm HΓpqm = I1) + I2) + I3) + II + III
GARF α
′
QR ω
Q pα′
GARF α
′
QR = −(K
S
ϕ,Q)(d
ϕα′
A
µ
S + d
ϕµ
A
α′
S )K
A
µ − (K
A
ǫ,BK
B
ν )(d
α′ǫ
A
ν
Q + d
α′ν
A
ǫ
Q)
+2dα
′µKAµ,Q + c
α′
νµd
µϕ
A
ν
QK
A
ϕ
A = (α, i, x), Q = (ε, k, z)
I1) = −(K
S
ϕ,Q)d
ϕα′A
µ
S K
A
µ ω
Q pα′ :
−cγεϕ
∫
d3u d3z d(ϕ,z)(α
′,u)
[
Dαiµ (A
∗(x))A
(µ,x)
(γ,k,z)
]
ω(ε,k,z) p(α′,u)
I2) = −(K
S
ϕ,Q)d
ϕµA α
′
S K
A
µ ω
Q pα′ :
−cγεϕ
∫
d3u d3zA
(α′,u)
(γ,k,z)
[
Dαiµ (A
∗(x))d(ϕ,z)(µ,x)
]
ω(ε,k,z) p(α′,u)
II1) = −(K
A
ǫ,BK
B
ν )d
α′ǫA νQ ω
Q pα′ :
−cαµ′ϕ
∫
d3u d3z d(α
′,u)(ϕ,x)
[
Dµ
′i
ν (A
∗(x))A
(ν,x)
(ε,k,z)
]
ω(ε,k,z) p(α′,u)
II2) = −(K
A
ǫ,BK
B
ν )d
α′νA ǫQ ω
Q pα′ :
−cαµ′ϕ
∫
d3u d3zA
(ϕ,x)
(ε,k,z)
[
Dµ
′i
ν (A
∗(x))d(α
′,u)(ν,x)
]
ω(ε,k,z) p(α′,u)
III = 2dα
′µKAµ,Q :
2cαεµ
[ ∫
d3u d(β,u)(µ,x)p(β,u)
]
ω(ε,i,x)
IV = cα
′
νµd
µϕA νQK
A
ϕ ,
where c
(α′,u)
(ν,y)(µ,v) = c
α′
νµδ
3(u− y)δ3(u− v) :
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cα
′
νµ
∫
d3u d3zA
(ν,u)
(ε,k,z)
[
Dαiϕ (A
∗(x))d(µ,u)(ϕ,x)
]
ω(ε,k,z) p(α′,u)
(KAµ -terms: first (I) and fourth (IV )).
GARF α
′
QR ω
Q pα′ = I + II + III + IV.
GARF α
′
qR ω
q pα′
GARFα
′
qR = −(K
r
µ,q)(d
µα′
A
ϕ
r + d
µϕ
A
α′
r )K
A
ϕ − (K
A
ν,BK
B
ϕ )(d
α′ν
A
ϕ
q + d
α′ϕ
A
ν
q )
+cα
′
νµd
µϕ
A
ν
q K
A
ϕ
A = (α, i, x), q = (q, y), α′ = (α′, u)
I1) = −(K
r
µ,q)d
µα′A ϕr K
A
ϕω
q pα′ :
−(J¯µ)
k
q
∫
d3u d3y d(µ,y)(α
′ ,u)
[
Dαiϕ (A
∗(x))A
(ϕ,x)
(k,y)
]
ω(q,y)p(α′,u)
I2) = −(K
r
µ,q)d
µϕA α
′
r K
A
ϕ ω
q pα′ :
−(J¯µ)
k
q
∫
d3u d3yA
(α′,u)
(k,y)
[
Dαiϕ (A
∗(x))d(µ,y)(ϕ,x)
]
ω(q,y)p(α′,u)
II1) = −(K
A
ν,BK
B
ϕ )d
α′νA ϕq ω
(q,y)p(α′,u) :
−cαµ′ν
∫
d3u d3y d(α
′,u)(ν,x)
[
Dµ
′i
ϕ (A
∗(x))A
(ϕ,x)
(q,y)
]
ω(q,y)p(α′,u)
II2) = −(K
A
ν,BK
B
ϕ )d
α′ϕA νq )ω
(q,y)p(α′,u) :
−cαµ′ν
∫
d3u d3yA
(ν,x)
(q,y)
[
Dµ
′i
ϕ (A
∗(x))d(α
′,u)(ϕ,x)
]
ω(q,y)p(α′,u)
III = cα
′
νµd
µϕA νq K
A
ϕ ω
(q,y)p(α′,u) :
cα
′
νµ
∫
d3u d3yA
(ν,u)
(q,y)
[
Dαiϕ (A
∗(x))d(µ,u)(ϕ,x)
]
ω(q,y)p(α′,u)
(KAµ -terms: first (I) and third (III)).
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GARF α
′
q R ω
Q pα′ = I + II + III
GrmF α
′
Qm ω
Q pα′
GrmF α
′
Qm = −K
T
µ,Q(d
α′µ
A
β
T + d
βµ
A
α′
T )K
r
β − (K
n
νK
r
µ,n) (d
α′µ
A
ν
Q + d
α′ν
A
µ
Q )
+cα
′
νµ d
µβ
A
ν
Q K
r
β.
r = (r, x), Q = (ε, k, z), α′ = (α′, u)
I1) = −K
T
µ,Qd
α′µA
β
T ω
Qpα′ :
−cγεµ(J¯β)
r
mf˜
m(x)
∫
d3u d3z d(α
′,u)(µ,z)
A
(β,x)
(γ,k,z) ω
(ε,k,z)p(α′,u)
I2) = −K
T
µ,Qd
βµA α
′
T K
r
β ω
Qpα′ :
−cγεµ(J¯β)
r
mf˜
m(x)
∫
d3u d3z d(β,x)(µ,z) A
(α′,u)
(γ,k,z) ω
(ε,k,z)p(α′,u)
II1) = −(K
n
νK
r
µ,n) d
α′µA νQ ω
Qpα
′
:
−(J¯µ)
r
m′(J¯ν)
m′
q f˜
q(x)
∫
d3u d3z d(α
′,u)(µ,x)
A
(ν,x)
(ε,k,z) ω
(ε,k,z)p(α′,u)
II2) = −(K
n
νK
r
µ,n) d
α′νA
µ
Q ω
Qpα
′
:
−(J¯µ)
r
m′(J¯ν)
m′
q f˜
q(x)
∫
d3u d3z d(α
′,u)(ν,x)
A
(µ,x)
(ε,k,z) ω
(ε,k,z)p(α′,u)
III = cα
′
νµ d
µβA νQ K
r
β ω
Qpα
′
:
cα
′
νµ(J¯β)
r
nf˜
n(x)
∫
d3u d3z d(µ,u)(β,x) A
(ν,u)
(ε,k,z) ω
(ε,k,z)p(α′,u)
GrmF α
′
Qmω
Qpα′ = I + II + III.
GrmF α
′
qm ω
q pα′
GrmFα
′
qm = −K
n
µ,q(d
α′µ
A
β
n + d
βµ
A
α′
n )K
r
β − (K
p
νK
r
µ,p) (d
α′µ
A
ν
q + d
α′ν
A
µ
q )
+2dα
′βKrβ,q + c
α′
νµ d
µβ
A
ν
q K
r
β.
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r = (r, x), q = (q, z), α′ = (α′, u)
I1) = −K
n
µ,qd
α′µA βn K
r
β ω
q pα′ :
−(J¯µ)
n
q (J¯β)
r
mf˜
m(x)
∫
d3u d3zA
(β,x)
(n,z)d
(α′,u)(µ,z) ω(q,z)p(α′,u)
I2) = −K
n
µ,qd
βµA α
′
n K
r
β ω
q pα′ :
−(J¯µ)
n
q (J¯β)
r
mf˜
m(x)
∫
d3u d3z d(β,x)(µ,z)A
(α′,u)
(n,z) ω
(q,z)p(α′,u)
II1) = −(K
r
µ,pK
p
ν ) d
α′µA νq ω
q pα′ :
−(J¯µ)
r
m′(J¯ν)
m′
n′ f˜
n′(x)
∫
d3u d3z d(α
′,u)(µ,x)
A
(ν,x)
(q,z) ω
(q,z)p(α′,u)
II2) = −(K
r
µ,pK
p
ν ) d
α′νA µq ω
q pα′ :
−(J¯µ)
r
m′(J¯ν)
m′
n′ f˜
n′(x)
∫
d3u d3z d(α
′,u)(ν,x)
A
(µ,x)
(q,z) ω
(q,z)p(α′,u)
III = 2 dα
′β Krβ,q ω
q pα′ :
2 (J¯β)
r
q ω
(q,x)
∫
d3u d(α
′,u)(β,x) p(α′,u)
IV = cα
′
νµ d
µβA νQ K
r
β ω
q pα′ :
cα
′
νµ (J¯β)
r
mf˜
m(x)
∫
d3u d3z d(µ,u)(β,x)A
(ν,x)
(q,z) ω
(q,z)p(α′,u)
GrmFα
′
qm ω
q pα′ = I + II + III + IV .
GAR(DR d
κσ)pκpσ
GAR(DRd
κσ)pκpσ = 2
[
(KDβ K
A
µ,D) d
βκdµσ + cκβµd
βǫdµσKAǫ
]
pκpσ
A = (α, i, x), β = (β, v), µ = (µ, u), κ = (κ, z), σ = (σ, z′)
I = 2 cαµ′µ
∫
d3z d3z′ d(µ,x)(σ,z
′)
[
Dµ
′i
β (A
∗(x))d(β,x)(κ,z)
]
p(κ,z)p(σ,z′)
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II = 2 cκβµ
∫
d3z d3z′ d(µ,z)(σ,z
′)
[
Dαiε (A
∗(x))d(β,z)(ε,x)
]
p(κ,z)p(σ,z′)
Grm(Dmd
κσ)pκpσ
Grm(Dmd
κσ)pκpσ = 2
[
(KnβK
r
µ,n) d
βκdµσ + cκβµd
βǫdµσKrǫ
]
pκpσ
I = 2 (J¯µ)
r
n(J¯β)
n
q f˜
q(x)
∫
d3z d3z′ d(β,x)(κ,z)d(µ,x)(σ,z
′)p(κ,z)p(σ,z′)
II = 2 cκβµ (J¯ε)
r
nf˜
n(x)
∫
d3z d3z′ d(β,z)(ε,x)d(µ,z)(σ,z
′)p(κ,z)p(σ,z′)
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