Abstract-This paper presents a position based visual tracking system of a redundant manipulator using a Kinect camera. Kinect camera provides 3-D information of a target object, therefore the control algorithm of the position-based visual servoing (PBVS) can be simplified, as there is no requirement to estimate a 3-D feature point position from the extracted image and the camera model. The Kalman filter is used to predict the target position and velocity. This control method is applied to a calibrated robotic system with eye-to-hand configuration. The stability analysis has been derived and real-time experiments have been carried out using a 7 DOF PowerCube manipulator from Amtec Robotic. The experimental results of both static and moving targets are presented to demonstrate and to verify the proposed position based visual tracking system performance.
I. INTRODUCTION
The interaction of a robot manipulator end-effector with parts or other objects in the work environment is a prominent subject in most robot application research. In a conventional way, the high accuracy of positioning a robot end-effector in a fixed world frame can be achieved with predefined robot operations in a structured working space. Uncertainties in either the robot end-effector or the target object position can lead to a position missmatch which may cause a failure of the operation. Among various kinds of sensors available for robotic systems, the visual sensor is one of the most promising device since salient informations can be extracted from images. A vision-guided robot system is also known as a visual servoing system; comprehensive discussions of a basic visual servoing system are presented in [1] , [2] and its advance approaches has been discussed in [3] .
Visual servoing control methods are mainly categorised by the way the task error is presented. The first method is called image based visual servoing, where the error signal is defined as image features error in image space. IBVS maps the error vector in the image space to the joint space of a robot manipulator. IBVS schemes are also called featurebased schemes and known as 2D visual servoing. One of the problems with IBVS schemes is that it is difficult to estimate depth. A calibrated stereo camera can be used to overcome this problem, however the depth can also be estimated using a monovision system as presented in [4] , [5] . Examples of IBVS applications have been discussed in [6] - [8] The second method of vision-based robot control is called position based visual servoing. A PBVS system defines the error signal in Cartesian space or 3-D space and allows the direct and natural specification of the desired relative trajectories in the 3-D space, used often for robotic task specification. Also, by separating the pose estimation problem from the control design problem, the control designer can take advantage of well-established robot 3-D control algorithms. Reviews and applications of PBVS have been presented in [9] , [10] .
The majority of cases for the visual servoing control design problem estimate a 3-D parameter of the target object from the extracted image data obtained from a 2-D camera system. Recently, Microsoft introduced a 3-D camera system Microsoft Kinect camera. The provided features of the Kinect camera system have been transforming not only computer gaming [11] but also research in robotics [12] , [13] . In visual servoing system, the use of the direct 3-D information from the Kinect camera simplifies the design effort of the controller. Therefore, in this paper, we introduce the development of a vision guided robot manipulator for tracking a moving object using a Kinect camera, incorporating a Kalman filter for target object state estimation.
The organisation of this paper is as follows: the kinematic model of a 7 DOF PowerCube manipulator is introduced in Section II. The state estimation of a moving object is presented in Section III. The development of the position based visual tracking system is discussed in Section IV. The stability in sense of Lyapunov of the proposed method is explained in Section V. The experimental setup using a 7 DOF robot manipulator from PowerCube [14] with eye-tohand configuration is explained in Section VI, followed by the experimental results in Section VII. Finally, the work is summarised in Section VIII.
II. KINEMATIC MODEL OF A 7 DOF POWERCUBE

MANIPULATOR
The seven DOF PowerCube manipulator considered in this paper is constructed as open chains where every revolute joint connects the successive links ( Figure 1 ). The role of the model of the mechanical structure is to place the end-effector at a given location (position and orientation) with a desired velocity and acceleration. Given joint angles of each link, the forward kinematics of the manipulator exactly determines the position and orientation of the robot end-effector in the Cartesian space taking the base link as the reference. The kinematics model is concerned with the relationship between the individual joints of the manipulator and the position and the orientation of the end effector. The Denavit-Hartenberg (D-H) parameters for this manipulator are derived using the convention given in [15] . 
The parameters are given in Table I . The robot link dimension are as follows: Table I is expressed as:
where s j and c j denote sin θ j and cos θ j respectively. Similar expressions for orientation, φ, the roll, γ, the pitch and ψ, the yaw of the robot end-effector can be derived using D-H parameters. By defining a task-space vector for the robot endeffector x = [x, y, z, φ, γ, ψ] T and the joint angle
T , the forward kinematics can be represented as
where the forward kinematic map f is highly nonlinear. The velocity relationships are then determined by differentiating both sides of equation (4):
where the forward kinematic Jacobian J is expressed as
Since the Jacobian associated with linear velocity and angular velocity of the robot end-effector can be computed separately, the Jacobian can be further expressed as:
where J v is the Jacobian associated with the linear velocity of the robot end-effector and J ω is the Jacobian associated with the angular velocity of the manipulator. Both Jacobians are 3 × 7 matrices. Given the linear and angular velocities of the robot end-effector, the joints velocity can be deduced from equation (5) as follows:
where J + is the pseudo inverse of the Jacobian, J. For the case of a redundant manipulator, the pseudo inverse robot Jacobian is expressed as
III. TARGET TRACKING USING KALMAN FILTER
The objective of the proposed method is to follow a moving object. The problem of estimating and predicting position and velocity of a moving object in real time comprises an important subject for vision-based robot control system. The Kalman filter is the most common tool for object tracking systems and is based on the concept of defining a state space model of a dynamic system. The state vector for the dynamic model is defined as object 3-D position and its velocities. Therefore, the dynamic model should accurately describe the relative motion of the target object with respect to the robot manipulator base frame, as a reference frame. Let
be the system state vector, where x o is the object position coordinate vector andẋ o is the object velocity vector in 3-D coordinate system. The acceleration of the moving object is assumed to be constant for a small time sampling in each iteration. The discretised linear dynamic model is described as follows:
where F is a state transition matrix,
T is an observation model vector. The process noise and the measurement noise are denoted as w and v, respectively. From the Newton's law motion model, the state transition matrix is defined as
where ∆t is the time sampling.
IV. POSITION BASED VISUAL TRACKING SYSTEM
In the position-based visual servoing the error signal e is defined in 3-D space. In this work, the orientation of the end-effector is fixed, therefore the error signal e is defined as
where x is the end-effector position and x o is the target object position. x and x o are represented in the manipulator base frame. The control system is designed to minimise the error exponentially, this process can be expressed aṡ
where λ is positive decay constant. The robot end-effector velocity can be obtained using the derivative of Eq. (14) and it is expressed aṡ
Subtituting Eq. (16) into Eq.(8), the computed joint velocities vector becomesθ
Substituting Eq. (14) and Eq. (15) into Eq.(17), the control algorithm of the position based visual tracking system is computed asθ
where [x oẋo ] T is obtained using the predicted system states output of the Kalman filter.
The architecture of the position based visual tracking is illustrated in Fig. 2 . The Kinect camera provides image and 3-D information of every pixel point. Firstly, the target object image is extracted from the background image using a simple blob detection algorithm based on target image colour, then corresponding 3-D position (x k o ) of the target blob centre point is obtained. The target object position vector is represented in the Kinect camera frame. Since the robot manipulator base frame is chosen as the reference frame, x k o has to be represented with respect to the robot manipulator base frame. The transformation of the target object position from the Kinect camera frame to the reference frame is defined as
where R 
V. STABILITY ANALYSIS OF THE CLOSED-LOOP SYSTEM
A stability analysis of the position-based visual tracking system can be verified using the Lyapunov method. Let the Lyapunov candidate function V is described as
where e is the error function which has been described in Eq. (14) . The derivative of V is expressed aṡ
Substituting the derivative of Eq. (14) into Eq.(21), the derivative of the Lyapunov candidate function is rewritten aṡ 
whereV < 0 if λ > 0.V = 0 if the system converges in the equilibrium point e = 0, therefore the system is asymptotically stable in the sense of Lyapunov. In addition, in the equilibrium pointė = 0, this confirms that the velocity of the robot end-effectorẋ is equal with the velocity of the target objectẋ o .
VI. EXPERIMENTAL SETUP
The experimental setup is shown in Fig. 3 . The experiments have been carried out using a 7 DOF PowerCube robot manipulator with a Kinect camera placed on a static place at the front of the robot manipulator. The process of obtaining and manipulating data from the Kinect camera is a heavy process, therefore, the control process is distributed using ROS (Robot Operating System). The image processing and the Kalman filtering were executed using one computer, thus only the Kalman filter output state vector message was broadcasted to the robot manipulator controller through the computer network. This setup significantly reduces the computational processing time for the closed-loop robot manipulator controller. A ball is used as the target in an uncluttered environment in these experiments. The target object is placed on the mobile robot pioneer and the robot pioneer is driven forward and backward in a straight line path across the base of the robot manipulator. The movement of the mobile robot is independent from the movement of the robot end-effector. This scenario is to verify the control algorithm for tracking a moving object. In this experiment either the position of the manipulator base or the camera base frame is static which is also known as eye-to-hand configuration. The position of those frames has to be calibrated. Fig. 4 shows the extrinsic camera calibration scenario used in this experiment. The extrinsic camera calibration process is to estimate T can be estimated. In [16] , the extrinsic camera calibration algorithms have been discussed.
VII. EXPERIMENTAL RESULTS
Two experiments were performed to investigate the performance of the position based visual tracking system control design described in the previous section. The first experiment is to use a static object and the second experiment is to apply the system for tracking a moving target. The main purpose of the experiments is to analyse the error signal during robot movement, followed by the analysis of the each joint angle trajectory in joint space. In addition the trajectory of a moving object is compared with the trajectory of the robot end-effector in task space.
A. A static target
In this experiment, the robot end-effector and the target position were chosen in arbitrary initial positions. The task was to move the robot end-effector from the initial position to the target position denoted as y and z, respectively, as shown in Fig. 5 which also shows the robot links movement. Consider only the trajectory of the robot end-effector, the straight line motion can be approximately achieved.
Exponential decay of the error signal e is achieved, thus the control design Eq. (15) is verified, as shown in Fig. 6 . The control system converged in 5 seconds where the exponential decay λ = 20. The exponential decay constant was adjusted manually for fast, but stable control responses. Fig. 7 verifies the trajectory of the robot manipulator joint angles. The joint angle were changed along its trajectory and converged to the configuration such that the robot endeffector was altered in the target object position.
B. A moving target
The experiment described in this section demonstrate the performance of the developed control algorithm for tracking a moving target. A target object was placed on top platform of mobile robot Pioneer. The scenario for using mobile robot Pioneer to hold the target object is only for the repetitive experiment while the control parameter was adjusted manually, however the same performance could be achieved for a free form motion of the target object, for example: the target object could be moved by hand. The mobile robot pioneer was moved forwards and backwards along a straight line path. The mobile robot pioneer was controlled independently using a simple proportional velocity controller. The tracking system in the robot manipulator was started manually and the robot end-effector's initial position was chosen to be approximately in the middle of the mobile robot straight line path with 50 cm offset in z-axis of the robot base frame. x is the robot manipultor, y represents the robot manipulator links, z is the target object trajectory and { is the stop point Fig. 8 shows the robot manipulator links movement and the target object trajectory. The movement sequences of the mobile robot pioneer was described as {-z-{. As the tracking controller was started when the target object approximately in the middle of the way, the robot end-effector moved toward the moving target and decreased the position error quickly, specifically in the z − axis direction. The robot end-effector was then tracking the moving target while maintaining small position error, when the mobile robot pioneer moved back from z to finally stop at {. The corresponding decreased error signal e is shown in Fig. 9 . Fig. 10 presents the dynamic joint angles trajectory during tracking of the moving target object. In the tracking stage, the joint angle configuration was dynamically changed but then it was converged in approximately 20 seconds when the target object stopped.
VIII. CONCLUSION
This paper has presented a position based visual tracking system of a 7 DOF redundant manipulator using a Kinect camera. The Kalman filter was used to estimate the state of a moving object in 3-D space. The 3-D information of the target object obtained directly from the Kinect sensor data which then transformed to the robot manipulator base coordinate system. The transformation matrix from the Kinect camera frame to the robot manipulator base frame was obtained through extrinsic camera calibration process.
Using 3-D information from the Kinect camera, the effort of the controller development can be simplified by taking the advantage of well-established robot manipulator Cartesian control algorithms. The experimental results show that the system convergence of the proposed method for positioning and tracking tasks can be achieved.
