We recently introduced evolutive tandem repeats with jump (using Hamming distance) (Proc. MFCS'02: the 27th Internat. Symp. Mathematical Foundations of Computer Science, Warszawa, Otwock, Poland, August 2002, Lecture Notes in Computer Science, Vol. 2420, Springer, Berlin, pp. 292-304) which consist in a series of almost contiguous copies having the following property: the Hamming distance between two consecutive copies is always smaller than a given parameter e. In this article, we present a signiÿcative improvement that speeds up the detection of evolutive tandem repeats. It is based on the progressive computation of distances between candidate copies participating to the evolutive tandem repeat. It leads to a new algorithm, still quadratic in the worst case, but much more e cient on average, authorizing larger sequences to be processed.
Introduction
The study of word repetitions and word periodicity was pioneered by Thue [20] at the beginning of the last century, he has constructed an inÿnite word over a three-letter alphabet which contains no square (no word uu) proving that squares are avoidable regularities in words. Since then repeat detection has been intensively studied and it has been one of the building blocks in Automata and Formal Language Theory, Algebraic Coding, Systems Theory and Combinatorics. Exact repetitions have been extensively studied and numerous algorithms have been described in the literature [5, 2, 16, 12] .
Since periodicity relies on exact copies of a given model, the notion of periodicity has to be extended to handle approximate copies of a model: approximate tandem repeats are concatenation of factors which are more or less identical, they may di er from a given model, containing substitution (Hamming distance) or substitution and indel-insertion of a speciÿc symbol denoting a gap, or deletion of a letter (Levenshtein distance).
DNA sequences contain numerous approximate repeats which can be classiÿed according to the length of a consensus motif (from a few letters to several hundreds), the number of copies (from a few to several thousands), the distance between two consecutive occurrences of a motif to name a few. Repetitions are now used as a main tool for DNA ÿngerprinting, crime investigation, several disease diagnoses [1, 8] and, therefore, a lot of algorithms dedicated to the analysis and the detection of repeats regions in DNA sequences have been built recently [15, 18, 3, 19, 14] .
A new type of tandem repeats, namely evolutive tandem repeats with jumps have been recently introduced in [9] . An evolutive tandem repeat with jumps consists in a series of copies having the following properties: each copy is very similar to its predecessor and its successor (for a given distance, in what follows, we will use the Hamming distance) and the copies are almost contiguous. An approximate tandem repeat makes use of a consensus model, every copy participating to this repeat being very similar to this overall model. An evolutive tandem repeat has no need for a consensus model, the ÿrst and the last copies might be completely di erent but everytime we are considering two successive copies participating to the repeat, they are very similar to each other.
Some evolutive tandem repeats have been observed in the human genome sequences but unfortunately, the lack of appropriate algorithm and software prevented us from detecting these repeats in a more systematic way. We previously developed an algorithm that searchs for evolutive tandem repeats in musical sequences [9] but this algorithm mostly relies on an e cient representation of music scores and, therefore, cannot be used directly for biological sequences.
Similarly in a recent article, Kucherov and Kolpakov [13] mentioned a problem that appears to be very close to the one we are studying here, called "runs of k-mismatch tandem repeats". The authors propose an algorithm which is really more e cient, but as we will see the experimental results were not able to ÿnd the correct answer, moreover, there is unfortunately no way to adapt their algorithm to take the gaps into account.
None of the algorithms we cited before are able to locate this kind of repeats, as far as we know. We recently designed an O('|w| 2 )-time algorithm for ÿnding evolutive tandem repeats in a word w [6] which uses two graphs: the overall time complexity was directly inherited from the construction of the ÿrst graph which was always done in O('|w| 2 )-time. With our new algorithm, the construction of this graph takes O('|w| 2 )-time only in the worst case, which is never reached and is sub-quadratic on average.
The article is organized as follows: in Section 2, we present some basic deÿnitions for approximate tandem repeats. In Section 3, we introduce repeats named evolutive tandem repeats and we extend the original deÿnition by allowing gaps or overlaps between copies participating to the evolutive tandem repeat. In Section 4, we present the previous algorithms we used to detect evolutive tandem repeats with jumps. In Section 5, we propose a signiÿcative improvement and phrase perspectives. In Section 6, we present experimental results and ÿnally, in Section 7, we conclude.
Preliminaries
Let be an alphabet and * its free monoid (note that in what follows we use = {a; c; g; t} in examples). A word (resp. non-empty word) over is an element of * (resp. + ). The letter of a word w occurring at position i is denoted by w i . The length |w| of a word w is the number of letters of w, i.e. w = w 1 · · · w |w| . We will denote by ' the set of all possible words of length ' over . We denote by u:v the concatenation of two words u and v. Consider w = p:f:s for some p; f; s ∈ * . Such p; f; s are, respectively, preÿx, factor and su x of w. We denote f = w[i; j] = w i w i+1 · · · w j−1 w j for 16i6j6|w|. The concatenation of n copies of u is denoted by u n . There exist several distances we can use for genomic sequences, we will consider in this article the Hamming distance: the Hamming distance between two words of equal length is the number of positions at which their corresponding letters di er. For
We are giving now a couple of deÿnitions, that might appear to be overcomplicated at the ÿrst sight, but are good starting points for further extensions: we will be able to adjust slightly these deÿnitions to cope with the notion of evolutive tandem repeats.
Deÿnition 1 (Exact tandem repeat). An exact tandem repeat is a tuple (v; m; '; n; (p i ) 16i6n ) where v is a word (the repeat by itself), m ∈ ' is the model, n is the number of copies of m in v, p i are the starting positions of the copies c i = v[p i ; p i + ' − 1] with p 1 = 1; p n + ' − 1 = |v| and p i+1 = p i + ', ∀i ∈ {1; : : : ; n − 1} (it means that the copies are contiguous). Our algorithm is based on the O(|w| log |w|)-time algorithm described in [5] , that ÿnd all exact tandem repeats in a word w with an additional constraint: m is not itself an exact tandem repeat (note that recently, two faster algorithms tackling this problem have been presented [7, 12] , but cannot be adapted to the detection of evolutive tandem repeats).
This kind of repeat is exact, all the copies being identical. In biological sequences such repeats do not appear very often: the copy process is rarely exact, the copies remain similar but not identical. In order to consider similar copies instead of exact copies, we have to deÿne approximate tandem repeats (a.t.r.) using the Hamming distance to identify similar copies. First, we explain what similar means by deÿning the neighborhood of a word, then we deÿne a.t.r.s.
Deÿnition 4 (Neighborhood)
. Given a word m of length ' and an integer e.
The neighborhood N(m; e) = {u ∈ ' | d H (u; m)6e} is the set of all words of length ' having at most e mismatches with m. In what follows, m is the model, a word of length ' over and e is the error rate, an integer we will use for approximate repeats. Fig. 1(a) ).
Remark 8.
Note that an exact tandem repeat (v; m; '; n; (p i ) 16i6n ) is equivalent to the a.t.r. (v; m; 0; '; n; (p i ) 16i6n ) (note also that c i ∈ N(m; 0) is equivalent to c i = m).
Remark 9.
In the case of a.t.r., the model is not necessarily a factor of v as shown in Fig. 1 .
We might extend the notion of a.t.r. by considering that the copies are close but not necessarily contiguous. Since jumps (gaps or overlaps) between consecutive copies of an a.t.r. are rather common, we do have to take this information into account. We extend the previous notation by adding the parameter j which represents the maximal length of a jump and we will use (v; m; e; j; '; n; (p i ) 16i6n ) where |p i+1 − (p i + ')| is To make a long story short, an a.t.r. with jumps can be depicted as a series of copies belonging to N(m; e) for a given model m the distance between the starting positions of two contiguous copies di ers from ' by at most j.
Global vs. local: the evolutive repeats
Each copy participating to an a.t.r. belongs to a neighborhood N(m; e). The error rate e, which is supposed to be "small", prevents two copies from being too far from each other in terms of Hamming distance. It means that, if we are looking for an a.t.r. in a text, we are observing this text and the a.t.r. from a global viewpoint.
Given a word w containing the two a.t.r. (v; m; e; j; '; n; (p i ) 16i6n ) and (v ; m ; e ; j ; '; n ; We can merge these two a.t.r. to obtain a longer a.t.r. but in counterpart we have to allow a larger error rate, that is (v ; m; e ; j ; '; n + n ;
, e 6d H (m; m ) + max(e; e ) and j = max( j; j ).
Increasing the error rate is not necessarily what the user is ready to pay for a longer a.t.r., we might imagine that he already chose a maximal error rate and that no increase is permitted.
Consider now that the copies may evolve during the copy process that creates an a.t.r. Moreover, given an initial segment (or seed) c 1 , any copy is derived from the previous copy with at most e errors. The main idea we are developing in this section is that the degradation might be propagated gradually, i.e. there is no model, but each factor that participates to this new kind of repeat is an exact or approximate copy of its predecessor and its successor whenever they exist.
Deÿnitions
We start with the simplest case: we now consider contiguous factors, that is j = 0. Note that this e.t.r. is not an a.t.r. for e = 1.
Whereas in the case of a.t.r. each copy is very similar to the model, in the case of evolutive tandem repeats each copy is similar to its predecessor and its successor. So, the ÿrst and the last copy might be very di erent from each other. We now give the overall deÿnition which takes into account jumps. Deÿnition 14 (Evolutive tandem repeat with jumps). An evolutive tandem repeat with jumps (e.t.r. for short) is a tuple (v; c 1 ; e; j; '; n; (p i ) 16i6n ) where v is a word, j is the maximal jump, n is the number of copies, p i are the starting positions of the copies c i = v[p i ; p i + ' − 1] and Deÿnition 16 (Maximal e.t.r.). Let w be a word and v a factor of w. An e.t.r (v; c 1 ; e; j; '; n; (p i ) 16i6n ) is maximal in w if there exists no factor v of w and no e.t.r (v ; c 1 ; e; j; '; n ; (p i ) 16i6n ) such that n ¿n and there exists i 0 ∈ {1; : : : ; n } such that p k = p i0+k−1 ∀k ∈ {1; : : : ; n}.
More simply, an e.t.r. is maximal in a word w if we cannot add other copies to extend it. Note that, in general, there exist several maximal e.t.r. in w.
Example 17. Let a word w = taaagacgaggcgg and ' = 3. The e.t.r. etr 1 = (aagacgagg; aag; 1; 1; 3; 3; (1; 4; 7)) is not maximal in w since the repeat etr 2 = (aagacgaggcgg; aag; 1; 1; 3; 4; (1; 4; 7; 10)) contains more copies. In this case, we say that etr 2 "contains" etr 1 and remark that etr 2 is a maximal e.t.r. in w.
Algorithms
In this section, we present an algorithm that ÿnds all maximal e.t.r. in a word w for a given integer '. We have to determine all the series s, as long as possible, of positions in w such that each copy in s is of length ' and two consecutive copies in s are slightly di erent and almost contiguous in w.
This research is carried out in four steps. First, for each factor of length ' of w, we compute the set of its starting positions. We operate by computing a series of equivalence relations (E k ) k∈{1; :::; '} in ascendant order. Each equivalence class of E k is the set of starting positions of a factor of length k in w.
Then, using E ' -classes, we build a non-oriented graph, named the E ' -class graph. Nodes are the E ' -classes and there exists an edge between two nodes if the Hamming distance between their associated factors is "small". Using this graph, we obtain a series of factors such that two consecutive elements in the series are slightly di erent.
We ÿnd the factors which are almost contiguous in w by constructing an oriented graph, named the E ' -position graph. Nodes are labeled with the possible positions 1 to |w| − ' + 1 of factors of length ' and there exists an edge between nodes i and i if the factors occurring at positions i and i are almost contiguous and similar, this information being deduced from the E ' -class graph.
Finally, we look for all the longest paths in the position graph.
Equivalence classes of positions
Given a word w, we determine the positions of all factors of length ' in w by using a series of equivalence relations. E ' is an equivalence relation. We will denote by P ' (w) = {(C The set {1; 5; 8; 10} is both an E 2 -class that corresponds to the set of all starting positions of f Remark 20. Note that no factor of length '¿4 appears more than once in this word and that P 5 = P 4 − {9}, P 6 = P 5 − {8}, P 7 = P 6 − {7}; : : : .
Crochemore [5] depicts an algorithm that builds all E ' -classes of a given word w in O(|w| log |w|)-time. He uses this partitioning method to locate all exact tandem repeats in a string. This technique has been used for various kinds of repeats [9, 11, 10, 17, 18 ].
E ' -class graph
By computing E ' -classes, we also obtain all existing factors of length ' in w. While searching for e.t.r., we have to be sure that two contiguous copies are similar. We must, therefore, compute the Hamming distance for every possible pair of factors. This can be done in O('p 2 )-time where p is the number of E ' -classes in P ' . We, therefore, extend the Hamming distance by deÿning "d H (C In what follows, we will restrict this graph by considering only edges such that
i )6e since two consecutive copies participating to an e.t.r. must satisfy this condition. This restricted graph is denoted by EG ' (w; e).
Example 22. Let us consider e = 1, the word w = acatacaacaca, the associated E ' -classes and the corresponding factors for ' = 3: 5 for the E ' -class graph).
Time and space complexities are both quadratic in p since we have to consider (p × (p − 1))=2 pairs of factors of length ' and we have to compute the Hamming distance (in O(')-time) for every such pair, leading to an O('p 2 ) time complexity and an O(p 2 ) space complexity.
'-Position graph
We now determine the factors which are almost contiguous in the sequence by building an oriented graph (namely '-position graph) associated with E ' . Its nodes are labeled with the positions {1; : : : ; |w| − ' + 1} of all factors of length ' and there exists an edge between two nodes if the Hamming distance between their associated factors is not greater than a given e. The '-position graph is computed from the E ' -class graph. In what follows we denote by (i; i ; d) an edge labeled d from the node i to the node i .
Deÿnition 23 ('-Position graph). Let w be a word and e; j integers. The '-position graph corresponding to w, e and j is the oriented graph PG ' (w; e; j) = (N; E) where N = {1; : : : ; |w| − ' + 1};
To increase readability we will denote by EG ' for EG ' (w; e) and PG ' for PG ' (w; e; j), w; e and j being constant.
Remark 24. The '-position graph is acyclic since an edge between two nodes i and i where i¡i is oriented from i to i .
Example 25. Let us consider e = 1, the word w = acatacaacaca, the associated E ' -classes and the corresponding factors for ' = 3: More details on the algorithms that build the EG ' and PG ' , including pseudo-codes, are provided in [6] .
Finally, the worst-case time complexity of the algorithm that builds PG ' is O(|w| 2 ). Moreover, since the '-position graph contains at most |w| − ' + 1 nodes and one node has at most (2j + 1) edges, it leads to a space complexity of O(|w|).
At the end of this step, there exists an edge (i; i ; d) between two nodes in PG ' if and only if the factors occurring at positions i and i are slightly di erent and are almost contiguous in the sequence.
Longest path
We are looking for the maximal e.t.r. appearing in a word w. Let r = (v; c 1 ; e; j; '; n; (p i ) 16i6n ) be an e.t.r. in w, (p i ) 16i6n are associated with v and not with w. Since we want to report the starting positions of e.t.r. found in w, we have to consider (s i ) i∈{1; :::; n} , the starting positions of the copies (c i ) i∈{1; :::; n} of r in w, then s i = p i + s 1 − 1. Since r is an e.t.r., we have for all i in {1; : : : ; n − 1}
and, therefore, there exists an edge between s i and s i+1 in PG ' and then a path = s 1 ; s 2 ; : : : ; s n in PG ' . If r is a maximal e.t.r., we cannot extend r with another copy and is a longest path in PG ' . So, we have now to ÿnd all the longest paths in PG ' . Such a path must start with a node without any in-edge and ÿnish with a node without any out-edge. Since the graph is acyclic, this starting node exists and we use a depth-ÿrst search to ÿnd the longest paths.
Example 26. The longest paths in Fig. 6 are 1 = 2; 6; 9 , 2 = 4; 7; 9 and 3 = 1; 3; 5; 8; 10 and the associated e.t.r. are r 1 = (catacaacac; cat; 1; 1; 3; 3; (1; 5; 8)), r 2 =(tacaacac; tac; 1; 1; 3; 3; (1; 4; 6)) and r 3 =(acatacaacaca; aca; 1; 1; 3; 5; (1; 3; 5; 8; 10)).
Conclusion
For a given ', the E ' -classes are built in O(|w| log |w|)-time and O(|w|)-space. In the worst case, the E ' -class graph is built in O('|w| 2 )-time and O(|w| 2 )-space, and the '-position graph is built in O(|w| 2 )-time and O(|w|)-space. These complexities do not allow to study sequences which length is greater than 13; 000 bp.
In the next section, we propose some improvements that decrease the time complexity.
Improvements

Progressive computation of the distances
To reduce the time complexity of the algorithm building the E ' -class graph, the idea we presented in Sections 4.1 and 4.2 might be combined, i.e. the computation of distances and the construction of the E ' -class graph will be carried out simultaneously. 
Let EG ' be the E ' -class graph obtained at step ' of the construction of the equivalent classes. At step (' + 1), we compute new classes and store the indexes of the parent classes of each created class. We build the new E ' -class graph EG '+1 , whose nodes are classes of P '+1 . The edges of EG '+1 are deÿned below. 
Let us denote
. Two cases are possible:
) then (see Lemma 28) an edge (i k ; i k ; 1) is created in EG '+1 (see algorithm Fig. 7 line 4) .
, two cases are possible:
for each pair of child classes (C • d p ¿e: then no edge is created since (see Remark 27) the distance between two child classes is greater than or equal to the distance between their parent classes. Example 30. Let us consider the word w = acatacaacaca, the associated E ' -classes, the corresponding factors and EG ' -class graph for '63:
The way classes are separated can be easily represented using the following trees:
We will see now the complexity of this algorithm. Let C ' i be an E ' -class and its associated factor f 
We will see it more precisely. Since there exist at most | | ' di erent words of length ' but at most |w| − ' + 1 factors of length ' of w, then |P ' |6 min(| | ' ; |w| − ' + 1) = min 1 and, given an E ' -class, the number of adjacent classes is smaller than min min 1 −1;
Finally, the time complexity is at worst
Longest paths ÿltering
In order to reduce the time complexity of the visit, we add a parameter which is the minimum number of expected elements in repeats, i.e. given an integer n min , we are only interested in e.t.r. (v; c 1 ; e; j; l; n; (p i ) 16i6n ) where n¿n min . So, we ÿrst determine all the connected components and we only look for paths in the connected components for which the number of nodes is greater than this parameter.
Since we are interested in ÿnding repeats having at least n min copies, we use this trick to speed up the detection by focusing only on potential candidates.
Experimental results
Material and methods
Since the space and time complexities prevent the algorithm from being used on complete chromosome sequences, we based our experiments on a set of sequences (of various selected lengths) randomly extracted from the sequence of chromosome 4 of A. thaliana, the complete sequence being 17MB long (downloaded +ftp://tairpub@ ftp.arabidopsis.org/home/tair/Sequences/whole chromosomes/).
A C++ program using the LEDA library has been implemented. The subÿgure 4 in Fig. 8 shows several execution times of this program running on a PC under Linux 2.4, with a 800 MHz PentiumIII processor and 256 MB of RAM.
We compared all the experimental time curves on the chunks of real sequences and the curves we obtained on random words of length |w| = 10 000 on = {a; c; g; t} and such that a; c; g and t appear in w with the probability 1 4 . We observed no noticeable di erences, conÿrming an overall behavior that ÿts with our expectations.
The two curves of subÿgure 1 give the number of nodes of the E ' -class graph with respect to '. The ÿrst one represents the theoretical worst-case space complexity: min(| | ' ; |w| − ' + 1). The slope variation is equal to ' 0 such that '0 = |w| − ' 0 + 1. The second curve represents the number of nodes for the word w with respect to '. Note that these two curves are close.
The curves presented in subÿgure 2 correspond to the number of edges in the E ' -class graphs with respect to ' for the random word w, and e equals, respectively, to 1; 2; 3, and 4. The pick one can observe in all curves corresponds to ' 0 such that '0 = |w|−' 0 + 1. Note that the number of edges is growing with ' up to ' 0 that means there is more and more close words of length ' with respect to the Hamming distance. When ' is greater than ' 0 , this number is decreasing.
Subÿgure 3 presents the previous curves and the theoretical maximum numbers of edges. Note that practically, this number is much smaller than the worst case.
Moreover, we compared the two algorithms on the same sets of sequences, with the same set of parameters and obtained signiÿcant improvements that cannot be interpreted as the result of a better implementation, our new algorithm performs really faster on average as shown in Fig. 9 We investigated this sequence using "tandem repeat ÿnder" [4] and "mreps" [12] and obtained: ----------------------------------------------- -----RESULTS: There are 10 maximal repetitions in the segment processed
Conclusion
We have presented a signiÿcative improvement of our previous algorithm for detecting evolutive tandem repeats with jumps using the Hamming distance. It leads to a signiÿcantly more e cient implementation in practice as presented above, reducing dramatically the average execution time.
Even if using Hamming distance seems restrictive, we already found a few promising repetitions that were not detected with other repeat detection programs. A very straightforward parallel algorithm can handle chromosomes by splitting large sequences into smaller ones. We are currently improving the parallel version on a Linux cluster.
