Extensible processors, which allow customization for an application domain by extending the core instruction set architecture, are becoming increasingly popular for embedded systems. However, existing techniques restrict the set of possible candidates for custom instructions by imposing a variety of constraints. As a result, the true extent of performance improvement achievable by extensible processors for embedded applications remains unknown. Moreover, it is unclear how the interplay among these restrictions impacts the performance potential. Our careful examination of this issue shows that significant speedup can only be obtained by relaxing some of the constraints to a reasonable extent. In particular, to the best of our knowledge, ours is the first work that studies the impact of relaxing control flow constraint by identifying instructions across basic blocks and indicates 5-148% relative speedup for different applications.
INTRODUCTION
The application-specific nature of embedded system creates new opportunities to customize processor architecture for a particular application. This customization is critical in meeting the challenging demand on performance without incurring high cost in terms of energy and area. A recent trend in customization is to extend an existing processor core with a set of custom instructions. These custom instructions in the extended Instruction Set Architecture (ISA) can be implemented in the processor's datapath itself or as a separate co-processor. Tensilica's Xtensa [7] , Altera's NIOS [1] , and Lx [6] are some examples of commercial extensible processors. Given the growing interest in the area, this paper Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. examines the limits of performance gain due to extended ISA for embedded applications.
A custom instruction is simply a fragment of the program's dataflow graph mapped onto a hardware Custom Functional Unit (CFU). It encapsulates the computation of a cluster of primitive instructions and helps achieve several benefits including improved code size, register pressure, and execution cycles. However, certain characteristics of the core processor, cost considerations, and compiler limitations restrict the size, shape and number of custom instructions.
• Number of Operands: The base architecture of the core processor may impose constraints on the maximum number of source and destination operands used by the custom instructions. The length of a custom instruction increases with increasing number of operands which may be difficult to accommodate in the standard format of the base ISA. Moreover, the number of input and output ports to the register file is proportional to the number of input and output operands required by an instruction. The cost and energy consumption of a processor increase significantly with increasing number of register file ports. These considerations may impose limits on the maximum number of operands.
• Number of custom instructions: The format of the base ISA may limit the number of custom instructions that can be introduced. For example, if the base ISA implements 26 instructions using fixed length 5-bit opcode, then it can accommodate six new instructions.
• Area: As cost is a major consideration for embedded systems, only a limited amount to die area is expected to be available for the implementation of the CFUs.
• Control Flow: Custom instruction identification is typically performed within basic block boundaries. (Basic block is a code fragment with single entry and exit points.) The assumption is that the compiler cannot exploit instructions that cross basic block boundaries.
We investigate the performance impact of these constraints on extensible processors for embedded applications. We observe that in real life it is impossible not to put any such constraint. Some of them are imposed by the designers of the base processor core. Others are imposed artificially by the tools that automate the ISA extension process in order to make the problem more tractable. To the best of our knowledge there has not been any systematic study of the 44.2 effect of these restrictions. Therefore, it is not clear how much theoretical performance potential exists for extensible processors and how the different constraints are interacting with each other to limit that potential. We do so in this paper in the same spirit as the paper by Wall [16] that examines the limits of instruction level parallelism for general-purpose programs. The goal of our work is to offer some guidelines to the designers on the relative importance of the different constraints. The designers can then avoid putting in a constraint which is too restrictive to allow the extensions to achieve the performance potential.
RELATED WORK
Commercial examples of extensible processors include HP Laboratory and STMicroelectronics' Lx [6], Altera's NIOS [1] and Tensilica's Xtensa [7] , whereas examples from academia are Chimaera [17] and AEPIC [15] .
Automatic ISA extension generation consists of: (1) Custom Instruction Identification that identifies patterns 1 meeting certain topology requirements and (2) Custom Instruction Selection that selects the most important patterns under resource and other constraints. Almost all the custom instruction identification methods attempt to identify patterns within a basic block. The only exception is [2] which identifies patterns based on execution trace and can possibly go beyond basic blocks even though their actual implementation does not. Pozzi et. al. [13] imposes further constraints on the instruction topology by allowing only Multiple Inputs Single Output (MISO) patterns and thereby achieving linear complexity in the number of instructions. Similarly, Goodwin [8] imposes a limit of 2-input 1-output, single-cycle execution in order to identify all possible patterns within a basic block. The problem in identifying Multiple Input Multiple Output (MIMO) patterns is that there can potentially be exponential number of them corresponding to a basic block. Arnold et. al. [2] avoids this problem by using an iterative technique that first identifies 2-operator patterns, replace their occurrences in the DDG, and repeats the process. However, this technique might get stuck in a local maxima. Moreover, as the approach is trace-based, its time/space complexity is very high. Atasu et. al. [3] searches a full binary tree and decides at each step whether or not to include a particular instruction in a pattern. The potential exponential search space is pruned based on input/output constraints. Recently, Clark et. al. [5] has proposed a heuristic method to speedup the exploration process. Given the set of candidate patterns, [3] proposed an optimal method to select at most N patterns. Both ILP-based [11] and heuristicbased [5] methods have been proposed for pattern selection under area constraints. Finally [2] presents a dynamic programming approach to maximize the performance gain when there is no constraint.
The work in [2, 3, 5, 6, 11, 13] all show potential performance gain due to custom instructions. However, all these works make some assumption or the other in both the identification as well as the selection process. This is not unexpected given the inherent complexity of the problem. However, the assumptions make it unclear how the choice of different constraints impacts the performance improvement due to ISA extensions. This papers takes a holistic approach 1 In this paper, we will use the terms custom instruction and patterns interchangeably towards this problem and explores the limit of performance potential for extensible processors. In that respect, our work is in the same spirit as that of Wall [16] , which examines the amount of instruction-level parallelism existing in a program at the limits of feasibility and even beyond.
METHODOLOGY
As mentioned in Section 2, ISA extension identification consists of custom instruction identification and custom instruction selection. In this section, we describe our methodology and explain how we overcome the exponential blowup that arises especially when we do not impose any constraint.
Custom Instruction Identification
Most of the research in custom instruction identification are based on analyzing the basic blocks (program fragment with single entry and exit points) in isolation. The only exception to this is [2] which identifies custom instructions based on the dynamic execution trace of the program. As we are interested in identifying the performance potential of customization at the limits of feasibility, our identification process is also based on dynamic execution trace. This way we can also identify custom instructions and their frequencies across basic block boundaries. However [2] constitutes a huge data dependence graph for the entire trace and builds patterns incrementally by traversing this graph multiple times. This approach is computationally expensive thereby limiting it to small patterns. Instead our study is based on a compact representation of the dynamic execution trace called Whole Program Path (WPP) [10] that allows us to identify patterns within and across basic blocks in an efficient manner. [10] which captures the entire execution trace of a program. The storage overhead for the trace is reduced drastically by employing online string compression techniques called SEQUITUR [12] . SEQUITUR algorithm [12] represents a finite string σ (the control flow trace in our case) as a context free grammar whose language is the singleton set {σ}. The execution path of a program can be viewed as a string (over an alphabet of basic blocks) from which the grammar is synthesized onthe-fly. The time complexity of the algorithm is linear in the length of the input string. The grammar is represented as a directed acyclic graph, called WPP. Figure 1 shows an example of WPP. Each node of the WPP is annotated by the execution count of the sub-DAG rooted at that node.
Whole Program Path (WPP). Larus developed the notion of Whole Program Path (WPP)
Traversing WPP. The leaf nodes of the WPP are basic blocks and their execution counts represent the execution counts of the basic blocks. An internal node represents a path which is a sequence of basic blocks appearing in the execution trace. We first start with the basic blocks and identify patterns within the basic blocks. To identify patterns across basic block boundaries, we look at frequently occurring internal nodes and treat the sequence of basic block corresponding to that node as the unit for pattern identification process.
Pattern Identification. Given a basic block or a sequence of basic blocks, for which we want to identify the patterns, we first create a data dependence graph (DDG). Given this DDG, we identify all the possible subgraphs that meet the pre-defined criteria such as number of input/output operands. This identification process is based on [3] that searches a full binary tree and decides at each step whether or not to include a particular instruction in a subgraph. The potential exponential search space is pruned based on input/output constraints. We modify this search so as to identify only connected subgraphs of the the DDG. Each identified subgraph is associated with a latency and area requirement.
Custom Instruction Selection
Given the set of candidate subgraphs, we first identify the identical subgraphs using a modified version of the algorithm presented in [14] . All the identical subgraphs map to a single CFU or custom instruction; that is, a custom instruction has multiple instances. The execution frequencies of custom instruction instances are different and results in different performance gains. The selection process attempts to cover each original instruction in the code with zero/one custom instruction to maximize performance. We first provide an optimal solution based on ILP for instruction selection followed by heuristic methods.
Optimal Solution using ILP
Let us first define the variables. We have N custom instructions defined by C1 . . . Cn. A custom instruction Ci can have ni different instances occurring in the program denoted by ci.1 . . . ci.n i . Each instance has execution frequency given by fi.j. Let Ri be the area requirement of the custom instruction Ci and Pi be the performance gain obtained by implementing Ci in hardware as opposed to software (given in number of clock cycles). Finally, we define binary variables si.j which is equal to 1 if custom instruction instance ci.j is selected and 0 otherwise. The objective function maximizes the total performance gain using custom instructions:
We optimize the objective function under the constraint that a static instruction can be covered by at most one custom instruction instance. If custom instruction instances ci 1 .j 1 . . . ci k .j k can cover a particular static instruction, then
In order to model the area constraint or the constraint on the total number of custom instructions, we first define the variable Si. Si is the binary variable which is equal to 1 if Input: Set of all custom instruction instances X; Area constraint R Output: Instructions selected; Performance gain P P := 0 ;
select the highest priority instr. instance ci.j ∈ X; if Si = 1 then si.j := 1; P := P + Pi × fi,j; else if Ri ≤ R then Si := 1; si.j := 1; R := R − Ri; P := P + Pi × fi.j; K:= static instructions belonging to ci.j; remove all instances in X containing k ∀k ∈ K; remove ci.j from X; end
Algorithm 1: Heuristic instruction selection method
Ci is selected and 0 otherwise. Si is defined in terms of si.j.
si.j > 0 = 0 otherwise However, the above equation is not a linear one. We substitute it with the following equivalent linear equations.
where U is a large constant greater than max(ni).
If R is the total area budget for all the CFUs, then
Similarly, if M is the constraint on the total number of custom instructions, then
Heuristic Methods
As the ILP based custom instruction selection may become computationally expensive for large number of custom instruction instances, we design heuristic algorithms as well. The idea is to assign priorities to the custom instruction instances. The instances are chosen starting with the highest prioritized one. We use the following three priority functions: (1) Performance/Cost ratio: P riority(ci.j) = (Pi ×fi.j)/Ri, (2) Software execution time: P riority(ci.j) = (sof twarei × fi.j) where sof twarei is the total execution cycles if ci.j is implemented in software, and (3) Speedup: P riority(ci.j) = (Pi × fi.j). The first priority function is more suitable under tight area budget whereas the third one maximizes performance gain when area is not an issue. The second one simply attempts to speedup the time consuming 
RESULTS AND ANALYSIS
In this section, we describe the findings of our limit study. Due to space constraints, only selected results are presented. Table 1 shows the benchmark programs used in our limit study. All these benchmarks are from MiBench [9] : a free, commercially representative embedded benchmark suite. We have selected benchmark programs from all the different categories such as automotive, network, telecomm etc. We use the sample inputs for the benchmarks. Table 1 also shows the total number of basic blocks and hot basic blocks for each program. We define hot basic blocks as the ones whose aggregate contribution exceeds 95% of the total execution time of the program. Our ISA extension selection methodology only explores these hot basic blocks. Experimental results show that including patterns from the rest of the basic blocks does not improve performance. The average size of hot basic blocks varies from small (2.6 instructions) to quite big (17.2 instructions).
Experimental Setup
We generate the execution traces using Simplescalar tool set [4] which is a cycle-accurate simulation platform for RISC-like processor architectures. The benchmarks are compiled by gcc version 2.7.2.3 with -O3 optimization. We build the Whole Program Path (WPP) from the execution traces using a modified version of the Sequitur grammar [12] . We construct data dependence graphs (DDG) for the hot basic blocks and paths (internal nodes of WPP) to identify the custom instructions. We only impose the restriction that a pattern cannot contain memory operations. We consider integer-intensive benchmarks as including floating-point operators in patterns seldom results in speedup. For instruction selection, we use the ILP-based method when there is a restriction on the number of custom instructions and heuristic method under area constraint. The heuristic method chooses the optimal one most of the time under area constraint, but performs poorly under the total custom instruction constraint.
We calculate hardware latency/area for each of the simple operations in the Simplescalar ISA using Synopsys design tool with a popular cell library, based on which we approximate the latency/area of custom instructions. To calculate speedup, we use a single-issue, in-order pipelined architec- We first look at the speedup obtained by limiting the patterns to basic blocks. Later, we revisit the issues with patterns that can cross basic block boundaries.
Operand Constraint
The restriction on number of operands either comes from inherent limitations of the ISA or the register file design decisions of the base processor (e.g., Tensilica's Xtensa processor [7] ). However, sometimes this is an artificial restriction imposed by the tool that automatically selects the extensions in order to prune the deign space [13, 8] . The most popular choices are (1) 2-input, 1-output patterns and (2) multiple-input single-output (MISO) patterns. In this section, we investigate how these choices affect the speedup due to extended ISA.
First, we restrict the patterns to 2-input, 1-output without imposing any other constraint. The results indicate that for most benchmarks, it is extremely difficult to find any such pattern. Even for benchmarks for which such patterns exist, the speedup is insignificant (maximum is around 3.2% for dijkstra). However, we observe that as we do not allow memory operations within a pattern, we cannot exploit 2-input, 1-output structures like x = a[i]. Figure 2 shows the speedup for MISO and MIMO instructions without any other restrictions. Note that the speedup for MIMO represents the theoretical speedup obtainable when the patterns are restricted to basic blocks. The speedup is roughly 20% for most of the benchmarks except for Sha which achieves close to 74% speedup. There is an average of 9.1% speedup improvement by relaxing the single-output constraint imposed by MISO. The data labels for each MIMO bar show the minimum number of input and output operands required to obtain the maximum speedup. We observe that most benchmarks achieve the theoretical limit with only 2 output operands (for djpeg the speedup is only 0.8% less with 2 outputs).
As the number of output operands can be easily restricted to two according to Figure 2 , we vary the number of input operands while the number of output operands is set to two (see Figure 3) . Again there is no other restriction. With the exception of a few benchmarks, 4-input operands seem sufficient to achieve reasonable speedup. We conclude that even though 2-input, 1-output is quite a restrictive option, 4-input, 2-output can achieve close to the theoretical limit.
Area constraint
Given the cost conscious nature of embedded systems, it is likely that a chip-area budget will be imposed for implementation of the custom functional units (CFU) [5, 11] . Figure  4 shows the speedup with varying area budget and no restriction on number of input/output operands. The x-axis shows the resource budget in terms of number of adders. For most benchmarks, the resource requirement is very smallthe area required to implement the custom instructions is roughly equal to that of 25 adders. The only exception is djpeg which requires area equivalent to around 200 adders for optimal speedup. In general, resource does not seem to be an issue for embedded benchmarks. Some extensible processors impose a limit on the total number of custom instructions that can be added. The tool developed by Atasu et. al. [3] finds the extended ISA that will achieve maximum speedup under this constraint. As shown in Figure 5 , except for qsort, all the other benchmarks achieve maximum speedup under 5 instruction constraint. For the other three benchmarks (sha, bitcnts and djpeg), whose solutions cannot be obtained via ILP, heuristic methods indicate that the peak speedup requires 6, 10, 38 custom instructions respectively. With 5 instructions, they can achieve up to 78%, 74%, and 33% of peak speedup respectively. Five instruction constraint may not be good for some programs like djpeg whose datapaths vary a lot, but effective enough for most others to exploit the majority of the benefit from custom instructions.
Total instruction constraint

Control flow constraint
A common restriction imposed by almost all the tools is that the patterns should be limited to basic blocks. The rationale being that it is hard for the compiler to exploit patterns that span multiple basic blocks. We study the performance potential that can be achieved by relaxing this constraint. Note that as we are using WPP to find hot paths (consisting of multiple basic blocks), we do not impose any artificial limit on the number of basic blocks in a path. However, our experiments indicated that for all the benchmarks opportunities exist only among 2-3 consecutive basic blocks. That is, it is quite local and attempting to find patterns across several basic blocks is not fruitful. Figure 6 shows the effect of relaxing the control flow constraints for both MISO and MIMO (no area constraint). In general, compared to MISO, MIMO gets more improvement. The benchmark dijkstra does not get any improvement by allowing patterns to cross basic block boundaries. However, for others the relative improvement (relative to speedup of MISO and MIMO within basic blocks) ranges from a modest 5% to as much as 148%.
One question that may naturally arise is whether the resource consumption increases significantly as we cross basic block boundaries. Figure 7 shows the results for two selected benchmarks. In general, under tight resource budget, it does not help much to find patterns spanning basic blocks. For some values of the area constraint, speedup degrades across basic blocks; but that is an artifact of the heuristic. The total area budget requirement remains roughly the same irrespective of whether the patterns are within or across basic blocks. For the similar question about the effect of num- Figure 6 shows that most benchmarks can achieve peak performance with 3 outputs. Under this restriction of 3 outputs, we show in Figure 8 that usually 4 to 5 inputs will suffice to obtain near optimal performance.
Finally, we discuss how compilers can exploit these patterns. A pattern spans basic blocks with either a loop branch or a conditional non-loop branch in between. The first case can be exploited through loop unrolling. For the second case, the compiler can combine the corresponding instructions from the basic blocks in question and add fix-up code for the situation where the branch is taken in the other direction. It can also use predicated execution if available. We investigate how much these two cases contribute to the performance gain in Figure 9 .
CONCLUSIONS
We have studied the performance limit of extensible processors for embedded applications. Using a novel methodology based on compressed execution trace, we have calculated speedup for extended ISA under extremely relaxed conditions. The summary of our major findings are:
1. Relaxing control flow constraints can achieve 5-148% relative improvement without major impact on total resource requirement. Moreover, most of this improvement can be realized with existing techniques such as predication and loop unrolling.
2. One can put a reasonable limit on resource and number of custom instructions without affecting speedup. Figure 9 : Contributions due to loop and conditional non-loop branches icantly limit the performance. However, 4-input, 3-output patterns achieve close to maximal speedup.
In future, we plan to extend this work to study the impact of ISA extensions on code size, register pressure, and energy.
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