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PROVABLE ROBUST CLASSIFICATION VIA
LEARNED SMOOTHED DENSITIES
SAEED SAREMI1,2 AND RUPESH SRIVASTAVA1
Abstract. Smoothing classifiers and probability density functions with
Gaussian kernels appear unrelated, but in this work, they are unified for
the problem of robust classification. The key building block is approxi-
mating the energy function of the random variable Y = X +N(0, σ2Id)
with a neural network which we use to formulate the problem of robust
classification in terms of x̂(Y ), the Bayes estimator of X given the noisy
measurements Y . We introduce empirical Bayes smoothed classifiers
within the framework of randomized smoothing and study it theoreti-
cally for the two-class linear classifier, where we show one can improve
their robustness above the margin. We test the theory on MNIST and
we show that with a learned smoothed energy function and a linear clas-
sifier we can achieve provable `2 robust accuracies that are competitive
with empirical defenses. This setup can be significantly improved by
learning empirical Bayes smoothed classifiers with adversarial training
and on MNIST we show that we can achieve provable robust accuracies
higher than the state-of-the-art empirical defenses in a range of radii.
We discuss some fundamental challenges of randomized smoothing based
on a geometric interpretation due to concentration of Gaussians in high
dimensions, and we finish the paper with a proposal for using walk-
jump sampling, itself based on learned smoothed densities, for robust
classification.
1. Introduction
1.1. The art of smoothing. Core to the problem of robust classification
is the issue of the smoothness of classifiers in the ambient space Rd:
(i.1) It is important to note that Bayes optimal classifiers, approximated
via empirical risk minimization [Vap92], may not be sufficitently
smooth in high dimensions. One can enforce a degree of smoothness
in the hypothesis class (e.g. restricting it to linear in the extreme
case) but this is typically much less in our control when opting for a
richer class of functions, say when the classifiers are parameterized
by deep neural networks. Adding to the complexity is the random
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2 PROVABLE ROBUST CLASSIFICATION VIA LEARNED SMOOTHED DENSITIES
variable X in Rd that the classification problem—the mapping from
X to discrete labels—is defined for. It is clear that the smoothness
of a classifier must be viewed in relation to the distribution of X and
its concentration in Rd.
(i.2) The fact that Bayes optimal classifiers may not be “sufficiently”
smooth goes against our low-dimensional intuitions, where we do
associate good generalization to smoothness (a less wiggly decision
boundary) but these low-dimensional intuitions (un)fortunately break
down in high dimensions, where in practice interpolation, zero or
near zero training loss, often leads to good generalization [BMM18].
However, the common practice of interpolation with heavily over-
parametrized neural networks has turned out to be a recipe for dis-
aster regarding robust classification as exemplified by adversarial
examples [BCM+13, SZS+13]. See [BHM18] for a rigorous study on
this topic.
(ii.1) We seem to be mainly left with two choices. The first is to let go
of empirical risk minimization as the framework for learning. This
is advocated strongly in [MMS+17] (also see [GSS14]) from the per-
spective of robust optimization [Wal45] where instead of minimizing
the expected risk, one opts for minimizing the expectation over the
maximum risk (where the inner maximization is restricted to some
bounded set around each data point, the so-called attack model).
Far from rigorous, but we may view this as implicitly regularizing
the smoothness of the classifier, where its degree of smoothness is
controlled by the strength of the attack model. For `p attacks, this
“strength” is correlated with p (`∞ being the strongest) and the ra-
dius of the `p ball. There is in fact some empirical evidence in sup-
port of this implicit regularization viewpoint of adversarial training,
see Figure 2 in [QMG+19] for an example of such studies.
(ii.2) The second approach is simpler conceptually and better understood
theoretically, where smoothing a classifier is achieved explicitly with
a Gaussian kernel and more importantly one can prove guarantees
for robustness. Given a non-robust “base classifier” h, a provably
robust classifier gσ[h] is constructed, where its degree of smoothness
is controlled by the kernel bandwidth σ. Although smoothing ker-
nels have a very deep history in machine learning and statistics1, e.g.
for the problem of density estimation [Par62], the utility of (Gauss-
ian) noise for smoothing classifiers is a recent development under
the topic of “randomized smoothing” [LAG+18, LCWC18, CRK19].
The strongest result was optained by [CRK19], where they proved a
tight `2 bound for the robustness of the σ-smoothed classifier gσ[h]
1Visit https://francisbach.com/cursed-kernels/ for an introduction.
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that this work builds on. Lastly, the implicit smoothing (via ad-
versarial training) and the explicit one (via Gaussian noise) can be
combined [SYL+19] which we build on as well.
(iii) As we alluded to earlier, one important aspect of the problem of ro-
bust classification is the distribution of X and more importantly its
“geometry”, where in Rd its measure is concentrated. This is typi-
cally put aside since in high dimensions density estimation and gen-
erative modeling are much harder problems than classification. How-
ever, there has been recent progress on an easier problem of learning
the (unnormalized) smoothed density of Y = X +N(0, σ2Id) [SH19,
SMSH18] which plays a central role in this work. Next we discuss
how to integrate learned smoothed densities together with empirical
Bayes [Rob56] in randomized smoothing.
1.2. Empirical Bayes Smoothed Classifiers. After a conceptual tour
on the problem of robust classification from the lens of smoothing, we outline
our main technical contribution on bringing together randomized smoothing
developed for constructing provable robust classifiers [CRK19] and neural
empirical Bayes developed for approximating unnormalized densities with
empirical Bayes [SH19]. There is simplicity and elegance in constructing
the robust classifier g, and Theorem 1 proved in [CRK19], but there are
remaining issues, the most important of which is related to the fact that
there is a mismatch between the distribution of the random variable
Y = X +N(0, σ2Id),
which the σ-smoothed classifier g effectively sees, and the distribution of the
random variable X for which the original classification problem X → Ω was
defined. Algebraically, this mismatch is expressed by fY = fX∗fN , where fY
denotes the probability density function associated with the random variable
Y , fX the p.d.f. associated with X, etc., but regarding the concentration of
Y and X, this mismatch is in fact more severe for d 1, discussed in [SH19]
under the subject “manifold disintegration-expansion”. Our first quest is to
bridge this gap in the framework of randomized smoothing.
The theoretical framework to bridge this gap is empirical Bayes which was
devised for the problem of estimating X from noisy observations Y [Rob56];
for Gaussian noise Y = X +N(0, σ2Id), the Bayes estimator of X given the
noisy measurement Y = y can be written in closed form [Miy61]:
x̂(y) = y + σ2∇ log fY (y).
In [SH19] this empirical Bayes machinery was used to approximate ∇ log fY
starting with a neural network parametrization of the energy function of Y
(the energy function is defined as the negative log probability density function
modulo a constant). The end result is
x̂(y) = y − σ2∇φ(y), (1)
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where φ is the (learned) energy function of Y (see Remark 1.3). This (ap-
proximation to the Bayes estimator) of X leads to the following definition.
Definition 1.1 (Empirical Bayes Smoothed Classifier). Let h : X → Ω
be a classifier defined on X, and let φ be the (learned) energy function of
Y = X +N(0, σ2Id).
• The classifier pi is defined as
pi(·) = h(x̂(·)), (2)
where x̂(·) is given by Equation 1.
• The associated σ-smoothed classifier gσ[pi], which we refer to as em-
pirical Bayes smoothed classifier is given by
gσ[pi](x) = argmax
k
P(pi(x+ ε) = k), where ε ∼ N(0, σ2Id), (3)
where k ∈ Ω are the class indices.
Note that the noise distribution used in smoothing pi to gσ[pi] must be the
same as the one that generated Y from X. Therefore pi is defined such that in
deriving the σ-smoothed classifier gσ[pi], the “base classifier” h is evaluated
at samples from x̂(Y ), in contrast to the vanilla randomized smoothing where
the base classifier is evaluated at samples from Y . In essence, x̂(Y ) forms
a bridge between X and Y , which is captured in the definition of pi and its
associated σ-smoothed gσ[pi].
Remark 1.2. The Bayes estimator x̂(y) can indeed be viewed as a denoising
expression to infer the “clean” X from the noisy measurement Y = y, but
note that the Bayes estimator is the least-squares estimator [Rob56]. There-
fore, the best one can do—in the least-squares sense—is to first learn the
energy function of Y and then use Eq. 1 to estimate X; see [Sar19] for tech-
nical details regarding the energy function vs score function paramterization.
Remark 1.3. In this paper, we drop the learned parameters of φ for a clean
notation. The assumption is we have already learned φ for any σ of interest
with DEEN (see Section 4.1 in [SH19]). Also in the expression (1), the r.h.s
is an approximation to the l.h.s., but the error is small assuming we have
access to large amounts of unlabeled data and assuming the neural network
φ itself is expressive [LPW+17].
1.3. Summary of contributions. Next we summarize our contributions
that build on empirical Bayes smoothed classifier, Definition 1.1. In the list
below, the headers indicate the respective sections in the paper.
2.3. We revisit the `2 robustness of two-class linear classifiers
h(x) = sign(〈w, x〉+ b)
and we prove that pi[h] can indeed improve their robustness beyond
the margin. This result is encapsulated in Proposition 2.3. The
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analysis is done when X is distributed as a Gaussian, but we also
discuss mixture of Gaussians.
2.4. We put our analysis to test, beyond the Gaussian-distributed data,
by studying the linear classifier on MNIST and we demonstrate that
we can improve their certified `2 robust accuracy significantly, around
50% in a range of radii.
3.1. The Definition 1.1 requires an already trained classifier, which is
suboptimal for achieving the highest provable robust accuracy. To
remedy that, we outline an algorithmic framework to learn the “base
classifier” pi by integrating randomized smoothing [CRK19], neural
empirical Bayes [SH19], and smoothed adversarial training [SYL+19].
The algorithm is named XHAT for the roles played by the Bayes
estimator x̂(y) and the adversarial training defined by .
3.2. We test XHAT on MNIST and show that we can improve the `2
robust accuracy of the best empirical defenses at the time of writ-
ing this paper [SRBB18], in particular we achieve a provable robust
accuracy of (at least) 95% at the radius 1.0 and 81% at 1.5.
→ →
→
→ →
→ →
→
pB
pA
x
x+ ε
(a) h(x+ ε)
pA pBx+ δx
x̂(x+ ε)
(b) pi(x+ ε)
Figure 1. (a) Schematics of the output of the classifier h
at x + ε where ε ∼ N(0, σ2Id), class A (the winner class) is
in black and class B in gray, pA and pB denote their total
probability mass as measured by the Gaussian N(0, σ2Id).
The arrows represent −∇φ evaluated at x+ε, where φ is the
energy function of the random variable Y = X +N(0, σ2Id).
(b) Schematics of Definition 1.1. Fixing x, the Bayes estima-
tor shrinks the noise, visualized here with a smaller radius for
x̂(x+ε) in comparison with x+ε in (a). In addition, there are
subtle side effects where x itself “slides” to x+ δx discussed
in Section 2.2. Shrinking the noise is expected to increase pA
in comparison to (a) which results in a more robust classifier.
See Remark 2.1 for more on the schematics.
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2. Empirical Bayes Smoothed Classifiers
2.1. Randomized smoothing. To develop some intuitions on the con-
struction of pi in Definition 1.1, we consider the two-class linear classifier
h(x) = sign(〈w, x〉+ b),
where x ∼ X in Rd, w ∈ Rd and b ∈ R. It is straightforward to see that the
linear classifier h is `2 robust with the radius given by the margin at x (the
distance to the decision boundary):
h(x+ δ) = h(x) if ‖δ‖ < r(x),
r(x) = |〈w, x〉+ b|/‖w‖,
where ‖ · ‖ stands for the `2 norm. It was shown in [CRK19] that for the
linear classifier h, the σ-smoothed classifier gσ[h] defined by
gσ[h](x) = argmax
k
P(h(x+ ε) = k), where ε ∼ N(0, σ2Id), (4)
is identical to h (this is easy to see geometrically by drawing circles for the
Gaussian N(0, σ2Id) and a line for the decision boundary).
The construction of σ-smoothed classifier g (short for gσ[h]) in Equation 4
for any “base classifier” h is at the heart of randomized smoothing, where
the guaranteed `2 robustness:
g(x+ δ) = g(x) if ‖δ‖ < r(x)
was proven in consecutive papers [LAG+18, LCWC18, CRK19] derived
from different starting points and with different expressions for r(x). The
strongest result was obtained in [CRK19] with analysis that was based on
statistical hypothesis testing [NP33] and implementations based on [HF+19].
In particular, they derived a tight bound for r(x) given by the expression
r(x) =
σ
2
(
Γ−1(pA(x, σ))− Γ−1(pB(x, σ))
)
, (5)
where pA(x, σ) is the total probability mass of the winner class kA,
pA(x, σ) = P(h(x+ ε) = kA),
as measured by ε ∼ N(0, σ2Id), pB(x, σ) is that of the runner up class,
and Γ−1 is the inverse cumulative density function of the standard normal
distribution N(0, 1) (see Figure 1a for the schematics). For a two-class
classifier, Γ−1(pB) = −Γ−1(pA), Equation 5 is simplified to
r(x) = σΓ−1(pA(x, σ)). (6)
The expression above for r(x) was computed in [CRK19] for two-class linear
classifiers and it was shown to be identical to the margin. Next, we extend
this analysis for gσ[pi].
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2.2. Two effects of Bayes estimation. Before analyzing the robustness
of gσ[pi] we first need an expression for the Bayes estimator x̂(x + ε). We
start with
X = N(0, σ20Id).
It follows
Y = N(0, (σ20 + σ
2)Id),
and the Bayes estimator of X,
x̂(y) = y + σ2∇ log fY (y),
simplifies to
x̂(y) = βy, (7)
where the scaling factor 0 < β < 1 is defined by
β−1 = 1 + (σ/σ0)2.
Fixing x, the noisy samples
y = x+ ε, ε ∼ N(0, σ2Id)
form a Gaussian ball around x, and
x̂(x+ ε) = βx+ βε
are visualized by two effects:
(E1) (contraction of the Gaussian ball) The most prominent effect is the
contraction of noise, and it is what empirical Bayes was designed to
do in the first place. In this simple setup, it takes the form of scaling
the Gaussian ball by the factor β < 1.
(E2) (sliding to low-energy regions) This “side effect” is not simple to an-
alyze in general, where the Gaussian ball x+ε slides from x (mostly)
towards high-density (low-energy) regions inX. ForX = N(0, σ20Id),
this phenomenon takes the simple form
E x̂(x+ ε) = βx.
Remark 2.1. It is insightful to consider the geometry of the Gaussian
N(0, σ2Id) in high dimensions d  1, approximated by the uniform dis-
tribution on the (d− 1) dimensional sphere of radius σ√d [Ver18]:
N(0, σ2Id) ≈ Unif (σ
√
dSd−1).
Fixing x, x + ε can be visualized by uniformly distributed samples in the
sphere σ
√
dSd−1 centered at x. In this picture, the estimator x̂(x+ε) reduces
the radius of the sphere from σ
√
d to βσ
√
d, and the center of the sphere
“slides” from x to βx closer to the origin. Note that, in general, the Bayes
estimation breaks the spherical symmetry of x+ ε.
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2.2.1. Mixture of Gaussians. The two effects E1 and E2 of empirical
Bayes estimation x̂(x + ε) on the Gaussian ball x + ε centered at x are
general phenomena but they become algebraically more complex starting
with a mixture of isotropic Gaussians:
fX(x) ∝ exp
(
−‖x− µ‖
2
2σ20
)
+ exp
(
−‖x+ µ‖
2
2σ20
)
,
where (without a loss of generality) we chose a coordinate system such that
EX = 0. With this choice, the density of Y = X+N(0, σ2Id) is proportional
to
fY (y) ∝ exp
(
− ‖y − µ‖
2
2(σ2 + σ20)
)
+ exp
(
− ‖y + µ‖
2
2(σ2 + σ20)
)
.
It follows,
x̂(y) = y + σ2∇ log fY (y)
= y +
( σ2
σ2 + σ20
)−(y − µ)M1 − (y + µ)M2
M1 +M2
=
(
1− σ
2
σ2 + σ20
)
y +
( σ2
σ2 + σ20
)M1 −M2
M1 +M2
µ
where
M1 = exp
(
− ‖y − µ‖
2
2(σ2 + σ20)
)
,
M2 = exp
(
− ‖y + µ‖
2
2(σ2 + σ20)
)
,
therefore,
M1 −M2
M1 +M2
= tanh
(
σ−20 〈βy, µ〉
)
.
Putting all together, it follows,
x̂(y) = βy + (1− β) tanh (σ−20 〈βy, µ〉)µ, (8)
where 0 < β < 1 is defined by
β−1 = 1 + (σ/σ0)2.
Equation 8 for the Bayes estimator is more complex than (7)—as expected,
x̂(x + ε) no longer has a spherical symmetry—but the effects E1 and E2
that were discussed earlier are similar in nature, where the first term, βy,
contracts the noise and the second term moves the data in the direction of
µ scaled by (1− β), to the closest mixture as dictated by the sign of 〈y, µ〉.
Remark 2.2. It is intriguing to consider the limit σ →∞ (β → 0) where the
“sliding effect” E2 that we discussed earlier takes an extreme form, where the
estimator collapses to the origin, the “middle ground” between the mixtures.
Fortunately, we are not interested in that regime for robust classification!
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2.3. Improved robustness of linear classifiers with empirical Bayes.
Next we prove that the two effects E1 and E2 discussed in the previous
section make the analysis of the robustness of the linear classifier nontrivial.
Proposition 2.3. Consider a two-class linear classifier
h(x) = sign(〈w, x〉+ b),
and X = N(0, σ20Id) (centered at the origin without a loss of generality).
(i) The empirical Bayes smoothed classifier is given by
gσ[pi](x) = h(βx), (9)
where
β−1 = 1 + (σ/σ0)2. (10)
(ii) The smoothed classifier gσ[pi](x) is `2 robust with the radius given by
the margin evaluated at βx, multiplied by 1/β:
gσ[pi](x+ δ) = gσ[pi](x) if ‖δ‖ < r(x),
where
r(x) = β−1
|〈w, βx〉+ b|
‖w‖ (11)
Proof. In the proof, Z is the standard Gaussian N(0, 1) with values in R,
P(·) are the probabilities calculated under either ε ∼ N(0, σ2Id) or Z, and
x is held fixed.
Start with statement (i) and the case h(βx) = 1:
h(βx) = 1 ≡ 〈w, βx〉+ b > 0
≡ 〈w, βx〉+ b
βσ‖w‖ > 0
≡ P
(
Z <
〈w, βx〉+ b
βσ‖w‖
)
>
1
2
≡ P (βσ‖w‖Z > −〈w, βx〉 − b) > 1
2
≡ P(〈w, βx+ βε〉+ b > 0) > 1
2
≡ P(sign (〈w, βx+ βε〉+ b) = 1) > 1
2
≡ P(h(βx+ βε) = 1) > 1
2
≡ gσ[pi](x) = 1
The proof follows through starting with h(βx) = −1 which is equivalent to
gσ[pi](x) = −1. This proof is a modification of the calculation in [CRK19]
with the big difference that for vanilla randomized smoothing gσ[h](x) =
h(x) but for empirical Bayes smoothed classifier gσ[pi](x) = h(βx).
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A short “geometric proof” of (i) is given by observing that x̂(x+ε) = βx+βε
is an isotropic Gaussian that is centered at βx. It is clear geometrically that
the mean of the shifted Gaussian will determine the output of the smoothed
classifier: gσ[pi](x) = h(βx).
To prove (ii) we need to calculate r(x) = σΓ−1(pA(x, σ)), and there are
two cases to consider. Start with gσ[pi](x) = h(βx) = 1 or equivalently
〈w, βx〉+ b > 0:
pA(x, σ) = P(pi(x+ ε) > 0)
= P(〈w, βx+ βε〉+ b > 0)
= P(〈w, βx〉 − βσ‖w‖Z + b > 0)
= P
(
Z <
〈w, βx〉+ b
βσ‖w‖
)
= Γ
(〈w, βx〉+ b
βσ‖w‖
)
For the case gσ[pi](x) = h(βx) = −1 or equivalently 〈w, βx〉 + b < 0, the
calculation follows through as above:
pA(x, σ) = Γ
(
−〈w, βx〉+ b
βσ‖w‖
)
.
Therefore,
pA(x, σ) = Γ
( |〈w, βx〉+ b|
βσ‖w‖
)
,
and the expression
r(x) = σΓ−1(pA(x, σ))
reduces to
r(x) =
|〈w, βx〉+ b|
β‖w‖ .
Note that |〈w, βx〉+ b|/‖w‖ is the distance to the decision boundary at βx
(not x, as it is the case for vanilla randomized smoothing), and in addition we
gain an extra factor 1/β = 1 + (σ/σ0)
2 compared to the vanilla randomized
smoothing where we are “blind” to the density of Y = X +N(0, σ2Id). 
In Section 2.2.1 we considered the case where X was distributed as a mixture
of Gaussians and we found a closed-form expression for x̂(y), but it was not
feasible to repeat the calculations above due to the presence of the second
term in Equation 8. That said, the effects E1 and E2 that we discussed in
Section 2.2 which played major roles in deriving the expression (11) for r(x)
are also at play for mixtures of Gaussians, most importantly the contraction
of noise by the factor 1/β, but this contraction is not “clean” in the case of
mixtures due to the presence of tanh
(
σ−20 〈βy, µ〉
)
.
PROVABLE ROBUST CLASSIFICATION VIA LEARNED SMOOTHED DENSITIES 11
2.4. Experiments. Proposition 2.3 is indeed limited in scope due to the
assumption made on distribution of X, however going through the proof it
is clear that there are two main factors at play that are also present for a
general X: (E1) the contraction of noise schematized in Figure 1, (E2) the
“sliding” of the Gaussian ball x + ε to “nearest” low-energy modes of X.
The first effect is robust and a consequence of the Bayes estimation which is
in fact the engine for learning the parameters of φ [SH19]. The second effect
is subtle though and could have unexpected consequences! For example, in
Proposition 2.3, in the expression g[pi](x) = h(βx), βx and x could be on
different sides of the decision boundary.
To put these ideas to test beyond Gaussian-distributed data, we looked
at the robustness of the linear classifier on MNSIT [LBBH98], first with
vanilla randomized smoothing and then with the empirical Bayes smoothed
classifier from Definition 1.1. The results are presented in Figure 2 for
the randomized smoothing noise levels σ = 0.3 (Figure 2a) and σ = 0.6
(Figure 2b). The dashed lines denote the certified accuracy of g[h] and the
solid lines that of g[pi]. The base classifier h was a 1-layer neural network,
trained with cross entropy loss with the test accuracy 0.9218. DEEN is
trained separately to learn φ which is then used for constructing pi and g[pi].
ce
rt
ifi
ed
ro
b
u
st
ac
cu
ra
cy
gσ[h]
gσ[pi]
‖δ‖2
(a) σ = 0.3
gσ[h]
gσ[pi]
(b) σ = 0.6
Figure 2. (Linear MNIST certified robust accuracy) The
plot of the certified robust accuracy vs. ‖δ‖2, the `2 radius
of perturbations added to inputs, obtained on the test set
with randomized smoothing [CRK19] with failure probability
α = 0.001 and nc = 10
5 samples used for certification. The
base classifier h is the linear classifier, pi is obtained from
Definition 1.1 after first learning φ with DEEN; gσ[h] and
gσ[pi] are the associated σ-smoothed classifiers.
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`2 radius of perturbations 0.5 1.0 1.5 2.0
smoothed linear classifier g[h] 71 30 7 1
empirical Bayes smoothed g[pi] 88 77 56 28
Table 1. (MNIST robust accuracy with empirical Bayes
smoothed linear classifier) A compilation of certified robust
accuracies from Figure 2, where the highest certified accu-
racy (in percentage) for g[h] and g[pi] at several `2 radius
is reported. Note that the provable accuracies at radii 1.0
and 1.5 are competitive to accuracies of empirical defences,
see Figure 2a in [SRBB18] for a collection. The results here
are improved significantly by learning the empirical Bayes
smoothed classifier with adversarial training discussed in
Sec. 3. For a comparison, see Table 2.
Figure 3. (empirical Bayes smoothed classifiers under the
hood) A sample x from MNSIT test set, repeated on the top
row. The middle row shows yj = x + εj , εj ∼ N(0, σ2Id),
where σ = 0.6; the bottom row shows the corresponding
x̂(yj) (see Equation 1); in this example, gσ[h](x) and gσ[pi](x)
are both accurate with r(x) = 0.0622 and r(x) = 0.604,
obtained after taking nc = 10
5 samples.
Figure 4. (“failure case”) For σ = 0.6, there are only 26
(out of 10K) cases from the MNIST test set where the certi-
fied radius r(x) for smoothed linear classifier (gσ[h]) is higher
than the one for the empirical Bayes smoothed linear classi-
fier (gσ[pi]). Shown here is one of those 26 cases: gσ[h](x) and
gσ[pi](x) are both accurate with r(x) = 0.55 and r(x) = 0.40
respectively.
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3. Learning Algorithm
What we have achieved so far is to develop some intuitions on the effect
of the Bayes estimation on robust classification in the framework of ran-
domized smoothing. In particular, we proved in Proposition 2.3 that for
linear classifiers, we can gain robustness by contracting the noise, a result
which is also quite intuitive captured in the schematics of Figure 1. The
Bayes estimation effects that showed up in the proof of Proposition 2.3 are
general effects, but assuming a linear classifier is in fact quite limiting. In
this sectiom, we provide an algorithm for learning empirical Bayes smoothed
classifiers by bringing together randomized smoothing [CRK19], the neural
empirical Bayes [SH19], and smoothed adversarial training [SYL+19].
3.1. Empirical Bayes smoothed adversarial training. Consider H to
be a soft classifier, a map from the random variable X in Rd to probability
distributions on the finite set Ω:
H : X → P(Ω),
which is set up in the context of a learning problem for robust classification
defined by a loss `(θ) in terms of the parameters θ ∈ Rp (of a neural
network) that defines H, and the hyperparameter  ≥ 0 that controls the
robustness-accuracy tradeoff which will become clear shortly. The important
step in incorporating empirical Bayes is defining:
Π(x, θ) = E
(
H
(
x̂(x+ ε), θ
))
, (12)
where the expectation is over ε ∼ N(0, σ2Id).2 This definition of the empir-
ical Bayes soft classifier Π is a generalization of the definition of empirical
Bayes (hard) classifier pi in Equation 2. There, we imported the parameters
of h to set up pi, but here we intend to learn the parameters of Π which is
shared with H.
Remark 3.1. It is important to note that, by construction, Π defined in (12)
is indeed a soft classifier, i.e. it is a mapping from X to P(Ω) :
Π : X → P(Ω).
Also note that Π has an explicit dependence on the parameters of the energy
function φ which is not shown here. Throughout, we hid away the parameters
of φ. The assumption is that φ (for any σ of interest) is learned in advance.
2In practice, Π is approximated by its Monte Carlo estimate:
Π(x) ≈ 1
m
m∑
j=1
H(x̂(x+ εj)),
where m is a hyperparameter.
14 PROVABLE ROBUST CLASSIFICATION VIA LEARNED SMOOTHED DENSITIES
In empirical Bayes smoothed adversarial training, we set up a min-max
optimization problem to learn the parameters of Π. The learning problem
is defined by the loss
`(θ) = E max‖δ‖≤
(− log Πk(x+ δ, θ)),
which we would like to minimize, where the expectation is over (x, k) pairs,
and Πk is the kth element of Π. In practice, the distribution over (x, k)
pairs is approximated by the empirical distribution over a training set with
(xi, ki) elements, where the empirical loss is given by
`(θ) ≈ 1
n
n∑
i=1
max
‖δ‖≤
(− log Πki(xi + δ, θ)), (13)
and the loss is optimized with stochastic gradients descent :
θ ← θ −∇θ ˜`(θ),
where ˜`(θ) is the stochastic loss evaluated on randomly selected mini batches.
There are three different types of gradient evaluations per parameter update:
(i) ∇yφ(y): The gradient of the energy function φ in Rd to evaluate the
Bayes estimator
x̂(yij) = yij − σ2∇yφ(yij), where yij = xi + εj ,
which is used to compute
Π(xi, θ) ≈ 1
m
m∑
j=1
H(x̂(xi + εj), θ). (14)
(ii) ∇x log Πk(x, θ): The gradient of the empirical Bayes (soft) classifier
∇x log Πki(xi, θ)
for the inner maximization problem to evaluate the (stochastic) loss
˜`
(θ). This optimization problem is restricted to the `2 ball
B(xi, ) = {x : ‖x− xi‖ ≤ },
and approximated with projected gradient descent (PGD), where
the number of steps taken in PGD is a hyperparameter. Note that
∇φ must be computed at each step of the PGD.
(iii) ∇θ ˜`(θ): The gradient of stochastic loss to update the parameters.
Following learning, the empirical Bayes (hard) classifier pi is obtained,
pi(x) = argmax
k
Πk(x, θ
∗), (15)
where the implicit dependence of θ∗ (and therefore pi) on  is understood.
The `2 (provably) robust classifier gσ[pi] is constructed as before (see Eq. 3)
with r(x) computed following [CRK19].
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3.2. Experiments. Here, we revisit the MNIST experiments in Section 2.4.
There, we looked at the provable robust accuracy of the empirical Bayes
smoothed classifier that was constructed from a linear classifier. That “sim-
ple” construction brought us somewhat close to the state of the art empirical
defenses (see Figure 2a in [SRBB18] for a compilation of several defenses).
In this section we present results for learning the empirical Bayes smoothed
classifier as set up by the loss given in Equation 13. The framework to learn
empirical Bayes smoothed classifiers with adversarial training is referred to
as XHAT due to the central roles played by the Bayes estimator x̂(y) and
the attack model set by  in the learning algorithm.
The results are presented in Figure 5, comparing XHAT with XHAT0 (=0)
and also with SmoothAdv [SYL+19]. As observed in Figure 5, the best certi-
fied accuracies are obtained for XHAT; they are aggregated in Table 2 and
compared with the best empirical robust accuracies reported in [SRBB18];
over three ranges of radii, XHAT provable accuracy improves the reported
state-of-the-art empirical accuracies. The results for XHAT can be im-
proved in a straightforward fashion by taking more noisy samples for certi-
fication, but nc = 10
6 samples per xi is already an expensive computation
and taking more samples comes with diminishing returns as we explain in
the next section. The indirect way to improve the results presented here,
especially in the range of radii [1.5, 2.0], is to explore XHAT for larger σ as
the robust `2 radius r(x) scales linearly with σ. Increasing r(x) in this fash-
ion is subtle though since there will be accuracy tradeoffs. We did not do an
exhaustive hyperparameter search for XHAT which could also improve the
results presented here. The code will be made public for such explorations.
In the next section, we step back and discuss the fundamental challenges of
randomized smoothing in very high dimensions. We also discuss some ideas
to go beyond the single-step Bayes estimation of the empirical Bayes with
an ensemble of smoothed densities at different σ.
Table 2. (certified `2-robust accuracy of XHAT versus the
empirical defense “analysis by synthesis” (ABS) [SRBB18]
robust accuracy on MNIST test set). Here, we aggregate
the highest certified accuracies of XHAT obtained by taking
nc = 10
6 noisy samples (see Fig. 5). The results are compared
with the best empirical defense results presented
in [SRBB18].
`2 radius of perturbations 0.5 1.0 1.5 2.0
certified robust accuracy, XHAT 98 95 81 57
empirical robust accuracy, ABS 92 85 80 67
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(a) σ = 0.3,  = 1.0
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(b) σ = 0.6,  = 1.0
XHAT
(c) σ = 0.3,  = 1.0
XHAT
(d) σ = 0.6,  = 1.0
Figure 5. (empirical Bayes smoothed classifier learned
with adversarial training on MNIST) The certified robust
accuracy vs. ‖δ‖2, the `2 radius of the perturbations added
to inputs from the test set. XHAT is the algorithm that op-
timizes the loss `(θ) given in Equation 13, XHAT0 is the set-
ting  = 0, and S-Adv is short for SmoothAdv [SYL
+19] with
epsilon set to . XHAT and SmoothAdv are trained with
the same , hyperparameters, and learning rate schedules:
 = 1 .0 , m = 1 (see Eq. 14), and the number of PGD steps
taken is set to 16. In (a) and (b), we compare XHAT with
XHAT0 and SmoothAdv for σ = 0.3 and σ = 0.6. In (c)
and (d) we repeat the XHAT experiments by varying nc,
the number of noisy samples εj added to each sample xi for
certifying the results (see Fig. 3). The noise values σ = 0.3
and σ = 0.6 was chosen based on their geometric interpre-
tation in terms of the degree of overlap between “i-spheres”
(see Figure 2 and Table 1 in [SH19]).
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4. Smoothing revisited
4.1. Fundamental challenges. Returning to the conceptual perspective
on the “art of smoothing” in the introduction, we go over some mostly qual-
itative arguments regarding randomized smoothing in very high dimensions
d  1; for the sake of argument assume d = 106. This is to highlight both
the fact that the expression for r(x) does not scale with
√
d (the natural `2
scale associated with Gaussian noise in high dimensions) and the fact that
in high dimensions the concentration of Y = X +N(0, σ2Id) may be vastly
different than X. The latter was discussed recently and proven with some
assumptions under the topic “manifold disintegration-expansion” [SH19].
Consider d  1 and assume there are no memory constraints to evaluate
h(x+ εj) for a single noisy sample x+ εj , where εj ∼ N(0, σ2Id). However,
we do have time constraints enforced by nc the number of noisy samples for
certification. In randomized smoothing we can certify a radius of up to
rmax(nc, α) = σΓ
−1(α−nc),
obtained under the assumption that h(x + εj) = h(x) for every εj sampled
in the certification [CRK19, HF+19], e.g. setting nc = 10
5, α = 0.001, we
get the maximum radius of
rmax(10
5, 10−3) ≈ 3.81 σ.
As discussed in [CRK19], relaxing the failure probability α and increasing
our budget nc only comes with diminishing returns, e.g.
rmax(10
10, 10−1) ≈ 6.23 σ.
For simplicity, assume we have a budget s.t. rmax = 4σ. Therefore, to certify
a classifier at `2 radius , we should set σ ≥ σmin, where σmin = /4. Note
that in high dimensions, the Gaussian is concentrated far away from its
mode at the `2 norm σ
√
d [Tao12], more precisely:
N(0, σ2Id) ≈ Unif(σ
√
dSd−1).
Therefore geometrically, in high dimensions, we smooth the classifier at the
scale σ
√
d but we can only get certification radius of order 4σ (at best) in
return; in addition, this mismatch between the scale we smooth the classifier
and the radius up to which we can certify the smoothed classifier becomes
larger in higher dimensions.
This was acknowledged in [CRK19] but it was put aside after arguments
by visual inspection around Figure 4 in the paper.3 A related problem is
3The visual inspection was also augmented by a result on how pooling can in effect
gain us a factor of dimensionality that is lost in the vanilla smoothing. This is discussed
in the appendix in [CRK19]. However, it is clear that with pooling in pixel space we
will also lose in accuracy. In some sense, this discussion is also related to the so-called
“non-robust features” [IST+19], which both pooling (in pixel space) and Gaussian noise
would (dramatically) affect, especially in higher dimensions.
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the concentration of Y = X + N(0, σ2Id) compared to X. It may appear
visually (in our visual perception) that for a fixed σ the higher resolution
images loose less content, but as d increases there are many more directions
to “escape” the data manifold where X is concentrated. This has been dis-
cussed under the subject manifold disintegration-expansion in [SH19] with
some analytical results where dim(X) = d]  d, and it can be shown that
dim(Y ) = d− 1. From this perspective, “restoring” the data manifold with
Bayes estimation, one should be able to see more gains in higher dimen-
sions. However these arguments are far from rigorous and unfortunately
very difficult to formalize in high dimensions, e.g. it is not clear how and to
what extent the manifold is “disintegrated” at moderately large dimensions,
putting aside the fuzzy notion of “manifold” for a data distribution itself.4
4.1.1. Other discussions around randomized smoothing. Despite the
conceptual simplicity and the statistical guarantees, practical considerations
may dictate that alternatives to the paradigm of randomized smoothing are
necessary. We have seen that constructing the smooth classifier g allows us to
obtain statistical robustness guarantees around a data point using a simple
sampling procedure. This Monte Carlo sampling may be computationally
expensive (e.g. 105 computations of the base classifier per data point). In
practice, this may not be a major issue since the certification only needs
to be performed once before deployment. But what about computing the
prediction using a certified g for each new image after deployment? [CRK19]
suggested that much fewer samples can be used for prediction compared to
certification (102 vs. 105) at the cost of g abstaining from prediction more
often. This is encouraging, but still implies that the cost of deploying the
certified classifier is 100× that of using the base classifier per image! In
principle, a potential alternative is to directly train a base classifier whose
predictions are provably constant in a well-defined neighbourhood of its in-
puts, so that smoothing is not required for certification. This is extremely
difficult to accomplish for modern image classifiers based on large and deep
neural networks; see [WSMK18] and references therein for some initial steps
in this direction. Nevertheless, it is clear that training more robust base clas-
sifiers is in general the best recipe for obtaining smoothed classifiers with
higher certified accuracy, so there is much to be shared between these two
lines of research.
4.2. Beyond Bayes estimation. Can we do better than the Bayes esti-
mator of X, x̂(y) = y − σ2∇φ(y), which we have relied on so far? In this
section we put forward some ideas but in pursuing them there are compu-
tational challenges for certified robust classification that must be addressed
in future research. Indeed the energy function φ has more utilities than its
4Not related to our focus on `2 robustness, but there are also fundamental limitations
in using randomized smoothing (with Gaussian noise) for certification for `p attacks for
p > 2, where again the dimension d plays a big role [KLGF20].
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use for “denoising”—the single-step empirical Bayes least-squares estima-
tion—we discuss next. So far, we assumed that the noise level is dictated to
us by randomized smoothing and we dropped the implicit dependence of the
energy function φ on σ, but φσ for different regimes of σ are qualitatively
different as highlighted below for the problem of robust classification.
(B1) One problem with single-step Bayes estimation is the variance of the
estimator, which scales as σ2. The first idea is to remove the noise
“as much as possible” using the attractors of φ. The energy function
φ has a nice property that its local minima could in principle be used
for memory storage: this is the notion of associative memory called
NEBULA that was introduced in [SH19]. NEBULA is governed by
the gradient flow that in continuous time takes the form:
y′(t) = −∇yφσ(y(t)),
where the memory is designed to be “well-behaved” in some regimes
of σ. For robust classification, one natural idea is to follow up the
Bayes estimation with gradient flow to the attractors of φσ′ , where
σ′ is typically much smaller than σ used in randomized smoothing.
This construction is conceptually intriguing since the Gaussian ball
x+ε will be mapped to finite number of attractors, a measure-zero set
by construction. Instead of x̂(y) that we relied on in Sections 2 and 3,
we now have a complex function A(y, σ′) that takes y sampled from
Y = X +N(0, σ2Id), and run gradient flow to one of the attractors
of φσ′ for σ
′  σ. As an example, it is straightforward to check
that by replacing x̂ with A, the analysis of Proposition 2.3 becomes
trivial since the attractor A maps Rd to a single point at the origin.
However the attractors (and their dynamics) are in general very
complex (see Figures 9 and 10 in [SH19]).
(B2) The second approach is simpler for complex distributions and better
understood both theoretically and empirically. It is to follow up the
Bayes estimation
x̂(y) = y − σ2∇φσ(y)
with Langevin MCMC:
yt+1 = yt − δ2∇φσ′(yt) +
√
2δε′, ε′ ∼ N(0, Id), (16)
where σ′  σ, δ is the step size and y0 = x̂(y). After τ  1 steps of
Langevin “walk”, yτ is an exact sample [Mac03] from φσ′ . Therefore
we can use the Bayes estimation again—the “jump”:
x̂(yτ ) = yτ − σ′2∇φσ′(yτ ), (17)
but this time the variance is smaller than before by (σ′/σ)2. This is
the walk-jump sampling introduced in [SH19], but it is now tailored
for randomized smoothing. Also, as explained in [SH19], for “small”
σ one does not expect class mixing with a reasonable choice for τ .
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Of course, there are many different ways to implement a sampling-
based approach to classification, e.g. the empirical defense “analysis
by synthesis” [SRBB18] that we earlier compared XHAT against is
one example. The formalism there is based on conditional densities
of clean samples but the proposal here is unconditional and more im-
portantly it is based on smoothed densities (all the way!) which can
be readily used in randomized smoothing as visualized in Figure 6.
Figure 6. (Beyond Bayes estimation) An example of walk-
jump sampling tailored for randomized smoothing. The top
row is the “clean” sample from Figure 3. The second row
shows yj = x + εj , where εj ∼ N(0, σ2Id), σ = 0.6. The
third row shows x̂(yj) = yj−σ2∇φσ(yj) which are the inputs
for the walk-jump sampling (Eqs. 16 and 17) with σ′ = 0.05,
δ = 0.001, and τ = 100. The fourth row shows the final jump
samples x̂(yj,τ ). (Note that one of the samples yj is mistaken
for a “9”, even to a human observer.)
5. Summary
We finish with a summary.
• We introduced empirical Bayes smoothed classifiers and studied it
theoretically for linear classifiers. The theoretical results are encap-
sulated in Proposition 2.3. The assumptions in the proposition is
quite limiting but the proof points to the key factor at play that are
general, and on MNIST we showed that an empirical Bayes smoothed
linear classifier has certified `2 robust accuracies in the ballpark of
sophisticated empirical defenses.
• Motivated by Proposition 2.3, we introduced the algorithmic frame-
work XHAT to learn empirical Bayes smoothed classifiers. We re-
visited the MNIST results of empirical Bayes smoothed linear clas-
sifiers and demonstrated that with XHAT on only two values of
σ, we can achieve provable robust accuracies higher than the best
empirical defenses on a range of radii. Having provable robust ac-
curacies on par with empirical defenses is in general a difficult goal
since empirical defenses typically have “holes”; in the short history
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of research on adversarial examples, it has typically been a matter
of time (sometimes, few short days) to break a defense [ACW18].5
• In the closing, we proposed a theoretically plausible framework based
on walk-jump sampling to go beyond the single-step empirical Bayes
estimation, which could potentially improve our results significantly.
However, that comes with immense computational challenges due to
the nature of statistical guarantees that one needs to meet in certify-
ing a smoothed classifier. Ultimately, certification (in the framework
of randomized smoothing) has deep limitations since the smoothing
of classifiers happens at a much larger scale than the radii we can
certify them for, and in addition, the machinery is limited due its
`2 formulation. Robust classification based on smoothed densities
could also be used in empirical defenses but we chose to explore its
potentials for provable robust classification.
• At its core, this work was based on [CRK19] and [SH19], both are
very recent developments, and for developing XHAT we greatly ben-
efitted from [SYL+19]. Looking at the Bayes estimation from the
lens of denoising (see Remark 1.2), there are many references that
one should consult: adding noise and denoising are indeed the very
first ideas that come to mind for defending against adversaries, but
if not done right, they are surprisingly brittle themselves [ACW18].
See [XWM+19] for a recent successful example.
• This work can also be seen as employing theoretical tools and al-
gorithms in the realm of unsupervised learning for the problem of
provable/certified robust classification, which has also been explored
recently but from a very different starting point [CRS+19]. This
work is the very first attempt to bring in learning smoothed energy
functions to the problem of (certified) robust classification.
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