ABSTRACT. This paper investigates the one-dimensional cutting stock problem considering two conflicting objective functions: minimization of both the number of objects and the number of different cutting patterns used. A new heuristic method based on the concepts of genetic algorithms is proposed to solve the problem. This heuristic is empirically analyzed by solving randomly generated instances and also practical instances from a chemical-fiber company. The computational results show that the method is efficient and obtains positive results when compared to other methods from the literature.
INTRODUCTION
The cutting stock problem has been intensively researched due to its high importance in several industrial processes (see, ). It consists of finding an optimized way of cutting objects of known dimension into smaller items in order to meet a given demand. In general, the objective to be optimized is related to the minimization of the waste of material. However, according to Foerster & Wäscher (2000) , in some real-word problems it is not appropriate to consider the minimization of the waste of material as a single objective, because it is only part of the total relevant costs in the cutting process.
In many industries, such as, wood, glass, paper, fiber and steel industries, the profitability of the cutting process can be affected by the number of times one has to switch between different cutting patterns in order to satisfy the demand. For instance, the positions of the cutting knives in the machine may need to be adjusted for each changeover. Such adjustments often interrupt
In the next section we present the mathematical model, and in Section 3 we review previous research. In Section 4 the proposed multi-objective genetic algorithm is detailed. The computational results are presented in Section 5 and in Section 6 we conclude the paper and present possible future research.
MATHEMATICAL MODELING
We consider the one-dimensional cutting stock problem of cutting objects of known dimension into smaller items. This is common in many industries where objects, such as pipes, rolls of materials, etc, is produced in fixed lengths by some machinery, but may be sold to customers in quantities of smaller lengths. This requires that the stock objects be cut, which is typically done by a cutting machine with blades that may be set in different positions. Each combination of blade positions on the cutting machine is known as a cutting pattern. The task then consists of selecting and applying one or more cutting patterns to objects to produce a number of smaller sized items in order to meet a given demand. Clearly there are many ways of accomplishing this, and doing so efficiently requires the optimization of two conflicting objective functions: minimization of both the number of objects cut (which effectively minimizes the amount of waste -known as "trim loss") and of different cutting patterns used (which reduces the amount of production time spent while cutting machines are reset). According to the typology proposed by Wäscher et al. (2007) the problem studied in this paper is an extension of the One Dimensional Single Stock Size Cutting Stock Problem (1D-SSSCSP with setups), which requires that a weakly heterogeneous assortment of small items be completely allocated to a selection of large identical objects of fixed dimension. This problem can be formulated as an integer linear optimization problem as follows.
Consider the parameters:
• m: number of types of items (e.g. number of different sizes offered for sale);
• n: number of feasible cutting patterns;
• l i : length of item type i, i = 1, . . . , m;
• b i : demand for item type i, i = 1, . . . , m;
• L: length of object; Let x j be the number of objects to be cut according to the j th cutting pattern, j = 1, . . . , n, the bi-criteria mathematical model can be stated as:
subject to:
x j ∈ N , j = 1, . . . , n.
The set of constraints represented by Eq. (2) ensures that the total amount of items produced at least meets the demand, i.e., the inequality allows overproduction. The set of constraints Eq. (3) ensures that the number of objects to be cut is non-negative and integer. The objective function in Eq. (1) minimizes both objectives f 1 (x) and f 2 (x).
Yanasse & Limeira (2006) consider both the minimization of the number of objects to be cut, given by f 1 (x) = n j =1 x j and the minimization of the number of different cutting patterns: 4), and f 1 (x) as the ratio (percentage) of the total trim loss to the total length of the demanded items:
In the first part of the computational results presented in this paper we consider the mathematical model Eqs. 
PREVIOUS RESEARCH
There are some papers in the literature that consider the minimization or the reduction of the number of setups. In this section we present some of these papers and highlight with bold letters, the solution methods that will be used in comparisons made on Section 5.
Haessler (1975) proposed a pattern generating heuristic that sequentially adds new cutting patterns to the current solution until all demand is met. In each step, the procedure selects a cutting pattern, whose trim loss is small and frequency (number of times this cutting pattern is cut) is high. Farley & Richardson (1984) modeled a pattern minimization cutting stock problem as a fixed charge problem, and used the simplex method to replace basic variables (the cutting patterns) by surplus variables to reduce the number of patterns. An approach similar to the approach proposed in Haessler (1975) was considered in Haessler & Sweeney (1991) .
Diegel et al. (1993) presented a procedure to identify a pair of patterns in a cutting plan which can be replaced by a single cutting pattern. Foerster & Wäscher (2000) proposed the solution method KOMBI, which generalizes this procedure based on the observation that when cutting patterns are to be combined, total frequency of the new cutting patterns has to be equal to the total frequency of the initial ones in order to keep the material input constant.
Vanderbeck (2000) proposed an exact method for the pattern minimization problem which is formulated as a quadratic integer programming problem. Kolen & Spieksma (2000) presented a branch-and-bound algorithm that produces the Pareto optimal solutions for a set of small instances of the problem.
Umetani et al. (2003) proposed a formulation and an Iterated Local Search (ILS03) for minimizing the number of stock objects while using at most a predetermined number of different cutting patterns. The local search algorithm uses the neighborhood obtained by perturbing one cutting pattern in the current set of patterns, where the perturbations are done by utilizing the dual solution of the auxiliary Linear Programming (LP) problem. Umetani et al. (2006) extended the previous paper and proposed a local search algorithm (ILS06) that alternately uses two types of local search processes with the 1-add neighborhood and the shift neighborhood, respectively. To improve the performance of the local search, the authors have incorporated LP techniques to reduce the number of solutions in each neighborhood. A sensitivity analysis technique and the dual simplex method have been introduced to solve a large number of associated LP problems quickly. Through computational experiments, the authors claim that their new algorithm obtains solutions of better quality than those obtained by other existing approaches.
Yanasse & Limeira (2006) suggested a Hybrid Heuristic (HH) to obtain a reduced number of different patterns in cutting stock problems. Initially, they generate cutting patterns with limited waste that fulfill the demands of at least two items when the patterns are repeated, but without overproducing any of the items. The problem is reduced and a residual problem is solved. Then, pattern reduction techniques (local search) are applied starting with the generated solution.
Lee (2007) proposed a local search heuristic, called Crawla, which is based on Integer Linear Programming (ILP). The heuristic holistically integrates the master and subproblem of the usual price driven pattern-generation paradigm, resulting in a unified model that generates new cutting patterns in situ. The method spends some time to generate new columns, but guarantees that new columns give an integer LP improvement (rather than the continuous LP improvement sought by the usual price driven column generation).
Moretti & Salles Neto (2008) solved a nonlinear cutting stock problem that considers the minimization of, both, the number of objects and setup. They used a linearization of the problem and a column generation procedure. The master is solved by an Augmented Lagrangian method.
A heuristic is applied to obtain an integer solution. The method proposed begin separating the items in two disjointed groups, according to their demands. Patterns are generated with items of these groups and those with limited waste are accepted. A residual problem is solved with items whose demands are not satisfied and, with the solution obtained, they apply a pattern reducing procedure of the literature.
Cui & Liu (2011) presented a sequential heuristic procedure, where a set of items are cut from objects of the same length to minimize the object cost, with a secondary objective being to reduce the pattern count of the cutting plan. The procedure generates the current pattern to produce some items, and continues until all items are fulfilled. The algorithm uses a set of candidate items for generating the current pattern and another set of candidate patterns from which the current pattern is selected. It generates candidate patterns using the candidate items, determines the estimated cutting-plan cost of each pattern using a look-ahead strategy, and selects the pattern of the minimum cost as the current pattern. Based on computational results, the authors argue that the algorithm is efficient.
Mobasher & Ekici (2013) considered the cutting stock problem with setup cost, developed a mixed integer linear program and analyze a special case of the problem. Motivated by this special case, they propose two local search algorithms and a column generation based heuristic algorithm. Computational results are presented using instances from the literature.
Henn & Wäscher (2013) presented a recent review on cutting stock problem with setup and pointed out interesting direction for future research.
For most of the cases, heuristic (rather than optimal) methods were proposed, since it has been shown that pattern minimization in cutting stock problem is NP-hard (McDiarmid, 1999; Yanasse & Limeira, 2006) . Most of these papers solve the pattern minimization problem in a single or in two stages (Alves et al., 2009). In the former, one tries to find a cutting plan with the best balance between waste and the number of different patterns. In the latter, the pattern minimization problem is solved by assuming that no more than a given number of objects can be used. Usually, this number is obtained by solving a standard cutting stock problem.
In fact, only two papers in the literature take the multi-objective approach. The approach taken by Kolen & Spieksma (2000) solves only small instances of the problem. The multi-objective approach described in Golfeto et al. (2009b) is potentially more robust; however the authors report that a drawback of their method is the computational time, commenting that it took between 60 and 80 minutes to run each instance of the problem. We hypothesize that a large part of this comes from the complex representation of plans, which contains not just the choice of patterns but also the frequency in which they are used. This creates a far larger search space, and means that (i) larger populations are required to adequately sample the search space, (ii) usage patterns must be evolved (a complex nonlinear mapping), rather than calculated via simpler heuristics, and (iii) a large part of the search space is infeasible, and the crossover and mutation operators they use are not specialized to avoid such regions. Each of these factors incurs its own computational burden. We hypothesize that the use of a simpler representation combined with heuristics to determine usage patterns can avoid much of this computational overhead.
SOLUTION METHOD
When an optimization problem involves more than one objective function, the task of finding one or more solutions is known as multi-objective optimization (Ehrgott, 2005; Steuer, 1985) .
Although single-objective optimization problems may have a unique optimal solution, multiobjective optimization problems typically present a possibly uncountable set of solutions that, when evaluated, produce vectors whose components represent trade-offs (conflicting scenarios) in objective space. A decision maker then chooses an acceptable solution (or solutions) by selecting one or more of these vectors (Van Veldhuizen & Lamont, 2000).
Multi-objective Optimization
Consider, without loss of generality, the minimization of q components, f k , k = 1, . . . , q of a vector function f of a decision variable vector x in a universe S, where
Then, a decision solution vector x ∈ S is said to dominate y ∈ S if and only if f(x) ≤ f(y) and
A solution vector is said to be non-dominated if it is not dominated by any other feasible vector. A decision vector x ∈ S is said to be Pareto optimal if and only if there is no y ∈ S for which f(y) dominates f(x) according to the definition above.
The Pareto optimal set is the set of all non-dominated solution vectors. The surface formed by the corresponding points in objective function space is called the Pareto front. In the presence of multiple Pareto optimal solutions, it is not possible to prefer one solution over the other. In the absence of other information all Pareto optimal solutions are equally important, and in a typical real world situation the decision making process may take account of many factors which are time-dependent, subjective, or otherwise hard to quantify. Hence, heuristics for multi-objective optimization have two goals: 1) to find a set of solutions as close as possible to the Pareto front and 2) to find as diverse a set of solutions as possible. Taken together this usually means that heuristics try to produce an approximation to the Pareto front in which solutions are sparsely spaced.
According to Fonseca & Fleming (1995) , conventional optimization techniques, such as gradientbased and simplex-based methods are difficult to extend to the true multi-objective case, because they were not designed with multiple solutions in mind. In contrast to this, it has long been recognized that the population-based algorithms are potentially well-suited to multi-objective optimization.
Over Darwin's theory of natural selection that iteratively refine a (usually fixed size) "population", which is a multiset of representations of candidate solutions of the search space. Starting from a randomly-generated initial population, individuals are probabilistically selected according to their fitness (quality) to act as "parents", from which new "offspring" (candidate solutions) are generated using simplified abstractions of genetic recombination and mutation. The offspring in turn have their fitness evaluated and the cycle completes by selecting a next generation from the union of the current generation and the offspring, typically taking into account age and/or quality.
Thus an Evolutionary Algorithm's evolving population can search for multiple solutions in parallel, potentially exploiting similarities available in the family of possible solutions to the problem. So, the most striking difference to classical optimization algorithms is that EAs uses a population of solutions in each iteration instead of a single solution. If an optimization problem has a single optimum, then via genetic drift, all EA population members will converge to (an approximation of) that optimal solution. However, if an optimization problem has multiple optimal solutions, an EA can be used to approximate multiple optimal solutions in its final population; this ability to find multiple solutions makes EAs unique in solving multi-objective optimization problems (Deb, 2011).
The Vector Evaluated Genetic Algorithm (VEGA) sub-divide the population, using different objectives to award fitness to different sub-populations (Schaffer, 1985) . Goldberg (1989) suggested using the concept of domination, which was adopted and refined by many different implementations of Multi-objective Optimization Evolutionary Algorithms (MOEAs), such as the Multiobjective Genetic Algorithm (MOGA) (Fonseca & Fleming, 1993) , the Non- 
A Multi-objective Genetic Algorithm for the 1D-SSSCSP with Setups
In this study we propose a Genetic Algorithm (GA) to solve the bi-criteria problem which minimizes both the waste of material and the number of different cutting patterns. The algorithm was adapted from Araujo et al. (2011) in order to deal with the two conflicting objective functions. Moreover, that paper considered minimizing the waste of material for the One Dimensional Multiple Stock Size Cutting Stock Problem (1D-MSSCSP) (Wäscher et al., 2007) under the condition that production exactly met demand. In this paper we significantly extend the heuristic to tackle a multi-objective version of the One Dimensional Single Stock Size Cutting Stock Problem (1D-SSSCSP) and we also allow inequalities -that is to say we allow for overproduction of items, with the excess quantities treated as waste.
We first discuss the way that fitness is assigned to a candidate solution in the context of the current population, then the selection processes via which individuals are selected for reproduction and survival. Next, we discuss the representation and the recombination operator that work on that representation to create new offspring, and finally the process via which the representation of a solution is transformed into a candidate solution.
Rank-based fitness assignment function: Fonseca & Fleming (1993) provide this nondominated classification of a GA population. Consider an individual which is dominated by η i individuals in the current population. It is given a rank τ i = 1 + η i , so all non-dominated solutions are given rank 1, and the rest are ranked according to how many solutions dominate them. Note that this is biased in favor of solutions in sparsely populated regions.
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The idea of using the ranking rather than raw fitness values to determine selection probabilities has been shown to combat premature convergence. In this case a simple linear ranking technique is used to assign effective fitness. If μ(τ i ) denotes the number of solutions with rank τ i in population of total size P, then the fitness of any individual is given by:
Equation (6) associates the same fitness for every solution of the same rank. To promote diversity among the non-dominated solutions, this fitness is then moderated to preferentially reward solutions that are dissimilar to others of the same rank. Let σ share be a parameter that defines how far apart two individuals must be in order for them to decrease each other's fitness. The region within radius σ share of a solution is called its niche. For each solution i and j of the same rank, calculate the sharing function value which is given by:
where β is a parameter, typically β ∈ [1, 2], and d i j is the distance between the solutions i and j . The distance metric used is the normalized Euclidean distance in objective function space:
where q is the number of objectives, f max k and f min k are the maximum and minimum objective function value of the kth objective considering the current population, and f i k is the objective function value of the kth objective of the solution i.
We evaluate the niche count for solution i, nc i as follows:
Then, we compute the shared fitness:
Thus, when comparing two solutions of the same rank, the one from the less crowded region will have a higher shared fitness. Finally, to preserve the same average fitness for all solutions of the same rank and maintain selection pressure, we scale the shared fitness as per:
Parent selection: given the fitness scheme above we select individuals to be parents using fitness-proportionate selection, implemented via the "roulette wheel" algorithm. This is conceptually the same as spinning a one-armed roulette wheel, where the sizes of the holes reflect the selection probabilities (Eiben & Smith, 2010) .
Population replacement strategy: a steady-state model is used whereby one new individual is generated per iteration. If this is better than the worst individual of the current population, then the latter is eliminated and the new individual is included in the sorted population in the correct position.
Representation: consider an individual as a feasible solution for the cutting stock problem. The individual is made up of a number of genes, each of which represents a cutting pattern (a j ) and also the number of times it is cut (x j ). Therefore, an individual is represented as a matrix where a column represents a cutting pattern (and the number of times it is cut). We allow individuals to contain different numbers of patterns, so the number of columns in the matrix representing an individual can be different, but the number of rows in each matrix is the same: equal to the number of different items (m) plus one row containing the number of times the cutting pattern is used.
Creation of initial population: in order to generate the initial population an adaptation of the simple Repeat Exhaustion Reduction (RER) Heuristic (Hinxman, 1980) is used. It can be summarized as follows.
Step 1: Construct a cutting pattern a j .
Step 2: Apply this cutting pattern as many times as possible (i.e., determine x j ), without exceeding the demand for any item.
Step 3: Update the demand and repeat steps 1 and 2 until the demand is fully met (we have a feasible integer solution).
In order to assist evolutionary search the initial population should sample the search space, so it is important to generate individuals with different characteristics. Two different approaches were used to construct a cutting pattern in Step 1. Each of these ranks items in a different way and then selects items to go into the cutting pattern according to this rank: 
RER 2:
Rank items randomly and, once an item is chosen, determine the number of times it will be included on the cutting pattern according to the minimum value between the remaining space and a percentage of the item's demand. This percentage is randomly chosen, between 10% and 100% of the item's demand and is fixed to every item that will be included on the same cutting pattern. The idea is to have items with similar demand on the cutting pattern and it will help in reducing the number of different cutting patterns.
Once a cutting pattern is constructed the number of times it will be cut, x j , is determined by taking the maximum value possible, so that it does not overproduce the demand of any item that belongs to this cutting pattern.
One individual is constructed by using RER 1 and remaining individuals of the initial population are constructed using RER 2. The population-size is a parameter of the GA.
Offspring creation: to create a new individual firstly global recombination is applied to select up to g genes (cutting patterns), then, if necessary, a constructive heuristic is applied.
The recombination operator successively applies the selection operators described above to select a parent, and then chooses a random gene from that parent, taking care not to choose a gene which produces an item for which the residual demand has already been met. The parameter g must be previously defined and it is based on the population characteristics. In this paper we use the mean number of cutting patterns of the individuals from the current population plus a certain percentage that gives a higher chance of selecting cutting patterns. If, before g attempts, the demand for each item is met, then we have a feasible individual. Otherwise, an additional constructive heuristic phase is carried out in order to create a feasible solution. In this step, the Repeat Exhaustion Reduction heuristic (RER1) is used again, considering only the residual demand.
This differs from the traditional use of both recombination and a mutation operator to create necessary diversity to permit evolution. In our case diversity is created by (i) the use of heuristics to generate novel patterns continuously throughout the run, (ii) the use of randomized global recombination to select patterns into an offspring, coupled with (iii) the incorporation of constructive heuristics within recombination to control how many patterns are added, and finally (iv) the use of the RER1 heuristic to create new patterns to meet residual demand if needed.
Definition of the x j -value: each time the recombination operator selects a gene, the associated x j -value (number of times this cutting pattern will be repeated) is recalculated. Starting from zero, we incrementally increase x j , noting the values at which the first and the last items have their demand satisfied, and which those items are. We choose x j according to the value for the last item if the overproduction of the first item is less than a parameter . Otherwise we choose x j values which just meet demand for the first item. The parameter is related to the length of overproduction.
The idea behind this procedure is that when we choose x j according to the last item, every item that belongs to that cutting pattern will have its demand met, which should help reducing the number of cutting patterns needed, at the cost of some overproduction. Conversely, when we choose x j according to the first item, only this item will have its demand satisfied, consequently there will be much less overproduction, which will be good for reducing the waste of material (trim loss or number of objects) but more cutting patterns will be required to produce the other items, which will increase the number of setups.
Stopping criterion: it is defined as the maximum number of iterations, where each iteration represents the generation of an individual.
COMPUTATIONAL RESULTS
This section is divided in two parts. In the first one we used a set of forty "real-world" instances from the literature (Umetani et al., 2003) , where results are available for several existing algorithms, giving the minimum loss solutions found for different (fixed) numbers of setups (cutting patterns). For each instance we compare these with the range of results found from a single run of the MOGA algorithm. We use a single run in these tests because the aim is to show the multiobjective aspects of the solutions. A statistical analysis will be done on the results presented in Section 5.2.
The second data set comprises 1800 instances generated by the Random Generator CUTGEN1 (Gau & Wäscher, 1995). We compare the solution quality of our multi-objective approach against other single objective methods proposed in the literature. In this case we focus on the best solution, in terms of number of objects to be cut, of our final population.
MOGA was implemented in C++ and the computational tests were carried out on an Intel(R) Core(TM) i5-2410M, CPU 2.30 GHz 2.30 GHz with 4.0 GB of RAM, under Windows 7 Professional.
Extensive computational tests were carried out and several parameters were tested. For the computational results, the parameters used in MOGA are: the size of the initial population was set equal to 50; the maximum number of genes (g) was based on the average of the number of genes of the individuals from the initial population plus 20%; the limit of overproduction ( ) produced by a cutting pattern j when cut a number of times (x j ) is fixed to 1.5L (see definition of the x j -value in Section 4.2); the stopping criterion (maximum number of iterations) was set to 5000 and the parameters related to the rank-based fitness function was σ share = 2/(P − 1) and β = 1.
Practical Data Set
As in Lee (2007) We compare the proposed MOGA method against three other methods from the literature that present sets of non-dominated solutions for these instances taken from multiple runs (in the case of the two local-search based methods): ILS03, Crawla and Symbio proposed, respectively in Umetani et al. We present every non-dominated solution found by our method. While it is not so simple to find a good way to provide summary statistics to make a specific point, we have highlighted certain success of our method. Under our method "MOGA" we have indicated with " * " runs for which the best trim loss that we obtained was lower than the best trim loss obtained by all the others methods (regardless of the number of cutting patterns) and with " * * " runs for which our method obtained the optimal trim loss according to Table 1 . Observe that we obtained the optimal trim loss for eleven instances with L = 9080. Notably, in all but three cases the final MOGA population contained a choice of non-dominated solutions which were competitive with, or better than the best results found from multiple runs of other algorithms. In each of the remaining three cases, when only one non-dominated solution was found in the final MOGA population, that solution had trim loss of less than a third of the best found by other methods. , we found solution with less trim losses and more setups, which confirms the difference between these two solution methods. It is possible to see that for some instances they are far from the optimal trim loss. Our complementary results can be important depending on the characteristics of the (practical) problem we are solving. Another point that must be highlighted is that our method is quite efficient, and it takes on average around 5 seconds to solve each instance, while their method took between 60 and 80 minutes for solving each instance. So, it is possible to conclude that the proposed multi-objective GA appears as a very simple and efficient alternative for producing non-dominated solutions for these 40 practical instances.
Randomly Generated Data Set
The eighteen classes of instances generated by the Random Generator CUTGEN1 (Gau & Wäscher, 1995) were used. For each class, 100 instances were generated and solved. So, the 1800 instances were generated according to the following parameters (Table 4 ):
• Number of types of ordered items: m = 10, 20 and 40;
• Object length: L = 1000; For each class, the fifth column of Table 4 also shows the mean of the optimal solution for the number of objects n j =1 x j , considering the single objective problem of minimizing the number of objects. The sixth column shows the lower bounds for number of different cutting patterns n j =1 δ(x j ). The optimal solutions were obtained as in Table 1 and the lower bounds were presented in Yanasse & Limeira (2006).
In Table 5 we present the computational results comparing our MOGA, using the same parameters as above, with the results from four previously published methods. For each presented method, the first column is the number of objects, n j =1 x j , and the second column is the number of different cutting patterns, To reiterate, the published results for these four algorithms do not present a set of non-dominated solutions, but only one solution with the "best" balance between the number of objects and the number of different cutting patterns. Therefore in order to compare our method with these methods, the results for the MOGA present the non-dominated solution of the final population with the fewest objects. Observe that we could choose another non-dominated solution. To give an idea of the number of non-dominated solutions, we include two additional columns for the MOGA. Column ND is the average number of non-dominated solutions. These solutions have different cutting patterns and/or different frequencies. However, some of these solutions have the same value for the number of cut objects n j =1 x j and for the number different cutting patterns For the first six classes (C1-C6), where the length of items vary between 1% and 10% of the length of the objects (small items), MOGA obtained the third best average in terms of number of objects, but obtained the worst average in terms of number of different cutting patterns. When the lengths of the items increase to 1% up to 80% of the length of the objects (median items), i.e., classes (C7-C12), MOGA obtained the second best average in terms of number of objects after KOMBI. Similar results were obtained for classes C13-C18 which include big items that vary between 20% and 80% of the length of the objects. We can conclude that, taking the best solution in terms of number of objects, our method produces good results when the number of objects is analyzed, but this solution is not good in terms of the number of different cutting patterns. However, the reader should be aware that this comparison only considers the member of final population with the fewest objects -and that since the algorithm is designed to produce a diverse set of solutions, others will have different tradeoffs between objects and cutting patterns. On overall average our method produced 3.4 different non-dominated solutions for each instance. Since the number of cutting patterns is integer this limits the possible diversity and 3.4 seems to be a good number of non-dominated solutions.
Considering the computational time, it is not easy to do a complete comparison because of the difference between the machines. However, it is possible to observe in Table 6 that our method is relatively fast (it takes, on average, 11.48 seconds to solve each instance). Moreover, it is relatively robust and does not vary much according to the characteristics of the instances (see, for instance, class C12). Regarding the direct comparison between the two GAs, observe that in Tables 5 and 6 we compare our method, which finds, for each instance, a set of non-dominated solutions, against other methods including the method presented in Golfeto et al. (2009a) which finds only one solution for each instance. Referring to the results presented in Table 5 , we are comparing our method against Symbio1 which is the best (in terms of saving in waste) single objective method presented in Golfeto et al. (2009a) . Even comparing with Symbio1, we obtain slightly better results. A comparison with Symbio5 or Symbio10 would give a more explicit difference in favor of our method. Moreover, Table 6 shows that, on average, our method took only 11.47 seconds, while their method took 106.58 seconds to solve each instance. It is worth re-emphasizing that our method finds a set of non-dominated solution while their method finds only one solution.
CONCLUSION AND FUTURE RESEARCH
This paper dealt with the one-dimensional cutting stock problem considering two conflicting objectives. In practice, hundreds of different items may need to be cut, requiring thousands of different cutting patterns, which makes even the minimization of loss problem difficult to solve. When other practical aspects, such as reducing production time lost to set-ups are taken into account, the resulting nonconvex multi-objective function is far more complex. In order to deal with this difficulty, we have proposed a straightforward multi-objective genetic algorithm. The proposed method is very simple, flexible in terms of the objective function to be minimized and relatively efficient in terms of computational time. Considering the quality of the produced solution, the method is competitive with other methods from the literature and it has the advantage of producing a set of non-dominated solutions, from which the decision maker can choose according to the many factors which influence businesses.
