• In order to perform meta-analysis, we need to select a model structure: fixed-effect model or random-effect model.
• The model selection is based on the different sources of sampling error and impacts the meaning of the overall effect.
OBJECTIVES
• Our objective was to enhanced the model selection by using indicators in addition of the Cochran's Q-test for measuring between-study variance and comparing it to within-study variance.
METHODS
• We propose a review of three between-study variance estimates and two indicators in order to help the model decision process in addition of Cochran's Q-test.
• We have proposed three different estimates for the between-study variance based on literature review and Cochrane collaboration recommendation: Der-Simonian and Lair have proposed a between-study variance estimate based on the Cochran's Q-test (1) • The last method evaluated is the moment method one where the estimate is obtain thanks to the moment method equations (1):
• We have propose to evaluate the different methods not directly by the estimation of the between-variance but by different indicators which allows us to determine in which proportion this betweenstudy variance influences the model estimation.
• We have proposed for this to use two indicators presented by Higgins and Thompson: the I 2 and the H 2 .
• The H 2 can be defined as following (2):
Cochran's Q-test  And k: number of studies included in our meta-analysis.
• The H 2 can be interpreted as a measure of the entropy reduction by adopting a random-effect model compared to a fixed-effect model. The entropy is a measure of the uncertainness in the estimation, a high reduction of it is a measure a the precision gain by adopting a more complex model.
• The I 2 can be defined as following (2):
 Where 2 is our estimation of the between-study variance  σ 2 is our estimation of the within-study variance
• The I 2 is commonly accepted as a measure of the influence of the between-study variance in the imprecision. At the difference of the H 2 , the I 2 is between 0 and 1 and measure the percentage of imprecision which came from the difference between-study in the total estimation of the variance.
Laliman V 1 , Roïz J 2 1 Ensai student, Bruz, France; 2 Creativ-Ceutical, London, United-Kingdom CONCLUSIONS • We have evaluated the different methods for estimating the betweenstudy variance in order to determine which method is the more sensible for detecting heterogeneity and computing our indicator of potential gain for using a random-effect model compared to a fixed-effect model, we finally recommended the Der Simonian and Lair method for its precision.
• The two indicators have a trend to under-detect the real presence of heterogeneity, bias which trend to 0 with the increase of the number of studies included in the meta-analysis. Alternatively, the two indicators allow us to measure precisely the contribution in estimate precision increase by adopting the random-effect model.
• We have evaluated the different methods of estimation by using the following simulation process:
 We randomly generated a sample of studies to be pooled in meta-analysis in the following scenarios:
-Heterogeneity, defined as the ratio between-study and within-study variance: varied from 0 to 3 -Sample size, defined as the number of studies included: either 5, 10 or 20 -Within-study variance was kept fixed, at a value of 20  For each sample, the treatment effect was pooled using the random-effect method, the between-study variance was estimated using various methods (Der Simonian, Moments, Two-step der Simonian), and the heterogeneity assessed using the I 2 and H 2  This process was repeated 10,000 times for each scenario (number of studies * level of heterogeneity).
RESULTS
• We presented the results of the simulation. We presented on this poster only the results of the I 2 , the H 2 evaluation is available on demands.
