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Capacity Enhancement of Band-Limited DS-CDMA
System Using Weighted Despreading Function
Yuejin Huang, Member, IEEE, and Tung-Sang Ng, Senior Member, IEEE
Abstract— This paper addresses capacity enhancement of a
band-limited direct-sequence code-division multiple-access sys-
tem by using a weighted despreading function (WDF) in the
receiver. An ideal Gaussian channel with perfect power control
is assumed. The system performance is measured by the signal-
to-interference-plus-noise ratio of the decision variable derived
in the frequency domain, the bandwidth efficiency factor, the
capacity enhancement factor, and the bit-error rate. It is shown
that tuning a parameter of the WDF employed helps to partially
flatten the in-band cross-spectrum of a pair of spreading and
despreading functions. Numerical results show that the capacity
of the proposed system improves over the conventional system
using rectangular despreading function. To assess practical im-
plications of the WDF receiver, the sensitivity to timing error is
also analyzed.
Index Terms—Band-limited systems, cellular bandwidth effi-
ciency, direct-sequence code-division multiple access, weighted
despreading function.
I. INTRODUCTION
IN A direct-sequence code-division multiple-access (DS-CDMA) system, a major limitation to system capacity
is due to multiple-access interference (MAI). To increase
system capacity, several techniques have been proposed for
MAI rejection, e.g., multiuser detection [1]–[4] and noise
whitening technique at the symbol level [5], [6] or chip
level [7]–[10]. These techniques improve system performance
significantly because of the assumption of infinite bandwidth
or knowledge of other user information. In a band-limited
DS-CDMA system, a critical consideration on system design
is how to efficiently use a given bandwidth. It has been
shown that the spreading signals with flat power spectral
density (PSD) across the bandwidth will yield the optimal
performance [11]. For example, in the IS-95 standard, each
of the chip pulses of a spreading signal is shaped to be
approximately a Sinc function to achieve the flat in-band
spectrum. The cost is the complicated production of the pulses
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because of each pulse’s long duration in the time domain.
When spreading signals with nonflat spectrum are used in
practice, different techniques can be employed in the receiver
to compensate for the in-band PSD of the received nonflat
spectrum signals, for example, the prewhitening filter in [7]
and [8] and the system with polar nonreturn-to-zero signaling
and Manchester signaling in [12]. In [9], a receiver (single-user
detector) with weighted despreading functions (WDF’s) was
proposed for MAI rejection. The technique can be considered
as an approximation to the optimal noise-whitening receiver
(ONWR) [7] and the performance analysis was done under
the assumption that system bandwidth is infinite. Comparing
with the ONWR, the WDF receiver can be built and adjusted
easily. The potential to partially whiten the in-band PSD of
the received colored signals and hence to improve the system
performance in band-limited scenario was also hinted at in
[9]. It is currently an open problem to derive the optimum
solution for the finite bandwidth case.
In this paper, we extend the work in [9] to band-limited
signals. In our approach, the transmitted signals are generated
by passing square-wave spreading signals through an analog
low-pass filter. Such a transmitter is simple and can operate at
high chip rates. By using the proposed WDF in the receiver, it
will be shown that the in-band cross PSD of a pair of spreading
and corresponding WDF’s can be flattened by simply tuning
a parameter of the WDF. As a result, system performance
improves especially when the additive white Gaussian noise
(AWGN) is insignificant. If there is no constraint on system
bandwidth, we will show that more improvement on the system
performance can be obtained by tuning the WDF parameter
as the bandwidth increases. When the bandwidth extends to
infinity, the system performance coincides with the results
derived in [9]. Further, to assess practical implications, the
sensitivity to timing error of the proposed receiver is analyzed.
The rest of the paper is organized as follows. Section II
describes the system model. In Section III, the signal-to-
interference-plus-noise ratio (SINR) of the decision variable
for a band-limited DS-CDMA system is derived in the fre-
quency domain when the WDF is employed. This is followed
by numerical results in Section IV. Analysis of sensitivity to
timing error is given in Section V and finally, in Section VI,
conclusions are given.
II. SYSTEM MODEL
Suppose there are CDMA users accessing the channel.
The transmitter for the th user is shown in Fig. 1(a). The
0090–6778/99$10.00  1999 IEEE
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(a)
(b)
Fig. 1. System model for the kth transceiver: (a) transmitter and (b) receiver.
transmitted binary data signal is first multiplied by
a spreading signal with phase synchronized to
to spread each data bit. Then the spreading signal with
data information is passed through an analog low-pass filter
with impulse response to limit the out-of-
band emissions. The output signal of is used to
modulate a carrier at , thus producing a BPSK modulated
signal. The spreading and data signals for the th user are
given by and
, where and are chip and bit
duration, respectively, and for and
, otherwise. In our study, and are modeled
as independent random variables taking values 1 or 1 with
equal probabilities. It is assumed that there are chips of a
spreading sequence in the interval of each data bit and
the spreading sequence is a random binary sequence. The
transmitted signal for the th user is
(1)
where and “ ” denotes convolution. The
transmitted power and the carrier frequency are common
to all users. The parameter is the phase of the th user.
In a Gaussian channel with perfect power control, the
received signal at the input of a receiver is given by
(2)
where is the number of active users, is
random phase uniformly distributed on , and is
AWGN with two-side PSD .
For BPSK modulation, the structure of the th receiver
is shown in Fig. 1(b). In the receiver, there is an analog
low-pass filter with impulse response placed
between the WDF and the multiplier [13]. For the purpose
of whitening the spectrum of received colored MAI signals,
the receiver is designed to have the impulse response matched
to where 1 is the WDF
with details given below. To simplify the notation, an analog
1It has been pointed out by an anonymous reviewer that a^i(t) can be
obtained by passing a(t) through a filter hr(t) =  (1 L())/2(t+T)+
(t)  (1  L())/2(t  T).
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bandpass filter between the input signal and the multiplier is
ignored because its effects on signal-to-interference ratio (SIR)
can be merged into those of the transmitter filter . The
WDF for the user ’s receiver can be expressed as [9]
(3)
where ; and , for
is the th chip weighting waveform for the th receiver
conditioned on the status of three consecutive chips ,
, . The th conditioned chip






with the elements of the chip weighting waveform vector
, selected as [9, eq. (7)]
(5)
where , is a parameter
of the chip weighting waveforms, is a monotonically
decreasing function of and is defined as
. The constant is chosen equal to 6.3 in this study to
minimize the effect of timing error on performance and will be
further explained in Section V. When in (5), the chip
weighting waveforms reduce to the rectangular




We arbitrarily choose the th user as the desired user and
analyze the SINR performance of the proposed receiver for
data symbol . After the filter with the impulse response
matched to , the conditional
output random variable of the th user receiver, denoted by
, can be expressed as
(6)
where is the coherent carrier reference of the
desired user and is the WDF for the th bit of
the desired user. Since the carrier frequency is much larger
than in a practical system, the double-frequency terms in
(6) can be ignored. Then (6) is reduced to
(7)
where the first, second, and third components are the desired,
noise, and MAI components which are described in detail
below. According to (6), the desired signal term in
(7) can be expressed as
(8)
From (6), the noise term in (7) can be expressed as
(9)
where the terms and are low-pass equivalent
components of the AWGN . In the third component of
(7), the term is given by
(10)
To express the SINR in the frequency domain, we assume
that the processing gain is so large that the characteristic of
all sub-sequences of length for each user can be represented
approximately by the average characteristic of the sequence
employed. To simplify the notation, we also assume that the
two analog low-pass filters and in the transmit-
receive chain are identical and have the same frequency
response . Then, following the approach used in [13],
(8) can be expressed in the form
(11)
where , with a parameter , is the cross PSD of a
pair of spreading and WDF’s. Also, using a similar derivation
in [13], the variance of the white noise term , denoted
by , can be represented as
(12)
where is the PSD of the WDF. The variance of the
MAI term in (7), denoted by , can be
expressed as [13]
(13)
where is the PSD of the spreading function. By
definition, the SINR is given by
(14)
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where , , and are given by (11)–(13),






B. Cross- and Auto-Power Spectra
In order to obtain the cross PSD, we first evaluate the
cross-correlation function of an arbitrary spread-
ing function and its corresponding WDF . By
definition, we obtain
(18)
Using (3), (18) becomes
(19)
where , , . Because
is independent of , when
, (19) reduces to
(20)
The cross-correlation function depends on as
well as on . Note that a time shift changes the phases
of the components of a waveform but does not affect its
power spectrum. We can evaluate the cross PSD, denoted by
, by assuming the time variable in (20) is a random
time shift uniformly distributed in [14]. Thus, we can
simply average (20) over the time shift and obtain the cross-
correlation function with a parameter by using (4), which is
independent of the time variable
(21)
for . Substituting (5) into (21), we obtain
.
(22)
Since , the cross PSD is
the Fourier transform of (22) with respect to , viz.
(23)
The PSD of the spreading function , denoted by ,
is easily shown to be
(24)
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Similar to the derivation of (23), the PSD of the
WDF is given by
(25)
After some algebraic manipulation, it can be proved that
(26)
Substituting (23)–(25) into (15), we obtain the system SINR
which is a function of and (the number of active users).
For a given , tuning leads to maximization of SINR .
Clearly, the expression of SINR is too complex to be tuned
adaptively for different in a practical situation. However,
when is large or when the system is operating near capacity,
the AWGN is negligible and the optimal SNR performance
can be achieved by a fixed [see (28) and Fig. 4].
C. Bandwidth Efficiency Factor
To simplify the performance analysis of the band-limited
CDMA system, we assume that the two analog low-pass filters










fTc with " as a parameter: (a) fTc from zero to six and (b) ftc from zero
to one.
where is the system bandwidth. Thus, substituting (27) into




is referred to as the bandwidth efficiency factor [12]. For a
CDMA system operating near capacity, the AWGN is usually
insignificant when compared with the MAI, so that the system
performance relies only on SIR and hence .
Clearly, when the cross-PSD is a constant across
the bandwidth , can reach its maximum value
of one. To illustrate the effects of on in-band PSD, we
plot the normalized cross spectrum
against normalized frequency (from zero to six) for three
values of in Fig. 2(a). Note that the WDF employed reduces
to a rectangular spreading function at , and the solid
curve in the figure represents the cross PSD of a conventional
receiver. From these curves, we also observe that the relative
strength of the cross PSD at high frequency becomes larger as
increases. Fig. 2(b) shows the normalized cross PSD versus
normalized frequency (from zero to one) for three values
of . Clearly, assuming that the system bandwidth is equal to
the chip rate, the in-band can be partially flattened
by tuning .
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(a)
(b)
Fig. 3. System SINR(") against " when N = 255 and K = 75: (a) SINR
for B = 1=Tc with b as a parameter and (b) SINR for b = 15 dB with
B as a parameter.
For the purpose of performance comparison between the
proposed and the conventional receivers, we define the capac-
ity enhancement factor in decibels, as
(30)
which is also a function of and . Notice that
is the bandwidth efficiency factor for the conventional CDMA
receiver with .
IV. NUMERICAL RESULTS
In the following, , , and given by
(27) are used when either the SINR or the bit-error rate (BER)
performance are evaluated. For the BER evaluation, Gaussian
assumption is used as and are large.
Let us first consider the SINR performance. Upon using
(15) with given by (27), we plot in Fig. 3(a) the
system SINR versus with and using
as a parameter. Note that the values of SINR for
different represent the SINR performance of a conventional
receiver with rectangular despreading function. From this
figure, one can see that the SINR performance of the proposed
receiver can be improved by tuning , but the amount of the
improvement is limited due to the bandwidth constraint of
(a)
(b)
Fig. 4. Two factors versus " with bandwidth B as a parameter: (a) band-
width efficiency factor FBE("; B) and (b) capacity enhancement factor
C^Gain("; B).
. For example, the increased SINR by tuning is
about 1 dB at dB. From this figure, it is also clear
that the gap between curves with dB and dB
is much larger than that between the curves with dB
and dB. This indicates that the system SINR increases
as increases when the AWGN is significant. On the other
hand, when the MAI dominates over the AWGN (large ),
the SINR gain with the same increase of is relatively small.
To show the effect of bandwidth on system SINR, we plot the
SINR versus for different values of at a fixed
dB in Fig. 3(b). Clearly at the considered and for a given
bandwidth , SINR can be optimized by tuning . It is also
clear from the graphs that the increase in SINR by tuning
is far greater than the conventional receiver ( ) for the
same increase of bandwidth. This implies that the conventional
receiver, from the point of view of bandwidth efficiency,
becomes less effective as the bandwidth increases. Although
increase in bandwidth continues to improve the performance
of the proposed receiver, the returns become marginal after
at the given .
Next we consider the bandwidth efficiency factor
[given by (29)] which is a measure of performance
of a band-limited CDMA system operating near capacity.
Fig. 4(a) plots versus for four values of . From
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Fig. 5. BER performance versus b for three values of bandwidth B when
N = 255 and K = 75.
this figure, one can see that the bandwidth efficiency factor at
is always larger than that at higher bandwidth. This
figure also shows that at a given bandwidth, can
be increased just by tuning , e.g., ,
, and , etc.
Note that is the bandwidth efficiency
factor for the conventional receiver when . As a
result, the SIR is also increased because SIR given by
(28) is proportional to the factor . In Fig. 4(b),
the capacity enhancement factor is plotted
against with bandwidth as a parameter. In contrast
with , increases as increases. The
graphs indicate the use of WDF in a receiver can provide
substantial improvement over the conventional receiver
( ). In the case when the bandwidth is constrained to
satisfy , the factor can be increased
up to about 1 dB by tuning .
Finally, let us consider the BER performance of the pro-
posed receiver. The error probability is defined as
where .
Fig. 5 shows the BER performance of both the proposed
and the conventional receivers versus for three cases of
bandwidth. At a given bandwidth, the improved BER is
obvious when using the WDF in the receiver. The curves
in Fig. 5 also show clearly that the improved BER of the
proposed receiver is much larger when compared with the
conventional receiver for the same increase in bandwidth.
From this figure, it is also apparent that the BER performance
of the proposed receiver can be improved without floor when
system bandwidth is infinite. On the other hand, the increased
performance of the conventional receiver is limited even
though system bandwidth extends to infinity.
V. SENSITIVITY TO TIMING ERROR
In previous sections, all the results are obtained with the
assumption that no timing error exists. However, to assess
whether the improved performance is practically achievable or
(a)
(b)
Fig. 6. Normalized cross-correlation function and desired signal strength
with " as a parameter: (a) normalized cross-correlation function







(0; ") for two values of B.
not, it is important to evaluate the relative sensitivity to timing
error for both the proposed and the conventional receivers.
For this purpose, we plot the normalized cross-correlation
function for three values of
when in Fig. 6(a) where is given by
(22). Note that corresponds to the cross-correlation
function of the conventional receiver. As the relative strength
of the desired signal in the decision variable depends only on
the value of at sampling instances, it is apparent that
the proposed receiver is more sensitive to timing error than
the conventional receiver as increases. For example, at the
sampling instant of 0.1 , ,
, and . In other words, when the
system bandwidth is infinite, the performance degradation of
the proposed receiver due to the same timing error is much
greater than that of the conventional receiver.
We now analyze a band-limited system as follows. From
(8), the desired signal term with timing error for the zeroth
bit, denoted by , can be expressed in the form
(31)
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Assuming that , (31) becomes
(32)
For large processing gain , (32) can be approximately
represented by the ensemble cross-correlation function [13].
Therefore, we obtain
(33)





To illustrate the effects of bandwidth on the degradation of
desired signal strength due to timing error , we plot normal-
ized desired signal strength against the
timing error with as a parameter in Fig. 6(b) for the cases
of and . It is apparent that degradation
in due to timing error becomes more
serious with increasing bandwidth and increasing .
To show the increased SINR at a given by using WDF
in the receiver, we define the SINR gain in decibels as
(36)
where SINR denotes the SINR of the decision variable
at a given and . Clearly, SINR is the SINR of the
conventional receiver with timing error . Replacing
in (14) by (34), the SINR for the zeroth bit at a given can
be represented as
(37)
where is independent of and
SINR is equal to the SINR defined by (14). Substi-
tuting (37) into (36), we obtain
(38)
where is the SINR gain by using the WDF in the
receiver when no timing error exists and is given
by (34). According to Fig. 3(a), is about 1 dB
when , , , dB, and .
Assuming dB and then using (38), we obtain
dB and
dB. This example indicates that performance improvement can
be achieved without unreasonable timing requirements.
It is now clear that the effect of timing error on the system
performance is proportional to . By an appropriate choice
of the constant in the expression of , one can reduce
the effect of timing error on performance to a minimum. By
calculating the rate of increase of with various
values of when equals the chip rate, we found that the
highest rate of change can be achieved by choosing .
This value of is used in all numerical computations of the
paper.
VI. CONCLUSIONS
In this paper, we have presented the analysis of a band-
limited DS-CDMA system using WDF in the receiver. The
WDF employed partially flattens the in-band cross-power
spectrum of a pair of spreading and WDF’s and hence helps
to improve the system performance and increase the system
capacity. When the system bandwidth is equal to the chip
rate, numerical results show that the capacity of the proposed
system with optimally tuned can be increased up to about
1 dB compared to the conventional system with .
It is further illustrated that the wider the system bandwidth
available, the better the performance can be achieved by tuning
the of the WDF employed. Finally, we have analyzed the
sensitivity to timing error for the proposed receiver. Numerical
computation shows that the increase in capacity presented in
this paper is achievable without unreasonable timing tracking
requirements.
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