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ABSTRACT. In this paper we prove a parabolic Triebel-Lizorkin space estimate for the operator given by continuously. It has an application to a class of stochastic integro-differential equations of the type du = −(−∆) α/2 ud t + f d X t .
INTRODUCTION
This paper is concerned with the regularity of solutions of the following stochastic partial differential equations
where 0 < α ≤ 2 and X t are Lévy processes. The solution can be represented by the stochastic integral u(t, x, ω)
where the kernel is given by
For general background of Lévy processes and stochastic calculus, see, for example, Applebaum's monograph [1] .
The concepts of solutions and L p -theory of the stochastic partial differential equations were already established by N. V. Krylov [8, 9] . He studied the regularity of solutions to the above problem when α = 2 and X t is a Brownian motion in [7] . The Burkholder-Davis-Gundy inequality implies that
where X denotes the expectation Ω X (ω)d (ω). He proved that the above parabolic square 
We note that the desired result also can be deduced from certain deterministic estimates after applying the Kunita inequality.
The purpose of this paper is to further elucidate the main estimates of this kind of regularity theorems. More precisely, we shall prove the following theorem.
then the operator T α given by
(Q) and satisfies
Here, the spaces
Throughout the paper, we shall use the notation a ≪ b, which means |a| ≤ c b for some positive number c.
Our method of proof was based on the Littlewood-Paley theory, Khinchine's inequality, and weighted convexity inequalities. By the direct application of the standard vector-valued singular integral theory, it is not easy to obtain this regularity result. Our proof is simple because we use the decay of the operator norms of the Littlewood-Paley pieces effectively.
PRELIMINARIES
In this section, we set down notations and definitions.
Triebel-Lizorkin spaces. Given a Schwartz function f , we define its Fourier transform by
The definition of Fourier transform extends naturally to tempered distributions.
It is a remarkable fact that several function spaces are characterized by using LittlewoodPaley theory. To define the Littlewood-Paley operators, we fix a radial Schwartz function Φ on d whose Fourier transform is nonnegative, supported in the ball |ξ| ≤ 2, equal to 1 in the ball |ξ| ≤ 1 and define Ψ(ξ) = Φ(ξ) − Φ(2ξ). We have the following partitions of unity
Then the Littlewood-Paley operators S 0 and ∆ j for all integers j are defined as
Now, we define the Triebel-Lizorkin spaces. Let s ∈ and 0 < p, q ≤ ∞. The Triebel-Lizorkin space F s p,q is the space of all tempered distributions f with
We remark that for 1 < p < ∞ and s ∈ , two Banach spaces 
It is extended outside the unit interval by period 1. In general
The Rademacher functions provide a very useful device in the study of Lebesgue norms in terms of quadratic expressions.
Lemma 2.1 (Khinchine's inequality). There exists a positive constant C depending only on p such
that for any sequence of complex numbers c j ,
This is a consequence of sub-Gaussian bounds. It follows from the fact that the sequence of Rademacher functions are mutually independent over [0, 1] and take values ±1 with equal probability. For the detailed proof of Khinchine's inequality, see the appendix of Stein's monograph [10] .
PROOF OF THE THEOREM
Step 1: First we note that
Because S 0 T α f = T α S 0 f and the kernel (1) is integrable in x uniformly in t, we have by
Let r j (z) denote the Rademacher functions. For 2 ≤ q, using Khinchine's inequality (8), we obtain that
Now, we observe that
This is easily verified by taking the Fourier transform with respect to the space variable. So, we
Let us denote
and
Then we can write the operator in (9) as
Therefore, using Jensen's inequality and the triangle inequality, we can write the last integral in (9) as
Step 2: In order to estimate the double integral inside the sum, we shall use Young's inequality. We claim that there exists a positive constant c such that
To see this, we use a change of variables to write
From the observation
we can carry out repeated integration by parts so that we obtain for some positive number c
Integrating with respect to x gives the estimate (11). By Young's inequality, the last integral in (10) dominated by
Step 3: Finally, we will estimate the following two integrals
Hölder's inequality gives    We change the order of integration and summation to obtain that I ≤ . Therefore, we get the desired result for the quantity I. 
