Abstract. In this paper, we investigate the complexity of computing locally optimal solutions for the local search problem MAXIMUM CONSTRAINT ASSIGNMENT (MCA). For our investigation, we use the framework of PLS, as defined in Johnson et al. [9] . In a nutshell, the MCA-problem is a local search version of weighted, generalized MAXSAT on constraints (functions mapping assignments to integers) over variables with higher valence; additional parameters in (p, q, r)-MCA simultaniously limit the maximum length p of each constraint, the maximum appearance q of each variable and its valence r. We focus on hardness results and show PLScompleteness of (3,2,3)-MCA and (2,3,6)-MCA using tight reductions from CIRCUIT/FLIP. Our results are optimal in the sense that (2, 2, r)-MCA is solvable in polynomial time for every r ∈ N. We also pay special attention to the case of binary variables and show that (6, 2, 2)-MCA is tight PLS-complete. For our results, we extend and refine a technique from Krentel [10].
Introduction
Local Search. Local search is a standard approach to approximate solutions of hard combinatorial optimization problems. Starting from an arbitrary feasible solution, a sequence of feasible solutions is iteratively generated. Here, each solution is contained in the predefined neighborhood of its predecessor solution and strictly improves a given cost function. If no improvement within the neighborhood of a solution is possible, a locally optimal solution is found. In practice, local search algorithms often require only a few steps to compute a solution. However, the running time is pseudo-polynomial in general and exponential in the worst case. The concept of local search reaches back to the late 1950s and early 1960s when it was first applied to the TRAVELING SALESMAN PROBLEM [2] . Since then it has been successfully applied to a wide range of problems from different areas, such as linear programs and clustering problems. For a more detailed overview of the application of local search, confer the book of Aarts et al. [2] and a recent survey by Monien et al. [12] . Recently, the field of local search has attracted additional attention from game theory [5] , since in many cases pure Nash equilibria are the local optima for the heuristic of selfish steps.
Polynomial Time Local Search. Johnson, Papadimitriou, and Yannakakis [9] introduced the class PLS (polynomial-time local search) in 1988 to investigate the complexity of local search algorithms. Essentially, a problem in PLS is given by some minimization or maximization problem over instances with finite sets of feasible solutions together with a non-negative cost function. A neighborhood structure is superimposed over the set of feasible solutions, with the property that a local improvement in the neighborhood can be found in polynomial time. The objective is to find a locally optimal solution. The notion of a PLS-reduction was defined in Johnson et al. [9] to establish relationships between PLS-problems and to further classify them. Not many problems are known to be PLS-complete, since reductions are mostly technically involved which seems to be in large parts due to the transformation of the neighborhood under the reduction. Not much is known about the relation of PLS to other complexity classes. By construction, PLS is contained in T F N P, the class of total functions from N P. It is though rather unlikely that PLS equals T F N P, since this would imply that N P is closed under complement.
In this paper, we investigate the complexity of computing locally optimal solutions for the fundamental PLS-problem MAXIMUM CONSTRAINT ASSIGNMENT (MCA). In a nutshell, the MCA-problem is a local search version of weighted, GENERALIZED MAXIMUM SATISFIABILITY (confer problem [L06] in Garey and Johnson [6] for a formal description) on constraints (functions mapping assignments to integers) over variables with higher valence. Additional parameters in (p, q, r)-MCA simultaniously limit the maximum length p of each constraint, the maximum appearance q of each variable and its valence r. We focus on hardness results and show PLS-completeness of (3,2,3)-MCA and (2,3,6)-MCA using tight reductions from CIRCUIT/FLIP. For our results, we extend and refine a technique from Krentel [10] . We are also interested in the special case of binary variables. For this, we investigate the (p, q, r)-VCA problem which differs from (p, q, r)-MCA in p now denoting the maximum sum of the valences of the variables minus the number of variables in each constraint. We present a general technique to reduce VCA-instances with arbitrary valence to VCA-instances over solely binary variables.
Notation and Contribution
In this section, we describe the notation, classes and problems used in the paper. For all j, k ∈ N with j ≤ k, denote [j : k] = {j, . . . , k} and [k] = {1, . . . , k}. Given a k-tuple T , let P i (T ), for i ∈ [k], denote the projection to the i-th coordinate.
PLS, Reductions, and Completeness
The fundamental definitions of a PLS-problem and the class PLS were introduced by Johnson, Papadimitriou, and Yannakakis [9] . The definition of tight reductions was introduced by Schäffer and Yannakakis [16] . All definitions can also be found in the book of Aarts et al. [1] . In the following definitions, we assume that all elements of all occurring sets are encoded as binary strings of finite length.
PLS-Problems
is characterized by seven parameters. The set of instances is given by D L ⊆ {0, 1} * . Every instance I ∈ D L has a set of feasible solutions F L (I), where feasible solutions s ∈ F L (I) and strings have length bounded by a polynomial in the length of I. Every feasible solution s ∈ F L (I) has a non-negative integer cost c L (s, I) and a neighborhood N L (s, I) ⊆ F L (I). INIT L (I), COST L (s, I), and IMPROVE L (s, I) are polynomial time algorithms. Algorithm INIT L (I), given an instance I ∈ D L , computes an initial feasible solution s ∈ F L (I). Algorithm COST L (s, I), given a solution s ∈ F L (I) and an instance I ∈ D L , computes the cost of the solution. Algorithm IMPROVE L (s, I), given a solution s ∈ F L (I) and an instance I ∈ D L , finds a better solution in N L (s, I) or returns that there is no better one. For sake of readability, we drop the index of the problem, where it is is clear from the context.
The Class PLS and PLS-Reductions. A solution s ∈ F L (I) is locally optimal, if for every neighboring solution s ∈ N L (s, I), c L (s , I) ≤ c L (s, I) in case L is a maximization PLS-problem and c L (s , I) ≥ c L (s, I) in case L is a minimization PLS-problem. A search problem R is given by a relation over {0, 1} * × {0, 1} * . An algorithm "solves" R, when given I ∈ {0, 1} * it computes an s ∈ {0, 1} * such that (I, s) ∈ R or it correctly outputs that such an s does not exist. Given a PLS-problem L, let the according search problem be R L := {(I, s) | I ∈ D L , s ∈ F L (I) is a local optimum}. Then, the class PLS is defined as PLS := {R L | L is a PLS-problem}. A PLS-problem L 1 is PLS-reducible to a PLS-problem L 2 (written L 1 ≤ pls L 2 ), if there exist two polynomial-time computable functions Φ : D L 1 → D L 2 and Ψ defined for {(I, s) | I ∈ D L 1 , s ∈ F L 2 (Φ(I))} with Ψ (I, s) ∈ F L 1 (I) such that for all I ∈ D L 1 and for all s ∈ F L 2 (Φ(I)) if (Φ(I), s) ∈ R L 2 , then (I, Ψ (I, s)) ∈ R L 1 . A PLS-problem L is PLS-complete, if every PLS problem is PLS-reducible to L.
Tight PLS-Reductions. Let L be a PLS-problem and I ∈ D L be an instance of L. The transition graph TG(I) of instance I is a directed graph with one vertex for each feasible solution of I and with an arc s → t, whenever t ∈ N L (s, I) and c L (t, I) is strictly better than c L (s, I). Schäffer and Yannakakis [16] define a PLS-reduction (Φ, Ψ ) from PLS-problem L 1 to L 2 to be tight, if for any instance I ∈ D L 1 , there exists a subset R of feasible solutions for the image instance J = Φ(I) ∈ D L 2 , such that the following properties are satisfied: 1 . R contains all local optima of J. 2. For every feasible solution s ∈ F L 1 (I), we can construct in polynomial time a solution t ∈ R of J such that Ψ (I, t) = s. 3 . Suppose that the transition graph of J, TG(J), contains a directed path q → · · · → q such that q, q ∈ R but all internal path vertices are outside of R, and let p = Ψ (I, q) and p = Ψ (I, q ) be the corresponding feasible solution of I. Then, either p = p or TG(I) contains an arc from p to p .
Note that tight reductions are transitive. This allows to define the tight PLS-completess of PLSproblems recursively: PLS-problem CIRCUIT/FLIP (see next section) is tight PLS-complete [9] . A PLS-problem B is tight PLS-complete if there exists a tight PLS-reduction A ≤ pls B for some tight PLS-complete problem A. Tight reductions are of special interest, since they preserve the PSPACEcompleteness of the standard algorithm problem [14, 17] , as well as the all-exp property [9, 12] ; for definitions, we refer the reader to [1, 9, 12, 14] .
Local Search Variants of Satisfiability and CIRCUIT/FLIP
We next present the PLS-problems which we consider in this paper. For sake of readability, we write limitations to a problem as a prefix. For the PLS-problems L studied in this paper, the algorithms INIT L , COST L , and IMPROVE L are straightforward and polynomial-time computable. For all problems, we use the neigborhood where the value of one variable is changed. All problems we consider are maximization problems. 
. , a(x ip i )).
As a modification of (p, q, r)-MCA, we introduce (p, q, r)-VCA where p now denotes the maximum sum of the valences of the variables minus the number of variables in each constraint. Note that (p, q, 2)-MCA equals (p, q, 2)-VCA.
Definition 2.
An instance of (p, q, r)-VALUE CONSTRAINT ASSIGNMENT (in short (p, q, r)-VCA) is also a set of constraints C over a set of variables X. Parameter q has the same meaning as in Definition 1. Parameter r denotes the maximum valence of the variables in X. For each constraint C i ∈ C, x∈C i (r(x) − 1) ≤ p, where r(x) denotes the valence of variable x ∈ X. Definition 3. A set of constraints is k-partite if there exists a partitioning p : X → [k] of the variables such that for every two variables x, y occuring in the same constraint, p(x) = p(y). Denote by (p, q, r)-MCA k-par the subclass of all (p, q, r)-MCA instances where the set of constraints are k-partite.
Definition 4.
A weighted predicate P (x 1 , . . . , x n ) over a set of r-valued variables {x 1 , . . . , x n } is a function P : [r] n → {0, 1} along with a weight w ∈ N. A weighted predicate can be viewed as a constraint with binary function values 0 and w.
Let x ∈ {x 1 , . . . , x n } be a variable in predicate P . We say that setting variable x to a new value improves predicate P if P was previously unsatisfied and is now satisfied. Setting variable x to a new value violates predicate P if P was previously satisfied and is now unsatisfied. Note that every constraint can be decomposed into a set of weighted predicates sharing the same set of variables; the function value for a given assignment is the sum of the weighted predicates which are satisfied. In the following definition, we assume that each constraint is viewed as a set of predicates Definition 5. A set of predicates is hierarchical if the weight of each single predicate dominates the sum of the weights of all predicates of smaller weight. A set of constraints is hierarchical if the union of all constraints is hierarchical.
The hardness results we present in this paper rely on known hardnes results for CIRCUIT/FLIP. Here, the problem is to find an input assignment for a given feedback-free boolean circuit S where the output, treated as a binary number, cannot be increased by flipping a single input bit.
Definition 6. An instance I ∈ D CIRCUIT/FLIP of problem CIRCUIT/FLIP (in short C/F) is a feedback-free boolean circuit S consisting of a set of gates G and a set of links L; denote input links X 1 , . . . , X n and output links Z 1 , . . . , Z n . The circuit S defines a function R : L×{0, 1} n → {0, 1}. Here, R( , (x 1 , . . . , x n )) is the value computed by S for link , if input links X 1 , . . . , X n have input bits x 1 , . . . , x n . For output link Z i with i ∈ [n] and input bits x = (x 1 , . . . , x n ), denote Z(x) i := R(Z i , x). The set of feasible solutions to instance I is F C/F (I) := {0, 1} n . The cost of solution
Related Work
The satisfiability problem has been intensively studied in the literature with numerous heuristics being developed. A survery can be found in Gu et. al [8] . An excellent overview on local search algorithms in general, its applications and tractability results, is presented in the books of Aarts et. al. [1] and Aarts and Lenstra [2] . For an overview of local search for SATISFIABILITY, confer the survey by Gu [7] . Chapdelaine and Creignou [4] show a dichotomy theorem for local search on boolean constraint satisfaction problems which is in the spirit of the dichotomy theorem presented by Schäffer [15] . A survey on the quality of solutions obtained via local search not only for satisfiability problems, is given by Angel [3] .
PLS was introduced in Johnson et al. [9] and the fundamental definitions and results are presented in [9, 16] . The work closest to ours is the work of Krentel [10] where the author outlines that (4, 3, 3)-MCA is PLS-complete. Schäffer and Yannakakis [16, 17] show that a natural local search version of the N P-problem MAXCUT is PLS-complete. Furthermore, Schäffer and Yannakakis show hardness for numerous other local search problems including a natural local search version of MAX-IMUM 2-SATISFIABILITY. The book of Aarts et al. [1] contains a list of all PLS-complete problems known up to the point of publication. For an updated list of hitherto known PLS-complete problems, we refer the reader to the survey by Monien et al. [12] .
Regardless of the tractability of exact local optima, approximate local optima can be computed efficiently for every linear combinatorial optimization problem in PLS, using the FPTAS presented by Orlin, Punnen, and Schulz [13] .
Our Contribution
We first focus on the hardness of (3, 2, * )-MCA and (2, 3, * )-MCA and optimize for minimum valence of the variables. As our main result, we show the intractability of local optima for (3, 2, 3)-MCA 3-par and (2, 3, 6)-MCA 2-par via tight reductions. Theorem 1. CIRCUIT/FLIP ≤ pls (3, 2, 3)-MCA 3-par using a tight reduction. Theorem 2. CIRCUIT/FLIP ≤ pls (2, 3, 6)-MCA 2-par using tight reductions
The above hardness results are optimal in the sense that (2, 2, r)-MCA is solvable in polynomial time for every r ∈ N. Additionally, we present a general technique to simulate arbitrary (p, q, r)-VCA-instances with VCA-instances over solely binary variables. We present a reduction, where the sum of the valences of the variables minus the number of variables in each constraint remains constant. Our construction proves the following theorem:
Theorem 3. For all p, q ∈ N and r ≥ 3, (p, q, r)-VCA ≤ pls (p, q, 2)-VCA using a tight reduction.
As a direct consequence of Theorem 3, we obtain the tight PLS-completeness of (6,2,2)-MCA. Corollary 1. CIRCUIT/FLIP ≤ pls (6, 2, 2)-MCA using a tight reduction.
For the proofs of Theorem 1 and Theorem 2, we use a technique introduced by M. W. Krentel in [10] . Krentel outlines that (4, 3, 3)-MCA is PLS-complete. His construction is not complete and we do not think that it can be extended to obtain a tight reduction. We sharpen essential parts of the reduction, reduce both parameters p and q and also obtain tightness. We think that reducing the parameters p and q is important. Many problems can be modeled in a natural way as SATISFIABILITY problems. In the N P-world, this has been exploited in a large number of cases. We think that also for PLS-problems it will help to sharpen the boundary between PLS-complete and solvable in polynomial time.
Roadmap. The rest of this paper is organized as follows: Section 3 presents the general method which we apply to prove Theorems 1 and 2. Section 4 proves the tight PLS-completeness of (3, 2, 3)-MCA 3-par . Section 5 alters the reduction from Section 4 and shows the tight PLS-completeness of (2, 3, 6)-MCA 2-par . Section 6 presents our general technique to simulate arbitrary (p, q, r)-VCA instances with with p, q ∈ N and r ≥ 3 with VCA-instances over solely binary variables and proves Theorem 3.
The General Method
In this section, we present the general method which we apply in Sections 4 and 5. We first present the setting and the general idea of our reductions before stating the necessary assumptions for CIR-CUIT/FLIP. We close with the concept of propagation trees.
The Setting. We reduce from problem CIRCUIT/FLIP which is known to be tight PLS-complete [9] . Given an instance I ∈ D CIRCUIT/FLIP , we construct an instance of (p, q, r)-MCA. In more detail, given a circuit S, we construct a set of constraints of length at most p from a set of variables; every variable has at most r values and appears in at most q constraints. Our construction extends and refines a method introduced by Krentel [10] who outlines that (4,3,3)-MCA is PLS-complete. The general layout, which we model with constraints in the reductions is now as follows:
Loading Logic Steering Logic The Idea in a Nutshell. We have depicted the general setting of our reductions in Figure 1 . It follows the technique introduced by Krentel [10] . The reduction involves two copies S 0 , S 1 of the given circuit S, a circuit S 2 , a comparator, a loading logic, and a steering logic. For all κ ∈ {0, 1}, circuit S κ has input links X κ 1 , . . . X κ n and computes the output bits in links Z κ 1 , . . . , Z κ n . Additional output links Y κ 1 , . . . , Y κ n compute the best neighboring solution if one exists or output the input vector otherwise. While all computations in the given circuit S are binary, we will use values 0, 1, d for variables , which represent links. Binary values for model the computation of circuit S. The additional value d (for "don't care") allows to reset the computation of circuits S 0 and S 1 . In detail, for the reduction this means that if all variables which represent output links of a gate g are set to d, then variables which represent input links for g can be modified without changing the correctness of the constraint modeling g. The output bits from output links Z 0 1 , . . . , Z 0 n and Z 1 1 , . . . , Z 1 n are compared using a comparator that also stores the current value of the cost function. The involved constraints represent a large part of our contribution. The loading logic takes as input the result of the comparator and additionally the better
It controls loading the neighbor from the circuit whichever of the first two circuits yields the bigger output into whichever of the first two circuits yields the smaller output. Circuit S 2 has 2n input links labeled X 2 1 , . . . , X 2 n , X 3 1 , . . . , X 3 n and operates on the identical input bits as circuits S 0 and S 1 in a local optimum. In the single output link best, S 2 returns the index of the input vector with the larger binary output or e if both input vectors yield the identical binary output. The results of best and the comparator feed the steering logic. The steering logic controls the reset procedure for the first two circuits and sets incentives for the special comparator. More details, outlining the control logic, which are essential for the correctness of our reductions and the improved results, are given in the respective sections.
Assumptions and Notation for CIRCUIT/FLIP. For an instance I ∈ D C/F with circuit S, we make the following assumptions: Without loss of generality, c C/F (x, I) = c C/F (x , I) for solutions x, x ∈ F C/F (I) with x = x . Otherwise, we may redefine the cost of each solution as c C/F (x, I) := M · c C/F (x, I) + num(x). Here, M is a sufficiently large integer and num(x) denotes the numerical interpretation of solution x. Circuit S consists of gates with at most three links. For technical reasons, every gate with three links is solely adjacent to gates with two links; every input link X i and every output link Z i for all i ∈ [n] is incident to a gate with one input link and one output link. Furthermore, for every input link X i with i ∈ [n] and every output link Z j with j ∈ [n], there exists a path in circuit S from X i to Z j . For output links Z 1 and Z n , we assume that Z(x) 1 = Z(x) n = 0 for all x ∈ F C/F (I). We assume that for given input bits x = (x 1 , . . . , x n ), circuit S additionally computes the best solution x ∈ N CIRCUIT/FLIP (x, I), if such a better solution x exists or sets x = x otherwise. Note that x is polynomial time computable and thus can be implemented in circuit S with at most a polynomial number of gates [11] . For representing x , additional output links Y 1 , . . . , Y n are used, i.e.,
Denote by CORRECT g : {0, 1} i → {T, F }, with i ∈ {2, 3} depending on gate g, the predicate describing the correct computation of the gate. We call a gate with i ∈ {1, 2} input links and j ∈ {1, 2} output links an (i, j)-gate. We denote the gate with input link X κ i for all κ ∈ {0, 1} and i ∈ [n] by g x κ i . For each (1, 1)-gate g ∈ G, we denote the input link by l 1 (g) and the output link by l 2 (g). For each (2, 1)-gate g ∈ G, we denote the input links by l 1 (g) and l 2 (g) and the output link by l 3 (g). For each (1, 2)-gate g ∈ G, we denote the input link by l 1 (g) and the output links by l 2 (g) and l 3 (g).
Let I be an instance of D C/F which contains circuit S with n output links. Denote by S 0 and S 1 copies of circuit S and let λ ∈ {0, 1}. Given a bit string a ∈ {0, 1} * , where a(x λ ) denotes the assignment of input bits for S λ , define
We drop the assignment where it is clear from context. Propagation Trees. In our reductions, we need to spread the value of some variable a to some auxiliary variables. In each locally optimal solution, we require that if a has value α then all auxiliary variables also have value α. In both reductions, we use a binary tree with root a, consisting of auxiliary variables as nodes and predicates of length two as edges. Here, predicates propagate the value of the parent node u to the children v 1 , v 2 . The actual implementation in the two reductions now differs in the use of the predicates. In our reduction for (2, 3, * )-MCA 2-par , we include these predicates as constraints to spread the value of a; by construction, every such constraint has length two and every variable appears at most three times. In our reduction for (3, 2, * )-MCA 3-par , we introduce a constraint consisting of the predicates for {u, v 1 } and {u, v 2 }. By construction, every such constraint has length three and every variable appears twice. Generally, weights exponentially decrease on each level from the root node to the leaves. We denote the root of some propagation tree T by root(T ), its set of leaves by leaves(T ), and its height by height(T ).
In this section, we show that (3, 2, 3)-MCA 3-par is tight PLS-complete. The variables, predicates, and constraints are defined with their extensibility in mind. We present the reduction function Φ and the solution mapping Ψ . Given an instance I ∈ D CIRCUIT/FLIP , we construct an instance Φ(I) = (F, X) ∈ D (3,2,3)-MCA 3-par with a set of constraints F and a set of at most ternary variables X. Every constraint C i ∈ F has length at most 3 and every variable x ∈ X appears in at most 2 constraints. Table 1 : The labeling and meaning of identifiers we use. Here, i ∈ {0, 1, 2}.
Identifier Meaning
S i copy i of input circuit S G i set of gates in circuit S i G i in set of gates incident to some input link in circuit S i L i set of links in circuit S i X i L set of variables corresponding to links in L ĩ Q Q 0 ∪ Q 1 , for all Q ∈ {G, L, X L }
Constraints.
In our reduction, we use the notation for sets as listed in Table 1 . We define constraints which are composed of sets of predicates. In the following, whenever we use κ in the index of a predicate this is to denote that there are actually two predicates in F, one for κ = 0 and one for κ = 1. Constraints consisting of more than one weighted predicate are listed in Table 2 . All other constraints are weighted Constraint, Index Set of weighted predicates Identifiers
, (5), (7), (8), (10) predicates. The set of constraints is then
where T denotes the set of predicates for all propagation trees T j with j ∈ [3] (see next paragraph for details). We make the set of constraints hierarchical by defining the weights of the predicates in powers of 2. For joining expressions within a predicate, we write "|" to denote the boolean OR operator. We assign numbers (1), . . . , (23) to the predicates and predicates with a higher number have smaller weight. Within every label that contains more than one predicate, weights increase or decrease. , Y κ i , and Z κ i with i ∈ [n] and κ ∈ {0, 1} in small letters. Recall that by assumption on input circuit S, each gate g ∈G in is a (1, 1)-gate. We introduce the link variables listed in the upper section of Table 3 . We additionally introduce link variables with special names y κ i and
We call a variable associated to an input link of a gate g ∈ G input variable of g, correspondingly for output links. We introduce the variables for comparison and controlling listed in the middle and lower section of Table 3 ; for sake of readability, we omit identical comments in succeeding rows. Here, propagation tree T 1 spreads the value of a to all a 0 i , a 1 i for i ∈ [n]; propagation tree T 2 spreads the value of b to b and all b g for g ∈G a (1, 1)-gate; propagation tree T 3 spreads the value of c to all variables c i for i ∈ [0 :
denotes the set of variables in propagation tree T i .
Our Notation for Values of Variables. Depending on the context, we use three different notations to denote the value of variable x ∈ X: If the solution a ∈ F(Φ(I)) is relevant, then we denote the assignment of variable x by a(x). For sake of readability, we drop the solution, where it is clear from context and then use the following notation: For all link and control variables , including variable best, but excluding special link variables for input and output links, we denote the assignment by v( ). For all other variables, we use the name and the value of a variable interchangeable.
The Constraint-Graph of Our Reduction. Since every variable appears in at most two constraints, we can interpret an instance of (3, 2, 3)-MCA 3-par as a graph, where constraints are nodes and variables are edges. Figure 2 shows the resulting graph of our reduction. Boxes represent constraints containing the predicates sorted by weight in decreasing order. For sake of readbility, we additionally included the names of the variables spanning edges in the graph. Furthermore, we used thinner lines for edges spanned by auxiliary variables from propagation trees.
Bcopy(g Acorr(g x0 n )
Bcopy(g x0 n )
Acorr(g Bcopy(g A More Detailed Overview of the Reduction. Figure 2 also depicts a more detailed overview of the reduction where boxes are constraints and arcs are variables. The variables control different tasks, according to the general setting outlined in Section 3. The computation on three copies of input circuit S is simulated. We use variables inX L to simulate circuits S 0 and S 1 . Here, binary values 0 and 1 simulate the computation of the corresponding circuit and the auxiliary value d allows to reset the computation. Our construction is such that if in a locally optimal solution v( ) = d for some link variable
holds also for all link variables s which are successors of in the topological order of S. We model circuit S 2 with binary variables from X 2 L . In a locally optimal solution, circuit S 2 operates on the same input bits as circuits S 0 and S 1 . If all predicates for gates in circuit S 2 are correct, then the computation-and in particular the value of variable best-is correct, with respect to the input. This differs from circuits S 0 and S 1 , where all predicates for gates may be correct, but all output variables are d and are thus of little help in determining the circuit with the larger output. Recall that by assumption, circuit S outputs the best neighbor in case one exists or the input bits otherwise. In our construction, the new input bits for circuit S κ with κ ∈ {0, 1} are either the input bits of circuit Sκ if no better neighbor exists for input bits of circuit Sκ or the best neighbor for input bits of circuit Sκ. The core of our reduction are predicates (2)- (7) which model the comparator. Compared to Krentel, we change these predicates and this is a key modification in order to lower the maximum length of any constraint. Additionally, this leads to a more focused control structure and improves the readability. Predicates (2)- (7) control the setting of the weighted output, when an improved solution is found. For these constraints, variables, comp i , comp 2i , and comp 2i+1 for i ∈ [n] are used. In a locally optimal solution, the values of all variables modeling the comparator point to the index of the circuit with the larger output. Variables in V T 1 for propagation tree T 1 forward the result of the comparator to the loading logic for which we use variables a ... . The steering logic consists of propagation trees T 2 and T 3 and its values are largely controlled by output link best of circuit S 2 . Variables b ... in V T 2 for propagation tree T 2 support loading of a better neighbor. Variables c ... in V T 3 for propagation tree T 3 set the small incentives for the comparator in dependence of its current value and the value of best. We define the weights of the predicates in the following decreasing order: predicates controlling the computation of circuits S 0 and S 1 are the heaviest, followed by predicates modelling the comparator. Predicates which model the loading logic outweight the corresponding predicates for circuit S 2 , which are again larger than the corresponding predicates for the steering logic.
In order to show tightness of our construction, we introduce crucial additional predicates (8)-(10). These predicates trim the possibilities for changes to variables modeling the comparator in each improving step and are carefully designed not to interfere with the correctness of our construction. Let us stress that for the proof of PLS-completeness, predicates (8)- (10) are not necessary.
The Set of Predicates. In the following, we present a complete description of the set of constraints and a complete proof of correctness. Recall that whenever we use κ in the index of a predicate this is to denote that there are actually two predicates in F, one for κ = 0 and one for κ = 1. We introduce predicates in the following three levels:
Level I: Computing and comparing the output. The heaviest predicates model the computation of gates. All (2, 1)-gates g ∈G are described by predicates of length three
(1)
All (1, 1)-gates g ∈G are described by predicate
The weights of the predicates decrease in the topological order of the gates. For each satisfied predicate, values 0 and 1 mean that with respect to gate g, the output variable is verified to be correct and d (for "don't care") means that the output variable is unverified. The core of our reduction are the following predicates (2)- (7). For all i ∈ [n], we introduce predicates for the comparison in
(2)
Predicates (3)- (7) for the comparator are in interleaving order . .
and weights decrease in this order; for i = 1, predicates (3)- (5) are not defined. Recall that variables comp n , comp 2n and comp 2n−1 are defined as binary variables. For all i ∈ [2 : n], we introduce predicates which propagate the values from comp 2i−2 to comp 2i−1 in
For all i ∈ [2 : n], we introduce predicates which propagate the values from comp 2i−1 to comp 2i in predicate
For all i ∈ [2 : n], we use a special predicate to propagate the value of comp 2i−1 to comp i in
For all i ∈ [n], we define predicates rewarding output
For all i ∈ [n], we introduce predicates propagating the ternary values from comp i to comp 2i in
For every i ∈ [2 : n − 2], j ∈ [2 : n − 1], and k ∈ [n − 2], we introduce additional predicates in
Recall that variables comp n and comp j for all j ∈ [2n − 2 : 2n] are defined as binary variables. The value of comp 2n is propagated to all variables a κ i with i ∈ [n] and a, a , using propagation tree T 1 where
Level II: Loading a better neighbor and pushing the comparator. For all i ∈ [n], if aκ i = κ then we copy the values of y κ i to xκ i in predicates
The weights are decreasing in i. For all x κ i with i ∈ [n], we copy the values of x κ i to x κ+2 i in predicates
For all (2, 1)-gates g ∈ G 2 , we introduce predicates
We use a similar predicate for (1, 2)-gates g ∈ G 2 with the modification that
The weights of the predicates again decrease in the topological order of the gates. Recall that in the single output link best, S 2 returns the index of the input vector which yields the larger binary output or e if both input vectors yield the identical binary output. If best = e then its value is propagated to variable b, otherwise the value of a is copied to variable b in predicate
The value of b is then propagated to variable b and all b g with g ∈G a (1, 1)-gate, using propagation tree T 2 , where
We determine the value of variable c in predicate
The value of c is then propagated to all variables c i with i ∈ [0 : n − 1], using propagation tree T 3 , where
Level III: Small incentives. For all i ∈ [2 : n] and j ∈ [2 : n − 1], we introduce predicates which reward setting all comp 2i−2 , comp 2i−1 to c i−1 and all comp 2j−2 , comp 2j−1 to c j−1 in
The weights are increasing in i. We introduce a predicate which rewards setting comp 1 to c 0 in
For all i ∈ [2 : n − 1], we introduce an incentive to set comp i according to comp 2i−1 in
For every (1, 1)-gate g κ ∈G \G in , we introduce small incentives for its link variables
The weights of the predicates increase in the topological order of the links. Recall that by assumption on S, every gate with three links is solely adjacent to gates with two links.
Solution mapping.
Recall that every solution in F C/F (I) assigns values to all input links X 1 , . . . , X n of circuit S; every solution in F(Φ(I)) assigns values to all variables in X. Now, let a ∈ F(Φ(I)) and denote a(
) for some λ ∈ {0, 1} and a(x 0 ) otherwise. This terminates the description of the reduction.
Correctness of the Construction. In the following, let λ ∈ {0, 1}, unless otherwise mentioned. We prove the correctness of our construction via a sequence of lemmas. In Lemmas 1-5 and Corollary 2, we prove properties of a locally optimal solution a ∈ F(Φ(I)). In Lemma 1, we first focus on the set of predicates which are trivially satisfied in a and derive properties for the involved variables in Corollary 2. In Lemma 2, we show the connection between variables b, comp i , and comp j for all i ∈ [n] and j ∈ [2 : 2n]. In Lemma 3, we show that for λ = v(b), all link variables in circuit Sλ are set to d; by Corollary 2, all link variables in circuit S λ are set to binary values. In Lemma 4, we prove that best = e. We close our proof by explicitly stating the variable assignment in a in Definition 7 and show in Lemma 5 that any deviating assignment cannot be locally optimal. Lemma 1. All predicates in (1), (3), (4), (11) , and (13)-(18) are satisfied. Proof . Note that in each of the above predicates, at least one variable appears for the first time, with respect to the given order. In detail, l 2 (g), resp. l 3 (g) in (1) for all g ∈G and comp 2i−1 in A (17), for all i ∈ [n], κ ∈ {0, 1}, and g ∈ G 2 . Thus, the value of the variable appearing for the first time can be set to satisfy the predicate and only predicates of lower weight may become violated. In predicates (11), (16), and (18) for propagation trees, the value of each child node can be set to the value of the parent node and only predicates of lower weight are violated. From this, the claim follows by induction.
Corollary 2. The following properties hold: (14) are satisfied because of Lemma 1. From this, the claim follows by induction. 3 . For all g ∈G and µ ∈ {0, 1}, predicates A µ corr(g) , respectively A corr(g) in (1) are satisfied because of Lemma 1. This implies for every g ∈G, that if l(g) = d for an input variable l(g), then also l s (g) = d for all output variables l s (g) of g. From this, the claim follows by induction. 4 . Assume that such an index i does not exist. This implies that there exists some j ∈ [2 : 2n
For all
in (4) is not satisfied. In both cases, a contradiction to Lemma 1. 5 . All predicates for trees T i with i ∈ [3] in (11), (16) , and (18) are satisfied by Lemma 1. From this, the claim follows by induction. 6 . Suppose that the property does not hold. Let g ∈ G λ be the smallest gate with respect to the topological sorting of G λ which has an output variable ∈ X (23) otherwise, thus improving the solution. 7 . By (6), (2) for the first time, with respect to the given order. Hence, comp i can be set to satisfy predicate A corr(D i ) in (2) and only predicates of lower weight are violated. 8 . By (6), z λ j ∈ {0, 1} for all j ∈ [n], where λ = v(b). Assume there exists some i ∈ [2 : n] such that comp 2i−1 = λ and comp i = λ. By (4), comp 2i = comp 2i−1 = λ. If comp i =λ, then setting comp i ← λ does not violate heavier predicate A corr(D i ) in (2), improves predicate A 2 carry(P i ) in (5), and only predicates of lower weight are violated. If comp i = e, then setting comp i ← λ does not violate heavier predicates
in (10) and improves predicate C incentive(P i ) in (22). 9 . First, consider the case i = 1. If A 3 carry(P 1 ) in (7) is unsatisfied then this implies that comp 1 ∈ {0, 1} and comp 2 = comp 1 . Setting comp 2 ← comp 1 improves predicate A 3 carry(P 1 ) in (7) and only violates predicates of smaller weight. Now, assume that predicate A 3 carry(P i ) in (7) is unsatisfied for some i ∈ [2 : n − 1] with comp 2i−1 = e. This implies that comp i ∈ {0, 1}, comp 2i = comp i , and predicate A 1 carry(P i ) in (4) 
for all i ∈ [n] and κ ∈ {0, 1}. By Corollary 2 (2), the value computed in variable best is correct with respect to the input. Recall that by definition of S 2 , if best = λ ∈ {0, 1} then there exists some pos ∈ [n], such that Z(x λ ) pos > Z(xλ) pos and Z(x λ ) r = Z(xλ) r for all r ∈ [pos − 1]; if best = e then for all r ∈ [n], Z(x λ ) r = Z(xλ) r and for simplicity reasons, we will treat this as pos = n + 1.
By Corollary 2 (4) there exists some p ∈ [2 : 2n − 2] such that comp j = e for all j ∈ [p − 1] and comp j = comp 2n for all j ∈ [p : 2n]. Corollary 2 (9) implies that if p is even, p = 2q, and comp q = α ∈ {0, 1} then comp p = α. All predicates in (2) are satisfied by Corollary 2 (7) and therefore comp pos ∈ {λ,λ} (only defined if pos ≤ n) and hence, p ≤ 2pos. (15) (7) is satisfied by Corollary 2 (9) and therefore comp 1 = e. Setting comp 1 ← λ does not violate heavier predicates
carry(P 1 ) in (7), and A 1 care(P 1 ) in (10), improves C incentive(P 1 ) in (21) and therefore improves the solution. 3 . Let p ∈ [3 : 2pos] and µ = λ. By definition, comp p−1 = e. The proof now splits on the parity of p − 1: (7) is satisfied by Corollary 2 (9) and therefore comp q = e. Setting comp p−1 ← λ does not violate heavier predicates (7) is satisfied by Corollary 2 (9) and therefore comp q ∈ {λ, e}. Recall that comp n was defined as a binary variable, thus comp q = λ if q = n. (9), improves predicate C Ppos) in (7) is satisfied by Corollary 2 (9), and A corr(Dpos) in (2) is satisfied by Corollary 2 (7), therefore comp pos =λ. By definition, comp p−1 = e. By Corollary 2 (2) (6) (7), z λ pos = 1 and zλ pos = 0. Setting comp pos ← λ does not violate the heavier predicates A corr(Dpos) in (2) and A 2 carry(Ppos) in (5), improves predicate A out(Dpos) in (6) and only predicates of lower weight become violated. 
Proof. Assume that best = λ ∈ {0, 1}. Then, c C/F (x λ , I) > c C/F (xλ, I) by Corollary 2, (2) and the definition of circuit S 2 . By Lemma 3,
) by definition of variables y i . A contradiction.
Definition 7.
We define a final assignment B ∈ F (3,2,3)-MCA 3-par (I) to fulfill the following conditions: Set
Lemma 5. Every locally optimal assignment is a final assignment. Proof . Assume that some assignment A is locally optimal with v(b) = λ. By Lemma 4, best = e. By Lemma 2,
for all i ∈ [n], κ ∈ {0, 1} and this implies that
Why Proving Tightness is Non-Trivial. Let I be an instance of CIRCUIT/FLIP and let x ∈ {0, 1} n be a feasible solution of I such that IMPROVE(IMPROVE(x, I), I) is not a locally optimal solution of I. Let x and x := IMPROVE(x, I) differ in bit k 1 and let x and x := IMPROVE(x , I) differ in bit k 2 with k 1 = k 2 . Our construction Φ(I) allows (with appropriate settings of the respective variables) a sequence of improving steps which leads from an assignment a ∈ F(Φ(I) with a(x λ ) := x and a(xλ) := x to an assignment a ∈ F(Φ(I) with a (x λ ) := x and a (xλ) := x . Note that solutions x and x differ in two bits. One of these bits has to be changed first in x λ and this might be bit k 2 . Let x ∈ {0, 1} n be the solution that differs from x in bit k 2 . We have no information about COST C/F (x , I). So it may happen that COST C/F (x , I) < COST C/F (x, I) and that IMPROVE(x , I) is a locally optimal solution of I. We have to enforce that both bits k 1 , k 2 are changed in x λ before a new "round" is started. We design the set R ⊆ F(Φ(I) in such a way that starting from an assignment a ∈ R with a(xλ) = IMPROVE(a(x λ ), I), the assignment of xλ can only be changed after the assignment of x λ has been set to IMPROVE(a(xλ), I).
Our proof of tightness relies in large parts on assumptions on circuit S in the given instance I of CIRCUIT/FLIP, we made in Section 3: Recall that we assumed that c C/F (x, I) = c C/F (x , I) for solutions x, x ∈ F C/F (I) with x = x . Furthermore, for every input link X i with i ∈ [n] and every output link Z j with j ∈ [n], there exists a path in circuit S from X i to Z j . For output links Z 1 and Z n , we assumed that Z(x) 1 = Z(x) n = 0 for all x ∈ F C/F (I). 
We define R to be the set of all solutions a ∈ F(Φ(I)) which satisfy the following properties:
1. All predicates in (1) and (2) are satisfied 2. There exists some λ ∈ {0, 1} such that
In the following Lemma, we show that for every sequence of improving solutions which starts in some solution in R, the vector comp is, loosely speaking, of the form e * λ * λ * . For this, we solely focus on the set of predicates (3)-(10) and prove the claim by induction on the number of improving steps.
Lemma 6. Let λ ∈ {0, 1} and let σ be a sequence of improving solutions from F(Φ(I)), where for the first solution a 0 in σ items (1), (2b), and (2c) from Definition 8 are satisfied and for each solution a ∈ σ, a 0 (x κ ) = a(x κ ) for all κ ∈ {0, 1}. Fix some a ∈ σ and refer to pos(a 0 ) by pos. Then, all predicates in (1) and (2) are satisfied in a and a(comp ) = uvw, where u ∈ e * , v ∈λ * , w ∈ λ * (9), and A 1 care(P i ) in (10) and in predicates of lower weight. For sake of readability, we refer to these predicates only by their number. A predicate with the number (X) but defined by the parameter i − 1 is denoted by (X) − .
By assumption, all predicates in (1) and (2) are satisfied in a 0 and as they are the heaviest among the list of predicates, they remain satisfied throughout σ. Hence, we skip predicates A corr(D i ) in (2) for all i ∈ [n], when listing satisfied predicates. Furthermore, all predicates in (2) being satisfied implies that if (5) is satisfied and as it is the largest predicate after predicate (2) in which comp i appears, it remains satisfied in each improving step. Predicate (7) can only become violated by improving predicate (6). If comp 2i−1 = µ ∈ {0, 1}, then predicate (5) being satisfied implies that comp i = β ∈ {e, µ}. Changing the value of comp i cannot improve predicate (6), since predicate (2) is satisfied. If comp 2i−1 = e, then (INV) implies that i ≤ pos. We distinguish the cases i < pos and i = pos. First, let i < pos. Since Z(x 0 ) i = Z(x 1 ) i and predicate (2) is satisfied, predicate (6) cannot improve by setting comp i to a new value. Now, let i = pos. As shown above, predicate (5) is satisfied after each improving step. By (INV), it is sufficient to consider the case comp 2pos =λ. In this case, comp pos =λ by (INV) and predicate (7) is satisfied. Now, predicates (5), (6) , and (7) are satisfied and remain satisfied in each improving step. Now, consider changes of variables comp j , j = 2i − 1 or j = 2i. For sake of readability, we use the following notation: If j = 2i − 1, then predicate (3/4) denotes predicate (3), predicate (3/4) − denotes predicate (4), and predicate (5/7) denotes predicate (5). If j = 2i, then predicate (3/4) denotes predicate (4), predicate (3/4) − denotes predicate (3) − , and predicate (5/7) denotes predicate (7). For sake of presentation, we introduce an artificial variable comp 1 , define comp 1 = e to be constant, and naturally extend predicate (3/4) to comp 1 . Note that this way predicate (3/4) is satisfied, regardless of the value of comp 2 . Recall that by definition, comp 2n−2 , comp 2n−1 ∈ {0, 1} and (pos ∈ [2 : n − 1] or pos = n + 1). We distinguish the following eight cases, where j ∈ [2 : 2n − 1]:
1. Let comp j−1 = comp j = e and comp j+1 = µ ∈ {e, 0, 1}. (INV) implies that i < pos and predicates (3/4), (3/4) − , and (5/7) are satisfied. If µ = e, then setting comp j ← β ∈ {0, 1} does not improve the solution, since predicate (3/4) remains satisfied and predicate (3/4) − becomes violated. Now, let µ ∈ {0, 1}. Predicate (5/7) is satisfied and therefore comp j ∈ {e, µ}. Setting comp j ← µ does not violate (INV), since predicates (3/4), (3/4) − , and (5/7) remain satisfied. Setting comp j ←μ does not improve the solution, since predicate (3/4) − becomes violated. 2 . Let comp j−1 = e, comp j = comp j+1 = µ ∈ {0, 1}, and (i < pos or i = pos and j = 2i − 1). 3 . Let comp j−1 = e, comp j =λ, comp j+1 = µ ∈ {0, 1}, and j = 2pos. Then, j ≤ 2n − 2. By (INV), predicate (5) is satisfied, comp pos =λ and thus, predicate (7) is satisfied. Setting comp j ← β ∈ {e, λ} does not improve the solution, since predicate (7) becomes violated. 4 . Let comp j−1 = e, comp j = λ, and j = 2pos. Then, j ≤ 2n − 2. (INV) implies that comp j+1 = λ.
Predicates (3/4)and (3/4) − are satisfied. Predicate (2) is satisfied and therefore comp pos ∈ {0, 1}. First, let comp pos = λ. This implies that predicate (7) is satisfied. Setting comp j ← µ ∈ {e,λ} does not improve the solution, predicate (7) becomes violated. Now, let comp pos =λ. This implies that predicate (7) is unsatisfied. Setting comp j ←λ does not violate (INV), since predicates (3/4)and (3/4) − remain satisfied. Setting comp j ← e does not improve the solution, since no predicate in (4), (7), (3) − , (8), or (9) improves and predicate (10) becomes violated. 5 . Let comp j−1 = comp j = µ ∈ {0, 1}. Then, predicate (3/4) is satisfied and setting comp j ← β ∈ {e,μ} does not improve the solution, since predicate (3/4) becomes violated. Let us remark that the value of comp 2n is unknown. Note that for j = 2n − 1, the above case especially implies that if comp 2n =μ then this cannot lead to a change of comp 2n−1 which improves the solution. 6 . Let comp j−1 =λ and comp j = λ. (INV) implies that comp j+1 = λ or j = 2n − 1.
is unsatisfied and predicate (3/4) − is satisfied, in case j < 2n − 1. Setting comp j ←λ does not violate (INV). Now, consider setting comp j ← e. By definition, this is only possible for variables comp j with j < 2n − 1. If j is odd, then predicate (5) is satisfied. Setting comp j ← e does not improve the solution, since no predicate in (3) or (4) improves and predicate (8) becomes violated. If j is even, then setting comp j ← e cannot improve predicate (7). The solution does not improve since no predicate in (4), (7), (3) − , or (8) improves and predicate (9) becomes violated.
Lemma 7.
(Φ, Ψ ) is a tight reduction. Proof . In this proof, we use the definition of R given in Definition 8. Note that by construction, all final assignments are contained in R. Lemma 5 implies that R contains all locally optimal solutions. Now, let a ∈ R. We consider an arbitrary sequence σ of improving steps and show for the first solution a ∈ R with a = a which is reached during the sequence, that either Ψ (I, a) = Ψ (I, a ) or Ψ (I, a ) is a better neighbor of Ψ (I, a). By definition, all predicates in (1) and (2) are satisfied in a and as they are the heaviest among the set of predicates, they remain satisfied throughout σ. First, consider the case c C/F (a(x 0 ), I) = c C/F (a(x 1 ), I). Then, a(x 0 ) = a(x 1 ) since we assumed that c C/F (s, I) = c C/F (s , I) for solutions s, s ∈ F(I) with s = s . The input vectors a(x 0 ) and a(x 1 ) cannot be changed in σ, since by (2a), a(xλ) = IMPROVE(a(x λ ), I) and thus a(y λ i ) ∈ {d, a(xλ)} for all λ ∈ {0, 1} and i ∈ [n]. This implies that Ψ (I, a ) = Ψ (I, a) = a(x 0 ) for every solution a in σ. Now, let c C/F (a(xλ), I) > c C/F (a(x λ ), I). We split σ into two phases. In a locally optimal solution a ∈ F(Φ(I)), a (x 0 ) = a (x 1 ) by Lemma 5. Thus, input vectors x 0 or x 1 have to change at least once.
Phase One: This phase continues until input vector x 0 or x 1 changes. Since Q 1 (a,λ,k) is satisfied for somek ∈ [n] and by assumption on S, there exists a path in S from input link Xk to all output links Z i with i ∈ [n], therefore a(zλ i ) = d for all i ∈ [n]. By assumption, property Q 2 (a, λ) and all predicates in (2) are satisfied and therefore that a(z λ i ) ∈ {0, 1} for all i ∈ [n]. All predicates in (1) are satisfied and therefore that a(l) ∈ {0, 1} for all l ∈ X λ L . Since a ∈ R, a(xλ) = IMPROVE(a(x λ ), I), there are no predicates which would now become satisfied by changing the value of some xλ i with i ∈ [n]. For some y λ i to change its binary value in the sequence σ, thus incentivizing changes to xλ, this requires that some x λ i with i ∈ [n] changes its value to produce the new output. This implies that input vector x λ changes first. Let a • ∈ F(Φ(I)) be a solution which is reached at the end of phase one. There exists ,λ) is satisfied. 1 . First, consider a • (comp 2 ). By assumption, Z(x) 1 = 0 for all x ∈ F C/F (I) and therefore pos(a) ≥ 2.
(INV) implies that predicate A 3 carry(P 1 ) in (7) is satisfied in assignment a • and therefore, a • (comp 2 ) = λ. (5) is satisfied in assignment a • and therefore a • (comp n ) = λ. A contradiction.
Phase Two: This phase starts with changing the value of x λ and terminates when the entire neighbor is loaded. For some S ⊆ {x λ 1 , . . . , x λ n }, denote a(x λ /S) the input vector when flipping all input bits k ∈ S. Let k 1 be the bit in which a(x λ ) and a(xλ) = IMPROVE(a(x λ ), I) differ and let k 2 be the bit in which a(xλ) and IMPROVE(a(xλ), I) differ. Phase one terminated by reaching a solution a • which satisfies Q 1 (a • , λ, k) for some k ∈ {k 1 , k 2 } and Q 2 (a • ,λ). The input vectors are still unmodified, thus a(
Let setting x λ k ← a • (yλ k ) with k ∈ {k 1 , k 2 }, thus satisfying predicate (12) be the first change to a • (x λ ); denote the resulting assignment a 1 . By definition of I, a(x λ /{k 1 }) is the best neighbor of a(x λ ) and this implies that c C/F (a(x λ /{k 1 }), I) ≥ c C/F (a(x λ /{k}), I); hence, pos(a 1 ) = n + 1. Let σ be an arbitrary sequence of improving steps without setting x λ k to a new value, wherek ∈ {k 1 , k 2 } \ {k} and let a † ∈ σ be a solution in σ . Note that we are under the conditions of Lemma 6 when replacing a 0 by a 1 , σ by σ , and λ byλ. Lemma 6 now implies that a † (comp ) = uw, where u ∈ e * , w ∈λ * , and a † (comp i ) ∈ {e,λ} for all i ∈ [n]. All predicates A corr(D i ) in (2) are satisfied and therefore a † (zλ i ) ∈ {0, 1} for all i ∈ [n]. All predicates in (1) are satisfied as shown above and therefore a † ( ) ∈ {0, 1} for all ∈ Xλ L . Hence, input vector a † (xλ) cannot be modified. No locally optimal solution can be reached this way and therefore x λ k is set to a new value in some solution during σ; denote the resulting solution a . This requires that Q 1 (a , λ,k) is satisfied; with the same argumentation as in phase one, Q 2 (a ,λ) is satisfied. Hence, we have reached a solution a ∈ R for which Ψ (I, a ) is a better neighbor of Ψ (I, a). Proof. By Lemma 5, every locally optimal assignment A for Φ(I) is a final assignment. Ψ (I, A) is locally optimal for I, since x 0 i = x 1 i holds for all i ∈ [n] and this implies that c C/F ((
), where λ = best. Thus, no improving flip of an input bit is possible for Ψ (I, A). Now, we show that the resulting set of constraints in our reduction is 3-partite. We present a tricoloring of all variables in length three predicates and a bi-coloring of all variables in length two predicates, using colors blue, red, and white. We slightly extend the construction described up to now in order to allow an easier coloring. First, consider the propagation trees in (11), (16) , and (18). Each leaf can be colored independent of the colors of the other leaves. This may require to extend the tree by certain nodes of degree two. Next, consider the predicates (1) and (14) describing the correct work of the circuits. Recall that we assumed that every gate with three links is solely adjacent to gates with two links. Implanting gates with two links into some links allows us to color the predicates (1) and (14) with three colors independent of the colors given to the inputs and outputs
i for all i ∈ [n] and best. We choose the following coloring: For all i ∈ [n] and j ∈ [2 : n], the variables x 0 i , x 1 i , z 0 i , best, and comp 2i are colored white, the variables x 2 i , x 3 i , y 1 i , y 2 i , z 1 i , comp 2j−1 , and b are colored blue. For all i ∈ [n], the variable comp i is colored red. We show that this coloring is a correct 3-coloring by giving the parameter list for each of the remaining constraints. Variables that are leaves of propagation trees are denoted by dc (for don't care). In constraints (17) and (23) ; constraint (15) has variables b, best, dc.
(2, 3, 6)-MCA 2-par is Tight PLS-Complete
In this section, we prove that (2, 3, 6)-MCA 2-par is tight PLS-complete. We show this result by altering the reduction function Φ presented in Section 4. Conceptionally, we group two variables from a length three constraint as a pair and ensure consistency between a single variable and a grouped variable in a pair via auxiliary constraints. We have depicted this modification in Figure 3 for a length three predicate from (1) which simulates some (2, 1)-gate g ∈ G. Given an instance I ∈ D CIRCUIT/FLIP , we construct an
Replaced by
A corr(g) instance Φ (I) = (F , X ) ∈ D (2,3,6)-MCA 2-par with a set of constraints F and a set of at most 6-valued variables X . Every constraint C i ∈ F has length at most 2 and every variable x ∈ X appears in at most 3 constraints. Constraints. Whenever we use κ or λ when listing constraints, then this is to denote that there are actually predicates in F for all κ, λ ∈ {0, 1}. Constraints consisting of more than one predicate are listed in Table 5 . All other constraints are weighted predicates. Eventually, the set of constraints is
where T 1 and T 2 denote the sets of predicates for the respective propagation trees (see next paragraph for details).
Variables. We introduce the circuit variables listed in the upper section of Table 6 and the variables for comparison listed in the lower section of Table 6 . Some of the variables we use in this reduction are cartesian products of variables from Section 4; confer the next paragraph for general similarities and differences to our reduction in Section 4. We additionally introduce link variables with special Constraint, Index Set of weighted predicates Identifiers
A carry(P i ) , A care(P i ) , B copy(P i ) , C 0 tighten(P i ) , (7 ), (8 ), (16 ) Table 6 : The set of variables, their respective domains, and constraints for κ, λ ∈ {0, 1}. Here, constraints g and g refer to gates with the respective input or output variable; N i (x) denotes the constraint containing variable x ∈ X in propagation tree T i with i ∈ {1, 2}.
We also outlined the interpretation of the components and their relation to variables from Section 4, where possible. Here, b l denotes a binary variable which is introduced for each link l ∈L \ {X 0 i , X 1 i | i ∈ [n]} in this reduction. Variables b l correspond to binary variables b g from Section 4 in the sense that now each link variable l ∈X L carries its separate b l variable. Note that, P 2 (k i ) is binary for all i ∈ [n] in order to keep the valence ofk i at six, whereas variables c i with i ∈ [n − 1] are defined as ternary variables in Section 4. We compensate for this with additional predicates. Additional variables in tree T 1 propagate the value of
) with i ∈ [n]. Additional variables in tree T 2 propagate the value of P 2 (k 1 ) to all variables P 2 (l), which are not input links of (1, 2)-gates. Eventually, the set of variables is now
, where V T i with i ∈ {1, 2} denotes the set of variables in propagation tree T i .
Similarities and Differences to our Reduction in Section 4. While our new construction still follows the general method presented in Section 3, the actual implementation with constraints differs in the representation of the involved circuits, the comparator, the loading and steering logic. These modifications have an effect on the set of constraints, as well as the underlying set of variables.
In this reduction, every constraint can only have length at most two which affects the set of predicates for circuits S 0 , S 1 , and S 2 . Note that the description of (1, 1)-and (1, 2)-gates in Section 4 already contains predicates of length two where each variable appears at most three times. For (2, 1)-gates, we have to change the corresponding predicates. For each (2, 1)-gates, we first introduce auxiliary constraints that pool the two input values in a single variable taking five values and then simulate the actual gate in a predicate using the variable taking five values and the corresponding output variable. Hence, we have to alter the set of predicates in (1). In Section 4, we were able to feed the output links of both circuits directly into the comparator. This approach is not suitable for our construction, where each constraint is limited to length at most two. Instead, we introduce new variablesẑ i for all i ∈ [n] which take six values. Here, the first component is binary and the second component is ternary. The design principle is such that if the second component is e, then both circuits output the same binary value stored in the first component; otherwise the first component holds the binary value of the circuit the second component points to. In order to implement this, we introduce a new predicate in (1c ) for each output variable z κ i for all i ∈ [n] and κ ∈ {0, 1}.
The comparator in this construction requires no auxiliary variables comp j for all j ∈ [2 : 2n] as in Section 4 and manages to solely work with variablesk i for i ∈ [n] which are cartesian products of the respective variables comp i and binary variables c i . The newly introduced variablesẑ i take their toll on our construction, as we have to change the crucial predicates in (2) and (6). The most important change is that predicates (2 ) can also be satisfied in dependence on the output, in case the comparator is binary. Additional, we introduce small incentives in predicates (19a )-(19e ) which supersede predicates (19)-(22) to nudge the comparator, as well as the values of the circuits in the right direction.
Additionally, the loading logic has to be adapted to fit the requirements of the reduction. Now, variables a κ i for all i ∈ [n], κ ∈ {0, 1} from Section 4 are passed to a component of newly introduced auxiliary variablesx is then done in the reverse direction, using the same constraints. This way, we are able to ensure that each variable appears in at most three constraints. We use predicates (11a )-(13b ) for this construction. Now, consider the steering logic. Propagation tree T 3 is removed from the construction, as we propagate the c ... values from Section 4 within the comparator, using the structure of the constraints in predicates in (16 ) . There are in principle two possibilities to set the b l variables. One is to set these variables via additional variables using e.g. a propagation tree, as done in Section 4. The second method is to propagate the value within the constraints which model the given circuit, using no additional variables. The first method increments the appearance of the respective variable by one, since the respective variable is already contained in a constraint of length two. So, this method is not suitable for input variables of (1, 2)-gates, which already appear three times. The second method requires that each link variable stores its own b l variable. By construction,l 1,2 (g) variables from (2, 1)-gates g ∈G do not possess such a b l variable; hence, this approach is not suitable for these variables. To overcome both obstacles, we choose a hybrid approach, where we use a propagation tree to set the b l variables for all link variables l ∈X L which are not input links of (1, 2)-gates in predicates (18a ). The b l variables of input links of (1, 2)-gates are then set by using the b l variables of incident links in predicates (18b ). Settingl 1,2 (g) variables from (2, 1)-gates g ∈G to binary values or d is controlled using the b l variables of incident links in predicates (23b ).
The Graph. With these modifications, the constraint-graph from Section 4 is now a hypergraph H. Here, nodes are constraints from F and hyperedges are defined by variables in X . Each hyperedge consists of two or three nodes, corresponding to the fact that each variable occurs in at most three constraints. Note that the definition of R (l, (x 1 , . . . , x n ) ) naturally extends to hyperedges l. The topological sorting also carries over to the hypergraph H.
The Modified Predicates -Level I: Computing and comparing the output. We modify the set of predicates presented in Section 4. Predicates labeled (X) from Section 4 which are modified, carry the identifying label (X ). We preserve the original hierarchical structure of the weights. Let us remark that some reused predicates depend on three arguments, two of which are projections of the same variable. For all (1, 2)-gates g ∈G, we replace predicates (1) with two predicates
For all (1, 1)-gates g ∈G with input linkl 1 (g) and output linkl 2 (g), we replace the existing predicate with a single predicate A corr(g) (l 1 (g),l 2 (g)), as defined in predicates (1a ). Every predicate in (1) for a (2, 1)-gate g ∈G is replaced by three predicates
(1a )
We introduce two predicates which join the values of P 1 (ẑ κ i ) inẑ i , with weights decreasing in i
Recall that P 1 (ẑ i ) ∈ {0, 1} by definition. All predicates in (2)- (7) are replaced by the following length two predicates (2 ), (6 ), and (7 ), which are in interleaving order . . .,
and weight decrease in this order. For all i ∈ [n], we replace each predicate in (2) with predicate
and each predicate in (6) with predicate
and each predicate in (7) with predicate
All predicates in (8)- (10) are removed from the list of predicates. Instead, we introduce predicates for all i ∈ [n] with weight increasing in i
All predicates in (11) are replaced by predicates which propagate the value of P 1 (k n+1 ) to all variables
) with i ∈ [n], using propagation tree T 1 , where
For all i ∈ [n], we propagate the value of P 2 (x κ+2 i
) to P 2 (x κ i ), where weights decrease in i in predicates
Level II: Loading a better neighbor and pushing the comparator. Predicates in (12) remain unchanged
All predicates in (13) are replaced by predicates of weight increasing in i which copy the value of
For all (2, 1)-gates g ∈ G 2 , we replace all predicates in (14) by two predicates
For all (1, 2)-gates g ∈ G 2 , we replace all predicates in (14) with two predicates
For all (1, 1)-gates g ∈ G 2 with input link l 1 (g) and output link l 2 (g), we replace the existing predicate (14) with a single predicate B corr(g) (l 1 (g), l 2 (g)), as defined in predicates (14a ). Recall that in the single output link best, S 2 returns the index of the input vector which yields the larger binary output or e if both input vectors yield the identical binary output. Predicate (15) is replaced by predicate
All predicates in (16)- (18) are replaced by the following predicates: For all i ∈ [n], we introduce predicates which propagate the values of
and weights increase in i. Predicate (17) is removed from the list of predicates. The value of
}, which are not input links of (1, 2)-gates, using propagation tree T 2 root(T 2 ) = P 2 (k 1 );
} which are input links for (1, 2)-gates with input linkl 1 (g) and output linksl 2 (g),l 3 (g), we propagate the value of P 2 (l 2 (g)) and P 2 (l 3 (g)) to P 2 (l 1 (g)) in predicates
Weights decrease in the topological order of the gates and in λ within the gates.
Level III: Small incentives. Predicates in (19)- (22) are removed from the list of predicates. Instead, we introduce predicates for all i ∈ [n] with weight increasing in i in
Predicates in (23) are removed from the list of predicates. For all link variablesl 1,
Again, weights increase in the topological order of the gates.
Solution mapping. Let a ∈ F(Φ (I)) and denote a(x λ ) = a(P 1 (x λ 1 )), . . . , a(P 1 (x λ n )) for λ ∈ {0, 1}. We drop the assignment, where it is clear from context. Similar to Section 4, function Ψ (I, a) returns a(x λ ) for λ ∈ {0, 1} if c C/F (a(x λ ), I) > c C/F (a(xλ), I) and a(x 0 ) otherwise. This terminates the description of the reduction.
Roadmap to the Proof. The proof of correctness and tightness of the reduction given above follows the proof of Theorem 1 in Section 4, as we again show properties of a locally optimal solution a ∈ F(Φ (I)). In Lemma 8, we first focus on the set of predicates which are trivially satisfied in a and derive properties for the involved variables in Corollary 3. In Lemma 9, we show the connection between P 1 (k i ) and P 2 (k n+1 ) for all i ∈ [n + 1]. In Lemma 10, we show that for λ = P 2 (k n+1 ), all link variables in circuit Sλ are set to d; by Corollary 3, all link variables in circuit S λ are set to binary values. In Lemma 11, we prove that best = e. We close our proof of correctness by explicitly stating the variable assignment in a in Definition 9 and show that any deviating assignment cannot be locally optimal in Lemma 12. To consider tightness, we present the set R in Definition 10. In Lemma 13, we prove a structural invariant for the vector of variables P 1 (k i ) for all i ∈ [n] in any sequence of improving steps which starts in R and fulfills some additional properties which are useful in the prove of tightness of our reduction in Lemma 14. Theorem 2 then shows that (2, 3, 6)-MCA 2-par is tight PLS-complete. (1a ), (1b ), (7 )-(11b ), and (13a )-(18a ) are satisfied. Proof . First, consider predicates (11a ) and (18a ) for propagation trees. The value of each child node appearing for the first time can be set to the value of the parent node and only predicates of lower weight are violated. Now, consider the remaining predicates, except for predicates in (8 ) . Note that in each of these predicates, at least one variable or projection of a variable appears for the first time, with respect to the given order. In case of the propagation trees, all variables except the root occur for the first time. In detail,
Lemma 8. All predicates in
Thus, the value of a variable or a projection of a variable appearing for the first time can be set to satisfy the predicate and only predicates of lower weight are violated. As shown above, all predicates in (7 ) are satisfied and this implies that all predicates in (8 ) are satisfied.
Corollary 3.
The following properties hold:
l s ∈X L which are successors ofl in the topological order of H.
There exists some
Proof. 1. Follows since all predicates B copy(Q κ i ) in (13a ) and B κ copy i in (13b ) with i ∈ [n] and κ ∈ {0, 1} are satisfied by Lemma 8. 2. For all g ∈G and κ, λ ∈ {0, 1}, predicates A corr(g λ ) in (1a ), respectively A corr(g λ ) in (1a ), A corr (g) in (1b ) are satisfied because of Lemma 8. For all g ∈ G 2 , predicates B corr(g λ ) in (14a ), respectively B corr(g λ ) in (14a ), and B corr(g) in (14b ), are satisfied because of Lemma 8. From this, the claim follows by induction. 3 . For all g ∈G and λ ∈ {0, 1}, predicates A corr(g λ ) in (1a ), A corr(g λ ) in (1a ), and A corr(g) in (1b ) are satisfied because of Lemma 8. This implies for every (1, * )-gate g ∈G that if P 1 (l(g)) = d for an input variable, then also P 1 (l s (g)) = d for all output variablesl s (g) of g. For every (2, 1)-gate g ∈G, all predicates in (1a ) and (1b ) being satisfied implies that if P 1 (l(g)) = d for an input variable, then v(l 1,2 (g)) = d and subsequently P 1 (l 3 (g)) = d. From this, the claim follows by induction. 4 . Assume that such an index i does not exist. This implies that there exists some j ∈ [n] such that P 1 (k j ) ∈ {0, 1} and P 1 (k j+1 ) = P 1 (k j ). In this case, predicate A carry(P j ) in (7 ) is not satisfied; a contradiction to Lemma 8. 5 . Letl 1 (g) be an input link variable of a (1, 2)-gate with two output linksl 2 (g) andl 3 (g) such that predicate B copy(g λ ) for some λ ∈ {0, 1} in (18b ) is not satisfied. All predicates in (18a ) are satisfied by Lemma 8 and therefore P 2 (l 2 (g)) = P 2 (l 3 (g)) = µ ∈ {0, 1}; hence, B copy(gλ) is also unsatisfied. Setting P 2 (l 1 (g)) ← µ improves predicates B copy(g λ ) , B copy(gλ) in (18b ) and may only violate predicates of smaller weight. 6 . By Lemma 8, predicates B join(Q κ i ) in (11b ), B copy(P i ) in (16 ) are satisfied for all i ∈ [n] and κ ∈ {0, 1}; all predicates for propagation trees T 1 in (11a ) and T 2 in (18a ) are satisfied; all predicates in (18b ) are satisfied by item (5) . From this, the claim follows by induction. 7 . Suppose that the property does not hold. Recall that in H, constraints are nodes and variables are hyperedges. Letl be the smallest link variable with respect to the topological sorting of H with
For all link variablesl p smaller thanl, with respect to the topological sorting of H,
L , by definition. The proof now splits onl: (a) Ifl ∈ X λ L then correctly settingl 1,2 (g) ∈ {0, 1} 2 does not violate predicates A corr(gκ) in (1a ) for all κ ∈ {0, 1} and A corr(g) in (1b ) and improves C 0 value(g) in (23b ) since P 2 (l 3 (g)) = λ as shown above, thus improving the solution. , A corr(g) , or A corr(gκ) in (1a ) and A corr(g) in (1b ) for all κ ∈ {0, 1} and improves C value(g) in (23c ), thus improving the solution. Now, letl be an input variable of a (2, 1)-gate g ∈ G λ . By item (3), v(l 1,2 (g )) = d. Setting P 1 (l) to its correct binary value does not violate A corr(gκ) , in (1a ) and A corr(g) in (1b ) and improves C value(g) in (23b ), thus improving the solution. 8 . Let λ = P 2 (k n+1 ). By item (7), P 1 (ẑ λ i ) ∈ {0, 1} for all i ∈ [n]. Assume there exists some i ∈ [n] and κ ∈ {0, 1} such that predicate A
in (1c ), and may only violate predicates of smaller weight.
for all i ∈ [n] and κ ∈ {0, 1}. By Corollary 3 (2), the value computed in best is correct with respect to the input. By definition of S 2 , if best = λ ∈ {0, 1} then there exists some pos ∈ [n], such that Z(x λ ) pos > Z(xλ) pos and Z(x λ ) r = Z(xλ) r for all r ∈ [pos − 1]; if best = e then for all r ∈ [n], Z(x λ ) r = Z(xλ) r and for simplicity reasons, we will treat this as pos = n + 1. All predicates in (1c ) are satisfied by Corollary 3 (8) and therefore
By Corollary 3 (4), there exists some p ∈ [n − 1] such that P 1 (k j ) = e for all j ∈ [p − 1] and
First, we show that P 2 (ẑ i ) = e for all i ∈ [p − 1]. Assume that the claim does not hold and let i ∈ [p − 1] be minimal with P 2 (ẑ i ) = e. This implies that predicate A corr(D i ) in (2 ) is unsatisfied. (2 ), and only violates predicates of smaller weight. P 2 (ẑ pos ) = e since all predicates in (1c ) are satisfied by Corollary 3 (8) . This implies that p ≤ pos. In the following, we consider three cases and show that either p = 1 and P 1 (k i ) = P 2 (ẑ i ) = P 2 (k n+1 ) for all i ∈ [n] or the solution can be improved.
1. Let p = 1 and P 1 (k 1 ) = λ. Then, Corollary 3 (4) implies that P 1 (k i ) = λ for all i ∈ [n + 1]. Assume there exists some i ∈ [n] such that P 2 (ẑ i ) = P 2 (k i ). The proof now splits on P 2 (ẑ i ): (2 ) 2. Let p > 1 and P 1 (k p ) = λ. Then, by definition P 1 (k p−1 ) = e and P 2 (ẑ p−1 ) = e as shown above. Setting
, and A care(P p−2 ) in (8 ) (only defined in p > 2). Predicate C in (19e ) of lower weight becomes violated. (15 ) is satisfied by Lemma 8 and therefore best = e; thus, pos < n + 1. Recall that by definition, P 1 (k p−1 ) = e (only defined if p > 1). Two cases have to be considered: (a) First, let p < pos. Then, Z(x 0 ) p = Z(x 1 ) p and the proof now splits on the value of P 2 (ẑ p ). i. If P 2 (ẑ p ) = e then setting P 1 (k p ) ← e does not violate predicates A corr(Dp) in (2 ), A carry(P p−1 ) in (7 ) (only defined if p > 1), A out(Dp) in (6 ), A carry(Pp) in (7 ), and A care(P p−1 ) (only defined in p > 1),
ii. Now, let P 2 (ẑ p ) ∈ {0, 1}. Setting P 2 (ẑ p ) ← e does not violate predicates A in (1c ) is satisfied for all κ ∈ {0, 1} by Corollary 3 (8) and therefore P 2 (ẑ p ) ∈ {0, 1}. This implies that predicate A corr(Dp) in (2 ) is satisfied. The proof now splits on the value of P 2 (ẑ p ):
i. If P 2 (ẑ p ) = λ, then setting P 1 (k p ) ← λ does not violate the heavier predicates A corr(Dp) in (2 ) and A carry(P p−1 ) in (7 ) (only defined if p > 1)), improves predicate A out(Dp) in (6 ) and only predicates of lower weight become violated.
, and C 0 relax(P i ) in (19b ) and improves predicate C 1 tighten(P i ) in (19c ). Note that predicates A κ join p in (1c ) are satisfied for all κ ∈ {0, 1} and therefore predicate A out(Dp) in (6 ) was not satisfied prior to changing the value ofẑ p .
Proof. By Corollary 3 (6), P 2 (k n+1 ) = P 2 (l) for alll ∈X L \ {x κ 1 , . . . ,x κ n } and P 2 (x κ i ) = P 1 (k n+1 ) for all i ∈ [n] and κ ∈ {0, 1}. Consider the two claims of the lemma: 
The proof now splits onl. (12 ) for all κ ∈ {0, 1} since P 2 (x λ i ) = λ, improves predicate C 1 value(g) in (23c ) and therefore improves the solution. iii. Otherwise, let g ∈ Gλ be the gate such thatl is an output variable of g. We distinguish two cases: First, letl be the input variable to a (1, * )-gate g ∈ Gλ.
value(g) in (23c ) and thus improves the solution. Now, letl be an input variable to a (2, 1)-gate g ∈ Gλ. Setting P 1 (l) ← d does not violate predicates A corr(g) in (1a ) and A corr(g κ ) in (1a ) for all κ ∈ {0, 1}, improves C 1 value(g) in (23c ) and thus improves the solution. (12 ) and does not violate the corresponding heavier predicate A corr(g) in (1a ), since
Assume there exists some
Proof. Assume that best = λ ∈ {0, 1}. Then, c C/F (x λ , I) > c C/F (xλ, I) by Corollary 3, (2) and the definition of circuit S 2 . By Lemma 10,
Definition 9. We define a terminating assignment B ∈ F (2,3,6)-MCA 2-par (I) to fulfill the following con-
and κ ∈ {0, 1}, P κ+1 (l) = R(l, (x 0 , x 1 )).
Lemma 12. Every locally optimal assignment is a terminating assignment.
Proof. Assume that some assignment A is locally optimal with λ = P 2 (k n+1 ). By Lemma 11, best = e. By Lemma 9,
. By Corollary 3 (8) , all predicates in (1c ) are satisfied and this implies that P 1 (ẑ i ) = P 1 (ẑ λ i ). By Lemma 10,
, κ ∈ {0, 1}}. Variable best = e and for all i ∈ [n], P 1 (xλ i ) = P 1 (ŷ λ i ) by Lemma 10 and therefore
The tightness proof of our reduction now follows the tightness proof for (3, 2, 3)-MCA 3-par given in Section 4 in large parts. We define the set R similar to R in Definition 8 as follows:
We define the following predicates, where for k ∈ [n], λ ∈ {0, 1}
We define R to be the set of all solutions a ∈ F(Φ (I)) which satisfy the following properties:
smaller weight in which P 1 (k i ) andẑ i appear will not be considered. For sake of readability, we again refer to predicates from A corr(D i ) in (2 ) to A care(P i ) in (8 ) only by their number. A predicate with the number (X) but defined by the parameter i + 1 is denoted by (X) + . By assumption, all predicates in (1a )-(1c ) are satisfied in a 0 and as they are the heaviest among the list of predicates, they remain satisfied throughout σ. Hence, we skip these predicates when listing satisfied predicates.
First, consider improvements which originate from setting P 2 (ẑ i ) with i ∈ [n] to a new value. We have to show that properties 2 and 3 remain satisfied.
1. Let i < pos and P 1 (k i ) = e. Property 2 is satisfied and therefore P 2 (ẑ i ) = e; hence, predicate (2 ) is satisfied. Setting P 2 (ẑ i ) ← β ∈ {0, 1} does not improve the solution, since predicate (2 ) becomes violated. 2. Let i < pos and P 1 (k i ) = µ ∈ {0, 1}. Property 2 is satisfied and therefore P 2 (ẑ i ) ∈ {e, µ}.
Predicate (1c ) is satisfied and this implies that P 1 (ẑ i ) = z µ i . Consider settingẑ i to a new value with P 2 (ẑ i ) ←μ. Predicates in (1c ) need to remain satisfied and thereforeẑ i ← (zμ i ,μ). Predicate (2 ) also needs to remain satisfied and this implies that zμ i = 1. By assumption, i < pos and by definition this implies that z µ i = 1. This implies that predicate (6 ) is satisfied in a. Settingẑ i ← (zμ i ,μ) does not improve the solution since predicate (6 ) becomes violated. 3 . Considerẑ i for some i ∈ {pos} ∪ [q : n]. By property 3, predicate A corr(D i ) in (2 ) is satisfied.
Settingẑ i to a new value in an improving step cannot violate the satisfied predicates A
. We will show below that in each improving step, q does not decrease if q > pos. Hence, (INV ) is satisfied after each improving step where the value ofẑ i is changed.
Now, consider variables
Recall that by assumption P 1 (k n−1 ), P 1 (k n ) ∈ {0, 1} and (pos ∈ [2 : n − 1] or pos = n + 1). We distinguish the following cases. 1 . Let i ≤ p − 1. Then, P 1 (k i ) = e and (i = 1 or P 1 (k i−1 ) = e). Predicates (1c ) and (2 ) are satisfied and therefore P 2 (ẑ i ) = e and P 1 (ẑ 0 i ) = P 1 (ẑ 1 i ). The proof now splits on P 1 (k i+1 ): (a) If P 1 (k i+1 ) = e then setting P 1 (k i ) ← µ ∈ {0, 1} does not improve the solution, since predicates (2 ) and (6 ) do not improve and predicate (7 ) becomes violated.
does not improve the solution, since predicates (2 ) and (6 ) do not improve and predicate (7 ) becomes violated. 2. Let i = p and p < pos. Then i ≤ n − 1, P 1 (k i ) = µ ∈ {0, 1}, (i = 1 or P 1 (k i−1 ) = e), and P 1 (k i+1 ) = µ. Property 2 is satisfied and therefore P 2 (ẑ i ) ∈ {e, µ}. Setting P 1 (k i ) ←μ does not improve the solution, since predicates (2 ) and (6 ) do not improve and predicate (7 ) becomes violated. Now, consider setting P 1 (k i ) ← e. If P 2 (ẑ i ) = e then setting P 1 (k i ) ← e does not violate (INV ). If P 2 (ẑ i ) = e then setting P 1 (k i ) ← e does not improve the solution, since predicate (2 ) becomes violated.
Predicates (1c ) and (2 ) are satisfied and therefore P 2 (ẑ i ) = e and (P 2 (ẑ i ) = µ or P 1 (ẑ i ) = 1). Setting P 1 (k i ) ← e does not improve the solution, since predicate (2 ) becomes violated. Now, consider setting P 1 (k i ) ←μ. If P 2 (ẑ i ) = µ then setting P 1 (k i ) ←μ does not improve the solution, since predicate (2 ) becomes violated. If P 2 (ẑ i ) =μ, then predicate (2 ) being satisfied implies that P 1 (ẑ i ) = 1. By definition, i = pos and this implies that P 2 (ẑ i ) =λ.
If µ = λ and P 2 (ẑ i ) =λ then setting P 1 (k i ) ←μ does not violate (INV ). Otherwise, setting P 1 (k i ) ←μ does not improve the solution, since predicate (2 ) becomes violated. 4 . Let p < i < q or i > q. Then,
does not improve the solution, since predicate (7 ) + becomes violated. Let us remark that the value of P 1 (k n+1 ) is unknown. Note that for i = n, the above case especially implies that if P 1 (k n+1 ) =μ then this cannot lead to a change of P 1 (k n ) which improves the solution. 5 . Let i = q and q > pos. Then, P 1 (k i−1 ) =λ, P 1 (k i ) = λ, and predicate (7 ) + is unsatisfied. Setting Proof. This proof follows the proof of Lemma 7 in Section 4. Here, we use the definition of R given in Definition 10. Note that by construction, all terminating assignments are contained in R . Lemma 12 implies that R contains all locally optimal solutions. Now, let a ∈ R . We consider an arbitrary sequence σ of improving steps and show for the first solution a ∈ R with a = a which is reached during the sequence, that either Ψ (I, a) = Ψ (I, a ) or Ψ (I, a ) is a better neighbor of Ψ (I, a) . By definition, all predicates in (1a )-(1c ) are satisfied in a and as they are the heaviest among the set of predicates, they remain satisfied throughout σ. First, consider the case c C/F (a(x 0 ), I) = c C/F (a(x 1 ), I). Then, a(x 0 ) = a(x 1 ) since the cost of every solution is unique by assumption. The input vectors a(x 0 ) and a(x 1 ) cannot be changed in σ, since by (2a), a(xλ) = IMPROVE(a(x λ ), I) and thus a(P 1 (ŷ λ i )) ∈ {d, a(P 1 (xλ))} for all λ ∈ {0, 1} and i ∈ [n]. This implies that Ψ (I, a ) = Ψ (I, a) = a(x 0 ) for every solution a in σ.
Now, let c C/F (a(xλ), I) > c C/F (a(x λ ), I). We split σ into two phases. Lemma 12 implies that in a locally optimal solution a ∈ F(Φ (I)), a (x 0 ) = a (x 1 ). Thus, input vectors x 0 or x 1 have to change at least once.
Phase One: This phase continues until input vector x 0 or x 1 changes. Since Q 1 (a,λ,k) is satisfied for somek ∈ [n] and by assumption on S, there exists a path in S from input link Xk to all output links Z i with i ∈ [n], therefore a(P 1 (ẑλ i )) = d for all i ∈ [n]. By assumption, all predicates in (1c ) are satisfied and therefore a(P 1 (ẑ λ i )) ∈ {0, 1} for all i ∈ [n]. All predicates in (1a ) and (1b ) are satisfied and therefore a(l) = d for alll ∈ X λ succ(i) and i ∈ [n]. Since a ∈ R , a(xλ) = IMPROVE(a(x λ ), I) and there are no predicates which would now become satisfied by changing the value of some P 1 (xλ i ) with i ∈ [n]. For some P 1 (ŷ λ i ) to change its binary value in the sequence σ, thus incentivizing changes to P 1 (xλ i ), requires that some P 1 (x λ i ) with i ∈ [n] changes its value to produce the new output. This implies that input vector a(xλ) cannot be changed and input vector a(x λ ) changes first. Let a • ∈ F(Φ (I)) be a solution which is reached at the end of phase one. There exists some k ∈ [n] such that a • (P 1 (ŷλ k )) ∈ {0, 1}, a • (P 1 (ŷλ k )) = a • (P 1 (x λ k )) and a • (l) = d for alll ∈ X λ succ(k) . Thus, Q 1 (a • , λ, k) is satisfied. Now, we show that Q 2 (a • ,λ) is satisfied. Let σ 1 denote the subsequence of σ until the end of phase one. We are under the conditions of Lemma 13, when replacing a 0 by a, σ by σ 1 , and λ byλ. Hence, (INV ) holds during σ 1 . Q 1 (a • , λ, k) is satisfied and this implies that a • (P 1 (ẑ λ i )) = d for all i ∈ [n]. By Lemma 13, all predicates in (1c ) are satisfied and this implies that a • (P 2 (ẑ i )) =λ for all i ∈ [n]. Now, we show that a • (P 1 (k 1 )) = a • (P 1 (k n )) =λ. Lemma 13 then implies that a • (P 1 (k i )) =λ for all i ∈ [n] and hence, Q 2 (a • ,λ) is satisfied. 1 . Recall that we assumed that Z(x) 1 = 0 for all x ∈ F C/F (I); hence, pos(a) > 1. By Lemma 13 (2), a • (P 1 (k 1 )) = a • (P 2 (ẑ 1 )) =λ. 2. Now, we show that a • (P 1 (k n )) =λ. Recall that by definition, P 1 (k n ) ∈ {0, 1}. Assume that a • (P 1 (k n )) = λ. Then, by property (3) of (INV ), predicate (2 ) is satisfied. This implies that a • (P 2 (ẑ n )) ∈ {e, λ}; recall that we assumed that Z(x) n = 0 for all x ∈ F C/F (I). A contradiction.
Phase Two: This phase starts with changing the value of x λ and terminates when the entire neighbor is loaded. For some S ⊆ {x λ 1 , . . . , x λ n }, denote a(x λ /S) the input vector when flipping all input bits h ∈ S. Let h 1 be the bit in which a(x λ ) and a(xλ) = IMPROVE(a(x λ ), I) differ and let h 2 be the bit in which a(xλ) and IMPROVE(a(xλ), I) differ. Phase one terminated by reaching a solution a • which satisfies Q 1 (a • , λ, h) for some h ∈ {h 1 , h 2 } and Q 2 (a,λ). The input vectors are still unmodified, thus a(x i ) = a • (x i ) for all i ∈ [0, 3]. Denote a(P 1 (k)) = (a(P 1 (k i ))) n i=1 .
Let setting P 1 (x λ h ) ← a • (P 1 (yλ h )) with h ∈ {h 1 , h 2 }, thus satisfying predicate (12 ) be the first change to a • (x λ ); denote the resulting assignment a 1 . By definition of I, a(x λ /{h 1 }) is the best neighbor of x and this implies that c C/F (a(x λ /{h 1 }), I) ≥ c C/F (a(x λ /{h}), I); hence, pos(a 1 ) = n + 1. Let σ be an arbitrary sequence of improving steps without setting P 1 (x λ h ) to a new value, wherē h ∈ {h 1 , h 2 } \ {h} and let a † ∈ σ be a solution in σ . Note that we are under the conditions of Lemma 13 when replacing a 0 by a 1 , σ by σ , and λ byλ. Lemma 13 now implies that a † (P 1 (k)) = uw, where u ∈ e * and w ∈λ * . For all i ∈ [n], predicates A corr(D i ) in (2 ) are satisfied and therefore a † (P 2 (ẑ i )) ∈ {e,λ} and a † (P 1 (ẑλ i )) ∈ {0, 1}. All predicates in (1a ) and (1b ) are satisfied by assumption and this implies that input vector a † (xλ) cannot be modified. No locally optimal solution can be reached this way, and therefore P 1 (x λ h ) is set to a new value in some solution during σ; denote the resulting solution a . This requires that Q 1 (a , λ,h) is satisfied; with the same argumentation as in phase one, Q 2 (a ,λ) is satisfied. Hence, we have reached solution a ∈ R for which Ψ (I, a ) is a better neighbor of Ψ (I, a).
Theorem 2. CIRCUIT/FLIP ≤ pls (2, 3, 6)-MCA 2-par using a tight reduction.
Proof. By Lemma 12, every locally optimal assignment A for Φ (I) is a final assignment. Ψ (I, A) is locally optimal for I, since x 0 = x 1 and this implies that c C/F (x λ , I) ≥ c C/F ((P 1 (ŷλ i )) n i=1 , I), where λ = best. Thus, no improving flip of an input bit is possible for Ψ (I, A). By Lemma 14 the reduction is tight. Now, we show that the resulting set of constraints is bipartite. We slightly extend the construction described up to now in order to allow an easier coloring. First, consider the propagation trees in (11a ) and (18a ). Each leaf can be colored independent of the colors of the other leaves. This may require to extend the tree by certain nodes of degree two. Next, consider the predicates (1a ), (1b ), and (14a ), (14b ), describing the correct work of the circuits. Recall that we assumed that every gate with three links is solely adjacent to gates with two links. Implanting gates with two links into some
We now define a mapping h : ∆ → ∆. If x ∈ X with r(x) < r, then also x ∈ X and we set h(v(x)) = v(x). If x ∈ X with r(x) = r, then x 0 , x 1 ∈ X and we set In our construction, we need further mappings from ∆ onto ∆. For every y ∈ X with r(y) = r, we define a mapping h y : ∆ → ∆. Function h y differs from h only for the values of v(y 0 ), v(y 1 ), where y 0 , y 1 are the two variables in X associated to y ∈ X by our construction and h y (v(y 0 , v(y 1 )) = v(y 0 ).
We are now ready to describe the set of constraints C . Let a ∈ F (p,q,r−1)-VCA (Φ(I)). Each constraint C ∈ C is replaced by a constraint C ∈ C with parameter list {x | x occurs in C and r(x) ≤ r − 1} ∪ {x 0 , x 1 | x occurs in C and r(x) = r} and
where H(C) is the set of variables y with r(y) = r occuring in the parameter list of C and C 0 (a ) = M · C(h(a )), C y (a ) = C(h y (a )), where M is a sufficiently large number which will be determined later. The sub-constraints C 0 for C ∈ C , are called high level sub-constraints and the sub-constraints C y for C ∈ C , where y ∈ H(C), are called low level sub-constraints. An improvement on the high level shall exceed all changes on the low level. This is the case if we choose M = 1 + m · W , where m is the number of constraints in C and W is the maximum value obtained by any constraint in C by any setting of the variables. By construction, r(x) ≤ r − 1 for all x ∈ X , the sum of the valences of the variables minus the number of variables in each constraint did not change, and every variable appears in at most q constraints.
Solution Mapping. Given a solution a ∈ F (p,q,r−1)-VCA (Φ(I)), function Ψ (I, a ) returns a = h(a ). This terminates the description of the reduction.
Correctness of the Construction. We have to show that if a is a locally optimal solution for Φ(I) then Ψ (I, a ) is a locally optimal solution for I. We do this by proving the equivalent statement: If Ψ (I, a ) for some a ∈ D (p,q,r−1)-VCA is not a locally optimal solution for I then a is not a locally optimal solution for Φ(I). So, let a ∈ D (p,q,r−1)-VCA and assume that a = Ψ (I, a ) is not locally optimal for I. Hence, there exists some variable x ∈ X, whose value can be changed such that the solution improves. Let a(x) = α and let setting a(x) ← β improve the solution. If r(x) < r or r(x) = r and α ∈ [0, r − 1] then the change can be done in Φ(I) in one step. The solution improves on the high level and this improvement exceeds all changes on the low level by construction. Now, let us assume that α = r and β ∈ [0, r − 1]. Then a (x 1 ) = 1 and a (x 0 ) = δ for some δ ∈ [0, r − 1]. If δ = β, then again setting a(x) ← β can also be done in Φ(I) in one step by setting a (x 1 ) ← 0. Also, if δ = β, but a improves by setting a(x) ← δ, then setting a (x 1 ) ← 0 improves a in Φ(I). The remaining case is α = r, β ∈ [0, r − 1], a (x 0 ) = δ, a (x 1 ) = 1, and setting a(x) ← δ does not improve the solution a. We will show that in this case, setting a (x 0 ) ← β improves the solution a .
Let C x be the set of constraints in input instance I containing variable x and letâ (ǎ, respectively) be the solution obtained by setting a(x) ← β (a(x) ← δ, respectively). By assumption, the change from a toâ improves the solution and the change from a toǎ does not improve the solution, thus Thus, setting a (x 0 ) ← β improves the solution a , as needed.
Considering tightness, we define R = ∆ , the set of all solutions for Φ(I). Fix some solution a ∈ R and a better neighborã of a for Φ(I). By assumption, there exists some variable x ∈ X whose assignment is flipped between a andã . If a (x 1 ) =ã (x 1 ) = 1 and a (x 0 ) =ã (x 0 ), then Ψ (I,ã ) = Ψ (I,ã). In all other cases, Ψ (I,ã ) is a better neighbor of Ψ (I,ã).
Performing the above construction iteratively and decreasing the maximum valence of the variables in each construction step by 1, we obtain the following result:
Proof. Iterating the above described reduction decreases the maximum valence of each r-valued variable x ∈ X by one and increases the variable list of each constraint containing x by one auxiliary binary variable. Thus, for each constraint, the sum of the valences of its variables remains constant. By construction, each variable appears in at most q constraints. The correctness of the construction and the tightness of the reduction follows by transitivity of the reduction presented above. Thus, the theorem follows.
