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ABSTRACT 
 
ECOHYDROLOGIC IMPACTS OF CLIMATE AND LAND USE CHANGES ON 
WATERSHED SYSTEMS: A MULTI-SCALE ASSESSMENT FOR POLICY 
 
SEPTEMBER 2013 
 
PAUL EKNESS, B.S., UNIVERSITY OF MONTANA MISSOULA 
M.S. UNIVERSITY OF MASSACHUSETTS AMHERST 
Ph.D. UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Timothy Randhir 
 
 
Maintaining flows and quality of water resources is critical to support ecosystem 
services and consumptive needs.  Understanding impacts of changes in climate and land 
use on ecohydrologic processes in a watershed is vital to sustaining water resources for 
multiple uses. This study completes a continental and regional scale assessment using 
statistical and simulation modeling to investigate ecohydrologic impacts within 
watershed systems. 
 Watersheds across the continental United States have diverse hydrogeomorphic 
characters, mean temperatures, soil moistures, precipitation and evaporation patterns that 
influence runoff processes. Changes in climate affect runoff by impacting available soil 
moisture, evaporation, precipitation and vegetative patterns. A one percent increase in 
annual soil moisture may cause a five percent increase in runoff in watersheds across the 
continent. Low soil moisture and high temperatures influence runoff patterns in specific 
regions. Spring runoff is increased by the influence Spring soil moisture, Winter and 
Spring evaporation, and Winter and Spring evaporation. Spring runoff is decreased by 
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increases in Winter and Spring temperatures and increases in the vegetation index. 
Winter runoff is affected by maximum vegetative index, temperature, soil moisture, 
evaporation and precipitation. Contributing factors to runoff are influenced by 
geomorphic and seasonal variations requiring strategies that are site-specific and use 
system-wide information.  
Regional scale watershed analysis investigates the influence of landscape metrics 
on temporal streamflow processes in multiple gauged watersheds in Massachusetts, 
U.S.A. Time of concentration, recession coefficient, base flow index, and peak flow are 
hydrologic metrics used to relate to landscape metrics derived using FRAGSTAT 
software. Peak flow increases with increasing perimeter-area fractal dimensions, and 
Contagion index and decreases as Landscape Shape Index increases. There was an 
increasing trend in the fractal dimension over time indicative of more complex shape of 
patches in watershed. Base flow index and recession coefficient fluctuated from low to 
high decreasing recently. This could be indicative of open space legislation, conservation 
efforts and reforestation within the state in the last ten years.  
Coastal systems provide valuable ecosystem services and are vulnerable to 
impacts of changes in climate and continental land use patterns.   Effects of land use and 
climate change on runoff, suspended sediments, total nitrogen and total phosphorus are 
simulated for coastal watersheds around the Boston Bay ecosystem. The SWAT (Soil and 
Water Assessment Tool) model, a continuous-time, semi distributed, process-based 
model, is used to simulate the watershed ecohydrologic process affecting coastal bodies. 
Urbanization in watersheds increased runoff by as much as 80% from the baseline. Land 
use change poses a major threat to water quality impacts affecting coastal ecosystems.  
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Total nitrogen increased average of 53.8% with conservative changes in climate and land 
use. Total phosphorus increased an average of 57.3% with conservative changes in land 
use and climate change. Climate change alone causes up to 40% increase in runoff and 
when combined with a 3.25% increase in urban development runoff increased an average 
of 114%. Coastal ecosystems are impacted by nutrient runoff from watersheds. 
Continued urbanization and changes in climate will increase total nitrogen, total 
phosphorus and suspended sediments in coastal ecosystems.  
Continental scale runoff is affected by soil moisture and vegetative cover. Cover 
crops, low tillage farm practices and natural vegetation contribute to less runoff. 
Developing policies that encourage protection of soil structure could minimize runoff and 
aid in maintaining sustainable water resources. Best Management Practices and Low 
impact development at the national level with continued stormwater legislation directed 
towards sustainable land use policy will improve water quantity and quality. 
Fragmentation observed in Massachusetts increases the number of urban parcels and 
decreases the size of forested areas. Faster runoff patterns are observed but recent land 
management may be changing this runoff pattern. Municipal and state zoning ordinance 
to preserve open space and large forest patches will restrict urban growth to specific 
regions of a watershed. This could improve quantities of water available to ecosystems. 
Increases in total nitrogen, phosphorus and suspended sediments to coastal ecosystems 
can be minimized with use of riparian buffers and Best Management Practices within 
coastal watersheds. Urbanization and climate change threatens coastal ecosystems and 
national policy to preserve and restrict development of coastal areas will preserve coastal 
ecosystem services.   
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CHAPTER 1 
INTRODUCTION 
1.1 State of water resources  
With increasing human population and climatic change (Vörösmarty et al., 2010), 
managing water resources continues to be a major issue (Gleick, 2003). Droughts, 
famines, desertification, coral bleaching, poor water quality, and rising extinction rates 
are environmental concerns that are symptoms of ecohydrologic impairment of watershed 
systems. Ecohydrology is a transdisciplinary study of interactions between water and 
ecosystems. As population grows and landscapes become increasingly urbanized, 
freshwater systems are being stressed and there is a need for comprehensive assessment 
at a watershed system scale. At a global scale, these issues are on the forefront of 
environmental conservation because many regions that suffer from scarcity in freshwater 
resources have also increased political instability (Gleick, 2001). Water impairment kills 
an estimated 2.2 million people each year from water-borne diseases (WHO, 2002), and 
the situation continues to worsen (United Nations, 2004). Spatial variation in water 
quality impairment is common - for example,  Asian rivers have 20 times more lead (Pb) 
than industrialized countries and three times more bacterial contamination from human 
waste (WWF, 2003). Water management that addresses such diverse water-related 
problems cannot have a “one-size-fits-all” solution (Gleick et.al, 2011) and requires 
comprehensive assessment at multiple scales. This study conducts multi-scale, 
watershed-systems research to investigate the effects of land use and climate change on 
ecohydrologic processes involving runoff, stream flow, and water quality in watershed 
systems.  
 2 
Earth’s renewable freshwater has been and will continue to remain fairly constant 
(Postel et al., 1996), but the spatial distribution of water across the planet changes. This 
varying distribution of water underlies the basic problem in water management - water 
supplies are not sufficient to meet urban, industrial, agricultural, and environmental 
demands in many areas (Jury and Vaux, 2005). Security of water is another major issue 
that will influence national water policy in the future (Vörösmarty et al., 2010). Globally 
there are over 300 rivers that are shared by two or more countries highlighting the 
geopolitical dimension of water issues (Sivakumar, 2011). Conflicts between neighboring 
countries may develop due to increased drought, population growth, and conflicting 
governance policies (Vörösmarty et al., 2010).  
Factors influencing water scarcity can be classified into demand and supply. 
Water demands are variable by population size, socioeconomic development, climate, 
and geomorphology of the region. These factors create spatial and temporal differences in 
water use. The mismatch in demand and supply is evident from observations that about 
900 million people in the world depend on unimproved drinking water supplies and one-
third of the world’s population lives in countries with ‘moderate-to-high water stress’ 
(WHO/UNICEF, 2008). Water consumption exceeds renewable freshwater resources by 
more than 10% in 80 different countries (Commission on Sustainable Development 
(CSD) 1997; UN World Water Assessment Program (UN/WWAP) 2003). The future 
prospect is dismal given that global water demand is expected to increase by 40% by 
2020 (Palaniappan and Gleick, 2008). 
Freshwater needs for sustaining ecosystem services and consumptive uses also 
exceed availability in many regions of the world (Brown, 2009). Human population grew 
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exponentially during the last two centuries reaching over six billion people in 2000 
(United Nations, 2004) to the current level of 7.09 billion (U.S. Census Bureau, 2013). 
This population growth increases global demand for freshwater and per capita availability 
of water is expected to drop by a third by 2020, making it difficult to achieve the per 
capita daily need of 20 liters (5 gallons) (WHO, 2000).  Increased demand is attributed to 
irrigation, land use, population growth, and climatic change. Agriculture (67%), industry 
(19%), and municipal/residential (9%) are major users of water (WWF, 2003). More than 
seven billion people living in 60 countries will be vulnerable to water scarcity by 2050 
(WWF, 2003). Almost half of all accessible surface water runoff was used for human 
consumptive needs in 2003 that is expected to increase to 70% by 2025 (WWF, 2003). A 
fundamental question is how sustainable water supplies can be maintained with a 
changing climate, continued population growth, and changing land use patterns (Arnell et 
al., 1995; Kaczmarek et al., 1995; IPCC, 2007). Population growth and economic 
development will determine the availability of future water supplies more than demand 
caused by climate change (Vörösmarty et al., 2000).  
Excellent opportunities exist for watershed conservation. One example is water in 
the US - even though the demand for freshwater resources increased rapidly in the United 
States over the past two hundred years, it leveled off in the ’70s because of increased 
water-quality regulations, efficient water-use, and changes in industrial, energy, and 
irrigation sectors (Gleick 2003, 2009b, Kenny et al. 2009). Sustaining water resources 
involves a high cost that is estimated at $145 billion per year globally for the years 
between 2011 and 2050 (Bassi et al. 2010).  
 4 
The ability of watershed ecosystems to sustain water and ecosystem services 
depends on ecohydrological processes. Watersheds around the world are experiencing 
changes in runoff patterns, nutrient cycles, and a loss of native biodiversity (Poff  et al. 
2006) that are often caused by changes in population, infrastructure, and climate (Misra, 
2011). The expansion in demand for freshwater creates many challenges to nations trying 
to provide sustainable water resources while preventing water pollution (Shiklomanov, 
1996; United Nations, 1997; World Resources 1999; Gleick 1998; World Resources 
1996).  There is limited research on how land use, population growth, and climate change 
influence the availability of sustainable water supplies at local, regional, and continental 
scales. This information is critical for developing site-specific strategies to minimize 
economic costs (Gleick, 1998). Quantifying the nature of the watershed systems in terms 
of ecohydrologic changes is often complex, requiring system research at multiple scales, 
using integrated assessments.  
Towards the goal of filling these voids, this research aims to investigate changes 
in ecohydrologic characteristics of a watershed as it is influenced by land use and 
climatic conditions, specifically, how land use and climate change affects watershed 
runoff, stream dynamics, and coastal interactions at watershed systems scale.  
1.2 Background 
1.2.1 Complexity  
 Watershed systems involve complex interactions among biotic (flora, fauna, 
humans), abiotic (soil, water, air) landscape elements, and socioeconomic components 
(markets, social characteristics). These interactions shape the ecohydrology of a 
watershed system, with a mosaic of life forms that are adapted to these dynamics (Sultan 
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and Spencer, 2002).  They also influence the ability of populations to respond to 
disturbances (Pickett and White, 1985).  
Urbanization and population growth affect the ecohydrologic dynamics (Taylor, 
2007). As population grows and societies urbanize, watersheds continue to be degraded, 
with persistent and often expanding effects (Stein et al., 2000). Urban watersheds have a 
larger number of contaminants (Duh et al., 2008; Horowitz and Stephens 2008; Laidlaw 
and Filipeli 2008; Wong et al., 2006) that impair ecosystem services and human health. 
This deterioration is a result of increased impervious cover and altered waterways that 
constitute a built environment. The hydrologic connectivity is impacted by built 
structures like roads, buildings, levees, navigation waterways and railroads. In the United 
States 98% of rivers are fragmented by dams and water diversion projects (Benke, 1990), 
affecting riverine ecosystem services. Habitat fragmentation, soil loss, and decreased 
terrestrial and aquatic wildlife corridors are some consequences of urbanization. 
Vegetation growth is highly correlated with soil moisture (Jamali et al., 2011) and 
in creating suitable terrestrial habitats in watershed systems (Randhir and Ekness, 2007). 
Strong ecohydrologic links are observed in Coweeta Long-Term Ecological Research 
(LTER) site in North Carolina with vegetation adjusting to limiting soil-water by 
maximizing productivity or minimizing water stress. The vegetation allocation along a 
hill-slope gradient is effectively distributed to optimize carbon uptake and availability of 
water, light, and nutrients resources (Hwang et al. 2009). Linkages between terrain 
attributes; patterns of C4 grass productivity and water balance studies in semiarid areas of 
Central New Mexico show that the vegetation-water-energy dynamic is related to 
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moisture exchange (Ivanov et al., 2008). Hydrology of a region thus directly relates to the 
vegetative cover of a watershed.   
Ecohydrologic processes of watersheds are further influenced by changes in 
climate through the evapotranspiration process. Changes in forest ET have the largest 
effect on catchment water yield (Farley et al., 2005; Jackson et al., 2005; Wang et al., 
2011).  Land-use changes in tropical regions have a stronger influence on the hydrology 
when exposed to climate change (Piao et al., 2007).  Krakauer and Fung (2008) observe 
opposing impacts of temperature and CO2 on stream flows in the continental United 
States and observe that warming temperatures play a significant role in reducing stream 
flows.  
These multiple stressors encountered in resource management today are on a scale 
that has never been encountered before (Steffen et al., 2004; Costanza et al., 2007; MEA, 
2005). Conducting a Multi-scale Ecological Risk Assessment (ERA) can provide insights 
into the dynamics and resource conditions at local, regional, and national watershed 
scales (USEPA, 2008). The multi-scale approach followed in this study provides research 
insights and information to sustain ecosystem services and water for human needs.  
1.2.2 Ecosystem services and Ecohydrology 
The many services provided by ecosystems are not easily recognized nor well 
understood (Daily, 1997). Ecosystem services can be classified into four categories: 
provisioning services, regulating services, cultural services, and supporting services 
(Millennium Ecosystem Assessment report, 2003). Functional ecosystems provide 
benefits to communities (Costanzo, 2011) through amenity values such as wildlife habitat 
diversity, carbon storage, and aesthetic benefits. Costanza et al. (1997) estimates that the 
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total global value of services provided by ecosystems to be US$15.5 trillion per year. For 
example, ecosystem services provided by wetlands include water purification, ground 
water storage and surface flow regulation, erosion control, stream bank stabilization 
(USDA, 2010), flood control, shoreline stabilization, water quality control, moderation of 
climate and community structure, biodiversity, and support for wildlife habitat.  
With increasing human demand, the ability to maintain ecosystem services of 
watersheds is becoming more difficult. Communities struggle to sustain supplies of good 
quality water and maintain and improve ecosystem services in watersheds (Zalewski, 
et.al, 1997). This inability to have enough fresh water can force regions to limit economic 
activities; it can also encourage migration, increase the likelihood of conflicts, and 
promote large-scale loss of ecosystem services (Gleick, 1998; Falkenmark and 
Rockstrom, 1993).  As changes in climate and land use continue, the future distribution 
and availability of safe water for maintenance of ecosystem services may be disrupted. 
Ecosystem-based research on how climate and land use change impacts sustainable water 
supplies for ecosystem services is important for conservation and management.  
Watersheds are ecohydrologic units (Vincevièiene, 2001) that exhibit system-
wide interactions and are the basis of this watershed scale research. Rodriguez-Iturbe 
(2000) defines ecohydrology as the study of “hydrologic mechanisms that underlie 
ecologic patterns and processes”. Zalewski, et.al, (1997) defines ecohydrology as a broad 
science that investigates relationships between hydrology and biota at a watershed scale. 
Ecohydrology uses an interdisciplinary framework to study relationships between 
ecosystems and moisture dynamics in an area. This field also investigates the 
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development and changes that occur within biotic communities and habitat conditions in 
relation to availability and movement of water (Ekness and Randhir, 2007).  
The influence of water on ecosystems is researched at multiple scales.  
Rodriguez-Iturbe (2000) observes that soil-moisture balance at a site-specific scale is 
fundamental in answering questions related to linkages between hydrologic dynamics and 
ecological patterns and processes. The soil-water content is an important determinant of 
the health of terrestrial ecosystems and involves feedback loops between land, 
atmosphere, and vegetation (Rodriguez-Iturbe et al., 2007). In rivers of France, Hugueny 
et al., (2011) found freshwater fish species that are habitat specialists were affected by 
fragmentation and that smaller basins have higher extinction rates than larger basins. 
Watershed and stream modifications globally are influencing the high extinction rates of 
mollusk families (Bogan, 2007). Fluctuations in soil water in humid areas and wetlands 
also depend on climate, soil, and vegetation dynamics. Schiff and Benoit (2007) identify 
the need for research at multiple scales especially to determine spatial hierarchies among 
ecosystems. Ekness and Randhir (2007) found a strong correlation exists between land 
use and species richness of mammals, birds, amphibians, and reptiles in watershed 
systems.  
1.2.3 Land use Impacts 
The drought and dry land farming practices during the 1930s in the United States 
and Canada created a situation where wind erosion devastated large regions of the 
country (NCDC, 2013). The Dust Bowl era shed light on how vulnerable the landscape 
can be due to land use practices. Changes in farming methods have solved many of the 
problems that made the Dust Bowl so wide spread. Droughts still occur and changes in 
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climate create uncertainty in the future of water supplies. There are still questions in how 
agriculture, urban growth and fragmentation affect runoff and the hydrologic cycle. 
Streams in the Southeast and Northwest regions of the United States have magnified (8–
33%) annual flood peaks from agricultural watersheds and urbanized watersheds had 
(22–84%) magnified peaks when compared to least disturbed conditions (Poff et.al, 2006, 
b). Fragmented landscapes, due to urban development, affects infiltration and runoff, and 
alter stream hydrographs, water quality and hydrologic flows in watershed systems 
(Randhir et al., 2000).  When urban land cover exceeded 15% in a watershed the overall 
impacts were greater than a land cover that had 25% total agricultural land cover and 
urban land use cover in watersheds seem to cause more hydrologic responses then  
natural land cover or similar percentages of agricultural land cover (Poff et.al, 2006, b).  
Undisturbed land and large areas of natural landscapes are important for 
stabilizing hydrology. Even with increases in precipitation in the North Concho River 
region, Texas from 1960–2005 annual stream flows decreased by about 70% when 
compared to two other watersheds of the Concho River Watershed (Wilcox et al., 2008). 
Two other watersheds in the Wilcox et al., (2008) study had pristine prairie while the 
North Concho had a high percentage of degraded grassland that was presumed to increase 
storm runoff because baseflows for the three watersheds remained consistent. Land-cover 
characteristics such as road density, percent wetland, and proximity of developed land at 
municipal and national scales are strongly related to hydrologic condition metrics 
(HCMs) (Steuer et al., 2010). Just as drastic changes took place in agricultural practices 
after the Dust Bowl similar changes may have to occur in urban areas as climate change 
forces regions of the Earth to develop more sustainable water use practices. 
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1.2.4 Climate change impacts   
Climate change is a major stressor to watershed systems (Marshal and Randhir, 
2009).  Sustainable management of water resources requires extensive knowledge of the 
impact of climate change on the hydrologic cycle (IPCC, 2007). The global temperature 
is expected to increase 1.5º to 3.5º C while the mean precipitation globally is projected to 
increase by 3 to 15% by 2100 (Schneider et al. 1990, IPCC 1996 a, b) that will play an 
important role in ecohydrologic processes in watersheds. Changing climate alone will 
place new demands on available water supplies to meet the needs of ecosystems and to 
satisfy human population growth (Gleick and Adams, 2000). Climate change affects the 
magnitude and distribution of water (Gleick and Adams, 2000) and causes significant 
differences in regional precipitation patterns, with regional differences in direction of 
change and variability. This uncertainty in magnitude and timing of precipitation 
complicates the ability to predict responses of watershed systems (IPCC AR4, 2007).   
The IPCC AR4 (2007) reports, with a high degree of confidence, that there will be 
an increase in runoff with earlier spring discharges in many glacier and snow-fed rivers. 
Changes are expected in terrestrial biological systems that include timing of leaf-
unfolding, bird migration and egg-laying, and a poleward shift in the ranges of some 
plant and animal species (IPCC AR4, 2007). Rising water temperatures, changes in ice 
cover, salinity, oxygen levels, and circulation patterns in marine and freshwater systems 
affect the abundance and range of algal, plankton, and fish in high-latitude oceans, 
including timing of fish migrations (IPCC AR4, 2007).  Supporting these findings are 
two studies. Bell et al., (2010) studied the influence of increased temperature and altered 
precipitation patterns on soil water dynamics in Oklahoma and observed that 
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ecohydrologic dynamics is impacted by climate change. Oscillations and significant lags 
in vegetation occur in response to seasonal and annual precipitation and temperature 
(Cañón et al., 2011). Doyle et.al, (2010) studied impacts of climate change on the 
migration of coastal mangrove forests in southwestern Florida.  
 Information on the impacts of global climate change on vegetation patterns is 
critical to development of strategies for adapting to climate change. It has been found that 
diverse ecosystems are more resilient and capable of adapting to changes in climate 
(Hawkins, et. al, 2008). An individual species’ response to climate change requires 
information on plant-to-plant interactions, dispersal ability or plant adaptabilities to 
changing environments, climatic tolerances of species, impact of invasive species in 
distributions, and identification of plant species that are susceptible to extinction 
(Hawkins, et. al, 2008). Responses of ecosystems to climate change can be assessed 
within a risk management framework (Doyle et.al, 2010; Johnson and Weaver, 2009). 
Understanding correlations between diversity within ecosystems, ecosystem services, 
hydrology, land use, and climate are critical to ecohydrology.  The effect of climate on 
watershed dynamics and the assessment of some of that ecohydrologic impact is a major 
objective of this study.  
1.3 Conceptual Basis 
This research addresses the need to conduct a Multi-scale Ecological Risk 
Assessment (ERA) at local, regional, and national watershed scales in order to provide 
insights into the dynamics and resource conditions (USEPA, 2008). The research is 
conducted under three specific research streams that represent different scales of 
watershed research.   
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The basic theoretical framework behind the three studies is presented in the 
conceptual model (Figure 1) that shows the relationship between the climate and 
watershed ecosystems at three scales addressed in this research. The biotic, abiotic, and 
socioeconomic variables interact to influence the ecohydrologic signature of a watershed. 
The three scales (A, B, C) are influenced by climatic and land use changes and policy 
decisions. Policies for coastal (C), regional (B) or continental (A) scales influence 
watershed characteristics at that scale, but also influence other scales. 
The continental scale modeling research (A) aims at studying precipitation, 
temperature, land use patterns, geomorphology, soil moisture, latitude, longitude, and 
evapotranspiration to determine ecohydrologic condition in watershed runoff. This scale 
of research provides valuable information on continental runoff in Hydrologic Unit Code 
(HUC) 8 watersheds that are influenced by changing population, land use, and climate. 
Understanding relationships between multiple variables provides insight for regional 
policies and effective management of freshwater resources that are variable over a large 
geographical area. A continental scale perspective in runoff will also be useful to 
determine sustainable water needs for broad ecoregions and climate regimes of the 
country. Research at the continental scale (A), evaluates runoff functions in 2110 
different HUC 8 watersheds throughout the continental United States.  
Regional-scale, spatiotemporal research (B) aims at stream flow dynamics in 
watersheds at a finer scale (HUC >12). The focus is on the relationship between land use 
configuration in watershed systems and the nature of long term-hydrograph. Land use 
patterns over geographic space and time influence the dynamics of stream hydrographs. 
A watershed hydrograph is modeled using land use pattern in gauged subbasins 
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throughout Massachusetts. This influence of various landscape configurations on the 
hydrographic signature of a watershed is useful in gaining insights into watershed-stream 
ecohydrological processes and in the development of watershed governance that sustains 
watershed ecosystem services. Quantifying the influences of changes in climate and land  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1: Conceptual model of multi-scale watershed study. 
use patterns on stream flow patterns is useful in determining system-wide interactions in 
watershed systems.  
 
 
 
 
 
 
 
 
 
 
 
      
     
 Continental Watersheds 
 
 
 
 
 
 
 
 
      
     
Climate 
Regional Watersheds 
 
Policy 
 
 
A 
B 
 
 C 
 
 
 
Water 
 
Quantities 
 
Quality 
 
 
Biotic 
 
 
 
Abiotic 
 
Watershed Ecosystems 
 14 
A local scale research into coastal ecohydrologic dynamics (C) focuses on 
relating watershed processes with coastal responses. Investigating hydrologic responses 
of coastal watersheds through continuous simulation of landscape ecohydrologic 
dynamics can provide insights into the complexity in flow dynamics that affect coastal 
ecosystem services. The focus on dynamics in a single, coastal (HUC 8 level) watershed 
is useful in evaluating the effects of land use and climate change on ecohydrologic 
dynamics at a watershed-coastal-ocean continuum. Runoff, sediment discharge, nutrient 
dynamics, and terrestrial ecosystems change as a result of land use and climatic changes 
in the coastal environment. This information is useful for developing comprehensive 
policies to protect coastal ecosystems.  
1.4 Uniqueness of the research 
Most ecohydrologic research predominantly investigates either one or very few 
components of a watershed system. Though useful, the information gathered is limited in 
gaining systems-wide implications of stressors. Research that focuses on the dynamics of 
an isolated component will be narrow in applicability and focus. Policy outcomes that are 
not derived from a systems-based approach are often ineffective in developing 
sustainable solutions. There is a need for multi-scale assessment (Schiff and Benoit, 
2007) to help identify the influence of a diverse set of variables that affect the 
ecohydrological response in watersheds. This research is unique in assessing the 
ecohydrologic response of watersheds to land use, population growth, and climate at 
multiple scales.  
Research that incorporates the combined influence of land use and climate on 
runoff at a continental scale is limited. The research presented here is unique because it 
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assesses factors that influence runoff using a large data set covering the continental USA. 
By relating climatic and land use variables such as precipitation, temperature, soil 
moisture, evaporation, and vegetation with watershed runoff a generalized model of 
runoff that explains a wide spatial variability can be achieved.  There are diverse 
differences in climatic variables across the continent ranging from only a few centimeters 
of rain a year in the desert southwest to over a meter in regions of the northwest and 
eastern coasts. Temperature and soil types vary significantly with a large range of 
extremes. Using these differences in evaluating runoff is limited in hydrologic research.  
The linear and nonlinear assessment of runoff and its link to a variety of ecohydrologic 
variables is also unique, as is the use of watershed systems as a basis to investigate these 
complex correlations across the continental United States.  
The regional scale, spatiotemporal dynamics research is unique because it 
develops insights into the linkages between landscape patterns and hydrograph dynamics. 
This type of assessment is limited in hydrologic research and will be useful in research 
insights into system dynamics. Using spatiotemporal analysis of relationships among 
variables that influence the complexity of watershed hydrograph is also unique. 
Integration of space and time in analysis creates unique insights into long-term 
interactions in stream hydrograph dynamics. Information gained through this research 
will be useful in developing innovative approaches in comprehensive watershed policies.   
The third avenue of research in coastal ecohydrologic dynamics is unique in 
relating watershed process to coastal systems. Investigating relationships that exist as 
climate and land use changes in a watershed to coastal systems are limited in hydrologic 
research. These objectives are distinct in that they use a watershed context to investigate 
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interactions between watershed and coastal environments. The dynamic interaction in 
coastal systems is not well understood or researched and this research will fill this void. 
Understanding these dynamics under changing land use and climate conditions will also 
result in unique insights into policy. Process modeling of coastal process using a robust 
simulation model over a continuous time will generate information for further research 
and policy.  
1.5 Objectives and hypotheses 
The general objective of this dissertation is to study the effects of land use and 
climate change on the ecohydrology of watershed systems at multiple scales. This is 
accomplished through three specific analyses that are presented as three individual 
chapters of the dissertation. Specific objectives are: (i) to analyze continental scale 
relationships between land use and climate change on runoff in watershed systems; (ii) to 
quantify the effect of spatial and temporal land use patterns on hydrologic processes; (iii) 
to evaluate the effects of land use and climate in coastal watershed systems; and (iv) to 
develop multi-scale conservation strategies to protect watersheds under changing land use 
and climate conditions.   
1.5.1 Hypotheses   
Hypotheses that will be tested include:  
(i) 
HO:  Land use and climate change has no effect on the runoff of watershed 
systems.  
HA: Land use and climate change has significant effect on the runoff of 
continental watersheds at the HUCS 8 scale.  
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(ii) 
HO:  Land use configuration within a watershed does not affect hydrograph 
dynamics.  
HA: Land use configuration within a watershed significantly affects hydrograph 
dynamics.  
 (iii) 
HO: Land use and climate change within a watershed has no effect on coastal 
ecosystems.  
HA:  Land use and climate change has a significant effect on coastal ecosystems. 
 (iv) 
HO: Conservation strategies at watershed scale have no effect on ecohydrologic 
processes at varying scales.  
HA: Conservation strategies at watershed scale have a significant effect on 
ecohydrologic processes at varying scales. 
1.6 Dissertation plan  
This dissertation is presented in five chapters: introduction, continental runoff 
analysis, spatiotemporal watershed hydrologic analysis, coastal watershed research, and a 
conclusion followed by an appendix. Each chapter is presented as a research paper with 
an introduction, literature review, methodology, results, conclusion, and references. The 
first chapter introduces the multi-scale, ecohydrologic watershed system approach and 
outlines the basis for the three studies with its own reference section. The next three 
chapters discuss the research results and ecohydrologic changes that occur as a result of 
climatic change and land use change in different watershed scales. The second chapter 
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presents research on how changes in precipitation, temperature, soil moisture, vegetation 
structure, and evaporation affect watershed runoff continental United States. The third 
chapter presents the results of the research of the spatiotemporal watershed hydrologic 
analysis and relates hydrologic processes with land use patterns in gauged watersheds. 
The fourth chapter on coastal watershed research explores the influence of land use and 
climate change on ecohydrologic issues within a coastal ecosystem. These three chapters 
discuss results from multi-scale modeling using a variety of quantitative tools. The fifth 
chapter is a general conclusion of the results of this multi-scale research. In the last 
section, the dissertation presents supplemental information as an appendix.    
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CHAPTER 2 
CONTINENTAL SCALE RUNOFF ANALYSIS 
2.1 Introduction 
 Runoff patterns within the continental United States are influenced by natural 
regional geomorphological variations and a mosaic of land uses (Allan, 2004; Botter et 
al. 2007c; Lettenmaier et al. 1994. The mosaic land use pattern is created by variations in 
amounts of urban, agricultural, grassland, forest, desert and wetlands in a region. There is 
a strong need to understand regional variability in runoff at the continental scale to 
develop future policy. Assessing runoff patterns and variations at the continental scale is 
difficult because runoff patterns are created by differences in soil, precipitation, 
temperature, land use and slope.  Measuring the vulnerability of an area to runoff regimes 
depends often on the moisture content of soil within the landscape. Measurement of the 
soil moisture is an important metric that helps determine the amount of runoff and 
ecohydrological boundaries of a region. Sustainable water resource management at the 
continental scale requires an understanding of the complex interactions that exist between 
climatic and topographical variables to create runoff.  Research is lacking information on 
how continental scale runoff patterns change with climate changes and urban growth. 
This research is able to add insight into regional differences in runoff due to interactions 
between temperature, precipitation, evaporation, vegetation and soil moisture. 
Continental scale research at the watershed scale is limited and is severely needed to help 
develop sustainable water resource policy. 
 Runoff from the landscape is influenced by baseflows and surface flows. The 
baseflow is created by the water that percolates into the ground and makes its way into 
 26 
the surface flows of rivers and streams. Baseflow is affected by the vegetation, slope, soil 
structure, depth of the soils and sub-surface bedrock. Surface flows are affected by 
vegetation, slope, soil surface, soil structure and land use. Vegetation often determines 
the amount and how water comes in contact with the ground and influences both surface 
and base flows. Evapotranspiration due to vegetation can release a great deal of moisture 
back into the atmosphere from various layers of soil and influences baseflows. Dynamics 
that exist between these variables creates uncertainty in predicting the influence of 
climate change and urbanization on runoff.  This research will assist in understanding the 
role soil moisture, temperature, evaporation, precipitation and vegetation in determining 
surface runoff patterns at the continental scale.    
The continental U.S. varies from mountains over 14000 feet to sea level with over 
12000 miles of coast line. Continental state average annual precipitation ranges from 
60.1inches (1528 mm) in Louisiana to 9.5 inches (241 mm) in Nevada. Continental 
average annual temperature ranges 70.5F (21.5C) in Florida to 40.4 F (4.7C) in North 
Dakota. Within each state there will are further variations that create tremendous 
differences in runoff from the thousands of HUCs 8 level watersheds. Climate is created 
by temperature and precipitation patterns within various regions. On the continental scale 
the 100
th
 meridian is a large regional differentiation between the humid eastern United 
States and the drier western United States. This research investigates regional runoff 
variations at the HUCs 8 watershed scale. This research gives detailed information how 
runoff varies within regions of the continental United States. As climate regime changes 
soil moisture, runoff, and vegetation will be affected. Many regions particularly in the 
southwest do not have enough available water to maintain ecosystem services now. There 
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is a need to capture the regional variability in runoff. Development future resource policy 
to manage available water resources for sustaining ecosystem services and population 
growth requires assessment of regional variations in runoff.  
This research uses a watershed approach to quantify relationships that exist 
between temperature, precipitation, land use, soil moisture, and vegetation on the run off 
at the continental scale. The three specific research objectives to accomplish this goal are: 
(i) to quantify watershed factors that influence continental US runoff patterns; (ii) to 
study the influence of geomorphic factors and climate on watershed runoff process; and 
(iii) to develop conservation strategies to manage runoff under changing climate 
conditions.  
 Hypotheses that will be tested are:  
(i)  
HO: Watershed factors such as soil moisture and vegetation does not affect runoff 
and sustainable water resources of HUCs 8 scale continental watersheds.  
HA: Watershed factors such as soil moisture and vegetation does affect runoff and 
sustainable water resources of HUCs 8 scale continental watersheds. 
(ii) 
HO: Climate and regional geomorphic differences at the continental scale has no 
effect on the water sustainability of watershed systems.  
HA: Climate and regional geomorphic differences at the continental scale has an 
effect on water sustainability of watershed systems. 
(iii)  
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HO: Conservation strategies to manage runoff under changing climate conditions 
have no effect on changing water sustainability at the continental scale.  
HA: Conservation strategies to manage runoff under changing climate conditions 
will influence water sustainability in regions at the continental scale.  
2.2 Study Area 
 
The continental United States includes the 48 lower states and covers an area of 
3.12 million square miles with 2,149 different Hydrologic Unit Code (HUC) level 8 sub 
basins. Among these, 2,111 watersheds were used in the analysis (figure 5) some of the 
islands sub basins were excluded during the analysis. There are 34 ecosystem provinces 
listed by the US Forest service within the continental United States. The population of the 
United States as of the 2010 census is just a little under 307 million people with the 
majority living in urban areas. Urbanization has increased over the last century with less 
people living in rural areas. Using watershed units to study how hydrology relates to 
climate and land use relationships within watersheds at the continental United States 
scale will add to literature on how human activities affect the hydrogeomorphic 
signatures of watersheds. Understanding these relationships will allow researchers the 
ability to understand some of the ecological changes in watersheds that result from 
human activities.   
There is a diverse array of land use within the United States. Urban areas have 
grown in population and land area in the last 50 years.  There are groups of large cities 
from Boston in Massachusetts down the eastern seaboard to Washington D.C. Other high 
urban cores exist in the Southern Great lakes region in Michigan, Wisconsin and Illinois 
with small urban cities extending east into Pennsylvania and New York State. The 
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southern east coast in Florida is a high density urban state.  Southern California is another 
area of the United States that has a high concentration of urban development and then 
along the west coast moving towards Portland Oregon and then Seattle Washington. 
There is a range of farm and range lands that are scattered throughout the United States. 
Deciduous forests are the dominant forest type east of the Mississippi river with 
grasslands and desert ranging to the Rocky Mountains. Northwestern United States has 
forests dominated by coniferous species.  There are a scattered number of urban centers 
in the interior of the country such as Denver CO, and Phoenix AZ.     
Precipitation range in the United States varies a great deal from water rich areas in 
the eastern states to water poor western states. In the continental United States the 
average annual precipitation for states ranges from 241 mm (9.5inches) in Nevada to  
 
Figure 2.1: Watersheds in Continental United States. 
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1528 mm (60.1 inches) of moisture in Louisiana. The average precipitation for all the 
continental United States is about 1200 mm (36.4 inches) but there is not an even 
distribution of the moisture. There are equally varied soils in the continental United 
States based on differing climates, parent rock, topography and vegetation types. The 
U.S. Department of Agriculture developed a soil classification system that identifies the 
major soils in the United States. This is a brief description of major soils in the 
continental U.S.. The Southwest has large amounts of Aridisols that are characteristic of 
dry environments and have low organic content and low fertility. Moist cool climates like 
the along the east coast have Spodosols that are usually acidic and low in nutrients being 
good for acid-loving crops. Grassland soils found in the Central, North Central, and 
Pacific Northwest parts of the continental United States are Mollisols. They are usually 
very fertile soils and are thick soils full of organic material and nutrients.  Another fertile 
soil found in mid-latitude forest and the forest-grassland boundaries are Alfisols. 
 There is tremendous variation between individual watersheds. Some watersheds 
in the northeast are in regions that have been heavily glaciated with the bedrock close to 
the surface with shallow soils. The aquifers and groundwater are close to the surface. 
Soils in the plains states are very thick with the aquifers very deep. Soil types range from 
sandy and rocky with low soil moisture to clay soils with high capacity to hold moisture. 
Many of the watersheds within the Rocky Mountains have shallow soils, steep slopes and 
high precipitation. While watersheds in mountains of the desert southwest have shallow 
soils, steep slopes and very low annual precipitation.  Many watersheds in the southeast 
receive large amounts of precipitation but have low slope and shallow sandy soils with 
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the groundwater only a few feet deep. The continental United States has large regional 
differences in the types of watersheds.  
2.3 Background Literature 
Poff et al. (2006) investigated the tremendous influence land use across the 
continental United States has on hydrologic variation.  Human activities influence 
amounts, types and location of land use within watersheds across the continent. These 
land use patterns influence the hydrology.  Understanding ecohydrologic dynamics 
within a watershed context requires an understanding of a complex set of variables that 
influence runoff patterns.  
2.3.1 Watershed sustainability and runoff 
Having sustainable water supplies to maintain ecosystem services and water for 
human needs for the future is an important question linked to water budget. 
Understanding how changes in land use and climate affect water budgets, especially 
runoff requires knowledge of system information and ecohydrological processes at 
watershed scale. Vörösmarty et al. (2000) used high-resolution geography maps of water 
use and water availability from around the world to model future global freshwater needs. 
As changes occur with climate, population growth and urbanization they found many 
regions may be water-stressed by 2025. The major water stressors within their models 
were from population growth and rapid urbanization and not from climate change in the 
next 25 years. Water resource infrastructures in many regions may be vulnerable to 
climate change, population growth and industrial development (Vörösmarty et al., 2000). 
They found that for even a 25 year period it is difficult to determine an accurate 
assessment of water sustainability.  Gleick (1998) observes that as populations grow and 
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climate changes, there are potentially large economic costs that could be associated with 
implementation of response strategies or not implementing the correct methods for 
particular regions.  
Roy et al. (2005) studied two scenarios predicting future water consumption at a 
continental scale using water use data from 1975 and 1995 and assumptions of population 
growth based on changes between 1995 and 2000. The first scenario used rates of 
withdrawal occurring at 1995 levels and the other used an increase in water efficiency. 
They observe that areas throughout the United States need new storage requirements to 
maintain current withdrawal rates. Continued improvements in efficient use of water 
could significantly increase the ability of many regions to reach water sustainability goals 
in the future. Specific regions that are susceptible to water shortages need continued data 
collection and analysis. 
Mencio´et al. (2010) analyzed the water balance in the Selva basin in NE Spain 
and found that fluxes in groundwater withdrawal are important to meet current 
withdrawal rates, and conclude that regional scale approaches are necessary to manage 
water availability. Planning for sustainable water use requires detailed knowledge of the 
hydrogeological characteristics for sustaining ecosystem services, water demands of 
human consumption. 
Roy et al. (2005) analyzed water withdrawal rates and projected future 
requirements for water at a county level to determine the sustainability of long term 
withdrawals from surface and ground water sources for the United States. Water budgets 
were expressed as P =R + I + ET + change in storage, where P is precipitation, R is 
surface runoff, I is infiltration and ET is evapotranspiration. Agriculture used an 
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estimated 40 percent of the total water withdrawn from groundwater and 82 percent of 
the consumptive use of water with 7 percent of water consumption from domestic usage 
in 1995. Forecasting future water use was difficult because historic water use was 
correlated to population and GDP but recent conservation efforts and loss of industrial 
enterprises make predictions of future water usage less accurate. Riverine systems are 
used extensively for withdrawals for human consumption. 
2.3.2 Factors influencing watershed runoff  
Peterson et al. (2012) studied what controls the seasonality of streamflow over the 
continental US using principal component regression on five predictors that included 
climatic and land-surface characteristics.  They found that mean monthly precipitation is 
uniform throughout the year over most of the eastern United States but the mean monthly 
streamflow exhibits pronounced seasonality with peak runoff occurring during the winter 
in much of the Southeast. The ratio of peak means monthly value to the annual total of 
runoff over the eastern US primarily depends on the covariability between monthly 
moisture and energy cycles. They found in the western US precipitation and streamflow 
exhibit strong seasonality with respective monthly peaks occurring in early and late 
winter months. Moisture and energy cycles in the west exhibit negative correlation with 
limited energy available during peak months of precipitation so peak monthly runoff 
occurs during the same season as precipitation. They found that runoff seasonality in the 
western United States depends on basin aridity and precipitation. Catchments in the 
Midwest and peninsular Florida had positive correlations in moisture and energy cycles 
with mean monthly runoff peaks occurring in spring and early summer season. The 
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magnitude of streamflow seasonality is dependent on the aridity index and soil moisture 
within the basin.   
The watershed’s hydrologic response is affected by land cover (Allan, 2004). 
Geoclimatic variations within a watershed affect the hydrogeomorphic response to a 
precipitation event (Poff, 2006).  These variables, both natural and human-caused 
intertwine to create the hydrologic and sediment regimes of a watershed (Allan, 2004).  
Steuer et al. (2010) found that land-cover characteristics such as road density, percent 
wetland, and proximity of developed land at municipal and national scales are strongly 
related to hydrologic condition metrics (HCMs). 
A watershed runoff is influenced by several factors that include hydrogeomorphic 
characteristics, climate, land use, soils, and climate. Neary et al., (2009) identifies the 
significant role forest soils play in the maintenance of water flows in forested ecosystems. 
Soils help to maintain the supply of high quality water and to moderate stream hydrology 
in forest ecosystems (Neary et al., 2009).  Forested watersheds have relatively stable 
channels, low concentrations of contaminants and high levels of interaction between 
riparian zones and stream ecosystem. Litter layers support abundant and diverse micro- 
and macro-fauna that require high organic content and also assist in maintaining water 
quality (Neary et al., 2009).  
Wang et al. (2011) investigates the movement of water through reforested 
ecosystems in the Loess Plateau region of China and observe that forest cover is not 
correlated with annual precipitation at small scales but correlated at scales larger than 
1000 km
2
.  Harsh et al. (2009) investigated water balance in a grassland basin, an 
oak/beech basin, and a pine forest basin and found that grasslands have more than half 
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(53%) of their annual precipitation leached from the site and 36% returned to the 
atmosphere as water vapor.  Deciduous forests had 37% in leachate and 56% as 
evapotranspiration. Evergreen coniferous forests had evapotranspiration rates of 65% 
with only 26% returning as leachate.  
Zou et al. (2010) investigated the impacts of vegetation on water yields in the 
Colorado River Basin and found that an increase of between 25 and 100 mm of water 
could be gained through changes in ponderosa pine forests and portions of the low 
elevation chaparral shrublands in the Colorado River Basin, while still providing other 
natural resource benefits.  
2.3.3 Ecohydrology of runoff processes 
Jin et al. (2010) used Advanced Very High Resolution Radiometer (AVHRR) 
time-series to study long term vegetation changes in the Ejina Oasis that is located in the 
downstream area of the Heihe River basin in Northwest China. They found a relationship 
between the runoff of the Heihe River and the vegetation change of the Ejina Oasis from 
1989 to 2006. The vegetation growth of the Ejina Oasis depends on the runoff of the 
Heihe River and has a 1 year lag time between runoff and its impact on the vegetation of 
the Ejina Oasis. They were able to estimate the least amount of water required to sustain 
demand for ecosystem services in Ejina area.  
Thanapura et al. (2007) integrates remote sensing and GIS to determine runoff 
coefficients (C) using 8-bit and 16-bit Quick- Bird (QB) NDVI satellite imagery using 
unsupervised classification and the ISODATA algorithm to map impervious area and 
open space.  There was over 90 percent accuracy in classification of runoff coefficients 
with the six QB NDVI thematic maps as the C values calculated in GIS spatial modeling 
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and industry standards for C. They found the fine resolution image and mapping 
approach used in this study allowed for good discrimination of land-cover and accurate C 
estimation. 
Ghazanfari et al. (2013) extracted the first eigenfunction from empirical 
orthogonal function (EOF) analysis from 3 GLDAS land surface models (LSM’s): VIC, 
MOSAIC and NOAH at 1 × 1 degree spatial resolution to determine soil moisture 
conditions for the development of aridity index. The aridity index is the frequency the 
dominant soil moisture value at a location is not exceeded by the dominant soil moisture 
values in all of the other locations. The first eigenfunction was able to explain 33% of the 
VIC, 43% of the NOAH and 47% of the MOSAIC models. They compared their models 
with the UNEP aridity index that is created based on land surface model data forcings. 
The aridity index derived from the VIC displays a pattern that resembles the UNEP and 
the land surface model based indices accurately isolated the dominant dryland areas. 
Their LSMs predicted more moisture in portions of south-central Africa, southeastern 
United States and eastern India when compared to UNEP classification.  They found 
vegetation cover in areas the UNEP index classifies as drier than the other three LSMs 
(NDVI values are mostly greater than 0). They found the LSM-based aridity index that 
incorporated the roles of vegetation and soil in the partitioning of precipitation into 
predicting evaporation, runoff and infiltration may identify dryland areas more 
effectively than the UNEP aridity index.  
Gamon et al. (2013) used Normalized Difference Vegetation Index (NDVI) data 
from satellite measurements and field optical sampling data to indicate vegetation 
phenology and productivity. They monitored spatial and temporal patterns of vegetation 
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growth for Barrow, Alaska over three growing seasons (2000–2002). They were able to 
determine earlier snowmelt did not lead to increased productivity but productivity was 
correlated with precipitation, soil moisture and growing degree days. Evidence in spatial 
NDVI patterns allowed them to determine moisture effects on productivity and species 
distribution due to microtopography patterns. These results contradict an often stated 
hypothesis that earlier arctic growing seasons will lead to greater vegetation productivity.  
They found early-season local moisture and temperature are factors that determine arctic 
vegetation productivity.  
In Denmark Boegh et al. (2009) used data on variations in climate, soil properties 
and EOS/MODIS Normalized Difference Vegetation Index (NDVI) data to identify a 
temporal development leaf area index for agricultural fields, determine a dynamic 
“canopy” coefficient (K c) of forests using the FAO Penman–Monteith equation, and find 
the impervious land cover fraction of urban regions.  Results show using NDVI time 
series and local-scale model parameters allowed a good representation of agricultural, 
forest and urban land surfaces in physically based hydrological modeling. They were able 
to reproduce much of the observed variability in stream flow (Q − Q b) when data and 
modeling is applied at an effective spatial resolution.  
Stanford et al. (1993) investigated how water in the upstream floodplain affected 
water availability downstream in large rivers. They found that floodplain dynamics create 
extensive hyporheic zones that cover an area of many square kilometers with food webs 
rich in macroinvertabrate species. The bioavailable solutes influence production and 
biodiversity of vegetation in the surface benthos and riparian areas.  The interaction 
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between the aquifer and riverine systems add physical heterogeneity and functional 
complexity to floodplain landscapes. 
Periodic high water volume events occur in riverine systems to move and sort 
sediments redistributing soils throughout a watershed creating diverse riverine habitats 
(Junk et al., 1989).  The Flood plain systems function as nutrient rich areas that promote 
habitat diversity of riverine systems. Diverse riverine ecosystems with a large number of 
species require the maintenance of interconnections between seasonal water levels and 
the ability to have long water retention times. Changes to the water budgets of a region 
disturb the flow regime and alter the amount of water, timing of flows, and periodicity of 
the hydrologic cycle. Organisms living in a region have evolved and are adapted to live 
with the ecohydrologic conditions of the past and many may not be able to adapt to 
changes in flow regime. 
Scott et al. (2007) investigated the hydraulic redistribution (HR) of Prosopis 
velutina Woot (velvet mesquite) in an upland savanna ecosystem south of Tucson, AZ 
USA.  They recorded the ecohydrologic significance of the translocation of soil moisture 
via plant root systems in redistributing large amounts of water throughout the year. Even 
during seasonal drought periods, deeper ‘‘stored’’ water from hydraulic redistribution is 
able to transpire through root sap flow and above-canopy fluxes.  
Steuer et al. (2010) investigated the influence of 83 hydrologic condition metrics 
(HCMs) on algal, invertebrate, and fish communities in five metropolitan areas across the 
continental United States. They identified five HCMs that were strongly associated with 
the biological variation in an urban gradient. Five HCMs found to be associated with 
changes in aquatic communities were average flow magnitude, high-flow magnitude, 
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high-flow event frequency, high-flow duration, and the rate of change of stream cross-
sectional area.  The most ecologically relevant HCM was the high-flow event frequency 
that was transferable across stream type. The Ephemeroptera, Plecoptera, and Trichoptera 
(EPT) richness was strongly influenced by the percent imperviousness, weighted percent 
agriculture and percent grassland that accounted for 58% of the variability based on 
various watershed areas (4.4-1,714 km), precipitation (38-204 cm/yr), and elevation (31-
2,024 m) conditions on the 261 nationwide sites. Kennen et al. (2009) found an increase 
in frequency of high flows correlated to increases in richness of tolerant invertebrate taxa 
and decreases in EPT richness in the northeast United States.  
Fitzpatrick et al. (2004) studied 43 streams in the Chicago area of northeastern 
Illinois to investigate the effects of urbanization on biotic indices and the concentrations 
of trace element in sediments. Their analysis explored relationships that may exist 
between biotic integrity, sediment chemistry, and urbanization. Agricultural/rural streams 
ranged from poor to excellent quality and streams with more than 10 percent of the 
watershed as urban land had fair or poor index scores. The largest increases in fish 
species and biotic integrity scores occurred in rural streams with loamy/sandy surficial 
deposits and urban streams that had clayey surficial deposits and over 50 percent 
watershed urban land.  
Hugueny et al. (2011) found freshwater fish species that were habitat specialists 
within French rivers were affected more by fragmentation than species that were able to 
adapt to a wide range of salinities and fragmentation. They found that the size of the river 
basin determined the extinction rate with smaller basins having higher extinction rates 
than large basins. Correlation of extinction rates to the area of the basin supports research 
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on how large populations are not as prone to extinction as small populations. Coastal 
rivers have fewer freshwater fish species than comparable size tributaries that connect to 
large freshwater regions that allow more immigration. Coastal rivers in the Seine system 
support fewer species than interconnected tributaries with the same catchment surface 
area or river network length and these results agree with previous tests of this hypothesis 
(Sheldon, 1988; Hugueny, 1989; Belkessam et al., 1997; Oberdorff et al., 1997).  
Ricciardi and Rasmussen (1999) examined extinction rates of freshwater species 
and found 123 recorded freshwater animal species became extinct in North America with 
hundreds of other freshwater species considered imperiled.  In the last century Bogan 
(2007) found a high rate of extinction in 37 species of freshwater bivalves presumed 
extinct in North America.  Observed decline in numbers and increased rate of extinction 
is attributed to loss or modification of habitat. Examples of modifications to habitat are 
construction of dams, canalization, changes in water depth, water withdrawal for industry 
and irrigation, pollution and changes in fine particle deposition.  
Wang and Kanehl (2003) analyzed data from riffle and habitat created by snags in 
39 small cold water streams in Wisconsin and Minnesota at different levels of 
urbanization within the watershed. Multivariate analysis is used to identify the influence 
of urban land use and instream habitat on macroinvertebrate assemblages. The amount of 
urban area in watershed was nonlinearly and negatively correlated with percentages of 
EPT abundance. Wang and Kanehl (2003) found high macroinvertebrate index values 
were possible if the effective imperviousness was less than 7 percent of the area within 
watershed. Loss of aquatic habitat, measured as a loss in macroinvertebrate communities 
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and the replacement of native species of fish by nonnative species, occurred after an area 
experienced urbanization.  
2.3.4 Modeling runoff process  
Botter et al. (2005) used a stochastic framework to explain the behavior of a 
catchment-scale hydrologic and nitrate response. They modeled the biogeochemical 
cycling of nitrogen and transformations that occur in nitrogen as it is transported through 
a heterogeneous soil. Nitrogen sources from agricultural origins have a different spatial 
and temporal variability that was incorporated into the geomorphological scheme of the 
model.  They analyzed the dynamics between soil moisture and nitrate mass in arid 
environments through the use of models.  
Mechanisms that determine the mobilization and transport of solutes in soils 
during runoff formation were investigated by Botter et al. (2008a) in the Dese River 
basin in Northeastern Italy. Nitrates from diffuse agricultural sources (NO
3-
) and 
chemical tracers of Lithium from point injections of (Li+) were measured in tracer 
experiments along with rainfall depths, streamflows, and pressure heads within different 
soil horizons. Their results suggest deep subsurface components of runoff dominate the 
long-term behavior of the hydrograph and deep subsurface runoff components are 
responsible for exporting large amounts of solutes from soil. Experimental results suggest 
the behavior of the breakthrough curve in stream waters may be strongly affected by rain 
Fall-driven hydrologic contributions (Botter et al., 2008a).   
Botter et al. (2007c) analyzed climatic regimes and topographic feature data from 
various size catchments across the United States to validate theoretical results on the 
structure of probability density functions (pdf) of daily streamflows. Seasonal streamflow 
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pdf were obtained from recorded time series that were compared with theoretical 
distributions derived by Botter et al., (2007a). They used a coupled transport model to 
incorporate ecohydrological and morphological parameters within a stochastic 
description of runoff production. They modeled soil moisture dynamics to define 
theoretical streamflow probability density functions for each watershed based on easily 
gathered land use information and incorporating directly measured hydrologic and 
climatic data. Results agreed with observed distribution in various sized and 
heterogeneous catchments across different climate regimes.  
Botter et al. (2008) investigated streamflow variability in river basins using 
analytical solutions developed by Botter et al. (2007a) for the seasonal probability 
distribution function of daily streamflows. The model derived analytical expressions for 
the long-term flow duration curves using climatic, ecohydrologic, and geomorphic 
parameters of the basin. The model may represent a valid tool for estimating low-flow 
statistics in gauged and ungauged basins.  
2.3.5 Climatic impacts on watershed runoff 
Golubev et al. (2001) studied hydrologic trends in the former Soviet Union (FSU) 
and the contiguous United States investigating changes in evaporation during the warm 
season over the continental U.S. and the FSU during the past fifty years. They observed 
that the FSU had an increase in surface air temperature that was not observed in the U.S. 
An increase in precipitation was found for most of the U.S. while a decrease in 
precipitation was observed in Eastern Siberia of FSU. Cloud cover was found to increase 
over much of the contiguous U.S. with a decrease over the FSU. Both countries had an 
increase in the frequency of convective cloudiness and heavy precipitation. There was an 
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increase in evaporation over most of the contiguous U.S. except the Southeastern, 
Northeastern and the Great Lakes region with the evapotranspiration appearing to 
increase with increasing temperatures.  
Lettenmaier et al. (1994) examined trends in average monthly streamflow, 
temperature, precipitation and average daily temperature ranges from 1948–1988 for the 
continental United States. Historical Climatology Network data from 1,036 stations and 
stream gage data from 1,009 stations was used to identify significance of trend in 
monthly and annual variables.  March temperatures increased in almost half of the 
temperature stations with an increase in precipitation in 25 percent of the stations. Most 
stations that recorded an increase in precipitation were found in the central portion of the 
country and nearly half of the stations recorded an increase in the stream flow from 
November to April particularly in north-central states. A significant and mostly 
downward trend in the temperature from late spring through the Winter was recorded in 
over half of the stations. 
Sun et al. (2008) investigated annual water budgets in Southeastern United States 
by comparing precipitation, evapotranspiration, groundwater supply and return flow data 
to supply and demand from commercial, domestic, industrial, irrigation, livestock, 
mining, and thermoelectric users. Water stress conditions were developed for HUC 
(Hydrologic Unit Code) 8 basins in thirteen southeastern states over time and integrated 
into two Global Circulation Models (CGC1 and HadCM2Sul) to locations that could face 
water supply stress in 2020. One of the models was a land use change model and the 
other was a human population model. They found that metropolitan water supplies would 
become stressed with continued population increases.  Land use and land cover changes 
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were not found to significantly affect the water quantity and water supply-water demand 
in the study region and recognized the need to assess the long-term impacts of changes in 
climate, population, and land use and land cover on regional water resources.   
2.3.6 Summary of literature review 
Climate changes and continued urbanization will influence the ability of many 
regions to have sustainable water supplies. Water stressed regions will have to change 
resource management policy to accommodate change. Demand for available water 
resources will vary between regions based on urban growth and changes in climate. 
Water required to maintain services provided by ecosystems is often the first to be 
sacrificed with low water quantities. Having sustainable water supplies to meet these 
needs requires continued research.  
Many variables described in literature influence runoff in watersheds. Elevation, 
soils, slope, solar exposure, land use, temperature, climate, latitude and longitude are 
abiotic attributes of an area that affect runoff patterns. Understanding the complex 
dynamics that exists between these variable to create runoff patterns needs continued 
research. As climate changes, urbanization continues and new land use patterns develop 
interactions that influence runoff will dynamically change. This research will add 
information and give valuable insight into how some of these variables interact to affect 
runoff patterns.  
Vegetation is an important biotic component that significantly shapes runoff 
patterns within watersheds.  Vegetation is dependent on abiotic components its presence 
is influenced by human activity. Agricultural practices, deforestation, habitat 
fragmentation and urbanization change the vegetation structure of regions. These changes 
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in vegetation structure create a ripple effect on available habitat types and subsequent 
species diversity. Ecohydrology is an important evolving discipline that investigates 
interactions between hydrology and ecology within watersheds. Types of vegetation 
present are indicative of interactions between abiotic and biotic components, including 
human activities, to create a landscape that influences the hydrologic cycle.    
Effectively modeling these multiple interactions that exist to shape hydrology and  
runoff from a landscape is difficult. There are interactive continuous-time scale models 
like SWAT that interact with Global Circulation Models like CGC1 and HadCM2Sul to 
try to explain complex interactions that exist between multiple factors.  Models allow 
investigation of relationships that exist between observed runoff and measured landscape 
variables such as soil moisture, precipitation, temperature, evapotranspiration and 
vegetation.  
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2.4 Methodology 
2.4.1 Conceptual Model 
There are three major data flows related to each objective of the study that is presented in 
the conceptual model in Figure 2.2 Precipitation, evapotranspiration, temperature, 
vegetation and soil moisture levels in watershed in continental United States are related 
to runoff process. Zonal statistics for each of the independent variables were calculated 
for each of the 2110 level 8 HUCs watersheds. Runoff and evaporation raster sets were 
used as the dependent variables to predict the water budgets of each watershed.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2: Conceptual model for continental runoff analysis (A). 
 
Analysis of runoff for continental watersheds was determined using statistical modeling 
and alternative scenarios evaluated from estimated models.  
2.4.2 Empirical Model 
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ANNUAL_RUNOFF = f(ANNUAL_PRECIP, ANNUAL_SOIL_MOISTURE, ANNUAL_EVAPORATION, ANNUAL_
TEMPERTURE, MAXIMUM_VEGETATIVE_INDEX, AREA)
2.4.3 Methods 
 A number of methods were used to analyze the data beginning with univariate 
statistics, then multivariate correlation analysis. Bivariate analysis allows more detailed 
evaluation of relationships that exist between two variables. Linear and nonlinear 
regression analysis is used to investigate predictive ability of different combinations of 
variable interactions on predicting the outcome of a dependent variable.  
2.4.3.1 Univariate 
The initial analysis begins with a statement of the basic statistics for each variable 
listed in Table 1. Those statistics are the minimum value for each, maximum value, 
median, mean and the standard deviation. The median value is found by taking all of the 
numerical values in the data set and arranging them in order then picking the one exactly 
in the middle separating the data set in two where each half has the same number of data 
points on each side. The mean is sum of all of the values in the data set divided by the 
number of data points. The standard deviation is determining the amount of variation that 
exists between the mean and other values in the data set. It is found using the formula in 
figure 1.  
 
 
2
X-X
    
n-1
 

                              (2.1) 
When data points are close to the mean the standard deviation is low and when there is a 
large difference between the data points and the mean the standard deviation is high.  
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2.4.3.2 Multivariate variable analysis 
The second step of analysis was multivariate analysis using Pearson correlation 
and principal component analysis. The Pearson correlation matrix and Principal 
Component Analysis (PCA) is important to create a few key variables that will 
characterize the variation that occurs within a dataset and reduce the possibility of 
multicollinearity within the data. When the variables have been evaluated using factor 
analysis uncorrelated variables can then be chosen to be used in a multiple regression that 
is used to determine the best model explanation for the depend variables.  
The Pearson Correlation is represented by r and is determined by applying 
equation 2 to compare the two variable data sets.  
  
   
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2 2
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 
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   (2.2) 
When Pearson correlation values approach one or negative one this implies that the two 
variables are very closely related and the researcher should make efforts to choose the 
most relevant variable for their research goals.  
 Principal component analysis (PCA) in a geometric sense is plotting all of the 
data points in a series of planes and finding strength of correlations in the clouds of data. 
The data cloud will have concentrations of data points and a shape. Lines moving through 
the thickest portions of the cloud will determine principal components. The correlation 
this line makes with points in the cloud determines variance explained. Weighing for 
determination of factors is found by analyzing a set or sets of data that contributes the 
most to the cloud of points along the line in the cloud of data.  This approach is used in 
this research to identify variables that may display collinear values. This will reduce error 
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in future analysis when completing the linear and nonlinear regressions. Factor analysis 
can be used to visibly and statistically determine variables that relate to factors within the 
research.  
2.4.3.3 Bivariate analysis 
Bivariate analysis was complete by construction of different graphs investigating 
patterns that exist between the various independent variables and the dependent variable. 
The dependent variable at this research scale was the runoff values.  Best fitting lines 
were then assigned to the various data displays and equations and R
2 
values were 
determined to examine the fit of the data.  
2.4.3.4 Multivariate analysis 
  Multiple linear models used in this research allow a combination of independent 
explanatory variables working together to predict the outcome of the dependent variable. 
Each of the independent explanatory variables has a coefficient that determines the 
influence of that particular variable on the outcome of the dependent variable.  The model 
will estimate model parameters from the data to determine the best coefficients for each 
variable to explain the dependent variable.  
 Nonlinear regression analysis allows interactive terms to become involved in 
predicting the outcome of a dependent variable. Nonlinear regression used in this analysis 
took squared terms, and the product of two variable terms to assign coefficients to each 
interactive expression along with the combinations of variables included in the linear 
regression to explain the dependent variable.  The combination of all these interactions is 
used to form the model that explains the behavior of the dependent variable.  
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 2.4.3.5. Variables used in analysis  
Runoff is the dependent variable separated into seasons and annual. Fall season 
are September, October and November. Winter is December, January and February.  
Table 2.1 Dependent runoff variables. 
Variable Code Explanation 
Y11 RO_FALL Fall Runoff (mm) 
Y12 RO_WIN Winter Runoff (mm) 
Y13 RO_SPRI Spring Runoff (mm) 
Y14 RO_SUM Summer Runoff (mm) 
Y15 RO_ANN Annual Runoff (mm) 
 
Spring is March, April and May.  Summer is June, July and August. Annual are a full 
year of four seasons beginning with the Fall 2008 through the Summer 2009. 
Table 2.2: Independent Continental climate, NDVI and weighted area variables.  
Variable Code Explanation 
X21 EVAP_FALL Fall Evaporation(mm) 
X22 EVAP_WIN Winter Evaporation (mm) 
X23 EVAP_SPRI Spring Evaporation (mm) 
X24 EVAP_SUM Summer Evaporation (mm) 
X25 EVAP_ANN Annual Evaporation (mm) 
X31 PRECIP_FALL Fall Precipitation (mm) 
X32 PRECIP_WIN Winter Precipitation (mm) 
X33 PRECIP_SPRI Spring Precipitation (mm)  
X34 PRECIP_SUM Summer Precipitation (mm) 
X35 PRECIP_ANN Annual Precipitation (mm) 
X41 TEMP_FALL Fall Temperature 
O
C 
X42 TEMP_WIN Winter Temperature 
O
C 
X43 TEMP_SPRI Spring Temperature 
O
C 
X44 TEMP_SUM Summer Temperature 
O
C 
X45 TEMP_ANN Annual Temperature 
O
C 
X51 SM_FALL Fall Soil Moisture (mm) 
X52 SM_WIN Winter Soil Moisture  (mm) 
X53 SM_SPRI Spring Soil Moisture  (mm) 
X54 SM_SUM Summer Soil Moisture (mm)  
X55 SM_ANN Annual Soil Moisture  (mm) 
X81 DUR09 Duration of Photosynthetic activity (NDVI) 
X61 MAXN Day of year of Maximum level of photosynthetic activity 
in the canopy (NDVI) 
X71 AREA Weighted watershed area metric   
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There are three different groups of independent variables (Table 2.2): climate, 
land surface atmosphere interface and biotic. Independent climate variables are 
temperature
 
(
O
C) and precipitation data (mm), land surface atmosphere interface variables 
are evaporation (mm), and soil moisture and a biotic variable is the maximum level of 
photosynthetic activity in the canopy measured in day of year.   
2.4.3.6 Regression Equations 
Equations 2.1 – 2.18 are used for linear and nonlinear regressions to analyze 
Runoff.  
2.4.3.6.1 Linear equations 
2.4.3.6.1.1 Annual 
The linear regression predictive model (2.1) investigates the linear relationship that 
annual values for the climate variables explain annual runoff values.    
   15 15 25 25 35 35 45 45 55 55 61 61 71 71= + X + X + X + X + X + X      Y         (2.1) 
2.4.3.6.1.2 Seasonal 
The linear regression predictive model (2.2) investigates the linear relationship Fall 
climatic values have in explaining Fall runoff values.    
11 11 21 21 31 31 41 41 51 51 61 61 71 71= + X + X + X + X + X + XY         (2.2) 
The linear regression predictive model (2.3) represents the explanatory affects of Winter 
climatic values, the size of the watershed and the maximum photosynthetic index on 
Winter runoff values.    
12 12 22 22 32 32 42 42 52 52 61 61 71 71
= + X + X X + X + X + XY         (2.3) 
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The linear regression predictive model (2.4) investigates the linear relationship spring 
climatic values have in explaining spring runoff values.    
13 13 23 23 33 33 43 43 53 53 61 61 71 71= + X + X + X + X + X + XY              (2.4) 
The linear regression predictive model (2.5) investigates the linear relationship Summer 
climatic values have in explaining Summer runoff values.    
14 14 24 24 34 34 44 44 54 54 61 61 71 71= + X + X + X + X + X + XY                   (2.5) 
2.4.3.6.2 Inter-season linear 
The general formula to model the linear interaction of Spring-Summer seasonal 
climatic variables on the Summer runoff is presented in (2.6).  Y14 = the intercept for the 
Summer runoff. The variable and coefficient interaction is represented by X  where   
represents the coefficient and X represents the value for the specific variable. The number 
subscript below both the   and X represents climatic, area of the watershed or max 
photosynthetic activity variables presented in (Table 2.2).   
14 14 24 24 34 34 44 44 54 54 23 23 33 33 43 43
53 53 61 61 71 71
= + X + X + X + X + X + X + X
+ X + X + X
Y        
  
 
           (2.6) 
 
The general formula to model the linear interaction of Summer–Fall seasonal climatic 
variables on the Fall runoff is presented in (2.7).  Y11 = the intercept for the Fall runoff 
and the variables are represented by X  where   represents the coefficient and X 
represents the value for the specific variable. The number subscript below both the   
and X represents climatic, area of the watershed or max photosynthetic activity variables 
presented in (Table 2.2).   
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11 11 21 21 31 31 41 41 51 51 24 24 34 34 44 44
54 54 61 61 71 71
= + X + X + X + X + X + X + X
+ X + X + X
Y        
  
 (2.7) 
 
The general formula to model the linear interaction of interaction of Fall-Winter seasonal 
climatic variables on the Winter runoff is presented in (2.8).  Y12 = the intercept for the 
Winter runoff and the variables are represented by X  where   represents the 
coefficient and X represents the value for the specific variable. The number subscript 
below both the   and X represents climatic, area of the watershed or  max 
photosynthetic activity variables presented in (Table 2.2).   
12 12 22 22 32 32 42 42 52 52 21 21 31 31
41 41 51 51 61 61 71 71
= + X + X + X + X + X + X +
X + X + X + X
Y       
   
 (2.8) 
The general formula to model the linear interaction of interaction of Winter-spring 
seasonal climatic variables on the spring runoff is presented in (2.9).  Y13 = the intercept 
for the spring runoff and the variables are represented by X  where   represents the 
coefficient and X represents the value for the specific variable. The number subscript 
below both the   and X represents climatic, area of the watershed or max photosynthetic 
activity variables presented in (Table 2.2).   
13 13 23 23 33 33 43 43 53 53 22 22 32 32 42 42
52 52 61 61 71 71
= + X + X + X + X + X + X + X +
X + X + X
Y        
  
  (2.9) 
 
2.4.3.6.3 Nonlinear interactions  
2.4.3.6.3.1 Nonlinear annual  
The general formula to model nonlinear interactions for annual runoff is presented in 
(2.10).  Linear, quadratic, and interactive terms models the annual runoff values based on 
the interactions of annual climatic variables along with the size of the watershed and the 
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maximum photosynthetic index.  The squared term is used in the nonlinear equations to 
exaggerate small changes so they become visible in the analysis.  
55 5515 15 25 25 35 35 45 45 61 61 71 71 25,35 25 35 25,45 25 45
55 55 55 55 5525,55 25 35,45 35 45 35 35 45,55 45 55,61 61 55,71 71 45,61 45 61,55
45,71 45 71 25,61 25 61 25
Y = +  X + X + X + *X + *X + *X + X X + X X +
X X + X X + X X + X X + X X + X X + X X
+ X X + X X +
        
      
  
2
2 2 2 2 2
2
,71 25 71 35,61 35 61 61,71 61 71 35,71 35 71 2525
2 2 2 2 2
5535 45 61 7135 45 55 61 71
X X + X X + X X + X X + X +
X + X + X + X + X
   
    
           (2.10) 
2.4.3.6.3.2 Nonlinear seasonal interactions 
The general formula to model nonlinear interactions for Fall runoff is presented in (2.11).  
Linear, quadratic, and interactive terms models the Fall runoff values based on the 
interactions of Fall climatic variables along with the size of the watershed and the 
maximum photosynthetic index. 
11 11 21 21 31 31 41 41 51 51 61 61 71 71 21,31 21 31
21,41 21 41 21,51 21 51 31,41 31 41 31,51 31 51 41,51 41 51
51,61 51 61 51,71 51 71 41,61 41 61 41,71 41 71 21,61 21 61
21,71
Y = + X + X + X + X + X + X + X X +
X X + X X + X X + X X + X X +
X X + X X + X X + X X + X X +
X
       
    
    
 2 2
2 2 2 2
2 2
21 71 31,61 31 61 61,71 61 71 31,71 31 71 21 3121 31
2 2 2 2
41 51 61 7141 51 61 71
X + X X + X X + X X + X + X
+ X + X + X + X
    
   
 (2.11) 
The general formula to model nonlinear interactions for Winter runoff is presented in 
(2.12).  Linear, quadratic, and interactive terms models the Winter runoff values based on 
the interactions of spring climatic variables along with the size of the watershed and the 
maximum photosynthetic index. 
12 12 22 22 32 32 42 42 52 52 61 61 71 71 22,32 22 32
22,42 22 42 22,52 22 52 32,42 32 42 32,52 32 52 42,52 42 52
52,61 52 61 52,71 52 71 42,61 42 61 42,71 42 71 22,61 22 61
22,71
Y = + X + X + X + X + X + X + X X +
X X + X X + X X + X X + X X +
X X + X X + X X + X X + X X +
X
       
    
    
 2 2
2 2 2 2
2 2
22 71 32,61 32 61 61,71 61 71 32,71 32 71 22 3222 32
2 2 2 2
42 52 61 7142 52 61 71
X + X X + X X + X X + X + X +
X + X + X + X
    
   
(2.12) 
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The general formula to model nonlinear interactions for Spring runoff is presented in 
(2.13).  Linear, quadratic, and interactive terms models the Spring runoff values based on 
the interactions of spring climatic variables along with the size of the watershed and the 
maximum photosynthetic index. 
13 13 23 23 33 33 43 43 53 53 61 61 71 71 23,33 23 33
23,43 23 43 23,53 23 53 33,43 33 43 33,53 33 53 43,53 43 53
53,61 53 61 53,71 53 71 43,61 43 61 43,71 43 71 23,61 23 61
23,71
Y = + X + X + X + X + X + X + X X +
X X + X X + X X + X X + X X +
X X + X X + X X + X X + X X +
X
       
    
    
 2 2
2 2 2 2
2 2
23 71 33,61 33 61 61,71 1 71 33,71 33 71 23 3323 33
2 2 2 2
43 53 61 7143 53 61 71
X + X X + X X + X X + X + X +
X + X + X + X
    
   
  (2.13)   
  
  
The general formula to model nonlinear interactions for Summer runoff is presented in 
(2.14).  Linear, quadratic, and interactive terms models the Summer runoff values based 
on the interactions of Summer climatic variables along with the size of the watershed and 
the maximum photosynthetic index. 
14 14 24 24 34 34 44 44 54 54 61 61 71 71 24,34 24 34
24,44 24 44 24,54 24 54 34,44 34 44 34,54 34 54 44,54 44 54
54,61 54 61 54,71 54 71 44,61 44 61 44,71 44 71 24,61 24 61
24,71
Y = + X + X + X + X + X + X + X X
+ X X + X X + X X + X X + X X +
X X + X X + X X + X X + X X +
X
       
    
    
 2 2
2 2 2 2
2 2
24 71 34,61 34 61 61,71 61 71 34,71 34 71 24 3424 34
2 2 2 2
44 54 61 7144 54 61 71
X + X X + X X + X X + X + X +
X + X + X + X
    
   
 (2.14)  
 
2.4.3.6.3.3 Nonlinear interseasonal interactions 
Seasonal influence on runoff is evaluated by determining the relationship of the climatic 
variables from the season before linear models and nonlinear models were evaluated.  
The equations representing these models are presented in equations 2.11 – 2.18. Linear, 
quadratic, and interactive terms representing all of the combinations that occur between 
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variables are used in the formula to model Summer runoff values. The general formula to 
model nonlinear interactions of Spring-Summer seasonal variables on the Summer runoff 
is presented in (2.15).  α14 = the intercept for the Winter runoff and the variables are 
represented by X  where   represents the coefficient and X represents the value for 
the specific variable. The number subscript below both the   and X represents climatic, 
area of the watershed or  max photosynthetic activity variables presented in (Table 2.1). 
2 2 2 2
2 2 2 2
14 14 23 23 33 33 43 43 53 53 23 33 43 5323 33 43 53
23,71 23 71 33,71 33 71 43,71 43 71 53,71 53 71 34,33 34 33 34,53 34 53
34,43 34 43 34,23 34 23 54,43 54 43 54,53 54 5
Y = + X + X + X + X + X + X + X + X
+ X X + X X + X X + X X + X X + X X
+ X X + X X + X X + X X
        
     
    3 54,33 54 33 54,23 54 23
44,33 44 33 44,53 44 53 44,43 44 43 44,23 44 23 24,33 24 33 24,53 24 53
24,43 24 43 24,23 24 23 61,33 61 33 33,53 33 53 33,43 33 43 33,23 33 23
61,53 61 53 53
+ X X + X X
+ X X + X X + X X + X X + X X + X X
+ X X + X X + X X + X X + X X + X X
+ X X +
 
     
     
  ,43 53 43 53,23 53 23 61,43 61 43 43,23 43 23 61,23 61 23
24 24 34 34 44 44 54 54 61 61 71 71 24,34 24 34 24,44 24 44
24,54 24 54 34,44 34 44 34,54 34 54 44,54 44 54 54,61 54 61 54,7
X X + X X + X X + X X + X X
+ X + X + X + X + X + X + X X + X X +
X X + X X + X X + X X + X X +
   
       
     
2 2 2 2 2 2
1 54 71
44,61 44 61 44,71 44 71 24,61 24 61 24,71 24 71 34,61 34 61 61,71 61 71
2 2 2 2 2 2
34,71 34 71 24 34 44 54 61 7124 34 44 54 61 71
X X
+ X X + X X + X X + X X + X X + X X
+ X X + X + X + X + X + X + X
     
      
   (2.15)  
The general formula to model nonlinear interactions of Summer-Fall seasonal variables 
on the Fall runoff is presented in (2.16).  α11 = the intercept for the Fall runoff and the  
2 2 2 2
2 2 2 2
11 11 24 24 34 34 44 44 54 54 24 34 44 5424 34 44 54
24,71 24 71 34,71 34 71 44,71 44 71 54,71 54 71 31,34 31 34 31,54 31 54
31,44 31 44 31,24 31 24 51,44 51 44 51,54 51 5
Y = + X + X + X + X + X + X + X + X +
X X + X X + X X + X X + X X + X X
+ X X + X X + X X + X X
        
     
    4 51,34 51 34 51,24 51 24
41,34 41 34 41,54 41 54 41,44 41 44 41,24 41 24 21,34 21 34 21,54 21 54
21,44 21 44 21,24 21 24 61,34 61 34 34,54 34 54 34,44 34 44 34,24 34 24
61,54 61 54 54
+ X X + X X
+ X X + X X + X X + X X + X X + X X
+ X X + X X + X X + X X + X X + X X
+ X X +
 
     
     
  ,44 54 44 54,24 54 24 61,44 61 44 44,24 44 24 61,24 61 24
21 21 31 31 41 41 51 51 61 61 71 71 21,31 21 31 21,41 21 41
21,51 21 51 31,41 31 41 31,51 31 51 41,51 41 51 51,61 51 61 51,7
X X + X X + X X + X X + X X
+ X + X + X + X + X + X + X X + X X +
X X + X X + X X + X X + X X +
   
       
     
2 2 2 2 2 2
1 51 71
41,61 41 61 41,71 41 71 21,61 21 61 21,71 21 71 31,61 31 61 61,71 61 71
2 2 2 2 2 2
31,71 31 71 21 31 41 51 61 7121 31 41 51 61 71
X X
+ X X + X X + X X + X X + X X + X X
+ X X + X + X + X + X + X + X
     
      
   (2.16) 
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variables are represented by X  where   represents the coefficient and X represents the 
value for the specific variable. The number subscript below both the   and X represents 
climatic, area of the watershed or  max photosynthetic activity variables presented in 
(Table 2.1). Linear, quadratic, and interactive terms representing interactions that occur 
between variables are used in the formula to model Summer runoff values. 
The general formula to model nonlinear interactions of Fall-Winter seasonal 
variables on the Winter runoff is presented in (2.17).  α12 = the intercept for the Winter 
runoff and the variables are represented by X  where   represents the coefficient and 
X represents the value for the specific variable. The number subscript below both the   
and X represents climatic, area of the watershed or  max photosynthetic activity variables 
presented in (Table 2.1). Linear, quadratic, and interactive terms representing interactions 
that occur between variables are used in the formula to model Summer runoff values. 
2 2 2 2
2 2 2 2
12 12 21 21 31 31 41 41 51 51 21 31 41 5121 31 41 51
21,71 21 71 31,71 31 71 41,71 41 71 51,71 51 71 32,31 32 31 32,51 32 51
32,41 32 41 32,21 32 21 52,41 52 41 52,51 52 5
Y = + X + X + X + X + X + X + X + X +
X X + X X + X X + X X + X X + X X
+ X X + X X + X X + X X
        
     
    1 52,31 52 31 52,21 52 21
42,31 42 31 42,51 42 51 42,41 42 41 42,21 42 21 22,31 22 31 22,51 22 51
22,41 22 41 22,21 22 21 61,31 61 31 31,51 31 51 31,41 31 41 31,21 31 21
61,51 61 51 51
+ X X + X X
+ X X + X X + X X + X X + X X + X X
+ X X + X X + X X + X X + X X + X X
+ X X +
 
     
     
  ,41 51 41 51,21 51 21 61,41 61 41 41,21 41 21 61,21 61 21
22 22 32 32 42 42 52 52 61 61 71 71 22,32 22 32 22,42 22 42
22,52 22 52 32,42 32 42 32,52 32 52 42,52 42 52 52,61 52 61 52,7
X X + X X + X X + X X + X X
+ X + X + X + X + X + X + X X + X X +
X X + X X + X X + X X + X X +
   
       
     
2 2 2 2 2 2
1 52 71
42,61 42 61 42,71 42 71 22,61 22 61 22,71 22 71 32,61 32 61 61,71 61 71
2 2 2 2 2 2
32,71 32 71 22 32 42 52 61 7122 32 42 52 61 71
X X
+ X X + X X + X X + X X + X X + X X
+ X X + X + X + X + X + X + X
     
      
    (2.17) 
The general formula to model nonlinear interactions of Winter-Spring seasonal variables 
on the spring runoff is presented in (2.18).  α13 = the intercept for the Spring runoff and 
the variables are represented by X  where   represents the coefficient and X represents 
the value for the specific variable. The number subscript below both the   and X 
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represents climatic, area of the watershed or  max photosynthetic activity variables 
presented in (Table 2.1). Linear, quadratic, and interactive terms representing interactions 
that occur between variables are used in the formula to model Summer runoff values.          
2 2 2 2
2 2 2 2
13 13 22 22 32 32 42 42 52 52 22 32 42 5222 32 42 52
22,71 22 71 32,71 32 71 42,71 42 71 52,71 52 71 33,32 33 32 33,52 33 52
33,42 33 42 33,22 33 22 53,42 53 42 53,52 53 5
Y = + X + X + X + X + X + X + X + X +
X X + X X + X X + X X + X X + X X
+ X X + X X + X X + X X
        
     
    2 53,32 53 32 53,22 53 22
43,32 43 32 43,52 43 52 43,42 43 42 43,22 43 22 23,32 23 32 23,52 23 52
23,42 23 42 23,22 23 22 61,32 61 32 32,52 32 52 32,42 32 42 32,22 32 22
61,52 61 52 52
+ X X + X X
+ X X + X X + X X + X X + X X + X X
+ X X + X X + X X + X X + X X + X X
+ X X +
 
     
     
  ,42 52 42 52,22 52 22 61,42 61 42 42,22 42 22 61,22 61 22
23 23 33 33 43 43 53 53 61 61 71 71 23,33 23 33 23,43 23 43
23,53 23 53 33,43 33 43 33,53 33 53 43,53 43 53 53,61 53 61 53,7
X X + X X + X X + X X + X X
+ X + X + X + X + X + X + X X + X X +
X X + X X + X X + X X + X X +
   
       
     
2 2 2 2 2 2
1 53 71
43,61 43 61 43,71 43 71 23,61 23 61 23,71 23 71 33,61 33 61 61,71 61 71
2 2 2 2 2 2
33,71 33 71 23 33 43 53 61 7123 33 43 53 61 71
X X
+ X X + X X + X X + X X + X X + X X
+ X X + X + X + X + X + X + X
     
      
    (2.18) 
   
2.4.3.7 Statistical Tests  
Bivariate correlations are evaluated with construction of scatter plots between two 
variables. The dependent variable is plotted on the y-axis and the independent variable on 
the x-axis.  A best fitting regression line is then drawn through the data and the best 
correlation is determined by determination of the R
2
 of the line.   Types of correlations 
observed in this study are linear, power, exponential and logarithmic. Linear correlations 
have the following formula y mx b   where m is the slope and b is the y intercept. 
Power correlations will have the following formula by ax  where a is a coefficient 
times x the variable and b is the exponent power of explanation. The logarithmic 
correlations have this basic formula ln( )y a x b  where coefficient a times the 
natural log of x plus b. The exponential correlations have this basic formula bxy ae  
where coefficient a times the e raised to the b times x power.  
 59 
Seasonal climatic, runoff, soil moisture, evaporation and NDVI variables are 
evaluated using Pearson Correlation matrices and Principal Component Analysis (PCA). 
The Pearson Correlation is used to determine the similarity between variables and avoid 
two or more independent variables being highly correlated with each other. As the 
Pearson correlation approaches either positive (+1) or negative one (-1) the stronger the 
association between the two variables.  The PCA is used with many variations of 
variables with formation of eigenvectors to visualize relationships that exist between 
variables. Eigenvalues are used to identify variables that interacted together to explain 
variance in the factors. Eigenvalues greater than 1.0 are significant in explaining variance 
in a factor.  
Standard Error is expressed as the standard deviation within the mean values of 
the model and is expressed as
x
n

  .  Standard Coefficient is sometimes called the 
coefficient of variation and is expressed as 
vc


  where coefficient of variation equals 
the ratio of standard deviation to the mean. The t statistic is the coefficient of the variable 
in the model divided by its standard error that is an estimate of the standard deviation of 
the coefficient. The p-value is the probability of getting the value of the dependent 
variable by chance without influence of the variables being tested in the regression. 
Extremely small p-values are desired usually under 0.05. The p value can be low and the 
coefficient of the variable could be low demonstrating little influence in predicting the 
dependent variable. There are four levels of critical p-values presented below each of the 
tables for rejection of the null hypothesis.  
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Nonlinear regressions include linear regressions, quadratic regression and 
interaction between terms. The basic formula is: 
2 2
1 2 1 2 1 2+cx +dx x +ex +fxy a bx       (2.19) 
where the linear term is
1 2+cxa bx , the interaction portion is 1 2dx x and the quadratic 
portion is
2 2
1 2ex +fx . Statistical analysis of nonlinear regressions includes residual error, 
total error that has degrees of freedom, Type I SS, mean squares, F-Ratio and p-Value for 
the model. Residual error is the difference between a group of observed values and the 
mean. The first statistic listed analyzing the total error is degrees of freedom that are the 
number of values in the final calculation that are free to vary. Type I Sum of Squares 
Standard is included and it is analyzing the sequential order of the sum of squares of the 
variables included in the model and includes the interactive terms. The mean square (MS) 
is also used in analysis of variance and is the sum of the squares (SS) divided by the 
degrees of freedom
1
totalSSMS
N


.  The F-ratio is the relative difference in sum of 
squares divided by the relative difference in degrees of freedom expressed in formula: 
     
 
 
/
/
null alt alt
null alt alt
SS SS SS
F
DF DF DF



 .   (2.20) 
 Using p-Value is explained in the linear regression analysis above. The 
coefficient of determination R
2
 is for evaluating how well the model fits the data. The 
closer the value gets to 1.0 the better the model fits the data. R
2
 gives some information 
of the goodness of fit for the model and is used in linear and nonlinear regression analysis 
to determine how well a regression line approximates the data. The R
2
 adjusted formula 
is:  
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2 ( )1
( 1)
res
total
SS
n K
R
SS
n

 

     (2.21) 
where SSres is the residual sum of squares and the SStotal is total sum of squares.  n is the 
number of data points and K is the number of parameters. The adjusted R
2
 value is a 
modification to R
2
 that adjusts for the number of terms in the model and again the model 
improves as the adjusted R
2
 value approaches 1.0.  Adjusted R2 is a more valued metric 
of the fit of line to the data. It is possible to make either a Type I or a Type II error when 
choosing a model during regression analysis.  
Type I error is rejecting a null hypothesis when it is correct and should not have 
been rejected. 
Type II error is failing to reject the null hypothesis when it is incorrect.  
Elimination of the possibility of a Type I or Type II error statistically involves the use of 
Durbin Watson and AICc tests. The Durbin–Watson statistic is used to detect the 
presence of autocorrelation  in the residuals from a regression analysis. Autocorrelation is 
a relationship between values separated from each other by a given time lag and the 
residuals are prediction errors. The formula is: 
 
2
12
2
1
1
T
t tt
T
tt
e e
d
e



 


        (2.22) 
where T is the number of observations, et is the residual that is associated with the 
observation at time t. The symbol representing the value of the Durbin-Watson is d and 
can be between 0 and 4.  The general rule of thumb used for the Durbin–Watson statistic 
is that when d approximates 0 there is evidence of positive serial correlation. When d 
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approximates 4 then negative autocorrelation is probably present and when the d value is 
close to 2 the model is presumed to be free of autocorrelation. When d less than 2 and 
close to 1 there is evidence of positive serial correlation and if less than 1 this may 
indicate successive error terms (Wikipedia, 2013). The Akaike’s Information Criterion 
test (AIC) test sometimes referred to as the “badness-of-fit” measure. The large the 
number the worse the data fits the variance-covariance implied by the model (Gotelli and 
Ellison, 2004).  The formula is: 
 '2log 2AIC L data K                                 (2.23) 
where the  'L data   is the likelihood of estimated parameter 
' given the data and 
the K is the number of parameters in the model. The AICc is similar to AIC but has a 
correction for finite sample sizes and carries a greater penalty for extra parameters. The 
formula is:  
2 ( 1)
1
k k
AICc AIC
n k

 
 
    (2.24) 
where n denotes the sample size.  
The Schwarz Bayesian information Criterion (BIC) is another model selection method 
used in this research and the lowest BIC between two models implies the best model 
when comparing two models. The formula for BIC is: 
 1 22log loge eBIC p p         (2.25) 
where  = the likelihood ratio for two models with different parameters and p1 and p2 are 
the different number of parameters between the two models (Gotelli and Ellison, 2004).  
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2.4.3.8 GIS analysis 
Precipitation, soil moisture, evaporation and runoff data for Continental United States 
is acquired from the National Weather Service’s Climate Prediction Center (NOAA, 
2010). Monthly data is available for each of the variables.  The data is organized to 
determine seasonal values and annual values for a year beginning September of 2008 
through August of 2009. The data is summed to calculate seasonal; Winter, Spring, 
Summer and Fall, and totals with all of months combined for annual estimates. An 
average value in each watershed within the continental United States is calculated using a 
series of tools found in Esri’s ARCGIS version 10 (Esri, 2012). The methods are 
presented below. Each process is repeated for seasonal, annual, precipitation, soil 
moisture evaporation and runoff data to acquire a mean value for each watershed. The 
end result is a mean value for each variable for each watershed in the continental United 
States.  
The initial raster data is changed from floating point to integer in order to set the non-
continental coastal values as NA. A shape file of the watersheds in the continental United 
States is created from the Hydrologic Unit Boundaries produced by the United States 
Geological Service (USGS) at a scale of 1:2,000,000.  The watershed shape file is clipped 
to include only watersheds in the continental United States. This shapefile is used to 
intersect with other layers and after a series of GIS operations (Figure 2.3), a clip of a 
mean precipitation, mean soil moisture, mean precipitation, mean temperature, mean 
evaporation and mean runoff was evaluated for each watershed. The GIS operation series 
are detailed as a “model builder” structure in Figure 2.3. These values are then used in 
statistical analysis. 
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The spatial model (Figure 2.3) shows that initially all the floating point values are set 
to integers using Integer function of Spatial Analysis and then the negative values are 
changed to zero using the “Set Null” tool of spatial analysis.  Then using “Nibble” tool of 
spatial analyst surrounding values along the continental edge are added using the 
neighbor values. This output file is then changed to a point file using “Raster to Point” 
tool in the Conversion Tools. This output file is then processed using the “Spline” tool of 
Spatial Analyst to raster. The output is used by the “Zonal Statistics” tool of Spatial 
Analyst to calculate a mean value for each of the HUC 8 level watersheds of the 
continental United States. These values are then used for the analysis.  This process is 
repeated for each of the seasons and for the annual data sets with each of the variables: 
precipitation, soil moisture, temperature, evaporation, and runoff.   
Order of Gis Data Processing:  
 
Figure 2.3: Spatial model made using ESRI’s ModelBuilder 2010. 
The mean runoff value for each watershed is determined in the same fashion as is 
described above so each watershed in the continental United States has a mean annual 
runoff value for that year. Statistical software (SYSTAT) is used to complete linear and 
nonlinear regressions to determine trends and significance of variables in explaining 
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seasonal runoff and annual runoff Table 2.1 lists climate variables used in linear and 
nonlinear models.   
 
2.4.4 Data 
To determine the watershed boundaries, shape files of Hydrologic Unit (HUC 8) 
Boundaries developed by the United States Geological Service (USGS) at a 1:2,000,000-
Scale (Watermolen, 2005) is used. The soil moisture, precipitation, temperature and 
evaporation data is compiled from the National Weather Service Climate Prediction 
Center (CPC) site (NOAA, 2009). These data layers are classified into seasonal layers: 
Fall, Winter, Spring, and Summer along with an annual layer. The months used for the 
seasons are those defined by the IPCC climate synthesis report (IPCC AR4., 2007). The 
Winter season is from December to February, spring season is from March to May, 
Summer season is June to August and the Fall season is from September to November.  
This variable has five individual layers representing the seasons and annual total in each 
watershed of the continental United States.   
Normalized Difference Vegetation Index (NDVI) is most common among indices 
to capture vegetation changes. NDVI data for the 2008 to 2009 season is acquired from 
the U.S. Geological Survey (USGS- Earth Resources, 2010). This USGS-EROS data is 
gathered using sensors carried aboard satellites that measure red and near-infrared light 
waves reflected by land surfaces. The initial data acquired from USGS include the time 
of the start of season (SOST) for 2008 and 2009, the level of photosynthetic activity at 
the start of season (SOSN) for the 2008.  The time of the end of season (EOST) and level 
of photosynthetic activity at the end of season (EOSN) for 2008 and 2009 were also 
acquired. The time of maximum photosynthetic activity (MAXT) and the level of 
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maximum photosynthetic activity (MAXN) for 2009 were used. Other data acquired were 
the duration of the photosynthetic activity in days for 2009 (DUR) and an interpolated 
assessment of the total canopy photosynthetic activity over the entire growing season of 
2008 and 2009 (TOTND).  
The USGS data is processed by using algorithms to convert raw satellite data into 
vegetation indices. A vegetation index is an indicator that describes the relative density 
and health of vegetation by the greenness for each pixel in the satellite image. The NDVI 
values range from +1.0 indicating intense vegetated areas to a -1.0 for little or no green 
vegetation.  Sparse vegetation composed of shrubs and grasslands may have a NDVI 
value of 0.2 to 0.5. High NDVI values of 0.6 to 0.9 would indicate dense vegetation that 
might be found in temperate and tropical forests. NDVI values can be used to create 
images that indicate vegetation type, extent, and its condition. NDVI is useful monitoring 
because it can compensate for changing illumination conditions, surface slope, and 
viewing angle. NDVI does tend to saturate over dense vegetation and is sensitive to 
underlying soil color.  NDVI values can be averaged over time to establish "normal" 
growing conditions in a region for a given time of year. The data is originally gathered by 
satellite sensors that measure wavelengths of light absorbed and reflected by green plants. 
Certain pigment in plant leaves strongly absorb wavelengths of visible (red) light. The 
leaves themselves strongly reflect wavelengths of near-infrared light that is invisible to 
human eyes. As the plant canopy changes from early spring growth to late-season 
maturity and senescence, these reflectance properties also change.  NDVI characterizes 
the health of vegetation in a particular location when compared to a norm.  NDVI data 
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will be used to assess vegetation extent in each watershed in the continental United 
States.  
2.5 Results 
 
2.5.1 Univariate 
Univariate statistics for continental scale variables are outlined in Table 2.3. 
Statistics included are minimum, maximum, median, arithmetic mean and standard 
deviation. The maximum level of photosynthetic activity measured in day of the year 
(MAXN 09) and the duration of the 2009 growing season (DUR 09) are the best variables 
to depict variances of vegetation change across watersheds. Duration of the 2009 growing 
season varied from 3.38 to 273.77 days with a mean of 215.83 days and a standard 
deviation of 40.38. The maximum level of photosynthetic activity measured in day of the 
year (MAXN09) varies from the 120.27 day at the end of April to the 253.67 day 
(August). The MAXN09 mean is 170.95 and a median of 177.61 days in June. The 
standard deviation for the MAXN09 values is 18.58 days.  
The Summer runoff varies from 0.00 mm to 169.94 mm, with a median of 15.96 
mm, a mean of 28.47mm and a standard deviation of 28.75. The Fall runoff varies from 
0.00 mm to 165.57 mm with a median of 16.9 mm, a mean of 24.74 mm with a standard 
deviation of 26.18. The Winter runoff varies from 0.01 mm to 541.59 mm with a median 
of 15.95, a mean of 35.29 mm with a standard deviation of 60.17. The Spring runoff 
varies from 0.00 mm to 318.51 mm with a median of 20.00, a mean of 50.00 mm with a 
standard deviation of 62.30. The annual runoff varies from 0.06 mm to 690.77 mm with a 
median of 72.95 mm, a mean of 135.77 mm with a standard deviation of 134.78.  
Density plots have a normal distribution for precipitation values. Summer 
precipitation varies from 1.00 mm to 564.38 mm with a median of 214.16 mm, a mean of  
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Table 2.3: Descriptive statistics of Continental variables. 
 
208.98 mm with a standard deviation of 131.60. The Fall precipitation varies from 9.03 
mm to 593.15 mm with a median of 168.1 mm, a mean of 176.06 mm with a standard 
deviation of 108.17. The Winter precipitation varies from 0.54 mm to 758.03 mm with a 
median of 107.8 mm, a mean of 146.37 mm with a standard deviation of 128.11. The 
spring precipitation varies from 1.05 mm to 671.64 mm with a median of 184.88 mm, a 
mean of 221.22 mm with a standard deviation of 151.76. The annual precipitation varies 
  Minimum Maximum Median 
Arithmetic 
Mean 
Standard 
Deviation 
Duration of photosynthesis 3.38 273.77 229.11 215.83 40.38 
Max vegetative activity 120.27 253.67 177.61 170.95 18.58 
Area of watershed index 0.01 6.54 0.33 0.40 0.30 
Summer Runoff (mm) 0.00 169.94 15.96 28.47 28.75 
Fall Runoff       (mm) 0.00 165.57 16.99 24.74 26.18 
Winter runoff   (mm) 0.01 541.59 15.95 35.29 60.17 
Spring Runoff   (mm) 0.00 318.51 20.00 50.00 62.30 
Annual Runoff  (mm) 0.06 690.77 72.95 135.77 134.78 
Summer Precipitation(mm) 1.00 564.38 214.16 208.98 131.60 
Fall Precipitation      (mm) 9.03 593.15 168.10 176.06 108.17 
Winter Precipitation (mm) 0.54 758.03 107.80 146.37 128.11 
Spring Precipitation (mm) 1.05 671.64 184.88 221.22 151.76 
Annual Precipitation (mm) 44.40 1665.39 692.18 751.19 408.53 
Summer Soil Moisture(mm) 52.19 1713.92 1022.74 997.83 433.09 
Fall Soil Moisture (mm) 24.47 1773.16 1060.28 945.58 442.38 
Winter Soil Moisture (mm) 75.82 2195.48 1107.21 1047.37 468.16 
Spring Soil Moisture (mm) 29.99 2120.32 1115.80 1095.16 502.97 
Annual Soil Moisture (mm) 266.65 6894.33 4244.75 4082.36 1761.94 
Fall Temperature       (
o
C) 3.35 23.99 10.68 11.49 4.31 
Winter Temperature  (
o
C) 0.00 18.16 1.00 3.17 3.91 
Summer Temperature (
o
C) 12.00 32.98 20.01 20.77 4.19 
Spring Temperature   (
o
C) 0.67 23.67 9.34 10.19 5.12 
Annual Temperature (
o
C) 1.34 23.50 10.23 10.87 4.99 
Fall Evaporation  (mm) 1.64 207.82 57.58 59.60 34.80 
Winter Evaporation (mm) 0.00 66.41 2.00 8.26 11.76 
Spring Evaporation (mm) 3.06 185.69 60.02 69.92 42.34 
Summer Evaporation (mm) 13.03 312.92 153.01 160.54 77.05 
Annual Evaporation  (mm) 24.15 673.03 278.09 299.33 155.05 
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from 44.40 mm to 1665.39 mm with a median of 692.18 mm, a mean of 751.19 mm with 
a standard deviation of 408.53.  
Density plots for soil moisture values have a normal distribution (Figure 2.4).  
           
  A     B 
          
C     D 
 
  E 
Figure 2.4: Normal distributions for seasonal and annual soil moisture.  
Summer soil moisture varies from 152.19 mm to 1713.92 mm with a median of 1022.74 
mm, a mean of 997.83 mm with a standard deviation of 433.09. The Fall soil moisture 
varies from 24.47 mm to 1773.16 mm with a median of 1060.28 mm, a mean of 945.58 
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mm with a standard deviation of 442.38. The Winter soil moisture varies from 75.82 mm 
to 2195.48 mm with a median of 1107.21 mm, a mean of 1047.37 mm with a standard 
deviation of 468.16. The Spring soil moisture varies from 29.99 mm to 2120.32 mm with 
a median of 1115.80 mm, a mean of 1095.16 mm with a standard deviation of 502.97. 
The annual soil moisture varies from 266.65 mm to 6894.33 mm with a median of 
4244.75 mm, a mean of 4082.36 mm with a standard deviation of 1761.94.  
Density plots for temperature values have a normal distribution. The seasons are a 
sum of the means for each month to acquire a raster value that is the sum of 3 mean 
values for the season. This value is then divided by three for the mean value for the 
season. The zonal statistics are used to acquire a seasonal mean value for the watershed. 
The annual temperature values are determined by adding the 12 months of mean 
averaged temperatures from raster values together. This value is then divided by 12  for a 
mean annual temperature. These values are used to acquire mean temperatures for each 
watershed using zonal statistics in ARCGIS. When density plots are evaluated 
temperature values have a normal distribution. Summer temperatures vary from 12.0 
O
C 
to 32.98 
O
C with a median of 20.02
 O
C, a mean of 20.77
 O
C and a standard deviation of 
4.19
 O
C. Fall temperatures varied from 3.35 to 23.99
 O
C with a median of 10.68
 O
C, a 
mean of 11.49 
O
C with a standard deviation of 4.31
 O
C. Winter temperature varies from 
0.00
 O
C to 18.16
O
C with a median of 1.00
 O
C, a mean of 3.17 
O
C with a standard 
deviation of 3.91
 O
C. Spring temperature varies from 0.67 
O
C to 23.67
 O
C with a median 
of 9.34
 O
C, a mean of 10.19
 O
C with a standard deviation of 5.12
 O
C. Annual temperature 
varies from 1.34 
O
C to 23.50
 O
C with a median of 10.23
 O
C, a mean of 10.87
 O
C with a 
standard deviation of 4.99
 O
C.  
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Density plots for evaporation values have a normal distribution. Summer 
evaporation varies from 13.03 mm to 312.92 mm with a median of 153.01 mm, a mean of 
160.54 mm with a standard deviation of 77.05. The Fall evaporation varies from 1.64 mm 
to 207.82 mm with a median of 57.58 mm, a mean of 59.60 mm with a standard deviation 
of 34.80. The Winter evaporation varies from 13.03 mm to 312.92 mm with a median of 
153.01 mm, a mean of 160.54 mm with a standard deviation of 77.05. The Spring 
evaporation varies from 3.06 mm to 185.69 mm with a median of 60.02 mm, a mean of 
69.92 mm with a standard deviation of 42.34. The annual evaporation varies from 24.15 
mm to 673.03 mm with a median of 278.09 mm, a mean of 299.33 mm with a standard 
deviation of 155.05.  
The sum of the mean temperatures for a 12 month period for watersheds in the 
continental United States in degrees Celsius (Figure 2.5).  Sums of mean temperatures for 
each month are separated into three regions. Zone 1is in white with a mean ranging from 
16-24
O
C, zone 2 is gray and has a mean temperature range from 10-16
 O
C and in black is 
zone 3 that ranges in temperature from 0 – 10 OC  
 72 
 
Figure 2.5: Three temperature zones for continental United States. 
 
 
Figure 2.6: Precipitation regions in the Continental United States. 
              
Regions of the continental United States with less than or equal to 500 mm of 
precipitation is presented in Figure 2.6. Those areas of the United States with greater than 
500mm of moisture for the period studied range are in shades of gray with the highest 
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precipitation areas in black.  There is a distinct line of demarcation that moves back and 
forth across the 100th meridian.  
2.5.2 Data adjustment for normal distribution  
Distributional analysis on actual annual and seasonal runoff values is done to 
assess the nature of moments. One of the assumptions of analysis is the data has a normal 
distribution. Initial values had skewness (positive) in distribution. The actual runoff 
values are transformed using a natural log function plus 2 (Ln(x+2) displayed in Figure 
2.7. The distribution of each of the values after the transformation shows a normal 
distribution.    
 
 
 
 
 
Figure 2.7: Density functions of runoff values after transformation 
 
 
 
2.5.3 Multivariate analysis 
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2.5.3.1 Principal Component Analysis 
Pearson correlation matrices and Principal component analysis are used in pre-
analysis of seasonal and between season climate variables. Pearson correlation analysis 
determines correlation between variables with high correlations indicated by an (
*
) in the 
tables. Factor Pattern Analysis identifies relevancy of variables to principal factors. Pre-
analysis reduces the likelihood of using similar variables that are highly correlated in 
multivariate models. The objective of multivariate models is to choose the fewest but best 
variables to explain dependent variables. 
Table 2.4 shows Pearson Correlations for Summer climate variables, vegetation 
variables and area of the watershed. Summer runoff is positively correlated (.73) with 
maximum vegetation activity measured in days and duration of photosynthesis (.35).  The 
summer temperature has a very small positive correlation .03 to summer runoff implying 
almost no correlation between variables. Both vegetation metrics have positive 
correlations with summer precipitation (.277 and .584) and soil moisture (.354 and .76).  
Vegetation activity is positively correlated to soil moisture so more soil moisture 
encourages more vegetative activity. Duration of photosynthetic activity is negatively 
correlated (-.31) to summer temperature. The length of vegetative activity decreases as 
summer temperature increases. Summer soil moisture is positively correlated (.95) with 
summer evaporation. When soil moisture increases summer evaporation increases. Soil 
moisture is positively correlated (.78) with summer precipitation. As precipitation 
increases soil moisture also increases. Summer evaporation is positively correlated (.70) 
with maximum vegetation activity. High evaporation leads to increases in length of 
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vegetative activity. A weaker positive correlation (.26) exists between summer 
temperature and summer evaporation. 
Table 2.4: Pearson correlation natural log of Summer runoff vs. same season data. 
 X14 X81 X61 X71 X34 X54 X44 X24 
Ln Summer Runoff    X14 1               
Duration photosyn.    X81 0.35 1             
Max veget. activity    X61 0.73 0.172 1           
Area of watershed      X71 -0.15 -0.1 -0.10 1         
Summer Precipitation X34 0.85 0.277 0.584 -0.08 1       
Summer Soil Moist.   X54 0.98
*
 0.354 0.76 -0.16 0.78 1     
Summer Temperature X44 0.03 -0.31 -0.07 -0.11 0.17 -0.01 1   
Summer Evaporation  X24 0.95
*
 0.294 0.7 -0.17 0.81 0.95
*
 0.26 1 
 
Table 2.5 shows calculated eigenvalues and variance explained in the data by 
factors for Summer variables (Table 2.3). Two principal factors can be explained with 
Summer variables. The first factor explained 55.26% of the variance of the data, and had 
high loadings on the Summer runoff (.98), Summer soil moisture (.97), Summer 
evaporation (.96) and Summer precipitation (.87). The second factor explains 16.6% of 
variance is explained in the data with primarily Summer temperature (-.901) and then 
Duration of photosynthesis (.659).  The first factor explains water movement and the 
second is a vegetation factor that explains biotic variance in the data.  
Table 2.5: Summer Eigenvalues, Component loadings, and Variance explained.   
Component Loadings Factors 
1 2 
Ln Summer Runoff                  X14 0.982 0.019 
Duration photosynthesis           X81 0.393 0.659 
Max vegetative activity            X61 0.795 0.053 
Area of Watershed                   X71 -0.192 0.167 
Summer Precipitation              X34 0.87 -0.115 
Summer Soil Moisture             X54 0.974 0.051 
Summer Temperature              X44 0.072 -0.901 
Summer Evaporation               X24 0.961 -0.179 
Variance Explained  4.421 1.326 
% Total Variance Explained 55.262 16.579 
 
 76 
A sharp decline occurs from the first eigenvalue to the second in Summer 
eigenvalues (Figure 2.8A) and then tapers off.  Many varialbes support the first factor  
 
A.    B.  
Figure 2.8: Summer season scree plots and Factor Loadings Plot 
 
located on the right side in the factor loadings plot 2.8B. The top right hand corner vector 
is the duration of photosynthesis variable.  The bottom value, summer temperature, has a 
negative influence on the second factor.  
 Table 2.6 shows Pearson Correlations for Fall climate variables, vegetation 
variables and area of the watershed. Fall runoff is positively correlated (.72) with 
maximum vegetation activity measured in days and duration of photosynthesis (.24).  As 
the Fall runoff value increases the maximum vegetative activity increases and the 
duration of photosynthesis increases. Fall runoff is positively correlated with Fall 
precipitation (.93) and Fall soil moisture (.97).  When Fall precipitation and Fall soil 
moisture increases Fall runoff increases. Fall temperature is negatively correlated with 
Duration of photosynthesis. When fall temperatures increase the duration of 
photosynthesis decreases. Maximum vegetation activity is positively correlated with Fall 
precipitation (.66) and with Fall evaporation (.59). The days of maximum vegetative 
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activity increases when Fall precipitation and Fall evaporation increase. There is a 
weaker positive correlation (.24) between duration of photosynthesis and days of 
maximum vegetative activity. The area of the watershed is negatively correlated with Fall 
precipitation (-.15), Fall temperature (-.14), Fall temperature (-.15), and with Fall 
Evaporation (-.18).  This could be due to the fact larger watersheds are located in more 
arid regions of the continental United States. Fall soil moisture is positively correlated 
(.89) with Fall precipitation. As Fall precipitation increases the Fall soil moisture also 
increases.  Fall evaporation is positively correlated with Fall soil moisture (.86), Fall 
precipitation (.75) and Fall temperature (.48). 
Table 2.6: Pearson correlation of Fall runoff versus season data. 
 X11 X81 X61 X71 X31 X51 X41 X21 
Ln Fall Runoff              X11 1               
Duration photosynthesis X81 0.24 1             
Max vegetative activity  X61 0.72 0.172 1           
Area of watershed         X71 -0.14 -0.1 -0.11 1         
Fall Precipitation          X31 0.93
*
 0.23 0.66 -0.15 1       
Fall Soil Moisture         X51 0.97
*
 0.27 0.74 -0.14 0.89 1     
Fall  Temperature          X41 0.04 -0.42 -.064 -0.15 0.07 0.06 1   
Fall Evaporation           X21 0.83 0.051 0.59 -0.18 0.75 0.86 0.48 1 
 
 Table 2.7 shows calculated eigenvalues and degree of variance explained in data 
by Fall variables (Table 2.6). Two important principal factors emerge for Fall variables. 
The first factor explained 53.26% of the variance of the data, and had high loadings on 
the Fall runoff (.97), Fall precipitation (.93), Fall soil moisture (.98), Fall evaporation 
(.89) and Maximum days of vegetative activity (.79). The second factor explains 19.5% 
of the variance of the data with high loadings on the Fall temperature (-.906) and 
Duration of photosynthesis (.75). The first factor explains water movement that relates to 
days of maximum vegetative activity. The second is a combination of negative Fall 
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temperature and Fall evaporation and days of photosynthesis that explains biotic variance 
in the data.  
Table 2.7: Fall Eigenvalues, Component loadings, and Variance explained. 
Component Loadings Factors 
1 2 
Ln Fall Runoff                 X11 0.972 0.062 
Duration photosynthesis    X81 0.257 0.748 
Max vegetative activity     X61 0.791 0.148 
Area of watershed            X71 -0.214 0.149 
Fall Precipitation             X31 0.927 0.049 
Fall Soil Moisture            X51 0.977 0.058 
Fall  Temperature            X41 0.14 -0.906 
Fall Evaporation              X21 0.887 -0.352 
Variance Explained  4.304 1.558 
% Total Variance Explained 53.80 19.47 
 
The scree plot and factor loadings plot (Figure 2.9) are similar to the Summer 
season plots. A sharp decline occurs from the first eigenvalue to the second in Fall 
eigenvalues (Figure 2.9A) and then tapers off.  Many variables support the first factor 
that is located to the right in factor loadings plot 2.9B. The top right hand corner vector is 
the duration of photosynthesis variable.  The bottom value, Fall temperature, has a strong 
negative influence on the second factor. 
 
A.      B.  
Figure 2.9: Fall season scree plots and Factor Loadings Plot. 
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Table 2.8 shows Pearson Correlations for Winter climate variables, vegetation 
variables and area of the watershed. Winter runoff is positively correlated duration of 
photosynthesis measured in days (.27) and maximum vegetation activity (.68). As Winter 
runoff increases duration of photosynthesis and days of maximum vegetation activity 
increase.  Winter runoff is positively correlated with Winter precipitation (.79), Winter 
soil moisture (.93) and Winter evaporation (.403). Winter runoff is negatively correlated 
with area of the watershed (-.16) and Winter temperature (-.014). On the continental scale 
Winter temperature is not correlated to Winter runoff and as Winter runoff increases the 
size of the watershed decreases. Smaller watersheds have more Winter runoff per area 
than large watersheds. Duration of photosynthetic activity is negatively correlated with  
Table 2.8: Pearson correlation of Winter runoff versus winter season data. 
 X12 X81 X61 X71 X32 X52 X42 X22 
Ln Winter Runoff      X12 1               
Duration photosyn.    X81 0.266 1             
Max veget. activity    X61 0.682 0.17 1           
Area of watershed      X71 -0.163 -0.10 -0.101 1         
Winter Precipitation   X32 0.793 0.145 0.433 -0.169 1       
Winter Soil Moist.     X52 0.931
*
 0.31 0.774 -0.174 0.679 1     
Winter Temperature   X42 -0.014 -0.45 -0.049 -0.139 0.089 -0.017 1   
Winter Evaporation    X22 0.403 -0.18 0.246 -0.178 0.458 0.372 0.77 1 
 
Winter temperature and Winter evaporation. As temperature and evaporation goes up in 
the winter the duration of photosynthesis goes down. The beginning of photosynthesis is 
based on soil temperature and photoperiods and many watersheds in the continental scale 
are influenced by frozen ground and northern latitudes. The area of the watershed is 
negatively correlated with Winter precipitation (-.17), Winter soil moisture (-.17), Winter 
temperature (-.14) and Winter evaporation (-.18). As in other seasons larger watersheds 
exist in more arid regions with less precipitation that may be positively correlated with 
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less Winter soil moisture, and less evaporation.   Winter evaporation is positively 
correlated with Winter precipitation (.46), Winter soil moisture (.37) and Winter 
temperature (.77). When winter precipitation increases Winter evaporation increases. 
 Table 2.9 shows calculated eigenvalues and degree of variance explained in 
data by Winter variables (Table 2.8). Two principal variation factors can be explained 
with Winter variables. The first factor explained 44.0% of the variance of the data, and 
had high loadings on Winter runoff (.947), Winter soil moisture (.94), Winter 
precipitation (.823) and day of maximum vegetation activity (.77).  The second factor 
explained 24.6% of variance of the data and had high loadings by Winter temperature (-
.933), Winter evaporation (-.736) and duration of photosynthesis (.671). The first factor is 
a water movement factor while the second factor is biotic influence factor.  
Table 2.9: Winter Eigenvalues, Component loadings, and Variance explained. 
Component Loadings Factors 
1 2 
Ln Winter Runoff               X12 0.947 0.136 
Duration photosynthesis      X81 0.262 0.671 
Max vegetative activity       X61 0.767 0.184 
Area of watershed              X71 -0.27 0.133 
Winter Precipitation           X32 0.823 -0.039 
Winter Soil Moisture          X52 0.94 0.176 
Winter Temperature            X42 0.142 -0.933 
Winter Evaporation            X22 0.559 -0.736 
Variance Explained  3.52 1.967 
% Total Variance Explained 44.0 24.585 
 
Scree plot (Figure 2.10A) shows Winter variables influence on eigenvalues. The first 
factor is over 3.5 while the second factor is almost 2. Component loading values for these 
two factors is given in Table 2.8.  Many variables affect the first factor in the Factor 
loadings plot (Figure 2.10B) on the middle right edge. The second factor is a combination 
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of Winter temperature, Winter Evaporation in the bottom right and then the top middle 
variable, duration of photosynthesis.  
 
A.         B.  
Figure 2.10: Winter season scree plots and Factor Loadings Plot. 
 
 Table 2.10 shows Pearson Correlations for Spring climate variables, vegetation 
variables and area of the watershed. Spring runoff is positively correlated with duration 
of photosynthesis measured in days (.28) and maximum vegetation activity (.67). Spring 
runoff is positively correlated with Spring precipitation (.92), Spring soil moisture (.97), 
weakly with Spring temperature (.12) and spring evaporation (.88). As spring 
precipitation, Spring soil moisture and Spring evaporation increase the Spring runoff 
increases. Duration of photosynthesis is positively correlated with days of maximum 
photosynthetic activity (.17), Spring precipitation (.23), Spring soil moisture (.30) and 
Spring evaporation (.124). When Spring precipitation, soil moisture and evaporation 
increase duration of annual photosynthesis increases.  Area of the watershed is negatively 
correlated with all of the other variables. As the size of the watershed increases 
everything else decreases even duration of photosynthesis. Spring precipitation is 
positively correlated with Spring evaporation (.939), Spring soil moisture (.88), and 
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Spring temperature (.341). Spring temperature is positively correlated with Spring 
evaporation (.507).  
Table 2.10: Pearson correlation of Spring runoff versus same season data.           
  X13 X81 X61 X71 X33 X53 X43 X23 
Ln Spring Runoff        X13 1               
Duration photosyn.      X81 0.28 1             
Max veget. Index        X61 0.67 0.172 1           
Area  watershed          X71 -0.17 -0.10 -0.10 1         
Spring Precip.            X33 0.92
*
 0.234 0.59 -0.17 1       
Spring  Soil Moisture  X53 0.97
*
 0.301 0.72 -0.17 0.88 1     
Spring Temperature     X43 0.123 -0.38 -0.05 -0.15 0.341 0.059 1   
Spring Evaporation      X23 0.882 0.124 0.57 -0.21 0.939 0.856 0.507 1 
 
 Table 2.11 shows calculated eigenvalues and variance explained in data by 
Spring variables (Table 2.10). Two principal variation factors can be explained with 
Spring variables. The first factor explained 54.9% of the variance of the data, and had 
high loadings on the Spring runoff (.966), Spring soil moisture (.957), Spring 
precipitation (.954) and Spring evaporation (.944).  The second factor explained 18.96% 
of the variance of the data, and had high loadings on the Spring temperature (-.891) and 
duration of photosynthesis (.734). The first factor is a water movement factor while the 
second factor is biotic influence factor.  
Table 2.11: Spring Eigenvalues, Component loadings, and Variance explained. 
Component Loadings Factors 
1 2 
Ln Spring Runoff              X13 0.966 0.093 
Duration photosynthesis     X81 0.282 0.734 
Max vegetative Index         X61 0.735 0.229 
Area of watershed              X71 -0.246 0.129 
Spring Precipitation           X33 0.954 -0.102 
Spring  Soil Moisture         X53 0.957 0.154 
Spring Temperature           X43 0.257 -0.891 
Spring Evaporation            X23 0.944 -0.27 
Variance Explained  4.394 1.517 
% Total Variance Explained 54.924 18.961 
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Scree plot (Figure 2.11A) shows Spring variables influence on eigenvalues. The first 
factor is over 4.39 while the second factor is almost 1.5. Many variables support the first  
 
A.         B.  
Figure 2.11: Spring season scree plots and Factor Loadings Plot. 
 
factor that is located on the right side of the factor loadings plot Figure 2.11B. The top 
right vector is duration of photosynthesis and bottom value Spring temperature has a 
negative influence on the second factor.  
 Table 2.12 shows Pearson Correlations for annual climate variables, vegetation 
variables and area of the watershed. Annual runoff is positively correlated with duration 
of photosynthesis measured in days (.30) and maximum vegetation activity (.74). As 
annual runoff increases both vegetation indices also increase. Annual runoff is positively 
correlated with annual precipitation (.96), annual soil moisture (.98) and annual 
evaporation (.884).  Duration of photosynthesis is negatively correlated with annual 
temperature (-.401). As temperature increases annually the duration of photosynthesis 
decreases. Duration of photosynthesis is positively correlated with maximum vegetation 
activity (.172), annual soil moisture (.323) annual precipitation (.281) and annual 
evaporation (.177). Annual soil moisture, precipitation and evaporation all appear to drive 
duration of photosynthesis. Annual soil moisture is positively correlated with all of the 
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variables except area of the watershed: annual runoff (.98), duration of photosynthesis 
(.323), maximum vegetation activity (.78), annual precipitation (.965), annual 
evaporation (.891) and the least positive correlation with annual temperature (.026). 
Annual temperature has a positive correlation with annual evaporation (.412). 
Table 2.12: Pearson correlation of annual runoff versus annual data. 
  X15 X81 X61 X71 X35 X55 X45 X25 
Ln Annual Runoff      X15 1               
Duration photosyn.     X81 0.302 1             
Max veget. activity     X61 0.742 0.172 1           
Area of watershed       X71 -0.18 -0.1 -0.101 1         
Annual Precipitation   X35 0.96
*
 0.281 0.711 -0.181 1       
Annual Soil Moisture  X55 0.98
*
 0.323 0.78 -0.169 0.965 1     
Annual Temperature   X45 0.037 -0.401 -0.092 -0.149 0.178 0.026 1   
Annual Evaporation   X25 0.884 0.177 0.653 -0.197 0.94* 0.891 0.412 1 
Table 2.13 shows calculated eigenvalues and degree of variance explained in data by 
annual variables (Table 2.12). Two principal variation factors can be explained with 
annual variables. The first factor explained 57.0% of the variance of the data, and had 
high loadings on the annual runoff (.974), annual soil moisture (.98), annual precipitation 
(.978), annual evaporation (.935) and day of maximum vegetation activity (.803).  The  
Table 2.13: Annual Eigenvalues, Component loadings, and Variance explained. 
Component Loadings Factors 
1 2 
Ln Annual Runoff           X15 0.972 0.056 
Duration photosynthesis   X81 0.326 0.713 
Max vegetative activity    X61 0.803 0.139 
Area of watershed           X71 -0.233 0.189 
Annual Precipitation       X35 0.978 -0.057 
Annual Soil Moisture      X55 0.982 0.076 
Annual Temperature       X45 0.127 -0.914 
Annual Evaporation       X25 0.935 -0.274 
Variance Explained  4.563 1.488 
% Total Variance Explained 57.034 18.594 
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second factor explained 18.6% of the variance of the data, and had high loadings on the 
annual temperature (-.914) and duration of photosynthesis (.713).  Again the first factor is 
a water movement factor while the second factor is a biotic influence factor.  
 Scree plot (Figure 2.12A) shows annual variables influence on eigenvalues. The 
first factor is over 4.563 while the second factor is almost 1.49. The scree plot (Figure 
2.12A) shows this rapid change in values and then taper after the second factor. Many 
variables support the first factor that is located on the right side of the factor loadings plot 
Figure 2.12B. The top right vector is duration of photosynthesis and bottom value annual 
temperature has a negative influence on the second factor.  
 
A.         B.  
 
Figure 2.12: Annual scree plots and Factor Loadings Plot. 
. 
2.5.3.2 Inter-seasonal changes  
 Table 2.14 shows Pearson Correlations for Spring and Summer climate 
variables, vegetation variables and area of the watershed. Summer runoff is positively 
correlated with duration of photosynthesis measured in days (.73), Summer evaporation 
(.9), Summer precipitation (.85), Summer soil moisture (.9), Spring evaporation (.77), 
Spring precipitation (.82) and Spring soil moisture (.89).  Photosynthetic activity is 
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positively correlated with summer evaporation (.7), Summer precipitation (.6), Summer 
soil moisture (.8), Spring evaporation (.6), Spring precipitation (.6), and Spring soil 
moisture (.72). These variables are important for determining days of photosynthetic 
activity. Area of the watershed is slightly negatively correlated with all of the other 
variables. Summer evaporation is positively correlated with Summer precipitation (.81), 
Summer temperature (.26), Summer soil moisture (.90), Spring evaporation (.89), Spring 
precipitation (.9), Spring temperature (.28) and Spring soil moisture (.88). Summer 
precipitation is positively correlated with Summer soil moisture (.78), Summer 
evaporation (.81), Spring evaporation (.53), Spring precipitation (.57), Spring soil 
moisture (.56) and photosynthetic activity. 
Table 2.14: Pearson correlation of Spring-Summer interaction runoff. 
  X14 X61 X71 X24 X34 X44 X54 X23 X33 X43 X53 
Summer Runoff       X14 1.0                     
Photosyn. activity    X61 .73 1.0                   
Area of Watershed   X71 -.2 -.1 1.0                 
Summer Evap.         X24 .9
*
 .7 -.2 1.0               
Summer Precip.       X34 .85 .6 -.1 .81 1.0             
Summer Temp.        X44 .02 -.1 -.1 .26 .17 1.0           
Summer Soil Moist. X54 .9
*
 .8 -.2 .9
*
 .78 -.1 1.0         
Spring  Evap.            X23 .77 .6 -.2 .89 .53 .40 .80 1.       
Spring  Precip.         X33 .82 .6 -.2 .9
*
 .57 .26 .85 .9
*
 1.     
Spring Temperature X43 .05 -.1 -.2 .28 .09 .9
*
 .03 .51 .34 1.   
Spring Soil Moist.    X53 .89 .72 -.2 .88 .56 -.1 .94
*
 .86 .9
*
 .06 1 
 
Table 2.15 shows calculated eigenvalues and degree of variance explained in data by the 
Spring-Summer variables (Table 2.14). Two principal variation explained factors can be 
determined with Spring-Summer interaction of variables. The first factor explains 
60.67% of the variance of the data and had high loadings on the Summer evaporation 
(.987), Summer soil moisture (.967), Summer runoff (.957), Spring soil moisture (.923), 
Spring precipitation (.921), Spring evaporation (.907), Summer precipitation (.777) and 
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Table 2.15: Spring-Summer Eigenvalues, Component loadings, and Variance 
explained. 
Component Loadings 
Factors 
1 2 
Summer Runoff                 X14 0.957 0.203 
Vegetation Activity           X61 0.757 0.297 
Area of Watershed             X71 -0.206 0.170 
Summer Evaporation         X24 0.987 -0.040 
Summer Precipitation        X34 0.777 0.100 
Summer Temperature        X44 0.206 -0.943 
Summer Soil Moisture       X54 0.967 0.225 
Spring Evaporation            X23 0.907 -0.286 
Spring Precipitation           X33 0.921 -0.129 
Spring Temperature           X43 0.253 -0.952 
Spring Soil Moisture          X53 0.923 0.189 
Variance Explained by Components 6.674 2.150 
Percent of Total Variance Explained 60.671 19.548 
 
vegetation activity (.757).   The second factor explains 19.55% of the variance of the data 
and had high loadings on the Spring temperature (-.952) and Summer temperature (-
.943). The first factor is a water movement factor while the second factor is temperature 
influence factor.  
     
A.                                    B.  
Figure 2.13: Spring -Summer scree plots and Factor Loadings Plot. 
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Scree plot (Figure 2.13A) shows the Spring-Summer variables influence on eigenvalues. 
The first factor is 6.674 while the second factor is 2.15. The scree plot (Figure 2.13A) 
shows this rapid change in values and then tapers after the second factor. Many variables 
support the first factor that is located on the right side of the factor loadings plot Figure 
2.12B. The bottom values are Spring temperature and Summer temperature that both 
negatively influence the second factor.  
 This Summer-Fall group of variables needs to be interpreted differently because 
the summer values are the summer of 2009 and fall values are the fall of 2008. The other 
inter-season analysis is investigating seasonal influence of previous season variables. this 
comparison is less correlated because of the nine month time lag.  Table 2.16 shows 
Pearson Correlations for Summer and Fall climate variables, vegetation variables and 
area of the watershed. Fall runoff is positively correlated with duration of photosynthesis  
Table 2.16: Pearson correlation of Summer-Fall interaction runoff. 
  X11 X61 X71 X21 X31 X41 X51 X24 X34 X44 X54 
Fall Runofff             X11 1.0                     
Photosyn. activity    X61 .72 1.0                   
Area Watershed       X71 -.1 -.1 1.0                 
Fall Evaporation      X21 .83 .59 -.18 1.0               
Fall Precipitation     X31 .9
*
 .66 -0.2 .75 1.0             
Fall Temperature     X41 .04 -.1 -0.2 .48 .07 1.0           
Fall Soil Moisture    X51 .9
*
 .74 -0.2 .86 .89 .06 1.0         
Summer Evap.         X24 .84 .70 -.17 .86 .77 .22 .88 1.0       
Summer Precip.       X34 .76 .58 -0.1 .73 .63 .03 .84 .81 1.0     
Summer Temp.        X44 .10 -.07 -0.1 .50 .09 .90
*
 .14 .26 .17 1.0   
Summer Soil Moist. X54 .86 .76 -.16 .75 .79 .01 .88 .95
*
 .78 -.01 1.0 
 
 
measured in days (.72), Fall evaporation (.83), Fall precipitation (.9), Fall soil moisture 
(.9), Summer evaporation (.84), Summer precipitation (.76) and Summer soil moisture 
(.86).  Photosynthetic activity is positively correlated with Fall evaporation (.59), Fall 
precipitation (.66), Fall soil moisture (.9), Summer evaporation (.70), Summer 
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precipitation (.58) and Summer soil moisture (.76). Area of watershed is negatively 
correlated with all of the other variables.  Fall evaporation is positively correlated to Fall 
precipitation (.75), Fall temperature (.48), Fall soil moisture (.86), Summer evaporation 
(.86), Summer precipitation (.73), Summer temperature (.50), and Summer soil moisture 
(.75). Fall temperature is positively correlated with Summer temperature (.90). Fall soil 
moisture is positively correlated with Summer evaporation (.88), Summer precipitation 
(.84), Summer soil moisture (.88), Fall evaporation (.86), photosynthetic activity (.74), 
and Fall runoff (.9). Fall temperature has a slight negative correlation with photosynthetic 
activity (-.1).  Summer evaporation is positively correlated with summer precipitation 
(.81), Summer soil moisture (.95), Fall evaporation (.86), photosynthetic activity (.70) 
and Fall runoff (.9).  Summer temperature is positively correlated with Fall temperature 
(.90). Summer soil moisture is positively correlated to Fall runoff (.86), photosynthetic 
activity (.76), Fall evaporation (.75), Fall precipitation (.79), Fall soil moisture (.88), 
Summer evaporation (.95), and Summer precipitation (.78).  
 Table 2.17 shows calculated eigenvalues and degree of variance in data 
explained by the Summer-Fall variables (Table 2.16). Two principal variation factors can 
be explained with Summer-Fall interaction of variables. The first factor explained 
60.41% of variance of the data and had high loadings on the Fall soil moisture (.973), 
Fall runoff (.95), Summer evaporation (.948), Summer soil moisture (.927), Fall 
evaporation (.906), Fall precipitation (.886), Summer precipitation (.844) and vegetation 
activity (.775).   The second factor explains 19.05% of the variance of the data and had 
high loadings on the Fall temperature (-.952) and Summer temperature (-.941). The first 
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factor is a water movement factor while the second factor is a temperature influence 
factor.  
Table 2.17: Eigenvalues, Component loadings, Variance explained of Summer-Fall 
runoff interaction. 
Component Loadings Factors 
1 2 
Fall runoff                       X11 0.950 0.124 
Vegetation Activity        X61 0.775 0.274 
Area of Watershed         X71 -0.191 0.180 
Fall Evaporation            X21 0.906 -0.333 
Fall Precipitation           X31 0.885 0.112 
Fall Temperature           X41 0.180 -0.952 
Fall Soil Moisture          X51 0.973 0.095 
Summer Evaporation     X24 0.948 -0.055 
Summer Precipitation    X34 0.844 0.069 
Summer Temperature    X44 0.224 -0.941 
Summer Soil Moisture   X54 0.927 0.205 
Variance Explained by Components 6.645 2.096 
Percent of Total Variance Explained 60.408 19.053 
 
Scree plot (Figure 2.14A) shows the Summer-Fall variables influence on eigenvalues. 
The first factor is 6.645 while the second factor is 2.096. The scree plot (Figure 2.14A) 
shows this rapid change in values and then tapers sharply after the second factor. Many 
variables support the first factor that is located on the right side of the factor loadings plot 
Figure 2.14B. The bottom values are Fall temperature and Summer temperature both 
negatively influence the second factor. 
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A.        B.   
Figure 2.14: Summer-Fall scree plots and Factor Loadings Plot. 
 
 Table 2.18 shows Pearson Correlations for Fall and Winter climate variables, 
vegetation variables and area of the watershed. Winter runoff is positively correlated with 
duration of photosynthesis measured in days (.68), Winter evaporation (.40), Winter 
precipitation (.79), Winter soil moisture (.93), Fall evaporation (.64), Fall precipitation 
(.82) and Fall soil moisture (.77).  Photosynthetic activity is positively correlated with 
Winter soil moisture (.77), Fall evaporation (.59), Fall precipitation (.66), Fall soil 
moisture (.74), with less positive correlation with Winter precipitation (.4) and winter 
evaporation(.3). Area of watershed is negatively correlated with all of the other variables 
in the correlation matrix. Winter precipitation has the strongest positive correlation with 
Winter runoff (.79) and Winter temperature (.77). Winter soil moisture has positive 
correlation with Winter runoff (.93), photosynthetic activity (.77), and Winter 
precipitation. Fall evaporation has the strongest positive correlations with Fall soil 
moisture (.91), Fall precipitation (.89), Winter soil moisture (.75) and Winter runoff (.64). 
Fall precipitation has positive correlations with Fall soil moisture (.91), Winter soil 
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moisture (.89), Winter runoff (.82) and photosynthetic activity (.66). Fall temperature is 
positively correlated with Winter temperature (.89), Winter evaporation (.62) and Fall 
evaporation (.48). Fall soil moisture has positive correlation with all variables but size of 
watershed. The strongest Fall soil moisture correlations are Winter soil moisture (.91), 
Fall evaporation (.86), Fall precipitation (.89), Winter runoff (.77), and photosynthetic 
activity (.74). 
Table 2.18: Pearson correlation of Fall-Winter runoff interaction. 
  X12 X61 X71 X22 X32 X42 X52 X21 X31 X41 X51 
Winter Runoff          X12 1.0                     
Photosyn. activity    X61 .68 1.0                   
Area Watershed       X71 -.22 -.10 1.0                 
Winter Evap.           X22 .40 0.3 -.2 1.0               
Winter Precip.         X32 .79 0.4 -.2 .46 1.0             
Winter Temp.          X42 -.01 -.05 -.1 .77 .09 1.0           
Winter Soil Moist.   X52 .93
*
 0.77 -.17 .37 .68 -.02 1.0         
Fall Evaporation      X21 .64 0.59 -.18 .65 .33 .45 .75 1.0       
Fall Precipitation     X31 .82 0.66 -.15 .39 .50 .06 .89 .75 1.0     
Fall Temperature     X41 -.01 -.06 -.15 .62 .09 .89 .01 .48 .07 1.0   
Fall Soil Moisture    X51 .77 .74 -.14 .31 .35 .03 .91 .86 .89 .06 1.0 
 
 Table 2.19 shows calculated eigenvalues and degree of variance in data 
explained by the Fall-Winter variables (Table 2.18). Two principal variation factors can 
be explained with Fall-Winter interaction of variables. The first factor explains 51.41% of 
variance of the data and had high loadings on the Fall soil moisture (.973), Fall runoff 
(.95), Summer evaporation (.948), Winter soil moisture (.950), Winter runoff (.90), Fall 
precipitation (.897), fall soil moisture (.893), and Fall evaporation (.876).  The second 
factor explains 23.095% of the variance of the data and had high loadings on the Winter 
temperature (-.938), Fall temperature (-.896) and Winter evaporation (-.664). The first 
factor is a water movement factor while the second factor is a temperature influence 
factor that connects with Winter evaporation.  
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Table 2.19: Fall-Winter Eigenvalues, Component loadings, and Variance explained. 
Component Loadings Factors 
1 2 
Winter Runoff              X12 0.900 0.259 
Vegetation Activity      X61 0.763 0.306 
Area of Watershed       X71 -0.237 0.154 
Winter Evaporation     X22 0.602 -0.664 
Winter Precipitation    X32 0.666 0.070 
Winter Temperature    X42 0.256 -0.938 
Winter Soil Moisture   X52 0.950 0.275 
Fall Evaporation          X21 0.876 -0.262 
Fall Precipitation         X31 0.897 0.191 
Fall Temperature         X41 0.256 -0.896 
Fall Soil Moisture        X51 0.893 0.211 
Variance Explained by Components 5.655 2.540 
Percent of Total Variance Explained 51.406 23.095 
 
 Scree plot (Figure 2.15A) shows the Fall-Winter variables influence on 
eigenvalues. The first factor is 5.655 while the second factor is 2.54. The scree plot 
(Figure 2.15A) shows this rapid change in values in the first two values with a sharp taper 
    
A.      B.  
Figure 2.15: Fall-Winter scree plots and Factor Loadings Plot. 
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after the second factor. Many variables support the first factor is located on the right side 
of the factor loadings plot Figure 2.15B. The second factor is negatively influenced by 
the bottom values Fall temperature, Winter temperature and Fall evaporation.  
 Table 2.20 shows Pearson Correlations for Winter and Spring climate variables, 
vegetation variables and area of the watershed. Spring runoff is positively correlated with 
duration of photosynthesis measured in days (.67), Spring evaporation (.88), Spring 
precipitation (.9), Spring soil moisture (.9), Winter evaporation (.50), Winter precipitation 
(.76) and Winter soil moisture (.89).  Photosynthetic activity is positively correlated with 
Spring evaporation (.57), Spring precipitation (.59), Spring soil moisture (.72) and winter  
Table 2.20: Pearson correlation of Winter-Spring interaction runoff. 
  X13 X61 X71 X23 X33 X43 X53 X22 X32 X42 X52 
Spring Runoff          X13 1.0                     
Photosyn. activity    X61 .67 1.0                   
Area of Watershed   X71 -.17 -.1 1.0                 
Spring Evap.            X23  .88 .57 -.2 1.0               
Spring Precip.          X33 .92
*
 .59 -.2 .94
*
 1.0             
Spring Temp.           X43 .12 -.05 -.2 .51 .34 1.0           
Spring Soil Moist.    X53 .97
*
 .72 -.2 .86 .87 .06 1.0         
Winter Evap.            X22 .50 .25 -.2 .71 .61 .61 .42 1.0       
Winter Precip.          X32 .76 .43 -.2 .66 .64 .10 .75 .46 1.0     
Winter Temp.           X42 .06 -.05 -.1 .42 .25 .86 .01 .77 .09 1.0   
Winter Soil Moist.    X52 .89 .77 -.2 .78 .81 .05 .93 .37 .68 -.02 1.0 
 
soil moisture (.77). Photosynthetic activity has a slight negative correlation with spring 
temperature (-.05) and Winter temperature (-.05). Area of watershed is negatively 
correlated with all of the other variables in the correlation matrix. Spring evaporation is 
positively correlated with Spring precipitation (.94), Spring runoff (.88), Spring soil 
moisture (.86), Winter soil moisture (.78), Winter evaporation (.71), Winter precipitation 
(.66) and the other climate and vegetation variables have progressively less positive 
correlation. Spring temperature has the strongest positive correlation with Winter 
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temperature (.86) and winter evaporation (.61) weak positive correlation with Spring 
precipitation (.33), Spring runoff (.12) and Winter precipitation (.10). Spring soil 
moisture has positive correlation with Spring runoff (.97), Winter soil moisture (.93), 
Spring precipitation (.87), Spring evaporation (.86), Winter precipitation (.75), 
photosynthetic activity (.72) and the other climate variables have progressively less  
positive correlation. Winter evaporations strongest positive correlations exist with winter 
temperature (.77), Spring evaporation (.71), Spring precipitation (.61), and Spring 
temperature (.61).  Winter precipitations strongest positive correlations exist with Spring 
runoff (.76), Spring soil moisture (.75), and Winter soil moisture (.68). Winter 
temperatures strongest positive correlations are with Spring temperature (.86), Winter 
evaporation (.77), and Winter soil moisture (.68). Winter soil moisture has the strongest 
positive correlations with Spring runoff (.89), Spring precipitation (.81), Spring 
evaporation (.78), and photosynthetic activity (.77). Winter soil moisture has a slight 
negative correlation with Winter temperature (-.02) the only other negative correlations 
exist between the area of the watershed and all of the other metrics.  
 Table 2.21 shows calculated eigenvalues and degree of variance in data 
explained by the Winter-Spring variables (Table 2.20). Two principal variation factors 
can be explained with Winter-Spring interaction of variables. The first factor explains 
55.93% of the variance of the data and had high loadings on the Spring evaporation 
(.959), Spring runoff (.947), Spring precipitation (.941), Spring soil moisture (.933), and 
Winter soil moisture (.889). The second factor explains 21.874% of the variance in the 
data weighted primarily by Winter temperature (-.914), Spring temperature (-.857) and 
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Winter evaporation (-.606). The first factor is a water movement factor while the second 
factor is a temperature influence factor that connects with Winter evaporation.  
Table 2.21: Eigenvalues, Component loadings, Variance explained of Winter-Spring 
interaction runoff. 
Component Loadings Factors 
1 2 
Spring runoff                 X13 0.947 0.233 
Vegetation Activity       X61 0.695 0.374 
Area of Watershed        X71 -0.243 0.131 
Spring Evaporation       X23 0.959 -0.172 
Spring Precipitation      X33 0.941 -0.005 
Spring Temperature     X43 0.343 -0.857 
Spring soil Moisture    X53 0.933 0.305 
Winter Evaporation     X22 0.667 -0.606 
Winter Precipitation    X32 0.770 0.152 
Winter Temperature    X42 0.306 -0.914 
Winter Soil Moisture   X52 0.889 0.335 
Variance Explained by Components 6.152 2.406 
Percent of Total Variance Explained 55.926 21.874 
 
 Scree plot (Figure 2.16A) shows the Winter-Spring variables influence on 
eigenvalues. The first factor is 6.152 while the second factor is 2.406. The scree plot  
    
     
A.      B.   
Figure 2.16: Winter-Spring scree plots and Factor Loadings Plot. 
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(Figure 2.16A) shows this rapid change in values in the first two values with a sharp taper 
after the second factor. Many variables support the first factor that is located on the right 
side of the factor loadings plot Figure 2.16B. The second factor is negatively influenced 
by the bottom values Spring temperature, Winter temperature and Fall evaporation. 
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2.5.4 Bivariate analysis 
Annual climate variables versus the annual runoff are for all of the watersheds in the 
continental United States are displayed in Figure 2.17 A-F.  
           
A.  Precipitation vs Runoff   B. Soil moisture vs Runoff 
       
C. Evaporation vs Runoff   D.  Temperature vs Runoff 
      
   
E. Watersheds with <500mm precip.  F. Watersheds with >500mm precip. 
Figures 2.17:  Annual precipitation, soil moisture, and evaporation to runoff. 
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Table 2.22: Fitted Equations for Annual climate graphs.  
Fitted Equations R
2
 
Precipitation vs Runoff y = 0.0006x
1.8246
  0.94 
Soil moisture vs Runoff y = 4.2629e
0.0007   
 0.93 
Evaporation vs Runoff y = 0.0018x
1.9173
  0.84 
Temperature vs Runoff y = 48.723ln(x) + 25.716 0.04 
>500 mm precip. vs runoff y = 4E-05x
2.2316
  0.91 
<500 mm precip. vs runoff y = 0.0022x
1.5949
  0.74 
 
The annual precipitation versus the annual runoff shows a strong correlation with 
an R-square value of .94 (Table 2.22) and has a power regression equation that provides 
the best fit (Figure 2.17 A).  The annual soil moisture versus the annual runoff also shows 
a strong correlation with an R-square value of .93 (Table 2.22) and has a power 
regression equation that provides the best fit (Figure 2.17 B).  The annual evaporation 
versus the annual runoff shows a strong correlation with an R-square value of .84 (Table 
2.22) and has a power regression equation that provides the best fit (Figure2.17 C). The 
annual temperature versus the annual runoff shows close to no correlation with an R-
square value of .04 (Table 2.22) and has a log equation that provides that fit (Figure 2.17 
D).  The data for the precipitation variable is separated into watersheds with less than 500 
mm of precipitation a year versus those that have greater than 500mm of precipitation a 
year. There is a delineation line along the 95
th
 meridian (Figure 2.6) that separates the 
two zones east and west with a small area in the northwest corner of the continental 
United States that has greater than 500 mm of moisture a year. The watersheds with 
greater than 500 mm of precipitation a year have a strong correlation with annual runoff 
having an R squared value of 0.91 with a power regression equation providing the best fit 
(Figure 2.17 E).  The watersheds with less than 500 mm of precipitation a year have a 
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correlation with annual runoff demonstrating a.74 R squared value and a power 
regression equation providing the best fit (Figure 2.17 F).   
            
A. All watersheds in zone 1.   B. Zone 1 watersheds >500 mm 
   
      
C. Zone 1 Precipitation <500mm     D. Zone 1 Temp vs runoff   
Figure 2.18: Zone 1 climate variations 
 
Watersheds in zone 1 are is the southern portion of the continental United States 
with an annual sum of mean monthly temperatures that range from 14 C to 118 C . 
Precipitation for all watersheds within zone 1 is graphed in Figure 2.18 A. The  gray line 
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shows a strong correlation with an R squared value of 0.92 (Table 2.23) between annual 
runoff  and precipitation. Watersheds within the northern tier of the continental United 
Table 2.23: Equations and R
2 
values for Temperature zone1. 
Temperature Zone 1 Fitted Equations R
2
 
Precip vs runoff all watersheds in zone1 y = 0.0003x
1.9275
  0.92 
>500 mm precip vs runoff y = 1E-05x
2.3931
 0.91 
<500 mm precip vs runoff y = 0.0026x
1.5682
  0.56 
Temperature vs runoff y = -3.843x
2
 + 124.8x - 826.12 0.09 
 
States in zone 1 with an annual precipitation  greater than 500 mm versus the annual 
runoff  (Figure 2.18 B) shows a strong correlation with an R-square value of .91 (Table 
2.23) with a power regression equation providing  the best fit.  Watersheds in zone 1 with 
an annual precipitation  less than 500 mm versus the annual runoff  (Figure 2.18 C) 
shows a weaker correlation with an R-square value of .55 (Table 2.23), with a power 
regression equation providing the best fit. Watersheds in zone 1 with an annual 
temperature versus the annual runoff (Figure 2.18 D) show a weak correlation with an R-
square value of just 0.10, (Table 2.23) with a 2
nd
 order polynomial equation providing the 
best fit. The precipitation zonal correlations are so low as not to have any significance.  
Watersheds within zone 2 are in the middle portion of the continental United 
States (Figure 2.5) with an annual sum of mean monthly temperature ranging from 118 
O
C to192 
O
C. Soil moisture for all watersheds within zone 2 versus the runoff (Figure 
2.19 A) shows a strong correlation with an R
2
 value of 0.96 and a power regression 
providing the best fit (Table 2.24). The temperature versus the runoff correlation again is 
very low showing a 0.00 R
2
 value for the all of the watersheds within the zones (Figure 
2.19 B and Table 2.24). A power regression with an R
2
 value of 0.96 provides the best fit 
for the data. Those watersheds in zone 2 with precipitation greater than 500mm versus  
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Zone 2 
         
A. All watersheds  soil moisture  vs runoff   B. Zone 2 temperature vs runoff   
 
    
C. Zone 2 watersheds >500mm precip  D. Watersheds with <500mm precip   
Figure 2.19: Temperature zone 2 climatic trends. 
 
Table 2.24: Temperature zone 2 equations and R
2
 for Temperature Zone 2 
Temperature Zone 2 Fitted Equations R
2
 
Soil moisture all watersheds in zone y = 4.216e
0.0007x
  0.96 
>500 mm precip vs runoff y = 3E-05x
2.2444
  0.92 
<500 mm precip vs runoff y = 0.0113x
1.3154
  0.73 
Temperature all watersheds in zone y = 3.6706x + 108.51 0.00 
 
the runoff (Figure 2.19 C) have a power regression equation providing the best fit 
demonstrating an R
2
 value of 0.92 (Table 2.24).  Those watersheds in zone 2 with 
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precipitation less than 500mm versus the runoff (Figure 2.19 D)  have a power regression 
equation providing the best fit demonstrating an R squared value of 0.73 (Table 2.24).  
 
Zone 3 
  
A. Zone 3 soil moisture vs runoff   B.  precipitation <500mm vs Runoff   
     
C. Precipitation >500mm vs Runoff    D. Temperature vs Runoff    
Figure 2.20: Temperature Zone 3 climatic variables. 
 
Table 2.25: Temperature zone 3 equations and R
2
 
Temperature Zone 3 Fitted Equations R
2
 
Soil moisture all watersheds in zone y = 6E-07x
2.286
    0.96 
>500 mm precip vs runoff y = 5E-06x
2.4959
   0.97 
<500 mm precip vs runoff y = 0.0737x - 3.7158   0.87 
Temperature all watersheds in zone y = -434.3ln(x) + 2499.1     0.08 
 
Watersheds within zone 3 are in the southern portion of the continental United 
States (Figure 2.5) with an annual sum of mean monthly temperature ranging from 192 
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O
C to 284
 O
C. Soil moisture for all watersheds within zone 3 versus runoff (Figure 2.20 
A) has a high correlation with an R
2
 value of 0.96 with the power regression providing 
the best fit. This regression fits well in the watersheds with lower soil moisture (<3000), 
over estimates between 3000 and 5000mm and is underestimates runoff when soil 
moisture is above 6000mm. Those watersheds in zone 3 with precipitation less than 
500mm versus the runoff (Figure 2.20 B) have a power regression equation providing the 
best fit with an R
2
 value of 0.97 (Table 2.25).  Those watersheds in zone 3 with 
precipitation greater than 500mm versus the runoff (Figure 2.20 C)  have a power 
regression equation providing the best fit demonstrating an R
2
 value of 0.87 (Table 2.25). 
Temperature versus runoff in all of the watersheds within the zone 3 (Figure 2.20 D) have 
low correlation 0.08 with the best fitting regression provided by a log function (Table 
2.25).  
Table 2.26 shows the equations and R
2
 values and Figure 2.21 shows temperature 
versus soil moisture when precipitation is less than 500mm a year and greater than 
500mm year in the three different temperature zones.  Figure 2.21A shows temperature 
versus soil moisture in southern continental U.S. watersheds in Zone 1 with precipitation 
greater than 500mm a year with a second order polynomial providing the best fit 
regression with R
2
 =.0583.  When precipitation is less than 500 mm the regression for 
soil moisture (Figure 2.21B) versus temperature is R
2
 = .03 with a power regression 
providing the best fit. When precipitation is greater than 500 mm per year in zone 2 
Figure 2.21C) a second order polynomial gives the best regression with a R
2
 = .0089. 
When precipitation is less than 500 mm per year in zone 2 (Figure 2.21D) a power 
 105 
regression gives the best with a R
2
 = .0287.   The northern watersheds in zone 3 had the 
lowest regressions for soil moisture versus temperature.  When precipitation is greater  
        
A. Zone1  > 500 mm Precip     B. Zone 1 < 500 mm Precip 
        
C.  Zone2 > 500 mm Precip   D.  Zone 2 < 500 mm Precip 
                    
E. Zone 3 > 500 mm Precip      F.  Zone 3 < 500 mm Precip 
Figure 2.21: Levels of precipitation versus temperature zone. 
 
Table 2.26: Zone 3 equations and R
2
 values. 
Soil moisture vs Temperature Fitted Equations R
2
 
zone 1 > 500mm precip y = -0.1347x
2
 + 48.183x + 1430.6  0.0583 
zone 1 <500mm precip y = 3267.6e
-0.04x
 0.03 
zone 2 > 500mm precip y = 30.569x
2
 - 767.78x + 9994.5 0.0089 
zone 2< 500mm precip y =  358.77x
0.6009
 0.0287 
zone 3 > 500mm precip y = 123.68x + 4184.3 0.075 
zone 3 < 500mm precip = 2862e
-0.043x
 0.103 
0 
2000 
4000 
6000 
8000 
16 19 22 
S
o
il
 m
o
is
tu
re
 (
m
m
) 
Temperature (oC) 
0 
1000 
2000 
3000 
4000 
16 19 22 
S
o
il
 m
o
is
tu
re
 (
m
m
) 
Temperature (oC) 
0 
2000 
4000 
6000 
8000 
10 12 14 16 
S
o
il
 M
o
is
tu
re
 (
m
m
) 
Temperature (oC) 
0 
1000 
2000 
3000 
4000 
11 13 15 
S
o
il
 M
o
is
tu
re
 (
m
m
) 
Temperature (oC) 
0 
2000 
4000 
6000 
8000 
0 2 4 6 8 10 
S
o
il
 m
o
is
tu
re
 (
m
m
) 
Temperature (oC) 
0 
1000 
2000 
3000 
4000 
0 2 4 6 8 10 
S
o
il
 m
o
is
tu
re
 (
m
m
) 
Temperature (oC) 
 106 
 
than 500 mm in zone 3 (Figure 2.21E) the regression is R
2
 = .0005 with a linear 
regression providing the best fit. When precipitation is less than 500 mm (Figure 2.21F) 
the regression is R
2
 = .0002 with a power regression providing the best fit.  
2.5.5 Regression models 
Maximum Vegetation Index will be abbreviated as MVI in regression tables. All 
dependent runoff variables (Table 2. 1) are log transformed.  Interpreting coefficients of 
log transformed dependent variables is presented in: 
 1 1 *100Y e      (2.26) 
where Y is the dependent variable.  This is interpreted as the dependent variable changes 
by  1 1100 1 100e    percent for one unit increase in X (Yang, 2013). 
Table 2.27 outlines independent variables used in six linear regression models to 
determine coefficients for annual Runoff (Y15).  Table 2.28 shows variable coefficients, 
Standard error, Standard deviation of coefficients, tolerance, t-value and p-value for each 
variable in model. Table 2.29 shows statistical fit values for annual regression models.   
Table 2.27: Variables used in annual regression models. 
Variable Explanation 
A
n
n
-1
 
A
n
n
-2
 
A
n
n
-3
 
A
n
n
-4
 
A
n
n
-5
 
A
n
n
-6
 
X25 Annual Evaporation (mm) X X X       
X35 Annual Precipitation (mm) X X X X X   
X45 Annual Temperature 
O
C X X X X     
X55 Annual Soil Moisture  (mm) X X X X X X 
X61 
M V I =Maximum level of photosynthetic 
activity in the canopy an annual time 
series measured in day of year (NDVI) 
X X         
X71 Weighted watershed area metric     X         
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Table 2.28: Coefficients of linear regression annual runoff. 
Annual 1 
Effect Coeff. Standard 
Error 
Std. 
Coeff. 
Toler
ance 
t p-Value 
CONSTANT 2.2486 0.07117 0 . 31.6 <.001*** 
Annual Evaporation   X25 0.0006 0.00016 0.0746 0.046 3.6 <.001*** 
Annual Precipitation   X35 0.0011 0.00007 0.3639 0.038 15.9 <.001*** 
Annual Temperature   X45 -0.0015 0.00017 -0.0754 0.259 -8.6 <.001*** 
Annual Soil Moisture  X55 0.0004 0.00002 0.5765 0.033 23.5 <.001*** 
Max veget. activity     X61 -0.0014 0.00047 -0.0224 0.364 -3.0 0.003*** 
Annual 2 
Effect Coeff. 
Std. 
Error 
Std. 
Coeff. 
Toleran
ce 
t p-Value 
CONSTANT 2.273 0.072 0.0000 . 31.6 <.001*** 
M V I                 X61 -0.001 0.001 -0.022 0.363 -2.9 0.003*** 
Area Watershed X71 -0.0425 0.0179 -0.011 0.948 -2.4 0.018** 
Evaporation       X25 0.0006 0.0002 0.076 0.046 3.7 <.001*** 
Precipitation      X35 0.0011 0.0001 0.364 0.038 16.0 <.001*** 
Temperature       X45 -0.0015 0.0002 -0.078 0.257 -8.8 <.001*** 
Soil Moisture     X55 0.0004 0.0001 0.572 0.033 23.3 <.001*** 
Annual 3 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 2.0525 0.02972 0.000 . 69.05 <.001*** 
Annual Evaporation   X25 0.0005 0.00016 0.069 0.047 3.35 <.001*** 
Annual Precipitation   X35 0.0011 0.00007 0.378 0.040 16.89 <.001*** 
Annual Temperature   X45 -0.0014 0.00017 -0.073 0.262 -8.35 <.001*** 
Annual Soil Moisture  X55 0.0004 0.00002 0.550 0.038 23.95 <.001*** 
Annual 4 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Toler
ance 
t p-Value 
CONSTANT 1.9974 0.02484 0.000 . 80.4 <.001*** 
Annual Precipitation   X35 0.0012 0.00006 0.405 0.046 19.4 <.001*** 
Annual Temperature   X45 -0.0010 0.00011 -0.050 0.664 -9.1 <.001*** 
Annual Soil Moisture  X55 0.0004 0.00001 0.585 0.048 28.5 <.001*** 
Annual 5 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.8205 0.01583 0.000 . 114.9 <.001*** 
Annual Precipitation   X35 0.0009 0.00005 0.295 0.069 17.0 <.001*** 
Annual Soil Moisture  X55 0.0005 0.00001 0.690 0.069 39.8 <.001*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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Annual 6 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.6825 0.0145 0.000 . 116.0 <.001*** 
Annual Soil Moisture X55 0.0007 0.0000 0.975 1.000 200.2 <.001*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
All six annual regression models demonstrated good Radj. values ranging from 
.950 to .958. They are able to describe behavior of annual runoff. The best model is 
determined using AICc values (Table 2.29). Model Ann-2 has the lowest AICc value of 
.390 and a R
2
adj. = 0.958. The regression is explaining 95.8% of variation in the data.  
Table 2.29: Statistical Model fit comparisons for annual linear regressions. 
  Ann-1 Ann-2 Ann-3 Ann-4 Ann-5 Ann-6 
Multiple of R 0.979 0.979 0.979 0.979 0.978 0.975 
Sq. multiple R 0.958 0.958 0.958 0.958 0.956 0.950 
Ad. Sq. mult. R 0.958 0.958 0.958 0.958 0.956 0.950 
Std. error est. 0.242 0.241 0.242 0.243 0.247 0.264 
F-ratio 9.64E+03 8.05E+03 1.20E+04 1.59E+04 2.29E+04 4.01E+04 
p-Value <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** 
AIC 3.960 0.321 11.157 20.409 100.264 369.588 
AIC (Corrected) 4.014 0.390 11.197 20.437 100.283 369.600 
Schwarz’s BIC 43.545 45.561 45.087 48.683 122.883 386.553 
Durbin-Watson 
D-Stat 
2.034 2.038 2.036 2.044 2.068 2.041 
1st ord. autocor. -0.01704 -0.01924 -0.01827 -0.02198 -0.03405 -0.02035 
 
Model Ann-2 (Table 2.28) shows one day increase in photosynthetic activity will 
decrease runoff by .1 percent.  One unit increase in the size of the water shed will 
decrease annual runoff by 4 percent.  A 1 mm increase in the mean evaporation will 
increase annual runoff by .06 percent. One mm increase in mean precipitation in the 
watershed will increase annual runoff by .11 percent. One degree 
o
C increase in annual 
mean temperature will decrease the annual runoff by .15 percent. One mm increase in the 
mean annual soil moisture will increase annual runoff by .04 percent.   
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Annual -1     Annual -2 
 
Annual -3     Annual-4 
 
Annual – 5     Annual -6 
Figure 2.22: Residuals of Annual linear regressions. 
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Figure 2.22 shows residuals for annual runoff models 1-6 presented in Table 2.27 
and Table 2.28. Residuals display a common pattern where all of the models are over 
predicting annual runoff when runoff is low.  Models have a slight tendency to under 
predict in other runoff situations. There is a range in residual values from -1.5 to 1.5.   
Table 2.30 outlines independent variables used in six of the best fitting linear 
regression models to determine coefficients for Fall Runoff (Y11). Table 2.31 shows 
variable coefficients, Standard error, Standard deviation of coefficients, tolerance, t-value 
and p-value for each variable in model. Table 2.32 shows statistical values for Fall  
Table 2.30: Variables used in Fall regression models. 
Variable Explanation 
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X21 Fall Evaporation(mm) X X X X X X X 
X24 Summer Evaporation (mm) X X X X       
X31 Fall Precipitation (mm) X X   X X X X 
X34 Summer Precipitation (mm) X X X X X X   
X41 Fall Temperature 
O
C X X X X X X X 
X44 Summer Temperature 
O
C X X X         
X51 Fall Soil Moisture (mm) X X X X X X X 
X54 Summer Soil Moisture (mm)  X X X X X     
X61 
M V I =Day of Maximum level 
of photosynthetic activity in the 
canopy (NDVI) 
X X   X X X X 
X71 Weighted watershed area metric   X           X 
 
regression models. Model performance is evaluated using AICc values.  Fall runoff 
models (Table 2.31) demonstrate good R
2
adj. values range from .9635 to .9637 (Table 
2.31).  Model Fall-2 has the lowest AICc value of -944.46 and demonstrates a R
2
adj. = 
0.9637. The regression is explaining 96.37% of variation in the data.    
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Table 2.31: Fall Runoff linear regressions.  
Fall 1 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.0530 0.0812 0.000 . 13.0 <.001*** 
M V I                         X61 -0.0009 0.0004 -0.017 0.375 -2.5 0.0132** 
Area Watershed         X71 0.0056 0.0143 0.002 0.945 0.4 0.694NS 
Fall Evaporation        X21 0.0067 0.0005 0.229 0.051 12.4 <.001*** 
Summer Evaporation X24 -0.0015 0.0004 -0.113 0.015 -3.3 <.001*** 
Fall Precipitation       X31 0.0031 0.0001 0.327 0.138 29.3 <.001*** 
Summer Precipitation X34 -0.0006 0.0001 -0.074 0.184 -7.6 <.001*** 
Fall Temperature       X41 -0.0112 0.0012 -0.143 0.072 -9.2 <.001*** 
Summer Temperature  X44 0.0041 0.0014 0.051 0.057 3.0 0.0031** 
Fall Soil Moisture     X51 0.0012 0.0001 0.540 0.027 21.2 <.001*** 
Summer Soil Moisture X54 0.0003 0.0001 0.129 0.014 3.7 <.001*** 
Fall 2 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Toler
ance 
t p-Value 
CONSTANT 1.0561 0.0808 0.000 . 13.1 <.001*** 
M V I                         X61 -0.0009 0.0004 -0.017 0.375 -2.5 0.0135 
Fall Evaporation        X21 0.0067 0.0005 0.229 0.051 12.4 <.001*** 
Summer Evaporation X24 -0.0015 0.0004 -0.113 0.015 -3.3 <.001*** 
Fall Precipitation       X31 0.0031 0.0001 0.327 0.138 29.3 <.001*** 
Summer Precipitation X34 -0.0006 0.0001 -0.074 0.184 -7.6 <.001*** 
Fall Temperature       X41 -0.0112 0.0012 -0.143 0.072 -9.3 <.001*** 
Summer Temperature  X44 0.0041 0.0014 0.051 0.057 3.0 0.0032** 
Fall Soil Moisture     X51 0.0012 0.0001 0.540 0.027 21.2 <.001*** 
Summer Soil Moisture X54 0.0003 0.0001 0.128 0.014 3.7 <.001*** 
Fall 3 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Toler
ance 
t p-Value 
CONSTANT 0.9222 0.0600 0.000 . 15.4 <.001*** 
Fall Evaporation        X21 0.0067 0.0005 0.231 0.051 12.6 <.001*** 
Summer Evaporation X24 -0.0015 0.0004 -0.114 0.015 -3.3 <.001*** 
Fall Precipitation       X31 0.0031 0.0001 0.330 0.140 29.8 <.001*** 
Summer Precipitation X34 -0.0005 0.0001 -0.070 0.189 -7.3 <.001*** 
Fall Temperature       X41 -0.0114 0.0012 -0.145 0.072 -9.4 <.001*** 
Summer Temperature  X44 0.0044 0.0014 0.054 0.058 3.1 0.0017** 
Fall Soil Moisture     X51 0.0012 0.0001 0.526 0.028 21.2 <.001*** 
Summer Soil Moisture X54 0.0003 0.0001 0.121 0.014 3.5 <.001*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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Table 2.31: Continued 
Fall 4 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Toler
ance 
t p-Value 
CONSTANT 1.2250 0.0572 0.000 . 21.4 <.001*** 
Fall Evaporation        X21 0.0060 0.0005 0.206 0.062 12.3 <.001*** 
Summer Evaporation X24 -0.0005 0.0003 -0.040 0.031 -1.7 0.088* 
Fall Precipitation       X31 0.0030 0.0001 0.321 0.143 29.2 <.001*** 
Summer Precipitation X34 -0.0005 0.0001 -0.071 0.186 -7.4 <.001*** 
Fall Temperature       X41 -0.0082 0.0007 -0.105 0.246 -12.5 <.001*** 
Fall Soil Moisture     X51 0.0013 0.0001 0.576 0.035 25.7 <.001*** 
Summer Soil Moisture X54 0.0001 0.0001 0.048 0.037 2.2 0.0278** 
M V I                         X61 -0.0010 0.0004 -0.018 0.377 -2.7 0.0071** 
Fall 5 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Toler
ance 
t p-Value 
CONSTANT 1.2341 0.0570 0.000 . 21.7 <.001*** 
Fall Evaporation        X21 0.0057 0.0005 0.196 0.070 12.5 <.001*** 
Fall Precipitation       X31 0.0030 0.0001 0.322 0.143 29.2 <.001*** 
Summer Precipitation X34 -0.0006 0.0001 -0.076 0.204 -8.3 <.001*** 
Fall Temperature       X41 -0.0085 0.0006 -0.109 0.274 -13.8 <.001*** 
Fall Soil Moisture     X51 0.0013 0.0001 0.582 0.035 26.4 <.001*** 
Summer Soil Moisture X54 0.0000 0.0000 0.015 0.179 1.5 0.1349NS 
M V I                         X61 -0.0010 0.0004 -0.018 0.379 -2.6 0.0097** 
Fall 6 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Toler
ance 
t p-Value 
CONSTANT 1.2191 0.0561 0.000 . 21.7 <.001*** 
Fall Evaporation        X21 0.0058 0.0005 0.200 0.072 12.9 <.001*** 
Fall Precipitation       X31 0.0030 0.0001 0.325 0.148 30.0 <.001*** 
Summer Precipitation X34 -0.0006 0.0001 -0.073 0.219 -8.2 <.001*** 
Fall Temperature       X41 -0.0087 0.0006 -0.111 0.281 -14.2 <.001*** 
Fall Soil Moisture     X51 0.0013 0.0001 0.584 0.036 26.5 <.001*** 
M V I                         X61 -0.0008 0.0003 -0.014 0.435 -2.2 0.028** 
Fall season variables 
Effect Coeff. 
Std 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT 1.195 0.058 0 . 20.7 <.001*** 
M V I                         X61 -0.001 0.001 -0.008 0.441 -1.2 0.22 NS 
Area Watershed         X71 -0.002 0.015 -0.001 0.957 -0.1 0.91 NS 
Fall Evaporation        X21 0.006 0.001 0.199 0.072 12.6 <.001*** 
Fall Precipitation       X31 0.003 0.001 0.367 0.192 38.1 <.001*** 
Fall Temperature       X41 -0.009 0.001 -0.109 0.281 -13.6 <.001*** 
Fall Soil Moisture     X51 0.001 0.001 0.481 0.053 26.2 <.001*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 113 
The model with Fall season variables, area of watershed metric and MVI has an AICc =   
-870.697 (Table 2.42). 
Model Fall-2 predicts for each day increase in photosynthetic activity a 0.09% 
decrease in Fall runoff. A mm increase in mean Fall evaporation would increase Fall 
runoff by .67%.  A mm increase in mean Summer evaporation would decrease Fall runoff 
by 0.15%.  A mm increase in mean Fall precipitation would increase Fall runoff 0.31% 
and a mm increase in mean Summer precipitation will decrease Fall runoff .06%. A one 
degree increase in mean Fall temperature will decrease Fall runoff 1.12% and a one 
degree 
o
C in Summer temperature will increase Fall runoff 0.44%. A mm increase in 
mean Fall soil moisture will increase Fall runoff 0.12% and a mm increase in mean 
Summer soil moisture will increase Fall runoff .03%.  
Table 2. 32: Statistical Model fit comparisons for Fall linear regressions. 
  Fall-1 Fall-2 Fall-3 Fall-4 Fall-5 Fall-6 
Multiple of R 0.9817 0.9817 0.9817 0.9817 0.9816 0.9816 
Sq. multiple R 0.9638 0.9638 0.9637 0.9637 0.9636 0.9636 
Ad. Sq. mult. R 0.9637 0.9637 0.9636 0.9635 0.9635 0.9635 
Std. error est. 0.1930 0.1929 0.1931 0.1933 0.1934 0.1934 
F-ratio 5.60E+03 6.22E+03 6.98E+03 6.97E+03 7.96E+03 9.28E+03 
p-Value <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** 
AIC -942.74 -944.59 -940.46 -937.81 -936.88 -936.63 
AIC (Corrected) -942.59 -944.46 -940.35 -937.71 -936.79 -936.57 
Schwarz’s BIC -874.88 -882.38 -883.91 -881.26 -885.98 -891.40 
Durbin-Watson 
D-Stat 
1.97 1.97 1.97 1.97 1.97 1.96 
1st ord. autocor. 0.013 0.013 0.013 0.013 0.016 0.018 
 
Residuals (Figure2.23) for Fall runoff regressions Table 2.31 overestimate Fall 
runoff in watersheds where Fall runoff is low. The largest residual values underestimate 
Fall runoff in the medium Fall runoff value watersheds.  This forms the pie shaped 
pattern displayed in all of the residual plots.   
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Figure 2.23: Residuals for Fall runoff regression models. 
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Variables used for six of the better Winter regression models and a model using 
just Winter season variables is presented in Table 2.33.  Model performance is evaluated 
using AICc values (Table 2.35).  Independent variables used and results of Winter runoff 
models (Table 2.34) demonstrate good R
2
adj. values ranging from .9202 to .92.5 (Table 
2.35).  Model Win-3 demonstrates the lowest AICc value of 955.51 and a R
2
adj. = 0.9205. 
The regression is explaining 92.05% of variation in the data.  
Table 2.33: Variables used in Winter regression models. 
Variable Explanation W
in
-1
 
W
in
-2
 
W
in
-3
 
W
in
-4
 
W
in
-5
 
W
in
-6
 
W
in
-S
a
m
e
 
se
a
so
n
 
X21 Fall Evaporation(mm) X X X X X X   
X22 Winter Evaporation (mm) X X X X     X 
X31 Fall Precipitation (mm) X X X X X X   
X32 Winter Precipitation (mm) X X X X X X X 
X41 Fall Temperature 
O
C X X X X X X   
X42 Winter Temperature 
O
C X X         X 
X51 Fall Soil Moisture (mm) X X X X X X   
X52 Winter Soil Moisture  (mm) X X X X X X X 
X61 
M V I =Day of Maximum level 
of photosynthetic activity in the 
canopy (NDVI) 
X X X   X   X 
X71 Weighted watershed area metric   X           X 
 
 Win-3 model describes the behavior of the Fall runoff with the lowest AICc. The 
model predicts for each day increase in photosynthetic activity a 0.11% decrease in 
Winter runoff. For each mm increase in mean Fall evaporation will increase the Winter 
runoff by .65%.  Each mm increase in Winter evaporation will decrease Winter runoff 
0.25%.  Each mm increase in mean Fall precipitation will increase Winter runoff .15% 
and for each mm increase in mean Winter precipitation will increase Winter runoff 
0.29%. One degree
 o
C increase in mean Fall temperature will decrease Winter runoff by 
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.08%. A mm increase in mean Fall soil moisture will decrease Winter runoff by 0.04% 
and a mm increase in mean Winter soil moisture will increase Winter runoff by 0.14%. 
Table 2.34: Winter Runoff linear regressions. 
Winter 1 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.4950 0.0956 0.0000 . 15.6 <.001*** 
M V I                       X61 -0.0012 0.0006 -0.0211 0.3633 -2.1 0.0382 
Area Watershed      X71 0.0314 0.0225 0.0088 0.9416 1.4 0.1632 
Fall Evaporation        X21 0.0070 0.0011 0.2258 0.0283 6.2 <.001*** 
Winter Evaporation X22 -0.0041 0.0018 -0.0450 0.1006 -2.3 0.0201 
Fall Precipitation       X31 0.0015 0.0002 0.1503 0.1176 8.4 <.001*** 
Winter Precipitation X32 0.0029 0.0002 0.3409 0.0786 15.6 <.001*** 
Fall Temperature       X41 -0.0122 0.0015 -0.1471 0.1087 -7.9 <.001*** 
Winter Temperature X42 0.0025 0.0019 0.0275 0.0901 1.4 0.1783 
Fall Soil Moisture     X51 -0.0005 0.0001 -0.1950 0.0106 -3.3 0.0011 
Winter Soil Moist.   X52 0.0014 0.0001 0.6081 0.0140 11.8 <.001*** 
Winter 2 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.5096 0.0950 0.0000 . 15.9 <.001*** 
M V I       X61 -0.0012 0.0006 -0.0206 0.3637 -2.0 0.0428 
Fall Evaporation        X21 0.0069 0.0011 0.2249 0.0283 6.2 <.001*** 
Winter Evaporation X22 -0.0041 0.0018 -0.0448 0.1006 -2.3 0.0207 
Fall Precipitation       X31 0.0015 0.0002 0.1502 0.1176 8.4 <.001*** 
Winter Precipitation X32 0.0029 0.0002 0.3418 0.0787 15.6 <.001*** 
Fall Temperature       X41 -0.0123 0.0015 -0.1477 0.1087 -7.9 <.001*** 
Winter Temperature X42 0.0025 0.0019 0.0268 0.0902 1.3 0.1899 
Fall Soil Moisture     X51 -0.0005 0.0001 -0.1913 0.0107 -3.2 0.0013 
Winter Soil Moist.   X52 0.0014 0.0001 0.6028 0.0141 11.7 <.001*** 
Winter 3 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.4712 0.0904 0.0000 . 16.3 <.001*** 
M V I       X61 -0.0011 0.0006 -0.0196 0.3660 -1.9 0.0538 
Fall Evaporation        X21 0.0065 0.0011 0.2104 0.0312 6.1 <.001*** 
Winter Evaporation X22 -0.0025 0.0013 -0.0272 0.1935 -1.9 0.0512 
Fall Precipitation       X31 0.0015 0.0002 0.1464 0.1208 8.3 <.001*** 
Winter Precipitation X32 0.0029 0.0002 0.3419 0.0787 15.6 <.001*** 
Fall Temperature       X41 -0.0107 0.0010 -0.1288 0.2699 -10.9 <.001*** 
Fall Soil Moisture     X51 -0.0004 0.0001 -0.1708 0.0115 -2.9 0.0029 
Winter Soil Moist.   X52 0.0014 0.0001 0.5906 0.0146 11.6 <.001*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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Winter 4 
Effect Coeff. Std.  
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.3164 0.0417 0.0000 . 31.6 <.001*** 
Fall Evaporation        X21 0.0066 0.0011 0.2138 0.0313 6.2 <.001*** 
Winter Evaporation   X22 -0.0028 0.0013 -0.0302 0.1959 -2.2 0.0298 
Fall Precipitation       X31 0.0015 0.0002 0.1526 0.1249 8.8 <.001*** 
Winter Precipitation  X32 0.0029 0.0002 0.3477 0.0802 16.0 <.001*** 
Fall Temperature       X41 -0.0106 0.0010 -0.1280 0.2703 -10.8 <.001*** 
Fall Soil Moisture      X51 -0.0004 0.0001 -0.1727 0.0115 -3.0 0.0027 
Winter Soil Moist.     X52 0.0013 0.0001 0.5661 0.0156 11.5 <.001*** 
Winter 5 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.4680 0.0904 0.0000 . 16.2 <.001*** 
Fall Evaporation        X21 0.0050 0.0007 0.1613 0.0657 6.7 <.001*** 
Fall Precipitation       X31 0.0013 0.0002 0.1312 0.1501 8.3 <.001*** 
Winter Precipitation X32 0.0028 0.0002 0.3380 0.0794 15.5 <.001*** 
Fall Temperature       X41 -0.0103 0.0010 -0.1245 0.2794 -10.7 <.001*** 
Fall Soil Moisture     X51 -0.0003 0.0001 -0.1165 0.0150 -2.3 0.0203 
Winter Soil Moist.   X52 0.0013 0.0001 0.5859 0.0146 11.5 <.001*** 
M V I                       X61 -0.0013 0.0006 -0.0217 0.3704 -2.2 0.0313 
Winter 6 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.2935 0.0403 0.0000 . 32.1 <.001*** 
Fall Evaporation        X21 0.0049 0.0007 0.1591 0.0658 6.6 <.001*** 
Fall Precipitation       X31 0.0014 0.0002 0.1363 0.1535 8.7 <.001*** 
Winter Precipitation X32 0.0029 0.0002 0.3441 0.0807 15.9 <.001*** 
Fall Temperature       X41 -0.0102 0.0010 -0.1231 0.2804 -10.6 <.001*** 
Fall Soil Moisture     X51 -0.0003 0.0001 -0.1119 0.0150 -2.2 0.0258 
Winter Soil Moist.   X52 0.0013 0.0001 0.5579 0.0157 11.4 <.001*** 
Winter season variables 
Effect Coeff. 
Std 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT 1.161 0.084 0.000 . 13.8 <.001*** 
M V I                      X61 -0.002 0.001 -0.030 0.384 -2.9 0.004 *** 
Area Watershed      X71 0.038 0.023 0.011 0.946 1.6 0.101 NS 
Winter Evaporation X22 0.007 0.001 0.075 0.229 5.7 <.001*** 
Winter Precipitation X32 0.002 0.000 0.282 0.449 30.0 <.001*** 
Winter Temperature X42 -0.008 0.001 -0.085 0.284 -7.2 <.001*** 
Winter Soil Moist.   X52 0.002 0.000 0.734 0.241 57.3 <.001*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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The model with Winter season variables, area of watershed metric and MVI has an AICc 
= 1060 (Table 2.42). 
Table 2.35: Statistical Model fit comparisons for Winter linear regressions. 
  Win-1 Win-2 Win-3 Win-4 Win-5 Win-6 
Multiple of R 0.9596 0.9596 0.9596 0.9595 0.9595 0.9594 
Sq. multiple R 0.9209 0.9209 0.9208 0.9206 0.9206 0.9205 
Ad. Sq. mult. R 0.9205 0.9205 0.9205 0.9204 0.9204 0.9202 
Std. error est. 0.3025 0.3026 0.3026 0.3028 0.3028 0.3031 
F-ratio 2.45E+03 2.72E+03 3.05E+03 3.49E+03 3.49E+03 4.06E+03 
p-Value <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** 
AIC 955.72 955.68 955.40 957.14 957.22 959.88 
AIC (Corrected) 955.87 955.80 955.51 957.22 957.31 959.95 
Schwarz’s BIC 1.02E+03 1.02E+03 1.01E+03 1.01E+03 1.01E+03 1.01E+03 
Durbin-Watson 
D-Stat 
2.0217 2.0201 2.0201 2.0179 2.0156 2.0126 
1st ord. autocor. -0.0110 -0.0102 -0.0102 -0.0091 -0.0080 -0.0065 
 
 
Residuals (Figure 2.24) for Winter runoff regressions Table 2.34 have a large 
range from -2 to almost 4. The majority of the values are between 1 and -1. The residuals 
are under predicting Winter runoff in watersheds with volume in the middle of the range. 
There is more heteroscedasticity in Winter residuals than annual, Fall or Spring residuals. 
Left hand tails of residual plots, with bars, represent log transformed small Winter runoff 
values. Values for Winter runoff predicted in models overestimate Winter runoff in 
watersheds where Winter runoff is low. The largest (under estimate) and smallest (over 
estimate) residual values are found in watersheds with medium Winter runoff. This forms 
the pie shaped pattern displayed in residual plots.   
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Figure 2.24:  Residuals for Winter linear regression models  
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Variables used for six of the best Spring regression models and a model using 
Spring season variables is presented in Table 2.36. Independent variables and results of 
Spring runoff models (Table 2.37) demonstrate R
2
adj. values ranging from .9614 to .9616 
(Table 2.37).  Model performance is evaluated using AICc values (Table 2.38).  Model 
Spr-6 is the lowest AICc value of 63.898 and demonstrates a R
2
adj. = 0.9616. The 
regression is explaining 96.16% of variation in the data.  
Table 2.36: Variables used in Spring regression models. 
Variable Explanation S
p
r
-1
 
S
p
r
-2
 
S
p
r
-3
 
S
p
r
-4
 
S
p
r
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S
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r
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S
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r
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X22 Winter Evaporation (mm) X X X X X X   
X23 Spring Evaporation (mm) X X X X X   X 
X32 Winter Precipitation (mm) X X X X X X   
X33 Spring Precipitation (mm)  X X X X X X X 
X42 Winter Temperature 
O
C X X X X X X   
X43 Spring Temperature 
O
C X X X X     X 
X52 Winter Soil Moisture  (mm) X X X X       
X53 Spring Soil Moisture  (mm) X X X   X X X 
X61 
Day of Maximum level of 
photosynthetic activity in the 
canopy (NDVI) 
X X         X 
X71 Weighted watershed area metric   X           X 
 
Spr-6 model describes the behavior of the Spring runoff with the lowest AICc.  
A one mm increase in mean Winter evaporation will increase Spring runoff 0.498% and a 
one mm increase in mean Spring evaporation will increase spring runoff 0.218%. A one 
mm increase in mean Winter precipitation will increase Spring runoff 0.069% and a one 
mm increase in mean Spring precipitation will increase runoff 0.247%. A one degree 
o
C 
increase in mean Winter temperature will decrease Spring runoff 0.765% and a one 
degree 
o
C increase in mean Spring temperature will decrease Spring runoff 0.209%.  A 
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one mm increase in mean Spring soil moisture will increase spring runoff 0.145%. A one 
day increase in photosynthetic activity will decrease in Spring runoff 0.087%. 
Table 2.37: Coefficients linear regression Spring runoff. 
Spring 1 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.10910 0.0781 0.000 . 14.2 <.001*** 
Winter Evaporation X22 0.00477 0.0013 0.045 0.115 3.56 <.001*** 
Spring Evaporation    X23 0.00237 0.0008 0.080 0.023 2.85 0.00435** 
Winter Precipitation X32 0.00069 0.0001 0.071 0.335 9.65 <.001*** 
Spring Precipitation    X33 0.00245 0.0001 0.297 0.087 20.5 <.001*** 
Winter Temperature X42 -0.00734 0.0015 -0.069 0.088 -4.8 <.001*** 
Spring Temperature    X43 -0.00234 0.0012 -0.029 0.079 -1.9 0.0582* 
Winter Soil Moist.   X52 0.00003 0.0000 0.009 0.101 0.69 0.488NS 
Spring Soil Moisture   X53 0.00142 0.0001 0.573 0.029 22.8 <.001*** 
M V I                 X61 -0.00102 0.0005 -0.015 0.357 -2.1 0.0332** 
Area of Watershed     X71 0.02186 0.0182 0.005 0.942 1.20 0.2308NS 
Spring 2 
Effect Coeff. Std.  
Error 
Std. 
Coeff. 
Toler
ance 
t p-Value 
CONSTANT 1.11852 0.0777 0.0000 . 14.4 <.001*** 
Winter Evaporation X22 0.00476 0.0013 0.0448 0.115 3.7 <.001*** 
Spring Evaporation    X23 0.00234 0.0008 0.0793 0.023 2.8 0.0048** 
Winter Precipitation X32 0.00069 0.0001 0.0709 0.336 9.6 <.001*** 
Spring Precipitation    X33 0.00246 0.0001 0.2983 0.087 20.6 <.001*** 
Winter Temperature X42 -0.00738 0.0015 -0.0693 0.088 -4.8 <.001*** 
Spring Temperature    X43 -0.00236 0.0012 -0.0290 0.079 -1.9 0.0563* 
Winter Soil Moist.   X52 0.00002 0.0000 0.0084 0.101 0.6 0.5314NS 
Spring Soil Moisture   X53 0.00142 0.0001 0.5724 0.029 22.8 <.001*** 
M V I                 X61 -0.00100 0.0005 -0.0149 0.357 -2.1 0.0369** 
Spring 3 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 0.97159 0.0329 0.000 . 29.52 <.001*** 
Winter Evaporation X22 0.00499 0.0013 0.047 0.1154 3.73 <.001*** 
Spring Evaporation    X23 0.00211 0.0008 0.071 0.0235 2.56 0.010** 
Winter Precipitation X32 0.00072 0.0001 0.074 0.3483 10.20 <.001*** 
Spring Precipitation    X33 0.00249 0.0001 0.302 0.0883 21.01 <.001*** 
Winter Temperature X42 -0.00784 0.0015 -0.074 0.0903 -5.18 <.001*** 
Spring Temperature    X43 -0.00185 0.0012 -0.023 0.0820 -1.53 0.127NS 
Winter Soil Moist.   X52 -0.00001 0.0000 -0.004 0.1259 -0.33 0.738NS 
Spring Soil Moisture   X53 0.00143 0.0001 0.573 0.0288 22.8 <.001*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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Table 2.37 continued 
Spring 4 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 0.97322 0.0325 0.0000 . 29.91 <.001*** 
Winter Evaporation X22 0.00488 0.0013 0.0459 0.123 3.77 <.001*** 
Spring Evaporation    X23 0.00219 0.0008 0.0740 0.026 2.77 0.0056** 
Winter Precipitation X32 0.00072 0.0001 0.0742 0.357 10.38 <.001*** 
Spring Precipitation    X33 0.00248 0.0001 0.3015 0.089 21.06 <.001*** 
Winter Temperature X42 -0.00772 0.0015 -0.0724 0.096 -5.26 <.001*** 
Spring Temperature    X43 -0.00197 0.0012 -0.0243 0.090 -1.70 0.0887* 
Spring Soil Moisture   X53 0.00141 0.0000 0.5680 0.049 29.54 <.001*** 
Spring 5 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Toler
ance 
t p-Value 
CONSTANT 0.92705 0.0180 0.0000 . 51.51 <.001*** 
Winter Evaporation X22 0.00625 0.0010 0.0588 0.201 6.17 <.001*** 
Spring Evaporation    X23 0.00123 0.0006 0.0418 0.051 2.22 0.026** 
Winter Precipitation X32 0.00070 0.0001 0.0713 0.378 10.26 <.001*** 
Spring Precipitation    X33 0.00249 0.0001 0.3021 0.089 21.10 <.001*** 
Spring Soil Moisture   X53 0.00147 0.0000 0.5907 0.095 42.53 <.001*** 
Winter Temperature X42 -0.00957 0.0010 -0.0898 0.212 -9.69 <.001*** 
Spring 6 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Toler
ance 
t p-Value 
CONSTANT 1.09625 0.0690 0.0000 . 15.9 <.001*** 
Winter Evaporation X22 0.00498 0.0013 0.0468 0.123 3.8 <.001*** 
Spring Evaporation    X23 0.00218 0.0008 0.0738 0.026 2.8 0.0057* 
Winter Precipitation X32 0.00069 0.0001 0.0707 0.336 9.6 <.001*** 
Spring Precipitation    X33 0.00247 0.0001 0.2995 0.089 20.9 <.001*** 
Winter Temperature X42 -0.00765 0.0015 -0.0718 0.096 -5.2 <.001*** 
Spring Temperature    X43 -0.00209 0.0012 -0.0257 0.089 -1.8 0.0712* 
Spring Soil Moisture   X53 0.00145 0.0001 0.5816 0.044 28.6 <.001*** 
M V I                 X61 -0.00087 0.0004 -0.0129 0.445 -2.0 0.0435** 
Spring same season 
Effect Coeff. Std 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT 1.264 0.070 0.000 . 18.0 <.001*** 
M V I                       X61 -0.002 0.000 -0.031 0.475 -4.9 <.001*** 
Area of Watershed     X71 0.014 0.019 0.003 0.947 0.73 0.462 NS 
Spring Evaporation    X23 0.004 0.001 0.121 0.035 5.14 <.001*** 
Spring Precipitation    X33 0.002 0.000 0.289 0.093 19.94 <.001*** 
Spring Temperature    X43 -0.006 0.001 -0.076 0.200 -7.67 <.001*** 
Spring Soil Moisture   X53 0.002 0.000 0.639 0.071 38.33 <.001*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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The model with Spring same season variables, area of watershed metric and MVI has an 
AICc = 217.436 (Table 2.42). 
Table 2.38:Statistical Model fit comparisons for Spring linear regressions. 
  Spr-1 Spr-2 Spr-3 Spr-4 Spr-5 Spr-6 
Multiple of R 0.9807 0.9807 0.9807 0.9807 0.9806 0.98069 
Sq. multiple R 0.9618 0.9618 0.9617 0.9617 0.9616 0.96175 
Ad. Sq. mult. R 0.9616 0.9616 0.9615 0.9616 0.9615 0.96161 
Std. error est. 0.2450 0.2451 0.2452 0.2452 0.2453 0.24502 
F-ratio 5.29E+03 5.87E+03 6.59E+03 7.54E+03 8.79E+03 6.61E+03 
p-Value <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** 
AIC 65.96 65.40 67.77 65.89 66.79 63.7932 
AIC (Corrected) 66.10 65.53 67.88 65.97 66.86 63.898 
Schwarz’s BIC 133.81 127.60 124.32 116.78 112.03 120.342 
Durbin-Watson 
D-Stat 
2.03 2.03 2.03 2.03 2.03 2.03 
1st ord. autocor. -0.0171 -0.0162 -0.0166 -0.0167 -0.0173 -0.0161 
 
Residuals (Figure 2.25) for Spring runoff regressions Table 2.37 have a smaller 
range then Winter runoff residuals and vary mostly from  -1 to almost 3. There is a single 
outlier that has a -2 residual value. The majority of the values are between 1 and -1. Less 
heteroscedasticity than Winter, Fall or annual runoff residuals. The residuals are under 
predicting Spring runoff in watersheds mid-volume runoff. Left hand tails of residual 
plots, with bars, represent log transformed small Spring runoff values. Spring runoff 
models show fewer tendencies to overestimate Spring runoff in watersheds with low 
Spring runoff. The largest residuals in the models underestimate Spring runoff in 
watersheds with medium Spring runoff.  This forms the pyramid shaped pattern displayed 
in residual plots.   
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Figure 2. 25: Residuals for Spring linear regressions. 
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Variables used for six of the best Summer regression models and a model using 
Spring season variables is presented in Table 2.39. Independent variables and results of 
Spring runoff models (Table 2.40) demonstrate R
2
adj. values ranging from .9848 to .9854 
(Table 2.41).  Model Sum-3 is the lowest AICc value of -2789.73 and demonstrates a 
R
2
adj. = 0.9854. The regression is explaining 98.54% of variation in the data.  
Table 2.39: Variables used in Summer regression models. 
Variable Explanation S
u
m
-1
 
S
u
m
-2
 
S
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m
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S
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m
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S
u
m
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S
u
m
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X23 Spring Evaporation (mm)     X       
X24 Summer Evaporation (mm) X X X X X X 
X33 Spring Precipitation (mm)      X X X X 
X34 Summer Precipitation (mm) X X X X X X 
X43 Spring Temperature 
O
C     X X   X 
X44 Summer Temperature 
O
C X X X X X X 
X53 Spring Soil Moisture  (mm)     X X X   
X54 Summer Soil Moisture (mm)  X X X X X X 
X61 
M V I =Day of Maximum level of 
photosynthetic activity in the canopy (NDVI) 
X X X X X X 
X71 Weighted watershed area metric   X           
 
A one mm increase in mean Summer precipitation will increase Summer runoff 
by 0.17%.  A one mm increase in mean Spring evaporation will decrease Summer runoff 
0.09% and a one mm increase in mean Summer evaporation will increase Summer runoff 
.37%. A one mm increase in mean Spring precipitation will decrease Summer runoff 
0.03%.  A one degree 
o
C increase in mean Spring temperature will increase Summer 
runoff 0.68% and a one degree 
o
C increase in Summer temperature will decrease Summer 
runoff 1.22%.   A one mm increase in mean Spring soil moisture will increase Summer 
runoff 0.01% and a one mm increase in mean Summer soil moisture will increase  
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Table 2.40: Coefficients linear regressions Summer runoff. 
Summer 1  (Summer same season variables) 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT 1.144 0.0444 0.0000 . 25.75 <.001*** 
Max Vegetation Index X61 -0.002 0.0002 -0.0331 0.418 -7.990 <.001*** 
Area of Watershed     X71 -0.001 0.0094 -0.0003 0.951 -0.107 0.92 NS 
Summer Evaporation X24 0.002 0.0002 0.1517 0.022 8.406 <.001*** 
Summer Precipitation X34 0.002 0.0000 0.2026 0.340 44.06 <.001*** 
Summer Temperature  X44 -0.004 0.0005 -0.0438 0.236 -7.926 <.001*** 
Summer Soil Moisture X54 0.002 0.0000 0.7050 0.023 39.91 <.001*** 
Summer 2 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.144 0.0439 0.000 . 26.07 <.001*** 
Max Vegetation Index X61 -0.0018 0.0002 -0.033 0.418 -7.996 <.001*** 
Summer Evaporation X24 0.0020 0.0002 0.152 0.022 8.410 <.001*** 
Summer Precipitation X34 0.0016 0.0000 0.203 0.343 44.28 <.001*** 
Summer Temperature  X44 -0.0036 0.0005 -0.044 0.238 -7.96 <.001*** 
Summer Soil Moisture X54 0.0017 0.0000 0.705 0.023 40.06 <.001*** 
Summer 3 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.4565 0.0600 0.000 . 24.29 <.001*** 
Summer Precipitation X34 0.0017 0.0001 0.215 0.077 22.65 <.001*** 
Spring Evaporation    X23 -0.0009 0.0005 -0.036 0.015 -1.65 0.098 
Summer Evaporation X24 0.0037 0.0004 0.275 0.007 8.875 <.001*** 
Spring Precipitation    X33 -0.0003 0.0001 -0.042 0.069 -4.18 0.00003 
Spring Temperature    X43 0.0068 0.0011 0.102 0.025 6.063 <.001*** 
Summer Temperature  X44 -0.0122 0.0013 -0.148 0.026 -9.10 <.001*** 
Spring Soil Moisture   X53 0.0001 0.0000 0.051 0.013 2.225 0.026166 
Summer Soil Moisture X54 0.0014 0.0001 0.589 0.005 15.45 <.001*** 
Max Vegetation Index X61 -0.0018 0.0002 -0.032 0.392 -7.55 <.001*** 
Summer 4 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.4135 0.0540 0.000 . 26.16 <.001*** 
Summer Precipitation X34 0.0016 0.0001 0.211 0.083 22.98 <.001*** 
Summer Evaporation X24 0.0032 0.0003 0.239 0.014 10.91 <.001*** 
Spring Precipitation    X33 -0.0003 0.0001 -0.049 0.085 -5.47 <.001*** 
Spring Temperature    X43 0.0053 0.0007 0.080 0.068 7.89 <.001*** 
Summer Temperature  X44 -0.0107 0.0010 -0.130 0.048 -10.85 <.001*** 
Spring Soil Moisture   X53 0.0000 0.0000 0.023 0.030 1.49 0.13644 
Summer Soil Moisture X54 0.0015 0.0001 0.633 0.009 23.23 <.001*** 
Max Vegetation Index X61 -0.0018 0.0002 -0.033 0.401 -7.89 <.001*** 
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Table 2.40 continued 
Summer 5 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.1637 0.0444 0.000 . 26.20 <.001*** 
Summer Precipitation X34 0.0016 0.0001 0.202 0.084 21.85 <.001*** 
Summer Evaporation X24 0.0026 0.0003 0.195 0.015 9.07 <.001*** 
Spring Precipitation    X33 -0.0002 0.0001 -0.032 0.091 -3.58 0.000353 
Summer Temperature  X44 -0.0038 0.0005 -0.046 0.228 -8.24 <.001*** 
Spring Soil Moisture   X53 0.0001 0.0000 0.030 0.030 1.96 0.0497 
Summer Soil Moisture X54 0.0016 0.0001 0.666 0.010 24.36 <.001*** 
Max Vegetation Index X61 -0.0020 0.0002 -0.036 0.405 -8.528 <.001*** 
Summer 6 
Effect Coeff. Std.  
Error 
Std. 
Coeff. 
Tolera
nce 
t p-Value 
CONSTANT 1.4053 0.0538 0.000 . 26.13 <.001*** 
Summer Precipitation X34 0.0016 0.0001 0.201 0.172 31.59 <.001*** 
Summer Evaporation X24 0.0032 0.0003 0.236 0.015 10.82 <.001*** 
Spring Precipitation    X33 -0.0003 0.0001 -0.048 0.086 -5.342 <.001*** 
Summer Temperature  X44 -0.0106 0.0010 -0.129 0.048 -10.79 <.001*** 
Summer Soil Moisture X54 0.0016 0.0000 0.663 0.021 36.56 <.001*** 
Max Vegetation Index X61 -0.0018 0.0002 -0.033 0.402 -7.86 <.001*** 
Spring Temperature    X43 0.0054 0.0007 0.080 0.068 7.99 <.001*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
Summer runoff 0.14%. The model predicts for each day increase in photosynthetic 
activity a 0.18% decrease in Summer runoff. 
Table   2.41: Statistical Model fit comparisons for Summer linear regressions. 
  Sum-1 Sum-2 Sum-3 Sum-4 Sum-5 Sum-6 
Multiple of R 0.9924 0.9924 0.9927 0.9927 0.9925 0.9927 
Sq. multiple R 0.9849 0.9849 0.9854 0.9854 0.9850 0.9854 
Ad. Sq. mlt. R 0.9848 0.9848 0.9854 0.9854 0.9849 0.9854 
Std. error est. 0.1269 0.1269 0.1246 0.1247 0.1265 0.1247 
F-ratio 2.28E+04 2.74E+04 1.58E+04 1.78E+04 1.97E+04 2.03E+04 
p-Value <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** 
AIC -2716.41 -2718.40 -2789.86 -2789.11 -2729.55 -2788.89 
AIC (Corrected) -2716.34 -2718.34 -2789.73 -2789.01 -2729.46 -2788.80 
Schwarz’s BIC -2671.17 -2678.82 -2727.66 -2732.57 -2678.66 -2737.99 
Durbin-Watson 
D-Stat 
1.998 1.998 2.015 2.013 1.996 2.014 
1st ord. autoc. 0.000 0.000 -0.008 -0.007 0.002 -0.008 
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Figure 2.26: Residuals for Summer runoff linear models  
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Residuals (Figure 2.26) for Summer runoff regressions Table 2.40 have a smaller 
range then any of the other season and annual runoff residuals.  Most Summer runoff 
residual values vary between -0.5 and 0.5. A concave pattern is present in Summer 
residuals implying non-random predictions and linear regression may not be the best for 
this data set. Left hand tails of residual plots display distinct bars that represent log 
transformed small Summer runoff values.  Watersheds with low Summer runoff have 
both under estimating and over estimating residual values for runoff. Variance decreases 
in watersheds with medium range flows and models are under predicting Summer runoff 
in watersheds with larger flows.  
Table 2.42 shows values for statistical model fit for same season variables, area of 
the watershed and maximum vegetative activity for annual runoff, Fall runoff, Winter 
Table 2.42: Statistical Model fit comparisons for same season variable regressions. 
Linear regression 
analysis 
Annual 
runoff 
Fall 
runoff 
Winter 
runoff 
Spring 
runoff 
Summer 
runoff 
Multiple of R 0.9789 0.981 0.9574 0.979178 0.992412 
Squared multiple of R 0.9582 0.9624 0.9167 0.95879 0.984882 
Adj. Sq. multiple of R 0.9581 0.9623 0.9164 0.958672 0.984839 
Std. error estimate 0.2414 0.1965 0.3101 0.254213 0.126887 
F-ratio 8.05E+03 8,983.62 3.86E+03 8.16E+03 2.28E+04 
p-Value 0.000 *** 0.000 *** 0.000 *** 0.000 *** 0.000 *** 
AIC 0.3212 -870.7656 1.06E+03 217.36791 -2.72E+03 
AIC (Corrected) 0.3898 -870.6971 1.06E+03 217.43642 -2.72E+03 
Schwarz’s BIC 45.5606 -825.5263 1.10E+03 262.60725 -2.67E+03 
Durbin-Watson D-
Statistic 
2.0375 1.983 2.023093 1.977969 1.998488 
First order 
autocorrelation 
-0.0192 0.0085 -0.0117 0.010697 0.000271 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
runoff, Spring runoff and Summer runoff models.  Durbin–Watson statistic is used to 
detect autocorrelation with values between 0 and 4. All models (Table 2.42) have Durbin-
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Watson D-Statistics close to 2. The annual runoff model had a value of 2.038, Fall runoff 
value was 1.98, Winter runoff value was 2.023, Spring runoff value was 1.978 and the 
Summer runoff value was 1.998 implying no autocorrelation within variables selected for 
each model.  All adjusted R
2
 values are above 0.95 indicating the models will estimate 
runoff values with a 95% accuracy.  P-values for the models were significant at the 1% 
level indicating that there is a less than 1% chance of rejecting the Null hypothesis with 
the variables used in the analysis.  
 Nonlinear regression models 
Nonlinear polynomial regressions include all variable combinations and have high 
explanatory value. Terms interact to explain runoff values and when one variable changes 
the linear term, square term and interactions that involve that variable also change. 
Coefficients in nonlinear regressions are not interpreted in the same manner as the 
coefficients in the linear regressions. Coefficients for each nonlinear regression will not 
be discussed but contour plots and 3-D plots of some independent variables interaction 
with runoff will be discussed.  Season nonlinear models are presented first followed by 
inter-season nonlinear models.  
 Nonlinear regression annual 
The Table 2.43 shows a nonlinear model with annual runoff as the dependent 
variable and climatic variables, size of watershed and length of vegetative activity are 
independent variables. The regression of this model has an R
2
adj. = 0.974 (Table 2.48). 
This indicates that 97.4% of variation in annual runoff is explained by the fitted model.   
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Table 2.43: Nonlinear regression of annual runoff.  
Non linear Regression Coeff. 95.00% Confid. 
Interval 
 
 
Effect Coefficient Upper Lower Std. 
Error 
t p-Value 
CONSTANT 4.105 3.757 4.452 0.177 23.2 <.001*** 
Annual Precip.        X35 0.408 -0.829 1.645 0.631 0.65 0.51 NS 
Annual Soil Moist.  X55 2.339 1.114 3.563 0.624 3.75 <.001*** 
Annual Temp.         X45 -0.302 -0.727 0.123 0.217 -1.40 0.16 NS 
Annual Evap.          X25 0.036 -0.941 1.012 0.498 0.07 0.94 NS 
M V I                     X61  -0.677 -1.166 -0.188 0.249 -2.72 0.006*** 
Area Watershed       X71 0.093 -0.372 0.559 0.237 0.39 0.69 NS 
(X35)
2
 -0.239 -0.825 0.348 0.299 -0.80 0.42 NS 
(X55)
2 
 1.415 0.629 2.200 0.400 3.53 <.001*** 
(X45)
2
 0.465 0.329 0.600 0.069 6.73 <.001*** 
(X25)
2
 3.114 2.559 3.670 0.283 10.92 <.001*** 
(X61)
2
  0.324 0.213 0.436 0.057 5.70 <.001*** 
(X71)
2
 0.347 0.061 0.634 0.146 2.38 0.017 NS 
X55*X35 1.024 -0.168 2.217 0.608 1.68 0.092* 
X55*X45 2.852 2.215 3.489 0.325 8.78 <.001*** 
X55*X25 -5.935 -7.169 -4.701 0.629 -9.43 <.001*** 
X55*X61 -0.470 -1.006 0.065 0.273 -1.72 0.085* 
X55*X71 1.531 0.275 2.786 0.640 2.39 0.016** 
X35*X45 -0.455 -0.980 0.070 0.268 -1.70 0.089* 
X45*X25 -2.563 -3.166 -1.960 0.308 -8.33 <.001*** 
X45*X61 0.483 0.259 0.707 0.114 4.23 <.001*** 
X45*X71 0.050 -0.359 0.459 0.209 0.23 0.81 NS 
X35*X25 0.391 -0.505 1.287 0.457 0.86 0.39 NS 
X25*X61 -0.992 -1.449 -0.535 0.233 -4.26 <.001*** 
X25*X71 -0.545 -1.512 0.423 0.493 -1.10 0.26 NS 
X35*X61 0.875 0.278 1.471 0.304 2.88 0.004*** 
X61*X71 -0.754 -1.241 -0.266 0.248 -3.03 0.002*** 
X35*X71 -0.553 -1.873 0.767 0.673 -0.82 0.41 NS 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
Contour plots and 3-D plots from the annual linear regression (Table 2.43) for 
annual temperature and annual soil moisture versus annual runoff are shown in Figure 
2.27A and B. Annual runoff decreases as annual temperature increases and annual runoff 
increases as the soil moisture increases (Figure 2.27 A and B). The relationship of each is 
nonlinear with different rates of change. Annual runoff is lowest when the soil moisture 
is low and annual temperature is high this interaction describes desert environments. The 
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region that has the highest runoff is also a hot region where the soil moisture is also high 
in the near left corner of Figure 2.27D. Figure 2.27 C and D shows interactions between 
soil moisture and maximum vegetative activity versus annual runoff. There is a small 
trough created in runoff when the vegetative index is in the middle. At both extremes of 
the vegetative index scale runoff is higher than in the middle portion when soil moisture 
is low. When soil moisture is high runoff decreases steadily with increasing values of the 
vegetative activity implying that areas with high vegetation even with high soil moisture 
will reduce annual runoff.   
    
  A       B 
                       
  C       D 
Figure 2.27: Annual runoff versus soil moisture, temperature and vegetation index. 
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 Nonlinear regression of Fall runoff  
 
Table 2.44 shows the nonlinear regression with Fall runoff as the dependent 
variable and Fall climatic variables, size of watershed and length of vegetative activity as 
independent variables. This model shows a R
2
adj.  = 0.967 (Table 2.47) that indicates 
96.7% of variation in Fall runoff is explained by the fitted model.  
Table 2.44: Nonlinear regression Fall runoff. 
Non linear Regression Coeff. 95.00% 
Confidence 
Interval 
   
Effect Coefficient Upper Lower Standard 
Error 
t p-Value 
CONSTANT 4.514 3.883 5.145 0.322 14.031 <.001*** 
Fall Precip.          X31 3.069 2.181 3.958 0.453 6.776 <.001*** 
Fall Soil Moist.    X51 -1.582 -2.699 -0.466 0.569 -2.780 <.001*** 
Fall Temp.           X41 -1.539 -2.048 -1.029 0.260 -5.922 <.001*** 
Fall Evap.            X21 2.667 1.611 3.722 0.538 4.952 <.001*** 
M V I                   X61 -0.187 -0.690 0.315 0.256 -0.732 0.46 NS 
Area  Watershed  X71 0.632 -0.075 1.339 0.361 1.753 0.079 * 
(X31)
2
 0.715 0.536 0.894 0.091 7.825 <.001*** 
(X51)
2
 2.208 1.671 2.744 0.274 8.072 <.001*** 
(X41)
2
 0.091 -0.050 0.233 0.072 1.265 0.20591 
(X21)
2
 0.452 -0.307 1.212 0.387 1.168 0.24313 
(X61)
2
 0.431 0.331 0.532 0.051 8.423 <.001*** 
(X71)
2
 0.438 0.178 0.699 0.133 3.297 <.001*** 
X31*X51 -2.635 -3.253 -2.016 0.315 -8.355 <.001*** 
X51*X41 1.395 0.828 1.961 0.289 4.827 <.001*** 
X51*X21 -2.935 -4.186 -1.685 0.638 -4.602 <.001*** 
X51*X61 -1.431 -1.873 -0.988 0.226 -6.339 <.001*** 
X51*X71 0.359 -0.642 1.360 0.511 0.703 0.48 NS 
X31*X41 -1.491 -1.915 -1.067 0.216 -6.899 <.001*** 
X41*X21 -0.643 -1.349 0.063 0.360 -1.786 0.074* 
X41*X61 -0.425 -0.626 -0.223 0.103 -4.129 <.001*** 
X41*X71 -0.005 -0.388 0.378 0.195 -0.027 0.97 NS 
X31*X21 2.591 1.744 3.437 0.432 6.002 <.001*** 
X21*X61 0.946 0.472 1.419 0.241 3.918 <.001*** 
X21*X71 -0.350 -1.293 0.593 0.481 -0.727 0.46 NS 
X31*X61 0.369 0.002 0.736 0.187 1.972 0.048** 
X61*X71 -0.833 -1.238 -0.428 0.207 -4.034 <.001*** 
X31*X71 0.601 -0.247 1.450 0.433 1.390 0.16 NS 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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Contour plots and 3-D plots from the Fall non linear regression (Table 2.44) for 
Fall temperature and Fall soil moisture versus Fall runoff are shown in Figure 2.28A and 
B. When Fall soil moisture is low Fall runoff decreases almost linearly as Fall 
temperature increases. As Fall soil moisture increases in low temperatures Fall runoff 
decreases steadily until soil moisture reaches a mean of 1000mm a year and gradually 
increases as soil moisture continues to increase. When soil moisture is close to maximum 
there is a gradual increase Fall runoff as temperature increases (Figure 2.28 A and B). 
This creates a low trough in Fall runoff when soil moisture is between 1000-1500 mm 
and continues this trend as temperature increases.  
 
          
  A        B  
       
Figure 2.28: Fall runoff versus soil moisture, temperature and vegetation index. 
 
 
 Nonlinear regression of Winter runoff  
 
Table 2.45 shows the nonlinear regression of Winter runoff as the dependent 
variable and Winter climatic variables, size of watershed and length of vegetative activity 
as independent variables. The regression has a R
2
adj. = 0.931 (Table 2.48).  This indicates 
that 93.1% of variation in Winter runoff is explained by the fitted model.  
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Table 2.45: Nonlinear Winter runoff. 
Nonlinear Regression Coeff. 95.00% 
Confidence 
Interval 
   
Effect Coefficient Upper Lower Std. 
Error 
t p-Value 
CONSTANT 3.875 3.228 4.521 0.330 11.752 <.001*** 
Winter Precip.       X32 0.323 -0.519 1.166 0.430 0.752 0.452 
Winter Soil Moist. X52 2.297 1.512 3.082 0.400 5.737 <.001*** 
Winter Temp.        X42 -1.848 -2.511 -1.186 0.338 -5.471 <.001*** 
Winter Evap.         X22 1.250 0.374 2.126 0.447 2.799 0.005*** 
M V  I                    X61 -1.148 -1.819 -0.478 0.342 -3.358 <.001*** 
Area Watershed     X71 0.904 0.059 1.750 0.431 2.097 0.036** 
(X32)
2
 -0.539 -0.740 -0.339 0.102 -5.273 <.001*** 
(X52)
2
 -0.019 -0.226 0.188 0.106 -0.182 0.85 NS 
(X42)
2
 0.452 0.240 0.664 0.108 4.189 <.001*** 
(X22)
2
 0.957 0.542 1.372 0.211 4.528 <.001*** 
(X61)
2
 0.311 0.145 0.477 0.085 3.669 <.001*** 
(X71)
2
 0.341 -0.075 0.757 0.212 1.608 0.108 NS 
X32*X52 1.840 1.439 2.241 0.204 9.009 <.001*** 
X52*X42 1.325 0.926 1.725 0.204 6.506 <.001*** 
X52*X22 -1.957 -2.428 -1.487 0.240 -8.162 <.001*** 
X52*X61 -0.524 -0.891 -0.157 0.187 -2.799 0.005*** 
X52*X71 0.162 -0.618 0.943 0.398 0.407 0.68 NS 
X32*X42 -0.250 -0.591 0.091 0.174 -1.436 0.15 NS 
X42*X22 -1.778 -2.365 -1.192 0.299 -5.947 <.001*** 
X42*X61 -0.833 -1.140 -0.527 0.156 -5.332 <.001*** 
X42*X71 -0.560 -1.217 0.096 0.335 -1.673 0.094 * 
X32*X22 -0.319 -0.750 0.112 0.220 -1.450 0.14 NS 
X22*X61 1.069 0.660 1.478 0.209 5.126 <.001*** 
X22*X71 0.298 -0.607 1.204 0.462 0.647 0.518 NS 
X32*X61 -1.129 -1.560 -0.697 0.220 -5.130 <.001*** 
X61*X71 -0.738 -1.359 -0.117 0.317 -2.332 0.019 ** 
X32*X71 0.844 0.003 1.685 0.429 1.969 0.049 ** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
Contour plots and 3-D plots from the Winter nonlinear regression (Table 2.45) for 
Winter temperature and Winter soil moisture versus Winter runoff (Figure 2.29 A and B). 
Winter runoff decreases sharply as Winter temperature increases and Winter runoff 
gradually increases as the soil moisture increases (Figure 2.29 A and B). Winter runoff is 
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the lowest when the soil moisture is low and Winter temperature is high the left had 
corner of Figure 2.29 B. At high temperatures Winter runoff increases rapidly with 
increasing Winter soil moisture at low temperatures Winter runoff is elevated at low 
temperatures and rises as Winter soil moisture increases.  At high Winter soil moisture 
Winter runoff is high for all temperature. Figure 2.29 C and D shows interactions  
        
  A     B 
         
  C     D  
Figure 2.29: Winter runoff versus soil moisture, temperature and vegetation index. 
between Winter soil moisture and maximum vegetative activity versus Winter runoff. 
Figure 2.29D shows slightly convex tipped plane that has high Winter runoff when Soil 
moisture is high and vegetative activity is low and the lowest portion of the plane is when 
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vegetative activity is the highest and winter soil moisture is the lowest. Winter runoff 
decreases as vegetative activity increases.   
 Nonlinear regression of Spring runoff  
 
Table 2.46 shows the nonlinear regression with Spring runoff as the dependent  
Table 2.46: Nonlinear Spring runoff. 
Nonlinear Regression Coeff. 95.00% 
Confidence 
Interval 
      
Effect Coefficient Upper Lower Standard 
Error 
t p-Value 
CONSTANT 3.966 3.612 4.321 0.181 21.941 <.001*** 
Spring Precip.       X33 0.732 -0.280 1.743 0.516 1.418 0.156 NS 
Spring Soil Moist. X53 1.167 0.083 2.250 0.552 2.112 0.034 ** 
Spring Temp.        X43 -1.229 -1.877 -0.582 0.330 -3.723 <.001*** 
Spring Evap.         X23 1.837 0.257 3.418 0.806 2.280 0.022** 
M  V I                    X61 -0.919 -1.438 -0.401 0.264 -3.478 <.001*** 
Area Watershed     X71 0.601 0.051 1.151 0.281 2.141 0.032 ** 
(X33)
2
 -0.524 -0.852 -0.196 0.167 -3.132 0.0017 ** 
(X53)
2
 1.322 0.698 1.946 0.318 4.153 <.001*** 
(X43)
2
 0.107 -0.138 0.351 0.125 0.854 0.393 NS 
(X23)
2
 2.982 1.817 4.147 0.594 5.020 <.001*** 
(X61)
2
 0.144 0.033 0.254 0.056 2.553 0.0107 ** 
(X71)
2
 0.452 0.107 0.796 0.176 2.572 0.0101 ** 
X33*X53 2.950 2.224 3.676 0.370 7.971 <.001*** 
X53* X43 0.981 0.169 1.793 0.414 2.369 0.018 ** 
X53* X23 -5.309 -6.996 -3.622 0.860 -6.172 <.001*** 
X53* X61 -0.508 -0.943 -0.073 0.222 -2.292 0.0219 ** 
X53*X71 1.234 0.153 2.315 0.551 2.238 0.0252 ** 
X33* X43 1.190 0.652 1.729 0.275 4.332 <.001*** 
X43* X23 -2.872 -4.026 -1.717 0.589 -4.879 <.001*** 
X43* X61 -0.412 -0.698 -0.125 0.146 -2.818 0.0048*** 
X43* X71 0.252 -0.399 0.903 0.332 0.759 0.447 NS 
X33* X23 -1.073 -1.963 -0.183 0.454 -2.363 0.0181 ** 
X23* X61 1.035 0.405 1.665 0.321 3.223 0.0013 *** 
X23* X71 -1.375 -3.051 0.301 0.855 -1.609 0.107 NS 
X33* X61 -0.887 -1.380 -0.395 0.251 -3.535 <.001*** 
X61* X71 -0.939 -1.455 -0.424 0.263 -3.574 <.001*** 
X33*X71 0.954 -0.163 2.072 0.570 1.675 0.094 * 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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variable and Spring climatic variables, size of watershed and length of vegetative activity 
as independent variables. The regression displayed R
2
adj.  = 0.965 indicating that 96.5% 
of variation in Spring runoff is explained by the model.  
Figure 2.30A and B shows contour plots and 3-D plots from the Spring nonlinear 
regression (Table 2.46) for Spring temperature and Spring soil moisture versus Spring 
runoff. At high Spring temperatures and low Spring soil moisture Spring runoff is low 
and remains low until soil moisture reaches a mean of 500mm and then Spring runoff 
increases sharply as the Spring soil moisture increases. Spring Runoff is also high when  
             
  A     B       
        
   C     D 
Figure 2.30: Spring runoff versus soil moisture, temperature, and vegetation index. 
 
Spring soil moisture is low and Spring temperatures are low. This forms a convex plane 
that has high Spring runoff when temperatures are low across the whole Spring soil 
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moisture regime. Even at low temperatures there is a dip in the Spring runoff when soil 
moisture is in the middle range means of 800 to 1300 mm means. Figure 2.30 C and D 
shows contour plots and 3-D plots of Spring runoff versus Spring soil moisture and 
maximum vegetative activity. Figure 2.30D shows slightly convex tipped plane where 
Spring runoff is zero when vegetative activity is high and soil moistures is in the 800 to 
1200 mm mean area. This bent plane tips and moves towards the highest Spring runoff 
when soil moisture is high and vegetative activity is low. When vegetative activity is high 
the Spring runoff remains low even when the Spring soil moisture is high. Spring runoff 
is high when the Spring soil moisture is high and decreases to a low in the 650 to 1300 
mm area and rises again as it decreases below 650mm. The Spring runoff is high when 
the temperatures are low and decreases as the temperature increases (Figure 2.30 A and 
B). The runoff is zero in this soil moisture range when the vegetation index is high 
(Figure 2.30 C and D).  The highest Spring runoff occurs when the vegetation activity is 
low and soil moisture is high.  
 Summer nonlinear regression 
Table 2.47 shows nonlinear regression with Summer runoff  as the dependent 
variable and Summer climatic variables, size of watershed and length of vegetative 
activity as independent variables. The regression R
2
adj.  = 0.992 (Table 2.47) indicates 
that 99.2% of variation in Summer runoff is explained by the model.  
Figure 2.31A and B shows contour plots and 3-D plots from the Summer 
nonlinear regression (Table 2.47) for Summer temperature and Summer soil moisture 
versus Summer runoff. Summer runoff increases steadily at high temperatures as Summer 
soil moisture increases. Summer runoff is low when Summer soil moisture is low and 
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Table 2.47: Nonlinear Summer runoff 
Estimates of the Regression Coefficients 
95.00% 
Confid. 
Interval       
Effect Coeff. Upper Lower 
Std. 
Error 
t p-Value 
CONSTANT 2.654 2.536 2.771 0.060 44.2 <.001*** 
Summer Precip.       X34 0.259 0.049 0.470 0.107 2.42 0.015** 
Summer Soil Moist. X54 2.324 1.597 3.050 0.370 6.27 <.001*** 
Summer Temp.        X44 -0.193 -0.456 0.069 0.134 -1.44 0.149 NS 
Summer Evap.         X24 -0.232 -0.985 0.521 0.384 -0.60 0.54 NS 
M V I                     X61 -0.180 -0.375 0.014 0.099 -1.82 0.069 * 
Area Watershed       X71 -0.040 -0.236 0.157 0.100 -0.40 0.69 NS 
(X34)
2
  -0.067 -0.113 -0.022 0.023 -2.90 0.004 *** 
(X54)
2
 1.944 1.273 2.615 0.342 5.68 <.001*** 
(X44)
2
 0.489 0.396 0.582 0.047 10.3 <.001*** 
(X24)
2
 2.268 1.462 3.074 0.411 5.52 <.001*** 
(X61)
2
 0.087 0.035 0.139 0.027 3.26 <0.001*** 
 (X71)
2
 0.024 -0.110 0.159 0.068 0.36 0.72 NS 
X34* X54 1.235 0.960 1.510 0.140 8.82 <.001*** 
X54* X44 2.383 1.863 2.903 0.265 8.99 <.001*** 
X54* X24 -4.442 -5.906 -2.979 0.746 -5.95 <.001*** 
X54* X61 -0.288 -0.630 0.053 0.174 -1.66 0.098 * 
X54* X71 0.813 0.031 1.596 0.399 2.04 0.041 ** 
X34* X44 0.374 0.220 0.528 0.078 4.77 <.001*** 
X44* X24 -2.572 -3.135 -2.010 0.287 -8.97 <.001*** 
X44* X61 0.034 -0.092 0.161 0.064 0.53 0.59 NS 
X44* X71 -0.023 -0.300 0.253 0.141 -0.17 0.87 NS 
X34* X24 -0.620 -0.934 -0.307 0.160 -3.89 <.001*** 
X24* X61 0.178 -0.187 0.543 0.186 0.96 0.34 NS 
X24* X71 -0.728 -1.539 0.082 0.413 -1.76 0.078 * 
X34* X61 -0.046 -0.138 0.047 0.047 -0.96 0.34 NS 
X61* X71 -0.190 -0.399 0.018 0.106 -1.79 0.073 * 
X34* X71 0.176 -0.054 0.405 0.117 1.50 0.133 NS 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
Summer temperatures are high. As Summer temperatures decrease Summer runoff 
increases. A trough exists as Summer soil moisture increases and Summer temperatures 
increase. There appears to be a moving temperature range where soil moisture maintains 
lower Summer runoff values. The highest Summer runoff is when Summer soil moisture 
is high and Summer temperatures are just below peak values. Figure 2.31D shows a 
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convex plane where Summer runoff never reaches zero as in the Spring Runoff above. 
When Summer soil moisture is low Summer runoff is reasonably constant across the 
vegetative activity scale. Summer runoff does not appear to be influences to much by the 
vegetative activity but more from Summer soil moisture.  There is a low trough that 
exists when Summer soil moisture is in the 500 mm mean region.  
       
  A     B 
       
   C     D 
Figure 2.31: Summer runoff versus soil moisture, temperature and vegetation index. 
 
Table 2.48: Statistical tests of nonlinear season models.   
 Nonlinear models Multiple R Squared 
Multiple R 
Adj. Sq. 
Multiple R 
Std. Error 
of Estimate 
Annual runoff  0.98719 0.97455 0.97422 0.1895 
Fall runoff 0.98361 0.96749 0.96706 0.18369 
Winter runoff 0.9652 0.93162 0.93073 0.28247 
Spring runoff 0.98275 0.96579 0.96535 0.23278 
Summer runoff 0.99611 0.99224 0.99214 0.09136 
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 Table 2.49 shows statistical multiple R, R
2
 and R
2
adj for the nonlinear season models. 
Annual runoff had an R
2
adj = 0.974, the Fall runoff model had a R
2
adj = 0.967, the Winter  
Table 2.49: Analysis of variance for the seasonal nonlinear regressions. 
Analysis of Variance 
  
Source df Type I 
SS 
Mean 
Squar
es 
F-
Ratio 
p-Value 
Annual runoff 
nonlinear  
  
  
  
  
  
Regression 27 2.8E+03 106.07 2953.8 <.001*** 
Linear 6 2.8E+03 469.35 13069. <.001*** 
Quadratic 6 24.867 4.1446 115.41 <.001*** 
Interaction 15 23.013 1.5342 42.72 <.001*** 
Resid. Error 2,083 74.803 0.0359     
Total Error 2,110 2.9E+03       
Fall runoff nonlinear 
  
  
  
  
  
Regression 27 2.1E+03 77.45 2295.5 <.001*** 
Linear 6 2.1E+03 346.73 10275. <.001*** 
Quadratic 6 2.876 0.4793 14.20 <.001*** 
Interaction 15 8.0451 0.5363 15.89 <.001*** 
Resid. Error 2,083 70.284 0.0337     
Total Error 2,110 2.1E+03       
Winter runoff 
nonlinear 
  
  
  
  
  
Regression 27 2.3E+03 83.86 1051.0 <.001*** 
Linear 6 2.2E+03 371.32 4653.9 <.001*** 
Quadratic 6 7.9696 1.3283 16.647 <.001*** 
Interaction 15 28.218 1.8812 23.58 <.001*** 
Resid. Error 2,083 166.19 0.0798     
Total Error 2,110 2.4E+03       
Spring runoff  
nonlinear 
  
  
  
  
Regression 27 3.2E+03 118.02 2177.9 <.001*** 
Linear 6 3.16E+0
3 
527.24 9729.9 <.001*** 
Quadratic 6 11.3496 1.8916 34.91 <.001*** 
Interaction 15 11.748 0.7832 14.45 <.001*** 
Resid. Error 2,083 112.872 0.0542     
  Total Error 2,110 3.3E+03       
Summer runoff  
nonlinear 
  
  
  
  
  
Regression 27 2.2E+03 82.35 9865.5 <.001*** 
Linear 6 2.2E+03 367.81 44065. <.001*** 
Quadratic 6 8.817 1.4695 176.1 <.001*** 
Interaction 15 7.671 0.5114 61.27 <.001*** 
Resid. Errror 2,083 17.387 0.0083     
Total Error 2,110 2.2E+03       
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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runoff model had a R
2
adj = 0.931, Spring runoff model R
2
adj = 0.965 and the Summer 
runoff model had R
2
adj = 0.992. All nonlinear models seasonal runoff predicted runoff 
values with high regression coefficients but further analysis of nonlinear behavior of 
variables will have to be completed to determine best nonlinear models for each season.  
Table 2.49 shows analysis of variance for the seasonal nonlinear regression models. They 
have highly significant p-values indicating the respective models have a low possibility 
of making these predictions for runoff was not correlated to the input variable is 
statistically zero. The type I sum of squared is called the sequential sum of squares. These 
values are different between the five models presented in table 2.49. The largest Type ISS 
is Spring, followed by annual, Winter, Summer and Fall having the lowest Type I SS.  
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 Linear Inter-season models 
 Spring- Summer interaction linear  
Summer runoff (Table 2.50) is the dependent variable and Spring and Summer 
climatic variables, area of the watershed, and length of vegetative activity are 
independent variables.  The model has an R
2
 value of 0.985 indicating that 98.5% of 
variation in Summer runoff is explained by the fitted model.   
Table 2.50: Linear Spring-Summer interaction 
Estimates of the Regression Coefficients 
95.00% 
Confidence 
Interval       
Effect Coeff.  Upper Lower Std.  
Error 
t p-Value 
CONSTANT 2.819 2.761 2.876 0.029 95.93 <.001*** 
M V I                         X61 -0.118 -0.148 -0.087 0.016 -7.56 <.001*** 
Area Watershed           X71 0.019 -0.041 0.078 0.030 0.62 0.532 NS 
Spring Evaporation       X23 -0.078 -0.172 0.016 0.048 -1.62 0.104 NS 
Spring Precipitation      X33 -0.097 -0.142 -0.052 0.023 -4.21 <.001*** 
Spring Temperature      X43 0.236 0.159 0.312 0.039 6.07 <.001*** 
Spring Soil Moisture     X53 0.109 0.012 0.205 0.049 2.19 0.028** 
Summer Evaporation    X24 0.551 0.429 0.673 0.062 8.86 <.001*** 
Summer Precipitation    X34 0.472 0.431 0.514 0.021 22.56 <.001*** 
Summer Temperature    X44 -0.383 -0.465 -0.300 0.042 -9.09 <.001*** 
Summer Soil Moisture  X54 1.167 1.019 1.315 0.076 15.46 <.001*** 
*** Significant at the 1% level; **= 5% level; *=  10% level; NS = Not significant 
 
 Summer-Fall interaction linear 
This is a linear regression model where Fall runoff (Table 2.51) is the dependent 
variable and Summer and Fall climatic variables, area of the watershed, and length of 
vegetative activity are independent variables. The model has an R
2
 value of 0.9636 
indicating that 96.36% of variation in Fall runoff is explained by the fitted model. 
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Table 2.51: Linear Summer-Fall interaction. 
Estimates of the Regression Coefficients 
95.00% 
Confidence 
Interval       
Effect Coefficient Upper Lower Std.  
Error 
t p-Value 
CONSTANT 3.313 3.212 3.415 0.052 63.79 <.001*** 
Max Vegetation Index   X61 -0.061 -0.109 -0.013 0.025 -2.48 0.013 ** 
Area of Watershed        X71 0.018 -0.073 0.110 0.047 0.39 0.694 NS 
Summer Evaporation     X24  -0.223 -0.354 -0.092 0.067 -3.33 <.001*** 
Summer Precipitation    X34 -0.160 -0.201 -0.119 0.021 -7.63 <.001*** 
Summer Temperature    X44 0.130 0.044 0.216 0.044 2.96 0.003 *** 
Summer Soil Moisture   X54 0.250 0.117 0.382 0.067 3.70 <.001*** 
Fall Evaporation            X21 0.687 0.579 0.795 0.055 12.44 <.001*** 
Fall Precipitation           X31 0.895 0.835 0.955 0.031 29.33 <.001*** 
Fall Temperature           X41 -0.346 -0.420 -0.273 0.037 -9.23 <.001*** 
Fall Soil Moisture         X51 1.080 0.980 1.180 0.051 21.21 <.001*** 
*** Significant at the 1% level; **= 5% level; *=  10% level; NS = Not significant 
 
 Fall-Winter interaction linear 
Table 2.52 shows the linear regression model where Winter runoff is the  
Table 2.52: Linear Fall-Winter interaction. 
Estimates of the Regression 
Coefficients 
95.00% 
Confidence 
Interval       
Effect Coefficient Uppe
r 
Lowe
r 
Std. 
Error 
t p-Value 
CONSTANT 4.221 4.06 4.385 0.084 50.54 <.001*** 
M V I                          X61 -0.081 -0.16 -0.004 0.039 -2.08 0.038** 
Area Watershed          X71 0.102 -0.04 0.247 0.073 1.39 0.16 NS 
Fall Evaporation         X21 0.718 0.49 0.945 0.116 6.19 <.001*** 
Fall Precipitation        X31 0.436 0.33 0.537 0.052 8.40 <.001*** 
Fall Temperature        X41 -0.378 -0.47 -0.284 0.048 -7.89 <.001*** 
Fall Soil Moisture      X51 -0.414 -0.66 -0.166 0.126 -3.28 0.001*** 
Winter Evaporation    X22 -0.136 -0.25 -0.021 0.059 -2.327 0.02 ** 
Winter Precipitation   X32 1.082 0.95 1.218 0.069 15.578 <.001*** 
Winter Temperature   X42 0.069 -0.03 0.168 0.051 1.347 0.17 NS 
Winter Soil Moisture  X52 1.478 1.231 1.724 0.126 11.743 <.001*** 
*** Significant at the 1% level; **= 5% level; *=  10% level; NS = Not significant 
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dependent variable and Fall and Winter climatic variables, area of the watershed, and 
length of vegetative activity are independent variables. The model has an R
2
 value of 
0.9205 indicating that 92.05% of variation in Winter runoff is explained by the fitted 
model.  
 Winter-Spring interaction linear 
This is a linear regression model where Spring runoff (Table 2.53) is the 
dependent variable and Winter and Spring climatic variables, area of the watershed, and 
length of vegetative activity are independent variables. The model has an R
2
 value of 
0.9616 indicating that 96.16% of variation in Spring runoff is explained by the fitted 
model.   
Table 2.53: Linear Winter-Spring interaction. 
Estimates of the Regression 
Coefficients 
95.00% 
Confidence 
Interval       
Effect Coeff. Upper Lower Std. 
Error 
t p-Value 
CONSTANT 3.732 3.616 3.847 0.059 63.288 <.001*** 
Max Vegetation Index X61 -0.068 -0.131 -0.005 0.032 -2.131 0.0332** 
Area of Watershed     X71 0.071 -0.045 0.188 0.060 1.199 0.230 NS 
Winter Evaporation    X22 0.158 0.071 0.246 0.044 3.559 <.001*** 
Winter Precipitation    X32 0.263 0.210 0.316 0.027 9.655 <.001*** 
Winter Temperature    X42 -0.200 -0.282 -0.118 0.042 -4.802 <.001*** 
Winter Soil Moisture   X52 0.026 -0.048 0.101 0.038 0.694 0.48 NS 
Spring Evaporation     X23 0.216 0.068 0.365 0.076 2.855 0.004*** 
Spring Precipitation    X33 0.822 0.743 0.900 0.040 20.537 <.001*** 
Spring temperature      X43 -0.081 -0.164 0.003 0.043 -1.895 0.058 * 
Spring Soil Moisture   X53 1.488 1.360 1.616 0.065 22.780 <.001*** 
*** Significant at the 1% level; **= 5% level; *=  10% level; NS = Not significant 
 
Table 2.54 shows high R
2
 values for all of the inter-season models in being able to 
predict the runoff based on the climatic variables, vegetative index and mean area index 
values. The Spring-Summer inter-season R
2
adj is .985, the Summer-Fall inter-season R
2
adj 
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is .964 the Fall-Winter inter-season R
2
adj is .921 and the Winter-Spring inter-season R
2
adj 
is .962. All of the models had high R
2
adj values implying a high correlation between 
Table 2.54: Significance of inter-season model statistics.  
  
Multiple R Squared 
Multiple R 
Adjusted 
Squared 
Multiple R 
Standard 
Error of 
Estimate 
Spring-Summer runoff  0.993 0.985 0.985 0.125 
Summer-Fall runoff 0.982 0.964 0.964 0.193 
Fall-Winter runoff 0.960 0.921 0.921 0.303 
Winter-Spring runoff 0.981 0.962 0.962 0.245 
 
predicted and actual data. The Fall-Winter runoff and the Winter-Spring runoff standard 
errors were larger than the Spring-Summer and the Summer-Fall values.   
 Table 2.55 shows results of analysis of variance between all of the linear inter--
seasonal regressions. All of the models had significant p-Values implying that there is  
Table 2.55: Analysis of variance for the inter-seasonal linear regressions. 
Analysis of Variance linear seasonal regressions 
  
Source df Type I 
SS 
Mean 
Squares 
F-Ratio p-Value 
Spring-
Summer  
  
  
Regression 10 2.08E+03 208.3 5.60E+03 <.001*** 
Linear 10 2.08E+03 208.3 5.60E+03 <.001*** 
Residual Error 2,100 78.18 0.037     
Total Error 2,110 2.16E+03       
Summer-Fall 
  
  
  
Regression 10 2.24E+03 223.813 2.45E+03 <.001*** 
Linear 10 2.24E+03 223.81 2.45E+03 <.001*** 
Residual Error 2,100 192.17 0.092     
Total Error 2,110 2.43E+03       
Fall-Winter 
  
  
  
Regression 10 3.17E+03 317.33 5.29E+03 <.001*** 
Linear 10 3.17E+03 317.33 5.29E+03 <.001*** 
Residual Error 2,100 126.074 0.060     
Total Error 2,110 3.30E+03       
Winter-Spring 
  
  
  
Regression 10 3.17E+03 317.33 5.29E+03 <.001*** 
Linear 10 3.17E+03 317.33 5.29E+03 <.001*** 
Residual Error 2,100 126.08 0.060     
Total Error 2,110 3.30E+03       
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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low probability of rejecting the alternative. The model with the highest Type I Sum of 
Squares is the Fall- Winter and the Winter-Spring models. Summer-Fall inter-season 
model have the lowest F-Ratio. 
 Spring-Summer interaction non-linear on Summer runoff 
Table 2.56 shows the nonlinear regression with Summer runoff as the dependent 
variable and Spring and Summer climatic variables, size of watershed and length of 
vegetative activity as independent variables.  The regression R
2
 = 0.993 (Table 2.60) 
indicates that 99.3% of variation in Summer runoff is explained by the model.  
Table 2.56: Nonlinear Spring-Summer interaction 
Estimates of the Regression 
Coefficients 
95.00% 
Confidence 
Interval       
Effect Coeff. Upper Lower Std. 
Error 
t p-Value 
CONSTANT 2.699 2.383 3.015 0.161 16.750 <.001*** 
M V I X61 0.003 -0.248 0.255 0.128 0.027 0.98 NS 
Area  Watershed         X71 -0.102 -0.460 0.257 0.183 -0.556 0.58 NS 
Summer precip.          X34 -0.130 -0.632 0.372 0.256 -0.508 0.61 NS 
Summer Soil Moist.   X54 2.589 0.870 4.309 0.877 2.953 0.003** 
Summer Temp.           X44 0.009 -0.863 0.880 0.444 0.020 0.98 NS 
Summer Evaporation  X24 0.357 -1.163 1.877 0.775 0.461 0.65 NS 
Spring Precipitation   X33 -0.045 -0.575 0.485 0.270 -0.166 0.87 NS 
Spring Soil Moisture  X53 -1.216 -2.230 -0.203 0.517 -2.353 0.019 NS 
Spring Temperature   X43 -0.829 -1.629 -0.029 0.408 -2.033 0.042** 
Spring Evaporation    X23 0.716 -0.338 1.769 0.537 1.332 0.18 NS 
(X61)
2
 0.084 0.032 0.137 0.027 3.158 .0016*** 
(X71)
2
 -0.077 -0.216 0.063 0.071 -1.075 0.28 NS 
(X34)
2
 -0.233 -0.412 -0.053 0.091 -2.545 0.011 ** 
(X54)
2
 3.027 0.332 5.721 1.374 2.203 0.028 ** 
(X44)
2
 2.458 1.675 3.240 0.399 6.157 <.001*** 
(X24)
2
 3.255 1.422 5.088 0.935 3.482 <.001*** 
(X33)
2
 -0.075 -0.299 0.149 0.114 -0.658 0.51 NS 
(X53)
2
 -0.679 -1.935 0.577 0.640 -1.060 0.28 NS 
(X43)
2
 2.367 1.708 3.027 0.336 7.042 <.001*** 
(X23)
2
 1.794 0.707 2.882 0.555 3.235 <.001*** 
X61* X71 -0.057 -0.275 0.160 0.111 -0.515 0.61 NS 
X71* X34 0.202 -0.318 0.721 0.265 0.760 0.45 NS 
X71* X54 0.633 -1.108 2.373 0.887 0.713 0.48 NS 
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X71* X44 0.352 -0.460 1.163 0.414 0.850 0.39 NS 
X71* X24 -0.874 -2.397 0.649 0.777 -1.125 0.26 NS 
X71* X33 -0.040 -0.585 0.505 0.278 -0.145 0.88 NS 
X71* X53 0.183 -0.841 1.207 0.522 0.350 0.72 NS 
X71* X43 -0.315 -1.034 0.403 0.366 -0.861 0.39 NS 
X71* X23 0.130 -0.964 1.224 0.558 0.233 0.82 NS 
X61* X34 0.011 -0.224 0.246 0.120 0.093 0.93 NS 
X34* X54 0.314 -0.881 1.508 0.609 0.515 0.606 NS 
X34* X44 -0.597 -1.310 0.116 0.364 -1.641 0.101 NS 
X34* X24 1.997 0.990 3.003 0.513 3.891 <.001*** 
X34* X33 -0.692 -1.015 -0.369 0.165 -4.206 <.001*** 
X34* X53 -0.610 -1.433 0.213 0.420 -1.454 0.15NS 
X34* X43 0.182 -0.520 0.884 0.358 0.510 0.61 NS 
X34* X23 -0.366 -1.141 0.409 0.395 -0.926 0.35 NS 
X61* X54 0.346 -0.577 1.270 0.471 0.736 0.46 NS 
X54* X44 6.251 3.554 8.949 1.375 4.545 <.001*** 
X54* X24 -9.380 -13.429 -5.332 2.064 -4.544 <.001*** 
X54* X33 1.382 0.250 2.514 0.577 2.394 0.016 ** 
X54* X53 0.757 -2.570 4.083 1.696 0.446 0.65 NS 
X54* X43 -3.341 -5.829 -0.854 1.268 -2.634 .0084 *** 
X54* X23 1.774 -1.305 4.853 1.570 1.130 0.26 NS 
X61* X44 0.183 -0.224 0.591 0.208 0.881 0.378 NS 
X44* X24 -7.087 -9.634 -4.540 1.299 -5.456 <.001*** 
X44* X33 0.586 -0.090 1.261 0.345 1.699 0.089 * 
X44* X53 -1.749 -3.308 -0.190 0.795 -2.201 0.028 ** 
X44* X43 -4.162 -5.538 -2.785 0.702 -5.928 <.001*** 
X44* X23 2.922 1.235 4.609 0.860 3.398 <.001*** 
X61* X24 -0.554 -1.266 0.158 0.363 -1.525 0.12 NS 
X24* X33 -0.157 -1.055 0.742 0.458 -0.342 0.73 NS 
X24* X53 3.762 1.307 6.217 1.252 3.006 .0026*** 
X24* X43 5.166 2.861 7.471 1.175 4.395 <.001*** 
X24* X23 -2.689 -5.024 -0.354 1.191 -2.259 0.024 ** 
X61* X33 0.087 -0.159 0.333 0.125 0.692 0.49 NS 
X33* X53 -1.504 -2.310 -0.697 0.411 -3.655 <.001*** 
X33* X43 -0.877 -1.529 -0.225 0.333 -2.637 .0084*** 
X33* X23 0.798 0.136 1.459 0.337 2.365 0.018 NS 
X61* X53 -0.477 -1.032 0.078 0.283 -1.687 0.0917 * 
X53* X43 2.150 0.565 3.736 0.808 2.660 .0078*** 
X53* X23 -2.307 -4.573 -0.042 1.155 -1.997 0.045 ** 
X61* X43 -0.236 -0.596 0.125 0.184 -1.283 0.199 NS 
X43* X23 -4.134 -5.829 -2.438 0.865 -4.780 <.001*** 
X61* X23 0.555 0.070 1.041 0.248 2.242 0.025 ** 
*** Significant at the 1% level; **= 5% level; *=  10% level; NS = Not significant 
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 Figure 2.32A and B shows contour plots and 3-D plots from the Spring-
Summer nonlinear regression (Table 2.56) for Summer temperature and Summer soil 
moisture versus Summer runoff. Summer runoff increases steadily at high temperatures 
as Summer soil moisture increases. Summer runoff is low when Summer soil moisture is 
low and Summer temperatures are high.   Figure 2.32 B shows Summer runoff decreases  
             
  A     B 
           
  C     D 
Figure 2.32: Nonlinear Spring-Summer: Summer runoff versus soil moisture, 
temperature and vegetation index. 
 
as temperature rises when soil moisture is low and increases steadily as temperatures rise 
when soil moisture is high (Figure 2.32 A and B). Summer runoff is highest when 
temperatures are high and soil moisture is high. A trough is created in the runoff surface 
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beginning when temperatures are high and soil moisture is low moving towards the 
quadrant where temperatures are low and soil moisture is high (Figure 2.32 A and B). 
The relationship between Summer runoff, Summer soil moisture and vegetative activity 
is displayed in Figure 2.32 C and D. Summer runoff values are higher at low soil 
moisture levels and decrease when the soil moisture increases towards the 500 mm levels. 
Summer runoff increases rapidly as soil moisture increases despite vegetation activity. In 
Summer months, vegetative activity did not appear to affect Summer runoff from this 
view.  Summer runoff appears to be correlated more with Summer soil moisture than 
Vegetative activity.   
 Summer-Fall interaction on Fall runoff 
Table 2.57 shows the nonlinear regression with Fall runoff as the dependent 
variable and Summer and Fall climatic variables, size of watershed and length of 
vegetative activity as independent variables.  The regression R
2
 = 0.976 (Table 2.60) 
indicates that 97.6% of variation in Fall runoff is explained by the model.  
Table 2.57: Nonlinear Summer-Fall interaction  
Estimates of the Regression 
Coefficients 
95.00% 
Confidence 
Interval 
   
Effect Coeff. Upper Lower Std. 
Error 
t p-Value 
CONSTANT 3.115 2.425 3.805 0.352 8.856 <.001*** 
M  V  I                       X61 -0.820 -1.328 -0.312 0.259 -3.166 .002*** 
Area of Watershed    X71 0.838 0.161 1.515 0.345 2.427 0.015** 
Summer Evap.          X24 2.235 -0.180 4.649 1.231 1.815 0.069* 
Summer Precip.        X34 -1.690 -2.366 -1.015 0.344 -4.907 <.001*** 
Summer Temp.         X44 0.026 -1.514 1.567 0.785 0.033 0.97 NS 
Summer Soil Moist. X54 0.739 -1.729 3.207 1.258 0.587 0.557 NS 
Fall Evaporation      X21 1.363 -0.245 2.971 0.820 1.662 0.096 * 
Fall Precipitation     X31 0.965 0.028 1.903 0.478 2.019 0.043** 
Fall Temperature     X41 -1.333 -2.703 0.036 0.698 -1.909 0.056* 
Fall Soil Moisture    X51 -0.193 -1.858 1.472 0.849 -0.227 0.82 NS 
(X61)
2
 0.211 0.115 0.307 0.049 4.322 <.001*** 
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(X71)
2
 0.562 0.321 0.802 0.123 4.582 <.001*** 
(X24)
2
 -4.521 -6.469 -2.573 0.993 -4.552 <.001*** 
(X34)
2
 -0.088 -0.247 0.072 0.081 -1.077 0.28NS 
(X44)
2
 0.384 -0.159 0.928 0.277 1.386 0.166 NS 
(X54)
2
 -3.967 -5.829 -2.106 0.949 -4.180 <.001*** 
(X21)
2
 1.175 -0.420 2.770 0.813 1.444 0.149 NS 
(X31)
2
 -0.017 -0.319 0.284 0.154 -0.114 0.909 NS 
(X41)
2
 -0.086 -0.488 0.316 0.205 -0.420 0.67 NS 
(X51)
2
 1.929 0.810 3.049 0.571 3.380 0.001*** 
X61* X71 -0.953 -1.359 -0.547 0.207 -4.609 <.001*** 
X71* X24 0.135 -1.652 1.923 0.911 0.148 0.88 NS 
X71* X34 0.251 -0.311 0.813 0.287 0.876 0.38 NS 
X71* X44 0.514 -0.388 1.417 0.460 1.118 0.26 NS 
X71* X54 0.893 -0.908 2.694 0.918 0.972 0.33 NS 
X71* X21 -0.539 -1.545 0.466 0.513 -1.052 0.29 NS 
X71* X31 0.654 -0.165 1.473 0.418 1.566 0.117NS 
X71* X41 -0.202 -0.832 0.428 0.321 -0.629 0.53 NS 
X71* X51 -0.826 -1.969 0.316 0.583 -1.419 0.156NS 
X61* X24 -1.642 -2.540 -0.745 0.458 -3.588 <.001*** 
X24* X34 -2.070 -2.906 -1.233 0.427 -4.850 <.001*** 
X24* X44 2.057 -0.114 4.229 1.107 1.858 0.063* 
X24* X54 8.623 4.871 12.375 1.913 4.508 <.001*** 
X24* X21 5.551 2.424 8.677 1.594 3.481 <.001*** 
X24* X31 0.662 -0.500 1.824 0.592 1.118 0.26 NS 
X24* X41 -1.648 -3.405 0.109 0.896 -1.840 0.066* 
X24* X51 -2.050 -4.620 0.521 1.311 -1.564 0.12 NS 
X61* X34 -0.594 -0.806 -0.382 0.108 -5.497 <.001*** 
X34* X44 1.725 1.100 2.350 0.319 5.412 <.001*** 
X34* X54 2.335 1.511 3.159 0.420 5.558 <.001*** 
X34* X21 -1.477 -2.303 -0.651 0.421 -3.506 <.001*** 
X34* X31 -1.405 -1.705 -1.105 0.153 -9.187 <.001*** 
X34* X41 -0.381 -0.974 0.211 0.302 -1.262 0.21 NS 
X34* X51 1.963 1.383 2.543 0.296 6.638 <.001*** 
X61* X44 -0.467 -0.956 0.022 0.249 -1.872 0.061* 
X44* X54 -1.651 -3.754 0.452 1.072 -1.539 0.12 NS 
X44* X21 -2.318 -4.621 -0.016 1.174 -1.975 0.048** 
X44* X31 0.817 -0.040 1.673 0.437 1.869 0.06 * 
X44* X41 0.098 -0.691 0.887 0.402 0.244 0.81 NS 
X44* X51 -0.899 -2.635 0.836 0.885 -1.016 0.31 NS 
X61* X54 1.840 0.958 2.721 0.449 4.093 <.001*** 
X54* X21 -4.163 -7.521 -0.805 1.712 -2.431 0.015** 
X54* X31 2.169 0.972 3.366 0.610 3.554 <.001*** 
X54* X41 0.294 -1.325 1.913 0.826 0.357 0.72 NS 
X54* X51 -0.821 -3.393 1.751 1.311 -0.626 0.53 NS 
X61* X21 0.965 0.404 1.525 0.286 3.374 <.001*** 
X21* X31 1.800 0.752 2.847 0.534 3.369 <.001*** 
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X21* X41 -0.178 -2.361 2.004 1.113 -0.160 0.87 NS 
X21* X51 -2.325 -5.020 0.369 1.374 -1.692 0.09 * 
X61* X31 -0.135 -0.524 0.254 0.198 -0.681 0.49 NS 
X31* X41 -1.790 -2.677 -0.904 0.452 -3.960 <.001*** 
X31* X51 -2.286 -3.226 -1.346 0.479 -4.769 <.001*** 
X61* X41 0.410 0.015 0.805 0.201 2.034 0.042** 
X41* X51 2.735 1.020 4.450 0.874 3.128 0.002*** 
X61* X51 -0.606 -1.168 -0.045 0.286 -2.117 0.034* 
*** Significant at the 1% level; **= 5% level; *=  10% level; NS = Not significant 
 
 Figure 2.33A and B shows a contour plot and 3-D plot for Fall temperature and 
Fall soil moisture versus Fall runoff from the Summer-Fall interaction in nonlinear 
regression (Table 2.57). Fall runoff increases as Fall temperature increases. Fall runoff 
peaks at two points on the surface when Fall soil moisture and temperature are both high 
and when Fall soil moisture is low but temperatures are also low. Fall runoff values 
decrease from these points and form a large trough in the surface that slants towards the 
high Fall temperature and low Fall soil moisture corner.  Figure 2.33 C and D shows a 
contour plot and 3-D plot for Fall soil moisture and maximum vegetative activity versus 
Fall runoff. Fall runoff has maximum values when Fall soil moisture is high and 
vegetative activity is low. The lowest Fall runoff is when Fall soil moisture range is 
1200-1400 mm mean and vegetative activity is high. When Fall soil moisture either 
decreases or increases from this range even with maximum vegetative activity Fall runoff 
values increase. A trough is visible in the surface where Fall soil moisture is balanced 
with vegetative activity to keep Fall runoff at a minimum.      
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Figure 2.33: Nonlinear Summer-Fall interaction on Fall runoff versus soil moisture, 
temperature and vegetation index. 
 
 
 
 
 
 Fall-Winter interactions 
 
Table 2.58 shows the nonlinear regression with Winter runoff as the dependent 
variable and Fall and Winter climatic variables, size of watershed and length of 
vegetative activity as independent variables.  The regression R
2
 = 0.9475 (Table 2.60) 
indicates that 94.75% of variation in Winter runoff is explained by the model.  
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Table 2.58: Nonlinear Fall-Winter interaction. 
Estimates of the Regression 
Coefficients 
95.00% Confid. 
Interval 
   
Effect Coeff. Upper Lower Std. 
Error 
t p-Value 
CONSTANT 6.356 5.067 7.644 0.657 9.674 <.001*** 
Max Veg.  Index       X61 -1.554 -2.39 -0.71 0.430 -3.62 <.001*** 
Area Watershed         X71 0.124 -1.04 1.288 0.594 0.208 0.84 NS 
Fall Evap.                  X21 8.860 4.88 12.83 2.028 4.368 <.001*** 
Fall Precip.                X31 2.360 0.794 3.926 0.798 2.955 0.003*** 
Fall Temperature       X41  -4.564 -6.28 -2.85 0.875 -5.22 <.001*** 
Fall Soil Moist.          X51  -12.920 -16.9 -8.88 2.060 -6.27 <.001*** 
Winter Evaporation   X22 -0.719 -2.53 1.088 0.921 -0.78 0.43 NS 
Winter Precip.           X32 -2.901 -5.19 -0.62 1.165 -2.49 0.012 ** 
Winter Temp.            X42  1.660 0.037 3.284 0.828 2.005 0.045 ** 
Winter Soil Moist.    X52  10.121 5.953 14.28 2.125 4.763 <.001*** 
(X61)
2
 -0.065 -0.23 0.095 0.082 -0.80 0.42NS 
(X71)
2
 0.151 -0.24 0.54 0.199 0.759 0.45 NS 
(X21)
2
 4.335 0.400 8.271 2.007 2.160 0.031 * 
(X31)
2
 1.390 0.805 1.975 0.298 4.657 <.001*** 
(X41)
2
 0.665 -0.04 1.370 0.359 1.853 0.06408 
(X51)
2
 7.430 3.90 10.96 1.800 4.128 <.001*** 
(X22)
2
 1.947 1.240 2.653 0.360 5.404 <.001*** 
(X32)
2
 -2.496 -3.33 -1.67 0.424 -5.89 <.001*** 
(X42)
2
 1.931 1.214 2.647 0.365 5.285 <.001*** 
(X52)
2
 -4.825 -7.70 -1.95 1.467 -3.29 .001 *** 
X61* X71 -0.227 -0.87 0.418 0.329 -0.69 0.49 NS 
X71* X21 1.666 -0.91 4.239 1.312 1.269 0.204 NS 
X71* X31 -0.555 -1.91 0.799 0.690 -0.80 0.42 NS 
X71* X41 -0.281 -1.41 0.843 0.574 -0.49 0.62 NS 
X71* X51 -2.478 -5.79 0.829 1.686 -1.47 0.14 NS 
X71* X22 -1.003 -2.60 0.598 0.816 -1.23 0.219 NS 
X71* X32 -0.695 -2.84 1.451 1.094 -0.64 0.525 NS 
X71* X42 0.311 -0.99 1.606 0.661 0.470 0.638 NS 
X71* X52 2.707 -1.02 6.435 1.901 1.424 0.15 NS 
X61* X21 -2.238 -3.48 -1.00 0.632 -3.54 <.001*** 
X21* X31 2.329 -0.01 4.663 1.190 1.957 0.051 * 
X21* X41 -5.060 -8.10 -2.02 1.550 -3.27 <.001*** 
X21* X51 -12.989 -20.1 -5.91 3.610 -3.60 <.001*** 
X21* X22 -2.147 -5.22 0.924 1.566 -1.37 0.17 NS 
X21* X32 1.843 -1.15 4.83 1.525 1.209 0.22 NS 
X21* X42 4.547 2.371 6.724 1.110 4.097 <.001*** 
X21* X52 6.465 0.751 12.18 2.914 2.219 0.026 ** 
X61* X31 0.392 -0.31 1.092 0.357 1.099 0.271NS 
X31* X41 -0.803 -1.87 0.263 0.544 -1.48 0.13 NS 
X31* X51 -6.959 -8.92 -5.00 0.998 -6.98 <.001*** 
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X31* X22 -1.114 -2.06 -0.17 0.483 -2.31 0.021 ** 
X31* X32 -1.043 -1.90 -0.18 0.438 -2.38 0.017 ** 
X31* X42 0.981 -0.02 1.978 0.508 1.931 0.053 * 
X31* X52 3.296 1.495 5.097 0.918 3.589 <.001*** 
X61* X41 0.531 0.007 1.055 0.267 1.988 0.046 ** 
X41* X51 7.171 4.404 9.939 1.411 5.081 <.001*** 
X41* X22 -0.534 -2.08 1.015 0.790 -0.68 0.499 NS 
X41* X32 1.739 0.359 3.119 0.704 2.471 0.013 ** 
X41* X42 -2.084 -3.27 -0.90 0.602 -3.46 <.001*** 
X41* X52 -5.032 -7.55 -2.51 1.284 -3.92 <.001*** 
X51* X61 -3.437 -4.86 -2.02 0.724 -4.75 <.001*** 
X51* X22 5.132 2.284 7.980 1.452 3.534 <.001*** 
X51* X32 -2.493 -5.44 0.452 1.502 -1.66 0.097 * 
X51* X42 -6.486 -8.93 -4.04 1.246 -5.21 <.001*** 
X51* X52 -0.759 -6.34 4.820 2.845 -0.27 0.789 NS 
X22* X61  2.169 1.517 2.822 0.333 6.519 <.001*** 
X22* X32 0.431 -0.63 1.489 0.540 0.799 0.42 NS 
X22* X42 -3.359 -4.77 -1.95 0.721 -4.66 <.001*** 
X22* X52 -6.003 -8.30 -3.71 1.170 -5.13 <.001*** 
X32* X61  -4.426 -5.25 -3.60 0.422 -10.5 <.001*** 
X32* X42 -2.287 -3.60 -0.98 0.668 -3.42 <.001*** 
X32* X52 6.928 3.926 9.930 1.531 4.526 <.001*** 
X61* X42 -0.294 -0.85 0.263 0.284 -1.04 0.30 NS 
X52* X42  5.697 3.180 8.214 1.284 4.438 <.001*** 
X52* X61  5.995 4.538 7.452 0.743 8.070 <.001*** 
*** Significant at the 1% level; **= 5% level; *=  10% level; NS = Not significant 
 
Figure 2.34 shows Winter runoff increases steadily at high temperatures as the 
soil moisture increases. At low Winter temperatures the runoff increases steadily until the 
soil moisture is close to 1000mm and then it plateaus and begins to decrease as the soil 
moisture reaches its maximum of 2500mm. The highest Winter runoff values are when 
the soil moisture is highest and the Winter temperatures are the highest. The Winter 
runoff surface creates an inverted trough particularly at the low Winter temperature 
values (Figure 2.34 A and B).  The relationship between Winter runoff, Winter soil 
moisture and vegetative activity is displayed in Figures 2.34 C and D. Winter runoff 
values are the highest when vegetative activity is high and soil moisture is high. 
 157 
         
  A     B 
                 
 
      C       D   
   
Figure 2.34: Nonlinear Fall-Winter: Winter runoff versus soil moisture, 
temperature and vegetation index. 
 
The lowest Winter runoff is when the vegetative activity is the highest and the soil 
moisture the lowest at that point the Winter runoff is very low.  As vegetative activity 
decreases at low soil moisture values Winter runoff increases. There is an inverted trough 
created because when soil moisture is high and the vegetative index is low influencing 
Winter runoff to be low. The top of the inverted trough is highest when soil moisture is 
high and the vegetative index is high and Winter runoff remains high as soil moisture and 
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temperature decreases. When soil moisture has a mean of 1000 -1500 mm Winter runoff 
values decrease on both sides of this peak of values (Figures 2.34 C and D). 
 Winter-Spring seasonal interactions 
 
The nonlinear regression with Spring runoff  as the dependent variable and Winter 
and Spring climatic variables, size of watershed and length of vegetative activity as 
independent variables shows a R
2
 value of  0.9750 (Table 2.60).  This indicates that 
97.50% of the variation in the Spring runoff is explained by this specific model.  
Table 2.59: Nonlinear Winter-Spring interaction 
Estimates of the Regression 
Coefficients 
95.00% 
Confidence 
Interval       
Effect Coeff. Upper Lower Std. 
Error 
t p-Value 
CONSTANT 4.985 4.281 5.688 0.359 13.90 <.001*** 
Max Veg. Index        X61 -0.763 -1.346 -0.180 0.297 -2.57 0.011** 
Area Watershed         X71 0.361 -0.378 1.100 0.377 0.958 0.34 NS 
Winter Evaporation    X22 1.524 0.451 2.598 0.548 2.784 0.005*** 
Winter Precipitation   X32 0.096 -0.699 0.890 0.405 0.236 0.813 NS 
Winter Temperature   X42 0.089 -0.988 1.166 0.549 0.161 0.87 NS 
Winter Soil Moisture  X52 -0.142 -1.124 0.841 0.501 -0.28 0.776 NS 
Spring Evaporation    X23 3.896 1.735 6.058 1.102 3.535 <.001*** 
Spring Precipitation    X33 0.744 -0.335 1.823 0.550 1.352 0.176 NS 
Spring Temperature    X43 -3.985 -5.164 -2.806 0.601 -6.63 <.001*** 
Spring Soil Moisture  X53 -1.395 -3.125 0.335 0.882 -1.58 0.113 NS 
(X61)
2
 0.014 -0.109 0.138 0.063 0.229 0.819 NS 
(X71)
2
 0.192 -0.127 0.511 0.163 1.181 0.237 NS 
(X22)
2
 0.397 -0.091 0.886 0.249 1.595 0.110 NS 
(X32)
2
 0.026 -0.173 0.225 0.101 0.254 0.799 NS 
(X42)
2
 0.343 -0.119 0.805 0.236 1.457 0.145 NS 
(X52)
2
 0.907 0.583 1.230 0.165 5.496 <.001*** 
(X23)
2
 4.119 2.073 6.165 1.043 3.949 <.001*** 
(X33)
2
 -0.425 -0.774 -0.076 0.178 -2.39 0.017**   
(X43)
2
 0.567 -0.003 1.137 0.291 1.949 0.051 * 
(X53)
2
 3.064 1.729 4.399 0.681 4.500 <.001*** 
X61* X71 -0.472 -0.985 0.040 0.261 -1.81 0.070 * 
X71* X22 -0.299 -1.340 0.742 0.531 -0.56 0.573 NS 
X71* X32 -0.058 -0.843 0.728 0.400 -0.14 0.885 NS 
X71* X42 0.516 -0.395 1.427 0.464 1.111 0.266 NS 
X71* X52 -1.341 -2.268 -0.415 0.472 -2.84 0.0045 ** 
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X71* X23 -0.985 -3.096 1.125 1.076 -0.92 0.359 NS 
X71* X33 1.213 0.121 2.304 0.556 2.179 0.029 ** 
X71* X43 -0.260 -1.223 0.703 0.491 -0.53 0.596 NS 
X71* X53 1.589 -0.048 3.225 0.834 1.904 0.057 * 
X22* X61  0.601 0.087 1.115 0.262 2.293 0.0219 ** 
X22* X32 -0.515 -1.014 -0.016 0.254 -2.03 0.042 ** 
X22* X42 -0.074 -1.096 0.948 0.521 -0.14 0.887 NS 
X22* X52 0.438 -0.279 1.156 0.366 1.198 0.231 NS 
X22* X23 0.829 -0.726 2.383 0.793 1.045 0.296 NS 
X22* X33 0.950 0.218 1.681 0.373 2.547 0.011 ** 
X22* X43 -2.503 -3.694 -1.312 0.607 -4.12 <.001*** 
X22* X53 -3.157 -4.446 -1.868 0.657 -4.80 <.001*** 
X32* X61  -0.404 -0.779 -0.029 0.191 -2.11 0.034 ** 
X32* X42 -0.611 -1.177 -0.044 0.289 -2.12 0.035 ** 
X32* X52 0.867 0.415 1.319 0.231 3.761 <.001*** 
X32* X23 4.173 3.210 5.137 0.491 8.495 <.001*** 
X32* X33 -0.710 -1.144 -0.276 0.221 -3.21 0.0013 *** 
X32* X43 -1.269 -1.840 -0.698 0.291 -4.36 <.001*** 
X32* X53 -3.636 -4.415 -2.858 0.397 -9.16 <.001*** 
X42* X61  -0.483 -0.944 -0.023 0.235 -2.06 0.039 ** 
X42* X52 0.457 -0.195 1.108 0.332 1.375 0.16 NS 
X42* X23 0.266 -1.276 1.807 0.786 0.338 0.74 NS 
X42* X33 -0.710 -1.531 0.112 0.419 -1.69 0.090 * 
X42* X43 0.140 -0.754 1.034 0.456 0.307 0.759 NS 
X42* X53 0.963 -0.243 2.170 0.615 1.566 0.12 NS 
X52* X61 -0.311 -0.678 0.057 0.188 -1.66 0.097 * 
X52* X23 2.144 0.796 3.493 0.688 3.118 0.002 *** 
X52* X33 -1.950 -2.556 -1.344 0.309 -6.31 <.001*** 
X52* X43 -0.970 -1.754 -0.185 0.400 -2.42 <.001*** 
X52* X53 -2.059 -3.073 -1.045 0.517 -3.98 <.001*** 
X23* X61  -0.698 -1.554 0.157 0.436 -1.60 <.001*** 
X23* X33 -2.106 -3.246 -0.966 0.581 -3.62 <.001*** 
X23* X43 -4.292 -6.416 -2.167 1.083 -3.96 <.001*** 
X23* X53 -8.425 -11.62 -5.225 1.632 -5.16 <.001*** 
X33* X61  -0.215 -0.694 0.264 0.244 -0.88 0.378 NS 
X33* X43 1.664 0.906 2.421 0.386 4.306 <.001*** 
X33* X53 5.271 4.182 6.360 0.555 9.493 <.001*** 
X43* X61  0.409 -0.070 0.888 0.244 1.676 0.093 * 
X43* X53 3.072 1.367 4.778 0.869 3.534 <.001*** 
X53* X61  0.764 0.096 1.433 0.341 2.241 0.025 ** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
Figure 2.35 shows Spring runoff is highest when Spring soil moisture is low and 
Spring temperatures are low. Spring runoff decreases steadily at low Spring soil moisture 
 160 
as Spring temperatures increase. A trough is created when soil moisture ranges from 1400 
to 2200mm at low temperatures. The bottom of the trough moves towards 500 to 700 mm 
of  
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Figure 2.35: Nonlinear Winter-Spring interaction on Spring runoff versus soil 
moisture, temperature and vegetation index. 
 
soil moisture ranges at high temperatures (Figures 2.35 A and B). The relationship 
between Spring runoff, Spring soil moisture and vegetative activity is displayed in 
Figures 2.35 C and D. Spring runoff values are highest when vegetative activity is the 
lowest and soil moisture is low. Spring runoff is low when vegetative activity is high and 
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soil moisture is between 800 -1500 mm (Figure 2.35 C). The bottom of the trough moves 
from a low region where the soil moisture is in the 800-1500mm range at maximum 
vegetative activity towards the region of lowest vegetative activity and soil moisture of 
1300-1600mm.  Spring runoff increases steeply on both sides of the trough as the soil 
moisture decreases and increases from the low runoff region (Figures 2.35 C and D). 
All before season and seasonal nonlinear models have high R
2
adj values with  
Spring-Summer season having the highest value of R
2
adj = 0.993. Spring-Summer season 
has the lowest Standard error of estimate of .086 (Table 2.60).  Fall-Winter interaction on 
Winter runoff had the lowest R
2
adj = .948 and the highest Standard Error of the estimate 
of 0.246.   
Table 2.60: R
2
 values seasonal interaction nonlinear models 
 Multiple R Squared 
Multiple R 
Adjusted 
Squared 
Multiple R 
Standard 
Error of 
Estimate 
Spring-Summer runoff  0.997 0.993 0.993 0.086 
Summer-Fall runoff 0.988 0.977 0.976 0.156 
Fall-Winter runoff 0.974 0.949 0.948 0.246 
Winter-Spring runoff 0.988 0.976 0.975 0.197 
 
 
 Table 2.61 shows analysis of variance statistics for inter-seasonal models. The p-
Values for all inter-season models are highly significant and demonstrate high predictive 
ability for modeling runoff of any particular season.  The F-Ratio for interactive terms in 
model is the lowest for the Spring-Summer interaction in predicting Summer runoff.  
This implies a lower variance within the model predictions.  The highest F-ratio was 
Winter-Spring predicting Spring runoff.  Variations in melting of snow and release of soil 
moisture may account for this variation.   
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Table 2.61: Analysis of variance in seasonal interaction 
Analysis of Variance 
  Source df Type I SS Mean Squares F-Ratio p-Value 
Spring-
Summer 
runoff  
  
  
  
Regression 65 2225.51 34.24 4593.6 <0.001*** 
Linear 10 2208.13 220.81 29625.2 <0.001*** 
Quadratic 10 12.80 1.28 171.74 <0.001*** 
Interaction 45 4.57 0.10 13.64 <0.001*** 
Residual Error 2,045 15.24 0.01     
Total Error 2,110 2240.75       
Summer-
Fall runoff 
  
  
  
  
Regression 65 2112.06 32.49 1342.43 <0.001*** 
Linear 10 2083.37 208.34 8607.29 <0.001*** 
Quadratic 10 8.18 0.82 33.78 <0.001*** 
Interaction 45 20.51 0.46 18.83 <0.001*** 
Residual Error 2,045 49.50 0.02     
Total Error 2,110 2161.56       
Fall-
Winter 
runoff 
  
  
  
Regression 65 2306.70 35.49 587.16 <0.001*** 
Linear 10 2238.13 223.81 3703.09 <0.001*** 
Quadratic 10 18.76 1.88 31.03 <0.001*** 
Interaction 45 49.82 1.11 18.32 <0.001*** 
Residual Error 2,045 123.60 0.06     
Total Error 2,110 2430.30       
Winter-
Spring 
runoff 
  
  
  
Regression 65 3219.68 49.53 1270.76 <0.001*** 
Linear 10 3173.31 317.33 8140.96 <0.001*** 
Quadratic 10 9.10 0.91 23.33 <0.001*** 
Interaction 45 37.27 0.83 21.25 <0.001*** 
Residual Error 2,045 79.71 0.04     
Total Error 2,110 3299.39      
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
 
 
2.5.6 Discussion 
 
These models test Null hypotheses at the Continental scale that imply watershed 
factors such as soil moisture, and vegetation will not affect runoff and sustainable water 
resources.  Then climate factors such as temperature and precipitation within regional 
geomorphic differences does not affect water sustainability of watershed systems.  There 
are suggestions for further analysis to acquire regressions that provide explanatory power 
and eliminate colinearity issues that may exist in the data.  
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Bivariate analysis shows little correlation for temperature with any of the runoff 
or other independent variables. In linear regression models temperature is significant in 
some seasonal models but its role is small in explaining amount of runoff. Soil moisture 
is significant in all of the better fitting regression models and though the coefficient is 
low as in the Fall-2 model a one mm increase in Fall soil moisture will increase Fall 
runoff 0.12%.  The outcome of small changes in soil moisture can have large impacts on 
runoff. Soil moisture values for Annual measurements ranged from a minimum of 
266.65mm to a maximum of 6894mm with a median value of 4244.75 mm of soil 
moisture. A 1% change in soil moisture from median values would be a 42.44 mm 
increase or decrease annually in value that could translate to  a 5 percent change annual 
runoff.  This is a significant change in annual runoff in most watersheds.  
The best models presented for each of the seasons and annual variables have 
Durbin-Watson D-Statistics close to 2. The annual runoff model had a value of 2.038, 
Fall runoff value was 1.97, Winter runoff value was 2.02, Spring runoff value was 2.03 
and the Summer runoff value was 2.01 implying no autocorrelation within variables 
selected for each model.  
There are non-random patterns present in some linear regression residuals that 
imply non-linear regressions may fit some of the trends in data better than linear 
regressions.  All nonlinear models seasonal runoff predicted runoff values with high 
regression coefficients but further analysis of nonlinear behavior of variables will have to 
be completed to determine best nonlinear models for each season. Heterogeneity in 
variance displayed in the residual plots 
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Further analysis of the data has to investigate geographical variations within 
independent variables that might affect behavior of the models. Using Variance Inflation 
factor (VIF) analysis will assist in identifying multicollinearity in the data. Soil moisture 
and evaporation were highly correlated in many of the Pearson correlation tables and 
completing VIF analysis would give more information about the variables. 
Using a correspondence matrix between similar variables would help eliminate 
the use of very similar variable in regression models. Having similar variables could 
make the coefficients wrong and not really explanatory for the response. Some of the 
independent variables are highly correlated like soil moisture, evaporation and 
precipitation.  Using all of them in regressions may introduce multicollinearity to 
regressions. One method of using these similar variables in regressions is to center data 
around the median and using the difference or square of the difference from the median 
as the independent variable.   
Conducting conical analysis before nonlinear evaluation of the data using 
Redundancy Analysis (RDA) and/or Canonical Correspondence Analysis (CCA) 
(Makarenkov and Legendre, 2002) may allow evaluation of variables for better 
understanding nonlinear relationships that exist.  
Investigating data further by regional differences is needed. Soil moisture in the 
dessert southwest will come close to zero in some regions of watersheds.  This surface 
can behave similar to an impervious surface during precipitation events. Soils in other 
parts of the country do not have this characteristic. Linear regressions may not be the best 
method of explaining these geographic regional differences. Investigating covariance 
within the data and assigning explanatory variables may help with future analysis.   
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2.6 Conclusion 
Data for this research came from two main sources, the soil moisture, 
precipitation, temperature and evaporation data came from the National Weather Service 
Climate Prediction Center (CPC) site and the NDVI data for the 2008 to 2009 season is 
acquired from the U.S. Geological Survey. The coarse data layers allowed for continental 
scale watershed analysis of regional runoff patterns. The linear and nonlinear models 
were highly significant in predicting annual, Winter, Spring, Summer and Fall runoff. 
Much of the variation in the observed variance in the models may be explained by the 
significant connection between soil moisture and runoff. Seasonal runoff that involved 
the Winter months had higher variance than did the other seasons. The Fall-Winter 
interactions and the Winter to Spring interactions involve the melting of snow and the 
thawing of soil. This release of soil moisture and the variation in timing creates variation 
in the model representations observed in the model statistics.  
Watersheds across the continental United States have diverse hydrogeomorphic 
characteristics, mean temperatures, soil moistures, precipitation and evaporation  patterns 
that allow diverse ecosystems to develop. These ecosystems respond to environmental 
conditions that exist within this complex landscape. Changes in climate affect 
ecohydrologic characters by altering available soil moisture, evaporation, precipitation 
patterns and runoff. There are strong correlations between seasonal soil moisture and 
runoff patterns within watersheds across the continent. Regions that will experience less 
moisture and increasing temperatures will have significant changes in runoff patterns. 
Spring runoff that often affects flooding in the many watersheds was able to be modeled 
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to explain a high significance of its behavior both in nonlinenar (R
2
=0.975) and linear 
models (R
2
=0.981).  
National policy can be implemented to promote sustainable management of water 
resources. Watersheds that are water stressed within the Continental United States can 
have regional policy that targets specific solutions that are identified. Soil moisture is a 
highly significant variable in models presented in this research. Since the Dust Bowl, 
soils, and conservation of soils have been a major subject of agricultural experts and the 
farming industry. This research sheds information of the role soils and the methods 
different types of soils hold and distribute water plays a significant role in determining 
runoff patterns. The relationship of soils and water capacity significantly affects the 
vegetation index and determines vegetative structure in areas of the nation. Further 
research is needed at the continental scale of methods of educating and developing more 
inclusive conservation of soils programs.  
Policy that encourages more native grasslands in arid regions would stabilize soils 
and could increase the ability of soils to hold and store moisture. Continued development 
of low tillage farming practices can reduce the cost of production and the disturbance to 
soils. Development of perennial grains with extensive root systems that hold soil, water, 
fertilizers and possibly encourage consistent nitrogen fixation can improve water 
sustainability and soil integrity. Perennial grains have lower yields but promote better soil 
stabilization. Farm subsidy programs can be used to encourage the use of perennial grains 
with less subsidies given for grains and crops that require high amounts of fertilizers, 
cultivation and encourage soil destabilizing. Including a sliding scale system into farm 
subsidies that identifies value of crops based on water use, soil stabilization, carbon 
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fixation and water holding capacities along with crop yields could change farming 
practices. Just as the “Dust Bowl” era initiated tremendous change in farm tilling 
practices developing multi-faceted sustainable water supply policy can have extremely 
valuable benefits. Maintaining ecosystem services and water supplies in the future will 
require new land use policy and implementation of natural resource management 
strategies that have to adapt to changes in climate, land use and population growth.   
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CHAPTER 3 
WATERSHED LANDUSE PATTERN AND STREAMFLOW PROCESS 
3.1 Introduction 
 In 1800 only 3% of the world’s population lived in cities, by 2010 over 50% lived 
in cities with a projected 70% living in urban centers by 2050 (Wilson, 2013). Global 
population is close to 7.1 billion people (USCB) today.  Rapid population growth and 
migration into urban centers places large demands on municipalities, cities, and countries 
(UNFPA, 2007). Another layer of complexity for urban planners and natural resource 
managers will be added with expected changes in global climates. Though freshwater is 
renewed by the hydrologic cycle, regional supplies change and demands to maintain 
ecosystem services and the needs of a growing population increase (UN, 1997).  
Understanding how land use patterns influence hydrology is important for developing 
sustainable water use policy at local, regional, and continental scales. This research 
provides insight into how patterns in land use influences hydrologic patterns within 
watersheds. Understanding relationships that exist between types of land use, patterns of 
land use and hydrology provides valuable information for developing sustainable water 
and land management policy.   
This research is unique in studying the coupled relationship between watershed 
land cover pattern and dynamics of the hydrologic cycle. There are limited studies on 
how land cover pattern influences the dynamics of a hydrograph. The study will use time-
series and cross-sectional data from watersheds across a gradient of land use and 
geomorphologic patterns to relate changing land use patterns to hydrologic flows. This 
research evaluates how changes in land use from 1971 to 2006 within watersheds at the 
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regional scale, Massachusetts U.S.A., influences hydrologic runoff patterns for large 
precipitation events. This research is unique in its temporal and spatial evaluation using 
hydrologic metrics and land use metrics at the regional scale. Investigating changes in 37 
diverse  watersheds within the state of Massachusetts gives valuable information on how 
land use patterns affects runoff from high precipitation events within the state. 
Understanding these relationships gives insight into differences that exist at the regional 
scale in runoff patterns. Modeling is able to significantly explain spatial and temporal 
relationships that exist between hydrologic metrics and land use metrics.  Results of this 
research provide valuable information required to develop policy to sustainably manage 
water resources to maintain ecosystem services and population growth. Precipitation 
cycles change the amount of water that falls on the landscape but having wise land use 
policy will allow for sustainable management of water that does fall on the landscape.   
3.2 Study Area 
Annual precipitation averages between 40 to 42 inches and is distributed 
relatively evenly across the state of Massachusetts. The state of has 37 (HUC 8) 
watersheds with some boundaries shared with neighboring states. There are extensive 
river systems, fresh-water lakes and forested wetlands that provide potable water to over 
6.4 million people on 7840 square miles of land. It is the third most densely populated 
state in the U.S. with most people living in the eastern urban center surrounding Boston. 
The primary biome is temperate deciduous forest with different coastal biomes that vary 
from porous glacial till soils found on Cape Cod to bedrock dominated surface features 
along the north eastern coast. The coastal watersheds have a great deal of glacial till 
adding to the porosity of the substrates. Settlement, population growth, and industrial 
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activity forced large municipalities to develop drinking water and wastewater 
systems. The Massachusetts Water Resources Authority (MWRA) manages a network of 
reservoirs that are linked by tunnels and deliver an average of 239 million gallons of 
potable water per day and treats 350 million gallons of sewage for over 2.5 million 
residents in 61 communities.  All of these watersheds have daily stream gauging data for 
the study period and are found in Massachusetts with the same land use data.  
 
Figure 3.1: Massachusetts Watersheds used in research. 
Figure3.1 outlines the sub-watersheds used in this study. All of them had daily gauging 
data for the study period of 1970 to 2010. There are three main regions of the state 
included in data set Western Massachusetts watersheds centering around the Housatonic 
River, Middle Massachusetts sub watersheds of the larger Connecticut River watershed 
and the Eastern portion of the state that is more urban and many of the sub watersheds are 
within the Charles River watershed.  
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3.3 Background 
Flow regimes in natural systems are described by Poole (2002) who uses a 
multidisciplinary comprehension of ecology, geography and hydrology to summarize 
dynamic interactions that exist within a river as water moves from the headwaters to its 
confluence with another river, lake or ocean. A patchwork of habitats is created as lotic 
ecosystems move between lentic ecosystems. River corridors are spatially and temporally 
dynamic, naturally changing landscapes with a patch structure. Poole investigates the 
movement of sediments within the river bed and deposition of material by water within 
the floodplain at different spatial scales. The ecosystems created by these fluvial 
processes within a river appear as hierarchical patches that are affected by the landscape. 
These various Cycles of erosion and deposition of sediments by moving water creates 
riffles, pools, bars, and islands that are important for insuring aquatic habitat and for 
maintaining various ecosystem functions (Allan, 2004).  
Hydrology and geomorphic processes change depending on network position and 
spatial variations between watersheds (Jacobson & Gran, 1999) and these changes affect 
the presence or absence of flora and fauna in a region. Benda et al. (2004) summarized 
the effects of natural disturbance found within a riverine system as a hierarchical 
branching river network that responds to watershed disturbances, such as fires, storms, 
and floods. The result is the creation of riverine habitats that have a spatial and temporal 
organization that determine biological diversity and productivity.  Abrupt changes in 
water and sediment flux change the channel and floodplain morphology. They tested the 
validity of the network dynamics hypothesis by investigating how changes in basin size, 
basin shape, drainage density, and network geometry may interact during various 
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disturbances and found these interactions regulate the spatial distribution of physical 
diversity in channel and riparian attributes throughout a river basin.  
3.3.1. Watershed landscape and stream flows 
Most research investigates patterns in stream flows due to changes in landscape.  
Mohamoud (2004) studied how land surface hydrology controls runoff production, the 
transport of sediments, organic chemicals, and nutrients from upland landscapes to 
streams and other water bodies in Mid-Atlantic watersheds. Mohamoud found flow 
duration curves are the most suitable hydrologic response descriptor of land use-climate 
relationships, dryness index and mean monthly rainfall were the best predictors of 
hydrologic responses. Elevation and latitudinal position strongly influenced hydrologic 
response in mountainous watersheds of the Appalachian Plateau where snowmelt 
contributes a large portion of streamflow.   
Poff et.al, (2006, b) analyzed the effects of percent of agricultural, urbanized, and 
least disturbed land within 158 watersheds across the United States had on hydrologic 
regimes. They used daily USGS discharge data for small streams and evaluated each 
stream using 10 ecologically relevant hydrologic metrics. Streams in the Southeast and 
Northwest regions of the United States have magnified (8–33%) annual flood peaks from 
agricultural watersheds and urbanized watersheds had (22–84%) magnified peeks when 
compared to least disturbed conditions. When urban land cover exceeded 15% in these 
regions the overall impacts were greater than a land cover that had 25% total agricultural 
land cover. Minimum flows increased in central and Southwestern United States with the 
duration of flows increasing in Central (CE), Pacific Northwest (NW), and Southwest 
(SW) regions. Dams reduced hydrograph variability by reducing peaks, increasing 
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minimum discharge, raising durations of moderate flows and stabilizing the flow regime 
when compared to pre-dam flows in all four regions. Urban land use cover in watersheds 
in all regions of the study seemed to cause more hydrologic responses when compared to 
natural land cover than did similar percentages of agricultural land cover. Hydrologic 
regimes vary with climate, geology and vegetative cover. 
Dunne and Black (1970) studied mechanisms that influenced runoff in 
experimental plots in small watersheds with different geologic conditions and neighbor in 
small watersheds in the area around the Sleepers River experimental watershed in 
Vermont. In a storm hydrograph ground water made minor contributions to the 
mainstream channel and response to subsurface flow due to rainfall was damped by water 
already stored and moving through the soil.  
3.3.2 Landscape - Hydrograph Patterns 
Current research uses a number of hydrologic metrics to investigate how land use 
patterns may influence the shape of hydrographs. Runoffs measured in hydrographs are 
blended components of the baseflow and the stream flow. Separating and quantifying the 
base flow from the stream flow within the hydrograph can be difficult. Cheng (2010) 
used seven averaged hydrograph parameters to verify a model from an investigation of 
hydrograph components for 42 precipitation events from 1966-2008 in a Taiwan 
watershed. A decreasing correlation existed between base time of the surface runoff and 
soil moisture except with multi-peak storms and an inverse relationship existed between 
the time lag of the surface flow and soil moisture for single-peak storms. Single-peak 
events have a positive correlation to peak time of rainfall and total runoff is positively 
correlated to the peak flows.  
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Hortonian overland flow plays a big role in sediment storm runoff. Ziegler et al. 
(2007) investigated the influence of land use on the Hortonian overland flow (HOF) in 
northern Vietnam (Tan Minh). They found that placement of buffers below sources of the 
Hortonian overland flow along with a reduction of the lengths of down-slope swidden 
fields, areas cleared and cultivated for short periods and then left fallow for longer 
periods may reduce the Hortonian overland flows. Long standing land practice trends 
may need to be changed to have sufficient buffering by land covers to reduce the 
Hortonian overland flows. Their modeling demonstrated that forest regeneration with 
abandonment of agriculture in the region would be greatly reduced Hortonian overland 
flow.   
To differentiate types of water flows in the Coastal Plains watersheds in 
Southeastern United States Nejadhashemi et al., (2008) partitioned stream flow for 
regression using data collected from land use, soils hydrologic characteristics, surface 
and subsurface flow data for years between 1970 and 1978. They used a calibration 
approach and time-discretization method with recession limb analysis to construct 
regression equations that incorporated physical and hydrological characteristics of 
watersheds to improve the accuracy of hydrograph separation techniques. Jones et al., 
(2010) analyzed spatial hydrography and land cover in 42,363 catchments spanning 63 
ecoregions of the continental United States from the early 1970s to the late 1990s. They 
found that within 180 meter riparian buffer zones, the total amount of forest declined by 
0.7 percent and natural land cover (forests, shrublands, wetlands) declined by 0.9% over 
that 20 year time period. Urban and developed land cover of urban, agriculture, and 
human disturbed lands, increased by more than 1.3% within riparian buffers and an 
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increase in the proportion of natural and forest land cover occurred at the catchment 
scale.  
Bonta and Cleland, (2003) used flow duration curves to research flow rates, 
concentrations of solutes and load rates Total Maximum Daily Loads (TMDLs) with 
information on the hydrologic response in watersheds in the North Appalachian 
Experimental Watershed  in Ohio. Using data from the 21.4 ha experimental watershed 
with 40-year record of runoff values they found duration curves can be used to quantify 
changes in exceedance limits, concentrations, and load rates after the implementation of 
best management practices within a watershed.   
Johnston and Shmagin (2008) analyzed relationships between historical stream 
flow trends and landscape characteristics in the Great Lakes Basin over a 33-year period. 
Stream flow records for 1956 to 1988 in the Great Lakes basin showed increased annual 
stream flow per unit area within watersheds with greatest topographic relief and highest 
forest cover. In February stream flow yields was the greatest yield for watersheds with 
low elevation with a low percentage of wetland area.  
The ability of watersheds to hold and discharge water to surface flows is related to 
the landscape. The impact of wetland areas within a watershed is important for the 
hydrology. Dahl (2011) found freshwater vegetated wetlands continued to decline at a 
reduced rate in continental United States between 2004 and 2009. Forested wetlands had 
their largest losses during the 1974 to 1985 time period.  From 1950 to 1970, an average 
of 458,000 acres per year of wetlands were lost, from 1970 to the 1980s that average 
decreased to 290,000 acres per year loss and from 1980 – 1990s it reduced to 58,550 
acres per year. The time period between 1998 and 2004 saw a gain of 32,000 acres per 
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year in wetlands and between 2004 and 2009 approximately 392,600 acres (158,950 ha) 
of forested wetland area was lost for an average reduction of 78,520 acres per year of 
wetland area over that time period. Dahl and Johnson (1991) reported intertidal estuarine 
emergent wetlands (salt marsh) and freshwater-forested wetlands have decreased 
drastically over past 200 years. In the continental United States, there was approximately 
221 million acres of wetlands at the time of European settlement in the early 1600's and 
by the mid-1980's only approximately 103 million acres remained. 
Wilcox et al., (2008) investigated changes in water balance in sub-watersheds of 
the Concho River, Texas due to desertification, degradation, and the encroachment of 
woody plants into semiarid rangelands. Even with increases in precipitation in the region 
from 1960–2005 annual stream flows for the North Concho River decreased by about 
70% when compared to two other watersheds of the Concho River. The two other 
watersheds had pristine prairie while the North Concho had a high percentage of 
degraded grassland that had progressed into a woodland/savanna. Baseflows for the three 
watersheds remained consistent while contributions from groundwater and storm runoff 
changed. Reduced flows in the two pristine prairie watersheds may be the result of more 
water may be staying within soil layers indicating changes in vegetation patterns and 
improving range conditions.  
A Fragmented landscape due to urban development affects infiltration and runoff, 
thereby altering the stream hydrograph and water quality. Randhir et al., (2000) found 
that hydrologic flows in watershed systems are altered by the spatially and temporally 
variable type and pattern of land cover.  
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3.3.3 Interactions 
There are complex interactions within the watershed that affects the hydrology. 
Saghafian et al., (2008), quantified how land use changes effects flood responses in the 
Golestan watershed in northeast of Iran. Investigations of flood hydrographs that 
corresponded to land use conditions in 1967 and 1996 using a calibrated event-based 
rainfall-runoff model showed increases in flood peak discharge were attributed mostly to 
anthropogenic land use changes. Subwatersheds were able to rank each as to flooding 
potential.  Huang (2008) evaluated flood hydrographs of 40 rainfall–runoff events in the 
rapidly urbanized Wu-Tu watershed of northern Taiwan. They found strong relationships 
between the impervious surfaces and the calibrated hydrograph parameters. They found 
the time from the peak rainfall event to the peak in the hydrographs has moved from 11 
hours to 6 hours over the 36 year study period as urbanization has increased.  
Randhir (2003) modeled interactions between impervious surfaces and the 
hydrology, disruption to ecosystems, and water quality within watersheds by assigning 
impervious factors to each land use. Impervious factors at a regional scale had varying 
effects on water quality, depending on degree of urbanization and spatial landscape 
characteristics.  Randhir and Hawes (2009) investigate effects of ten policy scenario 
combinations of best management practices (BMPs) on the hydrology, landuse and 
habitat using simulation models. Within 4 years sediment loading increased when 
proportions of agriculture increased and decreased with expansion of high density 
residential areas within the modeled Mill River watershed in western Massachusetts. 
Mussel population exhibited an irregular recovery when increases in sediment loading 
were above the baseline mean from high loading events. Land use activities affected the 
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quality and flow of water, changing hydrologic functions and impaired aquatic 
ecosystems. The model linked land use, overland flow, suspended sediment, to dwarf 
wedge mussel populations.  
Dow (2007) used base flow volume and stream flow flashiness indices to assess 
relationships between land use/cover and storm hydrographs for nine New Jersey 
Pinelands streams. Significant trends in the baseflow index (BFI) and Richards–Baker 
flashiness Index (RBI) indices were found in four streams in more urbanized watersheds. 
The two most urbanized sites showed decreasing baseflow and increasing flashiness.  
Two streams with opposite trends were in watersheds that experienced a slowdown in 
urban growth and changes in wetland agricultural practices. The amount of agriculture in 
wetland areas and artificial lakes/reservoirs were found to influence the base flow and 
stream flow flashiness even indicating that maintenance of wetlands even in relatively 
small areas may be extremely important to the stream ecology in Pinelands areas. 
In southeastern Wisconsin, Wang et al. (2001) found the best predictor of fish 
density, diversity, and biotic integrity was the amount of connected impervious surface. 
They analyzed relationships that exist between amount and spatial patterns of land cover 
with fish communities in 47 small watersheds. The amount of connected impervious 
surface in the watershed was a strong predictor of fish density, species richness, diversity, 
and index of biotic integrity (IBI) score. Impervious surface also had a significant 
correlation to the bank erosion and base flow, but was not significantly correlated with 
overall habitat quality for fish. Nonlinear models demonstrated when imperviousness 
levels within the watershed were less than 8% the number of fish species, IBI score, and 
base flows were all greater than when the imperviousness was between 8 and 12%. The 
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12% value represented a threshold region where minor changes in urbanization could 
result in major changes in stream condition. A similar trend was found in Etowah 
Catchment, Georgia. Roy et al. (2003) showed that increasing urbanization negatively 
correlated with water quality, habitat, and measures of the macroinvertebrate assemblage 
when investigating 30 streams. Strong relationships between catchment land cover and 
stream biota were found with a negative correlation between the amount of urban land 
cover and taxon richness. Good water quality was positively related to forested land 
cover with urban land cover alone explain 29–38% of the observed variation in some 
macroinvertebrate indices. Increases in the amount of urbanization in a catchment 
correlated to the presences of less diverse and more tolerant stream macroinvertebrate 
taxa.  The biotic indices most sensitive to urbanization were taxon richness, EPT richness 
and Invertebrate Community Index.  
Regetz (2003) explained 60% of the variation in recruitment Chinook salmon 
(Oncorhynchus tshawytscha) in the interior Columbia River Basin with the percentage of 
urban land, water quality and sediment flow events.  Regetz used Chinook salmon 
population data from 1980 to 1990 to express the productivity as the mean and maximum 
recruitment rates. This was compared with habitat conditions acquired from land cover, 
land use, water quality and watershed hydrology data at the sub-watershed scale.  
Significant correlations exist between Chinook salmon recruitment and percentage of 
land classified as urban, proportion of stream length failing to meet water quality 
standards, and an index of the ability of streams to recover from sediment flow events. A 
multiple regression using all three of these variables accounts for over 60% of the 
variation in mean salmon recruitment and appear to limit the maximum recruitment rates 
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of salmon. Wigington, et al., (2006) investigated salmon reintroduction efforts in 
intermittent streams in California and found reduced recharge created a loss of 
intermittent stream habitat, negatively effecting Coho salmon populations. Changes in 
recharge rates in intermittent streams in California is related to changes in urban land use.  
In 10 coastal New Hampshire stream sites Deacon et al. (2005) investigated 
water-quality and macroinvertebrate communities’ relationships with urbanization. 
Watersheds had similar geomophological characteristics but varied in the degree of urban 
development. The percent of urban land in a 1 km radial buffer of the sampling site, 
percent of impervious surface, and percent of urban land in the watershed is negatively 
correlated with water-quality, biological conditions and habitat conditions measured as 
mean Ephemeroptera, Plecoptera, and Trichoptera (EPT) taxonomic richness.  
3.3.4 Land use impacts on water sustainability 
The ability to have sustainable water to maintain ecosystem services and 
continued population growth is a global concern. The hydrologic cycle continues to 
deliver freshwater to continents but land use affects the length of time water is present for 
use by ecosystems and humans. Misra (2011) investigated the influence of large scale 
emigrations and urbanization in the Ganges basin supports approximately 42% of the 
total population in India. Rapid urbanization caused changes that affected groundwater 
recharge and modified existing mechanisms for water storage. Urban growth created 
large increases in the production of municipal waste and surface water has been disrupted 
with construction of small natural channels. Water tables in the region experienced 0.20 
m decrease  per year with the quality of the groundwater deteriorating as demand 
increases. With projected increased temperatures of 2 to 6
◦
C due to changes in climate a 
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reduction in precipitation of up to 16% could reduce groundwater recharge by 50% and 
drastically affecting the Ganges basin. There is a need for a more integrated approach to 
sustainable development of water in the region.  
3.3.5 Watershed landscape metrics  
Landscape within a watershed varies spatially and through time with different 
types of land use textures, edges, and complexity. Broussard and Turner (2009) found 
linear correlations over the last century between amount of cropland cover and nitrate-
nitrogen concentration in watersheds with a large range of spatial scales within the 
Mississippi River Basin. Linear relationship exists between amount of cropland and 
nitrate-nitrogen (NN) concentration in riverine systems. The correlation becomes steeper 
at the end of the 20
th
 century with increases in nitrate-nitrogen fertilizer use. Agricultural 
practices for corn cultivation that use increasing amounts of fertilizers and have rapid 
runoff patterns contribute substantially to nitrate-nitrogen concentrations that create 
nutrient rich waterways.  
Wickman et al., (2005) used National Eutrophication Survey (NES) data to 
investigate correlations between nitrogen (N) and phosphorus (P) concentrations and 
land-cover compositions in watersheds within different ecoregions in the U.S.A. NES 
data included percentages of forest (F), cleared(C), agriculture (A), urban (U), range (R), 
wetland (W), and other (O), from 1972 and 1974. Variance of nitrogen (N) 
concentrations was six times larger and phosphorus (P) concentrations were three times 
larger in land-cover composition classes within ecoregions than between ecoregions. 
Variability in land-cover composition from watershed to watershed explained variability 
in N and P concentrations.  
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Wagner et al. (2008) investigated water, nitrate, and timing of Dissolved Organic 
Carbon (DOC) delivery to streams during three Spring storm events in glaciated 
agricultural and mixed land use watersheds in the Midwest. Higher N inputs in the 
agricultural watersheds led to higher stream nitrate concentration during storms. DOC 
concentrations in streams across land uses are influenced by storm characteristics and 
discharge but the DOC quickly increased and decreased with discharge. A mixed land use 
watershed experienced delayed peak in nitrate when compared to the peak in the DOC. 
Nitrate peaks varied in relation to volume of discharge in agricultural watersheds. The 
timing and delivery of nitrate and DOC to streams depends on the connectivity of nitrate 
and DOC reservoirs to streams.  
Lopez et al. (2008) developed forty-six broad-scale landscape metrics to study 
244 sub-watersheds of the Upper White River in the Ozark Mountains of the USA. A 
potential source of total phosphorus (TP) concentration, total ammonia (TA) 
concentration, and Escherichia coli bacteria is identified using landscape metrics. 
Increased presence and reduced fragmentation of forested areas negatively correlated 
with the total phosphorus concentrations and a positive correlation exists between total 
ammonia and proportion of urban land adjacent to streams and urban land within the sub-
watershed. Total ammonia concentration is negatively correlated with proportion of 
riparian forest and riparian buffer zone. Phosphorus, total ammonia and E. coli counts 
were all affected by forest, riparian, and urban attributes within the sub-watersheds.  
Vico and Porporato (2011) analyzed irrigation strategies with respect to 
sustainability, productivity, and economic return, as a function of climate, crop, and soil 
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parameters to develop a valuable metric tool that can be used to minimize the effects of 
climate change on agricultural production. 
3.3.6 Deterioration of Ecohydrology  
Santelmann et al. (2006) used a habitat-change model to compare past, present, 
and future land cover and management practices to assess potential impacts of alternative 
agricultural practices on wildlife in central Iowa, USA. They found ungrazed riparian 
forest; upland forest and wet prairie all had high numbers of native vertebrates. 
Differences in production, water quality, biodiversity, the composition, and 
configurations of habitats changed from the past, present, and in three future alternative 
scenarios. The scenario to increase agricultural production ranked lowest in providing 
habitat for all native taxa. Changes in land use explained the changes in wildlife habitat 
measured by using Biodiversity, Water Quality, and Past historical records.   
Schiff and Benoit (2007) investigate the influence of urbanization on the water 
chemistry, macroinvertebrates, and physical habitats of streams in New Haven, 
Connecticut. Impervious cover greater than 5% impacted stream health and above 10% 
had a constant high impact. A strong relationship exists between water quality and 
available habitat at various spatial scales and a close correlation exists between percent 
impervious area within a 100-m buffer of the stream, water chemistry, diversity of 
macroinvertebrates, and physical habitats variables.  
Steuer et al. (2010) used modeling, and was able to explain 73% (algal), 92% 
(invertebrate), and 79% (fish community) variances using flow magnitude, high-flow 
magnitude, high-flow event frequency, high-flow duration, and rate of change of stream 
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cross-sectional area with stream flashiness in five urban communities in the continental 
United States.  
3.3.7 Modeling 
Gedney et al. (2006) used a land surface model driven by observed climate to 
explain why continental runoff has increased (Labat et al., 2004) through the twentieth 
century.  Climate change was insufficient in explaining streamflow increases, while 
changes in land use have a negligible impact on stream flows. Climate change regional 
variability, deforestation, more solar dimming, and changes to plant transpiration due to 
atmospheric carbon dioxide (CO2) were used to explain the increases in runoff at the 
continental scale. Their model successfully captured the climate driven inter-annual 
runoff variability and found that climate was insufficient in explaining runoff trends in 
the twentieth-century.  
Srivastava et al. (2010) investigated how much water can be sustainably 
withdrawn in Alabama. They were able to determine how the size of the stream 
determines the percentage of the watershed that can be irrigated through surface 
withdrawal. The SWAT model was used to divide the study watershed into 
subwatersheds and identify combinations of land use, soils, and slopes to evaluate the 
feasibility of water withdrawals during the winter months for use during the irrigation in 
the growing season. They found that 11.6 % of first order, 10.3 % of second order and 
10.6% of third order drainage areas could be used for irrigation.  
Brakebill et al. (2003) used Spatially Referenced Regressions On Watershed 
attributes (SPARROW) to generate models that estimated loads of total nitrogen and total 
phosphorus contributions to the Chesapeake Bay watershed. They investigated 
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relationships that exist in deposition rates to changes in the land-surface conditions from 
1987 and 1992 affects the rates of in the watershed. They used nonlinear statistical 
regression models to relate measured stream nutrient loads to nutrient sources. 
Hydrologic network modeling helped illustrate spatial patterns, their sources and the 
percent of the nutrient loads that reach the Chesapeake Bay.  
Johnson et al. (2009) developed a seven step hierarchical approach in building a 
conceptual model to assess potential impacts of climate change on water and watershed 
systems.  The model investigates the influence of land use and climate change on 
precipitation, runoff, and water quality and quantity on the coastal wetlands.  Success of 
the model depends on assessment of available climate data and determination of the scale 
of interest. A sensitivity analysis, scenario planning and formation of a risk management 
assessment for the particular study area are the last three steps. Their framework 
addresses issues that complicate assessments, the identification of linkages that exist 
across spatial and temporal scales and linkages across various scientific and management 
disciplines. 
Krysanova et al. (2007) studied the Elbe River, Germany using the Soil and 
Water Integrated Model (SWIM) to integrate hydrological processes, vegetation/crop 
growth, erosion and nutrient dynamics to assess possible impacts due to climate change. 
They used the MATSALU models for climate and land use change impact assessment in 
their analysis and were able to reproduce local ecohydrological processes that included 
subbasins water table dynamics, nutrient fluxes and influences of vegetation growth at 
multiple scales. Climate change will probably decrease the mean water discharge and 
groundwater recharge in the Elbe basin and increase the uncertainty in hydrological 
 190 
response. The crop yield in the basin is expected to decrease for grains like winter wheat 
and barley but may increase for silage maize.  
Jia et al. (2006) used a physical based hydrological model, WEP-L, for the 
Yellow River basin in China to couple simulations of natural hydrological processes to 
water use processes. The model showed  human activities in the Yellow River basin 
reduced surface water resources and the non-overlapping groundwater resources 
increased adding to the general increases in water resources with the expected increases 
in precipitation. 
Jakeman and Homberger (1993) found it was difficult to model precipitation 
relationships to stream flow with different physical characteristics within a watershed.  
Two components used for the best models were the quickness of flow and a slow flow 
component of runoff and when both were used together a more rigorous model for the 
observed runoff response was created. They found a two-component linear, model using 
four parameters was able to fit well in all of the catchments when two of the components 
were defining a "quick flow" and "slow flow" response within the study catchments was 
a more statistically rigorous way to separate hydrographs and identify parameters to 
explain the response behavior.  
Mueller et al. (2009) modeled the influence of changes in land use over the last 50 
years in the Southern Pre-Pyrenees of Spain and found water and sediment export has 
changed in the region. The WASA-SED model is capable of quantifying the impacts of 
actual and potential environmental change and was used to generate qualitative estimates 
on the relative importance of environmental change on sediment export. They suggest 
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that a 20% decrease in annual rainfall results in a decrease in runoff and a 20% increase 
in rainfall may cause a large export of water and sediment resources out of the catchment.  
Sarangi et al. (2007) researched the effectiveness of using unit-hydrograph 
models to predict the affect land morphology had on fluctuations in base flows and direct 
runoff. They evaluated three models on their ability to provide accurate runoff 
predictions in ungauged watersheds for the St. Esprit watershed, Quebec, Canada, using 
the ArcGISR tool. The ED-GIUH models were more accurate then the GIUH based Clark 
model, and spatially distributed unit hydrograph (SDUH) model for predicting direct 
runoff hydrographs for storm events.  An important use of an effective model is the 
ability to predict direct runoff hydrographs for ungauged watersheds with similar 
geomorphologies. 
McBride and Booth (2005) investigated the effects of urbanization on three urban 
streams in the Puget Sound region using quantitative and qualitative measures of channel 
morphology, estimates of the channel dimensions, and characterization of the bed 
substrate. They used data to characterize the magnitude of urbanization at three spatial 
scales landscape metrics and the connectivity of urban land. Physical stream conditions 
improved in all three streams along the longitudinal scale when moving through intact 
forested or wetland vegetation riparian buffers. Change in hydrologic cycle varied with 
distribution and mix of land use patterns and forested urban lands moderate the impact of 
urbanization on streams.  
3.3.7 Summary of literature review 
 Movement of water through the landscape has carved and weaved a course 
through the geomorphic structures within a watershed. The hydrology of a watershed is 
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determined by many factors and a pattern of flow is affected by temperature, precipitation 
and topography. The hydrographic signature of a watershed is the runoff pattern that is 
influenced by the natural landscape and land use impacts. The mosaic of the landscape 
will determine how and when water moves through the watershed. Ecosystems depend on 
water and when the hydrology within a watershed changes the ecological relationships 
that exist will change. Ecohydrology of watersheds has deteriorated with urbanization 
that changes the hydrology. Modeling relationships between soils, climate, ecosystems 
and geomorphic characteristics is complex.   
 Research discussed uses snap shots of land use measured at specific time periods. 
Using these snap shots of land use to quantifying changes in over time is a relatively new 
source of valuable data.  This research extends present knowledge by using snap shots 
from four different land use periods to develop a forty year land use continuum for the 
study areas. This land use continuum is then used to determine correlations that exist 
between land use and the hydrology present within watersheds over the same time period. 
a forty year period.  
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3.4 Methodology 
Methods begin with a conceptual model, then an empirical model followed by 
analysis methods. Analysis methods include univariate, bivariate and multivariate. The 
last sections are statistical tests used in analysis, GIS analysis and data used in the study.  
3.4.1 Conceptual Model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2: Conceptual model for hydrograph analysis with selected landscape and 
hydrologic metrics. 
Watershed landscape factors 
(Independent variables) 
Hydrologic factors 
(Dependent variables) 
Base Flow Index 
(BFI) 
 
Peak Flow 
 
Recession 
Coefficient 
 
Hydrologic and Ecological 
criteria 
Precipitation 
Land use matrix  
-GIS land use in years 
1971, 1985, 1999, 
2006 
 
 
 
 
Landscape Matrixes 
-Forest fragmentation 
-Patch density 
-Number of patches 
-Edge density 
 
 
Management options 
 
  
  
W
at
er
sh
ed
 L
an
d
 C
o
n
fi
g
u
ra
ti
o
n
 
Management Decisions and 
support 
Duration of 
precipitation 
before Peak 
flow Event 
 
 194 
The conceptual model (Figure 3.2) includes landscape characteristics that are 
expected to influence the hydrology of a watershed. Independent landscape factors are 
described by various metrics gathered from land use data from 1972, 1985, 1999 and 
2006. These surface characteristics influence hydrology and the subsequent hydrograph. 
Changes in hydrologic flow patterns are measured by four different hydrologic variables: 
Base Flow Index, Peak Flow, Recession Coefficient, and Time of Concentration before 
peak flow. The hydrology of the watershed determines quality, quantity and timing of 
water present within a watershed for maintenance of ecosystem services and human 
consumptive needs.  Examples of ecohydrologic factors are increasing or decreasing 
flood events, amount of habitat, invertebrate and vertebrate numbers, and time of 
concentration of water within the watershed. Management policy and the decision 
making processes within a region is influenced by these ecohydrologic factors. Policy 
decisions influence development within the landscape over time and the hydrology. 
3.4.2 Empirical Model 
The general model used to describe the effects of watershed landscape pattern (xj) 
on hydrologic pattern (Yi) will be modeled as: 
        (3.1) 
where Yi is one of the hydrologic pattern metrics (Table 3.1). Several landscape metrics 
(xj) will be modeled to identify their influence on the hydrologic metric.  Flows during 
five years  
Table 3.1 Hydrograph metrics and interpretation. 
Hydrograph Metrics Description  Values 
Peak Flow (PF) Highest discharge for storm event  Cubic feet/second (cfs) 
Time of Concentration (TC) Increasing trend before PF event Days 
Recession Coefficient (RC) Steepness of recession limb  slope/day 
Base Flow Index (BFI) Base Flow after Recession fraction of total flow 
),..,( 1 ji xxFY =
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following the four updated land cover years (1971,1985, 1999, 2006) will be related to 
land cover metrics in each watershed.  Focus will be on models that are statistically 
significant.  The interaction of these independent (landscape pattern metrics) and 
dependent variables (hydrologic pattern metrics) is useful in evaluating a variety of 
watershed conditions. The ecological integrity of the subbasin depends on water quality, 
quantities and flow regime. Other criteria include disturbance regime within the 
watershed that affects extreme events in hydrologic flows. 
3.4.3 Analysis Methods 
3.4.3.1 Univariate 
The initial analysis begins with a statement of the basic statistics for each variable 
listed in Table 3.1. Those statistics are the minimum value for each, maximum value, 
median, mean and the standard deviation. The median value is found by taking all of the 
numerical values in the data set and arranging them in order then picking the one exactly 
in the middle separating the data set in two where each half has the same number of data 
points on each side. The mean is sum of all of the values in the data set divided by the 
number of data points. The standard deviation determines the amount of variation that 
exists between the mean and other values in the data set. It is found using (3.2).  
 
s =
X-X( )
2
å
n-1( )
    
     (3.2) 
When data points are close to the mean the standard deviation is low and when 
there is a large difference between the data points and the mean the standard deviation is 
high.  
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3.4.3.2 Bivariate 
Bivariate analysis was conducted by construction of different graphs investigating 
patterns that exist between the various independent variables and the dependent variable. 
The dependent variables at this research scale are Peak Flow (PF), Recession Coefficient 
(RC), Baseflow Index (BFI) and Time of Concentration (TC).  Best fitting lines are 
assigned to various data displays and equations and R values are determined to examine 
the fit of the data.  
3.4.3.3 Linear equations 
The general linear model used to describe the effects of watershed characteristics 
on the indicator variable Y is displayed as follows: 
12 1 1 2 2 3 3 4 4 5 5 6 6 7 7
8 8 9 9 10 10 11 11 12 12 13 13 14 14
15 15 16 16 17 17
X =( + X + X + X + X + X + X X +
X + X + X + X + X X + X +
X + X + X )
       
      
  

        (3.3) 
Yi is one of the dependent variables that is a measure of surface runoff over 
different periods of time.  The dependent variables represented by Y where Y1 is the 
average base flow index, Y2 the average peak flow for the various time periods, Y3 is the 
average recession coefficient and Y4 is the time of concentration of precipitation before 
the peak flow event.  The independent variables are represented by values of X1 to X17.  
The X1 represents the total area of forested land in the watershed, X1 represents the 
density of all patches within the watershed, X3 represents the largest patch index, X4 
represents the density of edge, X5 represents the landscape shape index, X6 represents the 
area weighted mean, X7 represents the shape index mean, X8 represents the perimeter-
Area Fractal Dimension and X9 represents the Contagion. The X10 represents the percent 
of agricultural land use in watershed, X11 represents the number of parcels of agricultural 
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land use class in watershed, X12 percent of urban landuse class in watershed, X13 number 
of urban parcels in watershed, X14 percent of forest land use class in watershed, X15 
number of parcels of forest land use in watershed, X16 percent of water land use in 
watershed, X17 represents the number of parcels of water land use class in watershed. 
This study investigates waters movement observed in hydrographs after hitting 
the surface of the landscape within HUC 12 size watersheds. Waters movement through a 
watershed depends on the various landscape elements. Impervious surfaces function in 
the Landscape Mosaic Model context as corridors that speed up the movement of water. 
Table 3.2: Independent landscape variables. 
 Variable Description of Independent variables  
X1 Total area of land in the watershed. (TA) 
X2 Patch density (PD) 
X3 Largest patch index (LPI) 
X4 Edge density (ED) 
X5 Landscape shape index (LSI) 
X6 Area weighted mean 
X7 Shape Index Mean 
X8 Perimeter-Area Fractal Dimension(PAFRAC) 
X9 Contagion (CONTAG) 
X10 Percent Agricultural land use class in watershed 
X11 Number of parcels Agricultural land use class in watershed 
X12 Percent Urban land use class in watershed 
X13 Number of Urban parcels land use class in watershed 
X14 Percent Forest land use class in watershed 
X15 Number of parcels Forest land use class in watershed 
X16 Percent water land use class in watershed 
X17 Number of parcels water land use class in watershed 
 
Table 3.2 shows initial landscape metrics determined for analysis. Some of the metrics 
may be correlated but are determined because it is unclear during preliminary analysis 
which metric may be the best for regression analysis. The sum of percent land use classes 
will be 100. Pervious areas increase the movement of water into the ground that 
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eventually transpires into the atmosphere or runs off more slowly from the landscape and 
generally has a longer retention time within the watershed.  
3.4.4 Landscape Metrics 
FRAGSTAT software has four sublevels of landscape descriptions and each have 
different components that can be used to evaluate landscape patterns. The four sublevels 
are Cell-level metrics, Patch-level metrics, Class-level metrics and Landscape-level 
metrics. This research used two levels, the class and landscape level metrics.  Cell level  
Table 3.3 Selected Landscape metrics and hydrologic expectation 
Fragstats Landscape Metrics 
Categories  Abbreviation Hydrologic 
relevance 
Area-Edge 
Total Area (hectares) TA Large patch can have 
higher influence on 
hydrology that 
smaller ones. 
  Largest Patch Index LPI  
  Total Edge TE   
  
Edge Density ED Patch edges influence 
spatial flows 
  Area Weighted Mean AREA_AM   
Shape 
Perimeter-Area Fractal Dimension PAFRAC Complexity of 
landscape affects 
hydrologic flows. 
  
Shape Index mean SHAPE_MN Patch complexity can 
change accumulation 
rates 
Core area Number of Disjunct Core Areas NDCA   
Aggregation 
Contagion CONTAG  Fragmentation index 
Landscape Shape Index LSI Watershed shape and 
land use 
configuration affects 
flows  
Patch Density PD Concentration of 
patches affects flow 
regimes  
Number of Patches NP Affects flow regime 
Aggregation Index AI  
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metrics were used to investigate the spatial context of a particular landuse within a local 
neighborhood. Landscape metrics was used to evaluate the spatial pattern of the entire 
landscape mosaic within the watershed and is a broader measure of heterogeneity within 
the landscape. These metrics measure the overall landscape structure.  
Indices within class level metric are used to quantify amount and spatial 
configuration of each patch type. These metrics determine the degree of fragmentation of 
the patch types within each watershed. Landscape-level metrics investigate aggregate 
properties of the patch mosaic. At the landscape level, watershed fragmentation is a 
process that contiguous classes of landuse are sub-divided over time into smaller, often 
geometrically complex and isolated fragments because of natural processes and human 
land use activity (McGarigal and McComb 1999). Many metrics found within 
FRAGSTATs have counterparts at one of the four levels. For this research we were 
selective on the metric to use because each metric has to be interpreted appropriately to 
explain results. Some of the metrics measure close to the same variable so during the 
preliminary evaluation factor analysis was used to reduce autocorrelations.   
3.4.4.1 Class Metrics 
PLand= Percent of each land class within the watershed. The land use was 
reclassified into four different classes: Agriculture, Forest, Urban and Water.  
3.4.4.1.1 Area-Edge  
 Total Area 
 
1
    
10,000
TA A
 
  
                          (3.4)
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The total area (TA) metric is assessing the size of the watershed area in this research. It is 
equal to the total area of the watershed in meters squared divided by 10,000 in order to 
convert the area to hectares.  
3.4.4.1.2 Largest Patch Index (LPI) 
 
 
 
max
 100    
ija
LPI
A

       (3.5)
 
 
A = total landscape area (m
2
) of the watershed. 
The Largest Patch Index (LPI) equals the area in meters squared (m
2
) of the largest patch 
in the watershed. This largest patch is then divided by total landscape area of the 
watershed (m
2
). This is multiplied by 100 to convert the LPI to a percentage of the 
watershed that is occupied by the largest patch that can range from 0 percent to 100 
percent. This metric is often used to measure the dominance a particular patch found 
within watersheds landscape.  
3.4.4.1.3 Edge Density (ED) 
 
  10,000    
E
ED
A

        (3.6)
 
 
E = total length (m) of edge in landscape, A = total landscape area (m
2
) of the watershed. 
Edge Density (ED) is calculated by taking the sum of the lengths (m) of all edge 
segments within the watershed and then dividing this sum by the total area (m
2
).  This 
value is then multiplied by 10,000 to convert to hectares. If a landscape border is absent, 
ED includes a user-specified proportion of the landscape boundary. The units of this 
metric are in meters per hectare and are greater than 0 and may have a large range of 
values between watersheds. The advantage of ED is different size watersheds can be 
compared because it reports an edge length on a per unit area basis.  
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3.4.4.1.4 Total Edge (TE) 
TE is equal to the total length of edge in the landscape in meters.  
3.4.4.2 Shape Metrics 
3.4.4.2.1 Perimeter-Area Fractal Dimension  
 The Perimeter-area fractal Dimension (PAFRAC) is equal to 2 divided by the slope of 
regression line that is obtained by regressing the logarithm of patch area (m
2
) against the 
logarithm of patch perimeter (m).  The number 2 is divided by the coefficient b1 derived 
from a least squares regression fit to the following equation:  
     0 1ln( ) = b +b *lnarea perimeter       (3.7) 
The metric PAFRAC excludes any background patches and ranges from 1 to 2.  
 
     (3.8) 
 
aij = area (m ) of 2 patch ij.  pij = perimeter (m) of patch ij.  N = total number of patches 
in the landscape.  This PAFRAC value approaches 1 for shapes with simple perimeters 
and as the shapes become more and more convoluted the PAFRAC value approaches 2. 
In these data sets the watersheds all had greater than 10 patches and were large enough to 
meet the requirements and all patches in the landscape were included in the regression of 
the patch area against the patch perimeter.  
3.4.4.2.2 Shape Index Distribution (SHAPE_MN) 
This is the mean value of the PAFRAC for a watershed area. 
 
 
1 1 1 1 1 1
2
2
1 1 1 1
2
ln ln ln ln
ln ln
m n m n m n
j ij ij ij
i j i j i j
m n m n
ij ij
i j i j
N pi a p a
PAFRAC
N p p
     
   
     
     
      
   
   
   
  
 
 202 
3.4.4.3 Core Area 
3.4.4.3.1 Number of Disjunct Core Areas (NDCA) 
c
ijn   is the number of disjunct core areas in patch ij based on a specified edge depth  of 
50 meters.  The NDCA is the sum of the number of disjunct  
1
n
c
ij
j
NDCA n

                          (3.9) 
3.4.4.4 Aggregation 
3.4.4.4.1 Contagion (CONTAG)   
Contagion Index 
                            (3.10)
 
 
where Pi = proportion of the landscape occupied by patch type (class) i.  gik = number of 
adjacencies (joins) between pixels of patch types (classes) i and k based on the double-
count method.  Where m = number of patch types (classes) present in the landscape, 
including the landscape border if present.  CONTAG equals one plus the sum of the 
proportional abundance of each patch type multiplied by the proportion of adjacencies 
between cells of that patch type and another patch type. This is multiplied by the 
logarithm of the same quantity and then summed over each unique adjacency type and 
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each patch type. This is divided by 2 times the logarithm of the number of patch types 
that is then multiplied by 100 in order to convert to percentage. This is summarized as the 
observed contagion over the maximum possible contagion for the given number of patch 
types. The CONTAG approaches 0 when the patch types are maximally disaggregated 
when every cell is a different patch type and interspersed with equal proportions of all 
pairwise adjacencies. CONTAG approaches 100 when all patch types are maximally 
aggregated when the landscape would consist of single patch. The Contagion is inversely 
related to edge density so when the edge density is very low the contagion is high. Using 
these two metrics together will demonstrate correlation between each other.  Landscapes 
with a few large, contiguous patches will have higher values of contagion and landscapes 
with many small and dispersed patches will have lower values of contagion.  
3.4.4.4.2 Landscape Shape Index 
 
    (3.11) 
 
E* = total length (m) of edge in landscape; includes the entire landscape boundary and 
some or all background edge segments.  A = total landscape area (m
2
). Landscape Shape 
Index (LSI) is equal to .25 (an adjustment for raster format) times the sum of the entire 
landscape boundary and all edge segments (m) within the landscape boundary,  divided 
by the square root of the total landscape area (m
2
). The total landscape area (A) includes 
any internal background present. LSI ranges from 1 to no limit and is 1 when the 
landscape consists of a single square patch. The LSI increases as landscape shape 
becomes more irregular and/or as the length of edge within the landscape increases.  The 
landscape shape index standardizes the measure of total edge or edge density and adjusts 
.25E
LSI
A


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for the size of the landscape. A standardized metric like LSI allows for direct comparison 
between different watersheds within this study.   
3.4.4.4.3 Patch Density 
 
    10,000  100   
N
PD
A
      (3.12) 
 
N = total number of patches in the landscape. 
A = total landscape area (m
2
). 
Patch density (PD) equals the number of patches in the landscape, divided by total 
landscape area (m
2
), and multiplied by 10,000 and 100 in order to convert to 100 
hectares. The expression will be the number of patches per 100 hectares. PD is 
constrained by the grain size of the raster image and the maximum PD is when every cell 
is a separate patch.  Patch density again is a good metric for this research because it 
expresses number of patches on a per unit area so it allows PD comparisons between 
different watersheds.  PD does not give information on size and spatial distribution of 
patches within a watershed.    
3.4.4.4.4 Number of Patches 
iNP = n      (3.13) 
NP is equal to the number of patches of a designated patch type. In this research patches 
are designated water, urban, forest or agriculture. There is no limit to the number of 
patches and the metric allows for a comparison over time how the number patches 
changes within a watershed. It is not  as useful in comparisons between watersheds.   
3.4.4.4.5 Aggregation Index 
ii
AI= (100)
max g
iig 
 
 
     (3.14) 
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where gii = number of like adjacencies between pixels of patch type (class) i and maxgii 
= maximum number of like adjacencies between pixels of patch type (class) i  where both 
are based on the single-count method. The single count method is counts each pixel 
adjacency once and the order of pixels is not preserved.  The AI result is expressed as a 
percentage of like adjacencies of pixels of a particular class divided by the total possible 
pixel adjacencies with that particular class. The area of class i is expressed as the number 
of cells equaling Ai and n is the side of the largest integer square smaller than Ai. 
3.4.5 Hydrograph metrics 
There are four metric measures of a peak flow used in this research. The Peak 
Flow (PF) of the event, Recession coefficient (RC), Base Flow Index (BFI) and the Time 
of Concentration (TC) before the peak flow event.  
 
 
 
 
 
 
 
Figure 3.3: Diagram of hydrograph metrics 
The Base flow Index (BFI) is calculated by dividing the base flow by the total flow at the 
time of the event (Formula 3.15).  Total flow for this research is total of peak flow.  
   base-flow index = (base flow / total flow)                 (3.15) 
Peak Flow 
Time of Concentration (days) 
Recession coefficient 
Base Flow 
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Base Flow is the long-term contribution to surface flows from ground water storage.  The 
Peak Flow (PF) of each event was determined from hydrograph peak values for each 
maximum event during the year.  The Time of Concentration (TC) is determined by 
counting the number of days of accumulation before the Peak Flow for each event.  The 
Recession Coefficient (RC) is a determination of the steepness of the recession limb after 
a Peak Flow event. It is determined using expression in Formula 3.16.  
P F
Base of PF
=
Time of recession
RC
 
 
 
      (3.16) 
Each of these hydrograph metrics has a different interpretation. The length of 
Time of Concentration before the Peak Flow for this research is generalized to mean the 
speed surface water moves off the landscape. Shorter Times of Concentration are 
indicative of rapid movement of water from the landscape and could mean more 
correlation with impervious hydrogeomorphology or land use within the landscape. 
These metrics were determined for each gauging station over a 40 year period so a 
change in value of the metric for any particular gauge in this time period is most likely 
from land use change and not from changes in geomorphic characters of the watershed.  
High Recession Coefficient values occur with steeper decline after a Peak Flow 
event. This is interpreted in this research as indicative of more rapid movement of water 
out of the watershed after a storm event and a correlation with pervious surfaces within 
the landscape. Values for each watershed are over a 40 year period.  Trends in an 
individual watershed is indicative of changes in land use and not changes in the 
geomorphic character. The Base Flow Index value will be interpreted in this study as the 
proportion of the total flow contribution coming from the base flow. Again over the 40 
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year period a downward trend in the BFI value would indicate less contribution from the 
base flow and less movement of water into the underground storage within the watershed. 
An increasing trend in the BFI would mean more contribution from the ground water into 
the total flow and indicate more movement of water into the underground storage 
capacity of the watershed.  
Changes in the Peak Flow over time within a watershed if drastically different from 
precipitation trends then more rapid discharge of water from the landscape and an 
increase in the surface flows in the watershed would result.  
3.4.6 Data 
The position of gauging stations within Massachusetts having continuous daily 
data is identified using Mass GIS site (www.mass.gov/mgis/). The location of the 
gauging station is then located using the interactive map United States Geological Survey 
(USGS) Massachusetts StreamStats site at: http://streamstatsags.cr.usgs.gov/ma _ss/de- 
fault. aspx?stabbr=ma&dt =1327548009462. This allowed for delineation of a watershed 
from a particular point on the map and then the shape file could be downloaded for later 
use. Most of the watersheds were delineated using this interactive layer but some 
delineation was completed using ArcGIS and the ArcHydro tools extension. The toolbox 
was acquired from the ESRI website (www.esri.com) and loaded into the toolbox tools in 
ArcGIS 9.3. The program allows the user to select the exact point within the map.  The 
outcome is a raster grid of the drainage area. The daily discharge data for each of the 
gauges is downloaded from the USGS Waterdata site at: http://waterdata.usgs- 
.gov/ma/nwis/inventory. Land use data layers were downloaded from the Mass GIS site 
(MassGIS, 2010) for land use assessment years 1971, 1985, 1999 and 2006. All of the 
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data was standardized by classifying the more recent land use into the 21 land use 
categories used for the older assessment periods. Precipitation stations and time series 
data is collected from the NCDC site of NOAA http://www.ncdc.noaa.gov/data-access.  
3.4.6.1 Data Preparation 
 Each of the watershed shape files is used to clip the four land use assessment 
shape files. These are then reclassified into four classes and converted to rasters that will 
be evaluated using the FRAGSTAT’s software. For the purposes of this study the 
previous 21 land use classifications for 1971, 1985, 1999 and 2006 were reclassified into 
four different land use categories: water, forest, urban and agriculture.  Mining, 
participation recreation, spectator recreation, urban open, transportation, waste disposal, 
and all of the various residential and commercial land use classes were reclassified as 
urban. The cropland pasture and open land was classed as agriculture with the woody 
perennial and forest reclassified as forest. The fourth classification was water and 
wetland, salt wetland, and water based recreation were placed in this class. Water based 
recreation would include beaches and marinas that have some land. For this analysis 
water class describes drainage better than the other three classes.   These processes were 
completed using ArcGis 10.0 software and extensions incorporated in the program. These 
new raster land use files are evaluated for various landscape metrics using FRAGSTAT 
4.0 and these metrics are saved for each watershed for each land use year for analysis.  
 Hydrograph metrics are determined by evaluating hydrographs from each gauge 
and first separating the hydrograph into four five year sections: 1971-1976, 1985-1990, 
1999-2003 and 2006-2010.  The four largest peak flows for each year within each five 
year period is identified and the BFI, PF, TC and RC are determined for each event. At 
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the end of the process each land use assessment period has twenty values of each 
hydrologic metric. An average value for each five year assessment period for each 
hydrologic metric is found. The variation in precipitation was quantified as the 
coefficient of variation for each five year period. The coefficient of variation is the 
standard deviation divided by the mean.  
3.4.6.2 Data processing  
 
Some of the Mass Watershed data needed to be processed before linear 
regressions could be completed because of the lack of fit to a normal distribution. Below 
are the ln x+1 transformed values. Figure 3.4 shows these before and after transformation 
distribution plots. Figure 3.4 A 1 shows the normal distribution of the Recession 
Coefficient. A2 show the normal distribution of the Base Flow Index and A3 shows the 
normal distribution of the Time of Concentration metric. These hydrographic metrics did 
not need to be log transformed. Figure 3.4 B1 shows the Peak Flow before transformation 
and Figure 3.4 B2 shows the log transformed data and normal distribution. Figure 3.4 
C1shows the Total Area (TA) before being transformed and figure 3.4 C2 shows the log 
transformed TA. Figure 3.4 C3 shows the Total Number of Parcels (NP) before being 
transformed and figure 3.4 C4 shows the log transformed NP. Figure 3.4 D1shows the 
Patch Density (PD) before being transformed and Figure 3.4 D2 shows the log 
transformed PD. Figure 3.4 D3 shows the Total Edge (TE) before being transformed and 
Figure 3.4 D4 shows the log transformed TE. Figure 3.4 E1shows the Area weighted 
mean (AREA_MN) before being transformed and Figure 3.4 E2 shows the log 
transformed AREA_MN. Figure 3.4 E3 shows the Range in Patch Area (AREA_RA) 
before being transformed and Figure 3.4 E4 shows the log transformed AREA_RA.    
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Figure 3.4 F1 shows the Number of Disjunct Core Areas (NDCA) before being 
transformed and Figure 3.4 F2 shows the log transformed NDCA. 
3.4.7 Statistical tests used in analysis 
Bivariate correlations are evaluated with construction of scatter plots between two 
variables. The dependent variable is plotted on the y-axis with the independent variable 
on the x-axis.  A best fitting regression line is then drawn through the data and the R
2 
is 
determined.   Types of regressions observed in this study are linear, power, exponential 
and logarithmic. Linear regressions have the following formula:     
y mx b         (3.17) 
where m is the slope and b is the y intercept. Power regressions have the following 
formula: 
by ax        (3.18) 
where a is a coefficient times x the variable and b is the exponent power of explanation. 
The logarithmic correlations have this basic formula: 
ln( )y a x b      (3.19) 
where coefficient a times the natural log of x plus b. The exponential regressions have 
this basic formula: 
bxy ae      (3.20) 
where coefficient a times the e raised to the b times x power.  
Climatic and runoff variables are evaluated using Pearson Correlation matrices 
and Principal Component Analysis (PCA). The Pearson Correlation is used to determine 
the similarity between variables and prevent potential autocorrelation in later regression 
analysis. The closer Pearson correlation approaches either positive (+1) or negative one (-
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1) the stronger the association between the two variables. The PCA is used with many 
variations of variables with formation of eigenvectors to visualize relationships between 
variables. Eigenvalues are used to identify variables that interacted together to explain 
variance in the factors. Eigenvalues greater than 1.0 are significant in explaining variance 
in a factor.  
Linear regressions have the following basic form where a X is the dependent 
variable that is being influenced by a constant plus the sum of the products of coefficients 
times a number of independent variables.  
12 12 22 22 32 32 42 42 52 52 61 61 71 71X = + X + X + X + X + X + X        (3.21) 
 
Standard Error is expressed as the standard deviation within the mean values of the model 
and is expressed as: 
x
n

  .  Standard Coefficient is sometimes called the coefficient 
of variation and is expressed as 
vc


  where coefficient of variation equals the ration 
of standard deviation to the mean. The t statistic is the coefficient of the variable in the 
model divided by its standard error that is an estimate of the standard deviation of the 
coefficient. The p-value is the probability of getting the value of the dependent variable 
by chance without influence of the variables being tested in the regression. Extremely 
small p-values are desired usually under 0.05. The p value can be low and the coefficient 
of the variable could be low demonstrating little influence in predicting the dependent 
variable. There are four levels of critical p-values presented below each of the tables for 
rejection of the null hypothesis.  
Nonlinear regressions include linear, quadratic and interaction terms. The basic 
formula is:   
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2 2
1 2 1 2 1 2+cx +dx x +ex +fxy a bx         (3.22) 
where the linear term is 1 2+cxa bx , the interaction term is 1 2dx x and the quadratic 
terms are
2 2
1 2ex +fx . Statistical analysis of nonlinear regressions includes residual error, 
total error that has degrees of freedom, Type I SS, mean squares, F-Ratio and p-Value for 
the model. Residual error is the difference between a group of observed values and the 
expected values. The first statistic listed analyzing the total error is degrees of freedom 
that is the number of values in the final calculation that are free to vary. Type I Sum of 
Squares Standard is included and it is analyzing the sequential order of the sum of 
squares of the variables included in the model and includes the interaction terms. The 
mean square (MS) is also used in analysis of variance and is the sum of the squares (SS) 
divided by the degrees of freedom
1
totalSSMS
N


.   Refer to Gotelli and Ellison A 
Primer of Ecological Statistics for discussion of Analysis of Variance (ANOVA). The F-
ratio is a portion of an ANOVA table that is the relative difference in sum of squares 
divided by the relative difference in degrees of freedom expressed in formula 
   
 
 
/
/
null alt alt
null alt alt
SS SS SS
F
DF DF DF



    (3. 23) 
The coefficient of determination R
2
 evaluates how well the model fits the data. The closer 
the value gets to 1.0 the better the model fits the data. R
2
 is related to the goodness of fit 
for the model and is used in linear and nonlinear regression analysis and is a measure of 
how well a regression line approximates the data. The formula for the R
2
 is:  
                  
2 1 res
total
SS
R
SS
                       (3.24) 
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where SSres is the residual sum of squares and the SStotal is total sum of squares.  The 
adjusted R
2
 value is a modification to R
2
 that adjusts for the number of terms in the 
model and again the model improves as the adjusted R
2
 value approaches 1.0.   
It is possible to make either a Type I or a Type II error when choosing a model 
during regression analysis.  
Type I error rejecting a null hypothesis when it is correct and should not have 
been rejected. 
Type II error is failing to reject the null hypothesis when it is incorrect.  
Reducing the possibility of a Type I or Type II error involves the use of Durbin Watson 
and AICc statistical tests.   
3.5 Results  
3.5.1 Univariate statistics 
The minimum, maximum, median, arithmetic mean and standard deviation 
statistics for hydrograph metrics: Base Flow Index (BFI), Peak Flow (PF), Recession 
Coefficient (RC) and Time of Concentration (TC) are outlined in Table 3.4. The mean 
base flow index value for all of the watersheds over the time period is .534 with 
minimum BFI value is .336 with a maximum value of 0.708 and a standard deviation of 
.08. There is a distinct trend in the median and mean BFI values where they decreased 
from the 1971-1975 period to the 1999-2003 periods and then increased again in the 
2005-2009 period.  The mean peak flow for the study period is 1872 and the sub periods 
fluctuated every time period. The mean recession coefficient (RC) is 0.175 and the RC is 
0.153 for the 1971-1975, 0.183 for 1985 -1989, 0.173 for the 1999-2003 and 0.185 for 
the 2005-2009 periods.  The time of concentration (TM) is 03.133 days and the TM is 
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3.131 days for the 1971-1975, 3.122 days for 1985 -1989, 3.109 days for the 1999-2003 
and 3.117 days for the 2005-2009 periods.   
Table 3.4: Hydrograph metrics univariate statistics. 
  Cases Min Max Median Mean Std Dev 
Base Flow Index  144 0.336 0.708 0.525 0.534 0.080 
BFI 1971 - 1975 32 0.437 0.699 0.572 0.579 0.078 
BFI 1985-1989 32 0.387 0.660 0.523 0.530 0.072 
BFI 1999 - 2003 32 0.367 0.662 0.497 0.502 0.078 
BFI 2005 - 2009 32 0.336 0.674 0.518 0.513 0.079 
Peak Flow  144 130 14000 1175 1872 2254 
Peak Flow 1971 - 1975 32 156 8260 771 1416 1844 
Peak Flow 1985 - 1989 32 130 13700 1245 1959 2553 
Peak Flow 1999 - 2003 32 179 8010 1115 1527 1587 
Peak Flow 2005 - 2009 32 307 14000 1110 2373 3062 
Rec. coefficients  144 0.044 0.392 0.163 0.175 0.086 
RC 1971 - 1975 32 0.044 0.350 0.133 0.153 0.082 
RC 1985 - 1989 32 0.058 0.390 0.170 0.183 0.090 
RC 1999 - 2003 32 0.049 0.369 0.167 0.173 0.085 
RC 2005 - 2009 32 0.051 0.392 0.165 0.185 0.091 
Time Concentration (TC) 144 1.8 7.2 2.85 3.133 1.062 
TC 1971 - 1975  32 2.05 6.95 2.8 3.131 1.064 
TC 1985 - 1989  32 1.8 6.25 3.075 3.122 1.038 
TC 1999 - 2003  32 1.8 7.2 2.875 3.109 1.098 
TC 2005 - 2009  32 2.1 6.35 2.7 3.117 1.086 
 
Minimum, maximum, median, arithmetic mean and standard deviation statistics for the 
landscape metrics are outlined in Table 3.5. The mean number of patches (NP) was 1734 
with a minimum of 64 and a maximum of 18821 with a large standard deviation of 2511. 
The number of patches is evaluated further by investigating the number of Agricultural 
(AG), urban (UR), Forest (FOR) and water (WA) patches during each time period. 
Trends in mean values for AG saw an increase from 374.9 in the period 1971-1975 to 
561 in the period 2005-2009. Trends in mean values for UR saw an increase from 346.2 
in period 1971-1975 to 1316 in the period 2005-2009. Mean values for (FOR) increased 
from 140.3 in the period 1971-1975 to 465.8 in the period 2005-2009. Trends in mean 
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values for WA saw an increase from 179.1 in the period 1971-1975 to 793.3 in the period 
2005-2009.  
The mean of Largest Patch Index (LPI) for all of the years is 48.42 with a 
minimum of 7.79 and a maximum of 91.76 with a deviation of 24.63. The LPI is 
evaluated further by investigating the index during each time period. The mean values for 
LPI is 47.87 for the period 1971-1975, 46.82 for the period 1985-1989, 46.75 for the 
period 1999-2003, and 53.7 for the period 2005-2009. The mean of Edge Density (ED) 
for all of the years was 73.2 with a minimum of 28.0 and a maximum of 144.9 with a 
deviation of 25.5. The ED is evaluated further by investigating the index during each time 
period. The mean values for ED is 62.7 for the period 1971-1975, 66.72 for the period 
1985-1989, 71.61 for the period 1999-2003, and 95.48 for the period 2005 -2009.  The 
mean Landscape Shape Index (LSI) for all of the years is 724.55 with a minimum of 7.25 
and a maximum of 81.04 with a deviation of 15.02. The LSI is evaluated further by 
investigating the index during each time period. The mean value for LSI is 20.21 for the 
period 1971-1975, 21.60 for the period 1985-1989, 23.32 for the period 1999-2003, and 
31.26 for the period 2005 -2009. The mean Perimeter-Area Fractal Dimension 
(PAFRAC) for all of the years was 1.40 with a minimum of 1.31 and a maximum of 1.49 
with a deviation of 0.03. The mean value for PAFRAC for the period 1971-1975 is 1.391, 
1.395 for the period 1985-1989, 1.398 for the period 1999-2003, and 1.412 for the 2005 -
2009 period. The mean Contagion (CONTAG) for all of the years is 55.96 with a 
minimum of 39.61 and a maximum of 81.85 with a deviation of 10.76. The mean value 
for CONTAG for the period 1971-1975 is 58.25, 56.69 for the period 1985-1989, 55.35 
for the period 1999-2003, and 54.00 for the 2005 -2009 period. 
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The percent of each land use class was determined for each land use time period. 
The mean percent of agricultural land use for the period 1971-1975 is 8.64, for 1985-
1989 is 8.21, for 1999-2003 is 7.19, and for the 2005 -2009 is 5.28. The mean percent of 
forested land for period 1971-1975 is 69.38, for 1985-1989 is 66.39, for 1999-2003 is 
63.34, and for the 2005 -2009 is 67.68. The mean percent of urban use for period 1971-
1975 is 16.93, for 1985-1989 is 20.28, for 1999-2003 is 24.35, and for the 2005 -2009 is 
20.91. The mean percent of water land use class for period 1971-1975 is 5.05, for 1985-
1989 is 5.12, for 1999-2003 is 5.11, and for the 2005 -2009 is 6.12. Other landscape 
metrics are included in Appendix A.  
Table 3.5: Univariate statistics for Landscape metrics  
  Cases Min Max Median  Mean Std Dev 
NP 144 64 18821 766 1738 2511 
NP AG   71 32 17 2437.0 162.5 374.9 501.2 
NP AG    85 32 14 2534.0 165.0 378.9 519.4 
NP AG    99 32 17 2861.0 172.0 400.0 577.9 
NP AG    2005 32 14 3730.0 262.5 561.0 801.6 
NP UR   71 32 20 2174.0 174.0 346.2 465.5 
NP UR   85 32 19 2725.0 213.0 418.8 584.9 
NP UR   99 32 17 3776.0 234.0 536.8 788.8 
NP UR   2005 32 14 8341.0 546.0 1316.0 1775.4 
NP FOR   71 32 9 844.0 58.5 140.3 189.9 
NP FOR     85 32 13 977.0 73.0 168.0 222.9 
NP FOR     99 32 16 1246.0 91.0 209.5 283.8 
NP FOR    2005 32 28 2829.0 163.5 465.8 653.4 
NP WA    71 32 2 1197.0 86.0 179.1 242.1 
NP WA    85 32 1 1264.0 91.0 184.3 252.8 
NP WA    99 32 1 1303.0 93.5 190.4 262.3 
NP WA    2005 32 27 4984.0 325.5 793.3 1034.1 
PD 144 2.46 24.51 5.84 7.24 4.25 
LPI 144 7.79 91.76 47.25 48.42 24.63 
LPI 71 32 10.57 91.76 42.71 47.87 24.44 
LPI 85 32 8.93 90.91 44.04 46.82 24.41 
LPI 99 32 9.00 90.54 44.74 46.75 24.93 
LPI 2005 32 13.45 91.07 57.27 53.70 26.44 
ED 144 28.0 144.9 73.5 73.2 25.5 
ED 71 32 28.0126 90.9209 67.0177 62.719 18.044 
ED 85 32 30.4627 97.2614 72.1894 66.7223 18.463 
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ED 99 32 33.1332 107.729 78.4564 71.6073 19.240 
ED 2005 32 39.715 144.856 100.547 95.4773 31.991 
LSI 144 7.25 81.04 18.62 24.55 15.02 
LSI 71 32 7.2489 49.498 16.2393 20.2122 11.203 
LSI 85 32 7.6344 53.632 16.7034 21.5993 12.050 
LSI 99 32 7.5881 59.2661 17.8984 23.3169 13.114 
LSI 2005 32 8.6233 81.0354 24.0458 31.2625 19.095 
PAFRAC 144 1.31 1.49 1.40 1.40 0.03 
PAFRAC   71 32 1.3126 1.4375 1.3947 1.39063 0.026 
PAFRAC    85 32 1.3216 1.4273 1.3985 1.39464 0.025 
PAFRAC    99 32 1.3269 1.4311 1.40285 1.39778 0.023 
PAFRAC  2005 32 1.3687 1.4849 1.40195 1.4118 0.033 
CONTAG 144 39.61 81.85 54.21 55.96 10.76 
CONTAG  71 32 43.46 81.85 56.76 58.25 11.21 
CONTAG  85 32 43.37 80.26 55.39 56.69 10.83 
CONTAG  99 32 41.71 79.20 51.76 55.35 10.45 
CONTAG  2005   32 39.61 78.82 50.96 54.00 11.75 
PAGRI  71 32 2.87 17.64 8.47 8.64 3.68 
PAGRI  85 32 2.65 17.20 8.02 8.21 3.59 
PAGRI  99 32 2.53 14.59 7.04 7.19 2.99 
PAGRI 2005 32 0.91 12.01 5.00 5.28 2.39 
PFOREST      71 32 25.93 91.86 72.22 69.38 16.01 
PFOREST   85 32 19.84 91.04 69.93 66.39 17.45 
PFOREST   99 32 17.30 90.68 66.64 63.34 18.73 
PFOREST   2005 32 24.73 91.23 69.00 67.68 16.68 
PURBAN     71 32 1.64 63.49 9.88 16.93 15.81 
PURBAN     85 32 2.26 71.92 12.80 20.28 17.91 
PURBAN     99 32 2.98 75.11 18.77 24.35 19.25 
PURBAN    2005 32 1.94 67.85 18.00 20.91 17.30 
PWATER        71 32 0.18 9.43 5.51 5.05 2.30 
PWATER       85 32 0.10 9.61 5.73 5.12 2.33 
PWATER       99 32 0.10 9.71 5.88 5.11 2.34 
PWATER    2005 32 0.82 10.68 6.64 6.12 2.44 
 
3.5.2 Bivariate analysis 
 Figure 3.5 shows bivariate analysis comparing recession coefficients versus nine 
different landscape metrics. Best fitting equations and R
2 
values are included in Table 
3.6. The Largest Patch Index LPI has the largest R
2
 = 0.502 with a power regression line 
that has an increasing positive slope so the larger the patch index the higher the recession 
coefficient. The Landscape Shape Index with a R
2
 = 0.479 with a power regression line  
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Figure 3.5: Bivariate analysis Recession coefficient (RC) versus independent 
landscape metrics. 
 
that has an decreasing negative slope so the higher the LSI value the lower the recession 
coefficient.  The Contagion also has a power regression with an R
2
 = 0.456 showing a 
positive regression with the recession coefficient. When the contagion increases in the 
watershed the recession coefficient also rises.  The other landscape metrics displayed are 
total area of the forest, patch density, edge density, area weighted mean shape index and 
0 
0.1 
0.2 
0.3 
0.4 
0.5 
0 100000 200000 
R
 C
 
Total Area forest 
0 
0.1 
0.2 
0.3 
0.4 
0.5 
0 20 40 
R
 C
 
Patch Density 
0 
0.1 
0.2 
0.3 
0.4 
0.5 
0 50 100 
R
 C
 
L P I 
0 
0.2 
0.4 
0.6 
0 100 200 
R
 C
 
Edge Density 
0 
0.1 
0.2 
0.3 
0.4 
0.5 
0 50 100 
R
 C
 
Landscape Shape Index 
0 
0.1 
0.2 
0.3 
0.4 
0.5 
0 50 
R
 C
 
Area Weighted Mean 
0 
0.2 
0.4 
0.6 
1.2 1.7 2.2 
R
 C
 
Shape Index Mean 
-0.2 
5E-15 
0.2 
0.4 
0.6 
1.3 1.4 1.5 
R
 C
 
PAFRAC  
0 
0.2 
0.4 
0.6 
30 50 70 90 
R
 C
 
Contagion 
 220 
perimeter area fractal dimension that all had low R
2
 values that ranged from 0.02 up to 
0.188. There appears to be correlation with the recession coefficients with these metrics.  
Table 3.6: Best fit equation for bivariate model of landscape metrics versus 
Recession coefficient. 
Recession Coefficient 
  Equation for best fit R
2
 
Total Area y = 1.388x
-0.23
 0.1875 
Patch Density y = 0.2041x
-0.158
 0.0207 
Largest Patch Index y = 0.0147x
0.6287
 0.5021 
Edge Density y = 2.4914x
-0.66
 0.1833 
Landscape Shape Index y = 1.2762x
-0.698
 0.4788 
Area Weighted Mean y = 0.1207e
0.0132x
 0.0363 
Shape Index Mean y = 3.1715e
-2.042x
 0.1498 
Perimeter-Area Fractal Dimension y = 16159e
-8.264x
 0.1661 
Contagion y = 5E-05x
1.9785
 0.4559 
 
Figure 3.6 shows bivariate analysis comparing peak flow versus nine different 
landscape metrics. Best fitting equations and R
2 
values are included in Table 3.7. The 
Total Area of forest in the watersheds has the largest R
2
 = 0.661 with a power regression 
line that has an increasing positive slope so the larger the area of the watershed the higher 
the peak flow. The area weighted mean a similar metric to the total area has an R
2
 = 
0.581 with a linear regression line that has an positive slope so the higher the area 
weighted mean value the higher the peak flow. The other landscape metrics displayed are 
patch density, largest patch index, edge density, landscape shape index, shape index 
mean, perimeter area fractal dimension and contagion all have extremely low R
2
 values 
that range from 0.025 up to 0.306. There appears to be little correlation between the peak 
flow and these landscape metrics.  
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Figure 3.6: Bivariate analysis Peak flow versus landscape metrics. 
 
 
Table 3.7: Best fit equation for bivariate model of landscape metrics versus Peak 
flow.  
Peak Flow 
  Equation for best fit R
2
 
Total Area Forest y = 0.698x
0.7704
 0.6606 
Patch Density y = 1736.6x
-0.226
 0.0132 
Largest Patch Index y = 696.53e
0.0102x
 0.0655 
Edge Density y = 57391x
-0.925
 0.113 
Landscape Shape Index y = 55.173x
0.9961
 0.3058 
Area Weighted Mean y = 0.1225x + 863.39 0.5807 
Shape Index Mean y = 80898e
-2.865x
 0.0925 
Perimeter-Area Fractal Dimension y = 80.027x
7.9076
 0.0245 
Contagion y = 55.864x - 1254.5 0.071 
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Figure 3.7 shows bivariate analysis comparing base flow index versus nine 
different landscape metrics. Best fitting equations and R
2 
values are included in Table 
3.8. The Landscape Shape Index has the largest R
2
 = 0.3984 with a logarithmic 
regression line with increasing positive slope so the larger the landscape shape index the 
higher the base flow index on a logarithmic scale. All the other landscape metrics, Total 
forested area, patch density, largest patch index, edge density, area weighted mean, shape  
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Figure 3.7: Bivariate analysis Base Flow Index (BFI) versus landscape metrics. 
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index mean, perimeter area fractal dimension and contagion had low R
2
 values that 
ranged from 0.002 up to 0.287. There appears to be correlation with the base flow index 
with these landscape metrics.  
Table 3.8: Best fit equation for bivariate model of landscape metrics versus Base 
Flow Index. 
Baseflow Index 
  Equation for best fit R
2
 
Total Area y = 0.0377ln(x) + 0.1721 0.2379 
Patch Density y = 0.5341e
-0.002x
 0.0019 
Largest Patch Index y = -0.0017x + 0.6187 0.2866 
Edge Density y = 0.0574ln(x) + 0.2914 0.0653 
Landscape Shape Index y = 0.0927ln(x) + 0.2521 0.3984 
Area Weighted Mean y = 4E-07x + 0.5309 0.0049 
Shape Index Mean y = 0.3762x
0.8604
 0.1571 
Perimeter-Area Fractal Dimension y = 0.2066x
2.7899
 0.1239 
Contagion y = 0.81e
-0.008x
 0.2827 
 
Figure 3.8 A- I shows bivariate analysis comparing time of concentration versus 
nine different landscape metrics. Best fitting equations and R
2 
values are included in 
Table 3.9: Best fit equation for bivariate model of landscape metrics versus time of 
concentration.  
Time of concentration 
  Equation for best fit R
2
 
Total Area y = 1.2807x
0.0883
 0.0988 
Patch Density y = 0.036x + 2.872 0.0208 
Largest Patch Index y = -0.873ln(x) + 6.3779 0.2623 
Edge Density y = 0.0114x + 2.2992 0.0748 
Landscape Shape Index y = 1.402x
0.249
 0.2177 
Area Weighted Mean y = -1E-05x + 3.2453 0.0325 
Shape Index Mean y = 1.7983x + 0.4601 0.0314 
Perimeter-Area Fractal Dimension y = 9.6551x - 10.385 0.0614 
Contagion y = -2.33ln(x) + 12.469 0.1712 
 
Table 3.9. The largest patch index has the largest R
2
 = 0.2623 with a logarithmic 
regression line with decreasing negative slope so the larger the largest patch index value 
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the lower the time of concentration on a logarithmic scale. All the other landscape 
metrics, Total forested area, patch density, edge  
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Figure 3.8: Bivariate analysis Time of Concentration (TC) versus landscape metrics. 
 
density, landscape shape index, area weighted mean, shape index mean, perimeter area 
fractal dimension and contagion had low R
2
 values that ranged from 0.021 up to 0.218. 
There appears to be correlation with the time of concentration with these landscape 
metrics. 
Figure 3.9 shows bivariate analysis comparing percent and number of patches of 
each landscape class to the base Flow Index (BFI). Best fitting equations and R
2 
values 
are included in Table 3.10. The number of forested parcels has the largest R
2
 = 0.281 
with a positive sloping logarithmic regression line. The percent of water within the 
watershed has a similar R
2
 = 0.2793 value with a positive power regression line forming  
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Figure 3.9: Bivariate analysis Base Flow Index (BFI) versus land class metrics. 
 
Table 3.10: Best fit equation for bivariate model: land class metrics versus Base 
Flow Index.  
Base flow Index 
  Equation for best fit R
2
 
Number Water Parcels y = 0.0228ln(x) + 0.4179 0.1454 
Percent of Water in watershed y = 0.435e
0.0351x
 0.2793 
Number of forested Parcels y = 0.0336ln(x) + 0.3749 0.281 
Percent of forested area y = 0.5989e
-0.002x
 0.0466 
Number of Urban areas y = 0.0228ln(x) + 0.4011 0.1202 
Percent of Urban Areas y = 0.0165ln(x) + 0.4885 0.0412 
Number of Agricultural areas y = 0.038ln(x) + 0.3233 0.2336 
Percent of Agricultural areas y = 0.0711ln(x) + 0.3979 0.1997 
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Base Flow Index will also increase. The other landscape classes had low R
2
 regressions 
that ranged from 0.041 to 0.199 demonstrating low correlation with the other variables. 
Figure 3.10 shows bivariate analysis comparing percent and number of patches of 
each landscape class to the Recession Coefficient (RC). Best fitting equations and R
2 
values are included in Table 3.11. The percent of water within the watershed had  
       
         
Figure 3.10: Bivariate analysis recession coefficient versus independent land class 
metrics. 
a R
2
 = 0.4667 value with a negative logarithmic regression forming the best fit.  The 
number of forested parcels is similar with a R
2
 = 0.395 with a negative sloping power 
regression line forming the best fit. As forested parcels and percent of water within the 
watershed increases the recession coefficient decreases. The other landscape classes had 
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low R
2
 regressions that ranged from 0.094 to 0.208 demonstrating low correlation with 
the other variables.  
Table 3.11: Best fit equation for bivariate model of land class metrics versus 
recession coefficient.  
Recession Coefficient 
  Equation for best fit R
2
 
Number Water Parcels y = -0.026ln(x) + 0.3044 0.1698 
Percent of Water in watershed y = -0.077ln(x) + 0.2887 0.4668 
Number of forested Parcels y = 0.5172x
-0.263
 0.3952 
Percent of forested area y = 0.0761e
0.0104x
 0.1098 
Number of Urban Parcels y = -0.026ln(x) + 0.321 0.1352 
Percent of Urban Areas y = 0.2478x 
-0.189
 0.1236 
Number Agricultural Parcels y = -0.038ln(x) + 0.3829 0.2075 
Percent of Agricultural areas y = -0.052ln(x) + 0.271 0.0935 
 
Figure 3.11 shows bivariate analysis comparing percent and number of patches of 
each land use class to the Peak Flow.  Best fitting equations and R
2 
values are included in 
Table 3.12. The number of agricultural parcels within the watershed had the largest R
2
 = 
0.575 value with a positive power regression forming the best fit. The number of urban 
parcels is similar with a R
2
 = 0.553 with a positive sloping power regression line forming 
the best fit. The number of water parcels is similar with a R
2
 = 0.516 with a positive 
sloping power regression line forming the best fit. As the number of agricultural, water 
and urban parcels increases there is an increase in the peak flow. The other landscape 
classes have low R
2
 regressions that range from 0.002 to 0.158 demonstrating low 
correlation with peak flow.  
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Figure 3.11: Bivariate analysis peak flow versus land class metrics. 
 
Table 3.12: Best fit equation for bivariate model of land class metrics versus peak 
flows.  
Peak flows 
  Equation for best fit R
2
 
Number Water Parcels y = 75.324x
0.5336
 0.5155 
Percent of Water in watershed y = 686.99x 
0.294
 0.0505 
Number of forested Parcels y = 249.26x
0.3125
 0.1577 
Percent of forested area y = 274.06e
0.0204x
 0.1205 
Number of Urban Parcels y = 33.32x
0.6071
  0.5529 
Percent of Urban Areas y = 1614.3e
-0.02x
 0.1227 
Number Agricultural Parcels y = 18.519x
0.7404
 0.5754 
Percent of Agricultural areas y = -26.927x + 2016.3 0.0016 
 
 
 
Figure 3.12 shows bivariate analysis comparing percent and number of patches of 
each land use class to the Time of Concentration. Best fitting equations and R
2 
values are  
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Table 3.13: Best fit equation for bivariate model of land class metrics versus Time of 
Concentration. 
Time of Concentration before Peak flow 
  Equation for best fit R
2
 
Number Water Parcels y = 2.1964x
0.0614
 0.0818 
Percent of Water in watershed y = 2.3691x
0.1531
 0.1641 
Number of forested Parcels y = 0.2912ln(x) + 1.7646 0.1243 
Percent of forested area y = -0.0058x + 3.5077 0.0089 
Number of Urban Parcels y = 1.9192x
0.077
 0.1068 
Percent of Urban Areas y = 0.1503ln(x) + 2.7297 0.0202 
Number Agricultural Parcels y = 1.8265x
0.0894
 0.1006 
Percent of Agricultural areas y = 2.5338x
0.0864
 0.0229 
 
            
  A    B     C 
        
  D    E     F
    
  G    H 
Figure 3.12: Bivariate analysis Time of Concentration versus independent landscape 
metrics. 
included in Table 3.13. All of the land use classes have low correlation with the time of  
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concentration before the peak flow. The percent of water within the watershed had the 
largest R
2
 = 0.164 value with a positive power regression forming the best fit. The 
number of forest parcels had a R
2
 = 0.124 with a positive sloping logarithmic regression 
line forming the best fit. As the percent of water and forest parcels increases there is an 
increase in the time of concentration before the peak flow event. The other landscape 
classes had low R
2
 correlations that ranged from 0.020 to 0.101 demonstrating low 
correlation with time of concentration. 
3.5.3 Multivariate 
 This section is separated into analysis of variables using Pearson correlation and 
Principal Component analysis with determination of Eigenvalues and Eigenvectors and 
concludes with linear regression models.  
3.5.3.1 Analysis of variables 
Pearson correlation matrices and Principal component analysis are used in pre-
analysis of landscape and hydrograph metrics.  Pearson correlation analysis determines 
correlation between variables. Factor Pattern Analysis identifies relevancy of variables to 
principal factors. Pre-analysis reduces the likelihood of using similar variables that are 
highly correlated in multivariate models. The objective of multivariate models is to 
choose the fewest but best variables to explain dependent variables. 
Table 3.5 shows univariate statistics of landscape metrics. Land use class data is 
separated into parcels and percentage of the total land area of watershed that is 
Agricultural, Urban, Forest and Water. Table 3.14 shows a Pearson Correlation matrix for 
these eight metrics. Values within the Pearson correlation matrix that approximate 
positive 1 demonstrate close positive correlation. A 1.0 value in the matrix implies 
perfect positive correlation between the two variables. Values that approximate negative 
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1 demonstrate close negative correlation and a negative 1 value is perfect negative 
correlation. High values of correlation are marked with an asterisk. Urban parcels are 
positively correlated with agricultural parcels (.91) and water parcels (.97).  As the 
number of urban parcels increase the number of water and agricultural parcels increase at 
close to the same rate. Percent of watershed in the urban class is negatively correlated 
with percent of the forest (-.97).  As the percentage of urban land class increases the 
percent of forest decreases at close to the same rate. Percent urban class has negative 
correlation with parcels of water (-.089) but a positive trend with percent of water (.071). 
As the percentage of urban class increases the number of water parcels decreases but the 
size of the water patch appears to increase slightly.  Number of urban parcels is positively 
correlated with number of forest parcels (.696) so number of parcels for each is 
increasing. Increases in parcels of agriculture correlate with a rise in the number of water 
parcels (.832) and the percentage of water (.318).  As number of agricultural parcels 
increases both the percentage and the number of water parcels increases.  
Table 3.14: Pearson correlation of class parcel numbers and percentage of 
watershed. 
  X10 X11 X12 X13 X14 X15 X16 X17 
Percent Agricultural   (X10) 1               
Parcels Agricultural   (X11) .171 1             
Percent Urban            (X12) -.31 -0.19 1           
Parcels Urban             (X13) .013 0.91
*
 -0.178 1         
Percent Forest            (X14) .121 0.124 -0.97
*
 0.134 1       
Parcels Forest            (X15) -.09 0.576 0.280 0.696 -0.321 1     
Percent Water            (X16) -.08 0.318 0.071 0.319 -0.194 0.385 1   
Parcels Water            (X17) -.042 0.832
*
 -0.089 0.97
*
 0.051 0.758 0.352 1 
 
Principal Component Analysis (PCA) of land class variables (Table 3.15) shows 
eigenvalue influence for degree of observed variance in the data explained in two factors. 
The first factor explains 44.63 percent of the variance observed in the data. This factor is 
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weighted heavily with number of parcels water (0.964), parcels urban (.966), parcels 
agriculture (.90) and parcels forest (.812) and appears to explain variance in 
fragmentation.  The second factor explains 28 percent of variance in the data. This factor 
appears to explain percent change in land use and is weighted by percent urban (-0.974) 
and percent forest (0.953).  
Table 3.15: Principal Component Analysis of class parcel numbers and percentage 
of watershed. 
Component Loadings  
Factors 
1 2 
Latent Roots (Eigenvalues) 3.57018 2.26731 
Percent Agricultural          ( X10) 0.012 0.392 
Parcels Agricultural           (X11) 0.900 0.193 
Percent Urban                    (X12) -0.069 -0.974 
Parcels Urban                    (X13) 0.966 0.141 
Percent Forest                    (X14) 0.002 0.953 
Parcels Forest                    (X15) 0.812 -0.372 
Percent Water                    (X16) 0.482 -0.245 
Parcels Water                    (X17) 0.964 0.038 
Variance Explained by Components 3.570 2.267 
Percent Total Variance Explained 44.627 28.341 
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Figure 3.13: Class metrics scree plots and factor loadings. 
 
The scree plot Figure 3.13A shows rapid change in eigenvalues in explaining two factors 
and then decreases rapidly after the third.  Having one less principal factor is 
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recommended when there is a concern about overly defining a solution. The variance of 
the data supports two factors being chosen from analysis of the data set. Factor loadings 
Plot Figure 3.13 B shows relative placement of the eigenvectors for each the two major 
factors identified. The values on the right side of the x-axis are loading for the first factor 
and the top values are loading for the second factor.  
Table 3.16 shows Pearson Correlations between landscapes metrics with the 
highest correlation values marked with an asterisk. The scatter plot (Figure 3.14) visually 
represents Table 3.16. Contiguous area (CONTAG) has a positive (.85) correlation with 
Largest Patch Index (LPI). CONTAG increases when the number similar class 
adjacencies increases and the number of patches decreases, similar to LPI that measures 
percentage of the watershed occupied by the largest patch. Edge Density (ED) has a 
negative correlation (-.84), with CONTAG. As edge density increases in a watershed 
there is an increase in the number of patches that would decrease the CONTAG value. 
The CONTAG is negatively correlated (-.49) with Landscape Shape Index (LSI). 
Increasing LSI values, in a landscape context, the more edge and irregular  the patch 
shape.  As patches become more dispersed LSI increases and the number of like 
adjacencies between patches decreases so CONTAG decreases. CONTAG is negatively 
correlated (-.49)  with Mean of the  shape index so as the mean value of the complexity 
of patch shapes increases the value of COTAG decreases so the number of like 
adjacencies is decreasing with increasing number of patches. LSI increases as the 
landscape shape becomes more irregular and the number of adjacencies between patches 
decreases.  Patch Density (PD) is positively (.80) correlated with ED so as the number of 
patches increases per unit area the density of edge per area also increases.  The Total 
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Area (TA) and the Area weighted Mean (AREA_AM) are positively (.87) correlated and 
are a similar metrics that relate to the total area of the watershed.  
 There are three factors presented in the PCA Table 3.17, the first factor explains 
44.03 percent of the variance in the data. This factor is weighted heavily by Edge Density 
(.914), perimeter-area fractal dimension (PAFRAC) (.775), and Landscape Shape Index 
(.508). These metrics observe similar characters in the patch that relate to amount of edge 
in the landscape. This edge density factor in the data is influenced by fact that as 
complexity of the shape increases the edge density and perimeter-area fractal dimension 
increases. The second factor is weighted by Total Area (.938), Landscape Shape Index 
(.786), and area weighted mean (.859). Larger watersheds have higher area weighted 
mean patch values because of the influences of the total area of the watershed. More 
dispersion is possible between class types in large watersheds measured in higher LSI 
values. This second factor is using factors that are influenced by the size of the 
watershed.  The third factor is weighted by Patch density (0.786), Largest Patch Index  
Table 3.16:Pearson Correlation for landscape metrics. 
   (X3)  (X4)  (X5) (X6)   (X7)  (X8)  (X9)  (X1) (X2) 
LPI                   (X3) 1                 
ED                    (X4) -.63 1               
LSI                   (X5) -.40 0.38 1             
AREA_AM      (X6) .39 -.39 0.39 1           
SHAPE_MN    (X7) -.64 0.13 -0.03 -0.32 1         
PAFRAC          (X8) -0.53 0.65 0.49 -0.15 0.271 1       
CONTAG         (X9) 0.85
*
 -0.84
*
 -0.49 0.34 -0.49 -0.61 1     
TA                    (X1) 0.01 -0.19 0.70 0.87
*
 -0.09 0.08 0.02 1   
PD                    (X2) -.15 0.80
*
 0.35 -0.14 -0.45 0.46 -0.44 -0.10 1 
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Figure 3.14:  Scatterplot of Pearson correlation displayed in Table 3.14. 
 
Table 3.17: Principal Component Analysis landscape metrics 
Component Loadings Factors  
1 2 3 
TA                     (X1) -0.075 0.938 -0.306 
PD                      (X2) 0.574 0.18 0.786 
LPI                     (X3) -0.844 0.084 0.403 
ED                      (X4) 0.914 -0.027 0.337 
LSI                     (X5) 0.508 0.786 -0.076 
AREA_AM        (X6) -0.408 0.859 -0.107 
SHAPE_MN      (X7) 0.402 -0.33 -0.819 
PAFRAC            (X8) 0.775 0.183 0.019 
CONTAG           (X9) -0.945 -0.006 0.14 
Variance Explained by Components 3.963 2.418 1.695 
Percent of Total Variance Explained 44.03 26.863 18.835 
 
(.403) and Edge Density (0.337). As patch density increases edge to patch density also 
increases.  Watersheds that have large patches (LPI) also have a high numbers of patches 
and high patch density values.  This factor is weighted by variables influencing number 
and size of patches.  
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Figure 3. 15: Landscape metrics scree plots and factor loadings. 
 
 
The scree plot Figure 3.15A show steep decreases in eigenvalues for explaining the first 
three factors.  Figure 3.15B shows a three dimensional view of vectors of factor loadings. 
In this view, the top right quadrant is dominated by Patch density and Edge density. The 
left quadrant is dominated by Largest patch index, contagion (CONTAG), Total Area and 
area weighted mean variables. The lower right quadrant has shape mean metric.  
Table 3.18 shows the Pearson Correlations between hydrologic variables.   Peak 
flow and ln of the peak flow are positively correlated (0.829) because both measure peak 
flow but one is log transformed.  Peak flow has a slight negative correlation with base 
flow index -0.018 and time of concentration -0.054. As peak flow increases baseflow 
decreases and days before the peak flow decreases.  Recession coefficient has a strong 
negative correlation with base flow index -0.782 and time of concentration -0.587. When 
recession after a peak flow increases base flow decreases and time of concentration 
decreases. Base flow index is positively correlated with time of concentration 0.367. The 
more days of increasing flow before the peak flow implies an increase in the peak flow 
index.  
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Table 3.18: Pearson correlation matrix for Hydrograph variables  
  Peak Flow Ln Peak Flow RC BFI TC 
Peak Flow 1.00         
Ln of Peak Flow  0.829
*
 1.0       
Recession Coefficient  0.098 -0.0008 1.0     
Base Flow Index (BFI) -0.018 0.112 -0.782
*
 1.0   
Time Concentration (TC) -0.054 0.132 -0.587 0.367 1.0 
 
The scatter plot (Figure 3.16) visibly shows this correlation matrix of the hydrologic 
variables showing the positive and negative trends in the hydrograph metric correlations.   
 
 
Figure 3.16: Scatter plot hydrologic variables. 
 
Table 3.19 shows two principal factors can be explained with hydrograph 
variables. The firsts factor has 43.77% of the variance within the variables is explained 
with Base Flow Index and the time of concentration. This relates to the groundwater 
flows and longer time of concentration implies more water can move to support base 
flows and increase the base fow index. The second factor explains 36.70 percent of the 
variance in the data and is weighted by Peak Flow 0.96 and ln of Peak Flow 0.95. This 
factor explains the peak flow.  
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Table 3.19: Principal Component Analysis for Hydrograph variables. 
Component Loadings Factors 
1 2 
Peak flow -0.02 0.96 
ln of Peak flow  0.15 0.95 
Recession coefficients  -0.93 0.12 
Base Flow Index 0.86 -0.01 
Time of Concentration 0.74 0.00 
Variance Explained by Components 2.19 1.83 
Percent of Total Variance Explained 43.77 36.70 
 
The scree plot (Figure 3.17A) shows a gradual change in eigenvalues between the two  
             
A      B 
Figure 3.17: A scree plot and B Factor Loadings Plot PCA analysis of hydrologic 
variables. 
 
of the hydrologic variables on each of the two factors.  The top quadrant is Peak Flow 
and ln Peak flow and the right quadrant is Base Flow Index and time of concentration. 
The left quadrant is the recession coefficient that has a different relationship in the plot 
then the other variables.  
3.6.3.2 Linear regressions 
 
After completion of Pearson correlation, PCA analysis and investigation of the 
bivariate graphs it was decided to use the LPI, ED, LSI, AREA_AM, SHAPE_MN, 
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PAFRAC, CONTAG, TA and PD in linear regressions to determine their influence on the 
hydrograph metrics. 
Four different hydrograph metrics are measured in this research. Each is treated as 
a dependent variable in different linear regression models. The first series of models 
investigates landscape metrics ability to predict Peak Flows. The second set of models 
predicts Recession coefficient, followed by Base Flow index models and Time of 
concentration predictive linear regression models.   
 Peak Flow models 
Peak flow is the only lg transformed hydrograph variable. Interpreting 
coefficients of log transformed dependent variables is: 
 1 1 *100Y e      (3.25) 
where Y is the dependent variable.  This is interpreted as the dependent variable changes 
by  1 1100 1 100e    percent for one unit increase in X (Yang, 2012). The best 
Peak Flow linear regression models (Table 3.20) use combinations of the following 
landscape metric independent variables: Largest Patch Index (LPI), Perimeter area fractal 
dimension PAFRAC, Edge Density (ED), Landscape Shape Index (LSI),  Mean shape 
(SHAPE_MN), number of urban parcels (NP2) and number of forest parcels (NP3).  
Statistical information for four different models is presented in Table 3.21 and a models 
ability to predict Peak flow behavior is based on AICc value. Values of AICc (Table 
3.21) vary from 205.585 to 193.93 with the lowest value for model PF-3.  Peak Flow 
models (Table 3.20) demonstrate R
2
adj. values ranging from 0.7571 to 0.7571 (Table 
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3.21).  PF-3 is the lowest AICc value of 193.93 and demonstrates a R
2
adj. = 0.7571. The 
regression is explaining 75.71% of variation in the data.  
Coefficients of variables in PF-3 imply that one unit increase in Edge density will 
decrease peak flow 2%. One unit increase in perimeter area fractal dimension will 
increase peak flow by 1400%. Perimeter area fractal dimension ranges from 1< PAFRAC 
>2. Perimeter area fractal dimension ranged from a minimum value of 1.31to a maximum 
of 1.49 (Table 3.5). A more usable interpretation would be for every 0.01 unit increase in 
PAFRAC there would be a 14% increase in peak flow. One unit increase in Landscape 
shape index will increase peak flow 6.00%. LSI is a measure of the perimeter to area ratio 
and is a standardized measure. One unit increase in Largest Patch Index (LPI) will 
increase peak flow 1.17%. Observed values of LPI ranges from 7.79 – 91.76 with a 
median of 47.25 (Table 3.5) and represents the percent area of landscape occupied by the 
largest patch. A one unit increase in the mean shape index will decrease peak flow by 
121.95%. Mean shape index (SHAPE_MN) ranged from 1.25-1.72 with a median of 1.5 
(Appendix A).  A 0.01 unit increase in SHAPE_MN would decrease peak flow 1.219%.  
A one unit increase in forest patches will decrease peak flow by 0.08%. Table 3.21 
presents the fitness of each model to predict Peak Flow.   
Table 3.21 shows p-values for all of the peak flow models are significant at the 
less than 1% level. This indicates there is less than 1% chance of rejecting the Null 
hypothesis that variables used in each model do not predict variance in peak flow data. 
Schwarz Bayesian information Criterion (BIC) is similar to the AIC in that it is a 
criterion used for model selection (Table 3.21). Lower BIC is preferred over the one with 
higher BIC value. The BIC values range from 213.955 – 224.616 with PF-1 having 
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213.955 and PF-3 having 215.536. The two models are very similar but PF-1 does not 
have the SHAPE_MN metric included in the regression. The Durbin–Watson statistic is 
used to detect the presence of autocorrelation and the value of d always lies between 0  
Table 3.20: Linear regression models for ln of Peak Flow. 
PF-1 
Effect Coeff. Std. 
Error 
Std.Coeff. Tolerance t p-Value 
CONSTANT -12.26 3.0821 0.0000 . -3.98 <.001*** 
ED              X4 -0.0187 0.0027 -0.4792 0.422 -7.06 <.001*** 
PAFRAC    X8 13.1145 2.2625 0.3639 0.494 5.80 <.001*** 
LSI             X5 0.06928 0.0061 1.0099 0.243 11.29 <.001*** 
LPI_           X3 0.0168 0.0024 0.4160 0.540 6.93 <.001*** 
NPFOREST  X15 -0.0009 0.0002 -0.3457 0.243 -3.86 <.001*** 
PF-2 
Effect Coeff. Std. 
Error 
Std.Coeff. Tolerance t p-Value 
CONSTANT -10.531 3.2265 0.0000 . -3.26 0.00143 
ED               X4 -0.0239 0.0031 -0.6131 0.338 -7.75 <.001*** 
PAFRAC     X8 14.1803 2.4590 0.3935 0.454 5.77 <.001*** 
LSI              X5 0.04615 0.0040 0.6728 0.624 11.56 <.001*** 
LPI_            X3 0.00951 0.0039 0.2356 0.228 2.45 0.015** 
SHAPE_MN  X7 -1.4377 0.7220 -0.1514 0.366 -1.99 0.049** 
PF-3 
Effect Coeff. Std. 
Error 
Std.Coeff. Tolerance t p-Value 
CONSTANT -11.565 3.0807 0.0000 . -3.7541 <.001*** 
ED                  X4 -0.0213 0.0030 -0.5465 0.320 -7.0683 <.001*** 
PAFRAC        X8 14.2858 2.3386 0.3964 0.454 6.10877 <.001*** 
LSI                 X5 0.06555 0.0064 0.9555 0.217 10.18 <.001*** 
LPI_               X3 0.01172 0.0037 0.2903 0.223 3.13317 0.002** 
SHAPE_MN  X7 -1.2195 0.6890 -0.1284 0.363 -1.7698 0.0792* 
NPFOREST   X15 -0.0008 0.0002 -0.3323 0.241 -3.7301 <.001*** 
PF-4 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT -11.306 3.2413 0.0000 . -3.49 <.001*** 
ED              X4 -0.0209 0.0027 -0.536 0.443 -7.67 <.001*** 
PAFRAC    X8 12.7843 2.3852 0.3548 0.494 5.36 <.001*** 
LSI             X5 0.04965 0.0036 0.7238 0.774 13.69 <.001*** 
LPI_           X3 0.01544 0.0025 0.3822 0.552 6.10 <.001*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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and 4. The general rule of thumb used for Durbin–Watson statistic is that when d value 
approximates 0 there is evidence of positive serial correlation. When d approximates 4 
negative autocorrelation is likely and when d is close to 2 the model is presumed to be 
free of autocorrelation. The Durbin-Watson D-Statistics for the models are: PF-1 (1.37), 
PF-2 (1.46), PF-3 (1.32), and PF-4 (1.52) (Table 3.21).  Interpretation of Durbin-Watson 
the gray area for identifying autocorrelation is between 1.0 and 1.5 or 2.5 -3.0.  All of the 
models are identifying concern for autocorrelation within the data. This is expected 
because of some nested watersheds within the 32 watersheds used in analysis.  
Table 3.21 Linear model statistics for Peak Flow (PF). 
  PF-1 PF-2 PF-3 PF-4 
Multiple of R 0.8733 0.8614 0.8767 0.8565 
Sq. multiple R 0.7626 0.7420 0.7686 0.7336 
Ad. Sq. mult. R 0.7529 0.7314 0.7571 0.7249 
Std. error est. 0.5007 0.5219 0.4963 0.5282 
F-ratio 78.377 70.1638 66.9776 84.672 
p-Value <.001*** <.001*** <.001*** <.001*** 
AIC 193.991 204.652 192.72 206.746 
AIC (Corrected) 194.925 205.585 193.93 207.441 
Schwarz’s BIC 213.955 224.616 215.536 223.858 
Durbin-Watson D-Stat 1.37475 1.46015 1.32305 1.52322 
1st ord. autocor. 0.30644 0.26232 0.33451 0.22816 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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Figure 3.18: Residual plot for PF-3 the best fit model for Peak Flow.  
 Figure 3.18 shows residual plot of PF-3 and the lack of pattern within the 
predicted values. Residuals are showing the observed minus the predicted values for the 
points. Most residual values range between 1 and -1. The model has a slight tendency to 
over predict Peak flow because there are some negative values between -1 and -2.  
 Recession Coefficient (RC) models 
 
High Recession Coefficient values occur with steeper decline after a Peak Flow 
event. This is interpreted in this research as indicative of more rapid movement of water 
out of the watershed after a storm event. The best Recession Coefficient linear regression 
models (Table 3.22) use combinations of the following landscape metric independent 
variables: Largest Patch Index (LPI), Perimeter area fractal dimension PAFRAC, Edge 
Density (ED), Landscape Shape Index (LSI),  Mean shape (SHAPE_MN), percent urban 
parcels (PURBAN), percent of water (PWATER)  and contagion index (CONTAG).  
Statistical information for four different models is presented in Table 3.22 and a models 
ability to predict Recession Coefficient behavior is based on AICc values. Values of 
AICc (Table 3.23) vary from -386.93 to -427.95 with the lowest value in model RC-4.  
Peak Flow models (Table 3.22) demonstrate R
2
adj. values ranging from 0.6505 to 0.74636 
(Table 3.23).  RC-4 is the lowest AICc value of -427.95 and demonstrates a R
2
adj. = 
0.7464. The regression is explaining 74.64% of variation in the data.  
Coefficients of variables in RC-4 imply that one unit increase in Edge density will 
decrease recession coefficient by .00118 and increasing the rate water moves after a peak 
flow. One unit increase in Landscape shape index will decrease recession coefficient 
0.001 and slow the rate water moves after a peak flow. LSI is a measure of the perimeter 
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to area ratio and is a standardized measure. One unit increase in contagion index 
(CONTAG) will increase the recession coefficient 0.00381 and increase the rate water  
Table 3.22: Linear regression models for Recession Coefficient (RC). 
RC-1 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT -0.3338 0.3175 0.0000 . -1.05 0.29523 
ED                     X4 0.00156 0.0004 0.4629 0.210 4.04 <.001*** 
LSI                    X5 -0.0017 0.0004 -0.2889 0.640 -4.41 <.001*** 
CONTAG         X9 0.00644 0.0013 0.8203 0.102 4.99 <.001*** 
LPI                    X3 0.00097 0.0004 0.2782 0.229 2.54 0.0124** 
PURBAN         X12 0.00129 0.0004 0.2622 0.535 3.66 <.001*** 
PAFRAC          X8 -0.0016 0.2362 -0.0005 0.476 -0.01 0.994NS 
RC-2  
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT -0.4476 0.2091 0.0000 . -2.14 0.034337 
ED                      X4 0.00174 0.0005 0.5158 0.143 3.72 <.001*** 
LSI                      X5 -0.0016 0.0004 -0.2719 0.595 -4.00 <.001*** 
CONTAG           X9 0.00678 0.0014 0.8630 0.087 4.86 <.001*** 
LPI                      X3 0.00108 0.0004 0.3103 0.188 2.57 0.011** 
PURBAN            X12 0.00119 0.0004 0.2412 0.434 3.03 0.003*** 
SHAPE_MN       X7 0.04971 0.0851 0.0607 0.254 0.58 0.56NS 
RC-3 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT -0.3359 0.0845 0.0000 . -3.98 <.001*** 
ED                      X4 0.00156 0.0004 0.4626 0.251 4.44 <.001*** 
LSI                     X5 -0.0017 0.0004 -0.289 0.732 -4.74 <.001*** 
CONTAG          X9 0.00644 0.0013 0.8201 0.105 5.08 <.001*** 
LPI                     X3 0.00097 0.0004 0.2783 0.237 2.59 0.010** 
PURBAN          X12 0.00129 0.0003 0.2621 0.545 3.70 <.001*** 
RC-4  
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT -0.114 0.0794 0.0000 . -1.44 0.153327 
ED                        X4 0.00118 0.0003 0.3515 0.243 3.88 <.001*** 
LSI                       X5 -0.001 0.0003 -0.1714 0.659 -3.11 0.002*** 
CONTAG             X9 0.00381 0.0012 0.4846 0.093 3.30 0.0013*** 
LPI                       X3 0.00133 0.0003 0.3826 0.231 4.11 <.001*** 
PURBAN             X12 0.00096 0.0003 0.1942 0.530 3.17 0.002*** 
PWATER             X16 -0.0138 0.0020 -0.3772 0.642 -6.76 <.001*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
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moves after peak flow. CONTAG varied from a minimum of 39.61 to a maximum of 
81.85 with a median of 54.21. Larger CONTAG values implies more aggregation of 
patches. One percent increase in urban land use within a watershed will increase the 
recession coefficient 0.00096 and increase the rate water moves after peak flow. One 
percent increase in the percent water within the watershed will decrease the recession 
coefficient 0.0138 and decrease the rate water moves after peak flow.  
Table 3.23 shows p-values for all recession coefficient models are significant at 
the less than .1% level. This indicates there is less than .1% chance of rejecting the Null  
Table 3.23:  Statistical model comparisons of Recession Coefficient (RC). 
  RC-1 RC-2 RC-3 RC-4 
Multiple of R 0.81673 0.8173 0.81673 0.87083 
Sq. multiple R 0.66705 0.66798 0.66705 0.75834 
Ad. Sq. mult. R 0.65054 0.65152 0.6534 0.74636 
Std. error est. 0.05133 0.05126 0.05112 0.04373 
F-ratio 40.4021 40.5729 48.8832 63.2841 
p-Value <.001*** <.001*** <.001*** <.001*** 
AIC -388.14 -388.5 -390.14 -429.16 
AIC (Corrected) -386.93 -387.29 -389.2 -427.95 
Schwarz’s BIC -365.32 -365.68 -370.17 -406.34 
Durbin-Watson D-Stat 1.68622 1.6528 1.68631 1.81553 
1st ord. autocor. 0.15461 0.17138 0.15456 0.08541 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
hypothesis that variables used in each model do not predict variance in recession 
coefficient data. Schwarz Bayesian information Criterion (BIC) is similar to the AIC in 
that it is a criterion used for model selection (Table 3.23). Lower BIC is preferred over 
the one with higher BIC value. The BIC values range from -365.32 – - 406.34 with RC-4 
having - 406.34 so this agrees with the AICc of -427.95. Both are choosing the same 
model for the lowest value. The Durbin–Watson statistic D-Stat ranges from 1.6528 – 
1.8155 and appears to be implying less possibility of autocorrelation than the Peak Flow 
linear regression models. 
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Figure 3.19: Residual plot for RC-4 
Figure 3.19 shows residual plot of RC-4. There is a pattern in the area of the 
model over predicting. When recession coefficients are low the model appears to make 
more accurate estimates than when recession coefficient increases. This creates a vague 
piece of pie shape widening to the right of the plot.  The values stay within the -0.1 to 0.1 
ranges.    
 Base Flow Index (BFI) 
The Base Flow Index value is the proportion of total flow contribution coming 
from the base flow and values range from 0.336 to 0.708 (Table 3.4). The best Base Flow 
Index linear regression models (Table 3.24) use combinations of the following landscape 
metric independent variables: Edge Density (ED), Landscape Shape Index (LSI), Mean 
shape (SHAPE_MN), percent urban parcels (PURBAN), percent of water (PWATER), 
percent forest (PFOREST) and contagion index (CONTAG).  Statistical information for 
four different models is presented in Table 3.25 and a models ability to predict Base Flow 
Index behavior is based on AICc values. Values of AICc (Table 3.25) vary from -394.91 
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Table 3.24: Linear Regression models for Base Flow Index (BFI) . 
BFI-1 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT 1.02604 0.1988 0.0000 . 5.16 <.001*** 
ED                          X4 -0.0009 0.0005 -0.2783 0.1116 -1.78 0.073* 
CONTAG              X9 -0.0031 0.0016 -0.4189 0.0610 -1.99 0.049** 
LSI                         X5 0.0022 0.0004 0.3969 0.6068 5.93 <.001*** 
PURBAN               X12 -0.0068 0.0016 -1.4776 0.0238 -4.37 <.001*** 
SHAPE_MN          X7 0.16918 0.0713 0.2208 0.3139 2.37 0.019** 
PFOREST             X14 -0.0063 0.0018 -1.3331 0.0196 -3.58 <.001*** 
BFI-2 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolerance t p-
Value 
CONSTANT 0.80753 0.1982 0.0000 . 4.07 8.2E-05 
ED                         X4 -0.0017 0.0005 -0.5436 0.1441 -3.78 0.00024 
CONTAG              X9 -0.0067 0.0012 -0.9046 0.1039 -5.34 0 
LSI                         X5 0.00216 0.0004 0.3899 0.6074 5.57 0 
PURBAN               X12 -0.0014 0.0004 -0.2987 0.4448 -3.65 0.00039 
SHAPE_MN          X7 0.1348 0.0740 0.1759 0.3197 1.82 0.0709 
BFI-3 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolerance t p-
Value 
CONSTANT 0.57871 0.2139 0.0000 . 2.71 0.00781 
ED                         X4 -0.0013 0.0005 -0.4255 0.1299 -2.87 0.00484 
CONTAG             X9 -0.0052 0.0014 -0.7011 0.0842 -3.81 0.00022 
LSI                       X5 0.00198 0.0004 0.3572 0.5865 5.12 1E-06 
PURBAN             X12 -0.0014 0.0004 -0.2938 0.4445 -3.67 0.00037 
PWATER             X16 0.00601 0.0024 0.1754 0.5959 2.53 0.01255 
SHAPE_MN        X7 0.19484 0.0762 0.2543 0.2888 2.56 0.01176 
BFI-4  
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT 1.42141 0.1106 0.0000 . 12.86 <.001*** 
ED                      X4 -0.0017 0.0004 -0.5256 0.2016 -4.44 <.001*** 
CONTAG          X9 -0.0054 0.0012 -0.7411 0.1042 -4.51 <.001*** 
LSI                    X5 0.00183 0.0003 0.3306 0.7351 5.34 <.001*** 
PURBAN          X12 -0.006 0.0015 -1.2931 0.0251 -3.86 <.001*** 
PFOREST         X14 -0.0057 0.0018 -1.2143 0.0200 -3.23 0.002*** 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
to -405.55 with the lowest value in model BFI-1.  BFI models (Table 3.24) demonstrate 
R
2
adj. values ranging from 0.6215 to 0.65501 (Table 3.25).  BFI-1is the lowest AICc 
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value of -405.55 and demonstrates a R
2
adj. = 0.65501. The regression is explaining 
65.50% of variation in the data.  
Coefficients of variables in BFI-1 imply that one unit increase in Edge density 
will decrease the BFI by .0009%, reducing baseflow. One unit increase in the contagion 
index (CONTAG), increasing aggregation, will decrease the BFI 0.0031%. One unit 
increase in Landscape shape index will increase BFI 0.0022%.  One percent increase in 
urban area will decrease the BFI 0.0068% and one percent increase in percent of forest 
will decrease BFI 0.0063%. A one unit increase in SHAPE_MN will increase the BFI 
0.169 percent.   
Table 3.25: Statistical model comparisons of Base Flow Index (BFI). 
  BFI-1 BFI-2 BFI-3 BFI-4 
Multiple of R 0.81934 0.79776 0.80916 0.80994 
Sq. multiple R 0.67131 0.63642 0.65474 0.65601 
Ad. Sq. mult. R 0.65501 0.62152 0.63762 0.64191 
Std. error est. 0.04773 0.04999 0.04892 0.04863 
F-ratio 41.1882 42.7099 38.2439 46.5321 
p-Value <.001*** <.001*** <.001*** <.001*** 
AIC -406.76 -395.84 -400.46 -402.93 
AIC (Corrected) -405.55 -394.91 -399.25 -402 
Schwarz’s BIC -383.94 -375.88 -377.65 -382.97 
Durbin-Watson D-Stat 1.53862 1.41096 1.39388 1.44339 
1st ord. autocor. 0.22171 0.2931 0.29774 0.2689 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
Table 3.25 shows p-values for all BFI models are significant at the less than .1% 
level. This indicates there is less than .1% chance of rejecting the Null hypothesis that 
variables used in each model do not predict variance in BFI data. Schwarz Bayesian 
information BIC values range from -375.88 – - 383.94 with BFI-1 having - 383.94 so this 
agrees with the AICc of -405.55. Both are choosing the same model. The Durbin–Watson 
statistic D-Stat ranges from 1.3938 – 1.5386 and appears to be implying autocorrelation 
may be affecting BFI models.  
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Figure 3.20: Residual plot for BFI-1 
Figure 3.20 shows a residual plot of the BFI-1 model. There is no apparent pattern 
in the distribution of residuals. Most residual values stay within the -0.1 to 0.1 ranges and 
the maximum under predicting is 0.1.   The model is tending to over predict BFI since 
some residuals are in the range of -0.1 - -0.2.  
 3.5.3.2.4 Time of Concentration (TC) 
The Time of Concentration (TC) value time of precipitation build up before the 
peak flow event this is hypothesized to be influenced by land use. Soils with ability to 
absorb moisture will have longer TC periods than impermeable surfaces. Impermeable 
surfaces will discharge water to surface runoff faster than soils that absorb moisture or 
allow water to move into the ground.  Time of concentration is measured in days and 
range from 1.8 to 7.2 days with a median of 2.85 days. The best TC linear regression 
models (Table 3.26) use combinations of the following landscape metric independent 
variables: Landscape Shape Index (LSI), Largest Patch Index (LPI), number of urban 
parcels (NPURBAN), number of forest parcels (NPFOREST) and contagion index 
(CONTAG).  Statistical information for four different models is presented in Table 3.27 
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and a models ability to predict Base Flow Index behavior is based on AICc values. 
Values of AICc (Table 3.27) vary from 340.794 – 338.651with the lowest value in model 
TC-2.   TC models (Table 3.26) demonstrate lower R
2
adj. values than other hydrologic 
Table 3.26: Linear regression models for Time of Concentration (TC). 
TC-1 
Effect Coeff. Std. Error Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT 1.91236 0.69109 0 . 2.767 0.006** 
CONTAG       X9 0.00146 0.00961 0.01525 0.55645 0.152 0.87NS 
LSI                  X5 0.06189 0.01113 0.85791 0.23546 5.561 <.001*** 
NP URBAN   X13 -0.00056 0.00013 -0.58036 0.29334 -4.199 <.001*** 
TC-2 
Effect Coeff. Std. Error Std. Coeff. Tolerance t p-Value 
CONSTANT 2.01413 0.171 0 . 11.778 <.001*** 
LSI                 X5 0.06076 0.00827 0.8423 0.42305 7.3481 <.001*** 
NP URBAN  X13 -0.00055 0.00011 -0.56873 0.42305 -4.962 <.001*** 
TC-3 
Effect Coeff. Std. 
Error 
Std. 
Coeff. 
Tolerance t p-Value 
CONSTANT 2.04672 0.20634 0 . 9.92 <.001*** 
LSI                   X5 0.05839 0.01176 0.809 0.211 4.97 <.001*** 
NP URBAN    X13 -0.00055 0.00011 -0.573 0.416 -4.94 <.001*** 
NP FOREST  X15 0.00011 0.00039 0.042 0.257 0.285 0.776NS 
TC-4 
Effect Coeff. Std. Error Std. Coeff. Tolerance t p-Value 
CONSTANT 2.14364 0.36344 0 . 5.899 <.001*** 
LSI                   X5 0.05794 0.01085 0.80312 0.2474 5.340 <.001*** 
NP URBAN  X13 -0.00052 0.00014 -0.53576 0.28146 -3.79 <.001*** 
LPI                 X3 -0.00169 0.00417 -0.03967 0.58096 -0.41 0.687NS 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
  metric linear regression models and have a range of 0.2885 to 0.2941 (Table 3.27).  TC-
2 is the lowest AICc value of 338.651 and demonstrates a R
2
adj. = 0.2941. The regression 
is explaining 29.41% of variation in the TC data.  
Coefficients of variables in TC-2 imply that one unit increase in Landscape Shape 
Index will increase the TC by .06076 days. LSI measures the perimeter to area ratio and 
as the value of the LSI increases the more dispersed are patches in the landscape. One 
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unit increase in the number of urban parcels decreased the TC 0.00055 days. The 
explanatory nature of the model is confusing because most new parcels created over the 
time frame of the study were urban parcels. An increase in LSI values would be cause 
predominantly from an increase in urban parcels. The two metrics have opposite 
correlations in determining trends in Time of concentration.  
Table 3.27: Statistical comparisons of Time of Concentration (TC) models. 
  TC-1 TC-2 TC-3 TC-4 
Multiple of R 0.5526 0.5524 0.5528 0.5533 
Sq. multiple R 0.3053 0.3052 0.3056 0.3061 
Ad. Sq. mult. R 0.2885 0.2941 0.2888 0.2893 
Std. error est. 0.8933 0.8898 0.8931 0.8928 
F-ratio 18.1660 27.4519 18.1937 18.2333 
p-Value <.001*** <.001*** <.001*** <.001*** 
AIC 340.302 338.326 340.242 340.157 
AIC (Corrected) 340.794 338.651 340.734 340.649 
Schwarz’s BIC 354.562 349.734 354.502 354.417 
Durbin-Watson D-Stat 2.37743 2.37672 2.38306 2.36202 
1st ord. autocor. -0.18954 -0.18916 -0.19217 -0.1818 
*** Significant at the 1% level; **= 5% level; *= 10% level; NS = Not significant 
 
Table 3.27 shows p-values for all TC models are significant at the less than .1% 
level. This indicates there is less than .1% chance of rejecting the Null hypothesis that 
variables used in each model do not predict variance in TC data.  BIC values range from 
354.562 – 349.734 with TC-2 having 349.734 so this agrees with the lowest AICc of 
338.651. Both are choosing model TC-2. The Durbin–Watson statistic D-Stat ranges 
from 2.377 – 2.362 and appears to be imply less autocorrelation may be affecting these 
TC models. 
Figure 3.21A shows a residual plot of the TC-2 linear regression. There is a 
pattern in the distribution of residuals and a broad range of either over predicting or under 
predicting. The model is under predicting by as much as three days and over predicting 
by as much as two days. Figure 3.21B shows a fitted model plot for the two predictive 
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independent variables.  The plane shows how increases in LSI is apparently causing 
increases in the Time of Concentration and increases in the number of urban parcels is 
causing a decrease in Time of Concentration. 
 
 
A                                                       B 
Figure 3.21: Residual plot for TC-2 and Fitted Model Plot 
3.5.4 Discussion 
Four different land use periods were used in this research and the most recent 
2006 had different methodology and 37 land use classifications. These 37 land use class 
were reclassified into four land use classes. Accuracy of the reclassified data could have 
created part of the change observed between the 1999 and 2006 land use classifications. 
Review of research goals and FRAGSTAT variables will reduce redundancy in 
variables used in analysis.  Some of the landscape metrics needed to be lg transformed 
and when interacting with Peak Flow, a lg transformed dependent variable, interpretation 
of the results becomes difficult.  When using lg transformed dependent and independent 
variables extra care needs to be taken for interpretation. Linear regressions completed for 
this study did not use lg transformed independent variables because of difficulty in 
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interpretation. FRAGSTAT generates many similar landscape and class metrics and using 
area weighted landscape metrics is more informative in this research.  Using contagion 
index (CONTAG) and edge density (ED) together in a regression may introduce 
autocorrelation into the model fit. In future analysis mean patch fractal dimension 
(FRAC_MN) should be used as well as PAFRAC to acquire an area-weighted mean 
patch fractal dimension at both the class and landscape levels.  
Pearson correlation is used in this research to investigate relationships between 
landscape metrics or between hydrologic metrics but not between them. Analysis using 
Pearson correlation matrices that investigates relationships of landscape metrics to each 
hydrograph metrics would be beneficial. This would give information on relationships 
that exist between a particular hydrologic metric and independent variables before 
completing linear regressions. This would also help identify landscape metrics that are 
autocorrelated and metrics that are either negatively or positively correlated with the 
specific hydrograph metric. 
Of the four hydrograph metrics linear regressions of the lg of Peak Flow is at first 
the easiest to interpret. The best linear regression model presented explains 75.7% of the 
variation in the Peak Flow variable. Largest Patch Index (LPI) is an area weighted metric 
that is the percentage of a watershed occupied by the largest individual patch. As LPI 
increases peak flow increases (1.17%). This metric does not indicate type of class 
occupied by the largest patch. Interpretation is different depending on whether the largest 
patch is urban, forest, agriculture or water. The SHAPE_MN metric is influential in 
explaining behavior of Peak Flows and is another area weighted metric that is the 
perimeter of patches divided by the square of the area. A tenth of a unit increase in the 
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mean shape index will decrease peak flow by 12.195%. This implies a strong relationship 
between increasing perimeter edge and decreasing peak flow. This is counter intuitive 
because increasing perimeter implies increasing fragmentation and data suggests there 
has been an increase in urban fragments with a decrease in forest area over the study 
period.  
The best fitting linear repression model to explain Recession Coefficients (RC) is 
able to explain 74.6% of the variation in the data. Edge density is often inversely 
correlated with contagion index that is not observed in this analysis. Edge density will 
increase recession coefficient by .00118, increasing the rate water moves after a peak 
flow and one unit increase in contagion index (CONTAG) is found to also increase the 
recession coefficient 0.00381. CONTAG is affected by dispersion and interspersion of 
like adjacencies. So the ED may increase but CONTAG may stay constant because the 
landscape of the same class is being fragmented but adjacencies are staying the same. 
Forest patches can be fragmented by roads thus increasing edge but adjacencies between 
classes could stay the same. This could relate to the method of reclassification of the land 
use layers or scale of the data for each land use data set. Further evaluation of differences 
between FRAGSTAT metrics will clarify interpretation of the results.  
Baseflow Index (BFI): hard to interpret exactly what is going on when an increase 
in both percent of urban and percent of forest both decrease the Base Flow Index. These 
two landscape classes may be autocorrelated and further analysis may give more 
interpretative information. 
Time of Concentration (TC): again is hard to interpret because of the apparent 
conflicting interaction between the Landscape Shape Index metric and number of urban 
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parcels.  The relationship between the two can be explained.  the shape of the landscape 
tends to become more complex with fragmentation. Much of the change in the land use 
over the study period has been with increasing urban land use and a decrease in forest 
land use. As the number of urban land use parcels increases the shape of the landscape 
also increases. Interpretation of the correlation between longer time of concentration 
before a peak flow and increasing complexity of the landscape will need further analysis. 
Further analysis can investigate trends East, middle and western Massachusetts in 
the different land use years 1971, 1985, 1999 and 2006.  How has each region of the state 
changed over time?  Is the change observable in landscape and hydrograph metrics? Are 
state policy and legislation changes that changed land use and is it measurable in the 
analysis of trends?    
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3.6 Conclusion 
 Univariate statistics demonstrated some interesting trends in the mean values. The 
BFI showed a mean value of .579 and decreased in 2003 to .502 and then began 
increasing again during the next period. This could be a signal that conservation efforts 
within the state and preservation of more open space areas may be increasing the 
baseflow. Reforestation of the region may be affecting trends seen in the univariate 
statistics. The recession coefficient demonstrated a similar trend beginning at .153 in the 
70s increasing to .183 and apparently stabilizing in the .183 range. The higher the value 
for the recession coefficient implies the water is moving off of the landscape faster than it 
was in the beginning years of the study.  The degree of fragmentation was evident in the 
univariate statistics with all metrics showing number of parcels having increasing trends. 
The number of urban parcels increased the most sharply Edge density and the Landscape 
Shape Index increased over the same time period  also an indication of  more complex 
shapes.  
This regional scale watershed analysis investigated the influence of land use 
metrics on hydrologic characters in a temporal period from 1971 to 2009 in watersheds 
within Massachusetts, U.S.A. Time of concentration, recession coefficient, base flow 
index and peak flow were assessed for the five largest discharges per year for the five 
year period following each state assessment of four different land use trends, 1971, 1985, 
1999 and 2006 for 36 diverse watersheds within Massachusetts. FRAGSTAT’s was used 
for determining landscape metrics for each land use year for each watershed. Highly 
significant linear modeling (adj. R
2
=.774) is able to explain peak flow response with 
PAFRAC, patch density, mean shape of patch and CONTAG landscape metrics. Linear 
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modeling is able to significantly explain (adj. R
2
= .678) recession coefficient values with 
LPI, ED, CONTAG, Mean area class, Time of concentration, total area of watershed and 
LSI metrics. Linear models were able to significantly explain (adj. R
2
= .595) base flow 
index values with mainly patch density and CONTAG. Time of concentration was the 
least well explained with (adj. R2= .379) but significant linear modeling that  incorporate 
total area of watershed, LPI and mean area as the highest explanatory variables.   
Studying watershed management at the state level has many benefits. Land use 
laws are often administered by the state and permits are given to the communities by the 
state. The states often have more ability to manage the watersheds that are totally within a 
particular state. When a watersheds drainage area moves between two states or between a 
state and a country like some of the watersheds in along the northern border and southern 
borders of the United States management becomes more difficult.  There are many 
critical issues as we face increasing stress from human population growth, land use, and 
climatic change that influences the hydrology present within watersheds. There are a 
number of policy recommendations that can deter some of the affects of urban growth 
and increase the availability of water.  Economic policies to encourage development in 
specific regions of a watershed and not in others can shape land use development. This 
would institutionally realize the value of more protection for habitats that are critical to 
long term sustainable water resources. Using BMPs, urban forestry methods, and spatial 
targeting based on impervious cover can mitigate the negative effects of urbanization in 
watersheds.  
Further research is needed to evaluate how land use configurations within small 
watersheds affect hydrologic response. Information gained will be useful in modeling 
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ecohydrological behavior within other watersheds around the world.  Information gained 
from this research will assist in development of future research goals. Valuable policy 
and management objectives can be discussed with information gained from this research.  
States like Massachusetts have increasing population density along with urban 
growth that is fragmenting the landscape. Fragmentation influences the hydrology of the 
region. Developing policy that reduces the impacts of fragmentation would benefit water 
balance within watersheds. This would improve the ability of watersheds to provide 
ecosystem services and maintain quantities of quality water for human needs.  
Encouragement of open space policy at the state and community scales will benefit water 
sustainability goals.  This could reduce flashiness of runoff events, stream scouring, 
flooding and increase the retention time water is present within the watershed.  Many 
communities require retention ponds in new construction areas and continued 
requirements for the use of retention ponds to assist the movement of water into the 
ground will help reduce the impacts of changes in land use.  
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CHAPTER 4 
ECOHYDROLOGICAL IMPACTS OF LAND USE AND CLIMATE CHANGE 
ON COASTAL WATERSHED PROCESSES 
4.1 Introduction 
Land use and changes in climate will strongly influence coastal ecosystems (United 
Nations, 2004). Coastal ecosystem primary productivity depends on dissolved nutrients 
coming from riverine discharges, surface ocean currents, upwelling, and from continental 
runoff (Eilola et al. 2012; Villegas-Ríos e al. 2011). Nitrogen, phosphorus and dissolved 
organic carbon (DOC) are common nutrients carried in runoff (Cronan, 2012). These 
dissolved nutrients influence primary productivity in coastal ecosystems (Howarth et al., 
1996; Driscoll et al., 2003). The sources of these nutrients are defined by land use 
patterns and watershed hydrology (Lee et al., 2013). Even small changes in dissolved 
nitrogen, phosphorus and DOC can change levels of primary productivity in coastal 
environments (Kemp et al., 2005; Kemp et al., 2009). Runoff patterns and subsequent 
nutrient flows change with climatic variables like temperature and precipitation (Puckett, 
1995). There is lack of watershed scale research investigating ecohydrological influences 
of land use and climate impacts in watersheds affecting primary productivity of coastal 
systems.  
Coastal wetlands play a major role in providing ecosystem services that include food, 
fuel, filtering of water, increased biodiversity, and recreation spawning areas for aquatic 
life that aids fisheries industries (Costanza et al., 2011). The fisheries industry, in the gulf 
coast region alone of the United States in 2010 generated approximately $639 million 
worth of commercial fish and shellfish (EPA, 2010).  Protective services provided by 
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coastal wetlands were estimated to have reduced the damaging effects of hurricanes by 
US$ 33,000 per hectare (Costanza et al., 2008). These protective services will become 
increasing valuable with possible sea level rising and an increased incidence of hurricane 
events along many shorelines as a result of climate change. Coastal watersheds will 
experience impact from climate change as sea levels rise and urban growth continues in 
coastal areas. 
Land use practices influence quality and quantity of water resources, especially 
timing and amounts of runoff and sediments. Understanding these effects will help 
preserve the invaluable ecosystem services provided by coastal ecosystems. This research 
uses an ecohydrologic, multiscale watershed framework to investigate linkages between 
land use patterns and climate changes on watersheds systems affecting coastal ecosystem 
productivity. This research is unique because it evaluates the influence of runoff from 
coastal watersheds on coastal loadings of suspended solids (SS), total nitrogen (TN) and 
total phosphorus (TP). The coastal loadings of (SS), (TN) and (TP) on coastal wetlands 
will change as climate changes and urbanization continues. This research will provide 
insight into how urban coastal watersheds may influence coastal environments as 
population increases and climate changes. This research will provide valuable 
information needed to develop policy to minimize the impacts of climate change and 
population growth on coastal cities and still maintain ecosystem services in these 
valuable coastal regions.  
4.1.1 Objectives and hypotheses  
The general objective of this chapter is to evaluate land use and climate impacts 
on watershed processes affecting coastal primary productivity. Specific objectives are: 
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(i) to simulate watershed processes to quantify baseline water flows and water quality; 
(ii) to assess dynamic impacts of watershed processes on coastal productivity; 
(iii) to evaluate impacts of land use on watershed system and coastal loading; 
(iv) to assess impacts of climatic change on watershed system and coastal loading; and 
(v) to develop integrated strategies to protect coastal watersheds.  
The hypotheses are: 
 (i)  
HO: Simulated results significantly differ from observed watershed processes.  
HA: Simulated results match observed watershed processes. 
(ii)  
HO: there is no influence of watershed runoff and pollution on coastal 
productivity. 
HA: there is significant influence of watershed runoff and pollution on coastal 
productivity. 
(iii)  
HO: changes in watershed land use have no impact on coastal loading.  
HA: changes in watershed land use have significant impact on coastal loading. 
(iv)  
HO: climate change has no impact on coastal loadings from watershed system.  
HA: climate change has significant impact on coastal loadings from watershed 
system. 
(v)  
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HO: watershed conservation strategies have no significant influence on coastal 
loading.  
HA: watershed conservation strategies have significant influence on coastal 
loading.  
4.2 Study Area 
The Charles River watershed (Figure 4.1) in eastern Massachusetts is a 308 
square mile coastal area on the southwestern edge of the Gulf of Maine. The watershed is 
(HUCs 8) level (EPA 2012) and affects 35 different communities influencing water 
quality of Boston Harbor. The Charles River is an 80-mile long river that moves through 
the watershed that has the highest percent of urban land use in the state. Ecohydrologic 
components of the region are affected by a large population, high percent of impervious 
areas, (EPA TWG Report, 2007). The Charles River watershed has two anadromous 
species, the Alewife and the Blueback Herring with an estimated 25 species of other fish 
(EPA TWG Report, 2007).  July 2013 the MA Department of Fish and Game and U.S. 
Fish and Wildlife Service released three hundred thousand American Shad and since 
2006 over 23 million shad larvae have been released into the Charles River (CRWA, 
2013).  
The Charles River watershed includes two physiographic subregions within the 
lower New England physiographic province. The Coastal Hills cover the majority of the 
area and are usually less than 400 feet above sea level with the second subregion Boston 
Basin. The topography has been glaciated so rock outcrops are scattered among porous 
drumlin deposits. The Boston Basin is a collection of hills with elevations around 150 
feet above sea level and progress to sea level with several islands and peninsulas. Urban 
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development with many reclamation projects that have filled in tidal marshes, bays and 
estuaries have occurred within the Boston Basin (Kaye, 1976). The glaciated landscape 
 
Figure 4.1: Charles River Watershed, Massachusetts. 
and level terrain creates many ponds and swamps with irregular stream patterns draining 
the area. The Charles River is the largest river in the study area but the Neponset drains 
the southern portion of the watershed and the Mystic River the Northern corner. 
Table 4.1 lists the percentage of different land use classifications for the 
watershed. This is the most recent land use classification completed in 2005.  Forested 
lands use is the predominant one with a little over 37% but residential and urban 
landscapes combine with over 30% of the watershed. There is almost 10% of the 
watershed in forested or non-forested wetland with a large influence of coastal elements 
in the watershed.  
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Table 4.1 Land use 2005 within study area. 
Land use 2005 hectares acres % 
Cropland 3407.74 1379.06 1.13 
Pasture 2885.19 1167.60 0.96 
Forest 112607.42 45570.68 37.34 
Non-forested wetland 10583.04 4282.81 3.51 
Mining 570.12 230.72 0.19 
Open land 2949.63 1193.67 0.98 
Participation recreation 3578.84 1448.31 1.19 
Spectator recreation 324.55 131.34 0.11 
Water based recreation 121.52 49.18 0.04 
Multi-family residential 14074.08 5695.59 4.67 
High density residential 17703.03 7164.17 5.87 
Medium density residential 26343.80 10660.97 8.74 
Low density residential 20477.99 8287.16 6.79 
Salt water wetland 6997.39 2831.75 2.32 
Commercial 9051.68 3663.09 3.00 
Industrial 6591.25 2667.39 2.19 
Transitional 818.66 331.30 0.27 
Transportation 7623.45 3085.11 2.53 
Waste disposal 358.37 145.03 0.12 
Water  11966.71 4842.77 3.97 
Cranberry bog 17.25 6.98 0.01 
Powerline/utility 1445.09 584.81 0.48 
Salt water sandy beach 4836.23 1957.16 1.60 
Golf course 2926.97 1184.50 0.97 
Marina 125.43 50.76 0.04 
Urban Public/Institutional 6687.99 2706.54 2.22 
Cemetery 1865.42 754.91 0.62 
Orchard 182.40 73.82 0.06 
Nursery 233.24 94.39 0.08 
Forested wetland 19514.67 7897.32 6.47 
Very low density residential 3989.59 1614.53 1.32 
Junkyard 126.34 51.13 0.04 
Brushland/Successional 573.18 231.96 0.19 
Total 301558.27 122036.49 100.00 
 
4.3 Background 
The literature on ecohydrologic interactions between coastal watersheds and 
coastal ecosystems is presented. Literature on coastal-terrestrial ecosystem dynamics and 
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effects of climate change on this interface is included with a review of the influences of 
climatic changes on water budgets of coastal watersheds. 
4.3.1 Coastal Ecosystem Services  
Costanza et al. (2008) quantified the economic influence of changes in the 
landscape and hydrologic relationships have on coastal ecosystems. Coastal wetlands in 
the United States add tremendous value in protecting mainland communities from 
hurricane damage. They analyzed data from 34 hurricanes using multiple regressions of 
relative damages versus the wind speed, and amount of wetland area.  Analysis included 
evaluating relationships from multiple regressions to derive estimates of annual storm 
protection value of wetlands for different levels of storms. The value of storm protection 
varies with location and amount of area of wetland still present. Each hectare of intact 
coastal wetland lost accounted for an average increase of 33,000 U.S. dollars in damages 
from hurricane events. Coastal wetlands provide 23.2 billion U.S. dollars per year in 
protective services from hurricane damage. Costanza et al. (2007) analysis of the 2005 
hurricane season when Hurricane Katrina devastated the Gulf coast areas with billions of 
dollars in property damage and found deterioration of coastal wetlands along the 
Louisiana coast may have impacted the damage.    
Ecosystems within the Gulf of Mexico provide an array of services that varies 
depending on the state and the country (EPA, 2010). In 2010, the fisheries industry in the 
region generated approximately $639 million worth of commercial fish and shellfish in 
the United States with four of the top seven, by weight, fishing ports in the nation along 
the Gulf Coast. This gulf coast area led the country in 2010 with 177.2 million pounds of 
shrimp landed with a value estimated at $340 million at the dockside. They had the 
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highest production of oysters in the nation in 2010 and more than 20.7 million fishing 
trips that were successful in catching 145.4 million fish. Diverse habitats include coastal 
wetlands, submerged vegetation, important upland areas, and marine/offshore areas. 
Coastal wetlands serve as an essential habitat for numerous fish and wildlife species, 
including migrating waterfowl, seabirds, wading birds, furbearers, and sport and 
commercial fisheries.  There are tremendous economic benefits from coastal ecosystems 
for fisheries and the Gulf Coast alone has an estimated 20 billion dollars in revenue from 
tourism (EPA, 2010).  The combined economic benefits of coastal areas around the world 
are large and ecosystem services provided are significant.  
4.3.2. Watershed Coastal Dynamics 
Correll et al. (1992) studied land use influence within eight sub watersheds on a 
mid-Atlantic coastal estuary in the Rhode River of North America. They measured for 
fluxes of nitrogen and phosphorus fractions within the hydrologically-linked ecosystems 
of the watershed and the estuary.  Ecosystems include upland forest, cropland, pastures, 
streamside riparian forests, floodplain swamps, and tidal brackish marshes.   Agricultural 
lands had more nitrogen per hectare in runoff than forested and pasture land uses. 
Hardwood deciduous forests within riparian areas bordering cropland removed over 80 
percent of the nitrate and total phosphorus in overland flows and approximately 85 
percent of the nitrate in shallow groundwater drainage leaving agricultural lands. Even 
though riparian forests removed a large portion of nutrient discharges, discharge from the 
riparian areas exceeded those coming from the pastures and forests. Phytoplankton 
growth in the estuary would be affected more by the nitrogen than phosphorus. Tidal 
marshes within the bay trapped particulate nutrients and released dissolved nutrients. 
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Upper estuary tidal mudflats trap particulate phosphorus and released dissolved 
phosphate with the consumption of the nitrates. Buildup of sediments in upper subtidal 
flats of the estuary functioned as a total phosphorus sink.  Precipitation accounted for 31 
percent of nongaseous nitrogen and agricultural practices accounted for 6 percent of the 
total deposited on the landscape.  Products produced on the farm removed 46 percent of 
the non-gaseous nitrogen influx  and 53 percent was incorporated into the watershed or 
lost back into a gaseous form while the remaining one percent entered the Rhode River.  
Precipitation deposited 7 percent of the phosphorus and 93 percent came from 
agricultural practices.  Farm products removed 45 percent of the phosphorus loads, 48 
percent accumulated in the watershed, and 7 percent entered the Rhode River. Even with 
low percent total nitrogen and phosphorus is discharged into the Rhode River over 
enriched conditions are created in the upper estuary.  
Rissik et al. (2009) investigated seasonal nutrient influxes of the Dee Why 
Lagoon near Sydney, Australia.  Large fluctuations in the nutrient levels occur between 
intermittent precipitation events and prolonged summer dry periods within the lagoon. 
Ammonia and oxidized nitrogen nutrients increased after initial rainfall and did not return 
to pre-rainfall conditions until usually 5 days later. A 10 fold increase in the 
Phytoplankton biomass occurred within a week of initial rainfall during the summer 
months when water temperature ranged between 25 and 30
o
 C. The biomass of 
phytoplankton took approximately two weeks to decline to initial levels and the 
assemblage of phytoplankton and zooplankton changed after 1 day and again 6 days later 
not returning to normal for 2 weeks. Variation in plankton in water levels was not 
influenced by tides but from precipitation and runoff.    
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4.3.3 Coastal – Terrestrial interactions  
  Significant contributions are made by coastal wetlands to biodiversity and the 
health of marine fisheries. There is significant research on the effects of river 
channelization, sediment loads and changes in nutrients like nitrogen and phosphorus. 
Rabalais et al. (1994) studied the lower water column on the continental shelf of 
Louisiana. The water column is stratified and influenced by sediments from the 
Mississippi River creating bottom water hypoxia in a large region of the Gulf of Mexico 
and with no strong diurnal or diel patterns. 
Over the last century Mitsch et al. (2001) documents increases in nitrate–nitrogen 
concentrations and fluxes within the Mississippi River Basin with dramatic increases 
since 1950 with wide spread use of nitrogen fertilizers. Other methods of nitrate transport 
are changes to natural drainage patterns, nitrates deposited atmospherically, surface 
runoff, and wastewater from cities, suburbs and feedlots. Modifications to agricultural 
and construction practices and restoration of riparian zones and wetlands are suggestions 
for creating buffers between agricultural lands, urban and suburban nonpoint sources and 
the waterways that transport nitrates. Continued development and use of environmental 
technologies like tertiary treatment and effective use of controls on atmospheric sources 
may also reduce nitrate transport. Restoration efforts of riparian habitat and artificial 
wetlands are shown to reduce loadings of nutrients from agricultural lands that result in 
hypoxia.  
Day et al. (2003) investigated the impact loss of wetlands and decreased water 
quality had on habitats of the Mississippi basin. Over the last 100 years wetlands and 
riparian ecosystems have been isolated from rivers and streams due to drainage and 
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reclamation for agriculture lands. Rivers have been isolated from flood plains by river 
levees causing a large loss of wetlands. The use of ecotechnology and ecological 
engineering are suggestions for ecologically sound and cost- effective methods for 
solving problems of nitrate transport and hypoxia in the region. Using wetlands to 
promote nitrogen removal and uptake and burial, changing farming practices with 
restoration of wetlands and riverine systems are suggested solutions for land 
management. Other basins in the Gulf of Mexico and the world have problems with these 
issues.  Day et al. (2007) evaluate reasons many coastal communities in the Gulf region 
of the United States are vulnerable to hurricanes. Hurricanes Katrina and Rita 
demonstrated that human activities have caused deterioration of the Mississippi Deltaic 
Plain and have exaggerated the vulnerability in the region. The Mississippi Deltaic Plain 
developed from interactions at different spatial and temporal scales between river and 
coast systems and human activity reduces these interactions at all scales creating regions 
more vulnerable to coastal storms. There is a strong need to re-establish interactions 
between river and coastal ecosystems. Ecological engineering requires designing 
sustainable ecosystems that work with natural processes and not against them.  
A significant terrestrial coastal interaction takes place to create the everglades 
ecosystems that provide valuable ecosystem services for the region. Perry (2004) reviews 
restoration efforts in the Everglades ecosystem where water quality has been degraded 
and hydrologic patterns, with 70% less water, do not follow the same timing, duration, or 
flow paths as in the past. This has caused reductions in wildlife and fish populations and 
ecosystem services. Over 60 civil works projects are part of the Comprehensive 
Everglades Restoration Plan (CERP) implemented over a 30 year period in a federal-state 
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initiated program. Close to $8 billion will be spent to restore the Everglades and re-plumb 
southern Florida. They plan to make 217,000 acres of new reservoirs and wetland based 
treatment areas to theoretically remove excess phosphorus, nitrogen, and agrichemicals 
and other contaminants from storm water before release into the Everglades system. 
These efforts will attempt to restore natural hydrology to the region to improve 
ecosystem services such as biodiversity, and improved water quality, and quantity in the 
region.  The United States is spending millions of dollars to capture and redistribute 
rainwater in the correct amounts to farms, residents, the Everglades National Park, 
reservoirs and injection wells, and distribute water in the correct amounts and at the right 
times to re-store everglade ecosystem services (U.S. Army Corp, 1999). 
Lotze et al. (2004) found early colonization of North America severely altered 
terrestrial and aquatic ecosystems in Quoddy Region, Bay of Fundy, Canada. Records 
indicate indigenous people used abundant and diverse marine species for 2000–3000 
years and with European colonization all trophic levels within the bay were transformed 
by impacts of fish exploitation, nutrient loading, habitat destruction, and pollution. River 
damming and pollution changed diadromous fish populations by early 1800s and 
populations of large vertebrates were impacted by 1900 (Lotze et al., 2004). Overfishing 
in the region began in the late 1800s leading to a drastic decrease in the numbers of fish 
by the 1970s. By the 20th century, traditional fisheries had declined and different degrees 
of eutrophication in coastal regions caused a shift in biotic communities changing every 
trophic level in the food chain. 
Walters et al. (2009) found annual spawning and migration of anadromous 
alewife contributes, through excretion and mortality each year, an average of 1050 g of 
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nitrogen and 120 g of phosphorus per fish to Bride Brook, Connecticut, US. This annual 
influx of nitrogen and phosphorus by diadromous fish is an important link between 
marine and freshwater food webs. Pacific salmon (Oncorhynchus spp.) migration affect 
the nutrient dynamics in inland waters and anadromous alewife (Alosa pseudoharengus) 
fill that ecological role along the Atlantic coast. On a large regional scale changes in the 
migration patterns, abundance and accessibility to terrestrial streams can have far 
reaching impacts on the influx of nutrients from marine ecosystems to freshwater 
habitats.  
Hall et al. (2011) investigated the influence of dams in altering habitat and 
longitudinal stream connectivity for migratory diadromous and potamodromous 
(migration in freshwater) fish species. The interruption of organismal exchange between 
freshwater and marine ecosystems began during the colonial settlement of the United 
States. To establish total alewife spawning habitat potential in nine watersheds they 
analyzed data from 1356 dams and historical documents to determine historical natural 
upstream boundaries to migration. They found almost a total loss of accessibility to 
alewife riverine habitat by 1860 due to dams on the rivers generating power for the 
industrial revolution.   
Coastal areas of the United States and the world provide extensive ecosystem 
services that vary from the provision of food sources to sheltering coastal lands from the 
impacts of hurricanes.  Understanding the hydrology and geomorphic processes of coastal 
systems using ecohydrologic principles is important for future management. Modeling 
the possible impacts to these coastal areas from changes in climate and land use is an 
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important facet of this research. There is a strong need for information for future 
management that can be gained from this research.  
4.3.4 Watershed response Modeling  
Bhuyan et al. (2002) compared the Annualized Agricultural Non-Point Source 
(AnnAGNPS) and Soil and Water Assessment Tool (SWAT) modeling tools both 
developed by scientists and engineers at the U.S. Department of Agriculture's 
Agricultural Research Service to assess runoff and sediment yield from various sub-
watersheds of Cheney Reservoir watershed  in Kansas.  Modeling was effective for small 
watersheds (up to 145 sq km) when adequate rainfall data was available but was less 
effective with large variations of rainfall in large watersheds. They found both models 
provided good correlation and model efficiency for simulating surface runoff and 
sediment yield during calibration and validation  the correlation coefficient R
2
 values 
ranged from 0.50 to .89,  and Nash Sutcliffe efficiency index, E, from 0.47 to .73 for 
flow. Total phosphorus predictions from calibration and validation showed that SWAT 
had good correlation and model efficiency with R
2
 values ranging from 0.60 to 0.70 and 
with the Nash Sutcliffe efficiency index values of 0.63 to 0.68. The AnnAGNPS model 
was unsatisfactory to very good for total phosphorus predictions from validation with R
2
 
values ranging from 0.60 to 0.70 with Nash Sutcliffe efficiency index values of -2.38 to 
0.32.  
Jayakrishman et al. (2005) evaluated the effectiveness of GRASS (Geographic 
Resources Analysis Support System) part of the Hydrologic Unit Model for the United 
States (HUMUS) project and SWAT to evaluate four case studies on effectiveness of 
management scenarios for improving water quantity. They found in the Kenya river basin 
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case better precipitation input data was required for SWAT to effectively predict water 
quantity and quality in the region.  When SWAT was used on the Bosque river basin in 
Texas that had good data and they had satisfactory results. They found SWAT was an 
effective tool in analyzing different management scenarios in the Bosque river basin.  
Good precipitation data increased the effectiveness and potential for using SWAT to 
conduct flood analysis and the prediction of water quantity and quality analysis.  
Tong et al. (2009) used Soil and Water Assessment Tool (SWAT) to integrate a 
watershed hydrologic model and predict hydrologic consequences of future land-use 
changes.  Shifts in land use from agricultural to mixed rural and residential lands in the 
watershed cause reduction in flows, sediments, and nutrients. SWAT simulated water 
quality conditions under current and future land-use configurations to determine changes 
in hydrologic responses due to changes in land use.  Land use shifts from agricultural to 
mixed rural and residential lands will reduce flow, sediments, and nutrients in the 
watershed.  The model projected a 47% reduction of phosphorus under future land-use 
scenarios.  SWAT was a reliable water quality model and demonstrated it was capable of 
producing accurate information and is a valuable tool for environmental informatics. 
Yanqing et al. (2007) used the Soil and Water Assessment Tool (SWAT)
 
and 
Hydrologic Simulation Program (HSPF) to investigate watersheds in the Illinois River 
basin. Soil and Water Assessment Tool (SWAT) and Hydrologic Simulation Program — 
Fortran (HSPF) simulated the hydrology of watersheds in the study basin.  Both models 
use the same climate data: precipitation, temperature, potential evapotranspiration 
(PEVT), and potential surface evaporation (EVAP).  The relative errors of
 
simulated flow 
to the observed flow were −0.2 and 3.8% for HSPF and SWAT respectively. The relative 
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errors of
 sediment load are −15% for HSPF and −47% for SWAT. They found the HSPF 
model outperformed the SWAT model for daily and monthly
 
flow but the models 
performed almost equally well on the
 
annual averages. The HSPF
 
model performed 
slightly better than the SWAT model for predicting suspended sediment load.   
Cho and Olivera (2009) used simulated models generated by the Soil and Water 
Assessment Tool (SWAT) to investigate how spatial distribution of land use, soil type, 
and precipitation affected discharge in small watersheds.  Using SWAT in small 
watersheds gave realistic representations of the spatial data while at the same time not 
always improving the model performance. Eilola et al. (2012) modeled nutrient 
transports in the open sea in the Baltic. The nutrient transports followed mainly the large-
scale internal water circulation and showed only small circulation changes in the future 
projections using regional downscaling of the IPCC climate change scenario A1B from 
two global General Circulation Models. Internal nutrient cycling and exchanges between 
shallow and deeper waters became intensified, and the internal removal of phosphorus 
became weaker in the warmer future climate. They found the net effect of climate change 
and nutrient reductions was an increased net import of dissolved inorganic phosphorus to 
shallow areas in the Baltic proper.  
4.3.5 Coastal primary productivity 
Nowicki et al. (1995) were the first to gather an extensive spatial and temporal 
dataset of direct measurements of denitrification for North Atlantic shelf.  They studied 
the ability of denitrification taking place in sediments to reducing or remediating the 
effects of large anthropogenic nitrogen loads to the coastal zone. They analyzed 88 
sediment cores taken over a 3-yr period (1991–1994) from six stations in Boston Harbor, 
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nine stations in Massachusetts Bay, and two stations in Cape Cod Bay. They measured 
the denitrification as a direct flux of N2 gas in the sediments. Their results showed rates 
of denitrification were significantly higher in Boston Harbor than in Massachusetts Bay. 
The highest rates occurred in areas with organic-rich sediments in the harbor and slower 
rates were observed for low-organic sandy sediments whether they were in the harbor or 
and at shallow shelf stations in the bay. The deepest shelf stations, located in Stellwagen 
Basin in Massachusetts Bay had the lowest rates. The rates were correlated with 
temperature, sediment carbon content, and benthic macrofaunal activity. Boston Harbor 
had the highest seasonal denitrification rates in the summer and Massachusetts Bay had 
them in the spring and fall. These rates coincided with peak phytoplankton blooms in the 
overlying water column. They found that sediment denitrification losses accounted for 
only 8% of the annual total nitrogen load to Boston Harbor.  
Candace et al. (2007) studied the chlorophyll response in Boston Harbor to 
moving the sewage outfall 15km offshore. Nutrients and water column productivity 
parameters were expected to decrease in the harbor and increase at the new outfall. 
Average water column measurement values from 1992 to 2004 supported these 
expectations. The new outfall location experienced an increase in nutrients and 
chlorophyll but primary productivity remained unchanged. They found that physical 
factors such as spring water temperature, stratification, and wind, had more effect on 
productivity patterns than nutrients from outfall relocation in the near field.  
Melrose et al. (2007) observed bottom water hypoxia in Narragansett Bay, Rhode 
Island during the summer of 2001 and found in the northern parts of Narragansett Bay 
lower oxygen concentrations demonstrating acute hypoxia by U.S. Environmental 
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Protection Agency (EPA) criterion. The Providence River has an estimated 39% of the 
area affected by acute hypoxia between July and September 2001. Other regions 
experienced less than 5% of the area with acute hypoxia and no acute hypoxia was 
observed from Quonset Point south. A large portion of the upper half of Narragansett Bay 
experienced oxygen concentrations below EPA chronic hypoxia criterion of 4.8 mg l
−1
.  
Taylor et al. (2010) found that between 1991 and 2000, Boston Harbor 
experienced between 80% and 90% decrease in loadings of total nitrogen (TN), total 
phosphorus (TP), and particulate organic carbon (PC). Average concentrations of TN and 
TP in the harbor water column decreased in linear proportion to the loadings. Curvilinear 
relationships relative to the loadings were seen in chlorophyll-a (chl-a), PC, and bottom 
water DO concentrations and larger changes occurred during low loadings than high. The 
harbor did not experience a change in total suspended solid concentrations and water 
clarity. Decreases in nutrient loadings can have quite different effects depending on the 
base loadings to the system. 
Jiang et al. (2007) investigated variable that influenced the spring bloom in 
Massachusetts Bay and Cape Cod Bay system (MBS) and the western Gulf of Maine 
(GOM). They found tremendous variation in the MBS and hypothesized the weak 1998 
spring bloom was due to relatively warmer winter that increased zooplankton grazing 
pressure after earlier development of zooplankton populations.  The spring 1998 bloom 
had low Chlorophyll concentrations and intruding waters from the GOM significantly 
reduced the strength of spring 1998 bloom but enhanced the spring bloom in 2000. 
Intrusion waters from the GOM appear to act as an oceanic pathway  for climate changes 
that will impact the MBS ecosystem. 
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Beighley et al. (2008) studied coastal watersheds runoff response to changes in 
land use from 1929 through 2050, El Nino years and non-El Nino years. From 1929 to 
2050 with expected increased localized urbanization there was a significant increase 
(>200%) in mean event runoff (0.4-1.3 cm).  The dominant sources of runoff in 1929 was 
in the mountains (78% of watershed runoff) to the coastal plane for 2050 conditions (51% 
of watershed runoff). El Nino years had higher mean event rainfall and runoff (66 and 
60% larger) then in non-El Nino years. The combined effects 2050 land conditions and 
climate variability created from the ElNino and non-El Nino, resulted in El Nino years 
being five times more likely to produce large (>3.0 cm) runoff events relative to non-El 
Nino years. They found increased frequency distributions of combined event runoff with 
regional nutrient export relationships in El Nino years. Of these events  20 % produced 
runoff ≥2.5 cm and temporary near shore nitrate and phosphate levels that were 
approximately 5-10 times above ambient conditions. 
Miere et al. (2013) through model simulation, investigate the influence of climate 
change and nutrient run-off on bottom water oxygen dynamics in the central North Sea 
oyster grounds that experience summer stratification.  They used a one-dimensional 
ecosystem model that couples hydrodynamics, pelagic biogeochemistry and sediment 
diagenesis.  A global-scale climate model was used to estimate future climatological 
conditions for the North Sea. Expected climatological conditions will increase the risk of 
hypoxia and the bottom water oxygen concentration in late summer is predicted to 
decrease by 11.5% in the year 2100.  Intense stratification explains 58% of the reduction, 
then reduced solubility of oxygen at higher water temperature another 27%, and 
enhanced metabolic rates in warmer bottom waters will reduce oxygen levels 15%. 
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Changes in nutrient runoff may even have a stronger impact on the bottom water 
oxygenation and a decrease in nutrient loadings will strongly decrease the probability of 
hypoxic events.  
Dadhich and Nadaoka (2012) assess the influence of terrestrial loadings from the 
14 sugarcane dominated agricultural coastal watersheds on the change in benthic cover.  
Soil and Water Assessment Tool (SWAT) model was used to simulate the runoff, 
sediment yield, and nutrient discharge caused by land-use change. Spatiotemporal 
analysis (1992-2007) of the benthic cover was investigated by using Landsat TM/ETM
+
 
data. Cropland expansion over that time period significantly increased surface runoff, and 
sediment and nutrient discharge was from steeply sloping watersheds. Conversion of 
forestland (7.88%) and shrubland (7.59%) into agricultural (10.04%) and barren land 
(3.06%) had the greatest impact on surface runoff. An increase in algae (139.3%), sea 
grass (70.6%), and degraded reef area (59.39%) occurred in the benthic community 
composition around these coastal watersheds due to the increased sediments and 
nutrients.  
Kemp et al. (2009) reviewed published parallel time-series data on hypoxia and 
loading rates for inorganic nutrients and labile organic matter.  In systems where 
remediation focused on organic inputs from sewage treatment plants they found O2 
conditions improved rapidly and linearly.  In larger more open systems responses to 
remediation tended to follow non-linear trends where more diffuse nutrient loads fueled 
O2 depletion and climatic influences may be pronounced. Understanding hypoxia 
remediation requires future studies that use comparative approaches and consider 
multiple regulating factors. Future analysis should investigate dominant temporal scales 
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of the hypoxia, relative contributions of inorganic and organic nutrients, influence of 
shifts in climatic and oceanographic processes, and roles of feedback interactions where 
O2-sensitive biogeochemistry, trophic interactions, and habitat conditions influence 
nutrient and algal dynamics that regulate O2 levels.  
Boehm et al. (2011) quantify dissolved inorganic nitrogen (DIN), soluble reactive 
phosphorous (SRP), and microbial pollutant inputs from rural watersheds during non-
storm conditions to a tropical embayment, Hanalei Bay, Kaua'i, Hawaii.  Watersheds 
with high percentages’ of cultivated land had the highest concentrations of DIN and SRP 
in streams that suggested fertilizer is a source of these nutrients to streams and coastal 
waters. The pollutant areal loading correlates with the fractions of urban and cultivated 
land cover in the watersheds. Human development affects loading of DIN, SRP, and 
microbial pollutants to tropical coastal waters in this study.  
Brandt-Williams et al. (2013) evaluated links between watershed activities and 
salt marsh structure, function, and condition in 10 tidal salt marshes in Narragansett Bay, 
RI, USA.  They used emergy (all the energy used in work processes to generate a 
product) as an accounting mechanism of determination of human disturbance. This 
allowed for factors like the amount of building construction and consumption of 
electricity to be weighed in a single landscape index. They developed an impact index 
where the watershed emergy flow was normalized for marsh area. RI salt marsh sites 
showed significant correlations with mudflat infauna species richness, mussel density, 
plant species richness, the extent and density of dominant plant species, and 
denitrification potential within the high salt marsh. The loading index showed significant 
correlations with nitrite and nitrate concentrations and nitrogen to phosphorus ratios in 
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streams that discharge into the marshes. Emergy indices to calculated nitrogen loading 
estimates produced significant positive correlations for each watershed and suggest that 
watershed emergy flow is a robust index of human disturbance.  
Lee et al. (2013) conducted two years of monitoring DIN (dissolved inorganic 
nitrogen) and DIP (dissolved inorganic phosphorus) carried by Oceania Rivers in three 
headwater catchments during the typhoon periods. The Catchments had different 
cultivation gradients ranging from 0 to 8.9 %.  Watersheds had DIN measured in 
kgNha−1 yr−1 yields of 8.3 in pristine, 26 in moderately cultivated (2.7 %), and 37 in 
intensively cultivated (8.9 %). Watersheds had DIP kg P ha−1 yr−1 yields were pristine 
0.36, moderate 0.35, and intensively 0.56. The high background DIN yield from the 
relatively pristine watershed was likely due to high atmospheric nitrogen deposition and 
large subterranean N pool. The correlations between runoff and concentration reveals that 
typhoon floods purge out more DIN from the subterranean reservoir and runoff washes 
off surface soil that has higher suspended sediment with higher DIP. Typhoon runoff 
contributes 20–70% of annual DIN and 47–80 % DIP exports. The DIN yield to DIP 
yield ratio varied from 97 to 410 that is higher than the global mean of 18 and indicates a 
P-limiting condition in stream and the downstream aquatic environment.  
Salisbury et al. (2008) used partial pressure of carbon dioxide (pCO2) in 
Kennebec (ME) and Merrimack (MA) estuary-plume systems to relate internal processes 
of net organic metabolism and physical mixing. These large New England rivers had 
significant differences in the distributions of surface pCO2 and optical variables. Labile 
riverine carbon is responsible for sustaining supersaturated pCO2 conditions and that 
phytoplankton productivity and is likely driven by inputs of riverine dissolved inorganic 
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nitrogen that is responsible for pCO2 under saturation. They found that optical variables 
are related to surface pCO2 but their results suggest that using a site-specific, multivariate 
approach to retrieve pCO2 in complex waters using optical data may be improved.  In 
another study Salisbury et al. (2009) studied surface waters along the coastal Gulf of 
Maine (GOM) during the high precipitation and river discharge of the spring of 2005 that 
caused freshening and depletion of dissolved inorganic carbon (DIC). Surface pCO2 and 
total alkalinity (TA) were monitored during 2004–05 to examine how riverine fluxes, 
mixing, and subsequent biological activity exert control on surface DIC.  Most variation 
in surface DIC concentration was attributable to mixing of low DIC river water with 
higher DIC, saline GOM waters, but net biological uptake of DIC was significant 
especially during the spring and summer seasons. The extent and persistence of the 
coastal freshwater intrusion exerted considerable influence on net carbon dynamics. We 
found the temporal signature and magnitude of DIC cycling to be different in adjacent 
plume-influenced and non-plume regions.  
Villegas-Ríos et al.  (2011) estimate net ecosystem metabolism by measuring of 
O2, N, P and Si in the downwelling and autumn upwelling of the Ría de Ares–Betanzos.  
Subtidal circulation was positive but depressed during downwelling and enhanced during 
upwelling. The Ría was fertilized mainly by shelf bottom waters that introduced 69% 
from downwelling to almost 100% from upwelling of limiting N nutrients at different 
times. The Ría was an efficient nutrient trap: about 70% of the N nutrients that entered 
the embayment were retained under downwelling conditions and about 50% under 
upwelling conditions. Although the trapping efficiency was lower, the net ecosystem 
production (NEP) was much higher under upwelling than under downwelling.  
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Cronan (2012) examined exports of carbon, nitrogen, phosphorus, major solutes, 
and suspended sediments from the Penobscot River basin, part of the Gulf of Maine 
watershed during five water years. Studies indicate that estuaries and coastal waters in the 
Gulf of Maine receive at least 1.0 × 10
10
 g N year and 2.5 × 10
11
 g C year in combined 
runoff from the four largest Maine river basins.  Cronan also measured soluble cation 
exports of Ca + Mg + Na minus wet deposition inputs in the Penobscot system. 
Approximately 1,840 mol/ha/year is released and is a minimum estimate of denudation 
from the watershed.  The Penobscot River watershed has low N and P export rates that 
can be used as a benchmark in ecological assessments of river water quality restoration or 
impairment in this region.  
4.3.6 Summary of literature review 
 Coastal ecosystems by definition are the ever changing boundary between 
continents and marine systems. Coastal ecosystems rely on nutrients and runoff from 
continental watersheds and the flux of sediments, and dissolve nutrients makes these 
coastal boundaries very productive. These fluxes in runoff, sediments and nutrients vary 
with land use properties in watersheds. Modeling the terrestrial watersheds interaction 
with coastal systems is an important tool for understanding coastal ecosystems.  
 Research indicates suspended sediments, total nitrogen and total phosphorus 
influence coastal systems in different ways. Coastal systems are barometers of change in 
watershed dynamics. There are coastal systems from the gulf coast up to the Gulf of 
Maine along the east coast of the United States that have evidence of increasing hypoxic 
events. This research will assist in understanding dynamics that exist between watersheds 
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and coastal systems. There are policy options diagramed in literature that can be used to 
minimize some of the impacts on coastal systems.  
4.4 Methodology 
4.4.1 Conceptual Model  
Figure 4.2 shows the conceptual data flows required for analyzing how the 
Charles River Watershed influences coastal loadings in Boston Bay. Historical 
precipitation data, land use data and temperature data are required to use SWAT for 
modeling runoff from the watershed. Digital Elevation Models (DEM), stream layers and 
gauging data from stream gauges in the study area are acquired. Calibration of multiple 
variables within the SWAT model is completed to model subsurface and surface flow.  
An observed surface flow from a gauging station within the study area is used as  
 
 
 
 
 
 
Figure 4.2: A conceptual model of the simulation of loadings into coastal 
ecosystems. 
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total phosphorus (TP) are determined. SWAT allows for calibration for suspended 
sediments, TN and TP when observed data is available.  These calibration coefficients are 
then used to model coastal loadings in the Boston Bay  region. 
4.4.2 Empirical Model 
 The empirical model for data use and output files processed with the SWAT  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.3:  Empirical Model showing data flows. 
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model are displayed in Figure 4.3.  A Digital Elevation Model (DEM) of the area is used  
to burn a stream layer if one is not provided. Slope is determined and number of  
contributing cells is set by the user have a stream layer delineated. Soils and land use is 
then added from STATSGO or SURRGO to be able to determine the land surface and the 
types of soils. Daily maximum and minimum temperatures in 
o
C are added from weather 
stations in the area of the study. Daily precipitation data from local areas is added.  
Precipitation information is critical. Acquiring data from within the study area and close 
to the area is important for the accuracy of the model. It is important to make sure the 
data is in the correct format. The temperature data was in tenths of degrees 
o
C and has to 
be transformed into degrees Celsius. The precipitation was in tenths of mm. This 
information is entered into the SWAT model. The calibration then allows the modeler to 
input parameters that are process based and must be within an uncertainty range that is 
realistic.  The first part of calibration is determining parameters are the most sensitive for 
the study watershed. The goal of the calibration is to parameterize the model for the given 
set of local conditions. This is done by comparing the model predictions with observed 
data. The first step in the calibration is calibrating surface runoff with daily flow from a 
gauged station within the watershed. Calibration continues until satisfactory correlation 
exists between expected output from the model and observed runoff.  
4.4.3 Methods 
 Methods are separated into a description of BASINs, SWAT, calibration and the 
data used for this research.  
4.4.3.1 BASIN’s 
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Better Assessment Science Integrating Point and Nonpoint Sources system (BASIN’s) is 
a GIS based interface that includes a data extractor, projector, project builder, various 
GIS-based tools, a series of models, and custom databases. Soil and Water Assessment 
Tool (SWAT) is one of the models incorporated into BASIN’s. BASIN’s is developed by 
the United States Department of Agriculture and is a valuable tool in watershed modeling 
(EPA, 2010). Data is available entirely through a web data extraction tool. The web data 
extractor allows downloading of GIS data and databases from the BASINS web site and a 
variety of other sources.  
4.4.3.2 SWAT model 
Soil and Water Assessment Tool (SWAT) (Arnold et al., 1998) is used to 
determine the complex water balance interactions that occur to create surface runoff 
patterns. This study used SWAT modeling within BASIN’s 3.1 that functions in an 
ArcView 3.1 GIS application format. The SWAT model is a semi-distributed river basin 
model used to simulate water, nutrient, and sediment transport within a watershed. Major 
SWAT model components include hydrology, weather, soil erosion, nutrients, soil 
temperature, pesticides agricultural management and routing of the streams within the 
boundary. Simulation of hydrology within a region is based on the water balance 
equation  
 
t
t 0 day
i=1
=SW + R      surf a seep gwSW Q E w Q          (4.1)  
where the final soil water content (SWt) measured in (mm H2O) is equal to the initial soil 
water content (SW0) (mm H2O) on day i plus the sum of the precipitation on day i (Rday), 
the amount of surface runoff on day i Qsurf, the amount of evaporation Ea, the amount of 
water entering the vadose zone from the soil profile on day i wseep and the amount of 
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return flow (Qgw) on day i, all measured in mm H2O. The equation is representing the 
interception of the precipitation by the surface, evapotranspiration, runoff, infiltration that 
includes soil percolation, lateral flows, groundwater flow and channel processes. The 
SWAT model completes the simulation in small catchments, subbasins and hydrological 
units (HRU or hydrotypes) that have similar land use, soil and topography in a basin.  
SWAT allows the user to complete spatially different analyses, add seasonal dynamics, 
analyze changes in landuse and evaluate the influence of different management practices 
on runoff, sediment and nutrients. Runoff within the SWAT used in this study is 
estimated using the Natural Resources Conservation Service Curve Number (CN) method 
(USDA-SCS, 1972). Evapotranspiration is estimated using the Priestly-Taylor (Priestley 
and Taylor, 1972) equation and the flow routing within the river channels is computed 
using the variable storage coefficient method (Williams, 1996). The soil erosion within 
the HRU units in SWAT is determined using the Modified Universal Soil Loss Equations 
(MUSLE) (Williams, 1975).  
0.56
surf peak hru USLE USLE USLE USLESed = 11.8(Q area ) C P K LSq CFRG     (4.2) 
 
Runoff factor term variables: 0.56surf peak hru 11.8(Q area )q       (4.3) 
Management factor term variables:   USLE USLEC P         (4.4) 
Physical factor term variables:  USLE USLEK LS CFRG        (4.5) 
 
Where Sed = sediment yield (tonnes/day) 
Y = daily sediment yield (tonnes/day)  
Qsurf   = surface runoff (mmH20/ha)  
Qpeak  = peak runoff rate (m3/s)  
areahru = HRU area (ha)  
KUSLE  = soil erodibility factor  
CUSLE  = daily cover management factor  
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PUSLE  = conservation practice factor  
LSUSLE = topographic factor (steepness and length)  
CFRG = coarse fragment factor  
 
The Modified Universal Soil Loss Equation (MUSLE) uses storm-based runoff volumes 
and runoff peak flows rather than the amount of rain to simulate erosion and sediment 
yield.  
4.4.3.3 SWAT model setup 
 
The model inputs for SWAT are Digital Elevation Model (DEM), land use map 
acquired from the USGS Basins download, area soils map from STATSGO, daily 
precipitation and maximum and minimum daily air temperature. The weather, 
precipitation and air temperature all had data site from multiple areas in and around the 
study area (Table 4.2).  
Table 4.2: Data descriptions for SWAT model. 
Data type Description Resolution Source 
Topography  Digital Elevation Map  (DEM)  100 m USGS 
Land Use Land use classifications  30 meter USGS 
Soils Soil types 30 meter STATSGO 
precipitation Daily precipitation in   0.1 mm Weather Stations 
Temperature Minimum and maximum temperature  0.1 
o
C Weather Stations 
Gauging stations USGS daily, total discharge     cms USGS 
 
The DEM is used to delineate catchments and with the soils layer delineate HRU 
boundaries. Location of gauging stations, stream layers, and weather stations are 
provided with by USGS. Daily precipitation from 15 stations and minimum and 
maximum temperature from 3 stations is spatially interpolated by SWAT for the study 
area. The temperature and precipitation data for the study is from Jan 1, 1970 til Dec 31, 
2012. The sub watershed used for the calibration and validation had daily river flow data 
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for the same period from the 01104500 gauging station (see Fig. 1). The model is run for 
42 years for the period from 1970 to 2012.  
Baseline data is downloaded from various sources (Basins V. 4) for the watershed 
region for inputting into the SWAT model. Data for the land use and land cover are 
integrated with Point and Non-point Source information into U.S. EPA’s GIRAS 
databases for the Charles River Watershed. The Universal Soil Loss Equation's (USLE) 
with C-factor based on land use is implemented. C-factors and curve numbers (CNs) for 
land use is determined based on management practices and hydrologic conditions of the 
watershed. Surface-water quantity and quality data, including total suspended solids 
(TSS) for major runoff events is obtained for the watershed and compared to monitoring 
data from a USGS gauging station 01105500 also within the larger Basins view of the 
Charles River watershed. Climatic change scenarios are implemented using input 
parameters (Temperature and Precipitation) to model. Changes in temperature can be 
placed into the model using the TMPINC in the .sub folder of SWAT. IPCC values from 
the Table 4.5 for the 25% change scenario were input values and SWAT allows monthly 
values to be used. Temperature changes can be added using the RFINC table in the .sub 
folder and again allows monthly values to be used. One value was used that coincided 
with the 42 year trend temperature trend observed in two of the weather stations in the 
watershed. This trend is very close to the same value for the lower IPCC 2007 estimate of 
temperature change for the New England region.  Runoff, Suspended sediments, total 
dissolved Nitrogen and total dissolved Phosphorus are also modeled for the same time 
period.  
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The model relates precipitation data to the evaporation, transpiration, runoff, 
recharge and storage of water to explain the water budget of a watershed.  So the total  
Precipitation = Evaporation + Transpiration + Runoff + Recharge + Storage. 
The evaporation is the loss of water from the ground to the atmosphere through 
evaporative processes. Transpiration is the water released into the atmosphere by the 
movement of water through plants.  Runoff is the total surface-movement of water by 
rivers and streams of a watershed. Recharge is the amount of water that percolates 
through the soil to the water table. The Storage variable attempts to measure the amount 
of water stored in the soil profile. The impacts on coastal systems will be assessed by 
evaluating the total loading from all watersheds with the SWAT model.  
4.4.3.4 Evaluation of model performance  
Performance of the model is evaluated using the Nash-Sutcliffe model efficiency 
coefficient (NSE) and the coefficient of determination R square. The Nash-Sutcliffe 
efficiency (NSE) formula (3) is the ratio of residual variance to measured data variances 
(Nash and Sutcliffe, 1970).  
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Where: 
obs
iX is the observed flow in m
3
 s-1 
sim
iX is the simulated flow in m
3
 s-1 
meanX is the mean of n values 
n  is the number of observations 
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4.5 Results 
The BASINS project was set up in the BASINs ArcMap 3.3 environment. Data is 
downloaded and DEM soils and land use layers were placed into the project in the 
ArcMap environment.  
 
4.5.1 Coefficients calibrated in SWAT model 
 Table 4.3 presents the parameter, the acceptable ranges and the final range placed 
in the model for the calibration procedure. Many SWAT parameters are used to affect the 
stream flow generation and model observed behavior of a gauged station. The parameters 
within SWAT affecting the stream flow Table 3 are identified through use of literature 
(Neitsch et al., 2002; Arabi et al., 2007). The 18 parameters identified during the runoff 
calibration process affect the groundwater, soil, runoff, channel characteristics and snow 
melting processes. The range of parameter values were taken from the SWAT user’s 
manual (Neitsch et al., 2002). SMFMN is the minimum melt rate for snow during the 
year and SMFMX is the maximum melt rate for snow during the day both measured in 
(mm/C/day). SURLAG is the surface runoff lag coefficient and is a sub-basin level 
parameter and controls the fraction of the total water allowed to enter the stream a day. 
The parameters ALPHA_BF the baseflow recession constant, GW_DELAY length of day 
or days that surface water is delayed before reaching groundwater, GW_REVAP the 
maximum evaporation of groundwater and GWQMN the threshold depth of water in 
shallow aquifer for baseflow to occur all affect groundwater flow. ESCO is the soil 
evaporation compensation factor and controls soil evaporative demand from different 
depths of the soil. OV_N is the Overland Manning’s n, SLOPE can be assigned by 
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subbasin or placed over the whole watershed. SLSUBBSN is the average slope length 
and again can be assigned at subbasin level and CN2 is the SCS runoff curve number and 
affects the rate water moves off of a selected landscape. OV_N, SLOPE, SLSUBBSN, 
CN2 all influence surface runoff. SOL_AWC and SOL_K are soil moisture 
characteristics; the SOL_AWC determines the water capacity of the soil and the SOL_K 
 
Table 4.3: Table of variables used in calibration of Runoff.  
Parameter Name Range Final 
value 
GW_REVAP Ground water revap coefficient .02 - .20 .02-.2 
ESCO Soil evaporation compensation factor 0 - 1.0 .4-.6 
CN2 
 
 
 
Curve number  
 
 
 
0-100 
 
 
 
Forest  
35-38 
Urban 
95-98 
SOL_AWC 
Available water capacity soil layer, mmH20/mm 
soil   0-1 .2-.25 
GW_DELAY Ground water delay time, days  0-500 10 
ALPHA_BF Baseflow alpha factor 0 -1.0 .1-.3 
RCHRG_DP Deep aquifer percolation fraction 0 -1.0 .45-.55 
SLSUBBSN 
 
0 - 150 60-70 
GWQMN 
Threshold depth of water in shallow aquifer for 
base flow to occur 
0- * 1000-
1200 
SLOPE Average slope steepness (m/m)  .0-.60 .004 
OV_N Manning’s roughness coefficient  .01-30 25 
REVAP_MN  
Threshold depth of water in shallow aquifer for 
revap to occur  0-500 5-20 
LAT_TIME  Surface runoff lag coefficient  0-180 
 SURLAG 
 
Effective hydraulic conductivity in main channel  
  1-24 
2.0 
SMFMN  
 
 0-10 .3-.5 
SMFMX Melt factor for snow on June 21   0-10  .3-.5 
USLE_P 
 
.1-1 .35-.50 
*choice of the modeler. 
or saturated hydraulic conductivity relates soil water flow rate to the hydraulics. The 
USLE_P is the part of the Universal soil Loss Equation (USLE) equation that determines 
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the affect of mostly farming practices and could be the institution of BMPs in controlling 
runoff.  
 
4.5.2 Calibration 
The watershed (Figure 4.4) is the portion of the Charles River Watershed used for 
calibrating. The arrow identifies location of the gauging station used for calibration of the 
watershed.  The gray area with dots is the drainage area of the study region that drains 
into the stream gauge identified with the arrow. 
 
Figure 4.4 Portion of Charles River watershed used for calibration. 
4.5.2.1 Temperature changes 
This research used 42 years of temperature data from three different portions of 
the study area.  Figure 4.5A shows daily maximum values over that time period from 
Boston International Airport (Figure 4.7 B Map) and a linear best fitting trend line is 
displayed in gray on the graph. Figure 4.5B shows the daily minimum values collected at 
Boston International Airport for the study period with a linear best fitting line. The slope 
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of the line for maximum temperature designates a 0.00001 degree
 O
C increase per day 
over the time period. The minimum temperature value for Boston International Airport 
temperature shows a 0.00004 degree 
O
C increase in temperature per day for the study 
period. Both minimum and maximum values demonstrate a positive warming trend for 
the area. Table 4.4 shows the linear equations for these trends.  
 
A 
 
B 
Figure 4.5: Boston International Airport Maximum (A) and Minimum (B) 
temperatures 1970 – 2013. 
 
Milford and Medway are neighboring towns that each had partial temperature 
records for the time period.  A data set was assembled that combined data from the two 
towns to create a 42 year record of minimum and maximum temperatures for their area of 
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the study region. Figure 4.5A shows the daily maximum values over that time period and 
a linear best fitting trend line is displayed in gray on the graph. Figure 4.5B shows the  
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Figure 4.6: Milford-Medway Maximum (A) and Minimum (B) temperatures 1970 – 
2012. 
 
daily minimum values collected at the Milford-Medway station (A in Figure 4.7 Map) 
with a best fitting linear line fitting the data. The slope of the line indicates a 0.00004 
degree
 O
C increase per day in the maximum temperature for Millford-Medford over the 
study period. The minimum trend value for this station shows a 0.00003 degree 
O
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increase per day over the study period. Both the minimum and the maximum values 
demonstrate a positive warming trend for the region (Table 4.4).  
Middlefield temperature station had mostly intact data for the 42 year record of 
minimum and maximum temperatures for their area of the study region. Figure 4.6A 
shows daily maximum values over that time period and a linear best fitting trend line is 
displayed in gray on the graph. Figure 4.6B shows the daily minimum values collected at 
the Middlefield temperature station (Figure 4.7 C Map) for the study period. A linear best 
fitting line is displayed in gray. The slope of the line demonstrates a 0.00001 degree  
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Figure 4.7: Middlefield Maximum (A) and Minimum (B) temperature 1970 – 2012. 
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O
C increase per day in the maximum temperature for Middlefield over the study period. 
The minimum value for this station shows a 0.00001 degree increase per day over the 
study period. Both the minimum and the maximum values demonstrate a positive 
warming trend for the area with linear equations for trends (Table 4.4) 
 
 
Figure 4.8: Location of Temperature Stations used for SWAT. 
 
Figure 4.8 shows the location of the three satiations that had continuous temperature data 
for the study period. Figure 4.8 A is the location of the Milford-Medford station, Figure 
4.8B Boston International Airport and Figure 4.8C the Middlefield station.  
Table 4.4: Projection of future temperature increase. 
Temperature Increase Projections and Trends   
IPCC low projection .15 increase 
o
C/decade 0.0000411/day 
IPCC high projection .30 increase 
o
C /decade 0.0000822/day 
Boston daily  43 year Max trend y = 0.00001x + 14.777 
Middlebury daily 43 year Max trend y = 0.0001x + 12.44  
Medford daily 43 year Max trend y = .00004x + 14.623 
Boston daily 43 year Min trend y = .00004x + 5.2584 
Middlebury daily 43 year Min trend y = 0.0001x - 0.0717  
Medford daily 43 year Min trend y = 0.0003x - 5.777  
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Table 4.4 shows the best fitting line for the observed Maximum and minimum daily 
temperatures for the three temperature stations displayed in Figure 4.7. Included in the 
table is the IPCC 2007 low and high projection for future temperature change per decade. 
The low projection of 0.15 
O
C/decade increase is a 0.0000411
 O
C/day increase and the 
high IPCC 2007 projection of a 0.30 
O
C/decade change is a 0.0000822/day 
O
C increase in 
temperature. The low value of 0.0000411
 O
C/day is used in the SWAT model for the 
future temperature response because that value is also observed data for the watershed.  
4.5.2.2 Precipitation forecasts 
Table 4.5 shows the IPCC 2007 projection for future precipitation changes in this 
part of New England. The projections are separated into five different levels of 
precipitation responses and then expectations for the different seasons. DJF is for the 
winter months of December, January and February, MAM is for March, April and May, 
JJA is for the summer months of June, July and August and then SON for the months of 
September, October and November. The 25% IPCC expected precipitation changes for 
the future in the modeled climate change response variables.  
Table 4.5: IPCC forecasts for precipitation in the region. 
IPCC 2007 Eastern North America expected Precipitation response (%) 
  Min 25% 50% 75% Max 
DJF 2 9 11 19 28 
MAM -4 7 12 16 23 
JJA -17 -3 1 6 13 
SON -7 4 7 11 17 
Annual -3 5 7 10 15 
Average daily (cm) -0.0000822 0.00013699 0.00019178 0.00027397 0.00041096 
 
There were eight different precipitation stations that contributed data for the SWAT 
model presented in this research. Figure 4.10 shows the location of the various 
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precipitation stations. Some of the stations had incomplete data but two of the more 
complete precipitation data sets were from the Bluehill station and the Boston 
International Airport. Those daily precipitation measurements are presented in Figure 
4.9A Bluehill and Boston International Airport in Figure 4.9B both have trend lines 
representing daily precipitation trends for the 42 year period and are presented in Table  
  
      
 
A 
 
 
B 
Figure 4.9: Daily precipitation for Bluehill (A) and Boston International Airport (B) 
1970-2012.  
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4.6. Boston International Airport has a .00002cm/day increase while the Bluelhill area 
had a 0.00008cm/day increase in the trend and the average value of 0.00005cm/day was 
used for the future precipitation forecast in the SWAT model presented in this research. 
 
Table 4.6: Daily precipitation average during study period 01/01/1970 - 01/31/2012 
Location of precipitation station Best fit equation  Daily average 
Boston International Airport y = 2E-05x + 2.4685  0.00002 cm day 
Blue Hill  y = 8E-05x + 1.241  0.00008cm/day 
Average value   0.00005 cm/day  
 
Table 4.7 gives the name of the station used in the SWAT precipitation dbf input file and 
the latitude, longitude and elevation of the location of the precipitation reading. 
 
 
Figure 4.10: Location of Precipitation stations in Study area, Bluehill (A), Boston 
International Airport (B). 
 
SWAT allows the projected temperature change and precipitation changes to be placed 
into a table within the subbasins folder of the input choices. There are many different dbf 
input files and SWAT has interactive ability for the user to access these files during the 
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Table 4.7: Precipitation stations used for observed precipitation data.  
Station ID NAME LAT LONG ELEVATION 
725090 pcpfra70 42.0833 -71.4167 73 
190770 pcpbos70 42.3667 -71.0333 6 
190736 pcpblh70 42.2167 -71.1167 195 
275412 pcpmed70 42.1333 -71.4333 64 
190807 pcphin70 42.2333 -70.9167 9 
196783 pcprea70 42.5242 -71.1265 27 
193876 pcpips70 42.6666 -70.8666 24 
194580 pcpmay70 42.4333 -71.4500 66 
 
calibration process. The TMPINC table in the .sub folder allows the percent change in 
temperature per month to be placed into the appropriate month for an annual projected 
temperature increase and a monthly increase of .00123
 O
C was placed for each month that 
is equal to 30 times 0.00004110.0000411/day increase.  The precipitation changes can be 
placed as percentage changes for the month into anther table that is accessed in the 
subbasins dbf. folder during the SWAT calibration process. That folder is accessed using 
the RFINC.sub and the IPCC 25% increase values from Table 4.5 were used.   
 
Figure 4.11: Subbasin delineation 
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Figure 4.11 shows the location of the designated Hydrologic Units (HRU) used in this 
research. Designation is completed in BASINs while preparing the data for the SWAT 
model. For this research the larger watershed is separated into Hydrologic Units (HRU) 
based on the dominant land use type in HRU area.  The determining limit on the number 
is subbaasins is determined by the user of SWAT and 6500 cells is used in this study as 
the cut off value and 18 different HRU units were designated. The user is also allowed to 
place points on the map for the delineation process and for the whole watershed point at 
Figure 4.11A is the location for the whole watershed delineation and the point at Figure 
4.11C is the placement of a HRU at the output for the watershed used in the calibration 
process the third subbasin number Figure 4.11B is identifying the subbasin that is used 
for validation process. At this point there is another gauging station with accurate 
observed daily flows within the larger watershed.  
 
Figure 4.12: Dominant soil layers. 
Figure 4.12 shows areas with similar soil classes. Characteristics of soil types influences 
surface and sub surface runoff patterns.  
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4.5.2.3 Runoff calibration results 
Figure 4.13 is showing R
2
 correlation plots of daily, monthly and yearly results 
after initial calibration surface runoff of the calibrated watershed identified in Figure 4.4.  
 
A 
 
B 
 
C 
Figure 4.13: Daily (A), Monthly (B) and yearly (C) R
2
 of runoff. 
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Figure 4.13A shows the daily values that had a  R
2
 of 0.57 and Figure 4.13B is the 
monthly values plotted against observed monthly flows had an R
2
 = 0.65. The yearly 
value is the farthest off and was difficult to manipulate while still staying within the 
boundaries of the many variables that were used in the calibration table 4.3.  Figure 
4.13C shows the yearly SWAT values plotted against the yearly observed and the 
R
2
=0.60. The best fitting linear equation along with the R
2
 values are in Table 4.8.  
Table 4.8: Linear fit equations and statistics for Daily, Monthly and Yearly Runoff.  
Runoff Calibration linear fit equation R
2
 Nash-Sutcliffe 
Daily y = 1.0698x - 0.1991 0.57 0.57 
Monthly y = 1.1938x - 1.2189 0.65 0.632 
Yearly   y = 0.7134x + 2.7149 0.60 0.48 
 
 Figure 4.14a shows the observed flow in dashed line versus the SWAT 
experimental flow in solid line. There is close correlation but the SWAT misses the peak 
values but closely models the valleys. For Figure 4.14B the yearly observed values are 
displayed with a dashed line and the SWAT experimental values are in solid line.  The 
SWAT values are underestimating the flow in most of the years and the peaks of some of 
the years are not matching.  
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A 
 
B 
Figure 4.14: Monthly (A) and Yearly (B) flow correlation for Watershed used for 
calibration. 
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4.5.2.4 Calibration of Suspended Solids 
 
Figure 4.15: Observed and simulated Suspended sediments 
4.5.3 Observed versus simulated Suspended Solids 
There are 20 observations from 2007 to 2012 for suspended sediments for the sub 
watershed used in the calibration.  Simulated values have more fluctuation than observed 
and the sum of the simulated values for the 20 day period is over estimating suspended 
solids by 23.42%. Many days have large differences between observed and simulated. 
Observed during the twenty days would have been 9.29 total tons and simulated 
estimated 11.46 tons during those days.  More efforts needs to be made to calibrate 
suspended sediments in the model. 
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Figure 4. 16: Observed versus simulated Total phosphorus per day. 
 
There are 18 observations from 2005 to 2009 for total phosphorus for the sub 
watershed used in the calibration (Figure 4.16).  Both observed and simulated values 
have a great deal of fluctuation. The sum of the simulated values for the 18 day period is 
under predicting the total phosphorus by 29% for these days. More calibration of total 
phosphorus will be able to decrease these discrepancies between the observed and the 
simulated values for total phosphorus. The observed during the sampling days is 94.95 kg 
and the model is predicting 67.14kg.  
Figure 4.17 shows the 59 observations from 1997 -2012 for total nitrogen versus 
the predicted values from the model presented in this research. There is more variation in 
the model predictions particularly for the more recent data records. The model is over 
predicting total nitrogen during these 59 observation days by 28.8%. Observed is 497.62 
tons and simulated is 640.99 tons.  Further calibration of the model for total nitrogen will 
decrease these differences in observed and simulation.  
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Figure 4.17: Observed versus simulated Total nitrogen per day 
 
4.5.3.1 Validation  
 Validation is completed on a small watershed within the study area. the gauge 
number is USGS 01105500. Table 4.9 shows the R
2
 and the Nash-Sutcliffe values for 
simulated versus observed values for yearly, monthly and daily surface flows.   
Table 4.9: Statistical correlation of validation watershed. 
Runoff Calibration  linear fit equation  R2  Nash-Sutcliffe  
Daily  y = 1.4297x - 0.3318  0.327 0.28 
Monthly  y = 1.2662x - 0.1301 0.4042 0.35 
Yearly   y = 0.8391x + 0.4328  0.4849 0.142 
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A 
 
B 
 
C 
Figure 4. 18 Daily (A), Monthly (B) and yearly (C) R
2
 of runoff Validation 
Watershed. 
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 To determine the baseline values for the Charles River watershed all of the same 
variables for SWAT input values are placed into a new model for the larger basin. the 
model is then run and the baseline average values for water quantity parameters are in 
table 4.8.  The water quantity parameters are Average total precipitation (Precip) on 
subbasin (mm); Snow melt (mm); Potential (Pet) evapotranspiration (mm); Actual 
evapotranspiration (ET) (mm); Soil water (Sw) content (mm); Amount of water 
percolating (Perc) out of root zone  (mm); Surface (Surg) runoff (mm); Groundwater 
discharge (Gw_q) into reach (mm); Net water yield to reach (Wyld) (mm).  Figure 4.19 
shows baseline flow for the whole watershed with amount of surface flow per year that 
moves into Boston Bay. 
 
Figure 4.19: Yearly Baseline flow for whole Watershed area. 
Appendix C shows results of the calibrated values extrapolated throughout the 
whole study area watershed. These values will be used as the baseline runoff quantitative 
for a 43 year period and compared to values generated for three different land use and 
climate change scenarios.  
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Appendix D shows runoff values generated if 3.25% of the land use within the 
study areas increases to urban land use with 3.25% less forested area. This is a 
conservative estimate of possible land use change over a 42 year period.   
Appendix E shows runoff values if climate changes using IPCC 2007 
conservative estimates of future changes in precipitation and temperature in the New 
England region.  
Appendix F shows surface runoff values if land use described earlier and climate 
changes in the region.  
Appendix G compares surface flows generated in the baseline scenario with 
changes in land use, change in climate and changes in land use and climate. This table 
shows baseline flow in the second column with predicted flow from a 3.25% increase in 
urbanization with a loss of that same amount of forested areas in the third row. The fourth 
row labeled 3.25LU% change shows the percent change from baseline for each year, the 
fifth column shows discharge with just IPCC climate change variables discussed before 
with no changes in land use. The sixth column shows percent change in flow for the 
climate change scenario compared to the Baseline flow.  The seventh column shows the 
surface flow generated if 3.25% of urban growth and climate change occurs at the same 
time. The last column shows percent change in surface flows caused by a change in Land 
use and climate change scenario when compared to baseline flow.  
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Figure 4.20: Impacts of climate change and land use on stream surface flows. 
Figure 4.20 shows yearly surface flows for the three scenarios when compared to 
the baseline flow predicted with the SWAT model. Refer to appendices C, D, E and F for 
values displayed in Figure 4.20.  
Figure 4.21 shows percent change from baseline surface flows predicted for the 
three scenarios with the SWAT mode. Appendix G contains values and % changes for 
graphs displayed in Figure 4.21.   
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Figure 4.21: Percent changes in flows for 42 year period. 
4.5.4 Suspended sediment and nutrients impacts 
 Suspended solids, total nitrogen and total phosphorus are modeled. In the 
following tables the Sed_Out represents suspended solids discharge measured in metric 
tons per year. The Sedconc represents the mean concentration of sediment measured in 
milligrams per liter and numbers represent mean for the year. Total nitrogen in the 
SWAT results is acquired by adding OrgN_out, NO3_out, NH4_out and NO2_out that 
represents total nitrogen discharged per year in kilograms. Total phosphorus in the 
SWAT results is acquired by adding OrgP_out that represents total organic phosphorus 
and MinP_out that represents mineral phosphorus transported to acquire total phosphorus 
in kilograms per year. Appendix H shows baseline measurements of suspended solids, 
concentration of suspended solids, total nitrogen and total phosphorus for the study area.  
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  Appendix I shows expected yearly discharge of suspended solids, total nitrogen 
and total phosphorus caused by just changes in temperature and precipitation within the 
study area with the same land use as the baseline model.   
Appendix J shows expected yearly discharge of suspended solids, total nitrogen 
and total phosphorus caused by an increase of 3.25% urban with a loss of 3.25% forest in 
the study area. These results are for land use changes with climate remaining the same 
within the study area as the baseline model.   
Appendix K shows expected yearly discharge of suspended solids, total nitrogen 
and total phosphorus caused by an increase of 3.25% urban with a loss of 3.25% forest as 
well as changes in precipitation and temperature within the study area.  
Figure 4.22  shows percent change in suspended solids for three different 
scenarios from the baseline for the study area. Appendix L has the yearly exports of 
suspended sediments for baseline, and then scenarios of climate change, land use change 
and climate combined with land use change. There was an average of 14.4 percent 
increase in suspended sediments for changes in land use alone and a 38.6% increase in 
suspended sediments due to climate change alone. The combined effect of changes in 
land use and changes in climate caused a 56% increase in suspended sediments for the 
study area.   
 318 
 
Figure 4.22: Suspended sediment percent change from baseline. 
 
Figure 4.23 shows percent change in total nitrogen for three different scenarios 
from the baseline for the study area.  Appendix M shows data from the different 
simulations: baseline, climate change, land use change and climate combined with land 
use change. The yearly average increase caused by land use change alone is a 13.8% 
increase, from climate change alone a 59.1% increase and when land use change and 
climate change are combined there is a 53.8% average increase per year. There is a great 
deal of fluctuation in total nitrogen with the climate change scenario that ranges from 
over 1000% increase to a 70% decrease in yearly values. The effects of climate change 
mirror Climate with land use change scenario. Values fluctuate tremendously between 
some early years in the modeling.  
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Figure 4.23 Percent change in total nitrogen from baseline. 
 
Figure 4.24 shows percent change in annual total phosphorus compared to 
baseline results. Appendix N shows the table of results for the baseline and the three 
scenarios showing percent change from the baseline in total phosphorus in this study. 
Yearly average increase of total phosphorus due to increasing urban growth is 15.4%.  
Average increase of total phosphorus due to climate change is 59.4% and when changes 
in climate and land use occurred together the average increase is 57.3% in total 
phosphorus.  Percent change in phosphorus varies from over 800% increases to decreases 
of over 70% from the baseline reading. Changes in climate cause a lot of fluctuation in 
the total phosphorus released in the study area.  
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Figure 4.24 Percent change in total phosphorus from baseline. 
 
4.5.5 Discussion 
Land use within the study area changed a great deal over the 42 year study period. 
The SWAT model uses one set land use shape file to determine the land use grid for the 
model. Calibration of the watershed area is difficult partly because the land use trend of 
the study period was not incorporated into the model. The gauging station used for 
calibration has daily discharge for the 42 year time period. More emphasis needs to be 
placed into further calibration of surface flows to match long term trends in land use that 
appears to be impacting the present calibration.  
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Further calibration of suspended solids, total nitrogen and total phosphorus is 
needed and this will reduce model errors in estimation of water quality parameters. 
Phosphorus has twelve observations of data collected during a two year period that is 
used in the calibration process. Total nitrogen has 59 data records from June of 1997 to 
December of 2012. There are 20 data records for suspended sediments from March of 
2007 to December of 2012.   
During the calibration process large portions of surface water needed to be 
allowed to seep into the aquifer. Much of the watershed is made up of porous soils with a 
high percentage of sand. The near coastal portion of the study area has interaction with 
subsurface ground water and tidal changes in salt water intrusion. This may affect daily 
and monthly results. This study evaluates yearly changes and influxes in surface flows, 
suspended sediments, total nitrogen and total phosphorus. When calibration for yearly 
output has a higher Nash-Sutcliffe value tidal movements and intrusion events should 
have minor influence on yearly estimates of discharge.  
4.6 Conclusion 
 
Coastal ecosystems provide important ecosystem services in the form of habitat, 
fisheries, and coastal protection. They are vulnerable to climate changes, terrestrial land 
use changes, changes in salinity and tidal movements. The primary productivity within 
the coastal system is responsive to nutrients carried in runoff from watersheds. Fisheries 
have evolved for runoff fluctuations that are periodic and somewhat predictable.  
Changes in land use and climate will affect runoff patterns and the movement of 
suspended solids and nutrients into these coastal areas.  Understanding how land use in 
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coastal watersheds affects coastal ecosystems is valuable research because of the large 
value of ecosystem services provided by relatively small areas.  
The Charles River watershed is the most urban watershed in the state of 
Massachusetts and runoff from this basin empties into Boston Bay. This research 
modeled the surface and subsurface flows of water through this watershed. Using 
BASIN’s and SWAT modeling software daily precipitation and temperature for a forty 
year period is used as initial climate variables. Land use and soils for the area is provided 
by the EPA through BASINs. Observed USGS gauging data for two sub watersheds 
within the region is used for calibration and validation of the model. Calibration is 
completed by manipulating various coefficients that control how water moves across the 
landscape, through the soils, into aquifers and into the air. Calibration of these variables 
is able to achieve R
2
 correlations for monthly, yearly and daily flows above .58.  Yearly 
flows were used for determining percent change in runoff, suspended sediment, total 
nitrogen and total phosphorus loading in three scenarios. Baseline conditions were 
determined by running the calibrated model for the whole watershed. Outputs for the 
watershed are used to determine percent change in surface flows, suspended sediments, 
total nitrogen and total phosphorus for three scenarios.  
The climate change scenario used expected IPCC 2007 estimates for temperature 
and precipitation changes in this region. In Figure 4.20 shows the climate change 
scenario increases the yearly runoff values in the first twenty years by 20 – 40 percent. 
The last twenty years of the climate change scenario fluctuation in runoff is more erratic. 
Some of the year’s yearly runoff is little changed from present values but most years 
runoff is 15 – 30 % higher than the baseline values. The average stream flow increased 
 323 
28% per year because of changes in climate. Table 4.21 shows suspended sediments 
increase with climate change from 18% to 80% of baseline values. There is an average 
increase of 38.6% per year in suspended solids due to climate changes. Table 4.22 shows 
total nitrogen fluctuated a great deal in the beginning of the model total yearly fluctuation 
ranged from 70% decrease in total nitrogen to over 1000% increase in total nitrogen for 
the year. The average value had a 59% increase in total nitrogen per year. Table 4.23 
shows total phosphorus fluctuated between decreases of 65% to increases of over 900 
percent from baseline values. The average value demonstrated an increase of 59.4% 
increase in the total phosphorus for the region.  
The land use change scenario implemented a 3.25% increase in urban 
communities with a loss of forested habitat. This is a conservative estimate of urban 
growth in the watershed. Figure 4.20 shows the first thirty years of the scenario the 
surface runoff was 40 – 60 percent above baseline values. Stream flows increased an 
average of 46.6% because of changes in land use. Table 4.21 shows suspended sediments 
increase with this change in land use from 1% to 25% of baseline values. The average 
was a 14.4% increase in suspended solids per year. Total nitrogen had a fluctuation range 
from a 17% decrease to over 114% increase per year. The average value in Table 4.22 is 
a 13% increase in total nitrogen per year. Table 4.23 shows total phosphorus fluctuated 
between decreases of 13% to increases of over 113 percent from baseline values. The 
average value demonstrated an increase of 15.4% increase in the total phosphorus from a 
change in land use.  
Implementation of both changes in climate and changes in land use causes the 
surface runoff in Figure 4.20 shows increases in surface flows vary from 25% to over 
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200% increase per year with an average increase of 79.5%. Figure 4.21 show suspended 
sediments increase with change in land use and climate from 24% to 71% of baseline 
values with an average increase of 56.0% in suspended solids per year. Total nitrogen 
(Figure 4.22) fluctuations range from 65% decrease to over 1100% increase per year 
from baseline. The average value is a 53.8% increase in total nitrogen per year. Table 
4.19 and Figure 4.19 show total phosphorus fluctuated between decreases of 60% to 
increases of over 300 percent from baseline values. The average value demonstrated an 
increase of 57.3% increase in the total phosphorus from a change in land use.  
Expected increases in surface runoff may cause more flooding in lower elevations 
and possibly dewatering of some of smaller tributaries during warmer months.  Changes 
can increase the flashiness of the streams and change the behavior of some species of 
aquatic organisms. Organisms that depend on water temperatures or water volumes to 
signal spawning may change patterns with changes in flows. Increased sediment loads 
may increase silting in parts of rivers possibly increasing the chance of flooding. 
Increases in silt load may affect spawning by silting in gravel areas or covering eggs in 
sediments. Changes may occur in location of coastal mud flats. Increases in sediment 
deposition may affect the ability to navigate some of the higher silt laden rivers.  
Increases in total nitrogen and total phosphorus would impact coastal community’s 
primary productivity. Both nitrogen and phosphorus play critical roles in photosynthetic 
activity in aquatic ecosystems. The scenarios predict large increases in total nitrogen and 
total phosphorus some years in the Boston Bay area.  These increases can increase the 
algal blooms and the possibility of hypoxia developing in parts of the region.   
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The Charles River Watershed is already one of the most urban watersheds in the 
United States. Changes in climate and urban growth in the future will affect the surface 
runoff, suspended sediments, total nitrogen and total phosphorus. Using low impact 
development tools like retention ponds, buffer strips, and green roof tops are methods to 
retain nutrients and sediments. Bioremediation of these nutrients preventing them from 
discharging into the bay will minimize the effects of changes. Development of zoning 
restrictions on development within riparian areas and increasing riparian vegetative 
buffers are solutions.  Continued efforts by communities to preserve open space and 
prevent fragmentation of forested habitat will assist in reducing affects of changes in land 
use and climate impacts on coastal systems.   
Further research needs to study the influence of urban growth on primary 
productivity within coastal wetlands. Many coastal ecosystems are in danger of being 
lost. Though the affects of climate change are uncertain research needs to continue to 
investigate how to minimize the effects of changes in climate, population growth and 
urbanization on coastal ecosystems. Understanding the role of nutrient loads carried in 
runoff on the coastal system productivity is not well understood.  
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CHAPTER 5 
CONCLUSION 
Supplying enough freshwater to sustain ecosystem function and the needs of a 
growing population is a global natural resource issue. Just as the Dust Bowl changed 
farming and land management practices in the 1930’s land management will have to 
make similar drastic changes in managing urban growth in the future. The percentage of 
people living in urban communities is growing rapidly and climate change complicates 
the ability of communities, states and countries to maintain enough freshwater for all of 
the need. Water supplies are not sufficient now to meet urban, industrial, agricultural, and 
environmental demands in many areas (Jury and Vaux, 2005). Global issues involving 
water rights and management will influence national water policy and conflicts between 
neighboring countries may develop due to increased drought, population growth, and 
conflicting governance policies (Vörösmarty et al., 2010).  
This research investigates complicated ecohydrological relationships that exist at 
continental, regional and coastal scales to shape runoff patterns within diverse 
watersheds.  An important contribution of this research is information gained will help 
develop an understanding land use managements influence on a regions ability to provide 
water for population growth and ecosystem function. Using a watershed systems 
approach to research ecohydrological dynamics at various scales allows this study to 
evaluate the interaction of a broad group of variables the nation’s water resources. Water 
connects living systems together and this research clarifies our understanding of the links 
between land use and runoff patterns as well as the importance of various abiotic metrics 
such as soil moisture, temperature and precipitation in the availability of water resources. 
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Waters movement across the landscape develops ecohydrological connections that can be 
improved so benefits of available water within a watershed can be maximized. This 
research provides an understanding of the importance of land use, soil moisture, and 
climate in the availability of future water supplies.   
The general objective of this dissertation is to study the effects of land use and 
climate change on the ecohydrology of watershed systems. This is accomplished by 
conducting transdisciplinary research at continental, regional and coastal scales. A more 
specific objective is analysis of relationships between land use and climate change on 
runoff in watersheds across the continental United States. Being able to quantify affects 
of spatial and temporal land use patterns within a watershed on hydrologic processes is an 
important realized objective of the research. Developing a clear understanding of 
dynamics that exist between fragmentation of the landscape and position of the 
fragmented habitat within a watershed on hydrologic processes will allow future land 
management for more sustainable water resources.  As climate changes and urban 
communities continue to evolve, information gained in this research will allow land 
management within coastal watersheds systems to change and help preserve ecosystem 
function of coastal and terrestrial systems.  Information gained in this research allows for 
the development of multi-scale conservation strategies to protect watersheds under 
changing land use and climate conditions at continental, regional and coastal scales.   
Watersheds within the continental United States have diverse hydrogeomorphic 
and climatic characters.  Interactions between these characters shape and mold an equally 
diverse group of biotic communities. Using an Ecohydrologic continental scale watershed 
approach to investigate relationships that exist between runoff and soil moisture, 
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precipitation, evaporation, vegetation and temperature within this diverse framework has 
given useful information to improve future management. Analysis at the continental scale 
was able to determine that changes in climate do affect runoff patterns within watersheds.  
Equally important is the renewed support for the role healthy soils and their soil moisture 
influence on runoff patterns. Land use affects the storage capacity and access soils have 
to water. Land use within a watershed can determine ecohydrological access to water and 
can be evaluated by investigating runoff and vegetation metrics. Applying information 
gained from this research will provide management direction in developing sustainable 
freshwater resources goals. These goals have to accommodate freshwater needed to 
maintain ecosystem services and the needs of a growing population.  Just as the nation 
has a diverse watersheds policy needs to be flexible and able to incorporate regional 
differences into the management plan.   
Regional scale watershed analysis investigated the influence of land use metrics 
on hydrologic characters in a temporal period from 1973 to 2009 present in watersheds 
within Massachusetts, U.S.A.  Land use configuration within a watershed in 
Massachusetts did affect hydrology of the watershed.  Hydrologic metrics that are 
influenced by the land use mosaic within a watershed were Time of concentration, 
recession coefficient, base flow index and peak flows. Models were able to significantly 
predict behavior of each of the hydrologic metrics using landscape metrics.  Patch 
Density, perimeter-area fractal dimensions, Landscape Shape Index and the Contagion 
index are the most effective land use metrics for predicting hydrologic variation. They all 
dealt with fragmentation of the landscape and size and shape of various patches.  There 
was an increasing trend in the PARFRAC metric from 1971 until 2006 this is indicative 
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of more complex shapes of the patches within the landscapes as a whole. PAFRAC 
approaches 1.0 when the shapes have simple perimeters and approaches 2.0 when shapes 
are more convoluted. The mean PARFRAC value moved from 1.31 in 1971 to 1.41 in 
2006. The contagion index measures the aggregation of similar raster cell adjacencies.  
Contagion changed from a mean of 58.25 in 1971 to a mean of 54.00 in 2006. The larger 
value of contagion index implies a landscape that has larger contiguous patches of the 
same raster cell adjacencies. The mean value decreased over the study period implying 
less same land use class adjacencies. The number of urban patches increased significantly 
over the study period. The perimeter to area ratio, measured as the Landscape Shape 
Index, increased over the time from a mean ratio in 1971 of 20.21 to a mean of 31.26 in 
2006 suggesting a great deal more edge and again fragmentation of the landscape. This 
research is critical in that it directly relates fragmentation of the landscape over a 40 year 
period to changes in hydrologic metrics over the same period of time.  
Coastal scale watershed analysis evaluated the affects of changes in land use and 
climate on runoff, suspended sediments, total nitrogen and total phosphorus to coastal 
wetlands on the Charles River coastal watershed in the Boston area of Massachusetts. HA:  
Changes in land use and climate change both had a significant effect on runoff and 
nutrient loads delivered to coastal ecosystems in Boston Bay. Even with conservative 
changes in land use over the next 40 years saw up to 80% increases in yearly runoff 
values. With climate change alone there would be up to 40% change in many years and 
when climate change and only a 3.25% increase in urban development there was up to 
114% increase in runoff. There has been a great deal of urban development in this region 
of the country and Massachusetts is one of the most urban states. Coastal ecosystems in 
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the area will have to absorb larger inflows of runoff, suspended sediments, total nitrogen 
and total phosphorus in the future. These coastal ecosystems will likely change 
significantly in the future unless management policy is implemented control runoff 
patterns observed in this region. Many parts of the world are facing similar issues and 
with continued urbanization and changes in climate coastal systems will continue to 
degrade with a loss of valuable ecosystem service.  Coastal wetlands provide valuable 
ecosystem services but are vulnerable to impacts of changes in climate and continental 
land use patterns.   
Information gained through this research gives insight into policy that can be 
implemented at continental, regional and coastal scales to improve quantities of quality 
water required to maintain ecosystem services and human consumptive needs.  Policy at 
the continental scale to maintain good soil management will protect a valuable resource 
and improve the ability of water to stay on the landscape. Continued efforts to increase 
the organic material in soils and allow infiltration and interaction of soils with water can 
regionally strongly influence runoff patterns. Affects of climate change on runoff patterns 
will vary depending on location of the watershed but increased efforts to stabilize and 
allow soils to hold water may be able to stabilize the influence of changes in climate. 
Policy within watershed to minimize fragmentation of native habitat and minimize 
impervious surfaces within urban landscapes can lessen the impacts of continued urban 
growth and changes in climate.  Urbanization and fragmentation affects the hydrology of 
a watershed and to insure functioning ecosystems will require more aggressive attention 
to details of land use. Changes in quantities, timing and nutrients loads will alter coastal 
and terrestrial ecosystems with continued urbanization and changes in climate.  
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Development of community, regional and national policy to minimize the impacts of 
urbanization changes could change as far reaching change as those implemented after the 
Dust Bowl in agricultural practices.  Just as those changes have far reaching affects that 
we continue to observe today changes in urban growth and development could influence 
the future of sustainable water resources around the world. 
Research conducted in all three studies needs further investigation. More 
investigation needs to be completed on the continental scale data set to determine 
regional differences in runoff patterns. There is a great deal of information that still exists 
within the continental scale data set that was not investigated in this study. Using the 
NDVI vegetation data as a dependent variable to further understand how runoff, 
temperature, precipitation and soil moisture influences vegetative patterns across the 
continent is an important start. Further analysis is needed on the Massachusetts watershed 
dataset.  Analysis of trends, over the 40 year period, between watersheds located in 
western, central and eastern Massachusetts will give details into how changes in elevation 
may affect the hydrologic signature within the state. Evaluation and comparing 
watersheds that have the most change in land use over time with those that have the least 
by region western, middle and eastern Massachusetts will allow for more detailed 
assessment of the impacts of specific land use patterns on runoff. Coastal ecosystems are 
vulnerable, complicated and deliver valuable ecosystem services around the world. 
Continuing to model the interaction of nutrients from coastal watersheds into coastal 
ecosystems is important. The Charles River Watershed is an urban watershed within a 
large metropolitan area.  As climate changes coastal cities may be influenced greatly 
from storms, sea level rising and decreasing of coastal ecosystem function.  More 
 336 
investigation needs to occur on modeling the near shore coastal dynamics of increasing 
runoff and nutrient loads on coastal wetlands and ecosystems.  
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APPENDIX A 
 
LANDSCAPE UNIVARIATE STATISTICS CHAPTER 3 
 
  
Cases Min Max Median Arithmetic 
Mean 
Standard 
Deviation 
SHAPE_MN 144 1.25 1.72 1.50 1.49 0.11 
SHAPE_MN      71 32 1.38 1.65 1.53 1.53 0.072 
SHAPE_MN     85 32 1.34 1.72 1.53 1.53 0.087 
SHAPE_MN     99 32 1.31 1.68 1.53 1.51 0.093 
SHAPE_MN   2005 32 1.24 1.50 1.35 1.36 0.062 
AREA_MN 144 4.08 40.62 17.14 17.70 7.99 
AREA_AM 144 276 90367 2898 8230 14019 
AREA_MD 144 0.27 2.48 1.44 1.29 0.60 
AREA_RA 144 408 126631 6552 12706 21233 
NDCA 144 58.00 8132.00 554.00 1344.58 1632.32 
AI 144 79.31 96.65 89.99 90.03 3.68 
TE 144 1.E+05 1.E+07 8.E+05 2.E+06 2.E+06 
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APPENDIX B 
 
OBSERVED SUSPENDED SEDIMENTS AND NUTRIENTS 
 
Appendix A: Charles River Tonnes/day at site 534S rte 109 Bridge Dedham/Boston 53.4 
mile 
  
Suspended 
sediments 
tones/day 
Total 
Phosphorus 
total tones/day 
Total Nitrogen 
tonnes/day 
6/10/1997     0.086 
12/16/1997     0.100 
3/10/1998     0.067 
6/9/1998     0.087 
9/15/1998     0.067 
12/15/1998     0.103 
3/9/1999     0.063 
6/15/1999     0.089 
9/21/1999     0.088 
12/14/1999     0.110 
3/21/2000     0.067 
6/20/2000     0.090 
9/19/2000     0.072 
12/19/2000     0.113 
3/20/2001     0.078 
6/19/2001     0.087 
9/18/2001     0.056 
12/18/2001     0.297 
3/19/2002     0.139 
6/18/2002     0.112 
9/17/2002     0.068 
12/17/2002     0.097 
3/18/2003     0.091 
6/10/2003     0.076 
9/16/2003     0.091 
12/16/2003     0.088 
3/23/2004     0.116 
6/15/2004     0.104 
9/21/2004     0.154 
12/21/2004     0.252 
3/15/2005     0.108 
7/19/2005   0.008 
 
8/16/2005   0.006 
 
9/20/2005   0.005 0.114 
12/13/2005     0.114 
3/21/2006     0.119 
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8/15/2006   0.003 
 
9/19/2006   0.003 
 
10/17/2006     0.129 
12/19/2006     0.129 
3/20/2007 0.432   0.101 
4/10/2007 0.251 0.002 
 
5/15/2007 0.726 0.005 
 
6/19/2007   0.008 0.098 
7/17/2007   0.005 
 
8/21/2007   0.007 
 
9/18/2007   0.009 0.082 
12/18/2007   0.004 
 
3/18/2008 0.432   0.075 
4/15/2008 0.752   
 
3/10/2009 0.086   
 
6/24/2008     0.123 
8/19/2008   0.005 0.095 
9/16/2008   0.006 0.086 
12/16/2008     0.070 
3/10/2009     0.077 
4/14/2009 0.276   
 
5/19/2009 0.674   
 
6/16/2009     0.126 
7/21/2009(d)   0.007 
 
8/18/2009   0.007 
 
9/15/2009   0.004 0.073 
3/16/2010 0.296   0.056 
6/15/2010 0.518   0.097 
9/21/2010 0.432   0.052 
12/21/2010 0.432   0.080 
03/15/11 0.432   0.082 
6/21/2011 0.518   0.112 
9/20/2011 0.432   0.111 
12/20/2011 0.432   0.080 
3/20/2012 0.864   0.112 
6/19/2012 0.691   0.080 
9/18/2012 0.907   0.070 
12/18/2012 0.432   0.137 
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APPENDIX C 
 
BASELINE COASTAL RUNOFF- WATER QUANTITIES 
Year Precip Snmelt Pet Et Sw Perc Surq Gw_q Wyld 
1970 1161.1 145.2 972.1 342.1 14.1 425.4 204.2 235.4 453.8 
1971 1183.1 321.6 978.8 414.9 15.2 532.3 248.0 274.3 538.5 
1972 1608.8 383.6 910.9 449.8 15.3 613.5 434.9 296.1 749.7 
1973 1273.2 149.4 964.4 436.2 14.3 482.2 283.9 263.0 563.7 
1974 1152.4 147.5 965.5 410.4 14.6 419.6 268.6 260.8 544.5 
1975 1403.0 238.9 941.4 361.4 17.0 563.3 316.9 277.9 612.1 
1976 966.2 277.6 965.4 337.9 14.9 341.7 285.7 210.4 507.0 
1977 1380.5 319.5 983.2 353.8 14.0 597.2 357.8 279.9 655.9 
1978 1097.1 365.2 952.9 376.2 17.0 377.1 300.1 209.0 520.8 
1979 1243.9 163.3 921.5 338.3 12.8 486.6 366.8 261.6 643.3 
1980 929.1 91.2 952.7 369.9 16.2 319.0 171.5 193.7 377.1 
1981 1217.7 129.5 971.6 405.7 16.3 475.6 234.7 238.5 489.7 
1982 1233.2 235.8 895.6 414.4 13.4 427.2 362.4 240.2 617.0 
1983 1723.2 222.7 977.4 348.9 15.2 639.0 587.0 263.5 869.5 
1984 1516.6 397.2 964.2 395.1 14.1 633.9 453.1 273.2 745.7 
1985 1103.8 184.0 973.1 445.5 12.9 403.6 204.5 229.4 449.5 
1986 1259.6 150.5 944.0 411.1 13.1 408.2 331.2 216.2 561.1 
1987 1326.2 214.8 969.8 383.6 11.8 486.5 429.0 247.9 693.0 
1988 865.1 181.7 937.6 334.7 15.1 310.8 186.5 189.5 386.7 
1989 1035.4 83.9 963.1 389.4 11.6 398.3 189.6 230.8 435.2 
1990 1077.9 69.0 950.8 375.0 12.3 380.2 277.8 217.9 509.9 
1991 1099.7 118.8 988.8 336.7 16.0 431.3 275.7 245.9 536.4 
1992 1143.4 101.1 932.4 416.0 16.6 407.9 240.7 240.0 495.2 
1993 1207.3 276.2 991.9 305.5 12.3 533.8 329.1 250.5 595.3 
1994 1302.2 306.4 1004.8 379.6 12.3 494.4 333.7 253.2 602.5 
1995 1111.6 140.7 986.3 360.6 17.1 337.8 350.1 193.2 555.2 
1996 1583.1 333.2 946.1 376.1 12.4 556.0 628.9 273.3 919.3 
1997 1008.6 262.9 965.6 346.1 16.1 398.7 234.1 220.8 467.5 
1998 1359.3 66.1 983.1 357.2 16.1 512.2 445.3 259.0 721.8 
1999 881.2 150.0 1024.5 315.2 10.3 341.6 201.1 195.6 407.9 
2000 1101.5 126.9 937.1 425.0 16.2 401.7 193.7 236.3 445.1 
2001 945.9 210.2 1009.3 380.4 12.7 339.7 197.9 189.9 400.0 
2002 1357.2 168.0 1007.1 357.3 16.7 519.2 340.4 279.9 636.8 
2003 1270.4 329.6 936.5 385.1 11.5 483.0 391.2 266.0 672.4 
2004 1469.2 131.0 939.3 441.4 17.1 567.8 388.2 294.0 701.7 
2005 1451.0 324.7 970.2 354.2 15.4 563.3 479.9 275.4 771.7 
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2006 1973.8 82.6 965.2 442.6 14.8 760.7 692.2 327.0 1044.9 
2007 1275.9 265.4 1005.9 370.5 16.5 503.9 336.8 269.1 621.5 
2008 1562.5 249.9 960.6 440.9 14.1 560.0 465.6 289.0 772.9 
2009 1441.5 218.1 936.7 398.6 15.2 555.3 448.1 298.7 765.0 
2010 1349.8 167.0 1008.4 349.3 15.7 466.3 471.0 253.8 740.2 
2011 1523.1 223.7 954.8 421.5 14.3 648.6 367.1 302.6 691.0 
2012 1078.4 44.7 999.6 420.6 16.4 394.2 163.0 234.6 413.1 
2013 419.2 156.8 316.3 167.5 1.2 180.4 104.3 102.3 211.7 
Aver 1259.3 205.6 963.4 383.3 1.2 476.3 335.7 250.1 601.5 
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APPENDIX D 
 
SCENARIO 3.25% INCREASE URBANIZATION 
 
Date Precip Snomelt Pet Et Sw Perc Surq Gw_q Wyld 
1970 1161.1 145.2 972.1 341.5 14.1 267.6 334.2 170.8 537.1 
1971 1183.1 321.6 978.8 413.4 15.2 342.4 408.0 214.6 659.8 
1972 1608.8 383.6 910.9 433.6 15.3 381.6 653.7 235.1 930.3 
1973 1273.2 149.4 964.4 440.8 14.3 306.5 416.8 203.0 659.4 
1974 1152.4 147.5 965.5 395.6 14.6 254.7 425.7 189.5 649.2 
1975 1403.0 238.9 941.4 372.9 17.0 355.6 478.8 227.4 745.2 
1976 966.2 277.6 965.4 356.1 14.9 217.9 373.8 155.8 555.9 
1977 1380.5 319.5 983.2 389.4 14.0 367.1 522.8 224.2 788.1 
1978 1097.1 365.2 952.9 371.7 17.0 237.5 415.9 151.2 594.4 
1979 1243.9 163.3 921.5 359.5 12.8 305.2 507.2 199.0 740.5 
1980 929.1 91.2 952.7 393.4 16.2 190.9 250.7 135.1 414.0 
1981 1217.7 129.5 971.6 430.2 16.3 292.7 359.0 182.1 579.3 
1982 1233.2 235.8 895.6 389.5 13.4 270.5 519.3 187.6 739.7 
1983 1723.2 222.7 977.4 370.5 15.2 394.7 787.7 215.4 1045.7 
1984 1516.6 397.2 964.2 398.1 14.1 405.4 643.3 218.6 905.7 
1985 1103.8 184.0 973.1 421.6 12.9 236.2 369.1 165.3 568.6 
1986 1259.6 150.5 944.0 387.9 13.1 256.7 480.6 162.4 674.3 
1987 1326.2 214.8 969.8 361.7 11.8 301.0 611.3 199.1 845.5 
1988 865.1 181.7 937.6 340.4 15.1 193.0 280.2 130.7 435.9 
1989 1035.4 83.9 963.1 390.9 11.6 243.4 317.1 169.5 520.4 
1990 1077.9 69.0 950.8 388.1 12.3 206.9 414.1 141.1 586.0 
1991 1099.7 118.8 988.8 368.4 16.0 267.7 380.6 187.2 602.7 
1992 1143.4 101.1 932.4 404.4 16.6 250.8 381.5 167.6 582.3 
1993 1207.3 276.2 991.9 348.6 12.3 324.5 473.0 193.2 701.5 
1994 1302.2 306.4 1004.8 388.7 12.3 305.8 487.6 189.8 712.8 
1995 1111.6 140.7 986.3 379.3 17.1 206.1 444.5 141.5 614.3 
1996 1583.1 333.2 946.1 411.5 12.4 342.1 779.8 203.7 1022.9 
1997 1008.6 262.9 965.6 359.3 16.1 242.4 346.5 168.1 543.5 
1998 1359.3 66.1 983.1 368.2 16.1 313.8 610.2 202.5 852.2 
1999 881.2 150.0 1024.5 352.6 10.3 209.3 280.3 142.0 449.3 
2000 1101.5 126.9 937.1 437.0 16.2 230.8 324.1 157.5 516.1 
2001 945.9 210.2 1009.3 376.0 12.7 206.3 310.8 134.0 472.6 
2002 1357.2 168.0 1007.1 370.6 16.7 322.5 498.4 211.4 747.1 
2003 1270.4 329.6 936.5 408.2 11.5 296.9 529.8 204.2 769.3 
2004 1469.2 131.0 939.3 466.1 17.1 343.8 551.8 224.2 820.1 
2005 1451.0 324.7 970.2 378.3 15.4 340.7 658.4 221.2 916.0 
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2006 1973.8 82.6 965.2 475.4 14.8 457.5 932.3 264.1 1253.1 
2007 1275.9 265.4 1005.9 376.7 16.5 313.9 488.6 197.4 721.2 
2008 1562.5 249.9 960.6 444.9 14.0 360.6 636.8 237.6 917.4 
2009 1441.5 218.1 936.7 396.8 15.1 342.4 637.7 228.2 906.0 
2010 1349.8 167.0 1008.4 355.8 15.7 288.9 611.3 194.8 841.0 
2011 1523.1 223.7 954.8 454.8 14.2 389.8 561.4 253.8 862.7 
2012 1078.4 44.7 999.6 414.9 16.4 243.5 279.5 164.1 479.9 
2013 419.2 156.8 316.3 157.2 5.1 121.4 155.7 83.3 251.1 
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APPENDIX E 
 
SCENARIO CLIMATE CHANGE 
 
Date Precip Snomelt Pet Et Sw Perc Surq Gw_q Wyld 
1970 1161.1 145.2 972.1 341.5 14.1 267.6 334.2 170.8 537.1 
1971 1183.1 321.6 978.8 413.4 15.2 342.4 408.0 214.6 659.8 
1972 1608.8 383.6 910.9 433.6 15.3 381.6 653.7 235.1 930.3 
1973 1273.2 149.4 964.4 440.8 14.3 306.5 416.8 203.0 659.4 
1974 1152.4 147.5 965.5 395.6 14.6 254.7 425.7 189.5 649.2 
1975 1403.0 238.9 941.4 372.9 17.0 355.6 478.8 227.4 745.2 
1976 966.2 277.6 965.4 356.1 14.9 217.9 373.8 155.8 555.9 
1977 1380.5 319.5 983.2 389.4 14.0 367.1 522.8 224.2 788.1 
1978 1097.1 365.2 952.9 371.7 17.0 237.5 415.9 151.2 594.4 
1979 1243.9 163.3 921.5 359.5 12.8 305.2 507.2 199.0 740.5 
1980 929.1 91.2 952.7 393.4 16.2 190.9 250.7 135.1 414.0 
1981 1217.7 129.5 971.6 430.2 16.3 292.7 359.0 182.1 579.3 
1982 1233.2 235.8 895.6 389.5 13.4 270.5 519.3 187.6 739.7 
1983 1723.2 222.7 977.4 370.5 15.2 394.7 787.7 215.4 1045.7 
1984 1516.6 397.2 964.2 398.1 14.1 405.4 643.3 218.6 905.7 
1985 1103.8 184.0 973.1 421.6 12.9 236.2 369.1 165.3 568.6 
1986 1259.6 150.5 944.0 387.9 13.1 256.7 480.6 162.4 674.3 
1987 1326.2 214.8 969.8 361.7 11.8 301.0 611.3 199.1 845.5 
1988 865.1 181.7 937.6 340.4 15.1 193.0 280.2 130.7 435.9 
1989 1035.4 83.9 963.1 390.9 11.6 243.4 317.1 169.5 520.4 
1990 1077.9 69.0 950.8 388.1 12.3 206.9 414.1 141.1 586.0 
1991 1099.7 118.8 988.8 368.4 16.0 267.7 380.6 187.2 602.7 
1992 1143.4 101.1 932.4 404.4 16.6 250.8 381.5 167.6 582.3 
1993 1207.3 276.2 991.9 348.6 12.3 324.5 473.0 193.2 701.5 
1994 1302.2 306.4 1004.8 388.7 12.3 305.8 487.6 189.8 712.8 
1995 1111.6 140.7 986.3 379.3 17.1 206.1 444.5 141.5 614.3 
1996 1583.1 333.2 946.1 411.5 12.4 342.1 779.8 203.7 1022.9 
1997 1008.6 262.9 965.6 359.3 16.1 242.4 346.5 168.1 543.5 
1998 1359.3 66.1 983.1 368.2 16.1 313.8 610.2 202.5 852.2 
1999 881.2 150.0 1024.5 352.6 10.3 209.3 280.3 142.0 449.3 
2000 1101.5 126.9 937.1 437.0 16.2 230.8 324.1 157.5 516.1 
2001 945.9 210.2 1009.3 376.0 12.7 206.3 310.8 134.0 472.6 
2002 1357.2 168.0 1007.1 370.6 16.7 322.5 498.4 211.4 747.1 
2003 1270.4 329.6 936.5 408.2 11.5 296.9 529.8 204.2 769.3 
2004 1469.2 131.0 939.3 466.1 17.1 343.8 551.8 224.2 820.1 
2005 1451.0 324.7 970.2 378.3 15.4 340.7 658.4 221.2 916.0 
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2006 1973.8 82.6 965.2 475.4 14.8 457.5 932.3 264.1 1253.1 
2007 1275.9 265.4 1005.9 376.7 16.5 313.9 488.6 197.4 721.2 
2008 1562.5 249.9 960.6 444.9 14.0 360.6 636.8 237.6 917.4 
2009 1441.5 218.1 936.7 396.8 15.1 342.4 637.7 228.2 906.0 
2010 1349.8 167.0 1008.4 355.8 15.7 288.9 611.3 194.8 841.0 
2011 1523.1 223.7 954.8 454.8 14.2 389.8 561.4 253.8 862.7 
2012 1078.4 44.7 999.6 414.9 16.4 243.5 279.5 164.1 479.9 
2013 419.2 156.8 316.3 157.2 5.1 121.4 155.7 83.3 251.1 
Aver 1259.3 205.6 963.4 392.5 5.1 293.7 482.1 190.0 707.8 
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APPENDIX F 
 
INCREASE IN URBAN AND CLIMATE CHANGE COMBINED 
 
Date Precip Snomelt Pet Et Sw Perc Surq Gw_q Wyld 
1970 1215.1 139.2 972.7 342.1 14.1 270.8 430.3 162.9 625.6 
1971 1233.0 297.2 979.4 413.4 15.2 352.7 530.1 203.8 771.5 
1972 1676.6 361.8 911.5 431.4 15.3 384.1 809.3 231.5 1082.6 
1973 1335.8 151.8 965.1 443.0 14.3 317.5 543.2 194.2 777.8 
1974 1212.9 160.4 966.1 396.4 14.9 267.4 521.3 187.7 743.8 
1975 1448.9 237.2 942.0 375.0 17.0 359.3 589.4 218.0 846.6 
1976 1007.3 270.0 966.0 357.3 14.9 219.8 438.3 147.0 611.7 
1977 1447.7 254.4 983.8 388.1 14.0 361.2 697.6 208.7 946.6 
1978 1157.1 394.8 953.5 372.5 17.0 244.6 487.5 140.4 655.7 
1979 1312.6 135.4 922.1 361.2 12.8 315.3 627.3 190.8 853.2 
1980 964.1 91.9 953.3 394.0 16.2 198.2 331.2 123.6 483.4 
1981 1271.5 116.8 972.2 431.8 16.3 297.9 476.2 175.8 690.7 
1982 1267.4 243.5 896.2 390.6 13.4 283.5 585.6 178.2 797.4 
1983 1824.1 242.0 978.0 369.6 15.2 416.4 972.7 209.9 1226.4 
1984 1595.5 195.6 964.8 400.3 14.0 370.4 793.4 211.5 1047.4 
1985 1135.2 160.0 973.7 423.9 10.7 240.8 439.4 158.6 632.7 
1986 1274.1 137.0 944.6 381.4 13.1 261.4 577.7 156.2 766.0 
1987 1355.6 231.0 970.4 357.2 11.7 304.6 663.4 189.8 888.3 
1988 902.4 164.3 938.2 341.8 15.1 194.5 343.9 119.2 488.3 
1989 995.6 89.5 963.7 370.2 11.5 229.9 346.3 153.2 531.2 
1990 1094.0 64.3 951.4 381.2 11.8 208.9 488.6 130.1 649.8 
1991 1100.7 96.0 989.5 338.8 16.0 275.3 438.6 184.4 657.4 
1992 1183.3 40.4 933.0 406.2 16.6 247.4 481.1 162.9 677.2 
1993 1223.0 246.8 992.5 344.1 12.3 306.0 548.8 176.1 758.1 
1994 1371.2 332.8 1005.4 389.4 12.3 322.9 609.0 185.6 831.0 
1995 1163.4 149.1 986.9 379.9 17.1 220.1 488.8 144.6 662.5 
1996 1609.0 304.3 946.7 396.0 12.4 352.1 873.7 200.9 1114.1 
1997 1037.7 263.8 966.3 339.7 16.1 250.9 408.3 167.8 604.8 
1998 1399.4 63.3 983.7 357.7 16.1 321.9 679.9 201.1 920.7 
1999 925.5 143.2 1025.2 354.1 10.3 213.9 348.2 139.1 514.3 
2000 1134.5 101.5 937.7 437.3 16.2 234.7 407.0 155.3 597.2 
2001 970.4 162.4 1010.0 365.8 12.7 206.8 379.0 127.8 534.3 
2002 1429.0 165.2 1007.8 371.2 16.7 334.9 649.5 206.2 894.0 
2003 1263.8 333.3 937.1 387.7 11.5 289.3 579.1 188.7 802.3 
2004 1213.3 71.4 940.7 404.6 17.1 266.3 482.9 160.9 680.7 
2005 1496.9 327.1 970.8 377.6 15.4 349.7 743.8 217.0 997.9 
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2006 1751.2 58.4 965.8 459.3 14.8 380.9 864.4 226.5 1141.2 
2007 1225.9 284.2 1006.8 346.5 16.5 300.1 533.6 176.5 742.5 
2008 1598.4 253.2 961.3 431.7 14.6 363.8 758.5 228.7 1029.7 
2009 1423.3 221.5 937.6 378.4 15.0 336.3 673.0 215.7 927.7 
2010 1418.9 148.2 1009.0 357.0 15.7 300.7 719.2 187.4 942.2 
2011 1576.7 225.4 955.4 454.9 14.3 405.9 672.5 249.8 970.8 
2012 1113.4 45.1 1000.3 407.7 16.4 252.5 377.1 156.1 569.9 
2013 1048.9 189.1 981.9 407.5 11.6 247.5 394.4 165.4 592.6 
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APPENDIX G 
 
COMPARING SCENARIOS TO BASELINE 
 
Year Baseline 3.25% ch  
LU 
3.25LU 
%change  
IPCC_CC CC 
%change  
LU&CC LU&CC    
%change  
1970 204.2 334.2 63.7 277.8 36.1 430.3 110.7 
1971 248.0 408.0 64.5 344.3 38.8 530.1 113.7 
1972 434.9 653.7 50.3 568.7 30.8 809.3 86.1 
1973 283.9 416.8 46.8 376.3 32.5 543.2 91.3 
1974 268.6 425.7 58.5 360.3 34.1 521.3 94.1 
1975 316.9 478.8 51.1 406.8 28.4 589.4 86.0 
1976 285.7 373.8 30.8 360.0 26.0 438.3 53.4 
1977 357.8 522.8 46.1 497.9 39.1 697.6 94.9 
1978 300.1 415.9 38.6 376.0 25.3 487.5 62.4 
1979 366.8 507.2 38.3 477.0 30.0 627.3 71.0 
1980 171.5 250.7 46.1 236.7 38.0 331.2 93.1 
1981 234.7 359.0 53.0 321.4 36.9 476.2 102.9 
1982 362.4 519.3 43.3 428.5 18.2 585.6 61.6 
1983 587.0 787.7 34.2 737.0 25.6 972.7 65.7 
1984 453.1 643.3 42.0 611.8 35.0 793.4 75.1 
1985 204.5 369.1 80.5 266.0 30.1 439.4 114.9 
1986 331.2 480.6 45.1 392.0 18.3 577.7 74.4 
1987 429.0 611.3 42.5 499.6 16.5 663.4 54.6 
1988 186.5 280.2 50.3 248.2 33.1 343.9 84.4 
1989 189.6 317.1 67.2 218.9 15.5 346.3 82.7 
1990 277.8 414.1 49.1 336.4 21.1 488.6 75.9 
1991 275.7 380.6 38.1 321.6 16.7 438.6 59.1 
1992 240.7 381.5 58.5 311.8 29.5 481.1 99.9 
1993 329.1 473.0 43.7 403.8 22.7 548.8 66.8 
1994 333.7 487.6 46.1 416.5 24.8 609.0 82.5 
1995 350.1 444.5 27.0 416.3 18.9 488.8 39.6 
1996 628.9 779.8 24.0 697.5 10.9 873.7 38.9 
1997 234.1 346.5 48.0 290.6 24.1 408.3 74.4 
1998 445.3 610.2 37.0 520.2 16.8 679.9 52.7 
1999 201.1 280.3 39.4 260.6 29.6 348.2 73.1 
2000 193.7 324.1 67.3 246.8 27.4 407.0 110.1 
2001 197.9 310.8 57.0 255.2 28.9 379.0 91.5 
2002 340.4 498.4 46.4 442.0 29.8 649.5 90.8 
2003 391.2 529.8 35.4 455.6 16.5 579.1 48.0 
2004 388.2 551.8 42.1 378.9 -2.4 482.9 24.4 
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2005 479.9 658.4 37.2 561.2 17.0 743.8 55.0 
2006 692.2 932.3 34.7 676.2 -2.3 864.4 24.9 
2007 336.8 488.6 45.0 381.9 13.4 533.6 58.4 
2008 465.6 636.8 36.8 563.7 21.1 758.5 62.9 
2009 448.1 637.7 42.3 498.7 11.3 673.0 50.2 
2010 471.0 611.3 29.8 565.3 20.0 719.2 52.7 
2011 367.1 561.4 52.9 461.8 25.8 672.5 83.2 
2012 163.0 279.5 71.5 225.0 38.0 377.1 131.4 
2013 104.3 155.7 49.4 295.3 183.2 394.4 278.2 
Aver 331.2 475.7 46.6 408.8 28.0 563.7 79.5 
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APPENDIX H 
 
BASELINE SUSPENDED SOLIDS AND NUTRIENTS 
 
Date Sed_Out Sedconc Total nitrogen Total phosphorus 
1970 53280 35.44 18990 2678 
1971 6294 3.417 11350 1546 
1972 2999 1.454 26070 3329 
1973 927.8 0.5401 5964 788.7 
1974 655.4 0.3592 13330 1710 
1975 678.1 0.38 14980 1817 
1976 623.4 0.339 8214 1070 
1977 531.3 0.2612 28090 3775 
1978 321.7 0.2056 5811 721.4 
1979 763.9 0.3339 45910 5165 
1980 193.5 0.1467 59270 5834 
1981 324.3 0.1717 36960 3953 
1982 680.6 0.3343 45280 5642 
1983 892.4 0.3006 78840 8690 
1984 875 0.3517 34140 3877 
1985 180.9 0.1616 2742 316.4 
1986 469.6 0.2543 22550 2455 
1987 699.1 0.308 131700 13000 
1988 339.2 0.2414 11920 1224 
1989 319.5 0.2524 10840 1304 
1990 563.8 0.352 15980 1729 
1991 387 0.241 8820 1005 
1992 416.1 0.2408 12550 1444 
1993 729.9 0.3819 49470 5305 
1994 554.3 0.2887 24110 2628 
1995 384.7 0.2279 15520 1766 
1996 895.6 0.3526 47720 6020 
1997 362.9 0.2418 8133 960.1 
1998 938.5 0.3711 38870 5034 
1999 767.1 0.3321 36960 4754 
2000 505.3 0.301 16530 1815 
2001 627 0.3108 65790 7455 
2002 394.8 0.2101 7412 852.5 
2003 702 0.3223 15560 1777 
2004 492 0.2422 8073 1019 
2005 788.9 0.3248 28220 3737 
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2006 817.8 0.3347 8802 1185 
2007 495.6 0.2518 10580 1310 
2008 1055 0.3817 37780 4969 
2009 487.3 0.2564 33520 4784 
2010 972.2 0.3339 16010 1975 
2011 566 0.2495 45620 6054 
2012 161.6 0.1461 2706 303.1 
2013 281 0.3601 6823 861.3 
Aver 1990 1.205 27050 3170 
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APPENDIX I 
 
SUSPENDED SEDIMENTS AND NUTRIENTS WITH CLIMATE CHANGE 
 
Date Sed_Out Sedconc Total nitrogen Total phosphorus 
1970 78980 48.77 46090 6170 
1971 7754 4.126 54970 5937 
1972 3862 1.759 19600 2640 
1973 1247 0.6915 16280 2086 
1974 867.8 0.4652 160200 17830 
1975 891.5 0.466 21800 2539 
1976 741.8 0.4059 8972 1201 
1977 684.2 0.3081 19390 2751 
1978 428.9 0.2686 9243 1108 
1979 958.7 0.3974 240500 25310 
1980 290.3 0.2415 17490 2000 
1981 448.2 0.2243 31210 3632 
1982 805.7 0.3905 28010 3950 
1983 1104 0.385 182900 21770 
1984 1172 0.4267 58570 6742 
1985 258.8 0.2282 4395 472 
1986 604 0.3116 89480 9742 
1987 877 0.3849 27570 3379 
1988 480.3 0.3142 11580 1263 
1989 462.6 0.3578 10320 1278 
1990 727.7 0.4308 43110 3923 
1991 519.1 0.3093 12830 1393 
1992 568.2 0.3206 14060 1629 
1993 921.1 0.4639 53840 6184 
1994 692.5 0.357 77530 9755 
1995 513.3 0.2862 17930 1983 
1996 1099 0.4054 67060 7322 
1997 494.4 0.3198 8699 1035 
1998 1161 0.4405 42250 6199 
1999 921.8 0.384 138500 17600 
2000 663.4 0.3673 20590 2334 
2001 758.5 0.3658 55850 7049 
2002 564 0.2879 7800 958.2 
2003 915.5 0.3994 23050 2733 
2004 643.4 0.3336 16120 1851 
2005 970.7 0.3809 21250 2700 
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2006 1007 0.4231 18260 1892 
2007 654.2 0.3338 22250 2559 
2008 1376 0.4593 34570 4684 
2009 652.9 0.3214 18840 2640 
2010 1174 0.4081 13200 1697 
2011 740 0.3104 92820 10680 
2012 242.2 0.2103 2692 315.2 
2013 503.2 0.3024 11350 1438 
Aver 2759.1 1.581 43023.2 5053.5 
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APPENDIX J 
 
SUSPENDED SEDIMENTS AND NUTRIENTS WITH 3.25% URBAN GROWTH 
 
Date Sed_Out Sedconc Total nitrogen Total phosphorus 
1970 61680 39 30140 3566 
1971 6355 3.237 12090 1639 
1972 3113 1.411 27210 3479 
1973 990.1 0.5525 8044 1053 
1974 747.3 0.3881 13780 1771 
1975 772.2 0.4146 16550 2008 
1976 672.4 0.3637 8294 1060 
1977 599.6 0.2748 29610 3962 
1978 367.4 0.2229 8378 1018 
1979 841.3 0.3635 48480 5453 
1980 234.8 0.1685 49140 5037 
1981 388.3 0.1889 38180 4108 
1982 748 0.3551 44700 5587 
1983 1020 0.3172 82090 9106 
1984 993.6 0.374 42760 4922 
1985 204.5 0.1766 3030 356.4 
1986 547.4 0.2779 23800 2622 
1987 809 0.3352 147100 15060 
1988 396 0.2708 12210 1261 
1989 379.4 0.2824 11980 1425 
1990 641.5 0.386 16420 1792 
1991 454.7 0.2749 9125 1048 
1992 478.1 0.264 13750 1602 
1993 852.9 0.4325 50480 5455 
1994 651.9 0.3206 28680 3188 
1995 442.7 0.2556 16360 1877 
1996 1066 0.4034 48860 6192 
1997 434.1 0.2696 9367 1117 
1998 1093 0.4068 40440 5253 
1999 920.5 0.3904 58860 7572 
2000 625.3 0.3538 17410 1938 
2001 755.7 0.3578 111200 13640 
2002 490.7 0.2464 7880 919.5 
2003 846.4 0.3713 17760 2038 
2004 603 0.2813 17260 2174 
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2005 949.9 0.3741 29290 3897 
2006 945.6 0.3659 10190 1366 
2007 609.8 0.2865 11390 1421 
2008 1230 0.4213 43250 5719 
2009 569.1 0.2876 43510 6093 
2010 1130 0.3706 16850 2101 
2011 639.7 0.2703 49520 6532 
2012 183.4 0.1602 2885 328.6 
2013 339.1 0.4209 7964 1006 
Aver 2276 1.312 30780 3657 
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APPENDIX K 
 
SUSPENDED SEDIMENTS AND NUTRIENTS WITH CLIMATE CHANGE AND 
LAND USE CHANGE 
 
Date Sed_Out Sedconc Total nitrogen Total phosphorus 
1970 88220 51.9 48550 6081 
1971 7811 3.86 42390 4726 
1972 3984 1.71 23490 3069 
1973 1311 0.6979 15880 2097 
1974 961.3 0.4875 164800 18530 
1975 987.2 0.4931 12840 1655 
1976 790.2 0.4328 12060 1652 
1977 754 0.3234 17100 2563 
1978 478.1 0.2866 10060 1212 
1979 1035 0.4258 67530 7397 
1980 331.9 0.2621 20850 2327 
1981 515.4 0.2411 38180 4637 
1982 867.7 0.4104 30610 4305 
1983 1241 0.4061 176900 21180 
1984 1290 0.4521 51980 6727 
1985 282.8 0.2442 3152 388.3 
1986 680.6 0.3273 71690 7989 
1987 996.8 0.4083 45400 5325 
1988 543.4 0.3455 11320 1260 
1989 524.4 0.379 64410 5368 
1990 813.9 0.4538 21580 2496 
1991 590.6 0.3346 23080 2452 
1992 632 0.3337 15470 1848 
1993 1050 0.5389 49730 5922 
1994 799.6 0.3985 78010 8779 
1995 577.9 0.3125 12710 1554 
1996 1272 0.4527 59950 6784 
1997 571.5 0.3515 9124 1114 
1998 1320 0.4725 68240 8726 
1999 1092 0.4377 162400 20670 
2000 781.6 0.4111 22030 2494 
2001 895.2 0.4142 65020 8463 
2002 666.9 0.3203 13920 1478 
2003 1069 0.4426 29160 3698 
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2004 763 0.342 15480 1874 
2005 1147 0.4231 21000 2750 
2006 1141 0.4205 14530 1760 
2007 780.3 0.3644 26810 3047 
2008 1589 0.4938 42920 5745 
2009 739.3 0.3472 30610 4123 
2010 1345 0.4396 12640 1650 
2011 824.7 0.3272 67710 8678 
2012 271.6 0.2258 3156 368 
2013 450.4 0.4949 12070 1551 
Aver 3105 1.696 41610 4987 
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APPENDIX L 
 
PERCENT CHANGE IN SUSPENDED SEDIMENTS COMPARED TO 
BASELINE 
 
Date Baseline  LU 
change 
3.25LU 
%change  
IPCC_CC 
change 
CC 
%change  
LU&CC 
change 
LU&CC    
%change  
1970 53280 61680 15.8 78980 48.2 88220 65.6 
1971 6294 6355 1.0 7754 23.2 7811 24.1 
1972 2999 3113 3.8 3862 28.8 3984 32.8 
1973 927.8 990.1 6.7 1247 34.4 1311 41.3 
1974 655.4 747.3 14.0 867.8 32.4 961.3 46.7 
1975 678.1 772.2 13.9 891.5 31.5 987.2 45.6 
1976 623.4 672.4 7.9 741.8 19.0 790.2 26.8 
1977 531.3 599.6 12.9 684.2 28.8 754 41.9 
1978 321.7 367.4 14.2 428.9 33.3 478.1 48.6 
1979 763.9 841.3 10.1 958.7 25.5 1035 35.5 
1980 193.5 234.8 21.3 290.3 50.0 331.9 71.5 
1981 324.3 388.3 19.7 448.2 38.2 515.4 58.9 
1982 680.6 748 9.9 805.7 18.4 867.7 27.5 
1983 892.4 1020 14.3 1104 23.7 1241 39.1 
1984 875 993.6 13.6 1172 33.9 1290 47.4 
1985 180.9 204.5 13.0 258.8 43.1 282.8 56.3 
1986 469.6 547.4 16.6 604 28.6 680.6 44.9 
1987 699.1 809 15.7 877 25.4 996.8 42.6 
1988 339.2 396 16.7 480.3 41.6 543.4 60.2 
1989 319.5 379.4 18.7 462.6 44.8 524.4 64.1 
1990 563.8 641.5 13.8 727.7 29.1 813.9 44.4 
1991 387 454.7 17.5 519.1 34.1 590.6 52.6 
1992 416.1 478.1 14.9 568.2 36.6 632 51.9 
1993 729.9 852.9 16.9 921.1 26.2 1050 43.9 
1994 554.3 651.9 17.6 692.5 24.9 799.6 44.3 
1995 384.7 442.7 15.1 513.3 33.4 577.9 50.2 
1996 895.6 1066 19.0 1099 22.7 1272 42.0 
1997 362.9 434.1 19.6 494.4 36.2 571.5 57.5 
1998 938.5 1093 16.5 1161 23.7 1320 40.6 
1999 767.1 920.5 20.0 921.8 20.2 1092 42.4 
2000 505.3 625.3 23.7 663.4 31.3 781.6 54.7 
2001 627 755.7 20.5 758.5 21.0 895.2 42.8 
2002 394.8 490.7 24.3 564 42.9 666.9 68.9 
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2003 702 846.4 20.6 915.5 30.4 1069 52.3 
2004 492 603 22.6 643.4 30.8 763 55.1 
2005 788.9 949.9 20.4 970.7 23.0 1147 45.4 
2006 817.8 945.6 15.6 1007 23.1 1141 39.5 
2007 495.6 609.8 23.0 654.2 32.0 780.3 57.4 
2008 1055 1230 16.6 1376 30.4 1589 50.6 
2009 487.3 569.1 16.8 652.9 34.0 739.3 51.7 
2010 972.2 1130 16.2 1174 20.8 1345 38.3 
2011 566 639.7 13.0 740 30.7 824.7 45.7 
2012 161.6 183.4 13.5 242.2 49.9 271.6 68.1 
2013 281 339.1 20.7 503.2 79.1 450.4 60.3 
Aver 1990 2276 14.4 2759.1 38.6 3105 56.0 
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APPENDIX M 
 
PERCENT CHANGE FROM BASELINE FOR TOTAL NITROGEN 
  
Date Baseline 3.25% 
LU 
3.25LU 
%change  
IPCC_CC CC 
%change  
LU&CC LU&CC    
%change  
1970 18990 30140 58.7 46090 142.7 48550 155.7 
1971 11350 12090 6.5 54970 384.3 42390 273.5 
1972 26070 27210 4.4 19600 -24.8 23490 -9.9 
1973 5964 8044 34.9 16280 173.0 15880 166.3 
1974 13330 13780 3.4 160200 1101.8 164800 1136.3 
1975 14980 16550 10.5 21800 45.5 12840 -14.3 
1976 8214 8294 1.0 8972 9.2 12060 46.8 
1977 28090 29610 5.4 19390 -31.0 17100 -39.1 
1978 5811 8378 44.2 9243 59.1 10060 73.1 
1979 45910 48480 5.6 240500 423.9 67530 47.1 
1980 59270 49140 -17.1 17490 -70.5 20850 -64.8 
1981 36960 38180 3.3 31210 -15.6 38180 3.3 
1982 45280 44700 -1.3 28010 -38.1 30610 -32.4 
1983 78840 82090 4.1 182900 132.0 176900 124.4 
1984 34140 42760 25.2 58570 71.6 51980 52.3 
1985 2742 3030 10.5 4395 60.3 3152 15.0 
1986 22550 23800 5.5 89480 296.8 71690 217.9 
1987 131700 147100 11.7 27570 -79.1 45400 -65.5 
1988 11920 12210 2.4 11580 -2.9 11320 -5.0 
1989 10840 11980 10.5 10320 -4.8 64410 494.2 
1990 15980 16420 2.8 43110 169.8 21580 35.0 
1991 8820 9125 3.5 12830 45.5 23080 161.7 
1992 12550 13750 9.6 14060 12.0 15470 23.3 
1993 49470 50480 2.0 53840 8.8 49730 0.5 
1994 24110 28680 19.0 77530 221.6 78010 223.6 
1995 15520 16360 5.4 17930 15.5 12710 -18.1 
1996 47720 48860 2.4 67060 40.5 59950 25.6 
1997 8133 9367 15.2 8699 7.0 9124 12.2 
1998 38870 40440 4.0 42250 8.7 68240 75.6 
1999 36960 58860 59.3 138500 274.7 162400 339.4 
2000 16530 17410 5.3 20590 24.6 22030 33.3 
2001 65790 111200 69.0 55850 -15.1 65020 -1.2 
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2002 7412 7880 6.3 7800 5.2 13920 87.8 
2003 15560 17760 14.1 23050 48.1 29160 87.4 
2004 8073 17260 113.8 16120 99.7 15480 91.8 
2005 28220 29290 3.8 21250 -24.7 21000 -25.6 
2006 8802 10190 15.8 18260 107.5 14530 65.1 
2007 10580 11390 7.7 22250 110.3 26810 153.4 
2008 37780 43250 14.5 34570 -8.5 42920 13.6 
2009 33520 43510 29.8 18840 -43.8 30610 -8.7 
2010 16010 16850 5.2 13200 -17.6 12640 -21.0 
2011 45620 49520 8.5 92820 103.5 67710 48.4 
2012 2706 2885 6.6 2692 -0.5 3156 16.6 
2013 6823 7964 16.7 11350 66.3 12070 76.9 
Aver 27050 30780 13.8 43023.2 59.1 41610 53.8 
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APPENDIX N 
 
PERCENT CHANGE FROM BASELINE FOR TOTAL PHOSPHORUS 
Date Baseline 3.25% 
LU 
3.25LU 
%change  
IPCC_CC CC 
%change  
LU&CC LU&CC    
%change 
1970 2678 3566 33.2 6170 130.4 6081 127.1 
1971 1546 1639 6.0 5937 284.0 4726 205.7 
1972 3329 3479 4.5 2640 -20.7 3069 -7.8 
1973 788.7 1053 33.5 2086 164.5 2097 165.9 
1974 1710 1771 3.6 17830 942.7 18530 983.6 
1975 1817 2008 10.5 2539 39.7 1655 -8.9 
1976 1070 1060 -0.9 1201 12.2 1652 54.4 
1977 3775 3962 5.0 2751 -27.1 2563 -32.1 
1978 721.4 1018 41.1 1108 53.6 1212 68.0 
1979 5165 5453 5.6 25310 390.0 7397 43.2 
1980 5834 5037 -13.7 2000 -65.7 2327 -60.1 
1981 3953 4108 3.9 3632 -8.1 4637 17.3 
1982 5642 5587 -1.0 3950 -30.0 4305 -23.7 
1983 8690 9106 4.8 21770 150.5 21180 143.7 
1984 3877 4922 27.0 6742 73.9 6727 73.5 
1985 316.4 356.4 12.6 472 49.2 388.3 22.7 
1986 2455 2622 6.8 9742 296.8 7989 225.4 
1987 13000 15060 15.8 3379 -74.0 5325 -59.0 
1988 1224 1261 3.0 1263 3.2 1260 2.9 
1989 1304 1425 9.3 1278 -2.0 5368 311.7 
1990 1729 1792 3.6 3923 126.9 2496 44.4 
1991 1005 1048 4.3 1393 38.6 2452 144.0 
1992 1444 1602 10.9 1629 12.8 1848 28.0 
1993 5305 5455 2.8 6184 16.6 5922 11.6 
1994 2628 3188 21.3 9755 271.2 8779 234.1 
1995 1766 1877 6.3 1983 12.3 1554 -12.0 
1996 6020 6192 2.9 7322 21.6 6784 12.7 
1997 960.1 1117 16.3 1035 7.8 1114 16.0 
1998 5034 5253 4.4 6199 23.1 8726 73.3 
1999 4754 7572 59.3 17600 270.2 20670 334.8 
2000 1815 1938 6.8 2334 28.6 2494 37.4 
2001 7455 13640 83.0 7049 -5.4 8463 13.5 
2002 852.5 919.5 7.9 958.2 12.4 1478 73.4 
2003 1777 2038 14.7 2733 53.8 3698 108.1 
2004 1019 2174 113.3 1851 81.6 1874 83.9 
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2005 3737 3897 4.3 2700 -27.7 2750 -26.4 
2006 1185 1366 15.3 1892 59.7 1760 48.5 
2007 1310 1421 8.5 2559 95.3 3047 132.6 
2008 4969 5719 15.1 4684 -5.7 5745 15.6 
2009 4784 6093 27.4 2640 -44.8 4123 -13.8 
2010 1975 2101 6.4 1697 -14.1 1650 -16.5 
2011 6054 6532 7.9 10680 76.4 8678 43.3 
2012 303.1 328.6 8.4 315.2 4.0 368 21.4 
2013 861.3 1006 16.8 1438 67.0 1551 80.1 
Aver 3170 3657 15.4 5053.5 59.4 4987 57.3 
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