The key to the construction of reliable and transferable semiempirical Hamiltonians for quantum mechanics-based simulations of materials is to capture the effect of screening by electrons for different condensed phases of materials. In the present work, this objective is achieved through the development of a scheme for constructing a self-consistent ͑SC͒ and environment-dependent ͑ED͒ multicenter Hamiltonian in the framework of linear combination of atomic orbitals ͑LCAO͒ that involves careful modeling and optimization of parameters for electron-electron correlations and multicenter interactions. As an illustration of our method, we have used this scheme to construct the SCED/LCAO Hamiltonian for silicon. The robustness of this Hamiltonian is demonstrated by scrutinizing the properties of both bulk silicon and other complex structures of silicon with reduced symmetries. In particular, we have studied the following: ͑i͒ the binding energy versus relative atomic volume of different phases of bulk silicon, ͑ii͒ the stable structure of an intermediate-size Si 71 cluster, ͑iii͒ the reconstruction of Si͑100͒ surface, and ͑iv͒ the energy landscape for a silicon monomer adsorbed on the reconstructed Si͑111͒-7 ϫ 7 surface. The success of the SCED/LCAO Hamiltonian in the above applications, where silicon exists in a variety of different coordinations, is a testament to the predictive power of the scheme.
I. INTRODUCTION
Materials simulations based on total energy calculations and molecular dynamics ͑MD͒ using either the density functional theory ͑DFT͒ or tight-binding ͑TB͒ methods play central roles in the prediction of structural and system properties of complex materials. Both these methods have their respective advantages and disadvantages. For example, while DFTbased molecular dynamics ͑MD͒ schemes for the determination of structural properties of materials are expected to have predictive power, their applications are still limited to systems of about a few hundreds of atoms. On the other hand, TB-MD schemes are fast and applicable to larger systems. However, the transferability of conventional TB Hamiltonians is limited because they include only two-center interactions and they have no framework to allow the selfconsistent determination of the charge redistribution. Hence they do not have the predictive power and can only be used, in the strictest sense, to provide explanation for systemspecific experimental results.
In recent years, various schemes have been proposed to improve the transferability of TB Hamiltonians by including the self-consistency and/or the environment dependency. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] Among these schemes some are more readily amenable to MD simulation compared to others because of the ease with which atomic forces can be evaluated. These methods fall into two categories. While the emphasis of methods in one category is placed on a phenomenological description of the environment dependency, 2,3 the framework of methods in the other category takes into account the self-consistency as well as the environment dependency. 8, 11 The approach of Esfarjani and Kawazoe in Ref. 8 about some reference density. To the second order in the density fluctuations, 12 the total energy is approximated as the sum of a band structure term and a short-range repulsive term corresponding to the conventional two-center TB Hamiltonian, plus a term representing the Coulomb interaction between charge fluctuations. Within this framework, the charge fluctuations can be self-consistently determined by solving an eigenvalue equation with the two-center Hamiltonian modified by a term that depends on the charge redistribution. While the Hamiltonian so defined does contain the features of self-consistency in the charge redistribution and the environment dependency for systems with charge fluctuations, the environment-dependent feature disappears when systems under consideration do not involve charge fluctuations, e.g., periodic extended systems containing one atomic species per unit cell. But the environment dependency is a key feature in a realistic modeling of the screening effect of the electrons in an aggregate of atoms, including extended periodic systems. This deficiency in properly mimicking the screening of the electrons can be critical in the development of a truly transferable Hamiltonian. Furthermore, in the approach of Ref. 11 , the construction of the Hamiltonian and the determination of the total energy are, on the one hand, dependent on an optimal basis set of confined atomic orbitals obtained by solving a modified Schrödinger equation for a free atom in the framework of a self-consistent local density approximation with the correction of the generalized gradient approximation ͑SC-LDA/GGA͒. In this way, the Hamiltonian and overlap matrix elements are determined as functions of the distance between pairs of atoms and then tabulated for extrapolation. On the other hand, the key terms in the correction to the charge fluctuations in the Hamiltonian and in the total energy expression are approximated using exponentially decaying spherical charge densities. These two approximations used in the scheme are therefore independent and unrelated. Hence, although the scheme proposed in Ref. 11 is parameter free, it may not be sufficiently flexible to yield a Hamiltonian with a wide range of transferability ͑see discussions in Sec. II͒.
In the present work, we present a scheme for constructing reliable and transferable LCAO-based semiempirical Hamiltonians for quantum-mechanics based simulations of materials. In this scheme, the effect of screening by electrons is captured through a careful modeling of environmentdependent ͑ED͒ multicenter terms and electron-electron correlations that includes a self-consistent ͑SC͒ determination of charge redistributions. A semiempirical route is chosen for the construction of the system Hamiltonian not only because a semiempirical Hamiltonian allows the simulation for large systems but, more importantly, its framework has the flexibility to allow the database to provide the necessary ingredients for fitting parameters to capture the effect of electron screening. The scheme developed for the construction of self-consistent and environment-dependent LCAO Hamiltonians is general and can be applied to both elemental ͑metal or semiconductors͒ and compound systems. In the following, as a test case, we employ our scheme to construct the SCED-LCAO Hamiltonian for silicon. The transferability and the reliability of this Hamiltonian is demonstrated by applying it to different situations, including different phases of the bulk silicon, an intermediate-size silicon cluster ͑Si 71 ͒, and the energetics of Si adatoms adsorbed on the Si͑111͒-7 ϫ 7. These examples will test the robustness of the SCED-LCAO Hamiltonian for silicon in 0-, 2-, and 3-dimensional ͑D͒ structures with different coordinations and symmetries. In a forthcoming paper ͑a sequel to the present one͒, the SCED-LCAO Hamiltonian will be used to study the relative stability of 1D Si nanowire ͑NW͒ structures. Preliminary results from this work have already been reported in Ref. 40 , where an excellent agreement between SCED-LCAO results and DFT-based VASP calculations have been found for Si NWs up to ϳ4 nm diameters.
The present paper is organized as follows. In Sec. II, our scheme for the construction of the SCED-LCAO Hamiltonian is delineated, with special emphasis placed on the parametric functions used to model the electron-electron correlation and multicenter interactions, where the parameters are obtained by fitting them to the structural and electronic properties of the bulk and clusters using an optimization procedure. In Sec. III, the robustness and the predictive power of the SCED-LCAO Hamiltonian is demonstrated for the following cases: ͑i͒ Structural properties of Si 71 cluster, ͑ii͒ reconstruction of Si͑100͒ surface, and ͑iii͒ stable sites of adsorption for silicon monomer on Si͑111͒-7 ϫ 7 surface. These case studies have been chosen to demonstrate the transferability, the reliability, the efficiency, and the predictive power of the SCED-LCAO Hamiltonian for complex Si-based structures with no or reduced symmetry. Section IV contains concluding remarks, computational efficiency, and future outlook of the SCED-LCAO scheme. Finally, the Appendix presents a brief outline of the optimization procedure used to determine the parameters of the SCED-LCAO Hamiltonian.
II. METHODOLOGY

A. SCED-LCAO Hamiltonian
In the framework of a semiempirical LCAO-based approach, the Hamiltonian is defined in terms of parametrized matrix elements H i␣,j␤ ͑R ជ ij ͒ in some finite set of basis functions ͕ i␣ ͑r ជ͖͒ not explicitly stated, where i␣ denotes the ␣ orbital at the site i, and R ជ ij = R ជ j − R ជ i gives the relative position of the jth site with respect to the ith site. Within this context, the eigenvector c , defining the coefficient vector of the expansion of the eigenfunction in terms of ͕ i␣ ͑r ជ͖͒, satisfies a general eigenvalue equation
with S i␣,j␤ ͑R ជ ij ͒, the overlap matrix elements, being parametrized functions of R ij within the framework of the basis functions ͕ i␣ ͑r ជ͖͒. Our strategy for developing a general scheme to construct a reliable and transferable SCED-LCAO Hamiltonian for materials with predictive power is given as follows:
The Hamiltonian of an aggregate of many-atom may be written as
͑2͒
where
is the potential energy between an electron at r ជ l and the ion at R ជ i , Z i the number of valence electrons associated with the ion at site R ជ i , and the summation over l and lЈ runs over all the valence electrons. Within the one particle approximation in the framework of linear combination of atomic orbitals, the on-site ͑diagonal͒ element of the Hamiltonian can be written as
where i␣ 0 denotes the sum of the kinetic energy and the energy of interaction with its own ionic core of an electron in the orbital i␣. The terms u i␣ intra and u i␣ inter are the energies of interaction of the electron in orbital i␣ with other electrons associated with the same site i and with other electrons in orbital j␤ ͑j i͒, respectively. The term v i␣ represents the interaction energy between the electron in orbital ␣ at site i and the ions at the other sites. In our scheme, the terms in Eq. ͑3͒ are represented by
and
where i␣ may be construed as the energy of the orbital ␣ for the isolated atom at i, Z i the number of positive charges carried by the ion at i ͑also the number of valence electrons associated with the isolated atom at i͒, N i the number of valence electrons associated with the atom at i when the atom is in the aggregate, U i , a Hubbard-like term, the effective energy of electron-electron interaction for electrons associated with the atom at site i, N k V N ͑R ik ͒ the effective energy of interaction between an electron associated with an atom at site i and electrons associated with an atom at k, and Z k V Z ͑R ik ͒ the effective energy of interaction between an electron associated with an atom at i and an ion at site k. In our approach, i␣ may be chosen according to its estimated value based on the orbital i␣, or treated as a parameter of optimization. The quantity U i will be treated as a parameter of optimization while V N ͑R ik ͒ and V Z ͑R ik ͒ will be treated as parametrized functions to be optimized. An examination of Eqs. ͑3͒-͑6͒ clearly indicates that the presence of N i , the charge distribution at site i, in the Hamiltonian provides the framework for a self-consistent determination of the charge distribution.
Following the same reasoning, we can set up the offdiagonal matrix element H i␣,j␤ ͑j i͒ as
Thus, in addition to the conventional two-center hoppinglike first term, Eq. ͑7͒ also includes both intra-and interelectron-electron interaction terms as well as environmentdependent multicenter ͑three-center explicitly and fourcenter implicitly͒ interactions. From Eq. ͑7͒, it can be seen that the environment-dependent multicenter interactions are critically dependent on V N ͑R ik ͒ and
defined as the energy of effective interaction per ionic charge between an ion at site k and an electron associated with the atom at site i, we may model V Z ͑R ik ͒ by the following parametrized function
As both V N ͑R ik ͒ and V Z ͑R ik ͒ must approach E 0 / R ik for R ik beyond a few nearest neighbor separations, ⌬V N ͑R ik ͒ is expected to be a short ranged function of R ik . We chose to model this short-ranged function by
on account of the flexibility of the expression given in Eq. ͑10͒. Since V N ͑R ik ͒ → U i as R ik → 0, Eqs. ͑8͒ and ͑10͒ then leads to
In its broadest sense, the first term in Eq. ͑7͒ corresponds to the Wolfsberg-Helmholtz relation in the extended Hückel theory. 13 We modeled the scaling function K as a function of R ij to ensure a reliable description of the dependence of the two-center term on R ij in the off-diagonal Hamiltonian matrix element. We found that a representation of K͑R ij ͒ by
is quite flexible. The overlap matrix elements S i␣,j␤ ͑R ij ͒ are expressed in terms of S ij, , with denoting, for example, molecular orbitals ss, sp, pp, and pp in a sp 3 configuration. Since they are short-ranged functions of R ij , we chose to represent them by
Based on the orthogonality of the s and p orbitals at the same site, we have
Equations ͑3͒-͑14͒ completely define the recipe for constructing semiempirical SCED-LCAO Hamiltonians for materials in terms of parameters and parametrized functions. These parameters, including those characterizing the parametrized functions, are to be optimized with respect to a judiciously chosen database for a particular material.
The total energy of the system consistent with the Hamiltonian described by Eqs. ͑3͒-͑14͒ is given by
where E BS is the band-structure energy and is obtained by solving the general eigenvalue equation ͓Eq. ͑1͔͒, E dbc is the correction to the double counting of the electron-electron interactions between the valence electrons in the bandstructure energy calculation, and E ion-ion is the repulsive interaction between ions. Based on Eqs. ͑3͒-͑14͒, Eq. ͑15͒ can be rewritten as
It is illuminating to demonstrate how our approach relates to the approach in Ref. 11 . We may partition the SCED-LCAO Hamiltonian H i␣,j␤ into the two-center term H i␣,j␤ 0 and the environment-dependent term such that
the substitution of Eqs. ͑18͒-͑21͒ to Eq. ͑22͒ leads to
͑23͒
is the band structure energy corresponding to the two-center term. Recognizing that
we obtain
The substitution of Eq. ͑25͒ into Eq. ͑16͒ yields
with
the substitution of Eqs. ͑27͒ and ͑28͒ into Eq. ͑26͒ yields
͑30͒
Equation ͑30͒ indicates that the total energy in our approach can be expressed as the sum of the two-center band structure energy ͑first term͒, Coulomb-like energy associated with the charge fluctuations ͑second and third terms͒, and the short-ranged terms ͑fourth and fifth terms͒. It reduces to an expression similar to that of Ref. 11 only if we impose the condition
Furthermore, Eq. ͑30͒ also shows that, even for systems with no charge redistribution, the total energy expression is different from that of Ref. 11 because of the presence of the term
In addition, for such systems, the SCED-LCAO Hamiltonian ͓see Eqs. ͑6͒ and ͑7͔͒ still contains environment-dependent terms while the Hamiltonian of Ref. 11 no longer has any. The presence of the environment-dependent terms in the Hamiltonian for systems with no on-site charge redistribution affects the distribution of the electrons among the orbitals even though the total charge associated with a given site is not changed. Therefore, the effect of the environment dependency will be reflected in the band structure energy through the solution to the general eigenvalue equation ͓Eq. ͑1͔͒ as well as the total energy. This is probably the reason why the results for high-coordinated crystalline phases based on the approach of Ref. 11 do not agree well with the DFT results ͑see the discussion in Sec. II B͒.
According to the strategy given above, the framework of the proposed semiempirical SCED-LCAO Hamiltonian will allow the self-consistent determination of the electron distribution at site i. The inclusion of environment-dependent multicenter interactions ͑three-center explicitly and fourcenter interactions implicitly͒ will provide the proposed Hamiltonian with the flexibility of treating the screening effect associated with electrons which is important for the structure stability of narrow band solids such as d-band transition metals, while at the same time, handling the effect of charge redistribution for systems with reduced symmetry on equal footing. Furthermore, as described above, the Hamiltonian is set up in such a way that the physics underlying each term in the Hamiltonian is transparent. Therefore, it will be convenient to trace the underlying physics for properties of a system under consideration when such a Hamiltonian is used to investigate a many-atom aggregate and predict its properties. The salient feature of our strategy is that, with the incorporation of all the relevant terms discussed previously, there is no intrinsic bias towards ionic, covalent, or metallic bonding for the proposed Hamiltonian. Thus our strategy represents an approach that provides the appropriate conceptual framework to allow the chemical trend in a given atomic aggregate to determine the structural as well as electronic properties of condensed matter systems. In our strategy, there will be only about 20 fitting parameters in the construction of the proposed Hamiltonian for single component systems with a sp 3 basis. Our approach requires far less parameters compared to phenomenological approaches 3,4 ͑with ϳ50 to 100 parameters͒ where environment-dependent effects are emphasized. In addition, the roles played by these parameters are well defined in terms of their physical significance. With far fewer parameters needed for the description of the proposed Hamiltonian, the optimization scheme for the determination of these parameters will be more robust. In our strategy, these parameters will be fitted to properties of stable configurations obtained from experiments and/or reliable first principles calculations, as well as metastable configurations determined by first principles calculations. Our approach differs from the DFT-based TB approach of Ref. 11 in the following important aspects. ͑1͒ A uniform treatment of the environment-dependent multicenter interactions for systems with or without the charge redistribution, resulting in a transferable Hamiltonian for a wide range of phases for materials beyond the scope of the approach in Ref. 11 as well as all other existing approaches. It should be noted that our treating environment-dependent interactions for systems with or without the charge redistribution on an equal footing highlights the important feature, the difference between V N ͑R ik ͒ and V Z ͑R ik ͒, that plays the crucial role in modeling the effects of electron screening in an atomic aggregate and that is completely ignored in the approach of Ref. 11. ͑2͒ A database-driven semiempirical approach. Our approach depends critically on the database. If one can judiciously compile a systematic and reliable database, our scheme has the flexibility to allow the database to properly model the screening effect of the electrons in an atomic aggregate.
We have also implemented a MD scheme based on the SCED-LCAO Hamiltonian. In the MD simulations, the forces acting on the atoms in the atomic aggregate must be calculated at each MD step. The calculation of the band structure contribution to atomic forces can be carried out by the Hellmann-Feynman theory.
14 With the presence of terms involving N i and N k in the SCED-LCAO Hamiltonian ͓see Eqs. ͑5͒-͑7͔͒, terms such as ٌ k N i where ٌ k refers to the gradient with respect to R ជ k will appear in the electronic contribution to the atomic forces. However, these terms are canceled exactly by terms arising from the gradients of the second and the third terms in the total energy expression ͓Eq. ͑16͔͒. Thus terms involving ٌ k N i will not contribute to the calculation of atomic forces. This fact greatly simplifies the calculation of atomic forces needed in the MD simulations. In other words, if one disregards the extra time due to the self-consistency requirement, the calculation of atomic forces based on the SCED-LCAO Hamiltonian is not any- 15 can be used to calculate the long-range Coulomb interactions for extended systems. For finite systems, direct summation of the Coulomb terms can be used.
B. Optimized parameters and results for bulk silicon
The parameters characterizing our SCED-LCAO Hamiltonian are determined by an efficient global optimization procedure against an appropriately chosen database, by adapting a local least-squares algorithm, the MarquardtLevenberg algorithm, 16 to the global problem. A brief description of this procedure is described in Appendix A. For single-component systems with sp 3 basis, there are about 20 parameters defining the SCED-LCAO Hamiltonian. The parameters characterizing the SCED-LCAO Hamiltonian for silicon, obtained using the optimization procedure outlined in Appendix A, are given in Table I . The properties used to determine this set of parameters include: ͑i͒ the binding energies and bond lengths for Si n clusters with n = 2 to 6 ͑shown in Table II͒, 17 ͑ii͒ the binding energy vs atomic volume curves for the diamond, the simple cubic ͑sc͒, the body centered cubic ͑bcc͒, and the face centered cubic ͑fcc͒ phases, 18 respectively ͑shown in Fig. 1͒ , and ͑iii͒ the band structure energies at high symmetry points for the diamond phase 18-21 ͑shown in Fig. 2 and Table III͒ . The results showing the binding energy vs relative atomic volume curves for the diamond, the simple cubic ͑sc͒, the body centered cubic ͑bcc͒, and the face centered cubic ͑fcc͒ phases of silicon, obtained by using the SCED-LCAO Hamiltonian constructed for Si with our scheme, are presented in Fig. 1 . Also shown in Fig. 1 are the corresponding curves obtained using three existing traditional ͑two-center and non-selfconsistent͒ nonorthogonal tight binding ͑NOTB͒ Hamiltonians, [22] [23] [24] and two more recently developed nonselfconsistent but environment dependent Hamiltonians. 7, 9 All the curves ͑solid͒ are compared with the results obtained by DFT-LDA calculations 18 ͑dotted͒. It can be seen that while the results obtained by all the existing Hamiltonians fail for the high-pressure phases, those obtained using Hamiltonians with environment-dependent terms give much better agreement for those phases. This is an indication of the importance of the inclusion of the environment dependent effects in the Hamiltonian, even for single-element extended crystalline phases. However, the most striking message conveyed by Fig. 1 is how well our result compares with the DFT-LDA results for all the extended crystalline phases, both at low as well as high pressures. It indicates that our scheme has the capacity and the flexibility of capturing the environment-dependent screening effect under various local configurations.
To further demonstrate the reliability of the SCED-LCAO Hamiltonian for predicting system properties, we have calculated the band structure of bulk Si in the diamond phase in all directions. The result and its comparison with the available DFT-based calculation 18 are shown in Fig. 2 . It can be seen that the agreement between these two sets of results is excellent in terms of both the trend and the magnitude for the valence band, although the agreement is not as good for the conduction band. We have also calculated the elastic constants of the diamond phase. Since the calculation of elastic constants involves the second derivatives of the energy at its minimum corresponding to the equilibrium configuration, the result is extremely sensitive to the accuracy of the semiempirical Hamiltonian used in the calculation. Hence the calculation of elastic constants provides a stringent test for the reliability of the SCED-LCAO Hamiltonian. In Table IV , the results of our calculations of bulk modulus and elastic constants are shown, together with the corresponding results obtained by other semiempirical Hamiltonians, DFT-based methods, and experimental measurements. It can be seen that our results agree very well with the experimental measurements and DFT results. This agreement is far better than those that were achieved by other existing semiempirical calculations. In fact, our agreement with the experimental measurements is as good as that achieved by DFT-based calculations. This comparison shows definitively the reliability of the SCED-LCAO Hamiltonian constructed for Si. We have also checked the self-consistency in the charge redistribution by using the SCED-LCAO Hamiltonian to study the structural properties of Si n clusters with n ranging from 2 to 6. The results on the binding energy and bond lengths for the stable and metastable structures of these clusters all agree excellently with the first principles results 17 ͑see Table II͒ .
III. APPLICATIONS
In this section, the robustness of the SCED-LCAO Hamiltonian is elucidated through several examples. We demonstrate that the parameters of SCED-LCAO Hamiltonian obtained by fitting them to the bulk silicon and small silicon clusters ͑atoms up to 6͒ are capable of predicting the structural properties of intermediate size silicon clusters and complex silicon surfaces. Specific examples studied include: ͑A͒ structural properties of Si 71 cluster, ͑B͒ reconstruction of the Si͑001͒ surface, and ͑C͒ the energy landscape of a Si monomer adsorbed on the reconstructed Si͑111͒-͑7 ϫ 7͒ surface.
A. Structural properties of Si 71 cluster
We have used the MD scheme based on the SCED-LCAO Hamiltonian to determine the stable structure of Si 71 , an intermediate-size cluster. We generated the initial configuration of Si 71 cluster from the truncated tetrahedral network. We first heated and equilibrated this initial configuration at 500 K for about 2.4 ps. We then annealed it to 300 K for about 0.7 ps, and finally cooled it down to 0 K for about 2 ps.
The atoms on the truncated "surface" of the initial tetrahedral configuration of the Si 71 cluster have many dangling bonds. Therefore the initial configuration is very unstable. Two factors that play key roles in determining a stable configuration of a Si cluster are: ͑1͒ saturation of the dangling bonds of the surface atoms; ͑2͒ the tendency to maintain the coordination number for Si atoms closer to four. The interplay of these factors will lead to a distorted surface for a stable Si cluster. This can be seen from the inset of Fig. 3 where the stabilized Si 71 cluster obtained by our simulation shows a compact network in a more oblate structure. The strong surface distortion is a reflection of local bonding configurations with the number of bonds associated with atoms in the cluster, in particular the surface atoms, close to four.
This type of structure has also been found to be more stable for other Si clusters of intermediate size by previous theoretical studies. [25] [26] [27] [28] We have also calculated the pair distribution function g͑r͒ for the equilibrated Si 71 cluster ͑see the inset of Fig. 3͒ . From  Fig. 3 , it can be seen that g͑r͒ exhibits a very sharp first peak followed by a broader second peak, a typical feature of distorted cluster structure. Also shown in Fig. 3 is the pair distribution function for the stable Si 71 cluster obtained under the same equilibration procedure but using the DFT-based fire-ball MD scheme. 29 It can be seen that the agreement between the result from the SCED-LCAO MD scheme and that from the fire-ball MD scheme is excellent.
It is well known that the charge redistribution plays the critical role in establishing chemical bonding in relaxation. This is particularly true for surface atoms in a cluster of intermediate size. The result of our test case therefore has demonstrated the robustness of the self-consistent scheme in the determination of the charge redistribution in the SCED-LCAO Hamiltonian.
B. Reconstruction of the Si(001) surface
We have carried out a MD simulation of the reconstruction of Si͑001͒ surface from scratch, using the SCED-LCAO Hamiltonian. We started with the ideal Si͑001͒ with P1 ϫ 1 symmetry as the initial configuration. We chose a 4 ϫ 4 slab with a thickness of eight layers as the MD cell. In the simulation, the atoms in the top four layers were allowed to fully relax while the atoms in the bottom four layers were kept at their bulk equilibrium positions. We turned on the simulations by first moving the surface atoms in the alternate column towards the fixed surface atoms by ഛ0.1 Å ͑see the left inset of Fig. 4͒ .
We found that the surface reconstruction of the Si͑001͒ surface using SCED-LCAO takes about 0.5 ps ͑see Fig. 4͒ . The surface atoms begin to dimerize in ϳ0.05 ps after performing the SCED-LCAO MD relaxation. These dimers become buckled ͑tilted͒ after about another 0.075 ps. Finally the surface reconstruction stabilizes to the stable configuration with the C4 ϫ 2 symmetry ͑see the right inset of Fig. 4͒ in another ϳ0.375 ps. To the best of our knowledge, this is the first time that the C4 ϫ 2 reconstruction of the Si͑001͒ surface is obtained directly from the dynamical relaxation simulation of its ideal P1 ϫ 1 surface configuration. It demonstrates the predictive power of the SCED-LCAO Hamiltonian. We also found that the C4 ϫ 2 configuration can not be obtained when the simulation is performed without the self-consistent requirement of the charge, indicating that charge redistribution is a key ingredient during the surface reconstruction.
In Table V , the properties characterizing the buckled C4 ϫ 2 reconstruction of the Si͑001͒ surface obtained by the SCED-LCAO Hamiltonian-based MD simulation are compared with the corresponding properties obtained by DFT calculation [30] [31] [32] and/or experimental measurements. 33 It can be seen that the agreement is very good.
C. Mapping the energy landscape of a Si monomer adsorbed on the reconstructed Si"111…-"7 Ã 7… surface
Finally, we have applied the SCED-LCAO Hamiltonian to map out the energy landscape for a Si monomer adsorbed on the reconstructed Si͑111͒ surface. 34 This represents a most stringent test for the reliability and efficiency of the application of the SCED-LCAO Hamiltonian because of the complicated reconstruction of the Si͑111͒ surface. In our study, we used the SCED-LCAO-MD scheme to unravel the structural and the dynamical behavior of an adsorbed Si atom on the Si͑111͒-͑7 ϫ 7͒ dimer-adatom-stacking-fault ͑DAS͒-reconstructed surface. 35 To have a complete understanding of the behavior pattern of the Si adsorbate on the Si͑111͒-7 ϫ 7 surface, we first confirmed, using SCED-LCAO-MD, that the SCED-LCAO Hamiltonian for Si can indeed lead to the reconstructed 7 ϫ 7 DAS structure, including both the faulted and the unfaulted halves. In this case, by necessity, we have used a large supercell composed of 10 layers plus the adatom layer ͑494 atoms in total͒, where the top eight layers were relaxed and the bottom two layers were held at their bulk equilibrium positions.
We determined the preferential adsorption sites for an adsorbed Si atom by mapping out the total energy as a function of its positions on the surface. In Figs. 5͑a͒ and 5͑b͒ the adsorption energy along two pathways in the faulted half of the unit cell is shown, respectively. These two pathways are composed of irreducible sites in the faulted half. The site symbols are described as follows: T1 denotes an adsorption site on top of the rest atom with one dangling bond, T2 a site on top of layer-1 atom which is different from the rest atom, T4 a fourfold site on top of an undimerized atom of layer-2, H3 a hexagonal threefold site, B2 a twofold site between T4 and H3 or T2 and T4, D2 a site on top of a dimer atom, P a site within the pentagonal ring and whose image site in the unfaulted half lies above a layer-4 atom, O a site within an octagonal ring and whose image site in the unfaulted half lies above a layer-4 atom, CH a site within the corner hole region and whose image site in the unfaulted half lies above a layer-4 atom, CEA a site on top of a central adatom, COA a site on top of a corner adatom, and COH the central position of the corner hole, respectively. In addition, the auxiliary notation CE denotes a site located in the central region of the half unit cell, CEA a site located near the central adatom, COA a site located near the corner adatom, and DR a site located near the dimer row, respectively. As shown in Table  VI , the calculated adsorption energies for sites along the two pathways in the faulted half exhibit many stable adsorption sites ͑T4-CE, T2-CE, B2-CEA1, B2-CEA2, B2-COA, and H3-COA along the path 1 and T2-CEA, T4-DR, T2-COA1, T2-COA2, O, and CH along the path 2͒. It is interesting to note that the stable adsorbate site is not on top of the rest atom ͑T1͒ or on top of the dimers ͑D2͒. The factor determining the stable adsorbate sites depends on the situation when, in addition to saturating any dangling bond of the surface atoms, the Si adsorbate atom can form more bonds with the substrate atoms so that its coordination number is closer to four. The adsorbed Si atom at site T1, although it saturates one dangling bond of the rest atom, does not satisfy the optimally coordinated criterion for silicon. Our calculation also reveals several low-energy barriers in both pathways, in particular, energy barriers of ഛ0.3 eV between the sites T2-CE and B2-CEA1, B2-CEA1 and B2-CEA2, or B2-CEA2 and B2-COA, or two equivalent B2-COAs in pathway 1 and between the sites T2-COA1 and T2-COA2, or between two equivalent T2-CEA sites in the pathway 2. These results are consistent with the result of theoretical calculations using the DFT-based VASP package. Based on the energy landscape, the low barrier energies, and the fact that the sites are located close to each other, one can expect the adsorbed Si atom to be trapped in one of the three types of basins of attraction in the faulted half described as follows ͑see Fig. 6͒ .
͑1͒ Triangular-type basin: The energy landscape calculation reveals three triangular-type basins of attraction surrounding the T1 sites on top of the rest atom, formed by sites of B2, H3, and T4 type as shown in Fig. 6 . In each of the basins of attraction, the adsorption energy near the corner adatoms ͑i.e., the B2-COA and H3-COA sites͒ is lower than that near the central adatoms ͑i.e., the B2-CEA and H3-CEA sites͒. This anisotropy in energy in the triangular type of basin is consistent with the atom tracking image of an adsorbed Si atom at low temperatures ͓see Fig. 4͑a͒ of Ref. 37͔, where it is reported that the adsorbed atom spends most of the time in the region defined by the positions R1, R2, R3 which are near the rest atoms and the corner adatoms COA1, COA2, and COA3.
͑2͒ Hexagonal ring-type basin: As shown in Fig. 6 , a hexagonal ring-type basin of attraction is located at the center of the half unit cell and is composed of the T2-CE and T4-CE sites surrounding the H3-CE site with the T4-CE site having the lowest energy. This type of the basin of attraction provides the explanation for the atom-tracking image of an adsorbed Si atom at room temperature, 37 where it is reported that the adsorbed atom spends most of the time inside the central region defined by the three center adatoms ͑CEA1, CEA2, and CEA3͒, but occasionally moves near the rest atom positions ͑R1, R2, or R3͒ and corner adatom ͑COA1 or COA2͒ positions, as shown in Fig. 2͑a͒ of Ref. 37 .
͑3͒ Shoulder-type basin: The energy landscape calculated along pathway-2 reveals shoulder-type basin of attraction in the vicinity of the dimer row formed by the O, T2-CEA, T4-DR, T2-COA1, T2-COA2, and CH sites, as shown in Fig. 6 . The T2-COA sites near the corner holes are lower in energy. This may explain the formation of the Si tetramers located on the top of the corner dimer at low temperature and on the top of central dimer at room temperature. 37, 38 The combination of the three types of basins of attraction results in an attractive potential well that traps the adsorbed Si atoms to form magic clusters. In particular, the region bounded by T2-CE, T2-CE, T1, T2-CEA, T2-CEA, and T1 ͑as shown in Fig. 6͒ matches very well the schematic drawing of the six protrusions depicting the magic cluster on the faulted half of Si͑111͒-7 ϫ 7 surface as noted by Hwang et al. 39 Furthermore, the low energy barriers allow the cluster to move within the half unit cell.
We have also compared adsorption energies of corresponding sites in the faulted half and the unfaulted half of the unit cell. We found that the adsorption energy of most of the sites in the faulted half is lower compared with the corresponding site in the unfaulted half ͑see Table VI͒ . Specifically, the sites with the two lowest energy, B2-COA and FIG. 6 . ͑Color online͒ Three basins of attractions ͑triangular-type, hexagonal ring-type, and shoulder-type, respectively͒ for a silicon monomer on the Si͑111͒-7 ϫ 7 reconstructed surface are shown, with the triangle, the square, and the diamond indicating the energies in increasing order. The sites denoted by T1, T2-CE, and T2-CEA, which are bounded by the three basins of attraction, confirms the existence of the experimentally observed region of six protrusions associated with the magic clusters ͑Ref. 39͒. 
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IV. CONCLUDING REMARKS AND FUTURE OUTLOOK
The application of the SCED-LCAO Hamiltonian for silicon to the three test cases discussed above represents a concerted effort to test the versatility, the reliability, and the efficiency of using the SCED-LCAO Hamiltonian to study properties of complex systems with no or reduced symmetry. The first case concerns a finite system with no symmetry. The second and third cases deal with extended systems with reduced symmetry. The properties of all these three lowdimensional systems are, therefore, critically dependent on charge redistribution and environment-dependent multicenter interactions. The result of our test studies has clearly demonstrated that ͑i͒ the SCED-LCAO Hamiltonian for silicon is transferable and hence it has the predictive power; ͑ii͒ the self-consistent scheme for the determination of the charge redistribution is robust; ͑iii͒ the MD code based on the SCED-LCAO Hamiltonian is efficient.
A comparison of computational speed and memory usage of the SCED-LCAO with the DFT-based Vienna ab initio simulation package ͑VASP͒ reveal that the SCED-LCAO is about 30 times faster than the VASP calculation and it requires about five times less memory for the relaxation of a Si 71 cluster ͑see Table VII͒. In addition, by implementing the order-N scheme into the framework of the SCED-LCAO Hamiltonian for total energy and force calculations, we found that we can perform full geometry optimization of systems of sizes about 20 000 atoms. 40 Thus reliable largescale quantum-mechanics based MD simulations are attainable using the O͑N͒/SCED-LCAO scheme. The size limitation in our scheme arises mainly from the bottleneck associated with the Ewald summations.
In a forthcoming publication, the SCED-LCAO Hamiltonian will be used to study the relative stability of 1D Si nanowires ͑NWs͒ of different orientations with diameters ranging from a few to 15 nm. The study of larger diameter SiNWs requires the implementation of the O͑N͒ algorithm into the SCED-LCAO approach and a parallelized version of the SCED-LCAO/MD code.
The development of a recipe to construct semiempirical Hamiltonians for elemental materials in the present work is grounded in the ingredients of the many-body Hamiltonians describing the many-atom aggregates. 41 The determination of the parameters characterizing the SCED-LCAO Hamiltonians is database driven. In this sense, the SCED-LCAO Hamiltonian is only as good as the database used to optimize the fitting parameters. Our case studies on silicon-based structures indicate that, with the compilation of a judiciously chosen database, the resulting SCED-LCAO Hamiltonian is versatile, reliable, efficient, and possesses predictive power. Thus, we are confident that reliable and transferable SCED-LCAO Hamiltonians with predictive power can be developed for real materials using our scheme. Furthermore, our scheme is efficient so that simulations of complex systems with large degrees of freedom can be conveniently carried out.
Construction of SCED-LCAO Hamiltonians for other column IV elements ͑e.g., carbon and germanium͒, simple metals ͑e.g., aluminum͒, and transition metals ͑e.g., iron and nickel͒ are currently in progress with very encouraging results. For example, the stable structure of bucky diamond ͑C 147 ͒ ͑Ref. 42͒ was predicted using our preliminary SCED-LCAO Hamiltonian for C while it cannot be correctly predicted by other semiempirical approaches. The extension of the present scheme to its spin-polarized version and to heterogeneous systems is also in progress.
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APPENDIX: AN OUTLINE OF THE OPTIMIZATION SCHEME
The first step in the optimization procedure is to define a residual or objective function R which depends on the parameters s i of the SCED-LCAO Hamiltonian, and for which the minimum value of R is interpreted as the best value. We use a least-squares sum of the differences between the calculated properties P calc and the reference values P ref
͑A1͒
This expression also includes the characteristic scale P scale of each property, a weight factor P weight which represents the The optimization problem is to find the global minimum, which is the set s i which has the absolute smallest value of R. Optimization algorithms, however, are fundamentally related to the number and distribution of local minima. In the easiest case, there would be only one local minimum, and only about 10 3 evaluations of R would be needed to find the global minimum. In the worst case, the local minima would be distributed randomly, and only a brute force search could find the global minimum. In this worst case scenario, the number of function evaluations needed would be G s N s , where G s is the number of points for each parameter, and N s is the number of parameters. A reasonable value of G s is ϳ200, and with ϳ20 semiempirical parameters it is evident that the optimization problem would be intractable. This means that the selection of the optimization algorithm, and also the selection of the initial or starting values of the semiempirical parameters, is particularly important.
For the initial inputs in parameter-fitting, we use results adapted from the available literature. For example, firstprinciples calculations of the overlap matrices such as S ss are available for Si. 22 For the least squares problem with N P on the order of 10 2 , there are of the order of 10 2 terms in the summation. If this summation is performed explicitly, a large amount of information about the individual behavior of these terms is lost. For example, if the summation is performed explicitly, the only information available about the derivatives is the gradient ‫ץ‬R ‫ץ‬s i with N s elements, but if the summation is not performed explicitly then the entire Jacobian with N s N p elements is available. So even though the problem is to find the minimum value of R, efficient least-squares algorithms do not perform the summation explicitly, but rather store and analyze each of the 10 2 terms in the summation. This is the approach used by the Marquardt-Levenberg algorithm, 16 which is a widely used and highly efficient algorithm for finding the local minimum of a least-squares problem. When compared with any algorithm which analyzes only the value of R, least-squares algorithms are typically one or two orders of magnitude more efficient at finding the local minimum, with the efficiency increasing for larger values of N P . Now, the least-squares problem and the MarquardtLevenberg algorithm are well understood. 16 Also, the global optimization problem for a scalar function is well understood. 16 However, we have here a global least-squares problem. There are two general approaches to the global leastsquares problem. The first is to treat the least-squares problem as a scalar optimization problem, analyzing only the value of R and not the values of the individual least-squares terms. The reasoning here is that the benefit of using preexisting and well-understood algorithms, such as a simulated annealing algorithms, will outweigh the cost of not analyzing the individual terms in the summation. The second approach is to adapt a local least-squares algorithm to the global problem. Here one can exploit the superior efficiency of the leastsquares algorithm.
Our experience indicates that the second approach of treating the problem as a least-squares problem is considerably more efficient. This is probably related to the fact that we are now using up to 200 properties for the least-squares summation, which is considerably more than have been previously used. We have developed an efficient global optimization algorithm by adapting a local least-squares algorithm, the Marquardt-Levenberg algorithm, 16 to the global problem. It involves feeding successive sets of parameters ͕s i ͖ to the Marquardt-Levenberg algorithm, which finds the local minimum for each set of parameters. Each successive set is chosen with a random distribution from the best set found from all the previous local optimizations. The random distribution is dependent on a scalar "distance" s defined by where r a,b a random number with a uniform distribution over the interval ͓a , b͔, and s global a unitless number which represents the expected range over which the local minima are distributed. A typical value of s global is 0.5, which means that the new parameters will differ from the old parameters by about 50%. Loosely speaking, the random exponential distribution means that the new set of parameters is more likely to be close to the best set of parameters. Perhaps the most important feature of this random distance algorithm is that successive sets are chosen with regard to the values of the parameters s and without regard to the residual value R. This is in contrast with techniques which interpret the residual R as a type of energy barrier. The highly nonlinear behavior of the residual even in regions where the parameters are reasonable suggests that simulatedannealing-type techniques are not appropriate for these types of optimization problems because the residual barriers are too large. If one does wish to adapt this algorithm to problems where a simulated-annealing-type interpretation is more appropriate, s best can be allowed to "hop" to a local minimum which is not necessarily the best local minimum, with a hopping probability that depends on the difference between two appropriate R values. Indeed, we have used this simulatedannealing-type adaptation at times, and although it certainly adds flair to the algorithm, it does not seem to be useful for our particular problem.
