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Abstract
In 1985, Elsner proved that the Hausdorff distance  between the spectra of two n× n
matrices A and B satisfies
 (σ (A), σ (B))n  (‖A‖ + ‖B‖)n−1 ‖A− B‖,
where ‖ · ‖ denotes the operator norm with respect to the Euclidean norm on Cn. He further
conjectured that the same inequality holds for all operator norms. We disprove this conjecture,
and also the weaker conjecture where (‖A‖ + ‖B‖) is replaced by 2 max(‖A‖, ‖B‖). © 2002
Elsevier Science Inc. All rights reserved.
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1. Introduction
In 1985, Elsner [4, Theorem 1] proved that the Hausdorff distance  between the
spectra of two n× n matrices A and B satisfies
 (σ (A), σ (B))n  (‖A‖ + ‖B‖)n−1 ‖A− B‖, (1)
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where ‖ · ‖ denotes the operator norm with respect to the Euclidean norm on Cn. This
was the culmination of a sequence of results, dating back at least to Ostrowski [5],
expressing in quantitative terms the well-known fact that the spectrum of a matrix is
continuous as a function of the entries of the matrix. For more on the history of this
topic see Chapter VIII of Bhatia’s book [1].
In the same paper [4, p. 79] Elsner conjectured that the inequality (1) holds for
operator norms with respect to arbitrary norms on Cn. The best result known for such
general norms is the weaker inequality due to Chen et al. [3, Theorem 1.2]:
 (σ (A), σ (B))n  cn (2 max(‖A‖, ‖B‖))n−1 ‖A− B‖, (2)
where cn = (2n+ 1)/3. Chen has also shown [2, Théorème 3.2.4] that for n = 2,
the inequality (2) holds with c2 = 3/2. We shall show that (2) does not hold with
c2 = 1, thereby also disproving the conjecture of Elsner.
2. The counterexample
We shall take ‖ · ‖ to be the operator norm with respect to the 
1-norm on C2.
There is a simple explicit formula for ‖ · ‖, namely∥∥∥∥
(
a b
c d
)∥∥∥∥ = max(|a| + |c|, |b| + |d|) .
For t ∈ R, define
At =
(
1 − t (√2 − 1)t
−(√2 + 1)t 1 + t
)
, Bt =
(
t − 1 t − 1
−(√2 + 1)t (√2 + 1)t
)
.
Using the formula for ‖ · ‖ above, we have
‖At‖ = ‖Bt‖ = 1 +
√
2t and ‖At − Bt‖ = 2 − 2t
(
0  t  1/
√
2
)
.
Furthermore, elementary calculations show that σ(At ) = {1, 1} for all t, and that
σ(Bt ) =
{
−1 −√2t + O(t2), 2(1 +√2)t + O(t2)} as t → 0.
Hence
 (σ (At ), σ (Bt ))2
2 max (‖At‖, ‖Bt‖) ‖At − Bt‖ =
(
2 +√2t + O(t2))2
2
(
1 +√2t)(2 − 2t)
= 1 + t + O(t2) as t → 0+. (3)
In particular, the left-hand side is strictly greater than 1 if t is small and positive.
3. Remarks
(i) The value of t which maximizes LHS of (3) is the smallest real root t0 of the
quartic equation
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1636t4 −
(
4956 + 126√2
)
t3 +
(
5782 + 556√2
)
t2
−
(
2458 + 215√2
)
t + (262 − 28√2) = 0.
Computations show that t0 = 0.1043908891 . . . , and that, writing A = At0 and B =
Bt0 , we have
 (σ (A), σ (B))2
2 max (‖A‖, ‖B‖) ‖A− B‖ = 1.03896282 . . . .
This is the largest ratio that we have been able to find corresponding to the inequali-
ty (2).
For the inequality (1), the largest ratio we have found (still with the same norm)
is by taking
A =
(
3 − 2√2 3 − 2√2
−1 1
)
and B =
(
2 − 3√2 2 − 3√2
−1 1
)
,
which gives a ratio
 (σ (A), σ (B))2
(‖A‖ + ‖B‖) ‖A− B‖ =
2
7
+ 4
7
√
2 = 1.09383632 . . . .
(ii) For n  3, define n× n matrices A˜t = At ⊕ In−2 and B˜t = Bt ⊕ In−2, where
Ik denotes the k × k identity matrix. Taking ‖ · ‖ now to be the operator norm with
respect to the 
1-norm on Cn, the same computations as before give

(
σ(A˜t ), σ (B˜t )
)n(
2 max
(‖A˜t‖, ‖B˜t‖))n−1 ‖A˜t − B˜t‖ = 1 +
(
1 +√2 − 12n
√
2
)
t + O(t2)
as t → 0+.
Thus, we also have a counterexample for n = 3. For n  4, we do not know whether
(2) holds with cn = 1, nor even if it holds with cn = c, a constant independent of n.
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