Given a knapsack of size K, non-negative values d and ∆, and a set S of items, each item e ∈ S with size s e and value v e , we define a shelf as a subset of items packed inside a bin with total items size at most ∆. Two subsequent shelves must be separated by a shelf divisor of size d. The size of a shelf is the total size of its items plus the size of the shelf divisor.
inside a bin with total items size at most ∆. The size of a shelf is the total size of its items plus the size of a shelf divisor. We also consider a version where shelves must have size at least δ, where 0 < δ ≤ ∆. Since all shelves considered in this paper must have size at most ∆, we use the notation δ-shelf to denote a shelf that must have size at least δ. The Shelf-Knapsack Problem (SK) is to find a subset S ⊆ S partitioned into shelves with total shelf size at most K and maximum total value. The Class Constrained Shelf Knapsack Problem (CCSK) is a generalization of the SK problem, where each item e ∈ S has a class c e and each shelf must have only items of the same class.
The SK and CCSK problems are NP -hard since they are generalizations of the knapsack problem.
We note that the term shelf is used under another context in the literature for 2-D packing problems.
There are many practical applications for these problems. For example, when the items to be packed must be separated by non-null shelf divisors (inside a bin) and each shelf cannot support more than a certain capacity. The CCSK problem is adequate when some items cannot be stored in a same shelf (like foods and chemical products). In most of the cases, the sizes of the shelf divisions have non-negligible width. Although these problems are very common in practice, to our knowledge this paper is the first to present approximation results for them.
An interesting application for the CCSK problem, where each shelf must be a δ-shelf, was introduced by Ferreira et al. [5] in the iron and steel industry, where a raw material roll must be cut into final rolls grouped by certain properties after two cutting phases. The rolls obtained after the first phase, called primary rolls, are submitted to different processing operations (tensioning, tempering, laminating, hardening etc.) before the second phase cut. Due to technological limitations, primary rolls have a maximum and minimum allowable width and each cut generates a loss in the roll width.
In Table 1 , we present some common characteristics for final rolls. We consider three classes in this example, one for each different thickness. The hardness interval of items with the same thickness are overlapped in a common interval to satisfy all hardness requirements. If there are items for which hardness cannot be assigned to the same thickness class, a new class must be defined for these ones.
In the example of Table 1 , we have a raw material roll of size K (1040 mm) that must be cut and processed into the final items. This roll is first cut in three primary rolls according to the items in the three different classes. Each primary roll is processed by different operations to acquire the required thickness and hardness before obtaining the final rolls. Each cutting in the primary roll generates a loss due to the width of the cutter knife and the trimming process. This loss corresponds to the size of the shelf divisors. The items are obtained after the second cutting phase. In this application, we only worry about the loss generated in the first cutting phase. The process is illustrated in Figure 1 . Each processing operation has a high cost which implies items to be grouped before doing it, where each group corresponds to one shelf. In the example above, we can consider three different classes and six different items. The size of the raw roll material corresponds to the size of the knapsack and the size of the shelf divisor corresponds to the loss generated by the first cutting phase. The values of δ and ∆ are the minimum and maximum allowable width of the primary rolls. The value of an item can be its sale value.
Recently, this problem was considered by Hoto et al. [7] and Marques and Arenales [3] , where exact and heuristic algorithms for the problem are presented. In [8] , Hoto et al. considered the cutting stock version of the problem where a demand of items must be attended by the minimum number of bins. They use a column generation strategy, where the generation of each column reduces to the class constraint shelf knapsack problem.
Given an algorithm A ε , for some ε > 0, and an instance I for some problem P we denote by A ε (I) the value of the solution returned by the algorithm A ε when executed on instance I and by OPT(I) the value of an optimal solution for this instance. We say that A ε is a polynomial time approximation scheme (PTAS) for a maximization problem if for any fixed ε > 0 and any instance I
If the algorithm is also polynomial in 1/ε we say that A ε is a fully polynomial time approximation scheme (FPTAS).
Results:
In this paper we present approximation schemes for the SK and CCSK problems. We show that the CCSK problem cannot be approximated, unless P = NP , when each shelf must be a δ-shelf, but there is a fully polynomial time approximation scheme when the number of different items sizes in each class is bounded by a constant. To our knowledge, these are the first approximation results where shelves of non-null width are used in these problems. 
We say that U is a shelf packing of U. When there is no need to specify the partition of the items into shelves, a solution (U, U) may be refereed only by the set U. Using this notation, we define the value of a solution U as the value v(U).
The SK problem can be defined as follows: Given an instance I for the SK problem, find a solution (U, U) of maximum value.
Given an instance I = (S, s, v, K, d, ∆) for the SK problem and a shelf packing U for U ⊆ S that minimizes s(U, U), we denote by sp(U) this minimum size.
Some of the ideas used in the algorithm of this section have been proposed by Chekuri and Khanna [2] . Given an instance I for the SK problem and an optimum solution O * , the algorithm performs two main steps. First, the algorithm finds a set
set can be packed in a knapsack with shelves with size not greater than sp(O * ). This is shown in the next subsection. In the second step, the algorithm obtains a solution (U , U) with U ⊆ U and
Finding the Items
The algorithm of this section, denoted by Find ε , is presented in Figure 2 . The algorithm generates a polynomial number of sets such that at least one has value very close to the optimal and its shelf packing size is not greater than the size of an optimum solution. First, the algorithm performs two reparameterization on the values of the items, steps 1-4. In the first reparameterization the algorithm obtains items values that are non-negative integer values bounded by n/ε , so that the value of any solution is bounded by W = n n/ε . This is obtained using the same rounding technique presented by Ibarra and Kim [9] for the knapsack problem. We define M = εV /n where V is the maximum value of an item in S. For each item e ∈ S we define its value as v e = v e /M . We denote by O an optimal solution for the reparameterized instance. Using the same ideas of Ibarra and Kim it is 
we can bound the value of v(Q) for any set Q, as follows:
The proof of the lemma follows applying inequalities (1), (2) and the fact that
Algorithm Find ε (I)
Input: Instance I = (S, s, v, K, ∆) and a parameter ε > 0.
Output: A multset Q, such that there is at least one set U ∈ Q with value close to the optimal.
Let n ← |S|, V ← max{v e : e ∈ S}, M ← εV n
, and h ← log 1+ε n ε .
For each e ∈ S do

3
.
For each i ∈ {0, . . . , h} do
6.
let S i be the set of items with value
) be the items in S i sorted in non-decreasing order of size. The second reparameterization is a rounding step (step 4) where each item value is rounded down to the nearest power of (1 + ε). From now on, we denote the value function after these steps by 
Let Q ← ∅ and T be the set of all possible tuples
In what follows, we show that the set of all possible tuples satisfying such conditions can be obtained in polynomial time.
Lemma 2.2 Let f be the number of g-tuples of non-negative integer values such that the sum of the values of the tuple is
d. Then f = d+g−1 g .
Lemma 2.3 The number of different h-tuples
(k 0 , . . . , k h ) such that h i=0 k i = h ε is O( n ε O(1/ε) ).
Proof. Let d = h ε
and g = h. From Lemma 2.2, the number of possibilities to test, such that
Since the upper bound of Lemma 2.3 is also an upper bound for the number of tuples such that 
as the next lemma states.
Lemma 2.4 If O is an optimal solution using v function, then there exists a tuple
. To prove item (i), we use basic facts from the floor function to bound v (O i ).
The proof of the item (ii) is the following:
To prove item (iii), note that if h i=0 k i > h/ε, then we would obtain a contradiction: 
Proof.
Let (k 0 , . . . , k h ) be a tuple satisfying Lemma 2.4. For each set S i , the algorithm takes items in non-decreasing order of size until it obtains a set U i with total value that is greater than or equal
. Since U i and O i are subsets of S i and all items of S i have the same value, we have that i.e, the number of shelves needed to pack the set U is not greater than the number of shelves needed to pack the set O , and the total size of shelves used to pack U is not greater than the total size of shelves used to pack O .
From Lemma 2.4 we have
At last, the algorithm generates a polynomial number of sets, at least one with value (1 − O(ε))v (O ) that can be packed optimally. In the next section we show how these sets are packed.
Packing the Items.
In the previous section we have obtained at least one set U of items such that its total value is very close to v (O ) and sp(U) ≤ K. Now we present an algorithm to obtain a solution (U , U) with
To obtain a shelf packing of U , we use the algorithm of Chekuri and Khanna for the multiple knapsack problem [2] , which we denote by A CK . We assume that the input of algorithm A CK is a set U of items, a value ∆ which is the size of the knapsacks and a value j which is the number of knapsacks. The algorithm returns a subset U ⊆ U partitioned in subsets
The algorithm for packing the set U is given in the Figure 3 .
Algorithm Pack ε (U)
Input: set of items U each item e ∈ U with size s e and value v e .
Output: Packing of U ⊆ U with v (U ) ≥ (1 − O(ε))v (O ) and size at most K.
Subroutine: A CK (algorithm to pack the items into bins).
let U ← ∅ and V ← 0
2. for j = 1 to n do
3.
let P = P 1 ∪ . . . ∪ P j be the solution returned by the execution of A CK (U, ∆, j).
let S ←
if S ≤ K and V ≤ v (P) then
let U ← P and V ← v (P)
7. return U . 
Lemma 2.6 If
U = U 1 ∪ . .
. ∪ U j is the packing generated by the algorithm Pack ε with items
q be an optimal shelf packing for an optimal solution O . From the proof of Lemma 2.5 it is easy to construct an injection f : U → O where s(e) ≤ s(f (e)) for each item e ∈ U. That is, we can construct a shelf packing for the set U using the partition of P * . When the algorithm Pack ε performs the call A CK (U, ∆, q), we obtain a solution
, since A CK is a PTAS, and
, since an injection f exists. The algorithm Pack ε returns a solution such that v (U ) ≥ v (P), and therefore the lemma follows.
The Algorithm
The PTAS for the problem SK is presented in Figure 4 . For each value in the interval [0, n n ε ], the algorithm Find ε generates a polynomial number of sets U, at least one of the sets with value very close to the value of an optimal solution O and has a packing of size at most the size of the optimal.
For all possibilities of U it uses the algorithm Pack ε to pack these sets. The solution returned by the algorithm is the packing of a set U with maximum value satisfying the condition that its packing size is not greater than the capacity of the knapsack.
Algorithm ASK ε (I)
Input:
Let Q ←Find ε (I).
Let U ← ∅ and v (U ) ← 0.
For each U ∈ Q do
4.
Q ←Pack ε (U) The time complexity of algorithm Find ε is dominated by the time to execute steps 9-14, which
. Therefore, the number of sets returned by algorithm Find ε is also bounded by M. The time complexity of algorithm Pack ε is O(nT CK (n, )) where T CK (n, ) is the time complexity of the PTAS A CK , presented by Chekuri and Khanna [2] . We can conclude with the following theorem.
Theorem 2.7
The algorithm ASK ε is a PTAS for the SK problem.
Approximation Scheme for the CCSK Problem
Now we consider the class constrained version of the SK problem, which we denote by CCSK. We assume the same notation used for the SK problem.
In this case, an instance I for the CCSK problem is a tuple (S, s, v, K, d, ∆, c) where c is a class function over S.
A solution (U, U) of an instance I for the problem CCSK is a set U ⊆ S and a partition U = {U 1 , . . . , U k } of U, where each set U i is a shelf such that s(U i ) ≤ ∆ and all items in U i have the same class. Two subsequent shelves must be separated by a shelf divisor and the total size of the solution must be at most K. The goal is to obtain a solution of maximum value. We present an approximation scheme for the problem CCSK given that there is an algorithm that solve another problem we call
Small.
Problem Small: Given an instance I for the CCSK problem, where all items are of the same class and given a value w, find a solution (U, U) of I with value w and smallest size, if one exists.
We say that an algorithm SS ε is ε-relaxed for the problem Small if given an instance I and a value w, the algorithm generates a solution (U, U) with all items of the same class with
where O is a solution with value w and smallest size. Such solution
It is not hard to see that we can use the same ideas of the algorithm ASK ε to obtain an ε-relaxed algorithm for the problem Small. Given a set of items of class j and a value w the algorithm generates a polynomial number of sets such that at least one has value very close to w and its packing size is smaller than the packing of an optimal set. The algorithm returns the smallest packing such that its value is at least (1 − O(ε))w and at most w. If none exists, then the minimum size of a solution is ∞, since in this case no solution with value w exists. The following lemma is valid.
Lemma 3.1
There exists an ε-relaxed algorithm for problem Small.
In Figure 5 we present an approximation scheme for CCSK using a subroutine for the problem
Small.
In steps 1-3 the original instance is reparameterized in such a way the item values are non-negative integer values bounded by n/ε . Therefore, the value of any solution is bounded by W = O(n 2 /ε).
This leads to a polynomial time algorithm using a dynamic programming approach with only O(ε)
loss on the total value of the solution found by the algorithm.
In steps 4-8, the algorithm generates ε-relaxed solutions for each problem Small obtained from the reparameterized instances of each class and each possible value w. The solutions are stored in variables A j,w , for each class j and each possible value w.
In steps 9-15 problem CCSK is solved using dynamic programming. There is a table T j,w indexed by classes j and all possible values w. It stores the smaller solution using items of classes {1, . . . , j} that has value w. The basic idea is to solve the following recurrence:
Subroutine: SS ε (ε-relaxed algorithm for problem Small).
% reparameterize the instance by value
2.
Let n ← |S|, V ← max{v e : e ∈ S}, M ← εV /n and W ← n n/ε .
For each item
e ∈ S do v e ← ve M
% generate an ε-relaxed solution for each class
5.
For class j ← 1 to m do
6.
for value w ← 1 to W do
7.
let S j be the set of items in S with class j
% Find a solution with classes {1, . . . , j} for each possible value w.
For class 1 do
11.
12.
T 1,w ← A 1,w .
For class j ← 2 to m do
14.
15.
and minimum size).
16.
Let U be the solution T m,w , 1 ≤ w ≤ V with maximum value w and size s(U) ≤ K.
Return U.
Figure 5: Generic algorithm for CCSK using subroutine for problem Small.
Finally, given that there are m classes, in steps 16-17 a solution generated with maximum value w is returned.
To prove that G ε is an approximation scheme we consider that algorithm SS ε , used as subroutine,
is an ε-relaxed algorithm for the problem Small. 
Proof. We can prove this fact by induction on the number of classes. The base case consider only items with class 1 and can be proved from the fact that subroutine SS ε is an ε-relaxed algorithm (that is, T 1,w = A 1,w ).
Consider a solution O j,w with value w := v (O j,w ) using items of classes {1, . . . , j}.
If O j,w uses only items of class j, then we have a solution A j,w which is obtained from subroutine SS ε , which by assumption is an ε-relaxed algorithm. Therefore,
If O j,w uses only items of classes 1, . . . , j − 1, by induction, T j−1,w exists and
If 
Approximation Results for the SK Problem with δ-shelves
In this section, we consider the SK problem when each shelf must have size in [δ, ∆]. As mentioned before, this case has applications in the iron and steel industry [5] .
We first prove an inapproximability result for the SK problem with δ-shelves. This result also extends to the CCSK problem with δ-shelves. Furthermore, we present a FPTAS for the case when the number of different items size in each class is bounded by a constant k.
Inapproximability of the problem SK with δ-shelves
We present a gap-introducing reduction to prove the inapproximability of this case (see [11] ). The proof is made by reducing the partition problem to the SK problem. First note that any size s e is a multiple of α and therefore, any solution of I 2 is also multiple of α.
Since δ is multiple of α, we have δ < ∆ < δ + α and we conclude that there is no solution to instance I 2 with size greater than δ.
If instance I 1 can be partitioned, then the optimal solution of instance I 2 has value δ and the knapsack is filled until δ. If instance I 2 can not be partitioned, then the only solution with size multiple of α that respects the limits δ and ∆ has value 0 and it packs no items.
Theorem 4.2
There is no r-approximation algorithm for the problem SK with δ-shelves when 0 < δ ≤ ∆, for any r > 0, unless P = NP .
Approximation Scheme for a special case of the problem CCSK with
δ-shelves
In this section we consider a special case of the problem CCSK with δ-shelves, where the number of different items sizes for each class is bounded by a constant k. As we show in the next theorem, this special case is NP-hard.
Theorem 4.3 The problem restricted to instances with at most a constant k of different sizes in each
class is still NP -hard.
Proof. The theorem is valid since the knapsack problem is a particular case when each item is of a different class and ∆ = ∞, δ = 0 and d = 0.
We present a fully polynomial time approximation scheme for this problem. The algorithm is the same as presented in the section 3. In this case, we only need to present an ε-relaxed algorithm to solve problem Small, used as subroutine by the algorithm G ε , that is polynomial time both in the input size and in 1/ε. In fact, we show that an algorithm for the problem Small does not need to compute solutions for every value w to obtain a fully polynomial time approximation scheme for the CCSK problem.
The k-Pack Problem
Before presenting the algorithm to solve problem Small, consider the problem, denoted by k-Pack, which consists in packing n one-dimensional items with at most a constant k of different items sizes into the minimum number of bins of size ∆, each bin filled by at least δ.
The algorithm to solve problem k-Pack uses a dynamic programming strategy combined with the generation of all configurations of packings of items into one bin. In Figure 6 we present the algorithm that generates a function B that returns the minimum number of bins to pack an input list, under the restrictions of the problem k-Pack. For our purposes, we also need that the function B returns the partition of the input list into bins. For simplicity, we let to the interested reader its conversion to an algorithm that also returns the partition of the input list into bins.
In step 3, the algorithm generates all possible subsets of items that can be packed into one bin.
Notice that the number of different tuples is O(n k ) and the algorithm just need to test each one of these tuples if they satisfy the properties of the bin, i.e, δ ≤ The following theorem is straightforward. 
Solving Problem Small
The following lemma states the relationship of a solution for problem Small and the problem k-Pack. In Figure 7 , we present an algorithm for solving a relaxed version of the problem Small, which is sufficient to our purposes. The algorithm first considers all possible configurations of solutions for the problem Small, without considering the value of each item. This step is performed by a subroutine to solve problem k-Pack. Instead of finding each possible attribution of values for each configuration, the algorithm only generates valid configurations with maximum value. For a given value w, the algorithm only returns a solution if the value is a maximum value for some configuration.
Notice that we return the smallest packing that has the given value. 
Concluding Remarks
In this paper we have presented approximation schemes for shelf knapsack problems. These problems have many applications, and to the best of our knowledge, this is the first paper to present approximation results for them.
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