Abstract -In this paper, we have proposed an Automatic Aerial Video Processing System for analyzing land surface features. Analysis of aerial video is done in three steps a) Image pre-processing b) Image registration and c) Image segmentation. Using the proposed system, we have identified Land features like Vegetation, ManMade Structures and Barren Land. These features are identified and differentiated from each other to calculate their respective areas. Most important feature of this system is that it is an instantaneous video acquisition and processing system. In the first step, radial distortions of image are corrected using Fish-Eye correction algorithm. In the second step, the image features are matched and then images are stitched using Scale Invariant Feature Transform (SIFT) followed by Random Sample Consensus (RANSAC) algorithm. In the third step, the stitched images are segmented using Mean Shift Segmentation and different structures are identified using RGB model. Here we have used a hybrid system to identify Man-Made Structures using Fuzzy Edge Extraction along with Mean Shift segmentation. The results obtained are compared with the ground truth data, thus evaluating the performance of the system. The proposed system is implemented using Intel's OpenCV.
I. INTRODUCTION
Unmanned Aerial Vehicles (UAV) are playing increasingly prominent role in urban planning [1] , agricultural analysis [2] [3] [4] , environmental monitoring [5] [6] , traffic surveillance [7] , texture classification [8] due to their low cost and safe operation as compared to manned aircrafts. The data is acquired using a video sensor and is in digital format which makes it very feasible to process. Earlier work has been done to differentiate buildings from other terrain [9] [10], roof top detection using aerial images [11] , road extraction from aerial images [12] [13] , and shadow detection in aerial images [14] . Color image segmentation [15] , which quantizes the color into several representing classes, is often used to extract information about buildings from aerial images. However, automatic detection of buildings in monocular aerial images without elevation information is hard. Buildings cannot be easily identified efficiently using color information because they don't have any characteristic RGB values unlike barren land or vegetation. Another approach employing Active Contour Model (ACM) or Snake model [16] has been used for automatic building boundary extraction but due radiometric characteristics of the building being same to image background some buildings were not extracted. A rapid man-made object segmentation based on watershed algorithm has been developed that creates homogenous regions [17] . So we propose a system for identifying man-made, vegetation and barren land features from the given aerial video.
In this paper, we have proposed a system for identification, extraction and classification of objects from the given aerial video. As is shown in Figure 3 . initially, the aerial images are affected by radial distortion so we use fish-eye algorithm to reduce the distortions. The radial distortion free images are aligned and stitched using Scale Invariant Feature Transform (SIFT) and Random Sample Consensus (RANSAC) techniques. Stitched images are segmented by Mean Shift Segmentation method to extract Vegetation, manmade structures and Barren Land surface features. The extracted features are evaluated using ground truth data for evaluating the segmentation performance. The accuracy of the results is very efficient. The advantages of the developed system over the other existing methods are easy, efficient and robustness for video processing and instantaneous automatic object recognition. We have successfully classified three entities viz. Man-made structures, Vegetation, Barren land with an overall accuracy of 94%.
II. STUDY AREA In this section, the description of aerial video acquired from the UAV plane is discussed. UAV is designed with the specifications as shown in the Table 1 . The designed UAV is shown in the Figure 2 . The aerial video camera is mounted under the UAV plane and aerial video is recorded. The flying altitude of UAV while acquiring data is 1030mtrs above sea level and image resolution obtained is about 3 cm per pixel. The UAV that we have used is a medium altitude surveillance vehicle. The UAV and camera specifications are given in Table 1 .
IV. METHODOLOGY
In this section, we are discussing methods of aerial video processing system. The system is divided into three major steps: 1) Pre-Processing 2) Image registration and 3) Image segmentation.
A. Pre-Processing
The camera used to capture the land surface features consist of fisheye lenses which causes radial distortions in images. Correction of this video is called -Rectification of radial distortions‖ using fisheye correction [18] Fish-eye lenses have greater -field of view (FOV)‖ which in turn covers the greater area but leads to the cylindrical distortion. 
B. Image Registration In this step the radial distortion corrected images are aligned, transformed and stitched. Firstly, image features are found and matched with the features of the other image using SIFT and after that applying RANSAC to reduce the number of outliers and finally the image is stitched.
1) Image Registration
The SIFT algorithm was proposed by David G. Lowe [19] operates in four major stages to detect and describe local features, or key points, in an image: a) Scale-space extrema detection, b) Key point localization, c) (
Hence a DOG of an image between scales i k  and j k  is just the difference of the Gaussian-blurred images at scales (10) . In order to detect the local maxima and minima of ( , , ) D x y  , each sample point is compared to its eight neighbors in the current image and nine neighbors in the scale above and below. It is selected only if it is larger than all of these neighbors or smaller than all of them. By assigning a consistent orientation to each key point based on local image properties, the key point descriptor can be represented relative to this orientation and therefore achieve invariance to image rotation. 

, is pre computed using pixel differences.
After we get N Matched pairs, the RANSAC [22] robust estimation is used in computing 2D homography. The Random Sample Consensus (RANSAC) algorithm is a resampling technique that generates candidate solutions by using the minimum number observations (data points) required to estimate the underlying model. The parameters for N iterations where N is number of matched pairs:
required to determine the model parameters.
Solve for the parameters of the model. fit with a predefined tolerance. s over the total number points in the set exceeds a predefined threshold, reestimate the model parameters using all the identified inliers and terminate.
Procedure:
Let u represent the probability that any selected data point is inliers. 
In stitching one important step that is involved is image warping (Figure 6.) . It is merging of several images into a complete 2D mosaic image. In Stitching the transformation between images is often not known beforehand. In this example, two images are merged and we will estimate the transformation by letting the 
Where s is the scaling factor, Tx and Ty are the horizontal and vertical translations respectively and α is the rotation angle. Here, since we are dealing with the Aerial images we should warp the whole image about 4 points. This transformation is called perspective transformation. So replace X and X' by Finally the aerial images are stitched by applying the proposed algorithm recursively for frames extracted sequentially from the video. The final step of stitching is to project the input images onto a common 2D coordinate system .The warped images are projected with respect to a reference frame. To apply the proposed algorithm for video, first two images are warped by applying perspective transformation for the second image with respect to first image and stitched on the 2D coordinate system. Then the third image is warped with respect to second image and so on. The final stitched image is shown in Figure 7 . 
C. Image Segmentation
Image segmentation is the process of partitioning an image into multiple segments. The goal of segmentation is to simplify and/or change the representation of an image into something that is more meaningful and easier to analyze. Image segmentation is typically used to locate objects and boundaries in images. More precisely, image segmentation is the process of assigning a label to every pixel in an image such that pixels with the same label share certain visual characteristics. There are various techniques for image segmentation based on different approaches. In this paper we have employed Mean Shift Segmentation and Fuzzy Edge Detection.
1) Image Segmentation
Mean Shift [23] is a robust and non-parametric iterative algorithm. For each data point, Mean shift associates it with the nearby peak of the dataset's probability density function. For each data point, mean shift defines a window around it and computes the mean of the data point. Then it shifts the center of the window to the mean and repeats the algorithm till it converges. After each iteration, we can consider that the window shifts to a denser region of the dataset. After all the iterations we get final mean shift segmented image as shown in Figure 8 .
Let a kernel function
be given. This function determines the weight of nearby points for reestimation of the mean. Typically we use the Gaussian kernel on the distance to the current estimate. The weighted mean of the density in the window determined by K is: 
2) RGB Model
The RGB color model is an additive color model in which red, green, and blue light are added together in various ways to reproduce a broad array of the name of the model comes from the initials of the three additive primary colors, red, green, and blue. So on the basis of values of R, B and G different terrains and structures are distinguished.
Here, we use the fact that each type of terrain has a unique set of RGB values and we differentiate objects on the basis of their respective RGB values. For example vegetation will have a set of RGB values corresponding to green and barren land would have different set of RGB values. 
The inputs to the fuzzy edge extractor are the luminance differences between pixels in
Where ( 

. In this algorithm, it is assumed that a given pixel can belong to, at most, one of the eight cases. Therefore, the rule with the largest firing l f is used as the antecedent firing strength to the fuzzy consequent set representing black.
And in addition to that we have set a threshold to detect edges of Man-Made structures only i.e. l f if is greater than threshold then only edge of man-made structures will be detected.
V. RESULTS AND DISCUSSIONS
The correction of radial distortion is important for efficient processing. Figure 5 shows radially distorted and corrected images. The corrected images are then matched and stitched using SIFT followed by RANSAC. The efficiency of the stitching depends on the number of matched features which comes out to be very good and RANSAC then reduces the number of outliers. The stitched image is then segmented using Mean-Shift Segmentation which is followed by RGB modeling for vegetation and barren land extraction. For man-made structures, we employ a hybrid method incorporating fuzzy edge detection with Mean Shift Segmentation. In Mean Shift Segmentation, the efficiency of the results depends on three parameters viz. radius of space variables named as spatial radius, radius of color variables called color radius and max-level which stands for the number of scale pyramid we want for segmentation. The optimum results are observed at spatial radius=10, circle radius=20 and max level=2. A shift from these values leads to decrease in efficiency of the results. The resulting segmented image using above stated parameters is shown in Figure 8 . For Fuzzy edge detection, the threshold values which are the difference in luminescence value of two adjoining pixels are significant in determining the accuracy of the results. We set a threshold of 100 to achieve optimum results. In order to check the correctness of the system, we calculated the user accuracy and producer's accuracy of the segmented images by comparing processed results with the ground truth data. The respective accuracy is shown in the table below for different segmented images also shown below in Figure 11 . Furthermore, the overall accuracy of the system comes out to be 94.02% as shown in the Table 2 . The inability of the system in achieving 100% accuracy is credited to different camera calibrations and flight angles during UAV flight. For better results, the nadir point of the camera must coincide with the principal point of the lens. But when UAV is inclined at a greater angle, then this condition is hard to satisfy and so there is loss in quality of the acquired images and hence loss in accuracy occurs. Moreover, the relative lack of accuracy in building extraction is due to the fact that unlike vegetation cover and barren land which have same RGB values, buildings have varying RGB values. The task of image stitching and image segmentation has been successfully accomplished by above discussed procedure. This method has been found to be an efficient and versatile approach for segmentation as we have applied it on different samples of images and compared the results. The system has shown high accuracy in vegetation and manmade structure classification and extraction. Considering that this is an instantaneous image processing system, the results are efficient. Although the methodology developed in this paper has been successfully applied but still some limitations were detected. The main limitations are related to flight angle and camera calibrations. This can be rectified by using a pre-defined path for UAV, so that a threshold inclination can be achieved beyond which processing of acquired image is not efficient.
