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Abstract. Nowadays, commonly-used authentication systems for mo-
bile device users, e.g. password checking, face recognition or fingerprint
scanning, are susceptible to various kinds of attacks. In order to pre-
vent some of the possible attacks, these explicit authentication systems
can be enhanced by considering a two-factor authentication scheme, in
which the second factor is an implicit authentication system based on
analyzing motion sensor data captured by accelerometers or gyroscopes.
In order to avoid any additional burdens to the user, the registration pro-
cess of the implicit authentication system must be performed quickly, i.e.
the number of data samples collected from the user is typically small.
In the context of designing a machine learning model for implicit user
authentication based on motion signals, data augmentation can play an
important role. In this paper, we study several data augmentation tech-
niques in the quest of finding useful augmentation methods for motion
sensor data. We propose a set of four research questions related to data
augmentation in the context of few-shot user identification based on mo-
tion sensor signals. We conduct experiments on a benchmark data set,
using two deep learning architectures, convolutional neural networks and
Long Short-Term Memory networks, showing which and when data aug-
mentation methods bring accuracy improvements. Interestingly, we find
that data augmentation is not very helpful, most likely because the signal
patterns useful to discriminate users are too sensitive to the transforma-
tions brought by certain data augmentation techniques. This result is
somewhat contradictory to the common belief that data augmentation
is expected to increase the accuracy of machine learning models.
Keywords: data augmentation · signal processing · user authentication
· motion sensors · deep neural networks
1 Introduction
Nowadays, mobile devices have become the most utilized digital devices in our
daily activities, replacing personal computers. Usage of our personal devices and
access to all applications require strong authentication systems. Albeit all mobile
operating systems grant users the possibility to set up secure passwords, PINs
or unlock patterns, it is well known that such protection mechanisms are not
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fully secure and are prone to physical attacks such as fingerprint attacks [1,27],
or security breaches caused by internal audio or video signal hacking [21]. A
potential solution to avoid such attacks is to rely on an additional implicit au-
thentication system. Some recent works [2,6,15,22,24] proposed such unobtrusive
authentication systems based on analyzing data captured by motion sensors, e.g.
accelerometer and gyroscope, using machine learning methods.
In a realistic setting, in which implicit authentication factors (based on mo-
tion sensors) support explicit authentication factors (based on face recognition
or fingerprint scanning), the registration process necessary for the implicit au-
thentication system is expected to be short, i.e. the number of samples collected
during registration must be reduced to a bare minimum. This requirement is
imposed by the fact that explicit authentication systems are typically based on
a fast registration process. Hence, an implicit authentication system should not
represent an additional burden to the end user. In this context, machine learn-
ing models based on motion sensors should deliver good performance results in
a few-shot learning context, as also noticed by Benegui et al. [2].
In this paper, we aim to find out if the accuracy of few-shot learning models
based on motion sensors can be improved through data augmentation. Although
data augmentation is a commonly-used approach to enhance image [16,20] and
signal [11] processing systems, to our knowledge, we are the first to study data
augmentation techniques for user authentication based on signals collected from
motion sensors. We note that we cannot trivially borrow data augmentation
techniques from computer vision. For example, in computer vision, flipping an
image horizontally will contain the same objects in a different yet realistic pose,
which should help the machine learning system to generalize better. In motion
signal analysis, flipping a signal on the temporal axis will invert any patterns
that belong to a user, thus having a negative effect on the machine learning
model. Even the addition of random noise might be problematic, since the sig-
nal patterns specific to a user can be very sensitive and the added noise might
simply cover them. In this work, we propose a set of data augmentation methods
for motion signals, that represent more plausible ways of improving the gener-
alization capacity of machine learning models for motion sensor data. In order
to make sure that the original signals are not affected by excessively strong aug-
mentation, we empirically experiment with parameters that control the degree
of augmentation, finding optimal values for these parameters. Besides trying out
alternative approaches to augmented data, we also seek to identify if a mixture of
multiple data augmentation methods can provide better results. In summary, our
aim is to find answers to the following research questions (RQs) in the context
of few-shot user identification based on motion sensor signals:
– RQ1: Can data augmentation bring accuracy improvements?
– RQ2: Which of the proposed data augmentation methods brings accuracy
improvements?
– RQ3: Are the data augmentation methods generic or specific to certain ma-
chine learning models?
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– RQ4: Can mixtures of data augmentation techniques bring accuracy im-
provements?
We hereby note that RQ1 and RQ2 are strongly related, although RQ1 is
more generic. If at least one of the proposed data augmentation methods brings
accuracy improvements, we can provide a positive answer to RQ1. If none of
the proposed data augmentation methods work, we cannot be sure of a negative
answer to RQ1, i.e. there might be a data augmentation method that can bring
accuracy improvements and we did not think of it. To minimize this risk, we
propose a broad range of plausible data augmentation techniques.
In order to answer RQ1 and RQ2, we experiment with several data augmenta-
tion methods, namely adding random noise, temporal scaling, intensity scaling
and warping, comparing the results with and without data augmentation. In
order to answer RQ3, we consider to augment two independent deep learning
models, namely a convolutional neural network (CNN) and a convolutional Long
Short-Term Memory (ConvLSTM) network. In order to answer RQ4, we propose
to combine the data augmentation techniques that seem to bring accuracy im-
provements. We also test the combination that includes all data augmentation
methods.
2 Related Work
Different studies explore the user identification task on mobile devices using
various techniques. Among the first studies for biometric user identification,
Vildjiounaite et al. [25] used accelerometer-based gait recognition along with
voice recognition to identify a user, the identification model being based on
statistical features. Sitova´ et al. [22] approached the problem by analyzing hu-
man movement captured by different motion sensors, apprehending two spe-
cific sets of features: stability features and resistance features. During a tap
gesture on the screen, motion data is collected and transformed into statis-
tical features, which are given as input to a machine learning model. Recent
research [3,5,6,7,8,10,13,15,18,19,22,24,26] shows that machine learning models
generally attain better accuracy rates in the user identification process, compared
to models based on statistical features [25]. Among these machine learning mod-
els, a recent trend is to employ deep learning approaches [2,15,24]. Neverova et
al. [15] presented an approach based on recurrent neural networks by combining
the two essential steps of machine learning (feature extraction and classification)
into a single step. This is achieved through end-to-end learning. The method
presented in [15] requires a longer period of data gathering in order to produce
optimal results. However, as noted by Benegui et al. [2], a user can also be identi-
fied from motion sensors by training a model on as few as 20 taps on the screen.
This enables a fast registration and allows the coupling with explicit authentica-
tion systems based on face recognition or fingerprint scanning. We hereby note
that none of the methods mentioned so far, which are designed for user iden-
tification based on motion sensor data, study data augmentation. Nonetheless,
we acknowledge that in related fields, e.g. human activity recognition, recent
4 Cezara Benegui and Radu Tudor Ionescu
studies have shown that augmentation methods applied to time-series data can
enhance classification results [11,23]. To our knowledge, we are the first to study
data augmentation on discrete motion sensor values used for user identification
on mobile devices.
3 Methods
3.1 Learning Models
In order to answer our research questions, we conducted experiments with two
deep learning [12] models, a CNN and a ConvLSTM, on the HMOG data set
[22] containing motion sensor signals from 100 mobile device users. We follow the
experimental setting of Benegui et al. [2], (i) training the deep learning models
on a subset of 50 users in a multi-way classification task and (ii) employing the
pre-trained models in a few-shot user identification task on the other 50 users.
As Benegui et al. [2], we use a 6-layer CNN and a 6-layer ConvLSTM as pre-
trained feature extractors, so we need to remove their Softmax layers. The last
remaining fully-connected layer, which has 256 neurons, provides feature vectors
(embeddings) of 256 components. A complete description of the CNN and the
ConvLSTM architectures is given in [2]. We further utilize the embeddings re-
sulting from either neural model as inputs to a Support Vector Machines (SVM)
classifier, modeling the few-shot user identification task as a binary classification
problem. In the few-shot user identification task, only 20 data samples collected
during user registration are available to train the SVM classifier. In order to
train a binary SVM model for each user, 100 negative samples from other users
are added to the training data. For a fair and realistic evaluation, the negative
training samples and the negative test samples belong to disjoint sets of users,
i.e. the SVM does not get to see data samples from actual attackers during train-
ing. Benegui et al. [2] showed the benefits of modeling the user identification task
as a binary classification problem with SVM instead of an outlier detection task
with one-class SVM.
3.2 Data Augmentation
Starting with the assumption that data augmentation can have a positive impact
on the accuracy of the user identification system, we propose to experiment with
different data augmentation techniques in order to assess their benefits.
Adding random noise. The first augmentation is to add a Gaussian noise
signal ϑ that is randomly generated from a normal distribution N (µ, ν), where
µ is the mean µ and σ is the standard deviation. Given a motion sensor signal
S of length |S| = n, the addition of the Gaussian noise is formally expressed as
follows:
Si = ϑi + Si, ϑi ∼ N (µ, ν), ∀i ∈ {1, ..., n}. (1)
We note that the amplitude of the noise signal and the degree to which it
affects our signal S are controlled through the parameter σ. In the experiments,
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Fig. 1. Augmentation of a signal with random Gaussian noise. Best viewed in color.
we try out different values for σ. The effect of applying Eq. (1) on a motion
signal is illustrated in Figure 1.
Temporal scaling. The second augmentation method scales the signal in the
temporal domain based on a scaling factor fT . When the scaling factor fT is
greater than 1, the length of the signal S increases and the resulting signal is
equally cropped on both sides to preserve the original signal length. When fT
has a value lower than 1, the original signal gets contracted and the resulting
signal is zero-padded at both ends in order to keep the initial signal length. In
order to rescale the discrete signal, we apply linear interpolation [14].
Signal intensity scaling. Given a signal S and an intensity scale factor fI , the
augmented signal is obtained by multiplying each signal value Si with the scale
factor. Formally, the intensity scaling augmentation of a signal S is given by:
Si = fI · Si, ∀i ∈ {1, ..., n}. (2)
In the experiments, we try out different values for fI .
Left-to-right warping. We propose an augmentation procedure in which the
original signal is warped in the temporal domain by contracting the right side of
the signal and expanding its left side. Given a motion sensor signal S of length
|S| = n, we first select two cutting points t1 and t2, randomly, as follows:
t1 ∼ U(bn/4c, bn/2c), t2 ∼ U(bn/2c, b3 · n/4c), (3)
where b·c is the flooring function and U(a, b) generates an integer value that is
uniformly distributed between a and b. The left part of the signal is stretched
from t1 to t2. In the same time, the right part of the signal is contracted from t1 to
t2. The discrete values are computed through linear interpolation. The resulting
signal has the same length as the input signal. We illustrate the left-to-right
warping of a signal in Figure 2.
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Fig. 2. Augmentation of a signal using left-to-right warping. Best viewed in color.
Right-to-left warping. An analogous warping augmentation procedure is to
contract the left side of the signal, while stretching its right side. We call this
type of augmentation right-to-left warping. As for the left-to-right warping, we
rely on the randomly-generated cutting points t1 and t2 to establish exactly how
the signal is warped.
4 Experiments
4.1 Data Set
We experiment on the HMOG [22] data set, which consists of discrete signals
from mobile device motion sensors (gyroscope and accelerometer). Motion sen-
sors yield values for three axes (x, y, z) at roughly 100 Hz. We record values
for 1.5 seconds during tap gestures on the screen, resulting in discrete signals
of approximately 150 values. Signals are collected for 100 users, considering the
first 200 tap events for each user. Hence, the resulting data set consists of 20,000
signal samples. Further, we divide the users in half, using the first half (50 users)
to train the neural networks in a 50-way classification task and the second half
for the few-shot user identification experiments. In the 50-way classification task,
we employ an 80%-20% train-validation split, thus having 160 samples per user
for training and 40 samples per user for validation. In the few-shot user iden-
tification experiments, we have 50 binary classification problems (one per user)
in which the training set is composed of 20 positive and 100 negative samples
and the test set is composed of another 100 positive and 100 negative samples.
It is important to note that the 100 negative training samples are gathered from
one subset of users and the 100 negative test samples are gathered from another
(disjoint) subset of users. By adopting disjoint sets of users, we ensure that fea-
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tures representative for the attackers are not seen during training, resulting a in
realistic scenario for our experiments.
4.2 Experimental Setup
Evaluation metrics.We compute the accuracy, the false acceptance rate (FAR)
and the false rejection rate (FRR) for each user. We then report the values aver-
aged over the 50 users selected for the few-shot user identification experiments.
Parameter tuning for learning models. For the CNN model, we use the hy-
perparameters described in [2], which provided optimal results on the validation
set. We thus fix the learning rate to 10−3 and use mini-batches of 32 samples. The
model is trained using Adam [9] for 50 epochs. To avoid overfitting, each fully-
connected layer uses dropout at a rate of 0.4. For the ConvLSTM architecture,
we use the same hyperparameter settings as for the CNN model. Therefore, we
set the learning rate to 10−3 and train the model for 50 epochs on mini-batches
of 32 samples. Each fully-connected layer employs a dropout rate of 0.4. In the
few-shot user identification task, we adopt binary SVM classifiers based on ei-
ther a linear kernel or an RBF kernel [17]. Throughout the experiments, we try
out different values for the regularization parameter C of the SVM, considering
values in the set {1, 10, 100}. In order to compare the various SVM models in a
balanced and fair setting, we automatically adjust the bias value of each SVM
such that the difference between the FAR and the FRR is less than 1%.
Baselines. We consider as baselines, the results attained by the SVM based on
CNN or ConvLSTM embeddings, respectively, without data augmentation.
Data augmentation scenarios. We note that the degree of augmentation
is not only reflected by the hyperparameter choices for the data augmentation
methods, but also by the number of augmented samples. Therefore, in our exper-
iments, we explore two different ratios between the number of original samples
and the number of augmented samples, as follows. In the first augmentation
scenario, we employ an augmentation ratio of 1×, so that during the training
phase, each original data sample is copied and augmented once. This results in
a training set with 40 positive samples (20 original and 20 augmented) and 200
negative samples (100 original and 100 augmented). In the second augmentation
scenario, we employ an augmentation ratio of 0.5×, so that during the training
phase, one in every two original data samples is copied and augmented once.
This results in a training set with 30 positive samples (20 original and 10 aug-
mented) and 150 negative samples (100 original and 50 augmented). We hereby
note that we do not use data augmentation during the testing phase, i.e. we keep
the same number of test samples, 100 positive and 100 negative per user.
Parameter tuning for data augmentation methods. We tune the parame-
ters of each augmentation method in order to assess which configuration provides
the highest improvements in terms of identification accuracy. We carry out the
augmentation based on random Gaussian noise using different values for the
standard deviation value σ, considering σ ∈ {0.0125, 0.025, 0.05, 0.1, 0.2, 0.3,
0.4, 0.5}. We note that the amplitude of the Gaussian noise is directly propor-
tional to the value of σ, so greater values result in larger deviations from the
8 Cezara Benegui and Radu Tudor Ionescu
Table 1. Results for the few-short user identification task with various SVM classifiers
trained on embeddings provided by pre-trained CNN or ConvLSTM models, with and
without data augmentation. Each augmentation procedure is evaluated in two augmen-
tation scenarios. In each case, results are reported only for the optimal hyperparameter
values. Accuracy, FAR and FRR scores represent the average values computed on 50
users. Results that exceed the baseline accuracy rates are marked with asterisk.
Augmentation Parameter SVM+CNN embeddings SVM+ConvLSTM embeddings
method value Kernel C Accuracy FAR FRR Kernel C Accuracy FAR FRR
No augmentation
- - RBF 1 96.37% 3.30% 3.96% RBF 1 96.18% 4.00% 3.64%
Augmentation of all samples with ratio 1×
Random noise σ = 0.025 Linear 100 96.54%? 3.46% 3.45% Linear 1 95.63% 4.30% 4.44%
Temporal scaling fT = 0.975 Linear 100 96.48%
? 4.01% 3.83% Linear 10 96.77%? 3.30% 3.15%
Intensity scaling fI = 0.95 Linear 1 96.50%
? 3.58% 3.41% Linear 1 93.63% 6.60% 6.14%
Warping L←R RBF 1 94.87% 4.96% 5.29% Linear 1 95.94% 3.98% 4.14%
Augmentation of all samples with ratio 0.5×
Random noise σ = 0.05 Linear 1 96.54%? 3.42% 3.49% Linear 10 96.48%? 3.96% 3.07%
Temporal scaling fT = 1.05 Linear 100 96.77%
? 3.26% 3.19% Linear 1 94.89% 5.08% 5.13%
Intensity scaling fI = 1.0125 Linear 1 96.41%
? 3.42% 3.76% Linear 10 95.35% 4.74% 4.57%
Warping L→R RBF 1 94.49% 5.24% 5.79% Linear 10 95.56% 4.36% 4.53%
original signal. For temporal scaling, the degree to which a signal is stretched
or contracted is controlled by the parameter fT , which represents the temporal
scaling factor. In our experiments, we select fT within a range of values that
results in either stretching (when fT > 1) or contracting (when fT < 1) the
original signals. For fT , we considered values in the set {0.8, 0.9, 0.95, 0.975,
0.9875, 1.0125, 1.025, 1.05, 1.1, 1.2}. For intensity scaling, the degree to which
the amplitude of a signal is exaggerated or flattened is controlled by the parame-
ter fI , which represents the intensity scaling factor. For fI , we considered values
in the set {0.8, 0.9, 0.95, 0.975, 0.9875, 1.0125, 1.025, 1.05, 1.1, 1.2}. For signal
warping, we consider the direction of the warp, left-to-right (L→R) or right-
to-left (L←R), as the only parameter that requires tuning. In the subsequent
experiments, we report accuracy rates only for the optimal parameter values,
specifying in each case the corresponding hyperparameter value. The parame-
ters are validated by fixing the data representation to the embeddings provided
by the CNN. We then use the same parameters for the ConvLSTM, in order to
avoid overfitting in hyperparameter space.
4.3 Results with Independent Augmentations
In Table 1, we present the empirical results obtained by various SVM classifiers
based on CNN or ConvLSTM features for different augmentation scenarios. For
each type of augmentation, we include the scores attained only for the best
performing parameters.
Augmentation of all samples with ratio 1×. When we copy and augment
all training samples exactly once, we observe that the SVM based on CNN
embeddings performs better than the baseline SVM for three independent aug-
mentation techniques: random noise addition, temporal scaling and intensity
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Table 2. Results for the few-short user identification task with various SVM classi-
fiers trained on CNN or ConvLSTM embeddings, with and without aggregated data
augmentation methods. Aggregated augmentations are evaluated in one augmentation
scenario. Results are reported only for the optimal hyperparameter values. Accuracy,
FAR and FRR scores represent the average values computed on 50 users. Results that
exceed the baseline accuracy rates are marked with asterisk.
Augmentation method
SVM+CNN embeddings SVM+ConvLSTM embeddings
Kernel C Acc. FAR FRR Kernel C Acc. FAR FRR
No augmentation
- RBF 1 96.37% 3.30% 3.96% RBF 1 96.18% 4.00% 3.64%
Augmentation of all samples with ratio 1×
All augmentation methods Linear 1 96.29% 3.60% 3.82% RBF 1 93.76% 6.18% 6.30%
Random noise+temporal scaling Linear 100 96.48%? 3.82% 3.21% RBF 1 93.73% 6.32% 6.22%
scaling. However, the differences between the baseline SVM based on CNN em-
beddings and the SVM based on CNN embeddings with data augmentation
are slim, the maximum improvement being +0.17%. The random noise and the
temporal scaling augmentation methods yield their best accuracy rates using an
SVM based on a linear kernel and a regularization of C = 100. The intensity
scaling augmentation works better with an SVM based on a linear kernel with
C = 1. With respect to the SVM based on ConvLSTM embeddings, we observe
accuracy improvements (+0.59%) only when the data is augmented through
temporal scaling. We notice that none of the observed improvements are statis-
tically significant. We also note that warping is the only augmentation technique
that seems to degrade performance for both CNN and ConvLSTM embeddings.
Augmentation of all samples with ratio 0.5×. If the number of augmented
samples was too high in the first augmentation scenario, we should be able to
observe this problem in the second augmentation scenario, in which the augmen-
tation ratio is 0.5×. Considering the comparative results presented in Table 1, we
notice moderate changes in terms of accuracy rates. As in the first scenario, the
same three data augmentation methods bring performance improvements over
the baseline SVM based on CNN embeddings. Temporal scaling generates an
accuracy improvement of +0.40% for the linear kernel and C = 100, becoming
the best augmentation method, followed by the random noise augmentation with
an increase of +0.17% (just as in the first augmentation scenario). With respect
to the SVM based on ConvLSTM embeddings, we observe that the baseline
is surpassed only when the data is augmented with random noise. Considering
that we attained better results with temporal scaling for the augmentation ratio
1×, we conclude that the results reported for the SVM based on ConvLSTM
embeddings are inconsistent.
4.4 Results with Combined Augmentations
After experimenting with various data augmentation methods and learning how
they impact performance, we explore the augmentation with combined meth-
ods, which may lead to further performance boosts. We consider two alternative
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mixtures of data augmentation methods. On the one hand, we consider the com-
bination of all our data augmentation methods. On the other hand, we consider
the combination of the best two methods, namely random noise and temporal
scaling. We present the corresponding results for the first augmentation scenario,
in which the ratio is 1×, in Table 2. When the SVM is based on ConvLSTM
features, it seems that neither combination of data augmentation methods is
able to surpass the baseline. When the SVM is based on CNN embeddings, the
sole combination that slightly outperforms the baseline results is composed of
random noise and temporal scaling. The +0.11% accuracy improvement is ob-
tained using an SVM based on a linear kernel with C = 100. We hereby note
that aggregating different augmentations does not contribute to significant im-
provements.
5 Conclusion
In this paper, we have studied different augmentation strategies for signals gener-
ated by motion sensors, with the intention of answering a set of research questions
regarding the usefulness of data augmentation for the few-shot user identifica-
tion problem. We performed a set of experiments with various data augmentation
approaches using two state-of-the-art neural architectures, a CNN and a ConvL-
STM, allowing us to answer the proposed research questions. We conclude our
work by answering our research questions below:
– RQ1: Can data augmentation bring accuracy improvements?
Answer: In order to answer this question, we tried out multiple augmentation
methods such as adding random noise, temporal scaling, intensity scaling
and warping. We observed performance improvements (under 0.6%) for all
methods, besides warping (see Table 1). In summary, the answer to RQ1 is
affirmative, although the improvements are not statistically significant.
– RQ2: Which of the proposed data augmentation methods brings accuracy
improvements?
Answer: Among the considered augmentation methods, we discovered that
adding random noise, temporal scaling and intensity scaling can bring per-
formance improvements. However, these improvements are not consistent
across machine learning models and augmentation scenarios (see Table 1).
– RQ3: Are the data augmentation methods generic or specific to certain ma-
chine learning models?
Answer: We considered to augment the data for two models, one based on
CNN embeddings and one based on ConvLSTM embeddings. In most cases,
we observed performance gains for the SVM model based on CNN embed-
dings (see Table 1). In very few cases, we noticed improvements for the SVM
based on ConvLSTM embeddings (see Table 1). We thus conclude that the
data augmentation methods do not generalize across different models.
– RQ4: Can mixtures of data augmentation techniques bring accuracy im-
provements?
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Answer: We conducted experiments by aggregating the best two augmenta-
tion methods, as well as by aggregating all the data augmentation methods.
Aggregating multiple augmentation methods does not seem to be effective
(see Table 2), so the answer to RQ4 is negative.
Looking at the overall picture, we conclude that data augmentation is not
useful for few-shot user identification based on motion sensor data. We also notice
that the augmentation hyperparameters (σ, fT and fI) that provided the best
results tend to correspond to the smallest changes on the original signals. This
indicates that data augmentation is rather harmful, distorting or covering the
patterns useful for discriminating registered users from attackers. In this context,
we do not recommend data augmentation on discrete signals recorded by motion
sensors. In future work, we aim to explain [4] why the plain models (without
augmentation) obtain such good results. Our intuition is that the models rely
on features that are sensitive to changes brought by data augmentation.
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