We numerically investigate viscoelastic phase separation in polymer solutions under shear using a timedependent Ginzburg-Landau model. The gross variables in our model are the polymer volume fraction and a conformation tensor. The latter represents chain deformations and relaxes slowly on the rheological time giving rise to a large viscoelastic stress. The polymer and the solvent obey two-fluid dynamics in which the viscoelastic stress acts asymmetrically on the polymer and, as a result, the stress and the diffusion are dynamically coupled. Below the coexistence curve, interfaces appear with increasing the quench depth and the solvent regions act as a lubricant. In these cases the composition heterogeneity causes more enhanced viscoelastic heterogeneity and the macroscopic stress is decreased at fixed applied shear rate. We find steady two-phase states composed of the polymer-rich and solvent-rich regions, where the characteristic domain size is inversely proportional to the average shear stress for various shear rates. The deviatoric stress components exhibit large temporal fluctuations. The normal stress difference can take negative values transiently at weak shear.
I. INTRODUCTION
In phase-separating polymer systems, domain morphologies are influenced by a number of factors, including the molecular weights, the composition, closeness to the critical point, and viscoelasticity [1, 2] . Particularly when the two components have distinctly different viscoelastic properties as in semidilute polymer solutions and polymer blends of long and short chains, unique interplays emerge between viscoelasticity and thermodynamic instability. In such asymmetric systems, salient effects observed in experiments are as follows. First, in early-stage spinodal decomposition, the kinetic coefficient L͑q͒ depends on the wave number q as L͑q͒ / L͑0͒ϳ͑ ve q͒ −2 for q larger than the inverse of a viscoelastic length ve [3, 4] , where ve can be much longer than the gyration radius [5] . Second, in late-stage spinodal decomposition, spongelike network structures appear transiently in the asymmetric case [6, 7] . The physical origin of these effects is now ascribed to the stress-diffusion coupling in viscoelastic binary mixtures [5] . This coupling is predicted to give rise to various effects including nonexponential decay in dynamic light scattering [2, 5] and shear-induced fluctuation enhancement. In the case of spinodal decomposition, the consequences of the dynamic coupling were studied analytically in the linear growth regime [8] and numerically in the late-stage coarsening [9] [10] [11] .
Flow effects on phase separation in polymeric systems are even more dramatic [1, 12, 13] . In this paper, we consider a simple shear flow with mean velocity profile ͗v͘ = ␥ ye x , ͑1.1͒
where the flow is in the x direction, e x being the unit vector along the x axis, and the mean velocity gradient ␥ is in the y direction. Application of shear or extensional flow to viscoelastic systems in one-phase states sometimes induces a strong increase of the turbidity, indicating shear-induced composition heterogeneities or demixing. This is in marked contrast to shear-induced homogenization or mixing observed in near-critical fluids [14, 15] and in ternary polymer mixtures [16, 17] . In systems exhibiting shear-induced mixing, the entanglement effects are not severe and the hydrodynamic interaction is suppressed by shear [2, 13] . In semidilute polymer solutions near the coexistence curve with high molecular weights ͑M տ 2 ϫ 10 6 ͒, recent scattering experiments have most unambiguously detected shear-induced demixing [18] [19] [20] [21] [22] [23] [24] [25] . Rheological effects in sheared polymer solutions are also conspicuous, which include large stress fluctuations upon demixing by shear [26, 27] and a second overshoot in the shear stress as a function of time after application of shear [20, 28] . Here microscope pictures of composition heterogeneities in polymer solutions and asymmetric polymer blends under shear are informative [29, 30] .
Theoretically, for sheared polymer solutions, the relevance of the dynamical coupling was first pointed out by Helfand and Fredrickson [31] . Some linear calculations for small fluctuations were also performed in Ginzburg-Landau schemes, where a conformation tensor represents the chain deformations [32] [33] [34] [35] . Numerical analysis (still in two dimensions) using such schemes gave insights into the nonlinear shear effects [13, [36] [37] [38] [39] . That is, slightly above the coexistence curve, composition heterogeneities ␦ on mesoscopic spatial scales emerge with increasing ␥ . The amplitude of ␦ can even be of the order of the average ͗͘, while there are no clear interfaces. If this takes place, the system becomes turbid, resulting in shear-induced phase separation or demixing observed above the coexistence curve. We remark that similar Ginzburg-Landau models [40, 41] have been used to analyze shear-banding effects in wormlike micellar systems [42] [43] [44] .
In entangled polymers, the rheological relaxation time can be very long [45] , so experiments in the Newtonian and non-Newtonian regimes are both possible, where the Deborach number De = ␥ is larger or smaller than 1, respectively. In semidilute solutions, the strong composition dependence of the solution viscosity = ͑͒ can lead to shear-induced fluctuation enhancement for weak shear ␥ Ӷ 1 [31] , while the normal stress effect comes into play in the nonNewtonian regime ␥ տ 1 [2, 21, 32] .
Without viscoelasticity, a number of groups have performed simulations of phase separation in sheared simple fluids [46, 47] . However, simulations have still been rare for sheared viscoelastic fluids [13, [36] [37] [38] [39] . In this paper, we will examine nonlinear dynamic regimes of sheared polymer solutions in theta solvent below the coexistence curve. Both in simple and polymeric fluids, if the system is quenched below the coexistence curve under shear, the domain growth is eventually stopped and dynamically steady states are realized. For Newtonian fluids, dynamics in sheared two-phase states have long been studied [2, 17, 48, 49] , but for viscoelastic fluids such nonequilibrium effects remain almost unexplored.
The organization of this paper is as follows. In Sec. II, we will explain our theoretical scheme. In Sec. III, we will present our numerical results in two dimensions below the coexistence curve for various shear rates and polymer volume fractions. Section IV summarizes new results and gives some predictions.
II. THEORETICAL BACKGROUND
In this section, we briefly survey our theoretical framework to discuss viscoelastic phase separation under the shear flow (1.1). The gross variables in our model are the polymer volume fraction and a conformation tensor W J . The latter represents chain deformations and relaxes slowly on the rheological time giving rise to a large viscoelastic stress. In Sec. II A we first present the viscoelastic Ginzburg-Landau free energy, and then in Sec. II B the dynamic model is given. The rheological properties of our dynamic equations are also discussed in Sec. II C. See Refs. [2, 13] for the details of our theoretical framework.
A. Viscoelastic Ginzburg-Landau free energy
Phase behavior of polymer solutions near the coexistence curve is usually described in terms of the Flory-Huggins (FH) free energy density for the polymer volume fraction assumed to be much smaller than 1 [45] ,
where v 0 is the volume of a monomer (=a 3 with a being the monomer size in three dimensions) and is the interaction parameter dependent on the temperature T (being equal to 1 / 2 at the theta condition). At the critical point we have = c = N −1/2 and N 1/2 ͑1−2 ͒ = −2. In the following, it is convenient to scale and 2 − 1 as
In Fig. 1 To describe the viscoelastic effects on the composition inhomogeneities, it is convenient to introduce a tensor dynamic variable W J = ͕W ij ͖, which is a symmetric tensor representing chain conformations undergoing deformations [32] [33] [34] 50, 51] . As shown in the following, the deviation ␦W ij = W ij − ␦ ij gives rises to a network stress.
The Ginzburg-Landau free energy functional due to the fluctuations of and W J is written as
The coefficient C of the gradient term is calculated in the random-phase approximation [45] in the semidilute regime as
We shall see that G has the meaning of the shear modulus for small deformations changing rapidly compared with the rheological relaxation time . It is assumed to be of the scaling form
where g is an important dimensionless parameter in our simulations, and is of order 1 in theta solvent [2, 13] . Although experiments indicated ␣ Х 2.25 [52, 53] , we will set ␣ = 3 for simplicity. The simplest form for Q͑W J ͒ is given by
͑2.6͒
B. Dynamic equations
We next present the dynamic equations assuming the twofluid dynamics for the polymer and the solvent with the velocities, v p and v s , respectively, including the new variable W J [32] [33] [34] 40] . These equations may be treated as Langevin equations with thermal noise terms, but we will neglect the noise terms hereafter. Formal frameworks for viscoelastic fluids have also been discussed in the literature [50, 51] .
We assume that the mass densities of pure polymer and solvent are the same. Then the polymer mass fraction p / coincides with . It obeys
͑2.7͒
where
is the relative velocity between polymer and solvent. The mean velocity v is defined by
The two velocities v p and v s are expressed as v p = v + ͑1 − ͒w and v s = v − w. For simplicity, we assume the incompressibility condition for the average velocity,
On the other hand, ١ · w is nonvanishing in general and gives rise to diffusion in Eq. (2.7) for small deviations around equilibrium. Because W J represents the network deformation, its motion is determined by the polymer velocity v p and its simplest dynamic equation is of the form
͑2.11͒
where D ij = ‫ץ‬v pi / ‫ץ‬x j is the gradient of the polymer velocity. The left-hand side of Eq. (2.11) is called the upper convective time derivative in the rheological literature [54] , which keeps the frame invariance of the tensor properties of W ij . In Eq. (2.21) below, we will assume that the relaxation time * on the right-hand side depends on ␦W ij as well as . The usual rheological relaxation time is obtained in the Newtonian limit, = lim
In the problem of shear-banding flow, some authors replaced 1/* in Eq.
The total stress tensor ⌸ J = ͕⌸ ij ͖ is expressed as [2,13]
where p is a pressure, ١ i = ‫ץ‬ / ‫ץ‬x i , J p = ͕ pij ͖ is the network stress arising from the deviation ␦W ij , and the last term is the viscous stress tensor with 0 being the solvent viscosity. Assuming low Reynolds number flows and setting ‫ץ‬v / ‫ץ‬t =0 (the Stokes approximation), we obtain [13]
2 / 2 ensures the incompressibility condition (2.10). The F p is the force density acting on the polymer due to the fluctuation of and W J of the form
The network stress tensor in Eq. (2.13) is expressed as
To express v p and v s in terms of and W J , we assume slow processes and neglect the acceleration or inertial terms in the two-fluid dynamic equations [5] . By setting ‫ץ‬w / ‫ץ‬t = 0, we obtain
where is the friction coefficient between polymer and solvent and is estimated as ϳ 6 0 b −2 ϳ 0 2 / a 2 in the semidilute solution in terms of the blob size b . The mean velocity v is expressed as
where ͗v͘ is the mean flow such as the shear flow in Eq.
(1.1), ͓¯͔ Ќ denotes taking the transverse part (whose Fourier component is perpendicular to the wave vector), and the inverse operation ͑− 0 ١ 2 ͒ −1 may be expressed in terms of the Oseen tensor in the limit of large system size [2] .
In the following, we make our equations dimensionless by measuring space and time in units of ᐉ and 0 defined by
where ᐉ is of the order of the gyration radius, and the time 0 is the conformation relaxation time of a single chain in the dilute case. In our simulations, the mesh size in numerical integration will be set equal to ᐉ. The velocities will be measured in units of ᐉ / 0 and the stress components given in Eq. (2.13) will be measured in units of
͑2.20͒
To avoid cumbersome notation, in the following we use the same symbols for t, r, ١, and the velocities even after rescaling.
C. Rheological quantities
The conformation tensor W J obeys Eq. (2.11) with * being replaced by * / 0 in the dimensionless form. Following Ref.
[13], we assume
where Q = Q͑W J ͒ is defined by Eq. (2.6) and the factor 1 / ͑1 + Q͒ accounts for quickening of the stress relaxation under large deformations [55] . Similarly, some authors assumed a deformation-dependent stress relaxation time in the rheological constitutive equations [54, 56] . 
͑2.22͒
(iii) The zero-frequency linear viscosity becomes
where the small number 0.2 in is omitted. (iv) Let us consider a homogeneous state under shear, where v p =v=␥ ye x and = const. In the high shear limit ␥ ӷ 1, by solving Eq. (2.11) we obtain shear thinning behavior,
Non-Newtonian behavior can arise from the factor 1 / ͑1 + Q͒ in * even in homogeneous states. Next we give dimensionless forms of the stress components for general inhomogeneous cases. From Eqs. (2.14) and (2.16), the shear stress xy and the normal stress difference N 1 = xx − yy in units of 0 are written as
͑2.26͒
where pxy and N p1 are the network contributions,
The second terms in Eqs. (2.25) and (2.26) arise from inhomogeneity in ⌽ and give rise to the surface tension contributions in two-phase states [57] . The last terms are the usual viscous contributions. The physical meaning of pxy and N p1 can be seen if they are related to the degree of chain extension. To this end, let us decompose ␦W J as ␦W J = w 1 e 1 e 1 + w 2 e 2 e 2 ,
͑2.29͒
where w 1 and w 2 are the eigenvalues of ␦W J with w 1 м w 2 , and e 1 = ͑cos ,sin ͒, e 2 = ͑− sin ,cos ͒ ͑2.30͒
are the corresponding eigenvectors with being the angle between the stretched direction and the x axis. We may assume − /2Ͻ Ϲ / 2 without loss of generality. In terms of these quantities, we obtain
In weak shear ␥ Ӷ 1, we have
so sin 2 Х 1 and cos 2 ϳ ␥ , leading to the well-known results pxy ϳ ␥ and N 1 ϳ ␥ 2 in the Newtonian regime [54] . Here, for the analysis in Sec. III, we introduce an extension vector defined by
whose magnitude and direction represent the degree of chain extension and the extended direction. In our simulations, we shall see that the magnitudes of w 1 and w 2 are both considerably smaller than 1 at most space points. That is, the degree of extension is rather weak, but the network stress can overwhelm the viscous stress ͑ϰ 0 ͒ because of the large factor g⌽ 3 . This justifies the Gaussian form of Q͑W J ͒ in Eq. (2.6) in this work.
III. NUMERICAL RESULTS
We need a numerical approach to understand the nonlinear regime of shear-induced phase separation. To this end, we integrate our model equations (2.7) and (2.11) in the previous section on a 256ϫ 256 lattice in two dimensions. The mesh size ⌬x is set equal to ᐉ in Eq. (2.19) [58] . We use a numerical scheme developed by one of the present authors [47, 59] , which uses the deformed coordinates xЈ = x − ␥ ty and yЈ = y and enables the FFT (fast Fourier transform) method to be carried out for shear flow. Here we impose the periodic boundary condition f͑xЈ , yЈ + L͒ = f͑xЈ + L , yЈ͒ = f͑xЈ , yЈ͒ for any quantity f͑xЈ , yЈ͒ in terms of the deformed coordinates.
At t = 0, we assign Gaussian random compositions at each lattice point, with mean value ͗⌽͘ and variance 0.1. For t Ͼ 0, we will solve the dynamic equations in the presence of shear without the random noise terms. Here, if quenching is from a one-phase state not very far above the coexistence curve, the initial variance is not very small and our choice can be appropriate [60].
A. Crossover from Newtonian to viscoelastic fluids below the coexistence curve
Even below the coexistence curve, if the shear rate is sufficiently strong ͑␥ ӷ 1͒, the composition fluctuations vary in space gradually and there is no distinct phase separation. However, with increasing the quench depth (or u) and/or decreasing the shear rate ␥ , the shear-induced composition fluctuations become composed of polymer-rich and solvent-rich regions with sharp interfaces. Here we show that the domain morphology strongly depends on the shear modulus G.
In Fig. 2 we show phase separation patterns at t = 600 and 2000 for g =0 (a), 0.01 (b), 0.1 (c), and 1 (d) after quenching at t = 0, where g represents the magnitude of G in Eq. (2.5). The other parameters take common values as ͗⌽͘ = 2, u = 3, and ␥ = 0.025. The initial Deborach number before phase separation is given by ␥ = ␥ ⌽ 4 = 0.4. In the phase-separated semidilute regions, we have
for u = 3 on the polymer-rich branch of the coexistence curve in Fig. 1 , so within the polymer-rich domains the viscosity ratio in Eq. (2.23) is given by 1 (a), 24.8 (b), 239 (c), and 2384 (d). We can see gradual crossover from the patterns of the Newtonian fluids to those of highly asymmetric viscoelastic fluids.
In Fig. 3 , we show time evolution of the inverse of the perimeter length density for g = 0, 0.01, 0.1, and 1, using the same conditions as in Fig. 2 . It may be regarded as the typical domain size R͑t͒. The domains continue to grow for g = 0 and 0.01 within our simulation time t Ͻ 10 4 , but the growth is gradually slowed down with increasing g. For g = 1 and 0.1, we can see that the coarsening is nearly stopped.
B. Domain size in two-phase flow
Hereafter we fix g at 1. In Fig. 4 , we show time evolution of the domain size R͑t͒ for ͗⌽͘ = 2 and u = 3 at various shear rates ␥ = 0.0005, 0.005, 0.025, and 0.05. Remarkably, the coarsening is faster for ␥ = 0.005 than for ␥ = 0.0005. This should be due to shear-induced coagulation of domains observed in near-critical fluids [13, 61] , where shear accelerates collision and fusion of the domains. For shear rates larger than 0.025, dynamical steady states are realized, where there should be a balance between the thermodynamic instability and shear-induced domain breakup as in the Newtonian case [2, 13] .
The characteristic domain size R D in the steady states is of interest. In Newtonian immiscible mixtures under shear, we have R D ϳ C New / ͗ xy ͘ in the low-Reynolds-number limit [2, 13, 16] , where C New is of the order of the surface tension ␥ [62] . This formula follows from a balance between the surface energy density ␥ / R D and the shear stress. Also in our 
at various ␥ . The coefficient C vis is independent of ␥ but dependent on ͗⌽͘ as 20, 13, and 11 for ͗⌽͘ = 2.5, 2, and 1.7, respectively. Figure 5 displays the product ͗ xy ͑͘t͒R͑t͒ as a function of time after quenching at g = 1 and u = 3 with ͗⌽͘ = 2 and ͗⌽͘ = 2.5. The curves tend to composition-dependent constants independently of ␥ at long times to confirm Eq. (3.2). However, we cannot derive Eq. (3.2) using the simple arguments in this paper.
In the viscoelastic case, as in Eqs. (2.25) and (2.26), the stress consists of the three contributions. As shown in Fig. 6 at ␥ = 0.05, the network stress pxy dominates over the gradient contribution in the polymer-rich regions, whereas the network, gradient, and viscous ones are of the same order in the interface regions. The particularly large size of pxy in the polymer-rich regions suggests that these regions should behave like percolated gels and mostly support the applied stress. On the other hand, the viscous contribution is very small in the polymer-rich regions, but is nearly the sole contribution in the solvent-rich regions.
C. Fine domains at strong shear
For the largest shear rate ␥ = 0.05 in Fig. 4, Fig. 7 displays time evolution of the domains, where the polymer-rich domains are percolated and the angle of extension defined by Eqs. (2.29) and (2.30) is close to / 4. These closely resemble the observed microscope pictures (in the xz plane) [29, 30] . The profile of ⌽ at the bottom of Fig. 7 shows that ⌽ becomes close to 0 in the solvent-rich regions, while it is around ⌽ cx in Eq. (3.1) in the polymer-rich regions. Figure 8 displays the structure factor S͑k x , k y ͒ of the composition fluctuations in the steady state in Fig. 7 . It has sharp double peaks along the k x axis with peak wave number k p Х͑2 / 256͒ ϫ 9, although we cannot see marked anisotropy in the shapes of domains. The origin of the peaks is that the domains are connected and hence are aligned perpendicu- Fig. 4 shows that the domain size increases up to the system size at t = 10 4 .
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In addition, we notice that the profile of ⌽ (bottom one in Fig. 7 ) exhibits spikelike behavior around some extrema, where ١⌽ varies over distances of order 5 [58] . These steep changes arise from convection due to the velocity fluctuations on such small scales in the nonlinear regime. Figure 9 shows the average stress components ͗ xy ͑͘t͒ and ͗N 1 ͑͘t͒ versus time, which exhibit pronounced overshoots and subsequent noisy behavior. Here the network contributions in Eqs. (2.31) and (2.32) are much larger than the surface tension contributions arising from the second terms in Eqs. (2.25) and (2.26) by at least one order of magnitude. This is consistent with Fig. 6 . Also shown is the average variance ͱ͗␦⌽ 2 ͑͘t͒, which slowly increases over a long transient time of order 2000. This arises from desorption of the solvent from the polymer-rich regions into the solvent regions, as was observed by Tanaka and co-workers [6, 7] .
D. Large fluctuations at weak shear
For the smaller shear rate ␥ = 0.005, Fig. 10 demonstrates that the domain growth continues up to the system size in the simulation time t = 10 4 . Furthermore, comparing the two snapshots at t = 300 and 500, we can see that the domains are rotated as a whole in the early stage. Figure 11 shows that the chaotic temporal fluctuations of the stress are much more exaggerated than in Fig. 9 . Unusually the normal stress frequently takes negative values, while it is always positive at ␥ = 0.05 as shown in Fig. 9 at any ͗⌽͘.
In Fig. 12 , we further examine the origin of the strong fluctuations in this case. It displays the snapshots of the extension vector defined by Eq. (2.34), ͗ xy ͘, ͗N 1 ͘, and the following rotationally invariant shear gradient:
͑3.3͒
Notice S = 0 for pure rotation. At t = 500, the angle exceeds / 4 in most of the spatial points of the polymer-rich regions, resulting in ͗cos 2͘ = −0.21 and ͗N 1 ͘ = −0.44. At t = 1500, the points with Ͻ / 4 constitute a majority in the polymer-rich regions, leading to ͗N 1 ͘ = 0.24. These snapshots and those of the stress components clearly demonstrate the presence of stress lines forming networks, which are supported by the percolated polymer-rich regions and where the extension and the stress take large values. The typical values of w 1 − w 2 on these lines are 0.16 at t = 500 and 0.11 at t = 1500. For this shear rate, we can see that ͗N 1 ͘ becomes negative when the stress lines collectively rotate and the angle exceeds / 4   FIG. 11 . Chaotic time evolution of the average shear stress ͗ xy ͑͘t͒ and the average normal stress difference ͗N 1 ͑͘t͒ at ␥ = 0.005 in the run which produced Fig. 10 . For this weak shear, the deviatoric stress components exhibit large fluctuations and ͗N 1 ͘ ϫ͑t͒ frequently takes negative values.
FIG. 12.
Patterns of the extension, the shear stress, the normal stress difference, and the rotationally invariant shear gradient (3.3) at t = 500 (top) and t = 1500 (bottom). The corresponding composition patterns are shown in Fig. 10 . We can see stress lines with large values of the extension and the deviatoric stress components. The S is large in solvent-rich slipping regions. on these lines, while for ␥ = 0.05 the stress lines are broken at much faster rates and ͗N 1 ͘ remains positive. On the other hand, S in Fig. 12 takes large values in the solvent-rich regions, indicating that the polymer-rich domains are largely rotated rather than being anisotropically deformed in shear. This tendency becomes conspicuous with decreasing shear. See the black regions of S in Fig. 12 , where ⌽ is small and slipping is taking place. Figure 13 shows a bird view of the velocity gradient ‫ץ‬v x / ‫ץ‬y (right) and the corresponding snapshot of ⌽ at t = 2000, where we choose ␥ = 0.025, an intermediate shear rate in Fig. 4 . The other parameters are the same as in Figs. 4-12. We recognize that the solvent-rich regions support this velocity gradient. This means that strongly deformed solvent-rich domains act as a lubricant serving to diminish the macroscopic stress or viscosity. This lubricant effect can be effective even for a small volume fraction of the solventrich domains because of the strong contrast of the viscoelastic properties in the two phases. In fact, Wolf and Sezen [63] presented this view to interpret their finding of a viscosity decrease which signals the onset of phase separation in shear in semidilute solutions.
E. Domain morphology and rheology for various Š⌽‹
Next we show that the domain morphology also strongly depends on the average polymer volume fraction ͗⌽͘. Figure  14 displays snapshots of ⌽͑r , t͒ at ␥ = 0.05, u = 3, and g =1 for three compositions, ͗⌽͘ = 1.2, 1.7, 2.0, and 2.5 (from left). The time is t = 1500, where steady states are almost reached in all these cases. The profiles of ⌽ in the x direction at y = 128 are also shown in the upper part. We can see that ⌽ Х ⌽ cx Х 3.7 within the polymer-rich regions. With increasing ͗⌽͘, the collision frequency among the domains increases and the domain size decreases. In fact, the domain size R D determined from the perimeter length is 13.75, 10.83, and 6.67 for ͗⌽͘ = 1.7, 2.0, and 2.5, respectively. Even for ͗⌽͘ = 1.2, the polymer-rich domain collide frequently and the domain shapes largely deviate from sphericity. In Fig. 15 , we plot time evolutions of the space-averaged shear stress ͗ xy ͑͘t͒ for these values of ͗⌽͘. In the dynamical steady state, we calculate the normalized shear viscosity increase ⌬ / 0 = ͗ xy ͘ / ␥ 0 − 1. If it is averaged over time, it is given by 2, 4, 6.5, and 15 for ͗⌽͘ = 1.2, 1.7, 2.0, and 2.5, respectively. It is remarkable that the stress overshoot is nonexistent at small ͗⌽͘ and gradually develops with increasing ͗⌽͘.
F. Deformation of spongelike domains at small shear
Finally, we examine how the spongelike domain structure observed by Tanaka and co-workers [6, 7] is deformed by shear flow. On the left of Fig. 16 we show one example of such a domain structure without shear for ͗⌽͘ = 1.2, u = 3, and g = 1, where the polymer-rich regions are percolated despite relatively small ͗⌽͘ [9, 10] . The right part is the result under shear ␥ = 0.005 with the other parameters being common, where the applied strain ␥ t is 1, 2, 5, and 10 at t = 200, 400, 1000, and 2000 for the given snapshots, respectively. For this weak shear rate, the initial stage of phase separation is not much different from the case without shear but the coarsening is quickened as in Fig. 4 for ͗⌽͘ = 2. Here the polymer-rich domains are gradually thickened but remain highly extended in the flow direction, while the domains in Fig. 14(a) are torn into pieces because of larger shear ␥ = 0.05. Also in this case the average shear stress ͗ xy ͑͘t͒ and normal stress difference ͗N 1 ͑t͒͘ exhibit chaotic behavior and the product ͗ xy ͑͘t͒R͑t͒ tends to a constant ͑ϳ2.4͒. Again as in Fig. 11 , the negativity of the normal stress difference is conspicuous in the early stage (not shown here).
IV. SUMMARY AND CONCLUDING REMARKS
Though performed in two dimensions, we have numerically solved the two-fluid dynamic model of sheared semidilute polymer solutions with theta solvent, where the chain deformations are represented by the conformation tensor W ij . The free-energy density depends on W ij as well as the polymer volume fraction as in Eq. (2.3). In our simulations, the initial value of the composition is random as described at the beginning of Sec. III, but the thermal Langevin noise terms in the dynamic equations are neglected for t Ͼ 0. The subsequent heterogeneous fluctuations are produced by the nonlinear interactions among the fluctuations and not by the thermal noise.
We summarize our main results.
(i) With varying the parameter g representing the magnitude of the shear modes, we have examined spinodal decomposition as in Figs. 2 and 3 , which show the crossover of the domain growth from Newtonian to viscoelastic fluids. The domain growth is nearly stopped for g տ 0.1 at relatively large shear within our simulation time.
(ii) The domain growth in spinodal decomposition has been examined at g = 1 with varying ␥ in Fig. 4 as demonstrated in Fig. 5, it satisfies the relation (3.2) . Its theoretical derivation is not given in this paper. In Fig. 6 , the network, gradient, and viscous stress contributions are compared, which indicates that the polymer-rich regions mostly support the applied stress. In Fig. 9 , the variance ͱ͗␦⌽ 2 ͑͘t͒ continues to increase even after the saturation of the stress and the domain size, which arises from slow desorption of the solvent from the polymer-rich regions [6, 7] .
(iii) Figure 7 displays the composition patterns at relatively large shear ␥ = 0.05. Its structure factor in Fig. 8 suggests that the domains are more correlated along the sheargradient direction rather than along the flow direction. This is consistent with the experiments [18, 21, 29, 30] .
(iv) At ␥ = 0.05, ⌽ fluctuates in the region of ͉⌽ − ͗⌽͉͘ between 0 and ⌽ cx in Fig. 7 , exhibiting the spikelike behavior. Another notable difference is that the variance saturates rapidly above the coexistence curve [13, 36] but slowly at a larger value in Fig. 9 .
(v) At much smaller shear ␥ = 0.005, the domain size becomes larger as in Fig. 10 and the stress fluctuations look much enlarged as in Fig. 11 , as compared to the stress curves in Fig. 9 for ␥ = 0.05. For this small shear, percolated stress lines are formed in the polymer-rich regions as in Fig. 12 . There, we also notice that the nonrotational velocity gradient S defined by Eq. (3.3) becomes large in the solvent-rich regions. Figure 13 shows that the velocity gradient ‫ץ‬v x / ‫ץ‬y takes large values in the solvent-rich regions, suggesting that they act as a lubricant.
(vi) Figure 14 illustrates how the domain morphology depends on the average polymer volume fraction ͗⌽͘. Figure  15 shows that the stress-strain curves also strongly depend on ͗⌽͘.
(vii) Figure 16 shows time evolution of the spongelike patterns without shear [6, 7] and under weak shear.
Furthermore, we make comments on experimental aspects.
(i) We have calculated the space averages of the stress components. In usual rheology experiments, however, the stress acting on the boundary surface is measured. In a dynamical steady state, the time averages of the space-averaged stress and the surface stress do coincide, while their timedependent fluctuations can be different. We note that the time-dependent fluctuations in these quantities become significant when the fluctuating entities are of very large sizes. Here it is worth noting that more than three decades ago Lodge [26] reported abnormal temporal fluctuations of the normal stress difference at a hole of 1 mm diameter from a polymer solution contained in a cone-plate apparatus. He ascribed its origin to growth of inhomogeneities or gel-like particles.
(ii) Below the coexistence curve, we have shown sharp stress overshoots at relatively strong shear in Fig. 9 . However, the stress-strain curves at relatively small shear in Fig.  11 and those corresponding to Fig. 16 (not shown) are more complex, where the frequent negativity of the normal stress is conspicuous. In the snapshots in Figs. 7, 10, and 16, the domains are collectively rotated as a whole in the early stage. Thus the first normal stress might become negative (at least) after its first peak.
(iii) Disappearance of the stress peaks at small average volume fractions in Fig. 15 should also be observed.
(iv) Experiments are needed on establishment of dynamical steady states with the characteristic heterogeneity length given by Eq. (3.2). Strong deviations of the polymer-rich domains from sphericity are also characteristic. These results gained from the simulations could be compared with microscope observations [17, 29] .
In the future, we will perform simulations to examine heterogeneous fluctuations in various sheared complex fluids including polymer blends and wormlike micellar systems. In particular, we will perform simulations at fixed shear stress as well as those at fixed shear rate.
