A Geosat altimeter wind speed algorithm is derived by cross-calibrating Geosat and Seasat altimeter estimates of the normalized radar cross section co and modifying an existing Seasat altimeter wind speed model function to obtain a model function appropriate for Ceosat observations. It is argued that the ao distribution measured by an altimeter is relatively stable over a sufficiently large geographical region and a long enough time period. Systematic differences between co estimates from two altimeters can therefore be identified based on comparisons of their ao histograms. Any such systematic differences can then be corrected using independent c estimates. When this method is applied to the Ceosat and Seasat altimeters, a systematic difference between the two co histograms is shown to be consistent with differences between Seasat altimeter and nadir Seasat scatterometer estimates of o deduced independently by a previous study. This supports the conclusions that (1) the a0 distribution is stable, and (2) the Seasat altimeter estimates of a0 were miscalibrated. After modifying the existing Seasat altimeter wind speed algorithm to account for this apparent ao error, the resulting Ceosat estimates of wind speed agree with high-quality buoy observations to within an ntis difference of less than 2 rn/s.
INTRODUCTION
Previous studies have demonstrated that estimates of near-surface wind speed can be inferred to within an rrns accuracy of 2 rn/s from altimeter measurements of the normalized radar cross section ao of the sea surface [Brown, 1979; Brown et aL, 1981; C/idIom and McCabe, 1985; Chdtorz and Wentz, 1986;  Dobson et al., 19871. Aquiring an adequate in situ wind speed data set for such algorithm development is a longstanding problem. In part, this is due to the sparseness of high-quality wind speed observations over the open ocean. In addition, since the likelihood of acquiring coincident satellite and in situ observations of high wind speeds is small, high wind speeds are generally not well represented in calibration data sets. The advantage of using a reliable wind speed algorithm derived for a previous altimeter, thus alleviating the need to acquire a new in situ calibration data set, is obvious.
Because of the nature of the relation between a0 and wind speed, however, small errors in cg lead to large errors in wind speed. This is especially true at high wind speeds where the approximate logarithmic dependence of o on wind speed Isee G'helton and McUabe, 1985 ] is very flat. It is therefore essential that a be accurately calibrated. In this paper a technique for cross-calibrating ao measurements from two altimeters is developed, thus allowing the use of the same wind speed algorithn for both altimeters.
Direct cross-calibration of lb measurements from two altimeters obviously is possible only if the two satellite missions overlap. Even then, an accurate cross-calibration is difficult because nearly coincident a observations from two satellites are infrequent. For example, only 19 coincident a measurements occurred over a 100-day overlap period for the Geos-3 and Seasat altimeters [Fedor and Brown, 19821. In this study, a calibration adjustment of the Copyright 1091 by the American Geophysical Union.
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Seasat altimeter ao estimates is derived from independent coincident estimates of ca from the Seasat-A satellite scatterometer (SASS). The adjusted Seasat altimeter eQ estimates are found to be much more consistent with the Ceosat altimeter estimates of a0. A very similar calibration adjustment is also derived by an independent comparison of histograms of co from the Seasat and Geosat altimeters,
The adjusted Seasat altimeter estimates of a are used to derive a new wind speed algorithm for the Ceosat altimeter based on a previous wind speed algoritlun developed for the Seasat altimeter. The accuracy of the new Geosat wind speed algorithm is independently assessed by comparing the resulting Ceosat wind speeds with coincident observations from buoys.
Caoss-CALIBaaTION OF GEOSAT AND SEASAT
For nadir incidence and a given radar frequency, co is a fundamental property of the sea surface and is thus independent of the instrument used to make the measurement. In principal, a wind speed algorithm derived for one altimeter should therefore be directly applicable to another altimeter. In practice, however, this approach is valid onLy if a0 estimates from the two altimeters are accurately cross-calibrated. A direct cross-calibration of ao measurements from two different altimeters is obviously a problem if there is no overlap of the two satellite missions. However, if it can be argued that the histogram of wind speed (and presumably of o as well, since ao depends mostly on wind speed) is stable from year to year over sufficiently large geographic regions and long enough time periods, then systematic differences between ao measurements from two altimeters can be identified from a comparison of the a, histograms from the two instruments.
In this case, any systematic differences between the two histograms would be due to systematic errors in one or both estimates of a0. Clearly, the spatial and temporal domain over which this comparison is performed must be chosen carefully to avoid confusing geographical or seasonal differences with systematic errors in the a0 estimates.
This method of a0 comparison can be investigated with data from the Seasat and Geosat altimeter missions, separated in time by nearly a decade. The most logical choice of time interval for the comparison is July 7 to October 10, the period of the Seasat mission. The choice of spatial domain is somewhat less obvious. In general, the stability of the at, histogram can be maximized by choosing as large an area as possible. This area should also be chosen such that the geographical sampling (e.g., the percentage of total observations within each latitude band) is approximately the same for the two instruments. Data dropouts due to off-nadir pointing of the Geosat spacecraft occurred over large areas of the northern hemisphere from July to October of 1987 and 1988 [see Cheney et at, 1988] . For this reason and because the dynamic ranges of wind speed and Co are larger in the southern hemisphere than in the northern hemisphere, the region between 15°S and 65'S (accounting for about 35% of the world ocean) was chosen for the comparison of Geosat and Seasat a0 observations. The latitudinal distributions of S easat and C eosat observations are nearly identical over this geographical region (see Figure 1 ). Histograms of a.o were generated separately from the 1978 Seasat and the combined [1987] [1988] Geosat data sets by calculating the number of aD values within each 0.2 dB interval for the time period between July 7 and October 10 and the latitude band between 15°S and 65°S. Geosat co values were taken directly from the Exact Repeat Mission Geophysical Data Records. The Hancock algorithm [see Cheltan and McCabe, 1985] was used to calculate ao from Seasat altimeter AGO (automatic gain control) values.
For both instruments, observations with off-nadir pointing angles larger than the antenna half-beamwidths (0.5°for Seasat and i.o° for Geosat) were eliminated and only observations over open ocean were retained.
As shown in Figure 2a , the resulting histograms are visibly different for c01l dB. For at, values up to about 11 dE, there are fewer small crc, estimates from the Seasat altimeter than from the Geosat altimeter. dB, respectively, and the rms difference between the two histograms (in units on the y axis in Figure 2a ) is 0.63%.
Candidate explanations for these differences include normal year-to-year fluctuations in the strength of the southern hemisphere wind field (and hence at,) and the possibility of systematic instrument-related errors in either the Geosat or Seasat cro values.
While it is difficult to assess interannual variability in the cc, histograms from the short record of altimeter data presently available, the temporal stability of the southern hemisphere Co distribution can be investigated to a limited degree using the two separate years of Geosat observations. For the spatial and temporal domains described above, Geosat at, histograms were computed separately for 1987 and 1988. As shown in Figure 3, [1987] [1988] Geosat histograms. Obviously, a comparison of 2 years of altimeter observations does not represent the full range of interannual variability in the wind field. A more complete measure of interannual variability cannot be obtained from altimeter data alone due to the lack of other accurate, long-term altimeter data sets. To assess longer term variability, an alternative data type must be used. Based on comparisons of the two different years of Geosat oj observations and the 13 years of ABM wind fields, the difference between the Geosat and Seasat o histograms seems to be much greater than can be explained by interannual variability in the wind field. A more likely explanation is that there is a large systematic error in either the Geosat or Seasat a estimates.
An independent previous comparison of Seasat altimeter and nadir SASS 00 estimates found that the altimeter values differed systematically from the SASS values [Chelton and Wentz, 1986] . There was a general bias of 0.5 dB which was subsequently shown by Chelton et al. [1989] to be due to the use of a flat-earth approximation to determine the altimeter footprint area. After correcting for this bias, the Seasat altimeter and SASS 00 values still differ for values of oj 11 dB (Figure 4 ), the same regime for which Geosat and Seasat 00 estimates differ significantly. This strongly suggests that the difference between Se.ssat and Geosat Co histograms in Figure 2a is due to a systematic error in the Seasat altimeter data. CheUon and Wentz [19861 noted that altimeter estimates of ao are computed from only a gate-limited portion of the returned signal, rather than the total returned power, which is sampled by SASS. If the power in the gate-limited return is not properly scaled to account for the unsampled portion of the return, altimeter a estimates will be systematically in error. From Figure 4 , the difference between the Seasat altimeter and SASS estimates of is negligible for oj 11 dB and increases approximately linearly with decreasing 00 to a value of about I dB at 00 = 7 dB. Hypothesizing that this systematic trend is symptomatic of an error in the Seasat altimeter estimate of o, a smoothing spline was fit to the Chelton and Wentz [1986] data in Figure 4 and the value of the spline fit was subtracted from each original Seasat altimeter estimate of o. A histogram of the adjusted Seasat altimeter oj values is shown in Figure 2b . In addition to bringing the Seasat altimeter o histogram into close agreement with that from the SASS, it can be seen that the adjusted Seasat altimeter histogram also agrees remarkably well with that from the Geosat altimeter. The average Seasat altimeter oo value decreased from 10.69 dB to 10.53 dB by applying the correction. This value agrees well with the average of 10.54 dB computed based on the 1987-1988 Geosat histogram. The rms difference between the Geosat and Seasat histograms was similarly reduced from 0.63% to 0.25% by correcting the Seasat o values. This is within the range of expected interannual variability inferred from the ABM data. The possibility that part of the residual error may be due to more subtle systematic errors in the Seasat altimeter, SASS, or Geosat altimeter estimates of oj also cannot be ruled out.
While the technique presented here required the inde--pendent SASS data set of coincident oo observations to correct the Seasat altimeter 110 estimates, it is demonstrated in the appendix that essentially the same correction can he obtained based solely on the histograms of 00 measured by the Seasat and Geosat altimeters. This alternative cross-calibration procedure eliminates the need for an independent simultaneous at data Set.
We conclude that the evidence is strong that the Seasat altimeter oj estimates were in error by approximately the amount suggested in Figure 4 . The cause of this apparent systematic error is still unknown. When this error was first suggested by Chelton and Wentz 119861, it was shown that the large tracker bias known to exist in the Seasat altimeter data could account for only part of the observed systematic difference. We have thus far been unable to explain the remaining error. For present purposes, however, we feel that the evidence for an error iii Seasat altimeter estimates of a is sufficiently strong to warrant the correction procedure deduced from the cross-calibration of Seasat altimeter and SASS estimates of c,.
3. SEASAT ALTIMETER WIND SPEED ALGORITHM An accurate wind speed algorithm for the Seasat altimeter has been developed by Chelton and Wentz [1986] from a comparison of 50 km along-track averages of altimeter estimates of °o with nearby 100 km averages of wind speed at 24° incidence angle measured by SASS. Although the altimeter and SASS measurements were separated spatially by about 200 km, Chelton and Wentz [1986] showed that differences in wind speed at the two locations due to short spatial scale variability in the wind field average to zero over a large number of comparisons. A total of 241,000
SASS observations were used to derive the relation between Seasat altimeter estimates of oo and wind speed at a height of 19.5 m above the sea surface. This calibration data set is much larger than could ever practically be obtained from in situ data over the lifetime of a single satellite altimeter A previous comparison of 1623 buoy and SASS wind speed estimates showed agreement between the two measurements to within 1.6 rn/s rms [Wentz et al., 19861. To the extent that SASS wind speeds at 24°incidence angle are accurate, application of the CW algorithm yields accurate estimates of wind speed from raw Seasat altimeter measurements of o, despite the likelihood of errors in the Seasat altimeter oj described in section 2; any errors in Seasat altimeter estimates of ao are implicitly accounted for by the method used to derive the CW model function. The rms difference between the Seasat altimeter and starboard 24° incidence angle SASS estimates of wind speed was less than 3 rn/s. SASS port measurements of wind speed were deliberately excluded from the CW model function development to retain an independent data set for assessment of the quality of the altimeter wind speed algorithm. The rms difference between altimeter and port 24° incidence angle SASS estimates of wind speed was the same as for the starboard comparison. Assuming that the wind speed measurement errors arc equally partitioned and uncorrelated between SASS and the altimeter, the rms error in the altimeter estimates of wind speed obtained using the CW algorithm is less than 2 rn/s. Nw GEOSAT WIND SPEED ALGORITHM Because of the apparent systematic error in Seasat altimeter 0 measurements demonstrated in section 2, the CW algorithm of section 3 cannot be applied directly to Geosat o observations. The resulting wind speeds would contain systematic errors due to the systematic differences between Geosat and Seasat a1j estimates. The CW model function must therefore be modified before application to Geosat data to account for the apparent error in Seas at altimeter estimates of 00.
A smooth approximation to the correction derived previously in section 2 (see Figure 4) The MCW model function provides wind speed estimates for 00 values ranging from 19.6 dB to 7.0 dB (corresponding to 10 m wind speeds between 0 and 20.2 m/s). Wind speeds for > 19.6 dB are a&sumed to be zero. Wind speeds for ao < 7.0 dB could be estimated by linearly extrapolating the first two table entries, although the accuracy of these high wind speeds has not yet been verified. As shown in Figure 5 , the CW and MCW model functions are virtually identical for ao > 11 dB. For this range of crj, the correction derived in section 2 is nearly zero. For 00 11 dB, the correction is much larger (see Figure 4) , and the MCW algorithm yields lower wind speed estimates than the CW algorithm developed specifically for the Seasat altimeter.
COMPARISON WITH Buoy OBSERVATIONS
The quality of the Ceosat MCW wind speed algorithm of section 4 can be independently assessed by comparison with high-quality wind speed observations from buoys. A total of 119 coincident Geosat and buoy observations were obtained from 43 National Data Buoy Center buoys located in the North Pacific, North Atlantic, Great Lakes, and Gulf of Mexico by digitizing Figure 11 of Dobson et al. [1987] . To ensure spatial and temporal coincidence between the two data types, the buoy wind speeds had been screened by Dobson et al. [1987] to eliminate observations separated by more than 50 km spatially and 30 mm temporally. The Geosat observations had also been screened to eliminate altimeter measurements with off-nadir pointing angles greater than 0.75°.
A scatter plot comparison of buoy and Geosat MCW wind speeds is shown in Figure 6 . The close agreement is encouraging. The rms and average (MCW minus buoy) differences between the two estimates are 1.9 and 0.45 m/s, respectively. The same comparison performed using the CW model function applied to Geosat estimates of yields algorithm are evidently due to the systematic differences between ao measurements from the Seasat and Geosat altimeters. The rms difference of 1.9 rn/s obtained from the MCW algorithm is especially encouraging in view of the fact that Dobson at ai. [1987] calculated an expected rms difference of 1.8 rn/s based on the estimated errors in altimeter and buoy measurements and on differences between the spatial and temporal sampling characteristics of the two instntments.
The performance of the MGW algorithm can be compared with that of the Smoothed Brown (SB) algorithm 10 m Wind Speed (mis) developed for the Geosat altimeter by Dobson et at. [1987] .
The SB model function (shown by the dashed line in Figure 5 ) was obtained by a least-squares fit of a fifth-order polynomial to the Brown et at. [1981] three-branch wind speed model function. The Brown et at. [1981] model function was originally derived for the previous-generation Geos-3 altimeter by comparison of at with 184 pairs of coincident buoy observations of wind speed. As shown in Figure 5 , the MCW, CW and SB model functions all intersect at 00 11 dB. For smaller 00, the MOW model function lies approximately halfway between the SB and CW model functions. The SB algorithm yields higher wind speed estimates than both the MOW and CW algorithms for 01) > 11 dB (6.6 rn/s wind speed) and lower wind speeds than the MCW and CW algorithms for 01) < dB. This is consistent with results obtained by Dobson et at. [1987] from their comparison of SB and buoy wind speeds. A least squares fit straight line through the data in Figure 8 of Dobson et at. 11987] would show that the SB algorithm overestimates wind speeds below about 6 rn/s and underestimates wind speeds above about 6 rn/s. The rms and average difference between buoy and SB wind speeds was reported by Dobson et at. [1987] to be 1.7 and 0.3 m/s, respectively. Although the statistical accuracies of the MOW and SB algorithms axe therefore essentially the same over the small set of buoy observations considered here, we feel that the MOW algorithm is preferable for several important reasons. Probably the most important is that the SB model function is based on a relatively small calibration data set; there were only 184 buoy wind speed observations, as compared with 241,000 SASS estimates of wind speed for the MOW algorithm. Moreover, approximately 1/4 of the SASS observations (i.e., >50,000 observations) correspond to wind speeds larger than 10 m/s, while only about 36 observations in the SB calibration data set correspond to wind speeds above 10 rn/s [Brown et at., 1981] . It is not surprising, then, that the SB and MOW wind speed model functions differ most at high wind speeds. A second concern is that the SB algorithm was derived based on comparisons between buoy observations of wind speed and Geos-3 altimeter observations of o. The Geos-3 altimeter mission preceded Geosat by more than a decade and differed technologically from Seasat and Geosat in several fundamental respects [e.g., Chelton et at., 1989] , resulting in inherently greater 00 measurement noise. Moreover, no attempt to crosscalibrate the Geos-3 and Geosat estimates of has yet been conducted. However, Fedor and Brown [1982] compared 19 coincident 01) observations from Seasat and Geos-3 and concluded that the two differed only by a simple bias. If true, this would imply an error in Ceos-3 similar to that suggested here for Seasat. This may be particularly problematic at high wind speeds where the accuracies of wind speed estimates are most sensitive to small errors in 00. Finally, the spatial and temporal sampling domains of SASS and the altimeter are roughly comparable; both instruments provide spatially averaged estimates of wind speed Isee Chelton and Wentz, 1986j . Buoys, on the other hand, estimate time-averaged wind speed at point locations. Spatial and temporal disparities in the sampling patterns of the altimeter and buoys, errors in buoy wind speed estimates, and differences between the time of the buoy report and the altimeter overflight are collectively responsible for approximately an ms difference of about I rn/s between the two wind speed estimates IMonatdo, 1988] .
SUMMARY AND CONCLUSIONS
Estimation of near-surface wind speed to an mis accuracy of 2 rn/s from altimeter measurements of 0() has been convincingly demonstrated by numerous past studies. However, developing a new model function relating °o to wind speed for each altimeter can be difficult. The most common approach is to compare the altimeter measure--ments of 00 with a large number of coincident high-quality buoy observations of wind speed. The problem with this method is that compilation of an adequate calibration data set spanning a wide range of wind speeds requires a considerable amount of time since the altimeter measures Co along a very narrow uswath of less than 10 km width.
An alternative approach is to use a wind speed model function derived previously for another altimeter. This requires cross-calibration of oo measurements from the two altimeters since wind speed estimates are very sensitive to the accuracy of oo. Such a cross-calibration can be a problem if the two altimeter missions do not overlap.
A method of cross-calibrating 0 measurements from different altimeters was proposed here and applied to data from the Seasat and Geosat altimeter missions, separated in time by nearly a decade. Histograms of Geosat measurements of Co over the southern hemisphere for the period July 7 to October 10 were compared for two separate years (1987 and 1988) Seasat altimeter estimates of co were adjusted to remove a suspected systematic error suggested by an independent previous comparison with Seasat nadir scatterometer measurements of oo. The histogram of the adjusted Seasat estimates of oo over the southern hemisphere for the period July 7 to October 10, 1978, was compared with the Geosat histogram for the same time periods during 1987 and 1988 and found to be very similar. This result supports the speculations that (1) Seasat altimeter estimates of Co are indeed in error for Co 11 dB and (2) the histogram of 00 is a relatively stable quantity and can therefore be used to test for systematic differences between 00 estimates from different altimeters.
An advantage of the proposed method of cross calibration of 00 from the Geosat. and Seasat altimeters is that the Chetton and Wentz [1986] (CW) wind speed algorithm derived specifically for the Seasat altimeter can then be used to estimate wind speeds from the Geosat altimeter. Note that in view of the apparent error in Seasat altimeter estimates of uo, the OW algorithm is only applicable to Seasat altimeter data. For application to other altimeters, the CW model function must be modified to account for the apparent error in the raw Seasat estimates of j. The technique presented in section 2 requires independent, coincident 00 observations to correct any systematic differences between oo estimates from the two altimeters. In most cases, however, a large and accurate calibration data set (such as that obtained by the Seasat scatterometer) is not available, and an alternative method must be used. Here, we present an empirical technique for cross-calibrating oo using only the 00 histograms from the two instruments.
Assuming that the wind speed distribution (and hence the o distribution) is stable from year to year over large geographic regions, empirical 0 distributions from two altimeters should be very similar if there are no systematic errors unique to either instrument. It is therefore possible, in principal, to correct for any such systematic differences by an empirical alignment of the two °o histograms. Since the empirical cumulative probability distribution function (cpdf) is, by definition, a monotonically increasing function, a correction which aligns the cpdfs of two altimeters can be derived. The procedure to adjust one cpdf so that it agrees with a second (fixed) cpdf is as follows.
Compute cpdfs for the two distributions. Fit a smoothing spline to the fixed cpdf. Determine the cumulative percentage point for each binned value o' of the cpdf to be adjusted.
From the spline fit to the fixed cpdf, determine the value a which corresponds to this cumulative percentage value. Corrections derived using this method are most susceptible to errors at o values near the tails of the histograms where there are few observations and random errors in individual measurements do not, in general, average to zero. Thus the resulting uncertainties in the histograms will be reproduced in the cpdfs, which will ultimately yield errors in the correction a -o. For bins containing large numbers of observations, this is not a concern since random errors tend to cancel within a given bin. A second, and perhaps more important, source of error arises from the lack of temporal and geographic stability in the empirical a distribution at extreme a values. Observations of these values of 00 are generally due to sampling statistically rare sea surface conditions. Since random errors in individual measurements and the stability of the histograms are most problematic at extreme 00 values, these difficulties can be avoided by computing the correction only for the 0.0 bins containing large numbers of observations.
As an example of this technique, Geosat and Seasat o estimates were cross-calibrated by adjusting the Seasat cpdf to agree with the Geosat cpdf. The decision to hold the Geosat distribution fixed was made based on the evidence for Seasat calibration errors presented in section 2 above. To avoid sampling problems at extreme values of 00, corrections were computed only for 0o values within the middle 90% of the Seasat cpdf (i.e., raw Seasat 00 values between 8.95 dB and 12.55 dB). Figure 4 , the HA and MCW algorithms provide similar estimates of wind speed. For most 0.0 values, the difference between wind speeds estimated from the HA and MCW algorithms is smaller than the thickness of the lines plotted in Figure 5 . The example presented here thus demonstrates that the HA technique can be used to obtain a wind speed model function which agrees well with model functions derived from direct calibration with SASS estimates of 0.0.
As noted above, the foremost advantage of this alternative cross-calibration technique is that corrections for systematic differences between two 0.0 distributions can be derived without a direct cross-calibration of coincident data. This has particular relevance for developing wind speed algorithms for future altimeter missions. This cross-calibration procedure should be applied cautiously, however. Any instrument-related temporal drifts in 0.0 must be eliminated and the stability of the wind speed distribution over the spatial and temporal cabbration domain must be established prior to calibrating the co distributions. As with any new algorithm, wind speeds derived based on ao estimates computed using this technique should be independently verified by comparison with buoy data as in section 5.
Atow(e4gments. We wish to thank Lee-Lueng Ri and two anonymous reviewers for helpful comments on an earlier version of this manuscript, and Michael Schiax for useful comments regarding the Histogram Alignment technique presented in the appendix. The research described in this paper was supported by grant NAG W-730 from the National Aeronautics and Space Administration and contract 958127 from the Jet Propulsion Laboratory funded under the TOPEX Announcement of Opportunity.
