The main idea of filter methods in feature selection is constructing a feature-assessing criterion and searching for feature subset that optimizes the criterion. The primary principle of designing such criterion is to capture the relevance between feature subset and the class as precisely as possible. It would be difficult to compute the relevance directly due to the computation complexity when the size of feature subset grows. As a result, researchers adopt approximate strategies to measure relevance. Though these strategies worked well in some applications, they suffer from three problems: parameter determination problem, the neglect of feature interaction information and overestimation of some features. We propose a new feature selection algorithm that could compute mutual information between feature subset and the class directly without deteriorating computation complexity based on the computation of partitions. In light of the specific properties of mutual information and partitions, we propose a pruning rule and a stopping criterion to accelerate the searching speed. To evaluate the effectiveness of the proposed algorithm, we compare our algorithm to the other five algorithms in terms of the number of selected features and the classification accuracies on three classifiers. The results on the six synthetic datasets show that our algorithm performs well in capturing interaction information. The results on the thirteen real world datasets show that our algorithm selects less yet better feature subset.
Introduction
Feature selection has been one of the research hotspots in machine learning and data mining recently and has been widely used in many applications such as image classification [1] , text classification [2] , bioinformatics [3] , network intrusion detection [4] , etc. The aim of feature selection is to select the smallest feature subset given a certain generalization error, or alternatively finding the best feature subset with k features that yields the minimum generalization error [5] .
Feature selection methods are usually divided into three groups: embedded, wrapper, and filter methods. The embedded methods incorporate feature selection as one step of training and are usually more efficient than the other two categories [6] . However, embedded methods are limited in terms of generalization ability because they are usually specific to learning algorithms. Wrapper methods search the feature space by testing all feature subsets on a predefined classifier and usually perform well on that classifier. Besides the weakness that they are restricted to specified classifier and are easy to cause over fitting, wrapper methods also suffer from expensive computational complexity, moreover, the parameters in the predefined classifier make the problem even harder. Filter methods assess feature subset according to criteria such as distance, correlation, consistency, etc. Filter methods are independent from learning algorithms, so they have the best generalization ability. Meanwhile, they are much less expensive in computational complexity than wrapper methods. In this paper, we focus on filter methods. Mutual information based filter methods are most widely used in recent researches and applications [8] - [14] .The original idea of mutual information based filter methods is to find the feature subset that maximizes the mutual information between the selected feature subset and the class. However, when the size of feature subset increases, it would be impractical to estimate the mutual information directly due to the computation complexity. To solve the problem, most researchers adopt approximation strategies focusing on removing irrelevant and redundant features as many as possible [15] . There are two common approximation strategies: tradeoff between relevance and redundancy [8] , [10] , [13] , [14] and conditional or joint mutual information [9] , [11] , [12] . Though these approximations have performed well in many applications, they suffer from some problems.
Problem 1: Difficulty in determining parameters
In tradeoff strategies, parameters used to represent relative importance between relevance and redundancy play key roles in the final result. However, to the best of our knowledge, there has been no agreement on what values the parameters should take, or theories of how to estimate the parameters.
Problem2: Neglect of interaction information
Interaction information can be seen as a generalization of mutual information. Mutual information between two attributes and 2-way interaction information between them are equal [16] . Due to the existence of interaction information, there may be some feature when considered individually is irrelevant, but highly correlates to the class when combined with other features [17] . The XOR problem is a typical example of the phenomenon. There are two features and a class whose value is 0 if both features have the same value and 1 otherwise. Obviously, each feature does not carry any information about the class individually, however, Copyright © 2018 The Institute of Electronics, Information and Communication Engineers when combined, the two features completely determine the class. Though some researchers have been aware of the effect of interaction information and taken it into consideration when designing their algorithms [14] , [16] - [19] , they considered only interaction information between three features and higher level interaction information is neglected.
Problem3: Overestimation of some features Many researchers take the average mutual information between the candidate feature and feature that have already been selected as the degree of redundancy of the candidate feature. This averaging approach will cause the problem of overestimation of some features. When a candidate feature is completely correlated with one or several pre-selected features, but is almost independent with other pre-selected features, the redundancy degree will be low, which is obviously not consistent with the fact that the candidate feature is totally redundant [20] .
In this paper, we propose a new Feature Selection method by computing Mutual Information based on Partitions (FSMIP) to handle the three problems simultaneously. FSMIP could compute the mutual information between the whole feature subset and the class directly without deteriorating the computation complexity based on the computation of partitions. FSMIP adopts sequential forward selection strategy to search the feature space for the feature subset sharing the most information with the class. In light of the specific properties of mutual information and partitions, we propose a pruning rule and a stopping criterion to accelerate the searching speed. To evaluate the performance of FSMIP, we compare FSMIP to five algorithms in terms of the number of selected features and the average classification accuracies on three classifiers. The results on the six synthetic datasets show that our algorithm performs well in capturing interaction information. The results on the thirteen real world datasets show that our algorithm selects less yet better feature subset.
The rest of this paper is organized as follows. In Sect. 2, some basic concepts used by FSMIP are introduced. In Sect. 3, we review the related work and summarize what kind of problems the algorithms suffer from. In Sect. 4, we present how to compute mutual information based on partitions and propose a theorem associated with mutual information and partitions. In Sect. 5 we put forward the FSMIP algorithm. Experiment results and analysis are reported in Sect. 6. Finally, in Sect. 7, we conclude our work and discuss the future research direction.
Preliminaries
The entropy is a measure of uncertainty of random variables [7] . For a random variable X with n possible values x 1 , x 2 , · · · , x n , the entropy of X is denoted by:
The mutual information of two random variables X with n possible values x 1 , x 2 , · · · , x n and Y with m possible values y 1 , y 2 , · · · , y m is denoted as:
The interaction information of l variables X = {X 1 , X 2 , · · · , X l } is defined as:
The interaction information is also known as multivariate mutual information and can be used to measure dependencies among multiple variables. When the size of X is 2, the interaction information reduces to mutual information. The interaction information can be both positive and negative. The positive value indicates synergistic interaction among the variables while the negative value indicates the opposite. The mutual information of X and Y can be computed based on interaction information:
It can be verified that the three-way interaction information of three random variables X, Y , Z is [16] : The equivalence class of t regarding to a feature subset X ⊆ F is a set of instances that is equivalent to t with respect to X, and can be denoted as:
A partition of D on X ⊆ F is a set of equivalence classes and can be denoted as:
A stripped partition of D on X is the partition with equivalence class that contains only one instance removed and can be denoted as:
Let X, Y, Z ⊆ F, Z = X ∪ Y, then the stripped partition of Z is the product of the stripped partition of X and Y:
Huhtala et al. [21] proposed the algorithm STRIPPED PRODUCT to compute π Z from π X and π Y in linear time.
Related Work
In information theory context, feature selection in filter methods can be regarded as an optimization problem whose goal is to find a feature subset to maximize the mutual information between the selected feature subset S and the class C.
Since there are 2 |F| ( |F| is the number of features in F ) feature subsets in the power set of F, exhaustive search is impractical when |F| is large. To handle the problem, researchers have adopted heuristic or random search strategies to search for the approximate optimal solutions. Sequential forward selection is the most commonly used strategy. Sequential forward selection starts from null set, and selects one feature that optimizes the assessment criterion a time, until some stop condition is satisfied.
Another problem is the computation of M I(S; C). As it is impractical to compute M I(S; C) directly when the size of S is large, researches have proposed several feature assessment criteria to approximate M I(S; C). Table 1 lists thirteen algorithms along with the criteria (column 2) they use and the problems (column 3-5, ⋆ means suffer from, ⋆ means partly suffer from) they suffer from. All these algorithms adopt sequential forward selection strategy and select the feature maximizes the criterion each time. In all the criteria above, S represents the set of features that have already been selected, f i ∈ F\S represents a candidate feature.
MIFS [8] , MIFS-U [10] , NMIFS [22] , MIFS-ND [23] and mRMR [13] share the same idea that a good feature should be highly relative to the class and not redundant with features that have already been selected. MIFS [8] is the tradeoff between relevance and redundancy, and takes the mutual information between candidate feature and the class as relevance and mutual information between candidate feature and features in S as redundancy. The parameter β controls the relative importance of relevance and redundancy. MIFS-U [10] is modification of MIFS under uniform information distribution and improves the performance of the MIFS by making a better estimation of the mutual information. The mRMR [13] algorithm is same as MIFS algorithm except that mRMR sets parameter β to be 1 |S|−1 . NMIFS [22] is the normalized version of MIFS and the normalization of mutual information prevents bias towards multivalued features and limits the value of MI to the range of [0, 1]. MIFS-ND [23] calculates the mutual information between the candidate feature and the class and the average mutual information between the candidate feature and the selected ones, then ranks the candidate features based on the two mutual information respectively. Let c i and d i be the rank order of feature , MIFS-ND selects the one with maximal
JMI [9] , IGFS [24] and DISR [25] use the joint mutual information to evaluate features and ensure that a complementary feature of an already selected one has a much higher probability to be selected. JMI calculates the sum of joint mutual information of the candidate feature, the class and each selected feature. Bennasar et al. [20] points out that IGFS is the same as JMI. DISR (Double Input Symmetrical Relevance) normalizes the joint mutual information by introducing the concept of symmetrical relevance. JMI, IGFS, and DISR are able to capture the three way interaction information, but the sum or average operation may weaken the effect. JMIM [20] and NJMIM [20] employ joint mutual information and the 'maximum of the minimum' approach to avoid overestimating some features caused by summing or averaging. Though JMIM and NJMIM employ joint mutual information, the pessimistic strategy makes the ability of capture three-way interaction information invalid. CMIM [12] employs conditional mutual information and also the 'maximum of the minimum' approach to select feature carries information about the class that has not been caught by any of the selected feature. IF [11] is exactly the same as CMIM. Brown [14] proposes the FOU(First Order Utility) algorithm describing a unit square that could cover MIFS, MIFS-U, JMI, and mRMR by varying β and γ. FCBF [27] adopts the symmetrical uncertainty to calculate the relevance between features and the class and redundancy within features, and then selects the predominant features and removes features highly correlating with predominant features. FCBF needs a threshold δ to determine the initial feature subset and it only computes the relevance between single feature and the class. So, FCBF will suffer from problem 1 and problem 2.
The interaction information between features has drawn attention from some researchers. Zhao et al. [19] proposed a feature scoring metric based on data consistency, and developed a filter algorithm named INTERACT to select relevant features while implicitly exploring feature interaction. Wang et al. [26] brought forward a propositional FOIL rule based algorithm FRFS, which not only retains relevant features and excludes irrelevant and redundant ones but also considers feature interaction. Zeng et al. [17] defined the interaction weight factor for measuring redundancy and interaction between features and proposed the IWFS algorithm to select features considering interaction. Though interaction information has been discussed and considered by FOU, INTERACT, FRFS and IWFS, they can only deal with interaction information between two features and the class and are not able to handle higher level interaction information.
Computing Mutual Information Based on Partitions
From Eq. (1) one can see that when computing entropy of a feature, the probability distribution of the feature is needed. The partition of dataset on feature subset X is a set of equivalent classes in which the instances share the same value according to X. So we can compute the entropy of feature subset X based on the partition of X as follows:
In Eq. (11), | π X | is the number of equivalent classes in π X , |c i | is the number of instances in the ith equivalent class in π X , ∥ π X ∥ is the number of instances in π X , |D| is the number of instances.
From the definition of π X , we can see that there are |D|−∥ π X ∥+| π X | different values according to X, and ∥ π X ∥ of which are shared by more than one instances while the others appear only once. Each of the | π X | value corresponds to a equivalence class in π X and the corresponding probability is |c i | |D| . Each of the |D| − ∥ π X ∥ value corresponds to a equivalence class that contains only one instance in π X and is removed when constructing π X , and the corresponding propability is 1 |D| . So, it is natural to get Eq. (11) according to Eq. (1).
In order to accelerate the searching speed, we introduce the following theorem.
Theorem 1. Let X be a non-empty feature subset, and e(X) =
∥ π X ∥−| π X |, then for any Y = X∪{ f }, f X, if e(X) = e(Y), it
can be verified that adding feature f into X brings no extra information for classifying the class C, i.e. e(X) = e(Y) ⇒ M I(X; C) = M I(Y; C).

Proof. e(X) =
∥ π X ∥ − | π X | = (∥ π X ∥ + N 1 ) − (| π X | + N 1 ), N 1 = |{c ∈ π X ||c| = 1 }|. As ∥ π X ∥ + N 1 = |D|, | π X | + N 1 = |π X |, we can get e(X) = |D| − |π X |, then e(X) = e(Y) means |π X | = |π Y |. By the definition of partition, it is obvious that |π X | ≤ |π Y | as π Y is the refinement of π X and |π X | = |π Y | iff π X = π Y . Hence, e(X) = e(Y) means π X = π Y , π X = π Y , π XC = π YC , H(X) = H(Y),
H(X, C) = H(Y, C), then we can get the conclusion M I(X; C) = M I(Y; C). □
In the circumstance of Theorem 1, it makes no difference in partitioning the dataset by adding feature f to feature subset X, i.e. f provides no extra information and is completely redundant regarding X. In the process of forward selection, if one has selected the feature subset X, he could delete feature f directly, which will compress the searching space and accelerate the algorithm.
It is also notable that mutual information is monotonic with respect to the number of features, i.e.
This property of mutual information could act as a stopping criterion of our algorithm which will be discussed in detail in the following section.
FSMIP Algorithm
Algorithm 1 shows the pseudo-code of the proposed algorithm FSMIP. FSMIP adopts the sequential forward selection strategy to select the K(K is a predefined threshold to terminate the procedure) most important features from the training dataset D with full feature set
The FSMIP starts from the initialization of the variables (line 1) used in the algorithm. S is the selected feature subset, and it is set to be empty in the beginning. k is the counting parameter and is used to count the number of features that have been selected. opM I records the maximal value of the mutual information of the selected feature subset and the class. The main part (lines 2-13) of FSMIP is a circulation in which each loop selects the feature that maximizes M I(S ∪ { f i }; C). In each loop, FSMIP firstly checks whether the candidate feature subset is empty or not (line 3) because there exists a pruning procedure (line 6) in the subsequent process. In line 5, FSMIP calculates the stripped partition π S∪{ f i } according to STRIPPED PRODUCT [21] and e(S ∪ { f i }) as defined in Theorem 1. It is worth noting that FSMIP stores all the results of partition because the calculation of partition depends on the results in the previous process. It is easy to get M I(S ∪ { f i }; C) = M I(S; C) when e(S ∪ { f i }) = e(S) according to Theorem 1 which means that feature f i carries no extra information that not included in feature subset S. The pruning procedure compresses the searching space and accelerates the searching speed. Meanwhile, the pruning procedure prevents FSMIP from suffering from Problem 3 because it identifies the features completely redundant and deletes them directly. In line 7, the algorithm calculates the mutual information M I(S ∪ { f i }; C) according to Eq. (11). After calculating M I(S ∪ { f i }; C) for all features left in F, FSMIP selects the one maximizes M I(S ∪ { f i }; C) and records the specific value by tempM I. As previously mentioned in the end of Sect. 4, the monotonicity of mutual information brings out a stopping criterion (line 10). We can assert that M I(S; C) equals to M I(F; C) when tempM I shares the same value with opM I. In other words, feature subset S carries all the information contained by F, so it is unnecessary and impossible to get a better result. In line 11, FSMIP moves the selected feature from the candidate set to S and updates opM I using tempM I.
The complexity of algorithm STRIPPED PRODUCT is O(|D|) [21] where |D| is the number of instances in D. As the calculation of entropy and mutual information can be accomplished in constant time when the corresponding partition is known, the complexity of the inner loop is O(|D| |F|) where |F| is the number of features in F. The out loop will be executed for at most K times, so the overall complexity of FSMIP is O(K |D| |F|). Now we discuss how FSMIP avoids the three problems mentioned in the introduction. As FSMIP computes the mutual information of feature subset and the class directly, there is no need to balance the relevance and the redundancy, i.e. FSMIP will not suffer from Problem 1. The main cause of Problem 2 is the approximation strategy used to compute mutual information. FSMIP computes the precise rather than approximate mutual information, so, the interaction information will be fully captured and Problem 2 will not influence FSMIP. As to Problem 3, if a candidate feature f i is highly or completely correlated with one or several preselected features, then M I(S ∪ { f i }; C) will be very close to M I(S; C), and it has no chance to be selected, i.e. none of the features will be overestimated.
Algorithm 1 FSMIP Algorithm
Input: training dataset D with full feature set F = { f 1 , f 2 , · · · , f n } and class C, the threshold K Output: the selected feature subset S 1:
for each f i in F do 5:
Calculate and Store π S∪{ f i } and e(S ∪ { f i })
end for 9:
Set f j = arg max
10:
if tempM I == opM I return S 11:
Set S = S ∪ { f j }, F = F − { f j }, opM I = tempM I 12: k = k + 1 13: end while 14: return S
Experimental Result and Analysis
In order to evaluate the performance of FSMIP, we compare our algorithm against the other five feature selection algorithms on both synthetic and real world datasets. The five algorithms include four well known and frequently used algorithms: mRMR [13] , FCBF [27] , ReliefF [28] , CFS [29] and one specifically designed for dealing with the feature interaction algorithm: IWFS [17] .
ReliefF [28] is a distance based feature selection algorithm whose key idea is to estimate the quality of features according to how well their values distinguish instances that are near to each other. ReliefF considers one feature each time and is not able to distinguish the redundant and interacting features.
CFS [29] is a correlation based feature selection method and it evaluates a feature subset according to the evaluation function
, where J S is the performance of feature subset S, k is the size of S,r c f is the mean correlation between features in S and the class,r f f is the mean correlation between each pair of features in S. It is obvious that the averaging strategy adopted by CFS is not able to capture the interaction information.
Among these algorithms, FCBF, CFS and ReliefF have been integrated in the WEKA [30] environment and IWFS has also been implemented in weka. For fair consideration, we implement mRMR and FSMIP in weka environment and adopt the default settings for FCBF, CFS and ReliefF.
Experiment on Synthetic Dataset
In order to evaluate the performance of FSMIP when dealing with dataset containing interacting features, we choose the three MONK's problem datasets from UCI Machine Learning Repository [31] and three artificial datasets generated by RDG1 data generator in weka data mining toolkit. These six datasets are all used by IWFS. In the process of experiment, IWFS and mRMR terminate when M I(S; C) = M I(F; C) satisfies and FCBF, CFS and ReliefF run in default setting.
Synthetic Datasets
The target concepts (the class) of all the six datasets are all Boolean variables and when we say the target is defined by a condition we mean the target will be '1' if the condition is satisfied. The disjunctive terms in the definition of target concept mean the target concept can be determined by more than one conditions and the target concept will be '1' when any one is satisfied. The details of the six datasets are described as follows:
(1)MONK1 There are 432 instances and six features (a 1 , a 2 , · · · , a 6 ) in MONK1 dataset. The target concept c is defined by c = (a 1 = a 2 ) ∨ (a 5 = 1), i.e., if a 1 = a 2 or a 5 = 1, then c = 1, otherwise, c = 0.
(2)MONK2 There are 432 instances and six features (a 1 , a 2 , · · · , a 6 ) in MONK2 dataset. The target concept c is defined by exactly two of {a 1 = 1, a 2 = 2, · · · , a 6 = 1}, i.e., if two of the six features take the value '1' and the other four features do not take the value '1', then c = 1, otherwise, c = 0. ( a 2 , a 3 , a 4 , a 7 , a 9 ). The minimum rule size and maximum rule size are 1 and 3 respectively. The target concept c is defined by c = (ā 1 ∧ a 6 ) ∨ (a 0 ∧ a 5 ), i.e., if (a 1 = 0 and a 6 = 1) or (a 0 = 1 and a 5 = 1), then c = 1, otherwise, c = 0.
(5)Dataset 2 Dataset 2 consists of 100 instances and ten Boolean features (a 0 , a 1 , · · · , a 9 ). Of the ten features, six are irrelevant (a 0 , a 2 , a 3 , a 4 , a 7 , a 9 ). The minimum rule size and maximum rule size are 1 and 5 respectively. The target concept c Table 2 Results on synthetic datasets Table 2 shows the feature subsets selected by the six algorithms from the six synthetic datasets. The 'Definition' row shows the feature subsets that define the target concept. In Table 2 , '⋆' indicates that the selected feature subset contains at least one part of the definition and no irrelevant features, '⋆' indicates the selected feature subset contains at least one part of the definition but also irrelevant features.
Results on Synthetic Datasets
From Table 2 , it is obvious that FSMIP is the only one that selects the 'right' feature subset on all the six synthetic datasets. The 'right' here means that the selected feature subset is labeled by '⋆'. IWFS works well on all datasets except MONK1 and Dataset1. The other algorithms select the right feature subsets on some but not all datasets.
The results on synthetic datasets demonstrate the effectiveness of FSMIP in dealing with interaction information.
Experiment on Real World Dataset
To evaluate the effectiveness of FSMIP on real world dataset, we choose thirteen datasets from UCI machine learning repository [31] . In this section FSMIP is compared to other five feature selection algorithms used in 6.1 in terms of the number of features selected and the accuracy of classification on three classifiers (C4.5 [32] , PART [33] , IB1 [34] ). 
Real World Datasets
The description of the datasets is given in Table 3 . For Horse Colic dataset, we choose 'surgical lesion' as the class. For Molecular Biology dataset, we mean 'Splice-junction Gene Sequences'. The sizes of datasets vary from 32 to 3772, the numbers of features vary from 13 to 60 and the numbers of classes vary from 2 to 6. For continuous features in the datasets, we employ MDL discretization [35] toolkit in WEKA to discretize them into discrete ones. In some datasets, there are missing values in some features. We take the missing value '?' as one value for discrete features and fill the missing value with the mean value for continuous ones. Index or ID features are removed if exist. For feature ranking algorithms (FSMIP, IWFS, mRMR, ReliefF), we limit the maximal number of selected features to 30.
Results on Real World Datasets (1)Number of selected features
In order to get the number of selected features of the six feature selection algorithms, we run them with all the datasets on the three classifiers. For feature ranking algorithms (FSMIP, IWFS, mRMR, ReliefF), the number means the size of the feature subset with the highest classification accuracy on the specific classifier. The results of different algorithms on different classifiers are shown in Table 4-Table  6 .
As is shown in Table 4-Table 6 , all the algorithms are able to select a relatively small number of features on most datasets. It is clear that FSMIP select the least number (5.69 for C4.5, 5.92 for PART, 6.69 for IB1 respectively) of features on all the three classifiers. FCBF ranks only second to FSMIP, and selects less features than FSMIP on 'Chess' and 'Vehicle' datasets. FSMIP shows obvious advantages over IWFS, mRMR, ReliefF and CFS.
(2)Accuracy comparison In this section, we evaluate the quality of the feature subsets selected by different algorithms. We employ the classification accuracy on different classifiers (C4.5, PART, IB1) as the measurement of quality. On each classifier, all the 1  8  26  20  8  29  10  2  2  5  7  5  10  5  3  3  2  1  6  6  9  4  5  29  23  5  22  6  5  3  4  18  5  5  13  6  20  29  27  7  28  7  7  2  4  7  6  3  11  8  3  7  17  8  3  10  9  4  10  11  10  19  19  10  5  24  6  5  21  18  11  10  10  8  22  18  22  12  6  13  15  4  12  9 1  7  26  16  8  13  10  2  2  2  2  5  2  5  3  8  9  11  6  12  9  4  5  4  6  5  7  6  5  5  3  20  5  29  13  6  19  8  27  7  27  7  7  2  3  6  6  5  11  8  5  17  16  8  12  10  9  4  5  11  10  14  19  10  5  5  5  5  13  18  11  5  7  5  22  5  22  12  15  15 datasets are divided into training dataset (70%) and testing dataset (30%) randomly. For each dataset, each classifier runs 100 times with different training and testing datasets. Table 7-Table 9 give the average accuracy of the 100 runs and the corresponding standard deviation on different classifiers. In Table 7-Table 9 , the 'Avg.' row represent the average accuracy of all datasets on the specific classifier, the bold value labels the best result. In order to measure the significance of the comparison, we carry out a paired two-tailed t-test between the results of FSMIP and the other algorithms. The symbol 'v' means the corresponding algorithm outperforms FSMIP significantly (at 0.05 level), while the symbol '*' represents FSMIP outperforms the corresponding algorithm significantly. The cells without any symbol indicate that the performance of FSMIP is indifference to the corre- sponding algorithm. The WTL (win/tie/loss) row gives the number of datasets on which the corresponding algorithm achieves better/same/worse results than FSMIP. It is obvious from Table 7 - Table 9 that FSMIP achieves the highest average accuracy on all the three classifiers. Taking the results on C4.5 as example, the average accuracy of FSMIP is 87.53% while accuracies of IWFS, mRMR, FCBF, ReliefF, CFS are 85.93%, 85.48%, 81.72%, 86.06%, 83.06% respectively. The average accuracy reduces 1.6%, 2.05%, 5.81%, 1.47%, 4.47% respectively. It is worth noting that FCBF gets the worst results on all the three classifiers, though it selects fewer features than the other algorithms except FSMIP. The reason of this phenomenon is that FCBF is not able to capture the interaction information.
In terms of win/tie/loss, FSMIP shows better performance than the other five algorithms in most cases on the three classifiers. Taking a look at the results on C4.5, one would find that only IWFS outperforms FSMIP on only one dataset. FSMIP achieves better results than IWFS, mRMR, FCBF, ReliefF and CFS on 4, 7, 12, 5 and 12 datasets respectively.
For feature ranking algorithms, one effective way to compare the quality of the selected feature subset is to add features for learning one by one in the order that features are selected. In our experiments, FSMIP selects much less features than the other feature ranking algorithms on most datasets except 'Chess(kr-vs-kp)' and 'Vehicle'. So we take 'Chess(kr-vs-kp)' and 'Vehicle' as examples. Figure 1 and Fig. 2 give the classification accuracy fluctuation following the increase of the number of features used in the learning process. The accuracy in the Y-axis is the average value on the three classifiers C4.5, PART and IB1.
From Fig. 1 and Fig. 2 , one can find that FSMIP achieves the highest classification accuracy faster than the IWFS, mRMR and ReliefF on both 'Vehicle' and 'Chess(kr-vskp)' datasets which means that features selected by FSMIP earlier show higher quality than features selected by other algorithms.
From both the number of features selected and the quality of features selected points of view, we can draw the conclusion that FSMIP outperforms IWFS, mRMR, FCBF, ReliefF and CFS on most real world datasets.
(3)Computation time The computation time is an important criterion to evaluate algorithms. In this section, we compare FSMIP with the other five algorithms with respect to the running time on the thirteen datasets. For the four feature ranking algorithms FSMIP, IWFS, mRMR and ReliefF, we set the maximal number of selected features to be 30. The experiment is carried out on a laptop with 2.5GHz Intel Core i7-4710MQ CPU, 8GB memory and Windows 7 professional. On each dataset we run each algorithm 100 times and take the spending time divided by 100 as the computation time. Table 10 shows the results in milliseconds.
From Table 10 , it is obvious that FSMIP outperforms the other three feature ranking algorithms IWFS, mRMR and ReliefF on all the dataset except 'Chess' on which IWFS outperforms FSMIP. As ReliefF needs to calculate the distance between instances, its computation time is highly dependent on the size of the dataset. As a result, ReliefF takes significant more times than the other algorithms when the number of instances in the dataset is large. FSMIP spends more time than FCBF and CFS, but the disadvantage in computation time is acceptable considering the classification accuracy discussed in the above section.
Conclusions and Future Work
In this paper, we propose a novel feature selection algorithm by computing mutual information based on partitions that is able to deal with the three problems simultaneously. First, the formula of computing mutual information based on partitions is given and one important property related to partition is described and proved. Then the FSMIP algorithm is proposed and one pruning rule and one stopping criterion are introduced. To evaluate the performance of FSMIP, we com-pare FSMIP to other five algorithms in terms of the number of selected features and the average classification accuracies on three classifiers. The experiment results show the effectiveness of FSMIP. FSMIP will get into trouble when dealing with datasets whose number of features is much larger than number of instances, because M I(S; C) = M I(F; C) will be satisfied with a small feature subset S when computing mutual information based on partitions. As S is too small in contrast to the full feature set, it is usually not easy to guarantee the performance in learning. Our future research will focus on finding a way to search for extra features to be added into S to get an ideal learning performance.
