ABSTRACT Image deblurring problem is a tough work for improving the quality of images, in this paper; we develop an efficient and fast thresholding algorithm to handle such problem. We observe that the improved fast iterative thresholding algorithm (IFISTA) can be further accelerated by using a sequence of over relaxation parameters which do not satisfy the Nesterov's rule. Our proposed algorithm preserves the simplicity of the IFISTA and fast iterative shrinkage thresholding algorithm (FISTA). In addition, we theoretically study the convergence of our proposed algorithm and obtain some improved convergence rate. Furthermore, we investigate the local variation of iterations which is still unknown in FISTA and IFISTA algorithms so far. Extensive experiments have been conducted and show that our proposed algorithm is more efficient and robust. Specifically, we compare our proposed algorithm with FISTA and IFISTA algorithms on a series of scenarios, including the different level noise signals as well as different weighting matrices. All results demonstrate that our proposed algorithm is able to achieve better recovery performance, while being faster and more efficient than others.
I. INTRODUCTION
The image deblurring is one of the most basic problems in the field of image processing and has been a hot topic in recent years, which aims to recover a sharp image from blurry image. Typically, image deblurring problems include those of image content recognition [1] , image inpainting [2] , medical diagnosis and surgery [3] , surveillance monitoring, remote sensing [4] , and astronomy. All these problems can be cast as the following:
where A ∈ R m×n is the blurring matrix, x org ∈ R n×1 is the ''true'' but unknown image, y ∈ R m×1 represents the blurred image, and v ∈ R m×1 stands for the additive noises or perturbation signals. With the aim of obtaining as much information as possible from a given blurred image, it is crucial to design efficient and reliable algorithms. In general, image deblurring problem (1) can be transformed into the following so-called least squares (LS) problem:
where . denotes the Euclidean norm. Since the blurring matrix A in image deblurring problems are usually illconditoned, solutions of above LS problem often have huge norm and become meaningless [5] . To alleviate this difficulty, various methods have been proposed to tackle this problem. One of popular strategies is to use regularization methods. Among these methods, the l 1 regularization based method has received considerable attention. From this view point, problem (1) can be recasted as
where x 1 = n i=1 |x i | stands for the l 1 norm, λ > 0 is a regularization parameter. In most case, images in the wavelet domain have sparse representation. Thus, employing l 1 term in the convex optimization problem (3) promotes sparse solution.
It is well known that the resultant optimization problem (3) can be seen as a second order cone programming problem and can be solved using modern methods such as interior point methods [6] . Unfortunately, this method can only handle small scale problems. To efficiently deal with these problems, various types of methods have been proposed for solving problem (3) . Recently, the first-order gradient-based methods have been used for solving problem (3) . This class of methods have simplicity and fast convergence capabilities. The main computational effort of first-order gradient-based methods are on matrix-vector multiplication involving A and A T . Therefore, a number of first-order gradient-based approaches have been designed to solve the problem (3), including iterative shrinkage-thresholding algorithm (ISTA) [7] , two-step ISTA [8] , fast iterative shrinkage thresholding algorithm (FISTA) [9] , monotone FISTA [10] , and improved fast iterative shrinkage thesholding algorithm (IFISTA) [11] . ISTA is actually a proximal forward-backward iterative method. Specifically, the ISTA algorithm generates x t+1 as
where µ > 0 is constant parameter, S α : R n → R is the shrinkage operator and is defined as
In order to devise more efficient and faster algorithms, some variants of ISTA have been proposed. The twostep ISTA algorithm, extended from basic ISTA algorithm, is proposed in [7] to get fast convergence rate. Using the subspace optimization can also accelerates the ISTA algorithm [12] . By integrate the Nesterove's rule [13] into ISTA, Beck and Teboulle [9] have proposed FISTA algorithm for linear inverse problems. Through mathematical analysis, they reveal that the convergence rates of ISTA and FISTA are O(1/T ) and O(1/T 2 ) [9] , respectively. However, the FISTA algorithm may exhibits a nonmonotonicity property in few iterations [10] , which incurs extremely nonmonotone or even diverge. As we known, monotonicity is a desirable property of minimization algorithms. To alleviate this shortcoming, Beck and Teboulle [10] have extended the nonmonotone version of FISTA to monotone version of FISTA (MFISTA), and pointed out that the MFISTA algorithm remains the same as the convergence rate of FISTA but seems much more robust and stable than FISTA. With the aim of further accelerating FISTA algorithm, Bhotto et al. [11] have proposed IFISTA algorithm for image deblurring by adding a positive definite matrix W n into the update step of FISTA. With a matrix W n , the Lipstichaz constant and the stability of IFISTA remain the same as that in the FISTA. Moreover, the IFISTA algorithm stay the same simplicity as in the FISTA algorithm. However, extensive experiments show that the IFISTA algorithm is faster and better image restoration capability than FISTA algorithm.
In this paper, we will develop a more efficient and faster algorithm for solving image deblurring problem. The proposed method extends the IFISTA algorithm by using a sequence of over relaxation parameters which do not satisfy Nesterov's rule. More precisely, our algorithm is based on the IFISTA algorithm, but achieves a slightly faster convergence rate and better restoration capability than IFISTA algorithm do. Besides, our proposed algorithm well keeps the computational simplicity of IFISTA algorithm.
The main contributions of our paper include the following:
• We propose a fast and efficient algorithm for image deblurring problem, which extends IFISTA algorithm from satisfying Nesterov's rule case to not satisfying Nesterov's rule case.
• In addition, we study the convergence of our proposed method, with a sequence of over relaxation parameters. Specifically, we obtain some relatively fast convergence rate for the objective function G(x t ) − G(x * ). As a result, we get an -accuracy solution after (C/ ) 3/2a − a + 1 iterations, and our proposed algorithm enjoy the same computational complexity as in FISTA and IFISTA algorithms.
• Furthermore, we investigate the local variation of the iterations x t − x t−1 which is still unknown in FISTA algorithm and IFISTA algorithm so far. The reminder of this paper is organized as follows. Section II introduces some existing first-order algorithms. Section III presents our proposed algorithm and provides theoretical analysis. Section IV displays numerical experiments to verify the efficiency of our algorithm. Section V gives some concluding remarks of our paper.
II. RELATED WORK
Before introducing our proposed algorithm, we first give a brief review of the related work about gradient-based methods, which are widely used for solving image deblurring problems.
In this paper, we consider image deblurring problem of the form
where f (x) = Ax − y 2 and h(x) = λ x 1 . Obviously, both f and h are convex. Besides, f is smooth and differentiable with ρ-Lipschitz continuous gradient, i.e., f (
During last decades, the ISTA algorithm has been extensively studied and used for solving (6) . At the tth iteration, the ISTA algorithm generates x t+1 as
where µ ∈ (0, 1/ A T A ), and
denotes the shrinkage operator. The ISTA algorithm converges with a O(1/T ) rate, where T is the number of iterations. Adopting Neserov's rules in each iteration of ISTA algorithm, Beck and Teboulle [9] have proposed FISTA algorithm. The main steps of FISTA algorithm can be simply 58120 VOLUME 6, 2018 represent as
As can be seen from above description, the FISTA algorithm is nearly the same as the ISTA algorithm, but the resultant convergence rate is improved to O(1/T 2 ).
With the aim of obtaining faster convergence rate and better restoration capability, Bhotto et al., [11] have proposed IFISTA algorithm. The core idea of IFISTA algorithm is adding a positive definite matrix in the update step (9) , that is
The weighting matrix can be set to the following form
It should be noted that the IFISTA algorithm and the FISTA algorithm share the same properties, such as Lipstichz constants and stability. Besides, the weighting matrix W n is often predetermined in terms of (10), and can be efficiently obtained. Thus, the IFISTA algorithm has no additional computational burden. In summary, the IFISTA algorithm is as simple and effective as the FISTA algorithm, but IFISTA algorithm can achieve faster convergence speed and better image restoration capability than FISTA algorithm.
III. THE PROPOSED ALGORITHM AND ITS CONVERGENCE
In this section, we introduce the proposed modified improved fast iterative thresholding algorithm (mIFISTA) and discusses some of its basic properties. References [9] and [11] suggested that using Nesterov's rule to improve their convergence rate. However, we will show that some relatively fast convergence rate can be obtained for the objective function with a sequence of over relaxation parameters which do not satisfy the Nesterov's rule.
A. THE PROPOSED ALGORITHM
Both IFISTA and FISTA algorithms employ the Nesterov's rule to improve their convergence rate, it means that the sequence θ t in these two algorithms should satisfy
and θ 1 = 1. In real application, the sequence θ t in IFISTA and FISTA algorithms are acquired by solving θ 2 t − θ t = θ 2 t−1 . Theoretical analysis shows that this choice enable these two algorithms converge to a minimizer and is nearly optimal. However, if such equality do not hold true, then one can obtain some other advantages. For example, by setting θ t = t+a−1 a (a ≥ 2), we can obtain a sequence x t generated by FISTA algorithm, which will weakly converge to the minimum value of g [15] . For this purpose, the tuning of the sequence t k become a subtle issue.
In our paper, we study a small modified version of IFISTA algorithm where α t = t t+a , a ∈ (0, 3). By this setting, the inequation (11) is no longer hold true, which means that the Nesterov's rule is not satisfied. However, the convergence analysis shows that the mIFISTA algorithm achieves slightly faster convergence speed and better image restoration capability than FISTA and IFISTA algorithms. The modified IFISTA algorithm can be simply shown as
where W n is defined in (10) . We can easily find from above that our proposed algorithm preserves the simplicity of IFISTA and FISTA algorithms. The mIFISTA algorithm is outlined in Algorithm 1.
Algorithm 1 Modified Improved Fast Iterative Thresholding Algorithm(mIFISTA)
Require: Predetermined and fixed W n , t max , λ ≥ 0, a ∈ (0, 3), and µ
x t = S(y t−1 − µW n f (y t−1 )) 5 :
α t = t t+a 7: End For Ensure: x t .
B. CONVERGENCE
Now, we focus our attention on the convergence analysis of mIFISTA algorithm. First, we introduce some sequences which will be used in the sequel of this paper.
where
For any µ > 0, ξ > 0 and t ≥ 1, we define
where λ max is the maximum eigenvalue of matrix A T A. Now, we extend Lemma 3.1 given in [15] which will be used in our proof. VOLUME 6, 2018 Lemma 1: For anyx in Hilbert space H andx = q(x) = S(x − µW n f (x)), then the following inequation is satisfied:
According to the definition of q(.),x is the minimizer of the following function
Hence, we have
By [11] , we also have
Hence, the inequality (20) is equal to
Now, since f (x) is convex function, we get
Using (22) in (21), we obtain
According to the definition of g, we further get
Thus, we get the desired result
It should be note that by choosing W n = I , the [15, Lemma 3.1] is a special case of our Lemma III.1. Now, we can begin to prove our main result by means of Lemma III.1 and assuming that x * ∈ H is a minimizer of (6). Theorem 1: The sequence {x t } t∈N generated via mIFISTA with a ∈ (0, 3) satisfy for every t ≥ 1
Furthermore, for µ = 2a 3 and ξ = 4a 2 9 , we obtain
where C > 0 is a constant. Proof: By applying Lemma III.1 to pointsx = y t ,
x * , and using the fact thatx = x t+1 = S(y t − µW n f (y t )), we have
Using the convexity of G, we get
Adding (29) by
G(x * ) and using the definition of w t , we have 2
Multiplying (30) by θ 2 t+1 and using the fact that θ t+1 = t + a and α t = t/(t + a), we obtain
Adding (31) by
we can simplify as
where Using the relation
we have
VOLUME 6, 2018 the first inequality follows from (33), the equality (36) and (37) follow from (34) with z = µx * and z = x * , respectively. By definition of E t , we can get
Using (40) in (38), we get
Replacing p t+1 with (2 − µ)(t + a) − 1, we obtain 
Using the inequality
Using (46) in (42), we get
Hence the first desired result is obtained.
The proof process of second part is nearly the same as that the proof process of [16, Th. 3 .2], we omitted here. Using the above theorem, the convergence of mIFISTA algorithm will be shown as follows. 
where C > 0 is a constant. Proof: We can easily find that the second and third term of E t are non-negative, and using the result of Theorem III.2, we obtain
Replacing θ t with t + a − 1, we have
which is (48).
58126 VOLUME 6, 2018 Using the relation
Since θ t = t + a − 1, µ = 2a/3 and ξ = 4a 2 /9, we further get
which is (49). Remark 1: Since we choose a ∈ (0, 3), our result is relatively faster than IFISTA algorithm. We will further show this property in Section IV.
IV. EXPERIMENTS
In this section, we validate our proposed method mIFISTA algorithm for image deblurring problems by conducting several evaluations on real image data. We compare our proposed algorithm with two state-of-the-art image deblurring VOLUME 6, 2018 methods, including IFISTA and FISTA algorithms. We scale the test images pixels into the range (0,1) in all examples. Followed by [9] and [11] , the original images are blurred by a Gaussian blur of size 9 × 9 and standard deviation 3 [5] . Besides, the reflexive (Neumann) boundary conditions [5] , [9] , [11] is employed and we perform the shrinkage operation on three-stage Haar wavelet transform domain. Similar to [11] , unless stated otherwise, we use a predetermined W 8 in the following examples. All the algorithms are implemented in MATLAB R2014a on a PC with windows 10 system and an Intel(R) Core(TM) i7-6700 3.40GHz CPU, and 8GB RAM. The parameters in IFISTA and FISTA algorithms are obtained by recommended setting. The parameter λ max and weighting matrix W n in our proposed algorithm can be obtained as the same way in [11] . For performance evaluation, we adopt the Peak Signal-to-Noise Ratio(PSNR).
A. RESULTS ON NOISELESS RECOVERY
We first consider clean blurred images, it means that the blurred images are not contaminated. As did in [11] , we let the regularization parameter µ equal to 0. In mIFSITA algorithm, we set a = 1.5. Additionally, the iterations numbers are fixed to 2000 for all three algorithms in first test.
In test 1, the evaluations are conducted on the Cameraman and Lenna images. The test images are listed in Fig. 1 . Fig. 2 shows the recovered images which obtained by using FISTA, IFISTA, and proposed mIFISTA algorithms. In Fig. 3 , we also depict the PSNR curves along the number of iterations which are obtained by three algorithms for Cameraman and Lenna.
From Fig 2, we can obviously find that the results of our proposed algorithm are the best. Furthermore, the PSNR curves in Fig. 3 reveal that mIFISTA algorithm has evident recovery accuracy advantages compared with FISTA and IFISTA algorithms. Besides, our algorithm is faster than other two algorithms. Specifically, the running time of recover Cameraman image by using mIFSITA, IFISTA and FISTA algorithms are 119.7s, 121.5s and 131s, respectively. And the running time of recover Lenna image by using three algorithms are 120.5s, 121.4s and 160.4s, respectively. This verifies our theoretical results. Therefore, taking both accuracy and efficiency into consideration, our proposed mIFISTA algorithm has the best recovery performance among three algorithms.
B. RESULTS ON NOISY RECOVERY
In the next group tests, we consider contaminated blurred images. We use an additive white Gaussian noise with variance 10 −6 for contaminate the blurred images. In addition, the regularization parameter λ is set to 2 × 10 −5 in all three algorithms. In mIFSITA algorithm, we set a = 0.8.
In test 2, we use contaminated blurred Cameraman image. The number of iterations in this test is set to 90. Fig. 4 shows the recovered images by using different algorithms. Fig. 5 shows the PSNR curves by using three algorithms, where we can find mIFISTA algorithm has the highest PSNR values in every iteration.
The results in Fig. 4 and Fig. 5 demonstrate that our proposed mIFISTA algorithm perform best among three algorithms. This test again illustrates that our algorithm is the fastest one among three algorithms. Specifically, the running time of mIFISTA, IFISTA and FISTA algorithm in this test are 7.17s, 7.36s and 7.2s, respectively. This test also again verifies our theoretical results.
In test 3, we repeat test 2, except that we use contaminated blurred Lenna image. The number of iterations in this test is set to 60. The restored images and PNSR curves obtained by FISTA, IFISTA, and our proposed mIFISTA algorithms are shown in Fig. 6 and Fig. 7 , respectively.
We can easily seen from Fig. 6 and Fig. 7 that our proposed mIFISTA algorithm achieves the best performance. The running time needed for recovery by using mIFISTA, IFISTA and FISTA algorithms are 5.47s, 5.81s and 5.64s, respectively.
C. RESULTS ON DIFFERENT WEIGHTING MATRICES
In test 4, we use Boat image and different W n in order to further illustrate the efficient of mIFISTA algorithm. The number of iterations in this test is set to 120. The test images are shown in Fig. 8 . The recovered images and PNSR curves obtained by using IFISTA and mIFISTA algorithms under different W n are demonstrated in Fig. 9 and Fig. 10 , respectively.
The recovered images and PSNR curves obtained in Fig. 9 and Fig. 10 show the same results in the previous tests, mIFISTA algorithm has the better recovery performance and higher PSNR values than IFISTA algorithm under different weighting matrix W n . In this test, we again reveal that our proposed algorithm is converge faster than IFISTA algorithm in each weighting matrix.
D. RESULTS ON DIFFERENT LEVEL NOISE SIGNALS
In test 5, we will examine the robustness of our proposed algorithm by using Barbara image. In this test, we will adopt VOLUME 6, 2018 three additive white Gaussian noise signals with variances 10 −5 , 10 −6 and 10 −8 to contaminate the blurring images which are obtained by the same way in test 3. We keep the same parameters as in test 3 and the number of iterations in this test is set to 60. We present the restored images and PSNR curves which obtained by using FISTA, IFISTA, and mIFISTA algorithms in Fig. 11 and Fig. 12 , respectively.
Obviously, our algorithm is superior to the other two algorithms in terms of restored image quality and converge rate under different level of white Gaussian noise signals. In other words, mIFISTA algorithm is the most robust among three algorithms.
E. RESULTS ON VARYING PARAMETER A
In the last test, we will illustrate that varying the parameter a has little influence on the performance of mIFISTA algorithm, so that one could safely use a ∈ (0, 3) to make sure the iterates converge to a solution. In this test, we consider three different scenarios, that is, a = 1, 1.5 and 2.9. We again use Boat image and an additive white Gaussian noise with variance 10 −6 . The recovered images and PSNR curves are illustrated in Fig. 13 and Fig. 14, respectively. 
V. CONCLUSION
In this paper, we proposed an efficient and fast shrinkage thresholding algorithm called mIFISTA algorithm for image deblurring problems. The key idea is to adopt a sequence of over relaxation parameters which are not satisfy Nesterov's rule instead of the original rules in IFISTA and FISTA algorithms. As the same time, our proposed algorithm inherits the great efficiency advantages of first-order gradient-based methods and as simple and effective as the FISTA and IFISTA algorithms, which is more suitable for large-scale image deblurring problems. In addition, theoretical analysis shows that our proposed algorithm has some relatively faster convergence rate than FISTA and IFISTA algorithms. Furthermore, we investigate the local variation of the iterations which is still unknown in FISTA algorithm and IFISTA algorithm so far. Finally, extensive experiments on image debulurring problem validated that our proposed algorithm is more efficient and robust. Specifically, we compare our proposed algorithm with FISTA and IFISTA algorithms on a series of scenarios, including the different level noise signals as well as different weighting matrices. All results demonstrate that our proposed algorithm is able to achieve better recovery performance, while being faster and more efficient than others. Professor at the School of Software, Tianjin University. His research interests are in distributed artificial intelligence, machine learning, game theory, multi-agent systems, and adaptive and autonomous systems. His primary research focus is on automated negotiation and the applications of machine learning. VOLUME 6, 2018 
