Current data processing tasks require efficient approaches capable of dealing with large databases. A promising strategy consists in distributing the data along with several computers that partially solve the undertaken problem. Finally, these partial answers are integrated to obtain a final solution. We introduce distributed shared nearest neighbors (D-SNN), a novel clustering algorithm that work with disjoint partitions of data. Our algorithm produces a global clustering solution that achieves a competitive performance regarding centralized approaches. The algorithm works effectively with high dimensional data, being advisable for document clustering tasks. Experimental results over five data sets show that our proposal is competitive in terms of quality performance measures when compared to state of the art methods.
I. INTRODUCTION
As a consequence of the explosive growth of the web, the integration of search engines into personal computers and mobile devices, and the extensive use of social networks, the clustering of text for document organization has become a crucial aspect for web data management. Clustering is one of the most critical tasks in text mining. It plays an essential role in efficient document organization, topic extraction, summarization, and ad-hoc information retrieval. Nowadays, the generation of large amounts of documents surpasses the computational capacity of personal computers and even one of the high-performance computers. Recent estimates indicate that the amount of web pages indexed in the web is higher than 50 billion. 1 Therefore, it is of great interest to develop algorithmic techniques able to organize, classify, and summarize document collections. Accordingly, it is necessary to implement algorithms that work with text collections distributed into multiple machines. Also, these algorithms have to perform efficiently in modern hardware, particularly within parallel processing frameworks in multi-core architectures.
In real scenarios such as Collection Selection [4] for distributed search engines, in which for a given query the The associate editor coordinating the review of this manuscript and approving it for publication was Xiaojie Guo. 1 http://www.worldwidewebsize.com/, last access at 26 th June 2019 node containing the most suitable collection must be picked, the challenges related to scalability and efficiency of clustering methods have become very important [24] . Traditional algorithms often assume that the whole dataset fits main memory (RAM), and thus, every document can be accessed at any time with no access latency. In scenarios where the size of the collection is much bigger than RAM, this memory allocation process is unfeasible. There are two approaches successfully applied to the construction of clustering algorithms able to process big data. The first one introduces constraints on the number of passes allowed on a document [32] . These types of algorithms involve less computational costs than other methods, although they tend to produce large clusters. Also, these methods provide groups that have a strong dependence on the order in which the data is processed. The second approach exploits multi-core architectures to perform parallel processing of the data [33] . Talia [28] identified three primary strategies in the parallelism used in data mining algorithms. 1) Independent parallelism where each processor accesses to the whole data to operate but do not communicate with each other. 2) Task parallelism where each processor runs different tasks in each partition or the entire data set. 3) Single Program Multiple Data, or SPMD parallelism, where multiple processors execute the same algorithm on different partitions and exchange the partial results to cooperate. Most of the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ parallel clustering algorithms follow the combinations of task and SPMD parallelism using a master-slave architecture. SPMD combines the computational power of a single machine with the scalable storage capability of a distributed system by partitioning the data into several independent nodes connected through a network [27] . In general, SPMD algorithms work at two levels: local level, and global level [17] , [30] , [31] . At the local level, all nodes carried out a clustering algorithm independently from the other nodes. Usually, the same clustering algorithm is running in each node, producing a collection of local models. Then, these models are transferred to a central node to form a global model. The global model is then transmitted to nodes to update the local models [31] . We adhere to this strategy to design our algorithm.
SPMD seems promising since it allows us to exploit the local capabilities of single computers with multi-core architectures. Within this research line, there are two variants regarding the data generation scenario. On the one hand, in some problems where the data set is extensive but collected in a centralized fashion, the strategy employed consists in partitioning the collection into several nodes. This scheme leads to the transmission of a lot of data during the execution of the algorithm [26] . On the other hand, there are some problems inherent to distributed databases as privacy issues [13] or costs involved in data consistency constraints [21] .
The focus of our work is to provide a clustering algorithm capable of working with text collections. Text collections, given how they are represented, lead to high-dimensional vector representations. An effective way to cluster highdimensional data is to use the shared nearest neighbors (SNN) algorithm [15] . SNN can process data according to a notion of density, which works well with high dimensional data.
Ravichandran et al. [36] introduce a modification of SNN to work with high dimensional data. It deals with the hubness problem, i.e. how to discard the effect of highly connected points in density estimation. The authors use a transformation called unscented transform to sample the core points of the SNN space. The transformation approximates a Gaussian, from which a density sampling is performed on the candidate points. The work shows that this modification in the density sampling method could improve the robustness to noise and, at the same time, limit the oversampling of hubness points. The effects of this modification would indicate that the algorithm could make a better estimate of the number of clusters since it would limit the effect of noise and outliers in the clustering process.
We take some inspiration from Ravichandran's work to use density-based sampling in an environment with distributed data. Since density-based sampling shows good properties to noise and outliers, we decided to study its properties on disjoint text partitions. As a result, we introduce Distributed Shared Nearest Neighbors clustering (D-SNN for short), an algorithm that can work with distributed text datasets. D-SNN is an extension of the C-SNN clustering algorithm introduced by Ertoz et al. [10] that works with centralized data. Our algorithm works over disjoint data partitions, conducting sampling over core points in each node. Core points, previously introduced in the famous algorithm DBSCAN [9] , are density prototypes. Our algorithm takes advantage of core points using them to conduct density-based sampling at the node level. Then, a master node collects each sample to conduct a consolidation phase, producing a global cluster solution. To validate our proposal, we conduct experiments over five data sets, showing that our algorithm is feasible and outperforms C-SNN. The use of core points as density prototypes makes D-SNN resistant to white noise. This property is a skill that D-SNN maintains since it uses density-based sampling, just like DBSCAN. Since D-SNN searches for highdensity data regions, it can discard low-density regions with white noise. However, the detection of core points introduces two parameters, Eps and MinPts, the similarity threshold and the minimum number of points in each data ball needed to tag core points, respectively. To limit the effect of parameter sensibility on cluster quality, we provide a data-driven approach for parameter tuning.
To achieve this result, we explored several research directions.
• We evaluate clustering algorithms in five different datasets, showing that D-SNN outperforms its competitors.
• We study the time complexity of C-SNN density-based clustering.
• We study how to use density-based sampling favoring resistance to white noise in low-density regions.
• We study how to provide a data driven approach for parameter tuning. By addressing all these problems, we show that it is possible to provide a distributed clustering algorithm to deal with text collections. The main strength of the proposed algorithm is its ability to use disjoint data partitions to return high-quality clustering results. This strength will avoid centralizing data partitions in a single data node to provide a clustering overview, reducing the computing load for clustering distributed data partitions.
This article extends our prior contribution: • results on computational load and feasibility of D-SNN on distributed data partitions. The remainder of this document is structured as follows. First, a review of the literature on scalable and distributed data clustering methods is presented in Section II. Next, we introduce our algorithm in Section III. Experimental design, along with the attained results, is presented and discussed in Section IV. Finally, we conclude in Section V highlighting conclusions and discussing future work.
II. DISTRIBUTED CLUSTERING ALGORITHMS
As far as we know from the literature, most of the existing efforts for the construction of clustering techniques capable of operating in scenarios with distributed data have been focused on low dimensional data (less than 100 attributes) in contrast with document collections in which a document vector for a small collection may have about 10 4 attributes. Nevertheless, the main advances in distributed data clustering are detailed below, especially highlighting those contributions focused on methods capable of dealing with high dimensional data.
A. PARALLEL CLUSTERING ALGORITHMS
Xu et al. [31] presented a parallel version of DBSCAN (PDBSCAN). The authors introduced the 'shared-nothing' architecture with multiple computers interconnected through a network. A fundamental component of the shared-nothing system is its distributed data structure. They introduced the dR*-tree, a distributed spatial index structure in which the data is spread among multiple computers and the indexes of the data are replicated on every computer. Using this index, the authors proposed a parallel version of DBSCAN which could run simultaneously on several data partitions. Performance evaluation showed that PDBSCAN offers nearly linear speed-up and an excellent scale-up and size-up behavior. Dhillon and Modha [7] presented an algorithm that exploits the inherent data-parallelism in the k-means algorithm. They analytically showed that the speed-up and the scale-up of the algorithm approach the optimal as the number of data points increases. The implementation of this proposal was done on an IBM POWER parallel SP2 with 16 nodes. The authors showed that the algorithm achieved nearly linear relative speed-ups. Also, the algorithm achieved linear scale-up in the size of the data set and the number of clusters desired. For a 2-gigabyte test data set, the implementation drives at more than 1.8 Gigaflops.
Another scalable approach based on secondary memory consists in designing algorithms able to work within the MapReduce framework. In this context we highlight the contributions made by Ene et al. [8] in which they tackle the k-medians problem by using MapReduce. The authors proposed a fast clustering algorithm with constant-factor approximation guarantees. The algorithm uses sampling to decrease the data size, running a time-consuming clustering algorithm such as local search or Lloyd's algorithm on the resulting data set. The proposed algorithm has sufficient flexibility to be used in practice since they run in a constant number of MapReduce rounds. The experiments show that the algorithms' solutions are similar to or better than other solutions.
Bahmani et al. [2] introduced a novel parallel implementation of k-means. The proposed algorithm, named k-means++, obtains an initial set of centers that is close to the optimum solution. A major limitation of k-means++ is its sequential nature, which avoids its use on massive data. This limitation is due to one must make k passes over the data to find a good initial set of centers. Then, the authors show how to drastically reduce the number of passes needed to obtain a good initialization. The proposed initialization obtains a nearly optimal solution after a logarithmic number of passes and then shows that in practice a constant number of passes suffices.
De Vries et al. [6] proposed a scalable algorithm that clusters hundreds of millions of web pages into hundreds of thousands of clusters. It does this on a single mid-range machine using efficient algorithms and compressed document representations. The algorithm was applied to two webscale crawls (ClueWeb09 and ClueWeb12) covering tens of terabytes of text. The proposed algorithm uses the entire collection in clustering and produces several orders of magnitude more clusters than the existing algorithms. Fine-grained clustering is necessary for meaningful solutions in massive collections where the number of distinct topics grows linearly with collection size. Cluster quality was assessed in two downstream tasks, the ad-hoc search of relevance judgments and spam classification. These results show that the clustering on massive data is useful for a number of web data management tasks.
A parallel version of SNN was proposed by Kumari et al. [37] using an R-tree structure. The parallel version makes use of an implementation of the R-tree in shared and distributed memory. The focus of the work is on the efficiency of the algorithm, so the authors provide evidence that indicates that its implementation is scalable in massive datasets. Although they do not provide evidence regarding the use of the algorithm in high dimensional data, since the dataset of greater dimensionality used by the authors is KDDCUPB74d, with vectors of 74 components, the experiments show very competitive speed-ups in massive datasets. A limitation of the work consists in the lack of evidence concerning the quality of the clusters found.
Plattel [39] proposed a distributed version of SNN. In that version, a centralized data structure is maintained from which the distribution of data to different machines is carried out. That version of SNN requires the choice of a machine that synchronizes the process of data distribution as well as the creation of a structure that indexes the collection. The authors indicate that it is enough to use a decision tree to index the data. The tree is used to drive the clustering process helping the phase of merging in the master node.
B. CLUSTERING ON DISTRIBUTED DATA
Kargupta et al. [16] proposed a method to conduct Principal Component Analysis (PCA) over heterogeneous and distributed data. Based on this contribution, they also introduced a clustering method. Once the principal global components VOLUME 7, 2019 are obtained by using the distributed method, they are transmitted to each node. In each partition, the local data is projected onto the components, and then a traditional clustering technique is applied. Finally, a master node integrates the local clusters to obtain a global clustering solution.
Liang et al. [20] presented another algorithm for PCA over distributed data. In that proposal, each node computes PCA over its local data and transmit them to a master node. This node uses the received components to estimate the principal global components, which are then sent to each data node. Then, in every node, each data partition is projected onto the global components to compute a coreset. Finally, the global coreset is used to obtain a global clustering model.
Li et al. [19] proposed an algorithm named CoFD, which is a non-distance based clustering algorithm for high dimensional data. Based on the Maximum Likelihood Principle, CoFD attempts to optimize its parameter settings to maximize the likelihood between data points and the model generated by the parameters. Then, a distributed version of the algorithm, called D-CoFD, was proposed. The authors claim that the experimental results on both synthetic and real data sets show the efficiency and effectiveness of both algorithms.
C. DISTRIBUTED APPROACHES FOR DENSITY-BASED CLUSTERING
Klusch et al. [17] proposed a novel distributed clustering algorithm based on non-parametric kernel density estimation, which takes into account the issues of privacy and communication costs that arise in a low dimensional distributed data environment. Januzaj et al. [14] presented a scalable version of DBSCAN that is also capable of operating over distributed collections. First, the best local representatives are selected depending on the number of points that each one represents sending the chosen points to a master node. The master node is in charge of clustering the local representatives into a single new model, which is then transmitted to the data nodes improving their local group structure. Unfortunately, experimental results show that the algorithm does not work well with high dimensional data.
D. DISTRIBUTED APPROACHES FOR PARAMETRIC CLUSTERING
Merugu and Ghosh [25] introduced a framework for clustering distributed data in unsupervised and semi-supervised scenarios, taking into account several requirements, such as privacy and communication costs. Instead of sharing samples of the original data, the authors transmit the parameters of suitable generative models built in each data node to a master node. The authors show that the best representative of all the data is a kind of "average" model. They show that this model can be approximated by sampling the underlying local distributions using Markov Chain Monte Carlo techniques. Also, a new measure that quantifies privacy based on informationtheoretic concepts was proposed, showing that decreasing privacy leads to a higher quality of the combined model. The authors provide empirical results on different data types to highlight the generality of their framework. The results show that high quality distributed clustering can be reached with little privacy loss and low communication cost.
Kriegel et al. [18] proposed a distributed model-based clustering algorithm that uses the EM algorithm for detecting local models in terms of mixtures of Gaussian distributions. They present an efficient and effective algorithm for deriving and merging local Gaussian distributions producing a meaningful global model. In a broad experimental evaluation they demonstrate that the framework scales-up in a highly distributed environment.
E. DISTRIBUTED APPROACHES FOR PROTOTYPE-BASED CLUSTERING
Forman and Zhang [11] introduced a technique to parallelize a family of centroid-based data clustering algorithms. The idea of the proposed algorithms is to communicate only sufficient statistics, yielding linear speed-up with excellent efficiency. The proposed technique does not involve approximation and may be used in conjunction with sampling or aggregation-based methods, such as BIRCH [23] , lessening the degradation of their approximation and handling large data sets. The authors demonstrate that even for relatively small problem sizes, it can be more cost-effective to cluster the data in-place using an exact distributed algorithm than to collect the data in one central location for clustering.
Balcan et al. [3] provides novel algorithms for distributed clustering for two popular prototype-based strategies, k-median, and k-means. The proposed algorithms have algorithmic guarantees and improve communication complexity over existing approaches. The proposed algorithm maps the problem of finding a clustering solution to finding a small size coreset. The authors provide a distributed method for constructing a global coreset which improves over the previous methods by reducing the communication complexity, and which works over general communication topologies. Experimental results on large scale data sets show that this approach is feasible.
Mashayekhi et al. [22] proposed GDCluster, a fully distributed clustering algorithm capable of dealing with dynamic data. GDCluster works by merging cluster prototypes obtained in each node employing a partition or densitybased algorithm. In the case of partition-based methods, the prototypes correspond to centroids. For density-based methods, they use core points. GDCluster presents an interesting decentralized way of computing a summarized view of the complete dataset through gossip-based continuous cooperation. Its relation with our proposal corresponds to the usage of DBSCAN-based core points as representatives of each data node. Nevertheless, no experiments over high dimensional data were presented by the authors.
Azimi and Sajedi [1] followed a similar strategy to GDCluster introducing GDSOM-P2P. The method uses a variation of the Self-Organizing Maps (SOM) to select representative data in each data node, sharing this information according to a gossip-based protocol. Besides, GDSOM-P2P is a robust decentralized algorithm; its dependency on SOM makes difficult its scalability for high dimensional data.
III. DISTRIBUTED SHARED NEAREST NEIGHBORS CLUSTERING
We present a distributed clustering algorithm based on Shared-Nearest-Neighbor (SNN) clustering [10] . This method automatically identifies the number of underlying groups in each data partition along with a set of representative points for each one. We pose that this method can deal with collections arbitrarily distributed across a Master/Worker architecture. The algorithm operates in two stages: The first one starts by processing the data in each partition, producing a set of density-based samples, i.e., core points, transmitting back a sample set of these core points to the master node. In the second stage, the master node joins the sample points received and then conducts an SNN clustering over them. Finally, a set of representative points is labeled, also defining a new set of core points that summarizes the overall collection. An overall scheme of the method is shown in Figure 1 . The circle symbolizes the master node, and each rectangular block denotes the collection of workers. The continuous arrows represent the communication flow and the labeled boxes the tasks executed by the master or the workers.
A. PARAMETERS OF THE ALGORITHM
The proposed method comprehends four parameters, namely k, and then we could define different values for the parameters and ω. Note that the values of Eps and MinPts may differ between the master and the workers. Accordingly, we could define different values for these parameters having Eps m and MinPts m in the master node and Eps w and MinPts w in the workers. The value of k represents the size of the neighborhood over which the SNN similarity measure is computed. The neighborhood of each data point is calculated using a proximity function in the original feature space (e.g., term vector space in the case of documents). In the SNN space, the value of Eps denotes the similarity threshold beyond which two points are considered as close. Then, the similarity in the SNN space corresponds to the number of shared neighbors between two different data points. Additionally, a point is identified as a core point when the number of points close to it in the SNN space surpasses the value of the density parameter MinPts. Finally, the value of the parameter η rules the size of the sample set of core points that is transmitted to the master node.
B. STAGES OF THE ALGORITHM
The overall procedure performed by the master node is depicted in Algorithm 1. Firstly, the dataset is randomly partitioned in a set P of partitions with |W| data blocks, assigning each one of them to a worker. Then, the master node is responsible for consolidating the partial results obtained in each worker.
The initial stage starts by performing algorithm 2 in each worker. This procedure starts by computing the sharednearest-neighbor similarity [15] between each pair of data points and storing it into the matrix SNN. This matrix is square and contains as many rows as points the dataset has. Each coefficient SNN(i, j) denotes the size of the intersection between the k-neighborhoods of two points i and j. In order to deal with high dimensional data, we employ the cosine similarity as the base measure. Note that this function can be replaced with a different one depending on the nature of the data. Then using the SNN matrix already computed, each worker runs a centralized shared-nearest-neighbor clustering [10] , obtaining a set of core points and clusters. It is after the complete execution of this procedure that the master node receives the core points identified in each worker. Since our method is based on DBSCAN, it may identify too many core points in each cluster, especially under the presence of dense groups. Therefore, only a weighted sample of points from each cluster is transmitted to the master, limiting the costs involved in data communication. The size of the sample is controlled by η.
To explain how this sample is built, let us consider a single worker and a cluster l from a clustering solution L X . A weight is computed for each data point in l, according to the expression:
where N c denotes the total number of core points in the clustering solution and N l the number of core points in l. Note that N l corresponds to |l ∩ C X |, where C x is the set of core points of the data partition. This function was designed to build a sample that represents both dense and sparse clusters alike avoiding bias to dense clusters. On the one hand, if l is dense, the fraction N l N c will be close to 1, so the weight of each point in l will be small. On the other hand, if N l is small concerning N c , the weight of each data point in l will be higher. Finally, in this stage, each worker reports to the master node the sample built from each cluster found. 
The master procedure (see Alg. 1) continues after all workers transmit their data point samples to the master node, merging them into a single set S. After calculating the sharednearest-neighbor similarity on S, the centralized sharednearest-neighbor clustering procedure is applied obtaining a new set of core points C and a global clustering solution L . Then, the master node calculates a new set of data points, L C ,
Algorithm 2 Stage 1 -Worker Procedure
Result: Set of corepoints and a set with sample data from each group Function stage1(X , η, Eps w , MinPts w , k):
Algorithm 3 Stage 2 -Worker Procedure
Result: Groups of data points assigned to the worker and points identified as noise Function stage2(X , L C , Eps w , k):
which corresponds to the core points of each cluster identified in the global solution, L . Then, a consolidated clustering solution L is initialized with L C . After transmitting L C to each worker, the final stage starts running algorithm 3. Each worker w executes the algorithm 3 using its original data partition π w . Within this procedure, each data point is associated with the cluster of its nearest core point in L C , excluding those points whose proximity to its nearest core point in L C is lower than Eps w . These last points are marked as noise points and added to a set of noise points N w . Then, the set of noise points N w , and the list of clusters L w consolidated in each worker are sent to the master node for a final labeling step.
In the final part of the algorithm 1 the local clusters L w and the noise sets N w reported by the workers are merged into the global clustering solution. Finally, the overall clustering represented by the set of clusters L and the set of noise points N is reported by the master node.
ILLUSTRATIVE EXAMPLE
We provide an illustrative example by applying D-SNN over the synthetic 2-dimensional data set shown in Figure 2 , which was used by Guha et al. [12] when introducing the CURE algorithm. As figure 2 shows, the data set contains five clusters, depicted with different colors. The dataset contains many noise points (more than 2k points over a data set of 70k data points). The algorithm was executed over eight disjoint data partitions created using uniform sampling at random. The SNN similarity was computed using Euclidean neighborhoods of 90 data points. Parameter MinPts is set to 30 and parameter ω is set to 0.3. The attained results when using parameter Eps equal to 50 and 60 are shown in figures 3 and 4, respectively. Figures 3 and 4 show the effectiveness of our algorithm and its robustness to the presence of noise. By contrasting Figure 2 against 3 and 4, it is noticed that the noise layer was successfully removed by our clustering algorithm in both cases. Note that the Eps value had an impact on the sensitivity of the algorithm to detect noise points, i.e., a higher value for this parameter is accompanied by an increasing rate of points marked as noise as it is especially noticed in the bridge of points that connect both ellipsoids in Figure 2 .
C. COST OF THE ALGORITHM
Assuming that D has n data points and the system works over P nodes, the cost of the SNN space construction per node is n 2 P 2 . The cost of the labeling process per node is linearly upper bounded by the partition size O( n P ) (the worst case happens when the entire partition is marked as core point).
The cost of data transmission per node is ruled by η and is upper bounded by the partition size O(η · n P ). In the master node, the size of the centralized sample S is upper bounded by O(η · n). Then, the construction of the SNN space over S costs η 2 · n 2 . The cost of the labeling process is upper bounded by the size of S. Then its cost is O(η · n). As the costs are governed by the quadratic costs involved in SNN construction, the total cost of D-SNN is ruled by 1 P 2 + η 2 · n 2 . The factor 1 P 2 + η 2 represents the fraction of C-SNN that D-SNN is able to reduce.
IV. METHODOLOGY AND EXPERIMENTAL RESULTS
In this section, we assess the performance of D-SNN on five data sets comparing its effectiveness against C-SNN [10] . Also, we include two methods in the evaluation: Firstly, an SNN-graph bisection method successfully employed in text clustering tasks [34] . Secondly, a parallel version of K-means++ proposed by Bahmani et al. [2] and successfully implemented into the Spark framework. In this section, the former algorithm is denoted as Graph Clust and the latter is denoted as Kmeans||.
Each data set was partitioned into four disjoint partitions produced by a uniform sampling process at random. Then, each partition was distributed onto different data nodes in which the initial stage procedure was conducted. Then, the results obtained after performing the final stage procedure in the master node were assessed.
A. DATA SETS
The experiments were performed over 5 data sets containing documents represented as vectors in high dimensional term spaces. We use the well-known text data set 20-Newsgroups (M5 partition), a document collection that contains almost 5000 news coming from different subjects, namely computers, motorcycles, baseball, science, and politics.
The remaining four document sets were extracted from the Tipster collection. 2 In specific, we include in our evaluation DOE, a data set which contains short abstracts of the Department of Energy, FR which contains reports of actions taken by U.S. government agencies, SJMN, a collection of news published by the San Jose Mercury News, and ZF, a collection of news about computers published by Ziff-Davis Publishing Co.
In table 1, we summarize the number of documents, the size of the vocabulary, the number of classes and the percentage of non zero values (a measure of the sparsity of the collection) per data set. Note that all these collections are quite sparse and also their document vectors are spread onto high dimensional term spaces with tens of thousands of features. 
B. TEXT PROCESSING
To obtain a representative set of terms for each collection, the documents were processed following the steps indicated in Figure 5 . This figure shows standard text processing steps commonly used in information retrieval and text mining tasks. Firstly, as documents within the Tipster collections come in SGML format, their content was retrieved. Then, spacing and punctuation marks were removed. After this step, the set of terms was filtered using an English stop-word list, which aids to remove meaningless words (e.g. the, of, by).
None other process was applied to the documents in this work (e.g., stemming or lemmatizing) in order to keep the text content as similar as possible to the source and especially to allow subsequent generalizations of the performance results without any tie to a specific data set. Finally, the selected terms within each collection were sorted, and then the vocabulary was determined (the vocabulary size reported in table 1 corresponds to the vocabulary obtained after document processing).
After the vocabulary of each collection was built, the number of occurrences of its terms in each document was computed and used to build the vector representation of each document. Let f i,j be the number of occurrences of a term i of the vocabulary V in the document j of the collection. Let n i be the number of documents of the collections that contain the term i. The following expression quantifies the weight of term i within a document j:
which corresponds to the Tf-Idf weighting scheme of the term i for the document j. We use the cosine proximity to measure the similarity between each pair of documents in each data set. To understand differences and resemblances across data sets, we plot the similarity matrix of each dataset by sorting the documents consecutively by their class labels. A grayscale was employed for each plot in which darker spots denote higher similarity values. These matrices are depicted in figures 6 to 10.
The matrices mentioned above show darker rectangular patches along the diagonal line, showing the presence of clusters. Also, 20NG (Fig. 6 ) and ZF (Fig. 10) show pairwise similarities not much higher than the ones outside the clusters, suggesting that the data points in these data sets are very sparse. In the case of the DOE collection ( Fig. 7) , some spots outside the diagonal appear suggesting the existence of cluster overlapping. Finally, both SJMN ( Fig. 9 ) and FR ( Fig. 8 ) collections show small squares embedded into big squares along the diagonal, suggesting the existence of nested clusters. 
C. CLUSTERING QUALITY MEASURES
In this work, we used external validation measures to assess cluster quality. To this end, we employed the Adjusted-Mutual-Information, Homogeneity, Completeness and V-Measure.
The Adjusted-Mutual-Information (AMI) measure was proposed by Nguyen et al. [29] and evaluates how much information of a ground truth class is represented into the resulting clustering. The Homogeneity (HOM) metric measures the extent in which the clusters contain only data points which are members of a single class. The Completeness (COM) metric accounts for the extent to which all the data points that are members of a given class belong to the same cluster. The V-Measure (VM) corresponds to the harmonic mean between Homogeneity and Completeness. These metrics take positive values within [0, 1], except for the Adjusted-Rand-Index, which is within [−1, 1]. For all of these measures, larger values denote a better clustering quality.
D. GRID SEARCH OF PARAMETERS
To report the best performance found for each algorithm, we conducted a grid search for K , Eps and MinPts. The results were evaluated in terms of V-Measure. We used the same grid for C-SNN and D-SNN. The grid used consists of 432 configurations with K in {15, 30, 50, 70, 90, 110}, Eps in {3, 5, 8, 10, 15, 20, 25, 30, 35, 40, 45, 50} and MinPts in {5, 10, 15, 20, 25, 30}. For the Graph Clust algorithm we tested the same values for K but no difference in the performance was detected. Additionally, since the Graph Clust and Kmeans|| algorithms require the number of groups as a parameter (k-direct algorithms), this parameter was set to the known number of classes of each dataset, allowing to evaluate a fair comparison between our algorithm and our competitors. We show the best parameters for C-SNN and D-SNN in Tables 2 and 3 , respectively.
In the case of D-SNN, we run our experiments using w = 0.3 over 4 partitions.
E. RESULTS
The results of our experiments are shown in Table 4 . Bold fonts indicate the best result for each experimental configuration. Table 4 shows that D-SNN obtains the best performance in almost all the experiments, showing that our algorithm can improve clustering quality by conducting density sampling over disjoint partitions. These results are due to the robustness of D-SNN to the presence of noise points. Also, as density sampling is conducted over disjoint partitions, the performance of the algorithm increases. Then, the robustness of the algorithm to the presence of noise limits the influence of noise points on clustering solution. The last finding explains why D-SNN outperforms C-SNN.
As depicted in figures 6 and 10, 20NG and ZF exhibit a low discrimination power of the underlying similarity measure in the vector term space spanned by the document vectors in each collection. Table 4 shows that this phenomenon affects both centralized algorithms, especially C-SNN in 20NG, by hindering their capability of identifying homogeneous clusters. The lower values of the AMI scores support this finding.
Also, the similarity matrix for DOE ( Fig. 7) shows an unbalanced data set, a fact that can be evidenced by observing the uneven patch sizes along the diagonal in its similarity matrix. Table 4 shows that D-SNN works well under this scenario. This finding suggests that the shared near neighbor approach helps to address this obstacle.
Finally, similarity matrices for data sets FR ( Fig. 8 ) and SJMN ( Fig. 9) show embedded square patches along the diagonal, which suggests a hierarchical structure of the underlying classes. Table 4 shows that D-SNN works well under this scenario, and accordingly, the impact on the performance of nested clusters is successfully drawn by D-SNN.
In summary, our experiments show that the extraction of core-points, together with the sampling strategy followed to transmit the representatives to the central node, enable more precise discrimination of each group. Regarding the Kmeans|| algorithm implemented within the Spark framework, it attained poor performance scores over all data sets. This observation is due to the high dimensional nature of text data. Another factor that explains this poor performance is class unbalance. Finally, it is important to stress that Spark Kmeans|| currently corresponds to one of the most successful implementations of a distributed clustering algorithm in terms of scalability.
F. AN HEURISTIC FOR PARAMETER TUNING
In the previous section, we showed that D-SNN outperforms C-SNN in almost all the experiments. However, the comparison was made using the best values found for the parameters using a grid search. The performance of each parameter assignment was evaluated in terms of V-Measure, a performance measure that uses actual labels to measure cluster quality. In an unsupervised learning scenario, D-SNN will work with unlabeled data. As observed by Rukmi et al. [38] , SNN is an algorithm sensitive to the choice of the parameters k, MinPts, and Eps. Indeed, a high value of k determines that the number of neighbors of each document may include documents with low similarity, deteriorating the quality of the clusters found. Likewise, a high value of Eps produces more documents classified as noise. Finally, a high value of MinPts causes SNN underestimating the actual value of the number of clusters. Given the implications that an unfortunate choice of SNN parameters has on the quality of the results, a datadriven tuning strategy of these parameters is required.
In this section, we discuss how to tune the parameters of D-SNN on unlabeled data. In order to do this, we present a useful and straightforward data-driven heuristic to tune Eps and MinPts.
Our heuristic is inspired by the sorted k-sim graph used by Ester et al. [9] in DBSCAN. The k-sim graph corresponds to the graph of similarities of each point to its k-nearest neighbor. The sorted k-sim graph is the k-sim graph with similarities sorted in decreasing order. As was pointed out by Ester et al. if we use k = MinPts, the sorted k-sim graph shows an inflection point. They selected Eps from the sorted k-sim graph, a value that is identified using the knee of the curve. However, they did not provide a way to determine the value of MinPts.
Our heuristic comes from an observation made on sorted k-sim graphs. Note that, in addition to Eps and MinPts, C-SNN and D-SNN has an additional parameter named k, which determines the size of the neighborhood where the SNN space is computed. We calculate a set of sorted k-sim graphs for different values of k. Note that k corresponds to the parameter used in the SNN space for similarity calculation, and k is the parameter of the sorted k-sim graph, then k and k are different.
We noted that the shape of each plot is almost insensitive to k. Different values of k produce a rescaling of the plot in terms of distances, but the shape remains the same. As sorted k-sim graphs are insensitive to k, we need to fix k considering other criteria. On the one hand, an important criterion to fix k is to avoid unnecessary computation. A high value of k will demand the maintenance of large neighborhoods lists for SNN calculation. On the other hand, a low value of k may discard close points in high-density regions. Then, we propose to use a value for k, considering the density of the dataset. This parameter will be proportional to the density of the data set in the original space. The higher the density of the space, the higher the value of k. To avoid a linear increment on k due to data size, we introduce a sublinear factor log(n p ), where n p corresponds to the size of the data partition. Note that for C-SNN, n p = n, where n corresponds to the size of the dataset. Therefore, we estimate k by: k = n · nnz 100 · log(n p ).
For instance, in 20NG as n = 4743, and nnz = 0.167, then k ≈ 63 for C-SNN and 52 for D-SNN. Then we round k to the closest number multiple of 5. To tune MinPts, we use sorted k-sim plots for several values of k. The highest value of k = k (rounded), is useful to start the search of k from k in decreasing order in decrements of 10. These curves are shown in figures 11 to 15. Note that low values of k produce less convex curves and high values of similarities. Ester et al. [9] observed convex curves for k-sim graphs (DBSCAN was evaluated using k=4). We propose to use the sensitivity to k of sorted k-sim graphs to tune MinPts and Eps.
We set the value of MinPts to the lower value of k that produces convexity in the k-sim plot. We conduct a search for MinPts, starting from k. A binary search on k is advisable to avoid unnecessary computation of k-sim curves when k is high. Figures 11 to 15 show the results of this procedure over the five data sets used in this work. In some data sets, the curves are almost equivalent in terms of convexity (e.g., see figures 11 and 14) . In these cases, we choose the value that is in the middle of the search range. In other cases, the change in convexity is more notorious (e.g., see figures 13 and 15) . Note that Eps is retrieved using the knee of the curve (the projection of the point to the y-axis). These figures also show that the values found using our heuristic are similar to the ones showed using grid-search. The only exception to this finding was observed in 20NG, where the value of k was over-estimated. The results of both algorithms using our tuning heuristic in terms of cluster quality are shown in Table 5 . Table 5 shows the results in terms of the V-Measure after using our tuning procedure. This scenario is close to a real in production scenario, where the clustering task is conducted over unlabeled data, and accordingly, the search for the optimum clustering solution is, at some extent blind. We note that D-SNN outperforms C-SNN in all the comparisons. The results show that C-SNN and D-SNN are sensitive to parameter tuning. Accordingly, an incorrect parameter setting may decrease the performance of D-SNN. D-SNN performs well in these experiments. We understand that the use of partitions and the distributed nature of the algorithm can reduce the impact of parameter tuning on performance. In general, density-based clustering algorithms are susceptible to parameter tuning. We evidence that a distributed density-based algorithm can limit parameter sensitiveness, finding an additional suitable property to our algorithm.
In summary, the results show that our algorithm performs well in distributed collections being precise in detecting the cluster structure of the analyzed data. In addition, the datadriven tuning method reduces the impact of parameter sensibility. 
G. EMPIRICAL ASSESSMENT OF THE COMPUTATIONAL COST
In order to illustrate the distributed nature of the proposal in a real scenario, a randomly selected 50% of the full 20NG dataset (10k documents) is clustered by DSNN with 4 workers. The CPU load of each node is recorded and contrasted against the stages of the algorithm described in section III-B. Figure 16 depicts this information along with two task flows corresponding to the main stages carried by the master and each one of the workers.
In the first part of the plot of Figure 16 , until time step 0, the master and the workers records a computational load due to initialization operations. From time step 0 onward, data partitioning and distribution are performed by the master until time step 10. Some steps before time step 10, Stage 1 begins by invoking the clustering and sampling tasks in each worker. Around time step 25, all workers start to send back their core points along with the sampled points to the master, which starts a centralized clustering task over these summary data. After this procedure is finished around the time step 32, labels are sent from the master to each worker to re-cluster its initially assigned partition and send back the updated labeling to the master node. Finally, around time step 42, the master starts to consolidate the final clustering of the whole dataset. The plot illustrates how the algorithm works in a distributed environment and shows the alternation in the computational load between the master and the worker nodes. It can be seen that the workers carry a good part of the load and that the stages executed by the master have a shorter duration, which favors the scalability of the algorithm preventing the master from transforming into a bottleneck for DSNN.
H. LIMITATIONS OF THE METHOD
Undoubtedly, one of the limitations of clustering algorithms is their sensitivity to hyperparameters. In the case of densitybased algorithms, such as DBSCAN and our distributed version D-SNN, the parametric sensitivity determines the quality of the clusters found. By providing a data-oriented parameter tuning strategy, D-SNN decreases the impact of this weakness.
Clustering algorithms tend to be noise sensitive. Since D-SNN uses density-based sampling, it is capable of dealing with noise that produces points in low-density regions. A limitation of density-based clustering algorithms is the inability to distinguish between data sources and noisy point sources. Consequently, D-SNN could confuse a point source of noise, marking it as a cluster if the density sampling conditions allow choosing enough samples from such a source.
V. CONCLUSION AND FUTURE WORK
In this work, a distributed clustering method able to deal with text collections was proposed. In order to assess its VOLUME 7, 2019 utility, especially for recovering the cluster structure underlying each collection, its performance was compared against two centralized approaches (C-SNN and Graph Clust). Also, its performance was compared to k-means||, a fast implementation of the famous prototype-based clustering algorithm implemented in Spark. Our algorithm outperformed all these algorithms on five different data sets. The results corroborate the ability that D-SNN has to work in a high-dimensional dataset, such as those produced with tf-idf vectorization on text.
Five real text collections were employed to show the weaknesses and strengths of the shared-nearest-neighbor approach. The results indicate that D-SNN, in addition to its power to process distributed data collections, maintains the functional properties of C-SNN. Also, D-SNN improves the capability of dealing with high-density spaces.
The proposed method can be easily extended to impute a label for each data point of a given collection. That is, after the final stage in the central node, the labels of the clustered core-points can be re-transmitted to their original workers. Then, each document can be labeled according to their nearest core-point. Nevertheless, although this task is essential for automatic tagging (e.g., automatic generation of Web directories), we think that the main contribution of this work lies in collection summarization. Our algorithm can obtain a summary of the groups hidden in an extensive and distributed collection, a task that is unfeasible on a single machine.
As future work, we propose to provide an implementation of D-SNN on a big-data framework as Mahout or Spark. With such an implementation, we will able to take advantages from the scalability of our proposal. As our experiments show that D-SNN is very useful in terms of clustering quality, the addition of scalability properties will provide at the same time a fast and effective distributed clustering algorithm for researchers and practitioners.
