Abstract: This paper proposes an extended Stochastic Impacts by Regression on Population, Affluence, and Technology (STIRPAT) model to investigate the factors driving industrial carbon emissions in China. In the first stage, a spatial Durbin model is applied to investigate the determinants of regional industrial carbon emissions. In the second stage, a geographically and temporally weighted regression is applied to investigate temporal and spatial variations in the impacts of these driving factors on the scale and intensity of regional industrial carbon emissions. The empirical results suggest that the provinces with low carbon emissions act as exemplars for those with high carbon emissions and that driving factors impact carbon emission both directly and indirectly. All of the factors were investigated, except energy intensity, energy price, and openness, significantly impact carbon emissions. Overall, the results suggest that spatial correlation, heterogeneity, and spillover effects should be taken into account when formulating policies aiming at reducing industrial carbon emissions. The paper concludes with relevant policy recommendations taking full account of the regional industrial carbon emissions, heterogeneity and spillover.
Introduction
For the past two decades, China has been one of the world's fastest growing economies, with an average annual Gross Domestic Product (GDP) growth rate of 10.4% between 1990 and 2010. This, combined with the fact that China is the world's most populous country, has led to unprecedented growth in energy demand, especially that for fossil fuels. The 2013 World Energy Outlook reports that China and India accounted for about 10% of total world energy consumption in 1990 but around 24% in 2010. China's economy rapidly developed between 1990 and 2010, and the country's carbon dioxide emissions more than tripled during this period. By 2010, China's carbon emissions constituted 24% of global emissions. After gains in energy efficiency coupled with deployment of cleaner energy, enabled by economic development, China's carbon intensity (measured in CO 2 emitted per unit of GDP), declined by 15% between 2005 and 2011. Projections indicate that China and India will continue to lead not only future global economic growth but also future growth in energy demand, making up 34% of total world energy consumption in 2040.
Electricity demand is the main driver of China's emissions growth: coal-powered electricity generation was responsible for almost all emissions growth between 1990 and 2010, despite notable improvements in the emissions performance of coal-fired power generating processes. In addition, the demand for large-scale infrastructure investments and Chinese products has grown in tandem with the economy. This has motivated increased energy consumption-mainly of fossil fuels-by the industrial sector, which accounts for around 70% of China's total carbon emissions. The government has recognized the need to prioritize reducing industrial-sector carbon emissions. This is reflected, for example, in the country's 12th Five-Year Plan, which aims to lower CO 2 emissions per unit GDP by 17% between 2010 and 2015. Provincial and local governments are central to implementing this plan, which requires a systematic understanding of China's industrial energy use and CO 2 emissions at sub-national levels. In particular, a spatial understanding-at the provincial and, where possible, local government levels-would help policymakers identify the areas of the greatest energy-saving and emissions-reduction potential.
Most past studies have investigated this issue at the national or aggregate level. The development of spatial econometrics, however, has presented researchers with an opportunity to incorporate spatial dynamics into their analyses of the trends and drivers of China's carbon emissions. Most of these studies empirically test the environmental Kuznets curve (EKC) hypothesis at the regional or industry level. The EKC argument hypothesizes that there is a relationship between various indicators of environmental degradation and economic development measured in terms of income per capita. It argues that initially, environmental degradation rises as a country industrializes; as the country develops economically and is able to invest in combating environmental degradation and the economy shifts from industry to services, however, environmental outcomes improve. Prior work using spatial panel data models has shown that China's regional economic development is spatially correlated with environmental quality [1] [2] [3] [4] [5] [6] [7] . By estimating a spatial panel data model with fixed effects, Zhu et al. [8] (pp. 65-74) empirically investigated the EKC of China's regional emissions of industrial pollutants. They found that regions' industrial pollutant emissions are strongly correlated and that the spatial panel data model is more robust than the traditional panel model. Wang et al. [9] (pp. 818-825) also applied a dynamic spatial panel data model to examine the relationship between China's environmental pollution and its economic growth. The results revealed that environmental pollution is spatially correlated, supporting the hypothesis that the EKC does exist. Yao and Ni [10] (pp. 1432-1438) and Xu and Deng [4] (pp. 30-43) applied spatial panel data models to analyze the relationship between China's carbon intensity and foreign direct investment (FDI). The results showed that FDI decreases China's regional carbon intensity due to FDI's technology spillover effect, which reduces CO 2 emissions and associated carbon intensity. Yu [11] (pp. 93-101) also applied a spatial panel data model to investigate the causes of low energy efficiency. That study found that both increases in total factor productivity (TFP) and changes in industrial structure increased China's energy efficiency, with the former playing a more important role than the latter. Wei et al. [12] (pp. 478-488) conducted a comparative study on China's energy efficiency among countries and confirmed China's low energy efficiency. Wei et al. [13] (pp. 552-565), Choi et al. [14] (pp. 198-208) and Wang et al. [7] (pp. 2584-2600) investigated the regional carbon emission efficiency for Chinese Provinces. However, previous studies did not consider the spatial patterns and drivers of carbon emissions for China.
This paper seeks to contribute to the spatial understanding of patterns and drivers of industrial carbon emissions in China. Such analysis is important due to the substantial nature of the cross-regional variation in industrial carbon emissions. As such, for policies aimed at reducing carbon emissions to be effective in China, they must be anchored in a comprehensive understanding of spatial dynamics and reflect the variations in emissions reduction potential across regions. To provide such insights in the form of more effective estimates, this paper applies a spatial econometric model, incorporating both temporal and spatial effects, to investigate the factors influencing regional industrial carbon emissions. Based on the estimations, the paper provides practical and effective policy recommendations for reducing industrial carbon emissions in China.
Materials and Methods

The Extended STIRPAT Model
Ehrlish et al. [15] (pp. 1212-1217) were among the pioneers proposing the IPAT (Impact, Population, Affluence, Technology) accounting identity for the impact of human activities on the environment. The IPAT equation, born out of a need to identify sources of human-induced environmental change, posits that interactions between population size, affluence or economic growth, and technological change impact the environment as follows:
where I represents environmental impact, P is population size, A is affluence or wealth per capita, and T is the technology level. 
where a represents the model coefficient; b, c, and d are the coefficients on population, wealth, and technology, respectively; and e is the error term. Environmental pressure is represented by I, population size by P, wealth by A, and technology by T. Taking the natural logarithm of both sides leads to Equation (3) .
The elasticity between the independent variables and the dependent variable is reflected in the coefficients, which express the percentage change in the dependent variable arising from a 1% change in the dependent variable, all else held constant. The STIRPAT model builds on the IPAT equation by making it possible to test hypotheses, allowing estimation of the coefficients and decomposition of the influencing factors, and allowing for the inclusion of other factors. Studies based on the model and its adjustment include Dietz and Rosa [21] (pp. 277-300) and York et al. [22] (pp. 351-365).
This paper extends the STIRPAT model to investigate the various impacts of the factors driving regional industrial carbon emissions in China. At the regional industrial level, the level or scale of investment is considered a more important determinant of carbon emissions than is population size. As a result, we place population size with the scale of investment in our model. Additional variables, such as energy consumption structure, energy price, and openness (Openness: measured by the percentage of FDI in total investment by industrial enterprises, unit: %.), are also included. The resulting extended STIRPAT model is expressed as in Equations (4) and (5) .
lnCS " lna`β 1 plnSIq`β 2 plnIEq`β 3 plnEIq`β 4 plnECSq`β 5 plnEPq`β 6 plnOPENq`lne " α`β 1 plnSIq`β 2 plnIEq`β 3 plnEIq`β 4 plnECSq`β 5 plnEPq`β 6 plnOPENq`ε
lnCI " lna`β 1 plnSIq`β 2 plnIEq`β 3 plnEIq`β 4 plnECSq`β 5 plnEPq`β 6 plnOPENq`lne " α`β 1 plnSIq`β 2 plnIEq`β 3 plnEIq`β 4 plnECSq`β 5 plnEPq`β 6 plnOPENq`ε (5) where CS denotes the level or scale of carbon emissions (measured in 10,000 tons of industrial carbon emitted), CI is carbon intensity (CO 2 emissions per unit of industrial value-added, measured in tons/10,000 Yuan), SI represents the scale of investment (measured by total assets of industrial enterprises above a designated size, in 100 million Yuan), IE denotes industrial economic intensity (measured by industrial added-value per employee), EI is energy intensity (measured by energy consumption per unit of industrial added-value, in tons of standard coal per 10,000 Yuan), ECS is energy consumption structure (measured by the percentage of total energy consumption that is industrial coal consumption), EP is energy price (measured by producer price index for manufactured products), and OPEN is openness (measured by the percentage of FDI in total investment by industrial enterprises).
Spatial Econometric Model with Carbon Emissions
Starting from the improved STIRPAT, we build a spatial econometric model by taking into account the fact that carbon emissions are heterogeneous and spatially correlated among regions and industries. As highlighted in Equations (4) and (5), the two dependent variables used in the analysis are industrial: the level of carbon emissions and carbon intensity. The spatial panel data econometric model, which integrates spatial econometrics (spatial effects) and panel data (time effects), this paper utilizes a space and time fixed-effects in a spatial econometric framework. This makes spatial econometric analysis more efficient. The spatial panel data econometric model includes three basic models: the spatial lag panel data model, the spatial error panel data model, and the spatial Durbin panel data model. These models are discussed in detail below.
Spatial Lag Panel Data Model (SLPDM)
The spatial lag panel data model (SLPDM) used in the paper is represented as follows:
where CS it and CI it denote industrial carbon emissions scale and intensity of the region i at time t, respectively. ř w ij lnCS it and ř w ij lnCI it represent the spatial correlation between lnCS it and lnCI it of region i and that of its adjacent regions. lnSI it , lnIE it , lnEI it , lnECS it , lnEP it , and lnOPEN it are independent variables corresponding to region I at time t.δ is the spatial auto-correlation index, w ij is an element of the spatial weight matrix representing the spatial relations between regions i and j, α is the constant term, the βs are coefficients to be estimated, µ i is the individual (region) fixed effect and λ t is the time fixed effect.
Spatial Error Panel Data Model (SEPDM)
The spatial error panel data model (SEPDM) is specified as follows:
where lnCS it , lnCI it , α, β, µ i , λ t , ε it , lnSI it , lnIE it , lnEI it , lnECS it , lnEP it , and lnOPEN it are defined as in Equations (6) and (7). ϕ it denotes spatial error auto-correlation, and ρ is the spatial auto-correlation index.
Spatial Durbin Panel Date Model (SDPDM)
The spatial Durbin panel data model (SDPDM) is specified as follows:
where lnSI it , lnIE it , lnEI it , lnECS it , lnEP it , lnOPEN it , α, µ i , λ t are defined as in Equations (6) and (7). θ is a vector of coefficients to be estimated. We test the joint hypotheses H 0 : θ = 0 and H 0 : θ + δβ = 0; rejection of the hypotheses indicates that the SDPDM fits the data optimally. Our extension of the STIRPAT model not only allows examination of the impacts of the above-mentioned independent variables on the scale and intensity of a region's industrial carbon emissions but also makes it possible to examine the impacts of the adjacent regions' independent variables on a given region's industrial carbon emissions scale and intensity. It also allows measurement of the impact of the adjacent region's carbon emissions scale and intensity on a given region's industrial carbon emissions scale and intensity.
Spatial Weight Matrix
A spatial weight matrix must be constructed to reflect the spatial correlation among regions, and an appropriate spatial weight matrix is essential for obtaining a sound spatial econometric result. We opt for both geographic and economic spatial weight matrixes. The former is constructed via the inverse distance method.
where d ij is the distance between regions i and j, which is calculated using their longitudes and latitudes. The economic spatial weight matrix W* is a product of W and the economic weight matrix, E.
where G it denotes per capita industrial value-added, representing the actual industrial output per capita of region i at time t (Deflated by the price index in 2006). Thus, W* incorporates economic development into the weight matrix. Regional industrial carbon emissions are obtained from energy types via the stable carbon emissions factors for electricity and thermo, such as raw coal, washed coal, other washed coal, briquette, coke, coke oven gas, other gases, other coking products, crude oil, gasoline, kerosene, diesel oil, fuel oil, liquefied petroleum gas, refinery gas, other petroleum products, and natural gas. The data is from China Energy Statistical Yearbook 2007-2011 [23] .
Empirical Investigation
Model Specification
Two Lagrange Multiplier tests (LM-Lag and LM-Error tests) are applied to choose which model of those described in Sections 3.1-3 best fits the data. In classical panel data models, there are four options for fixed effects, namely individual fixed effects, time fixed effects, individual and time fixed effects, and no fixed effects. We test these four options via the LM test. Tables 1 and 2 show the LM test statistics for Models 1 and 2, with dependent variables Log (CS) and Log (CI), respectively. Table 1 shows that in Model 1 the LM statistic for the spatial error model with time fixed effects is significant at the 5% level. The LM statistics for the spatial lag model under no spatial effects and time fixed effects are significant (Table 2) . Thus, the hypothesis that spatial correlation does not exist is rejected. In addition, the likelihood ratio (LR) tests reject the hypotheses that individual fixed effects and time fixed effects do not exist, indicating that the individual and time fixed effect model outperforms its alternatives. We further determine which model (SLPDM, SEPDM, or SDPDM) best fits the data using Wald and LR tests. 
Industrial Carbon Emissions SDPDM
Three Durbin models are considered: (1) individual and time fixed effects (Model 3); (2) both time and individual effects, with bias correction borrowed from (Model 4) [23] ; and (3) individual random effect and time fixed effect (Model 5). The estimation results using Log (CS) and Log (CI) as dependent variables are reported in Tables 3 and 4 respectively. In Model3 and Model 4, the coefficients of SI, IE, EI, ECS, EP, OPEN, and σ 2 changed slightly after bias correction, and the coefficients of the spatially lagged dependent and independent variables are also sensitive to bias correction. Thus, bias correction is necessary for the spatial Durbin model with both individual and time fixed effects. The SDPDM has two hypotheses: H 0 : θ = 0 and H 0 : θ + δβ = 0; rejection of both indicates that the SDPDM fits the data best. Both Wald and LR tests reject the two hypotheses, suggesting that neither the SLPDM nor the SEPDM is appropriate. We thus opt for the SDPDM. Meanwhile, the Hausman test lends support to Model 4, the coefficients in Model 4 align with our expectations, and its goodness of fit is greater than those of the alternatives. 
Discussion
Since Model 4 fits the data best, we discuss only the results of Model 4, as shown in the third columns of Tables 3 and 4 respectively, for the two dependent variables. The coefficients on most of the independent variables are significant and have the expected signs. The coefficients for the spatially lagged dependent variables are negative and insignificant in both models (line 2, column 3 in Tables 3 and 4 ), indicating that carbon emissions are correlated among regions. A region's industrial carbon emissions are estimated to decrease by 0.05% if its neighboring regions' scale and intensity of industrial carbon emissions increase by 1%. This indicates that under the Chinese government's 11th Five-Year Plan, the provinces managed to optimize industrial structures, innovate in industrial technology, and encourage energy savings and reduced emissions in industrial enterprises. Since the successful provinces 'exemplary achievements play an important role in adjusting economic structures nationwide, strategic planning of regional industrial carbon emissions is necessary to further optimize the industrial structure and reduce industrial carbon emissions. Below we discuss the impacts of the independent variables on regional industrial carbon emissions.
Scale of Investment
The significant and positive coefficients on SI (line 3, Table 3 ) suggest that industrial investment contributes considerably to China's carbon emissions. The reason is that the dramatically increased energy consumption of the fast-expanding industrial sector has led to rapid growth in carbon emissions. Table 4 shows that SI positively impacts carbon intensity, but the relationship is statistically insignificant, suggesting that an increase in SI does not boost China's industrial carbon emissions intensity. Given the emissions reduction target of the industrial sector, it should take full responsibility for saving energy and reducing emissions, as it consumes the most energy and resources while emitting the most pollutants. The provinces have set targets for energy consumption per unit of industrial value-added, which is intended to lead to reduced industrial carbon emissions intensity. The coefficient on the spatially lagged variable W*Log (SI) significantly and positively impacts both the level and intensity of carbon emissions, suggesting that there are carbon emissions spillover effects from the level of investment. As provinces prioritize industrial carbon emissions reductions, investments flow to low-carbon industrial enterprises.
Industrial Economy
China is in an era of rapid industrialization, causing swift growth of both its industrial economy and its CO 2 emissions. The positive but insignificant impacts of industrial value-added per unit of labor (IE) on the level and intensity of carbon emissions, as found in this estimation, suggest that China's growth in industrial production is not the main driver of carbon emissions growth. Although industrial energy consumption and industrial carbon emissions are increasing, industrial carbon emissions intensity is decreasing. Thus, carbon emissions reductions are unlikely to be achieved by controlling industrial development but rather by adjusting the structure of industrial energy consumption, optimizing industrial structure, and following a low-carbon development path. The negative and significant coefficient on the spatially lagged variable W*Log (IE) shows that the industrial economy in one region can affect carbon emissions of other regions through spillover effects. This is explained by the fact that the adjacent provinces compete to develop low-carbon industries. These resource-saving and environmentally friendly industries are aimed at creating a sustainable and low-carbon economy.
Energy Intensity
Decreased industrial energy intensity arises mainly from technological innovation, which affects both the scale and intensity of industrial carbon emissions. We found a significant and positive impact of energy intensity (EI) on carbon emissions levels and intensity, indicating that the industrial low-carbon technologies are advancing and energy consumption per unit of industrial value-added is decreasing. This is beneficial for lowering carbon emissions and aligns with expectations. Recently, with the progress of industrial technologies, optimization of industrial structures, and efforts at energy savings and emissions reductions, China's industrial sector energy intensity is decreasing. This lowering of energy intensity is an important strategy for reducing China's industrial carbon emissions. No spatial spillover effects of energy intensity on carbon emissions are found: the coefficient on W*Log (EI) is positive but insignificant. This is because carbon emissions technology is hard to imitate across regions. The development of carbon emissions-reduction technologies is largely influenced by economic development and innovation capability of a given region. The large differences in research capabilities across regions block diffusion of these technologies.
Energy Consumption Structure
The rapid development of China's industrial economy has created need to optimize its industry consumption structure to slow long-term growth in carbon emissions. However, given resource constraints, a coal-intensive energy consumption structure is likely to remain in place for a long time. In this model estimation, energy consumption structure has a positive and significant effect on both the scale and intensity of carbon emissions, indicating that an increase in the coal intensity of total energy consumption has a negative effect on industrial carbon emissions reductions. Thus, increasing the ratio of non-fossil energies, such as wind, nuclear, and solar, to total energy consumption will support a reduction in the scale and intensity of carbon emissions. Furthermore, energy consumption structure has a spillover effect: the coefficient on W*Log (ECS) has a negative and significant impact on the intensity of carbon emissions. This spillover is due to competition among adjacent regions to save energy and reduce emissions. All provinces are trying to optimize their industrial energy consumption structures and develop green technologies, such as non-fossil energies, so measures should be taken to let the availability of new and renewable energy types play an important role in adjusting the structure of industrial energy consumption.
Energy Price
In this paper, the energy price refers to the producer price index for manufactured products. In theory, factor prices are negatively correlated with factor demands. The energy price has a negative but insignificant effect on carbon emissions levels and intensity, indicating that the role of energy prices in shaping China's industrial carbon emissions is statistically insignificant. To meet the increasing industrial demand for energy (and accompanying growth in carbon emissions), China needs to scale upmarket supervision and inspection and enforce a price-forming mechanism for important energy types, such as electricity and gas. Under such a mechanism, energy prices can act as signals of energy demand and supply. When energy price in one region increases, producers in that region would be expected to purchase energy from adjacent regions, causing increases in total carbon emissions. However, we find no evidence that spillover effects exist for energy prices, probably because the release of regional energy price information is inefficient. When energy prices rise in the region, especially regions that rely on industrial development, it will purchase energy from the neighboring regions, resulting a slightly increase of industrial carbon emissions. Therefore, China should improve and perfect the price information release system and stabilize social expectations.
Openness
Accelerating urbanization has pushed up energy consumption and CO 2 emissions. In recent years, the need for a low-carbon economy has necessitated importing advanced technologies from abroad, and these foreign imports are also expected to be environmentally sustainable. Thus, openness should decrease carbon emissions. However, this hypothesis is rejected in the estimation results: the coefficient on OPEN is negative but insignificant, as is that on W*Log (OPEN), suggesting that OPEN does not have spillover effects. It shows that the changes of opening level in China has a limited negative effect on China's industrial carbon emissions, but the rise in opening level can still help to reduce carbon emissions which make it of great significance. China buy low carbon technology and clean energy from abroad, and attract low carbon foreign investment. FDI technology spillover effect can reduce China's carbon emissions scale and intensity. These methods both play a positive role in reduce China's carbon emissions scale and intensity. In the Durbin Model which use natural logarithm Log (CS) (CS: carbon emission scale) and Log (CI) (CI: carbon emission intensity) as the explanatory variable, the opening level spatial lag estimated coefficient is negative, but it is not significant. This indicating that there is a limited spatial spillover effect of opening level. The reason is mainly reflected in the spillover effect of competition between neighboring regions, while they open the gate to the world. Regions have accelerated the pace of industrial opening, this laid a solid foundation for China to stick to the low-carbon economic development.
Spillover Effect of Regional Industrial Carbon Emissions
It is common to use point estimates from one or more spatial regressions to test the existence of spillover effects. Lesage and Pace [2] (pp. 19-44), however, argue that using point estimates from multiple spatial regressions will bias prediction of spillover effects. They further decompose spillover effects into direct and indirect effects.
The SDPDM model Equation (13) can be rearranged as Equations (14) and (15) .
where Y it is the dependent variable for region i at time t, X it is a vector of independent variables of region i at time t, α is the constant term, θ is similar to β, which is a Kˆ1 vector of coefficients, µ i is an individual-fixed effect, and λ t is a time-fixed effect. Taking partial derivatives of the k th independent variable X on both sides, we obtain:
where W ij is the (i, j) element of the matrix W. The direct effect is defined as the sum of the diagonal elements in the right matrix while the indirect effect is defined as the average of all the non-diagonal elements (Lesage and Pace, 2009 ). Identifying the direct and indirect effects via this method has drawbacks in that calculating (I´δW)´1 is time-consuming. To solve this, Lesage and Pace [2] (pp. 19-44) propose another method, specified in Equation (17) .
The models estimating the direct and indirect effects in Equation (16) are denoted as Method 1 and Method 2 using Equation (17) . Table 5 displays the direct and indirect effects estimated through Method 1, for Model 4 with Log (CS) as the dependent variable. The results differ slightly between Method 1 and Method 2, but all variables have direct and indirect effects. SI, EI, and ECS positively and significantly impact the scale of carbon emissions, while IE, EP, and OPEN insignificantly impact it, although their signs are as expected. Table 6 displays the direct and indirect effect estimates for Model 4 with Log (CI) as the dependent variable. The results do not differ from the Model 1 results. All variables have direct and indirect effects, direct effects of EI and ECS on intensity of industrial carbon emissions are positive, and the direct effects of SI, IE, EP, and OPEN are all insignificant, although the signs are as expected. On the other hand, SI, IE, and ECS have significant indirect effects. We can thus argue that spillover effects do exist. Spillover effects imply that the independent variables affect the dependent variable via the spatially lagged variables. The differences indirect and indirect effects are substantial for all the control variables, indicating that failing to explicitly model the spatial correlation would lead to estimation bias. Note: * represents significance at 10%, ** 5%, and *** 1% respectively. Note: * represents significance at 10%, ** 5%, and *** 1% respectively.
Conclusions
In this paper, an expanded Stochastic Impacts by Regression on Population, Affluence, and Technology (STIRPAT) model was conceptualized to investigate the factors driving regional industrial carbon emissions in China. Based on provincial panel data from 2006 to 2010, a spatial Durbin model was applied to test the impacts of these contributing factors on the scale and intensity of industrial carbon emissions, examine the spatial correlation of industrial carbon emissions among provinces, and consider the determinants' potential spillover effects. In addition, a geographically was applied to investigate the regional heterogeneity in the impacts of the driving factors on the scale and intensity of industrial carbon emissions. The main conclusions from these analyses are as follows.
First, most of the driving factors significantly impact the scale and intensity of carbon emissions, and their signs align with expectations. The coefficients on the spatially lagged dependent variables are estimated to be negative but insignificant, suggesting that industrial carbon emissions are highly correlated among regions. As a result, the exemplar role of the low-carbon-emissions provinces is of great importance in fostering nationwide low-carbon economy.
Second, the driving factors impact carbon emission both directly and indirectly. Considering the indirect effects, all of the variables except for energy intensity, energy price, and openness have significant indirect effects. We can thus argue that spillover effects do exist: the independent variables affect the dependent variable via the spatially lagged variables. Using the transitional panel data model, which assumes the indirect effect to be zero, will bias the estimation. The differences in the direct and indirect effects of the control variables are substantial, indicating that ignoring spatial correlation would lead to estimation bias.
Third, the impacts of the influencing factors and their spillover effects vary across provinces. The results show substantial variation in the coefficients on the spatially lagged dependent variables of the control variables. The driving factors' influences on industrial carbon emissions and their spillover effects suggest that regional industrial spatial correlation, heterogeneity, and externalities must be taken into account during policy formulation. Considering the fact that industrial carbon emissions differ across regions, we propose the following strategies to reduce industrial carbon emissions: (1) a moderate increase in investment in low-carbon industries; (2) optimization of the structure of industrial energy consumption; (3) optimization of industrial structures; (4) innovation in industrial technology; and (5) effective coordination of planning related to regional industrial carbon emissions.
