Abstract. We introduce a new variant of tight closure and give an interpretation of adjoint ideals via this tight closure. As a corollary, we prove that a log pair (X, ∆) is plt if and only if the modulo p reduction of (X, ∆) is divisorially F-regular for all large p ≫ 0. Here, divisorially F-regular pairs are a class of singularities in positive characteristic introduced by Hara and Watanabe [HW] in terms of Frobenius splitting. Also, we prove a subadditivity property of adjoint ideals making use of the above interpretation.
Introduction
The multiplier ideal J (X, ∆) associated to a log pair (X, ∆) is defined in terms of resolution of singularities and discrepancy divisors, and one can view this ideal as measuring the singularities of (X, ∆). However, when ∆ is an integral divisor on a smooth variety X, the multiplier ideal J (X, ∆) is nothing but Ø X (−∆), and this ideal is useless to study the singularities of ∆. On the other hand, the adjoint ideal adj(X, ∆) of a boundary ∆ = i d i ∆ i (i.e., ∆ is an R-divisor with 0 ≤ d i ≤ 1) on a normal variety X is a variant of the multiplier ideal J (X, ∆), and it encodes much information about the singularities of ∆ even when ∆ is reduced. For example, Ein-Lazarsfeld [EL] and Debarre-Hacon [DH] used the adjoint ideal to study the singularities of ample divisors of low degree on abelian varieties, and Kawakita [Ka] used the adjoint ideal to prove inversion of adjunction on log canonicity. The purpose of this paper is to give an interpretation of the adjoint ideal via a sort of tight closure operation.
The notion of tight closure is a powerful tool in commutative algebra introduced in 1980's by using the Frobenius map. The notions of Fregular rings and F-rational rings are defined via tight closure, and they turned out to correspond to log terminal and rational singularities, respectively ([Ha1] , [HW] , [MS] , [Sm1] ). This result is generalized to the correspondence of the test ideal and the multiplier ideal associated to the trivial divisor ([Ha2] , [Sm2] ). Here, the test ideal τ (R) of a Noetherian local ring (R, m) of characteristic p > 0 is the annihilator ideal of the tight closure 0 * E R (R/m) of zero submodule in the injective hull E R (R/m) of the residue field of R, and it plays a central role in the theory of tight closure. Since we can enjoy the usefulness of multiplier ideals only by considering multiplier ideals associated to various divisors and ideals, Hara-Yoshida [HY] and the author [Ta1] defined variants of tight closure operation and "test ideals" associated to any given divisor and ideal. Then they proved the correspondence between their "test ideals" and multiplier ideals, building on earlier results of Hara [Ha2] and Smith [Sm2] .
In this paper, we introduce another variant of tight closure associated to a boundary, which we call divisorial tight closure, and investigate its properties. Actually, let (R, m) be a Noetherian normal local ring of characteristic p > 0. Then, given a boundary ∆ on X := Spec R, we define the divisorial ∆-tight closure I div * ∆ of an ideal I ⊆ R to be the ideal consisting of all elements x ∈ R for which there exists an element c ∈ R not contained in any minimal prime ideal of H 0 (X, Ø X (−⌊∆⌋)) such that
for all q = p e ≫ 0, where I [q] is the ideal generated by the q-th powers of elements of I. If N ⊆ M be R-modules, we can also define the divisorial ∆-tight closure N div * ∆ M of N in M similarly. We define the ideal τ div (R, ∆) to be the annihilator ideal of the divisorial ∆-tight closure 0 div * ∆ E R (R/m) of zero submodule in the injective hull E R (R/m) of the residue field of R. In case ∆ is the trivial divisor, the divisorial 0-tight closure coincides with the classical tight closure, and the ideal τ div (R, 0) is equal to the test ideal τ (R). The ideal τ div (R, ∆) establishes several properties similar to those of the test ideal τ (R). By virtue of the following theorem, which is a generalization of the results of [Ha2] , [Sm2] and [Ta1] , the ideal τ div (R, ∆) can be viewed as a characteristic p analogue of the adjoint ideal adj(X, ∆).
Theorem 0.1. Let (R, m) be a normal local ring essentially of finite type over a perfect field of characteristic p > 0, and let ∆ be a boundary on X := Spec R such that K X + ∆ is R-Cartier. Assume that (R, ∆) is reduced from characteristic zero to characteristic p ≫ 0, together with a log resolution f : X → X of (X, ∆) giving the adjoint ideal adj(X, ∆). Then adj(X, ∆) = τ div (R, ∆).
Plt singularities are one of the important classes of singularities arising in the minimal model program. Hara-Watanabe [HW] introduced the notion of divisorially F-regular pairs in terms of Frobenius splitting, and they conjectured that divisorially F-regular pairs correspond to plt singularities. The adjoint ideal defines the locus of non-plt points of (X, ∆) in X. Likewise, the ideal τ div (R, ∆) defines the locus of non-divisorially-F-regular points of (R, ∆) in X. Thus, the conjecture of Hara and Watanabe immediately follows from Theorem 0.1.
Also, in fixed prime characteristic, the ideal τ div (R, ∆) satisfies several nice geometric properties: the restriction theorem (Theorem 4.3), the subadditivity theorem (Theorem 4.5), the behavior under finite coverings which areétale in codimension one (Theorem 4.6), etc. The proof of those properties is quite algebraically via characteristic p method and does not depend on resolution of singularities or vanishing theorems. In particular, applying the correspondence in Theorem 0.1 to our subadditivity theorem for the ideal τ div (R, ∆), we can prove a subadditivity property of adjoint ideals (Theorem 5.5), but the author don't know how to prove it geometrically.
Multiplier ideals and Adjoint ideals
In this section, we briefly review the definition and local properties of multiplier ideals and adjoint ideals. Our main reference is [La] .
Let X be a normal algebraic variety over a field k of characteristic zero. If f : Y → X is a birational morphism of normal varieties over a field k, then we frequently fix the dualizing sheaf ω X of X (resp. ω Y of Y ) as a divisorial subsheaf of the rational function field k(X) = k(Y ) so that ω X and ω Y coincide with each other outside the exceptional locus Exc(f ) of f . Then the canonical divisor
Let ∆ = d i ∆ i be an effective R-divisor on X such that K X +∆ is R-Cartier, and let a ⊆ Ø X be an ideal sheaf. A log resolution of ((X, ∆); a) is a proper birational morphism f : X → X with X nonsingular such that aØ X = Ø X (−F ) is invertible and Exc(f ) ∪ Supp(f −1 * ∆ + F ) is a simple normal crossing divisor. The existence of log resolutions is guaranteed by Hironaka's desingularization theorem [Hi] . Let f : X → X be a log resolution of ((X, ∆); a). Then there are canonically defined real numbers a(E) = a(E, X, ∆), called the discrepancies of E with respect to the pair (X, ∆), attached to each prime divisor E on X having the property that 1 , which does carry significant information about the singularities of D. Let D be a reduced integral divisor and B be an effective R-divisor on X such that K X + D + B is R-Cartier and that D has no common irreducible component with the support of B. Let a ⊆ Ø X be an ideal sheaf such that no component of D is contained in the zero-locus of a. A log resolution of 1 Lipman called the multiplier ideal associated to an ideal a in a regular ring as the adjoint ideal of a: however we use this term for a somewhat different notion according to [La] .
((X, D; B); a) is a log resolution f : X → X of ((X, D + B); a) satisfying that f −1 * D is nonsingular (but possibly disconnected). Definition 1.2 (cf. [La, Definition 9.3.47] ). In the above situation, let t > 0 be a real number. Fix a log resolution f : X → X of ((X, D; B); a) so that aØ X = Ø X (−F ) for an effective divisor F on X. Then the adjoint ideal adj((X, D; B); a t ) of a with exponent t for the pair (X, D; B) is
is a boundary on X (i.e., ∆ is an R-divisor with 0 ≤ d i ≤ 1), we define the adjoint ideal τ (X, ∆) of ∆ to be τ (X, ∆) = τ ((X, ⌊∆⌋; {∆}); R) where {∆} = ∆ − ⌊∆⌋.
There are several important classes of singularities that can be defined in terms of the triviality of the multiplier ideal or the adjoint ideal. Definition 1.3. Let X be a normal variety over a field k of characteristic zero, and let ∆ be an effective R-divisor on X such that K X + ∆ is R-Cartier.
(i) We say that the pair (X, ∆) is log canonical (or lc for short) if a(E, X, ∆) ≥ −1 for all prime divisors E on a log resolution X of (X, ∆).
(ii) We say that the pair (X, ∆) is purely log terminal (or plt for short) if ∆ is a boundary and if adj(X, ∆) = Ø X .
(iii) We say that the pair (X, ∆) is Kawamata log terminal (or klt for short) if J (X, ∆) = Ø X . Remark 1.4. (1) One can verify by an argument similar to [La, Theorem 9.2.18] that the adjoint ideal adj((X, D; B); a t ) (resp. log canonicity) is independent of the choice of the log resolution used to define it.
(2) Obviously J ((X, D + B); a t ) ⊆ adj((X, D; B); a t ). If D = 0, then the both ideals coincide with each other.
(3) Klt singularities are plt, and plt singularities are lc.
One of the most important local properties of adjoint ideals is the restriction theorem.
Theorem 1.5 (cf. [La, Theorem 9.5.16] ). Let X be a normal variety over a field of characteristic zero. Let D be a reduced integral divisor and B be an effective Rdivisor on X such that D and B have no common component and that The above restriction theorem is used to prove Demailly-Ein-Lazarsfeld's subadditivity property of multiplier ideals. Theorem 1.6 (cf. [DEL] , [La, Theorem 9.5.20] ). Let X be a d-dimensional nonsingular variety over a field of characteristic zero, and fix a point x ∈ X. Denote by m = m x the maximal ideal sheaf at x. If a, b ⊆ Ø X are ideal sheaves, then
for any real numbers s, t > 0.
F-singularities of pairs and a generalization of test ideals
In this section, we recall the definition of F-singularities of pairs and (∆, a t )-tight closure used to generalize test ideals. The reader is referred to [HW] , [HY] and [Ta1] for details.
Throughout this paper, all rings are excellent reduced Noetherian commutative rings with identity. Let R be a normal domain with quotient field K and let ∆ be an R-divisor on Spec R. We denote
Assume that ∆ is effective, and then denote by R •,∆ the set of elements of R that are not in any minimal prime ideal of R(−⌊∆⌋). We simply write this set by R
Moreover, suppose that R is of characteristic p > 0. Let F : R → R((q − 1)∆) be the Frobenius map which sends x to x p . R((q − 1)∆) viewed as an R-module via the e-times Frobenius map F e : R → R((q − 1)∆) is denoted by e R((q − 1)∆). Since R((q − 1)∆) is a submodule of K, we can identify F e : R → e R((q − 1)∆) with the natural inclusion map R ֒→ R((q − 1)∆) 1/p e . We say that R is F-finite if 1 R (or R 1/p ) is a finitely generated R-module. For example, any algebra essentially of finite type over a perfect field is F-finite. Also, for any ideal I of R and for any power q of p, we denote by I
[q] the ideal of R generated by the q-th powers of elements of I.
Definition 2.1 ([HW, Definition 2.1]). Let R be an F-finite normal domain of characteristic p > 0 and let ∆ be an effective R-divisor on Spec R. (i) (R, ∆) is said to be F-pure if the inclusion map R ֒→ R((q − 1)∆) 1/q splits as an R-module homomorphism for every q = p e . (ii) (R, ∆) is said to be divisorially F-regular 2 if for every c ∈ R •,∆ , there exists q = p e such that c 1/q R ֒→ R((q − 1)∆) 1/q splits as an R-module homomorphism. (iii) (R, ∆) is said to be strongly F-regular if for every c ∈ R
• , there exists q = p e such that c 1/q R ֒→ R((q − 1)∆) 1/q splits as an R-module homomorphism.
Before stating the definition of (∆, a t )-tight closure, we need some notations. Let R be a normal domain of characteristic p > 0, let ∆ be an effective R-divisor on Spec R and let M be an R-module. For each integer e ≥ 1, we denote F e,∆ (M) = 
Definition 2.2 (cf. [Ta1, Definition 2.1], [HY, Definition 6 .1]). Let R be an F-finite normal domain of characteristic p > 0 and let ∆ be an effective R-divisor on Spec R. Let a be a nonzero ideal of R and let t > 0 be a real number.
of N in M is defined to be the submodule of M consisting of all elements z ∈ M for which there exists c ∈ R
• such that
for all large q = p e ≫ 0. (ii) Let E = ⊕ m E R (R/m) be the direct sum, taken over all maximal ideals m of R, of the injective hulls of the residue fields R/m. Then we define the ideal τ ((R, ∆);
Remark 2.3. (0) R is F-pure (resp. strongly F-regular) if and only if (R, 0) is F-pure (resp. divisorially F-regular, or equivalently strongly F-regular). We refer the reader to [HH1] , [HH2] and [HR] for F-pure rings and strongly F-regular rings.
(1) Strongly F-regular pairs are divisorially F-regular, and divisorially F-regular pairs are F-pure.
(2) ([HW, Proposition 2.2 (3), (4)]) If (R, ∆) is strongly F-regular (resp. F-pure), then ⌊∆⌋ = 0 (resp. ∆ is a boundary).
(3) ([HW, Proposition 2.2 (2)]) In Definition 2.1, the definition of divisorially Fregular (resp. strongly F-regular) pairs does not change if we replace R((q − 1)∆)
1/q (resp. R(⌈q∆⌉) 1/q ) where {∆} = ∆ − ⌊∆⌋. More strongly, we can prove that (R, ∆) is divisorially F-regular (resp. strongly F-regular) if and only if for every c ∈ R
•,∆ (resp. c ∈ R • ), there exists q
To relate the ideal τ ((R, ∆); a t ) with the multiplier ideal J ((X, ∆); a t ), we use the technique of "reduction to characteristic p ≫ 0." Let R be an algebra essentially of finite type over a field k of characteristic zero and let ∆ be an effective R-divisor on Spec R. Let a ⊆ R be an ideal such that a ∩ R • = ∅ and let t > 0 be a real number. One can choose a finitely generated Z-subalgebra A of k and a subalgebra R A of R essentially of finite type over A such that the natural map R A ⊗ A k → R is an isomorphism, ρ * ∆ A = ∆ and a A R = a where ρ : Spec R → Spec R A is the map associated to the inclusion R A ֒→ R, ∆ A := ρ * ∆ and a A := a ∩ R A ⊆ R A . Given a closed point s ∈ Spec A with residue field κ = κ(s), we denote the corresponding fibers over s by R κ , ∆ κ , a κ . Then we refer to such (κ, R κ , ∆ κ , a κ ) for a general closed point s ∈ Spec A with residue field κ = κ(s) of sufficiently large characteristic p ≫ 0 as "reduction to characteristic p ≫ 0" of (k, R, ∆, a), and the pair (R κ , ∆ κ , a κ t ) inherits the properties possessed by the original pair (R, ∆, a t ) (how large p has to be is depending on t). Furthermore, given a log resolution f : X → X = Spec R of (X, ∆, a), we can reduce this entire setup to characteristic p ≫ 0.
Definition 2.4. In the above situation, (R, ∆) is said to be of strongly F-regular (resp. divisorially F-regular, F-pure) type if reduction to characteristic p ≫ 0 of (R, ∆) is strongly F-regular (resp. divisorially F-regular, F-pure).
The multiplier ideal J ((X, ∆); a t ) coincides, after reduction to characteristic p ≫ 0, with the ideal τ ((R, ∆); a t ). 
Let a ⊆ R be a nonzero ideal and let t > 0 be a fixed real number. Assume that
In particular, (X, ∆) is klt if and only if (R, ∆) is of strongly F-regular type.

Divisorial tight closure
In this section, we introduce another variant of tight closure, which we call divisorial tight closure, and investigate its basic properties.
Definition 3.1. Let R be an F-finite normal domain of characteristic p > 0, and let D be an effective integral divisor and B be an effective R-divisor on X := Spec R such that D and B have no common irreducible component. Let a ⊆ R be an ideal such that a ∩ R
•,D = ∅ and let t > 0 be a fixed real number.
be the direct sum, taken over all maximal ideals m of R, of the injective hulls of the residue fields R/m. We define the ideal D) ; a t )) when a = R (resp. B = 0). Also, when ∆ is a boundary on Spec R, we define the ideal τ div (R, ∆) to be τ div (R, ∆) := τ div (R, ⌊∆⌋; {∆}) where {∆} = ∆ − ⌊∆⌋. [[x, y] ] is a complete regular local ring of characteristic p > 0, D = div R (xy) and •,D such that ca
for all large q = p e ≫ 0. (4) As a generalization of the test ideal τ (R) in the classical tight closure theory, we can define another ideal τ div ((R, D; B); a t ) by
where I runs through all ideals I of R. Then one can expect that this ideal coincides with the ideal τ div ((R, D; B); a t ) under the assumption that K X + D + B is RCartier (this is a generalization of [HY, Theorem 1.13] , [Sm2, Lemma 3.4] and [Ta1, Theorem 2.8]; see also [AM] ), but the author does not know how to prove it (we can prove it if there exists an integer r ≥ 1 such that r is not divisible by p and that r(K X + D + B) is Cartier). In addition, compared with τ div ((R, D; B); a t ), the ideal τ div ((R, D; B); a t ) is more difficult to handle in general. These are why we don't pursue properties of the ideal τ div ((R, D; B); a t ) in this paper.
The following lemma is useful to handle elements of the ideal τ div ((R, D; B); a t ). 
Proof. The proof is identical to that for the ideal τ (a t ). See [HT, 
(2) Denote by R the m-adic completion of R and by D, B and a the images of D, B and a in R, respectively. Then 
Then for any element z ∈ E (resp. for any ideal I ⊆ R and for any x ∈ R), the following three conditions are equivalent to each other.
(
There exist integers n ≥ 1 and n − 1 ≥ r ≥ 0 such that if an integer e ≥ 0 satisfies that e ≡ r mod n, then ca ⌈tp e ⌉ z p e = 0 in F e,(D;B) (E) (resp. ca
Proof. We may assume that R is local by the definition of E. First we prove that the condition (1) implies the condition (2). Fix any power q = p e of p. Since z ∈ 0 div * (D;B,a t ) E , there exist an element d ∈ R
•,D and an integer e 0 ≥ 0 such that
Then by Lemma 3.3, there exist an integer e 1 ≥ e 0 and R-linear maps
and summing up, we obtain
in F e,(D;B) (E). The condition (3) is the special case of (2), so it remains to prove that the condition (3) implies the condition (1).
Claim. There exists an integer m ≥ 1 such that for every q = p e > 0, one has an R-linear map φ e : R((q − 1)D)
1/q → R sending 1 to c m .
Proof of Claim. By Corollary 3.4 and Proposition 3.9 (5), the pair (R c , D c ) is divisorially F-regular, in particular, is F-pure. Then there exist an integer s ≥ 1 and an R-linear map g : R((p − 1)D) 1/p → R sending 1 to c s , because R is F-finite. Now we prove by induction that for every q = p e > 0, there exists an R-linear map R ((q − 1)D) 1/q → R sending 1 to c 2s . When e = 1, we put φ 1 = c s · g. Suppose that the assertion holds for q = p e . Then, by tensoring φ e with R((p − 1)D) and taking its p-th roots, we have an
1/p sending 1 to c 2s/p . We compose this map with an
1/p sending 1 to c (p−2)s/p , and then with g:
This is a required map for pq = p e+1 .
In order to prove the condition (1), it is enough to show that c m+1 a ⌈tq⌉ z q = 0 in F e,(D;B) (E) for all q = p e > 0. Fix any power q = p e of p and choose an integer n − 1 ≥ l ≥ 0 such that e + l ≡ r mod n. Then by the above claim, there exists an R-linear map φ l :
The proof for I div * (D;B,a t ) is the same as that for 0
Remark 3.6. In Proposition 3.5, the proof does not work if we replace F e,(D;B) (E) by F e,D+B (E) as in Definition 3.1.
Definition 3.7. Let R be an F-finite normal domain of characteristic p > 0, and let D be an effective integral divisor on Spec R. Let E = ⊕ m E R (R/m) be the direct sum, taken over all maximal ideals m of R, of the injective hulls of the residue fields R/m. We say that an element c ∈ R
Corollary 3.8. Let R and D be as in Definition 3.7.
( 
and for all q = p e > 0 by definition. In particular, applying q = 1, we have cz = 0 in E for all z ∈ 0
(2) By Proposition 3.9 (5) and Corollary 3.4, the localization τ div (R, D) c with respect to c is trivial. This implies that some power c n of c is in τ div (R, D). Thus c n is an s.d.D-test element by (1).
(3) It is immediate from (1), (2) and Proposition 3.9 (2).
We list up basic properties of the ideal τ div ((R, D; B); a t ) in the following. 
In particular, if
′ be an effective R-divisor on Spec R which has no common component with D, and let b be an ideal of
be an effective Cartier divisor on Spec R whose support has no common component with D, and let b ⊆ R be a principal ideal such that
b ∩ R •,D = ∅. Then R(−B ′ )b τ div ((R, D; B); a t ) = τ div ((R, D; B + B ′ ); a t b). (4) Let D ′ be
an effective Cartier divisor on Spec R whose support has no common component with the support of B. If
R(−D ′ ) is contained in an ideal b ⊆ R such that b ∩ R •,D+D ′ = ∅, then τ div ((R, D + D ′ ; B); a t ) ⊆ τ div ((R, D; B); a t b). (5) Let ∆ be an effective R-divisor on Spec R.
Then the pair (R, ∆) is divisorially F-regular if and only if
Proof. (0), (1) are obvious. In order to prove (2), it is enough to show that (0
3) Thanks to Corollary 3.4, we may assume that R is a complete local ring. By (2), it suffices to show that
By Matlis duality, this is equivalent to saying that (0 First we discuss a restriction property of τ div ((R, D; B); a t ) similar to Theorem 1.5. To present our restriction theorem, we have to generalize the notion of the ideal τ ((R, ∆); a t ) to the case where R is not necessarily normal. Suppose that R is a Noetherian equidimensional reduced ring satisfying S 2 and Q(R) is the total quotient ring of R. Let X := Spec R. A fractional ideal I ⊂ Q(R) is called a Weil divisorial fractional ideal of R if I is principal in codimension one and reflexive. Since R satisfies S 2 , R ⊂ Q(R) is a Weil divisorial fractional ideal. The product I · I ′ ⊂ Q(R) of Weil divisorial fractional ideals I, I ′ ⊂ Q(R) is defined to be the reflexive hull of the product of fractional ideals II ′ ⊂ Q(R). With this law, the set of Weil divisorial fractional ideals is a group which we denote by WSh(X). We write I (n) for the product of I ∈ WSh(X) with itself n-times in WSh(X). We say I ∈ WSh(X) is effective if R ⊆ I ⊂ Q(R). If R has a canonical module ω R (for example, R is a homomorphic image of a Gorenstein local ring) and if we fix an embedding ω R ⊂ Q(R), then ω R is a Weil divisorial fractional ideal precisely when R is Gorenstein in codimension one ( [Ko, (16.3. 3)]). The reader is referred to [Ko, Chapter 16] for details.
Definition 4.1. In the above situation, assume that R is of characteristic p > 0. Let I ∈ WSh(X) be an effective Weil divisorial fractional ideal and fix an integer n ≥ 1. Let a ⊆ R be an ideal such that a ∩ R • = ∅ and let t > 0 be a real number. Let E = ⊕ m E R (R/m) be the direct sum, taken over all maximal ideals m of R, of the injective hulls of the residue fields R/m. Then the (I (1/n) , a t )-tight closure
of zero in E is defined to be the submodule of E consisting of all elements z ∈ E for which there exists c ∈ R
• such that ca ⌈tq⌉ ⊗ z = 0 in e I (⌊(q−1)/n⌋) ⊗ R E for all large q = p e ≫ 0, where e I (⌊(q−1)/n⌋) is I (⌊(q−1)/n⌋) itself but viewed as an R-module via the e-times Frobenius map F e : R → I (⌊(q−1)/n⌋) . We define the ideal τ ((R, I
(1/n) ); a t ) by
Proposition-Definition 4.2 ( [Ko, ). Let R be a normal domain and let B be an effective Q-divisor on X := Spec R. Let i : S ֒→ X be a reduced subscheme of pure codimension one which is Gorenstein in codimension one and satisfies S 2 . Denote by R S the ring corresponding to S, and assume that R (resp. R S ) has a canonical module ω X ⊂ Q(R) (resp. ω S ⊂ Q(R S )). In addition, assume that K X + S + B is Q-Cartier, and let r ≥ 1 be the least integer such that r(K X + S + B) is Cartier. Furthermore, assume that Supp(ω X (S + B)) := {p ∈ X | ω X (S + B) p = R p } has no common irreducible component with the support of S. Then there exists a naturally defined effective Weil divisorial fractional ideal I B ∈ WSh(S) so that:
X (r(S + B)).
We use the formal exponential notation I
( 1/ 
where a S (resp. τ div ((R, S; B); a t ) S ) is the image of a (resp. τ div ((R, S; B); a t )) in R S . In particular, if τ div (R, S; B) = R, then R S is strongly F-regular (hence normal and Cohen-Macaulay).
Proof. We apply a strategy similar to [HW, Theorem 4.9] . By virtue of Lemma 3.4 and [HT, Proposition 3 .2], we may assume without loss of generality that R is complete. Let E R = E R (R/m) and E S = E R S (R S /m S ) be the injective hulls of the residue fields of R and R S , respectively. Since R and S are S 2 , by [Ao1] and [Ao2] ,
Proof of Claim. Fix an s.d.S-test element c ∈ R
•,S and an element d ∈ R(−⌈B⌉) ∩ R
•,S . We can choose c whose image is in τ (R S ) ∩ R • S . We stick to the powers q = p e of p such that q − 1 is divisible by r (since p does not divide r, there exists an integer n ≥ 1 such that if an integer e ≥ 1 is a multiple of n, then p e − 1 is divisible by r). Then (q − 1)(K X + S + B) is a Cartier divisor on X and I ((q−1)/r) B is an effective Weil divisorial fractional ideal of R S . A natural exact sequence 0 → ω X → ω X (S) → ω S (the last map is not necessarily surjective unless X is Cohen-Macaulay) induces the following commutative diagram of local cohomology modules, where the vertical maps are the induced e-times Frobenius maps.
R ((q − 1)(S + B))) Here, the horizontal maps are induced by an inclusion map E S ֒→ E R . Now take any ξ ∈ 0 div * (S;B,a t ) E R ∩ E S . Since c is an s.d.S-test element and d ∈ R(−⌈B⌉), applying the multiplication map by d
R ((q − 1)(S + B))) for all q = p e > 0. Then it follows from the above commutative diagram that cda
). This implies that ξ is in 0
by an argument similar to Proposition 3.5, because cd ∈ τ (R S ) ∩ R • S . Consequently, we have 0
. The converse argument just reverses this.
We continue the proof of Theorem 4.3. Since R is complete, one has 0 div * (S;B,a t )
By the above claim, we conclude that
Remark 4.4. Since S is not necessarily normal, there might exist a Weil divisorial fractional ideal not corresponding to any Weil divisor on S. If ω S and I
(1/r) B are corresponding to Q-Weil divisors on S, then Theorem 4.3 holds true without the assumption that r is not divisible by p.
Next, we discuss subadditivity properties of τ ((R, ∆); a t ) and τ div ((R, D; B); a t ) similar to Theorem 1.6, respectively.
for any two nonzero ideals a, b ⊆ R and for any two real numbers s, t > 0.
(2) Let R be an F-finite regular domain of characteristic p > 0 or an affine normal domain over a perfect field K of positive characteristic, and J be the Jacobian ideal of R over K (put J = R if R is regular). Let D 1 , D 2 be effective integral divisors and B 1 , B 2 be effective R-divisors on Spec R such that D 1 (resp. B 1 + B 2 ) has no common irreducible component with D 2 (resp. D 1 + D 2 ). Furthermore, assume that there exists an integer r ≥ 1 such that r is not divisible by p and that r(
for any ideals a, b ⊆ R such that ab ∩ R •,D 1 +D 2 = ∅ and for any two real numbers s, t > 0.
Proof. (1) We employ the same strategy as the proof of [HY, Theorem 6 .10] which can be traced back to the method in [DEL] . By virtue of Corollary 3.4, we may assume that R is a complete regular local ring of positive characteristic p, that is,
and let ∆ : T → R be the diagonal map. Then Ker(∆) is generated by x 1 − y 1 , . . . ,
. Also, let p 1 (resp. p 2 ) : Spec T → Spec R be the first (resp. second) projection. Applying Theorem 4.3 and Proposition 3.9 (4) to the diagonal map ∆ : T → R, one has the following inclusion: 
Thus we obtain the required inclusion τ (R, a
We use the method developed in [Ta2] . By assumption, we may assume that there exists an integer r ≥ 1 such that r is not divisible by p and that r(D 1 + B 1 ) is Cartier. Furthermore, by virtue of Corollary 3.4, we can assume that R is a complete local ring. Let E be the injective hull of the residue field of R.
Claim. For any ideal I ⊆ R,
Proof of Claim. By an argument similar to [Ta2, Proposition 2.2] , it is enough to show that
On the other hand, by Proposition 3.5, ca
Thanks to Claim, it suffices to show that
. Fix an arbitrary element c ∈ J and any power q = p e such that (q − 1)(D 1 + B 1 ) is Cartier (since p does not divide r, there exists an integer n ≥ 1 such that if an integer e ≥ 1 is a multiple of n, then (p e − 1)(D 1 + B 1 ) is Cartier). As in the proof of [Ta2, Lemma 2 .6], we may assume that there exists a finite free R-algebra S q such that R ⊆ S q ⊆ R 1/q and cR 1/q ⊆ S q . Let F e E : E → R 1/q ⊗ R E be the e-times iterated Frobenius map induced on E and let d ∈ R
•,D 1 be an s.d.D 1 -test element. Write (q − 1)(D 1 + B 1 ) = div R (f q ) with f q ∈ R, and take any
, applying the multiplication map
Here, we consider the following R-module homomorphism:
can be viewed as an R 1/qmodule). On the other hand, since S q is flat over R, φ q ((0 :
in S q ⊗ R E. Now we have an isomorphism Hom R (S q , E) ∼ = S q ⊗ R E, because S q is a finite free R-module. We apply Matlis duality to S q via this isomorphism so that
Finally, we investigate the deportment of the ideal τ div ((R, D; B); a t ) under finite coverings which areétale in codimension one. 
Proof. Let E S be the injective hull of the residue field of S, and fix any element
for all e ≥ e 0 . Since R ֒→ S is a finite extension, we can choose an element
Thanks to Lemma 3.3, we may assume that there exist an integer e ≥ e 0 , a nonzero element a ∈ a ⌈tp e ⌉ and an R-linear map φ : e R((p e −1)((D X +B X )) → R sending (ad R ) to c. Since R ֒→ S isétale in codimension one, by tensoring φ with E S over R, we have the following commutative diagram.
Here, note that z ∈ Ker(ad S F e S ) ⊆ Ker(ad R F e S ), because d R ∈ d S S. Thus, by the above commutative diagram, cz = 0 in E S . Consequently, we have that c · 0
follows from a similar argument, but it is much easier.
Remark 4.7. We can prove properties of τ div ((R, D; B); a t ) analogous to Skoda's theorem or Mustaţǎ's summation theorem for multiplier ideals, but these are essentially the same as in the case where D = B = 0. So we don't bother to present those properties in this paper. The reader is referred to [HT] and [Ta2] for the case where D = B = 0. 
for all 1 ≫ ǫ > 0. In particular, the ideal τ div (R, D) contains the lift of the Jacobian ideal J(D/K).
An interpretation of adjoint ideals via divisorial tight closure
In this section, we prove the correspondence between the ideal τ div ((R, D; B); a t ) and the adjoint ideal adj((X, D; B); a t ). First, we show that τ div ((R, D; B); a t ) is contained in adj((X, D; B); a t ) in fixed prime characteristic (if a log resolution of ((X, D; B); a) exists). 
The proof is almost the same as those of [HW, Theorem 3.3] and [Ta1, Theorem 2.13], so we will only give a sketch of the proof.
There are finitely many irreducible divisors E j on X such that
where a j are real numbers chosen as f D; B) ; a t ), and fix any d ∈ R(−⌈B⌉) ∩ R •,D . By Lemma 3.3, we may assume that there exist sufficiently large q = p e > 0, a nonzero element a ∈ a ⌈tq⌉ and an R-linear map φ : R((q − 1)(D + B)) 1/q → R sending (ad) 1/q to c. Thanks to adjunction formula, we can regard φ as a rational section of ω
, and let F be the corresponding divisor on X. By the definition of φ, one has f * F ≥ ⌊(q − 1)(D + B)⌋ − qdiv X (c). Also, we can check that the coefficient of F + div X (a) + div X (d) in each E j is less than or equal to q − 1.
Put
because it is R-linearly equivalent to zero. On the other hand,
Replacing d if necessary, we may assume that the coefficient of f * f * G in each E j is greater than that of − 1 q−1 (div X (d) + qdiv X (c)). Then −a j =ord E j (G − f * f * G + f −1 * B + tZ)
where ord E j is the order along E j and ν E j is the valuation associated to E j . Since q is sufficiently large, we have a j + v E j (c) > −1, which implies that c ∈ H 0 ( X, Ø X (K X − ⌊f * (K X + D + B) + tZ⌋ + f * D)).
Lemma 5.2 ([Ha1, Proposition 3.6, Corollary 3.8]). Let (R, m) be a d-dimensional normal local ring of essentially of finite type over a perfect field κ of characteristic p > 0. Let f : X → X := Spec R be a log resolution of X and let E be an f -ample R-divisor on X whose fractional part has simple normal crossing support. Denote the closed fiber of f by Z = f −1 ({m}), and assume that (R, m) is the localization at any prime ideal of a finitely generated κ-algebra which is a reduction modulo p ≫ 0 as well as f : X → Spec R, E and Z. Then the e-times iterated Frobenius map
Making use of the above lemma, we prove that the adjoint ideal adj((X, D; B); a t ) coincides, after reduction to characteristic p ≫ 0, with the ideal τ div ((R, D; B); a t ). Proof. The proof is an improvement of the proof of [Ta1, Theorem 3.2] . By Theorem 5.1, it is enough to prove an inclusion adj((X, D; B); a t ) ⊆ τ div ((R, D; B); a t ). First we consider the situation in characteristic zero before reduction to characteristic p ≫ 0. In characteristic zero, we fix an element c ∈ R
•,D living in adj(X, D) ∩ R(−B) ∩ a such that the localization R c with respect to c is regular (we can choose such c, because R is normal). Take a log resolution f : X → X of ((X, D; B); ca) so that f −1 * D is smooth, aØ X = Ø X (−F ) for an effective divisor F on X and Exc(f ) ∪ Supp(f −1 * (D + B + div X (c))) ∪ Supp(F ) is a simple normal crossing divisor. We can choose an f -ample R-divisor H on X with simple normal crossing support and a sufficiently small rational number 1 ≫ ǫ > 0 such that tF − H is an effective Q-divisor on X and Z ( X, Ø X (mA)) is the Matlis dual of H 1 ( X, Ø X (K X + ⌈−mA⌉)) and −mA is an f -ample R-divisor whose fractional part has simple normal crossing support. Note that Kawamata-Viehweg vanishing theorem remains valid for R-divisors. Now we reduce the entire setup as above to characteristic p ≫ 0 and switch the notation to denote things after reduction modulo p. Assume that a is generated by r elements. Also, since H − tF is an f -ample Q-divisor on X, putting G = K X − f * (K X + D + B) + D, we see that M := n≥0 H 0 ( X, Ø X (⌈G − ntF + nH⌉)) is a finitely generated module over R := n≥0 H 0 ( X, Ø X (−ntF + nH)). So suppose that M is generated in degree ≤ n 0 . Since (Spec R c , D c ) is plt and R c is regular, by [KM, Theorem 5.50] and [HW, Theorem 4.8 
