Microwave and millimeter-wave antennas focused in their radiative near-field (NF) region, which are usually named as near-field focused (NFF) antennas, are becoming increasingly popular. Indeed, when compared to conventional far-field focused antennas, they can guarantee performance improvement at a relatively limited implementation cost, in short-range communication systems, wireless power transfer arrangements, remote nondestructive sensing setups, and radiofrequency identification apparatus, among many others. In this chapter, application fields and metrics for NFF antennas will be briefly summarized. Most of the chapter is then devoted to the description, classification, and critical review of the many synthesis techniques that go beyond the simple, yet effective and with a clear physical insight, conjugate-phase approach.
Introduction
Many wireless systems require directive antennas for proper operation. These are antennas that are able to radiate most of their input power into a limited angular sector. Indeed, above feature can improve either the spatial resolution of a localization system or the sensitivity of a remote measurement system, reduce the interference level with other wireless systems, and increase either the transfer efficiency of wireless power transfer systems or the signal-to-noise ratio in radio communication links. As it is well known to antenna designers, antenna directivity can be increased at the expense of electrically larger antennas, namely antennas that are large in terms of the free-space wavelength. Indeed, electrically large antenna arrays are becoming popular in several industrial applications, indoor wireless communication systems, and even in consumer electronic goods.
Let us consider a specific wireless system whose frequency band is assigned, as well as the typical expected distance between the transmitting antenna and the target (transponder, receiving antenna, material sample under analysis, scatterer, etc.). Then, when enlarging the transmitting antenna size to increase its directivity, it must be considered that the boundary of the antenna far-field region moves far from the antenna itself and the target may end up with belonging to the antenna radiative near-field region, where conventional antenna far-field parameters, as radiation pattern, array factor, half-power beamwidth and gain, all become meaningless. Therefore, different design criteria must be considered when synthetizing the excitations of a large array or the layout of a large aperture antenna. It is worth noting that above phenomenon may not be rare in real-world short-range wireless systems with operating frequencies larger than a few GHz (microwave frequencies and beyond).
In above situations, the most evident design criterion consists in exploiting the well-known optical focusing concept. Indeed, by simply controlling the phase of the array element currents (or equivalent currents on the antenna aperture), it is possible to achieve a constructive combination, namely an in-phase summation, of the fields radiated by the array basic radiators at an assigned point in the antenna radiative near-field region, i.e., the focal point, where the target may be located. It is worth noting that when the assigned focal point moves far from the antenna, beyond the boundary of the far-field region, the above phase profile smoothly converges to that of a conventional far-field focused antenna (simply named as unfocused antenna in the following), i.e., a constant phase profile for a broadside antenna or a linear phase profile for a phased array, as expected.
At the focal region, the power density radiated by an NFF antenna is larger than that radiated by an unfocused antenna with equal size and input power. Equivalently, the NFF antenna can guarantee at the targeted focal point an assigned power density as for the unfocused antenna, but with a lower far-field radiation, thereby limiting the coupling with nearby wireless systems. In the following section, a planar array of printed patches operating at the 2.4 GHz ISM band will be used to quantify above advantages as well as to introduce the parameters that can be used to characterize NFF antennas.
The usefulness of an NFF antenna has been demonstrated in several applications [1] : remote sensing of material sample properties with high sensitivity and high spatial resolution, wireless power transfer at distances larger than those achieved with magnetic coupling, reliable radio-frequency identification systems, effective biomedical devices, dedicated short-range communication (DSRC) systems, among many others.
Almost any antenna technology can be used to realize NFF antennas, as it is just required to modify the layout of a conventional unfocused antenna to get the proper phase profile of the radiation currents on the array/aperture surface. An overview of the different technologies that have been applied to prototype NFF antennas can be found in [2] . Among them, it is worth mentioning reflectarrays and transmitarrays, linear and planar arrays (made of dipoles, patches, dielectric resonator antennas), planar slotted waveguide antennas, lens antennas, dielectrically loaded horn antennas, elliptical reflectors, substrate integrated waveguide (SIW) antennas, leaky wave antennas, and Fresnel Zone Plate Lens antennas. A number of more recent papers deal with the design of focused metasurface antennas [3, 4] . With respect to the layouts of conventional unfocused antennas, the implementation of the focusing phase profile for the array currents only requires small layout modifications, as the adjustment of the feeding network in microstrip arrays, or the tuning of the geometrical parameters of the quasi-periodic cells in reflectarrays/transmitarrays, or the tapering of the guiding structure in leaky-wave antennas. The required array excitation profile can be derived by either the basic phase-conjugate approach or ad hoc synthesis techniques.
Near-field focused antennas: design criteria and metrics
Let us consider a planar array of 8 Â 8 linearly polarized inset-fed patches resonating at 2.4 GHz, which are realized on a thin grounded dielectric layer (FR-4 substrate with a relative dielectric constant of ϵ r ¼ 4:4, loss tangent tan δ ¼ 0:02 and thickness of 1.52 mm). The array layout is shown in Figure 1 and its geometrical parameters are listed in Table 1 . The array surface coincides with the z-plane of a rectangular coordinate system, and the assigned focal point is at r
To focus the field radiated by the patches at the assigned focal point, the phase of the array element excitations can be simply derived by imposing a phase shift that compensates for the distance between the assigned focal point r ! focal and each array element position r ! mn (conjugate-phase -CPapproach):
where λ is the free-space wavelength and Á kk 2 stands for the Euclidean distance. If the focal point is assumed at z f ¼ 4λ ¼ 50 cm, all the ports are fed with a voltage ofA mn ¼ A 0 e jϕ mn and the obtained E-field distribution radiated by the NFF array along the z-axis is shown in Figure 2 . In the same figure, the field amplitude radiated by a similar unfocused array (A mn ¼ A 0 ) is also plotted. As a reference, the electric field amplitude radiated by an ideal isotropic antenna has been added in the same figure. All three antennas radiate with an equal effective isotropic radiated power (EIRP) level, which is here assumed of 32 dBm. It is worth noting that the far-field region of the arrays starts at around 46λ ¼ 5:75 m, as confirmed by the fact that all three curves become parallel after around 6 m. The realized gain of the unfocused array is 20.1 dB; meanwhile, the gain of the NFF array is only 8.1 dB. Due to its lower gain, the maximum power transmitted by the NFF can be higher than the one transmitted by the unfocused array, for an assigned EIRP level. This fact, together with the near-field focusing effect, causes that the NFF antenna generates in the neighborhood of the focal region, a field level that is up to 21 dB larger than that achieved by the conventional unfocused array.
As verified in many NFF antennas whose synthesis uses the CP approach [1], the field amplitude peak does not coincide with the assigned focal point, it being located between the focal point and the antenna aperture. Indeed, for an assigned focal point, the CP is the approach that maximizes the field amplitude at that point, although it does not correspond to the field peak in the antenna near-field region. This well-known phenomenon (focal shift) is simply due to the fact that the field radiated by each array element increases as the observation point moves close to the antenna surface. For the planar array considered here, the focal shift is around 12 cm. It is apparent that it is possible to increase the focal distance needed to evaluate the phase profile in Eq. (1) until the field amplitude peak moves at the desired location.
The field focusing boosts a focal spot around a field amplitude peak, whose À3 dB size along three orthogonal axes is used to quantify the achieved focusing effect [1] : the À3 dB width along the focal point direction (depth of focus, DoF); the À3 dB width of the focal spot along two orthogonal axes perpendicular to the focal point direction (width of focus, WoF). For the NFF planar array considered here, a Figure 2 . E-field distribution along z-axis comparing the 8 Â 8 NFF array (red) with a broadside unfocused array (blue). The dot line represents the radiated field amplitude for an ideal isotropic radiator transmitting 32 dBm. DoF of 40 cm and a WoF of 10 cm are obtained, as shown in Figure 3 where the field distribution over different planes is given. In Figure 3 (a), the field distribution at a plane parallel to the array, z ¼ 38 cm, is shown and the WoF = 10 cm along xand y-axes can be verified. In Figure 3 (b), the field distribution is plotted over the y ¼ 0 plane and the DoF = 40 cm is shown along the z-axis.
As shown in [1] , DoF and WoF are related to the normalized geometrical parameters z f =λ and D=λ, where D is the array size, and they can be used as the design requirements for the NFF antenna, depending on the specific short-range radio links at hand. 
Power transfer efficiency optimization
In the previous section, the CP approach has been introduced, where a simple closed-form expression for the phase profile allows to obtain a limited focal spot by in-phase addition of all array-element contributions at a given point located in the array NF region. One issue inherent to the CP approach is that no coupling between array elements is taken into account. Indeed, the geometrical distribution of the array elements and the focal point position determine on their own the feeding phase of each array element (see Eq. (1)).
The mutual coupling between the array elements is included if a synthesis method based on the optimization of the power transmission efficiency (PTE) between the transmitting array antenna and a test receiving antenna is adopted [5] . When the testing antenna is located into the radiative NF region or far-field region of the transmitting array, the above optimization problem naturally yields to an NFF array or a conventional unfocused array, respectively. The technique is based on using the scattering matrix S of the N þ 1 ðÞ -port network defined by the N-ports of the NFF transmitting array and the port of the testing antenna:
where a tx and b tx are the incident and reflected waves, respectively, at the transmitting array ports (1 port for each array element), and a rx and b rx are the incident and reflected waves, respectively, at the testing/receiving antenna port. The complete scattering matrix can be obtained with full-wave electromagnetic software in order to consider a proper electromagnetic analysis of the radiation of each array element, including the mutual coupling between them. Any obstacle nearby the two antennas can be considered too.
The optimization parameter PTE is defined as the ratio between the power delivered to the load connected to the testing antenna and the power transmitted by the array:
Expressing the vectors b tx and b rx as functions of S and a tx and assuming that the whole system is well matched, a matrix equation can be derived to obtain the incident waves at each NFF array port:
where A ¼ S rt T S rt , S rt being the scattering matrix taking into account the coupling between all receiving and transmitting ports. Eq. (4) corresponds to an eigenvalue problem for getting the optimal solution of the array excitation. Applying the obtained solution to a 4Â4 array working at 2.45 GHz, an optimal PTE close to 30% is achieved, with a maximum E-field spot located at 10 cm from the array surface (less than one wavelength) [5] .
It is also possible to apply the proposed technique to a circularly polarized (C-Pol) array by considering a C-Pol single-port microstrip patch as an array element, to obtain the scattering matrix as presented in [6] . Here, a pin-fed rectangular patch with two squares cutting off two opposite corners is used to obtain a C-Pol near field. The authors have also presented an in-line-fed patch with an L-shape slot and cutoff corners to obtain a single-port C-Pol patch. These two different elements have been used to implement two different 4Â4 NFF array prototypes. After applying the PTE technique, the corresponding excitations generate an NFF spot with an axial ratio below 1 dB.
The PTE approach can be generalized to consider multiple receiving ports when the receiving antenna is an array. In [7] , the authors extend the application of the technique to optimize the PTE between two linearly polarized arrays. The mutual coupling between the two arrays is included through the above matrix A. Using two arrays (for both transmitting and receiving antennas) allows to increase the transmission efficiency, reaching up to a maximum of 42% for a system of a 6 Â 6 transmitting antenna and a 4 Â 4 receiving antenna, which are 40 cm separated, at 5.8 GHz. For the same frequency band and using two equal 8 Â 8 arrays that are 100 cm separated, the measured PTE reaches up to 46.9%.
Another interesting feature of the PTE technique is that it is able to determine the optimal feeding values of a transmitting array even when the testing antenna radiates in presence of an unknown medium. This medium can be around the testing antenna in its nearby scenario, or the antenna can be inside the unknown medium. This application is presented in [8] , where a dielectric slab is placed between the transmitting and receiving antennas. In this case, the scattering matrix S is obtained from the measurements of the S-parameters for the N þ 1 ports, by using a vector network analyzer (VNA). Using measurements may substitute the full-wave electromagnetic analysis when the latter cannot be used since the electromagnetic parameters of the surrounding media are unknown.
In all previous examples, the optimal feeding excitation of the transmitting antenna leads to a single focal spot in the NF region. Recently, in [9] , the authors have proposed this technique to get a flat-top radiation pattern, for both NF and far-field (FF) applications. In particular, for the NF application, it is necessary to define a number of testing ports and their location in order to impose the flat-top Efield distribution in the targeted zone. The flat-top distribution is obtained by imposing equal values for the power of the outgoing waves at all testing ports; under this, Eq. (3) cannot be solved as an eigenvalue problem, as yielding to an optimization problem in which both the objective function and the constraints are quadratic functions (quadratically constrained quadratic program). By imposing some simplifications under FF assumptions and using weighting coefficients to reduce the ripple presented in the NF region, the authors are able to derive linearly constrained quadratic programming:
where the vector x will provide the optimal excitations and Wy stands for the weighting coefficients at the testing ports. The authors have applied this technique to obtain a uniform field distribution along a bookshelf for an RFID detection application. Using a five-element transmitting antenna for the RFID reader and 11 testing points along the bookshelf, an almost flat-top distribution (ripple <3 dB) is obtained at 22 cm from the reader antenna. The flat-top distribution is imposed in a 73-cm long area in the direction parallel to the transmitting antenna.
As the PTE maximization approach is based on the S matrix evaluation, it works for any value of the focal distance. When the array is in free space and the receiving antenna lies in the array radiative near-field region, it is expected that the PTE solution approaches that predicted by the CP technique.
More recently, Cicchetti et al. [10, 11] presented an interesting and flexible NF synthesis procedure based on the eigenfields of the radiation matrix of the antenna array. Once a surface close to the antenna has been assigned, the active power passing through that surface can be optimized or a specific field pattern can be synthesized. The synthesis surface can be either opened or closed and surrounding the antenna; the field synthesis can be based on both the electric and magnetic fields, or the electric field only. In [11] , a set of different complex NF distributions have been considered for a numerical validation of the proposed synthesis procedure: tilted Bessel beams, orbital angular momentum (OAM) Bessel beams and Airy beams.
Synthesis algorithms for an assigned NF distribution
The most popular approaches to the design of NFF antennas are based on assigning a required field distribution in the antenna NF region, and not only the targeted focal point positions. In some cases, such field distribution is completely assigned (it is usually referred to as a shaped field distribution or a 3D field distribution), while it is only partially specified in other cases (as for example at certain locations, such as the assigned focal points or volumes). Moreover, in some cases, a realistic field distribution is required, while some schematic values suffice for the algorithms to converge for other cases.
By specifying a target field distribution, some of the limitations of previous methods are overcome, as far as any requirement may be included for the field: multiple focal spots, arbitrary focusing volumes, a vanishing field at certain positions, a complete 3D field distribution. This fact leads to a wider range of potential applications and scenarios where NFF antennas might be useful, or even considered as a subset of NF problems. The price to pay is the complexity of the algorithms, usually associated to higher computational costs too.
The way in which specifications are given or treated differs from one method to another. However, the most significant differences between the methodologies are given by the type of algorithms used to get a solution, and not by the potential applications for each method. Most of the methods make use of different optimization schemes in order to minimize a cost function designed according to the requirements, which accounts for the distance between the targeted field distribution and that associated to a given array excitation vector. In some of the methods, additional constraints are included in the optimization in order to deal with different types of requirements, in many cases related to technological issues such as implementation or manufacturing simplifications.
Although this is a general framework, differences in the statement of the problem arise between methods solving different implementation problems or facing with different applications.
Direct optimization is not the only way to deal with NF focusing based on a given field distribution. Other techniques have been proposed to achieve the desired distribution through iterative methods using intersection approach (IA), machine learning, genetic algorithms (GA), or compressive sensing frameworks, among others. Although all of them include the minimization of the distance between target and achieved distributions, the statement of the problem is different from direct optimization, so they are studied separately in the following.
Optimization algorithms based on cost function minimization
In a general optimization problem, a cost function is designed and minimized so that the resulting solution fulfills the specifications. This means that the key point is the definition of a proper cost function that must account for the requirements. In case of NFF antennas, different sets of requirements may lead to different procedures. For example, the number of assigned focal points might vary depending on the method, or even a complete 3D field distribution might be specified. Even more, other requirements might be accounted for, as those regarding manufacturing issues, radiation properties, etc.
As a pioneer work, [12] presented a method intended to synthesize an assigned shaped NF distribution. Although it is not strictly a focusing method, it is based on ideas that became the bases for next NFF optimization-based methods. In particular, a certain NF distribution is assigned through a set of field samples, and the relation between these samples and the excitation weights to be applied to the elements of the array is represented in a matrix formulation, then solving the optimization least-squares problem given by
where E ref is the target or reference field distribution, and E NF w ðÞ is the achieved distribution, which is a function of the set of weights w applied to the elements of the array. This is a well-known problem in the scientific literature that can be efficiently solved through a direct derivation (as it is in that paper) or using any iterative scheme. This is not a strict NFF method, but it may be considered the original approach for the following methods.
Let us consider first those methods aimed at getting a single focal spot. A direct optimization of the aperture field of an antenna to obtain a targeted focal spot is proposed in [13, 14] , where the scalar case is considered. A focal point in the antenna broadside direction (z-axis) is assigned, at a given distance z f , and the real part of the radiated field is maximized at that point. The formulation relates the near-field distribution at the plane r ! focal ¼ z fẑ and the aperture field (field at z ¼ 0) through a plane-wave decomposition based on the Fourier transform (FT). In [13] , the result of the optimization is the required aperture field, and the optimization includes a constraint to keep the field level below a bound outside the region of interest (the side lobe level, SLL). This problem can be formulated as:
where it is stated that the aperture field, E AP , is the expected result; the real part of the field is maximized at the assigned focal point; and the field level is bounded by the SLL value at any other position in the region R SLL . This is a convex optimization problem that may be efficiently solved, for example, using the proposed toolbox CVX [15] , which is a very popular choice specifically developed to deal with this type of problems [16] . The main feature in convex problems relies on the existence of a unique solution, with improved convergence avoiding local minima. Although it is not strictly a requirement for optimization problems, it is an interesting property as far as it simplifies implementation and reduces computational costs.
In [14] , the focal spot is allowed to be designed in positions out of the broadside axis, and a further cost function to be minimized is defined as the infinite norm of the field samples in each aperture zone, where N zones are defined, which enforces the field at each zone to have a constant amplitude. It is formulated as:
plus other constraints in the aperture:
The field at the focal point r ! focal is included as a constraint enforcing it to be greater than or equal to 1 (normalized value), while additional constraints are included to limit the field level below an assigned SLL at any other position (recall that it is enforced to be constant by the cost function), and to deal with lossy stratified media and the geometric properties of the aperture. The resulting problem is still convex and may be solved making use of CVX tool [15] .
An interesting example is presented in [17] , where a complete set of techniques are combined to obtain the weights to be applied to an array so that a designed focal spot is achieved with a minimum number of elements. This method may be included in the general class of compressive sensing (CS) techniques [18] , where sparse information (the array elements in this case, resulting in a sparse array)is linearly related to a compressed set of data. The recovery of the sparse information from the compressed data is done through an optimization problem where the cost function is the l0 norm of the solution (i.e., the number of non-null elements). It is this recovery that is used to perform NFF synthesis in this work. The core of the method is the optimization scheme, although the distance between the target field distribution and the achieved one is considered a constraint and limited by an assigned tolerance. The minimized function is, interestingly, the l0 norm of the weights (i.e., the number of non-null weights, and hence the number of active radiating elements) so that the resulting set of weights represents an array with a minimum number of elements. It represents a good example of how to modify the optimization formulation to account for technological/implementation issues, and making use of other existing approaches such as CS. The schematic formulation of the resulting problem is:
where the parameter e is related to the pattern matching tolerance. The optimization itself takes advantage of the CS general framework, based on convex formulation, and hence resulting in a convex problem that might be efficiently solved. In [17] , the popular toolbox CVX is used together with some probabilistic estimation methods.
Additionally, an important effort is made both in defining the target field distribution that better suits the given radiating structure, and taking into account the desired control over SLL. Also, in postprocessing, the results are checked to avoid clusters of elements concentrated at certain locations (a secondary effect of the proposed formulation, which established a grid of possible element locations closely spaced). To complete the formulation, mutual coupling between array elements may also be included in the formulation via an FEKO-computed impedance matrix that may be used to relate the weights for the coupling and noncoupling cases.
Once the optimization framework is developed to deal with a single focal spot problem, the straightforward extension is using it to include other requirements such as multiple focal spots (multifocusing) or a combination of spots and radiation nulls. A cost function based on a template or mask for the field distribution in the NF region is used in [19] to calculate the weights that must be applied to an antenna array for multifocusing applications. The idea behind the method is relatively simple: a set of bounds for maximum and minimum field levels at each position is specified, so that higher values are required in the focal spots, and lower levels are requested at any other position. A typical cost function used for FF synthesis is adapted to the NFF case:
where Gr used to reach the solution, although any other minimization algorithm might be used by adapting the formulation in [20] . The same formulation, also using the LMA, may be found in [21] for the case of reflectarray antennas and the design of an antenna for generating an assigned quiet radiation zone. The use of different constraints or the optimization of different parameters present in the formulation as arguments to be calculated allow accounting for technological issues: considering both the amplitude and phase of the weights or only the phase [22] , accounting for coupling effects between the elements of the array through an impedance matrix [23] , or allowing for nonuniform structures where the location of the elements of the array may also be optimized [20] .
Another direct optimization approach is presented in [24, 25] . Although [24] is intended for a scalar case in multifocusing applications and [25] is presented as a method for a complete optimization of the radiated field, accounting for its three components, both methods are based on the maximization of the real part of the field radiated at the focal points with additional constraints to vanish the imaginary part of the field and to control the field level at positions apart from the focal points. The choice of a real value field at the focal point does not reduce the degrees of freedom of the problem as far as it represents a simple change of the overall phase reference. For the single-spot focusing problem, the maximization problem becomes:
where B is a non-negative function that represents a field-level bound at positions outside the focal spot (i.e., a mask for the field level). Notice that this problem is quite similar to that in Eq. (7) . This approach is referred to as focusing via optimal constrained power (FOCO). The main contribution of this work is its extension to multiple targets. This extension results in an NP-hard problem that is interestingly transformed into several different convex problems, allowing a much easier implementation. For example, for two targets, the problem is formulated as:
with ϕ ∈ Àπ, π ½ being an auxiliary value that represents the phase shift between the fields at the two target positions. The resulting formulation corresponds to a convex problem, where the phase shift has to be also explored to get a convenient value. The price to pay is, obviously, computational complexity, as the problem has to be repeated several times, depending on the number of targets and sampling points of the auxiliary variable ϕ.
In case of the methods presented in [24, 25] , it is also important to point out the differences between the scalar and vector cases, as the scalar case seems to represent a simplified formulation perfectly suitable for focusing applications, while the vector case fits a complete shaping of the 3D NF distribution, accounting for the three components of the radiated field.
Both multifocusing and 3D field shaping are addressed in [26] , where multitarget time reversal is proposed as the foundation of a method also involving optimization. This interesting work shows how multifocusing and 3D NF shaping are closely linked, so that the statement of the problem in both cases is equivalent, simply selecting a different number of specified positions in the near-field region. Another example is presented in [27] , where the cost function is minimized by resorting to the Steepest-Descent method, with two particularities: only the phase of the excitations is calculated, and the CP approach is used to establish an initial guess of the solution in the iterative procedure, thereby improving the speed of convergence.
A step beyond is given by [28, 29] , where both near-and far-field specifications are considered, simultaneously. Although synthesizing an FF pattern with NF constraints is not a novel topic, considering simultaneous synthesis for both regions is an interesting improvement from the NFF perspective, as in this case, some applications such as wireless power transfer, may benefit from constraints in the FF region, while it is actually the NF region that represents the main subject of interest. Optimization is again the basis of the proposed methodology, which begins with the definition of a cost function balancing near-and far-field requirements. The NF term is based on the same principles as in the previous methods, while the FF term is defined as in typical FF synthesis algorithms. A trade-off between both terms is controlled using a multiplier that properly balances both requirements. The general formulation proposed in this work is:
where f NF w ðÞ andf FF w ðÞ are functions of the weight vector w accounting for NF and FF requirements, balanced by the trade-off parameter γ. Depending on the application, different functions may be specified in Eq. (13) . For example, for given NF and FF distributions, the problem becomes: (14) minimizing the distance between the target or specified distributions and the achieved ones in P-assigned positions of the NF region and Q-assigned directions of the FF region. Other examples are given for other problems. For example, if minimum transmitted power is required, the NF term is defined as (15) so that the applied excitations are reduced. By using all the previously mentioned ideas, multifocusing combined with any type of FF requirement may be addressed, resulting in a set of weights to be applied to the array so that the resulting radiated field distribution fulfills all the specifications at one time.
Iterative algorithms using IA
Iterative algorithms represent an alternative method to obtain a field distribution E AP over an antenna aperture that generates a given E ref field distribution (or some given field specifications) inside a focusing area. Iterative algorithms seek to obtain an E n ðÞ NF over the focusing area at the n-th iteration complying with the given specification or with a controlled error-level respect to the given reference field E ref .
Above approach is usually referred as IA where a set R of the fields that can be generated by the antenna aperture must present an intersection with the set M that includes the fields complying with the specifications or the field E ref plus the tolerable errors. At each iteration, two operations known as projectors are performed, to obtain the final solution E AP that radiates an E NF field that belongs simultaneously to both sets R and M.
The algorithms are initialized establishing a starting solution, generally an initial guess of E NF belongs to M with no need to apply a new forward projection, it is considered that it complies with the desired specifications and a solution is met. 13 An Overview on Synthesis Techniques for Near-Field Focused Antennas DOI: http://dx.doi.org /10.5772/intechopen.89600 The different versions using this technique mainly differ in the following aspects: the regions where E ref is imposed, the applied constrains to E NF in order to get a convergent solution, and the expressions and techniques used to related E AP and E NF in the forward and backward propagation (direct integral evaluation, physical optics -PO, etc.). Some contributions also may apply constrains on E AP once it is updated from the backward propagation of E NF when considering additional restrictions mainly related to the antenna physics.
One common characteristic of these techniques is that all of them relate E AP with E NF in terms of an FT, in order to apply the fast FT (FFT) to accelerate the numerical computation.
In this contest, [30] applies above iterative procedure to obtain an NFF antenna with a radial line slot array (RLSA). In this case, both the forward and backward propagations are performed in terms of plane wave spectrum (PWS) propagation and the FT is used to compute the PWS from each field distribution and vice versa. The field spectra at the two planes ( NF and  AP ) can be related using:
is the free-space propagation constant and d is the distance between the aperture and focusing planes (supposing them parallel oriented). The algorithm requires four FFTs evaluations: two of them to compute E NF in the forward propagation of the field and other two to compute E AP in the backward propagation. Once E NF is computed at each iteration, the mask defining E ref is applied to trim the field amplitude E NF jj to keep it within the mask values. Specifically, Ettorre et al. [30] propose limiting the minimum field value in the focal spot area and define a maximum value for the rest of the region, to keep a low SLL. After convergence, the radial component of E AP is used to synthesize an RLSA antenna compliant with the E ref desired distribution.
More recently, [31] applies a similar procedure to the synthesis of a millimeterwave reflector antenna. In this case, PO is used to calculate the E NF along the axis perpendicular to the antenna aperture (z-axis). Exploiting radial symmetries together with a Taylor expansion of the field and proper mathematical transformations, the authors come to an FT-like expression to relate E AP and E NF so the FFT and inverse FFT can be used to speed up the synthesis algorithm.
In this case, the proposed technique just considers a phase-only synthesis (POS) so that the computed E NF along the z-axis is constrained to maintain the phase variation while the amplitude is replaced by E ref .
In the backward projection, the E AP is updated with the new phase calculated keeping the original amplitude distribution at the aperture.
The previous contributions have presented results to obtain a focal spot at a given distance along the aperture broadside direction. In [32] , a 3D shaping of the NF distribution is presented, which can be seen as a generalization of the previous techniques when defining a different mask at multiple planes along z-direction. These multiple masks allow to maintain the focal spot along the transversal planes generating a 3D spot along the z-axis. The technique requires the definition of m masks along z, the computation of E m,NF at all the z-planes where the masks have been defined, trimming them considering each mask and then individually perform the backward projection to obtain E m,AP related to E m,NF . Considering that the iterative procedure requires only one E AP , the multiple E m,AP obtained are averaged as: 14 Wireless Energy Transfer Technology
An RLSA of 12 cm radius working at 30 GHz is synthesized and prototyped, obtaining a uniform spot along z between 6 and 18 cm away from the antenna.
IA combined with optimization techniques
In [33] , the use of optimization techniques is proposed to perform one of the above-mentioned projectors inside an iterative algorithm of IA. The combination of an optimization technique inside the IA iterative algorithm can be seen as a generalization of the IA to the problem of antenna FF radiation pattern synthesis, by taking advantage of the optimization technique properties applied to given steps of the iterative procedure. In particular, in [34] , the LMA is proposed as an optimization technique to perform the backward projector of the IA to synthesize the far-field radiation pattern of a reflectarray antenna. At each iteration of the IA, only a few iterations of LMA are performed to get the new distribution E iþ1 ðÞ AP from the constrained far-field radiation pattern (through a local search around E i ðÞ AP ) to gradually achieve the convergence of the IA algorithm.
The application of this generalized IA to an NF focusing problem has been presented in [35] to synthesize a reflectarray antenna with a quite zone in its NF region (5. 
noticing that E l ðÞ NF,LMA is obtained from E l ðÞ AP,LMA at the l-th iteration of the LMA applying the forward propagation used in the IA operations. After a few iterations of the LMA, the i þ 1 ðÞ -th iteration of the IA starts using the solution obtained with LMA, that is E iþ1 ðÞ
NF,LMA to be forward projected on the set M.
The results achieved with this hybrid technique clearly improves those presented in [21] where only the LMA is directly applied as optimization technique using Eq. (10) without considering the IA iterative algorithm. The quite zone achieved using IA with LMA is 7.3 Â 7.3 λ 2 fulfilling the specifications of a maximum amplitude ripple of 1.5 dB and the phase distribution at the aperture presents a smoother variation, which leads a physical realizable antenna in comparison with the results obtained by direct application of LMA where an almost random phase distribution is achieved.
The main drawback of this technique is the high computational cost required by the LMA to evaluate the gradient, as far as it performs multiple evaluations of the NF at the focusing region from the known field at the aperture. This drawback can be overcome by applying the differential technique presented in [36] where the new E NF,LMA evaluations are calculated in terms of the differential variations produced at each iteration without requiring the whole evaluation of the field in the NF region. This gradient evaluation in terms of differential contributions (DFC) is faster than using FFT for the FF problems. The application of the DFC to speed up the NF computation inside the IA-LMA has been presented in [37] where a reflectarray has been designed to generate a uniform coverage area of 100 Â 30 cm 2 at a distance of 2.2 m in its NF region using an aperture of 15 Â 15 cm 2 at a central frequency of 28 GHz, for 5G applications.
Further techniques
Additional methods have been proposed to solve NF problems from an assigned field distribution but by using approaches that cannot be considered into previous categories.
As a first example, in the pioneer work presented in [38] , a unified approach for the synthesis of an assigned NF distribution is based on the decomposition of both the amplitude and phase reference patterns in terms of the coefficients of spherical vector wave functions. This formulation leads to a set of linear equations that may be solved to calculate the complex excitations to be applied to certain array structures. This method is intended for NF synthesis problems, but it is also the background for the already cited work [12] , which tries to overcome the limitations of this method by becoming also the pioneer method in optimization through the specification of a reference NF distribution.
Another approach, based on machine learning, was proposed in [39] , where a trained neural network (NN) is used to relate a targeted near-field distribution to the corresponding radiating element excitations. In an NN, a mapping between input and output data is established through a previous training process where the system learns from previously known data (the so-called training patterns). The internal weights in the synapsis between the neurons are optimized so that the overall behavior of the network approximates the unknown function relating inputs and outputs. To use an NN approach in NFF antenna design, different sets of excitations are applied to determine the resulting NF distribution for a given radiating structure (through electromagnetic analysis or numerical simulations). During the training process, the NN discovers the relation between excitations and NF so that it may provide the array excitations required to achieve certain field distributions, typically with a minimum square error criterion. Once the NN is trained and ready for operation, a distribution consisting on constant real values at the focal points and zero-values at any other position is presented to the network to get the corresponding weights. It is interesting to point out that this approach allows for specifying any shaped 3D near-field distribution, taking advantage of the specification of field values at the assigned positions of the specified NF region. One of the main advantages of this approach is given by the fast computation time of the trained NN, which may be considered a real-time process. Exhaustive computation is required during the training process, but it is done only once.
That in [39] is not the first technique making use of machine learning methods. In [23] , support vector machines (SVMs), and in particular, the so-called support vector regression framework is used together with the previously mentioned optimization scheme. However, it is not used to solve the NF synthesis problem but to calculate a model of the radiating system accounting for coupling effects, individual radiation patterns of the array elements, nonuniformities, nonidealities or any realistic effect that might affect the global behavior of the antenna. SVMs are able to extract such model from known patterns consisting on effective feedings applied to the array and samples of the resulting field distribution. These patterns may be obtained through measurements or simulations, provided that they are able to account for all above effects. The obtained model is incorporated into the optimization so that it becomes much more accurate and realistic.
It is interesting to relate [39] with [40] . At first glance, the two methods appear as being completely different. However, the internal structure of an NN is an approximation of the represented function as a combination of local or global basis functions, just as it is proposed in [40] to represent the field distribution for multiple focusing points. In [40] , the field close to the antenna aperture is calculated from the expansion of the field distribution in these basis functions, although through analytical formulation instead of training data.
Although it is related to optimization, the approach in [41, 42] is based in a leastsquares calculation, to generate a quiet zone, i.e., a local plane-wave field generated in an assigned volume of the NF region. The oscillation of the amplitude and phase of the field distribution in such volume is minimized, as well as the field outside the quiet zone in order to reduce multipath interferences. The proposed formulation of the problem is a quite standard LS case whose solution is well known and directly applied.
In [43] , an unconventional approach combining NF-FF transformation and a GA is proposed. A desired NF distribution is assigned and its corresponding FF distribution is calculated. Then, an FF synthesis method based on a GA approach is used to determine the excitations of an array of short dipoles. GAs are known to be excellent global optimizers, as they are based on the so-called random search principle. Although inspired by biological evolution, any GA is actually composed of different stages that perform an exhaustive search on the space of solutions with different mechanisms to avoid local minima. Their performance is usually excellent provided that a proper fitness function is defined (a function playing a role equivalent to the cost function in direct optimization), although the computation time is typically larger than using other techniques. In [43] , the proposed method takes advantage of the maturity of FF synthesis methods based on GA, which have been proven to be successful, although a direct application to the NF distribution might have been explored.
Although most of the papers here referenced present simulation and experimental results for planar arrays, it is worth mentioning that in many cases, the proposed synthesis technique can be easily extended to conformal arrays. Indeed, the phase compensation required to focus the near-field radiated by an antenna array can also be obtained by controlling the physical distance between each array element and the assigned focal point, namely using a conformal array. In this context, Otera [44] showed that a curved slotted waveguide array is effective to get a focusing effect if the phase variation along the guiding structure is properly combined with the waveguide curve shape. More recently, a detailed analysis of an NFF leaky wave array antenna based on a curved slotted SIW has been presented in [45] . In that paper, the authors use the further degree-of-freedom represented by the array linear shape (namely, the spatial location of each slot) to improve the control of the array focus steering when the latter is achieved through frequency variation. The shape of the linear slotted SIW is approximated with an m-order polynomial, whose m+1coefficients are synthesized through a conventional leastsquares method that minimizes the discrepancy between the achieved position of the field amplitude peak and the its assigned position, for a number of frequency values of the frequency scanning range. In the field evaluation, for each hypothetical shape, the slot position along the SIW is derived by using the CP-based approach.
As already introduced through [45] , another interesting aspect when designing NFF antennas is the analysis of the synthetized near-field pattern vs. frequency, especially when such a dependence is exploited on purpose to implement a low-cost focus steering. The frequency dependence of the involved traveling wave phase constant (as in series-fed arrays, leaky wave antennas, etc.) and free-space phase constant can be easily introduced in most of the previous synthesis techniques, if the higher computational costs can be tolerated. Not surprisingly, most of the papers presenting NFF antennas with frequency focus steering use a CP-based synthesis approach. In this context, a NFF planar array is proposed in [46] to implement a two-dimensional microwave imaging system, where the focal point steering is obtained by using frequency scan (from 8.5 to 11.5 GHz) and phase shift between 8 series-fed parallel linear arrays, in the two planes orthogonal to the array surface, respectively. The details of the array design process are given in [47] , where the phase synthesis is based on the quadratic approximation of the phase profile calculated by the robust and valuable CP approach. The quadratic phase approximation helps to control the focus steering independently along the two principal planes, as far as the required focus displacement from the broadside direction is relatively small.
Finally, it is worth noting some recent investigations on focused antennas implementation for wireless power transfer by exploiting frequency-diverse arrays or time-modulated arrays [48] .
Conclusions
Focusing and shaping the field radiated by an antenna in its radiative near-field region may be important to improve the performance of several wireless systems based on short-range radio links at microwave and millimeter-wave frequency bands, as for instance radio links for effective wireless power (and data) transfer. In this chapter, it has been shown that the large number of available synthesis techniques can efficiently solve many real-world focusing problems, when different requirements on the antenna near field are assigned.
Future work could deal with comparing and merging the presented synthesis techniques with the well-known focusing techniques developed at the optical region, as well as with those techniques usually applied when the target is closer to the antenna, in its reactive near-field region. Interest is also devoted to potential radio link architectures where both the transmitting and receiving antennas are relatively large with respect to their separation distance, and a simultaneous synthesis of the coupled NFF antennas is required.
Finally, a larger and larger utilization of near-field focused antennas in practical scenarios is desirable, as they can improve the performance of the short-range wireless systems with a very limited increase of the antenna layout complexity and realization costs.
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