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The notions of entropy and co-entropy associated to partitions have been generalized to
coveringswhenPawlak’s rough set theory based onpartitions has been extended to covering
rough sets. Unfortunately, the monotonicities of entropy and co-entropy with respect to the
standard partial order on partitions do not behave well in this generalization. Taking the
coverings and the covering lower and upper approximation operations into account, we
introduce a novel entropy and the corresponding co-entropy in this paper. The new entropy
and co-entropy exhibit the expectedmonotonicity, provide ameasure for the fineness of the
pairs of the covering lower and upper approximation operations, and induce a quasi-order
relation on coverings. We illustrate the theoretical development by the first, second, and
third types of covering lower and upper approximation operations.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Rough set theory, proposed by Pawlak in the early 1980s [17,18], is a mathematical tool to deal with vague or uncertain
knowledge in information systems. It has originally described the indiscernibility of elements in a universe U by an equiva-
lence relation. The equivalence relation can partitionU into blocks in theway that two elements equivalent to each other are
put into one block. According to Pawlak’s terminology in [19], any subset X of U is called a concept in U. If the concept X is a
union of some blocks, then X is precise, otherwise X is vague. The basic idea of rough set theory consists in describing vague
conceptswith apair of precise concepts, its lower andupper approximations [19], and thus, a basic problem in this theory is to
reason about the accessible granules of knowledge. In the literature (see, for example [1,13,16,23,24,26,32,35,38,39]), vari-
ous knowledge granulations (also, information granulations or granulation measures), as an average measure of knowledge
granules, have been proposed and investigated. Among them, there are several information-theoretic measures of uncer-
tainty or granularity for rough sets [1,12,13,16,23,24,26,32,38], which are based upon the Shannon entropy introduced by
Shannon in his landmark paper [27]; for more details, we refer the reader to the excellent survey papers [3,40].
Although the classical rough set theory has a great importance in several fields, the requirement of equivalence relation
as the indiscernibility relation is too restrictive for many applications. As an extension of the classical rough sets, partitions
arising from equivalence relations are relaxed to coverings [6,7,21,31,41,48] or other algebraic structures [20,28]. The cov-
ering of a universe is used to construct the lower and upper approximations of every subset of the universe. Several different
types of covering rough sets have been proposed and investigated; see, for example [10,25,34,36,46,47,50]. Correspond-
ingly, a few attempts have beenmade for generalizing some information-theoreticmeasures of uncertainty or granularity for
classical rough sets into covering rough sets (see [2–4,11,15] and the bibliographies therein). As pointed out in [3], a problem
that rises in extending the partition approach to the covering context is that from mutually equivalent formulations of the
partial order on partitions onemay obtain different orders on coverings. This leads to observation that themonotonicities of
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entropy and co-entropy with respect to the standard partial order on partitions do not behave well in this generalization. To
the best of our knowledge, the unique positive result along this path is based on the partial order induced from a covering
and its completion [2].
It is worth noting that all the information-theoretic measures mentioned above are only dependent on the underlying
partition or covering itself, independent of the (covering) lower and upper approximation operations. This seems somewhat
unreasonable since the basic idea of rough set theory aims at characterizing vague concepts by the lower and upper approxi-
mations. In other words, the result of this characterization relies on both the partition (or covering) and the approximations.
In light of this, taking the partition and the approximations into account, the authors [44] developed information-theoretic
entropyandco-entropy functions tomeasure theuncertainty andgranularityof anapproximation space in the classical rough
set theory. In this paper, we apply the idea in [44] to covering rough sets and introduce a novel entropy and the correspond-
ing co-entropy for a covering approximation space. The new entropy and co-entropy exhibit the expected monotonicity,
provide a measure for the fineness of the pairs of the covering lower and upper approximation operations, and induce a
quasi-order relation on coverings. Following [50], we illustrate the theoretical development by the first, second, and third
types of covering lower and upper approximation operations. In fact, our approach can be directly applied to other types of
covering rough sets. More generally, one can construct a uniform form of entropy (and co-entropy) for any kind of granular
space (or approximation space) including a covering approximation space by representing such spaces as a uniform form,
i.e., the granular space constructed by the neighborhood information granules induced by each object. Recently, for the
entropies that are independent of lower and upper approximation operations, Qian et al. have contributed some excellent
results on their uniform form (see [23,24]).
Although the presentwork is a continuation of [44], there are some essential differences: In [44],we only need to consider
the standard partial order on partitions and the classical Pawlak’s approximation operations. The monotonicities of entropy
and co-entropy with respect to the standard partial order behave quite well. Our monotonicities of entropy and co-entropy
in the paper are based upon the partial order on the power set of the universe, which is induced from the covering and the
covering lower and upper approximation operations used. The entropy is exploited to compare the fineness of the pairs of
covering lower and upper approximation operations. This comparison is not interesting in classical rough sets since there
are only Pawlak’s approximation operations arising in classical rough sets. In addition, [44] addresses the relationship of
co-entropies between different universes, which is left for future study in the context of covering rough sets.
The remainder of the paper is structured as follows. In Section 2, we briefly recall some basics of Pawlak’s rough set
theory and the first, second, and third types of covering rough sets. For later use, one kind of entropy and the corresponding
co-entropy for Pawlak’s rough sets have also been reviewed in this section. In Section 3, we introduce our notions of entropy
and co-entropy. Their monotonicities are explored in Section 4. At the same time, we give a measure for the fineness of the
pairs of the covering lower and upper approximation operations and establish a quasi-order relation on coverings. Section
5 concludes the work presented and identifies some interesting problems for further research.
2. Covering rough sets
In this section, we recall some basic concepts of covering approximation space, the covering lower approximation oper-
ation, and three types of covering upper approximation operations. Let us start with some basic notions in Pawlak’s rough
set theory [17,18].
Throughout the paper, let U be a finite and nonempty universal set. We write 2U for the power set of U and |X| for the
cardinality of a set X . Recall that a partition π of U is a collection of nonempty subsets of U such that every element x of
U is in exactly one of these subsets. Such subsets are also called elementary sets; every union of elementary sets is called
a definable set. For any X ⊆ U, one can describe X by a pair of lower and upper approximations. The lower approximation
app
π
X of X is defined as the greatest definable set contained in X , while the upper approximation appπX of X is defined as
the least definable set containing X . Formally,
app
π
X = ∪{C ∈ π | C ⊆ X} and appπX = ∪{C ∈ π | C ∩ X = ∅}.
The pair
(
app
π
X, appπX
)
is referred to as the rough set approximation of X . The ordered pair 〈U, π〉 is said to be an approxi-
mation space.
In [8,16,32,39], the Shannon entropy [27] has been introduced as a measure of the uncertainty of a partition.
Definition 2.1 [8,16,32,39]. Let 〈U, π〉 be an approximation space, where the partition π consists of blocks Ui, 1 ≤ i ≤ k,
each having cardinality ni. The information entropy H(π) of partition π is defined by
H(π) = −
k∑
i=1
ni
n
log
ni
n
, where n =
k∑
i=1
ni. (1)
Complementing to the information entropy, the following notion has been investigated in [3,4,13,39].
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Definition 2.2 [3,4,13,39]. Let 〈U, π〉 be an approximation space, where the partition π consists of blocks Ui, 1 ≤ i ≤ k,
each having cardinality ni. The co-entropy G(π) of partition π is defined by
G(π) =
k∑
i=1
ni
n
log ni, where n =
k∑
i=1
ni. (2)
It turns out that H(π) + G(π) = log n. Recall that in Pawlak’s rough set theory, there is a partial order “" defined on
the set (U) of all partitions of U: For any π, σ ∈ (U), π  σ if and only if for any C ∈ π , there exists D ∈ σ such that
C ⊆ D. The notation π ≺ σ means that π  σ and π = σ . The following two facts have been proven in [32] and [13],
respectively.
Lemma 2.1. Let π and σ be two partitions of U. If π ≺ σ , then
(1) H(π) > H(σ );
(2) G(π) < G(σ ).
Clearly, the notion of partitions plays an important role in the rough set approximations. As an extension of partitions,
coverings of the universe have been used to define the lower and upper approximations. We first review the concept of
coverings.
Definition 2.3. Let C = {Ci | i ∈ I} be a family of nonempty subsets of U. If⋃i∈I Ci = U, then C is called a covering of U.
The ordered pair 〈U, C 〉 is said to be a covering approximation space.
It follows from the above definition that any partition of U is certainly a covering of U. For convenience, the members of
a general covering (not necessarily a partition) are also called elementary sets.
In the literature, there are several kinds of rough sets induced by a covering [6,7,21,34,41,46–50]. Following [49,50], we
focus on three types of covering rough sets in the paper. The lower approximation operations are the same for all the three
types, but the upper approximation operations are different.
Definition 2.4 [6]. Let C be a covering of U. The covering lower approximation operation CL : 2U −→ 2U is defined as
follows: for any X ∈ 2U ,
CL(X) = ∪{C ∈ C | C ⊆ X}.
In other words, CL(X) is the union of elementary sets which are subsets of X . To state the first and third types of covering
upper approximation operations, it is convenient to introduce the following notion.
Definition 2.5 [6]. Let C be a covering of U. For any x ∈ U, the minimal descriptionMd(x) of x is defined by
Md(x) =
{
C ∈ C | x ∈ C ∧ [∀C′ ∈ C ∧ x ∈ C′ ∧ C′ ⊆ C ⇒ C′ = C]
}
.
By definition, the minimal descriptionMd(x) of x is the set of minimal elementary sets containing x. Note that CL(X) ⊆
X ⊆ U, whileMd(x) ⊆ 2U . Let us recall the definitions of the first, second, and third types of covering upper approximation
operations.
Definition 2.6 (FH [6], SH [21,49], and TH [30]). Let C be a covering of U. The operations FH, SH, and TH : 2U −→ 2U are
defined as follows: for any X ∈ 2U ,
FH(X) = CL(X) ∪ (∪{Md(x) | x ∈ X − CL(X)}),
SH(X) = ∪{C ∈ C | C ∩ X = ∅},
TH(X) = ∪{Md(x) | x ∈ X}.
We call FH, SH, and TH the first, second, and third types of covering upper approximation operations, respectively.
In other words, FH(X) is the union of the covering lower approximation CL(X) and the minimal descriptions of elements
in X − CL(X); SH(X) is the union of elementary sets which have a nonempty intersection with X; TH(X) is exactly the union
of the minimal descriptions of all elements in X .
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As pointed out in [50], it always holds that for any X ⊆ U,
FH(X) ⊆ TH(X) ⊆ SH(X). (3)
It follows from the definition that CL(X) ⊆ X ⊆ FH(X) ⊆ TH(X) ⊆ SH(X) for any X ⊆ U.
A covering rough set in the covering approximation space 〈U, C 〉 is the family of all subsets ofU sharing the same covering
lower and upper approximations. Thus, the general notion of covering rough set can be simply identified with the covering
rough approximation of any given set.
3. Entropy and co-entropy
This section is devoted to a novel notion of entropy and the corresponding co-entropy.
Let us begin with some notations. Throughout this section, we write 〈U, C 〉 for a covering approximation space and
assume that |U| = n. For generality, we write app
C
X and appCX for the covering lower and upper approximations of
X ⊆ U, respectively, that is, app
C
includes, but is not limited to, CL and appC includes, but is not limited to, FH, SH, and TH.
The unique requirement is that app
C
X ⊆ X ⊆ appCX for any X ⊆ U, which is satisfied by the first, second, and third types
of covering approximation operations. We call the pair
(
app
C
X, appCX
)
the covering rough approximation of X .
Observe that the operations app
C
and appC give rise to a mapping f : 2U −→ 2U × 2U defined as follows: for any
X ∈ 2U ,
f (X) =
(
app
C
X, appCX
)
. (4)
The mapping f is called the covering rough approximation mapping associated to 〈U, C 〉.
We thus see that the image Im f of f is
Im f =
{(
app
C
X, appCX
) ∣∣∣ X ⊆ U} , (5)
which is exactly the set of covering rough approximations of all subsets of U. Note that the set Im f is not a multiset, that is,
the same element cannot appear more than once in Im f . In general, we have that |Im f | ≤ 2n since the subset X of U in Eq.
(5) has only 2n alternatives.
Let |Im f | = m. For any (Ai, A′i) ∈ Im f , 1 ≤ i ≤ m, we set
Ai = f−1(Ai, A′i) =
{
X ⊆ U | f (X) = (Ai, A′i)
}
(6)
and assume that |Ai| = ri. In other words, ri is the number of subsets of U that have the covering rough approximation
(Ai, A
′
i). It turns out that {A1,A2, . . . ,Am} gives rise to a partition of 2U : Any two subsets X and Y of U belong to the same
block if and only if f (X) = f (Y), namely, if and only if X and Y have the same covering rough approximation. In other
words, for any 〈U, C 〉, each pair of approximation operators app and app induces a natural classification of the subsets of U;
in each equivalence class of the classification all sets have the same lower and upper approximations. We remark that the
partition {A1,A2, . . . ,Am} has first been used by Pawlak as a set-oriented interpretation of classical rough sets [17], where
C is a partition and f (X) = (CL(X), SH(X)); a detailed survey of this interpretation has been given by Yao in [37] and the
equivalence classes corresponding to the partition are called P-rough sets.
As a result, we get by Eq. (5) that
m∑
i=1
ri = 2n.
To illustrate the above concepts, let us examine an example.
Example 3.1. Consider U = {1, 2, 3, 4} and C = {{1}, {1, 2}, {3, 4}, {1, 2, 3}}. In this case, U has 16 subsets. For each
subset X of U, we compute the first type of covering rough approximation of X; the results are listed in Table 1.
Let f1 be the first type of covering rough approximation mapping, namely, f1(X) = (CL(X), FH(X)). Hence, we see that
Im f1 = {(∅,∅) , (∅, {1, 2}) , (∅, {3, 4}) , (∅,U) , ({1}, {1}) , ({1}, {1, 3, 4}) , ({1},U) , ({1, 2}, {1, 2}) , ({1, 2},U) ,
({3, 4}, {3, 4}) , ({3, 4},U) , ({1, 2, 3}, {1, 2, 3}) , ({1, 3, 4}, {1, 3, 4}) , (U,U)}.
As an example, let us calculate r4. By definition,
r4 = |{X ⊆ U | (CL(X), FH(X)) = (∅,U)}|
= |{{3}, {2, 3}, {2, 4}}|
= 3.
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Table 1
The first type of covering rough approximations in Example 3.1.
X (CL(X), FH(X)) X (CL(X), FH(X)) X (CL(X), FH(X)) X (CL(X), FH(X))
∅ (∅,∅) {1} ({1}, {1}) {2} (∅, {1, 2}) {1, 2, 3} ({1, 2, 3}, {1, 2, 3})
{3} (∅,U) {4} (∅, {3, 4}) {1, 2} ({1, 2}, {1, 2}) {1, 2, 4} ({1, 2},U)
{1, 3} ({1},U) {1, 4} ({1}, {1, 3, 4}) {2, 3} (∅,U) {1, 3, 4} ({1, 3, 4}, {1, 3, 4})
{2, 4} (∅,U) {3, 4} ({3, 4}, {3, 4}) {2, 3, 4} ({3, 4},U) U (U,U)
Table 2
The first type of covering rough approximations and corresponding subsets in Example 3.1.
Approximation Subsets Approximation Subsets Approximation Subsets
(∅,∅) ∅ (∅, {1, 2}) {2} (∅, {3, 4}) {4}
(∅,U) {3}, {2, 3}, {2, 4} ({1}, {1}) {1} ({1}, {1, 3, 4}) {1, 4}
({1},U) {1, 3} ({1, 2}, {1, 2}) {1, 2} ({1, 2},U) {1, 2, 4}
({3, 4}, {3, 4}) {3, 4} ({3, 4},U) {2, 3, 4} ({1, 2, 3}, {1, 2, 3}) {1, 2, 3}
({1, 3, 4}, {1, 3, 4}) {1, 3, 4} (U,U) U
Table 3
The second type of covering rough approximations in Example 3.1.
X (CL(X), SH(X)) X (CL(X), SH(X)) X (CL(X), SH(X)) X (CL(X), SH(X))
∅ (∅,∅) {1} ({1}, {1, 2, 3}) {2} (∅, {1, 2, 3}) {1, 2, 3} ({1, 2, 3},U)
{3} (∅,U) {4} (∅, {3, 4}) {1, 2} ({1, 2}, {1, 2, 3}) {1, 2, 4} ({1, 2},U)
{1, 3} ({1},U) {1, 4} ({1},U) {2, 3} (∅,U) {1, 3, 4} ({1, 3, 4},U)
{2, 4} (∅,U) {3, 4} ({3, 4},U) {2, 3, 4} ({3, 4},U) U (U,U)
Table 4
The second type of covering rough approximations and corresponding subsets in Example 3.1.
Approximation Subsets Approximation Subsets Approximation Subsets
(∅,∅) ∅ (∅, {1, 2, 3}) {2} (∅, {3, 4}) {4}
(∅,U) {3}, {2, 3}, {2, 4} ({1}, {1, 2, 3}) {1} ({1},U) {1, 3}, {1, 4}
({1, 2}, {1, 2, 3}) {1, 2} ({1, 2},U) {1, 2, 4} ({1, 2, 3},U) {1, 2, 3}
({3, 4},U) {3, 4}, {2, 3, 4} ({1, 3, 4},U) {1, 3, 4} (U,U) U
Table 5
The third type of covering rough approximations in Example 3.1.
X (CL(X), TH(X)) X (CL(X), TH(X)) X (CL(X), TH(X)) X (CL(X), TH(X))
∅ (∅,∅) {1} ({1}, {1}) {2} (∅, {1, 2}) {1, 2, 3} ({1, 2, 3},U)
{3} (∅,U) {4} (∅, {3, 4}) {1, 2} ({1, 2}, {1, 2}) {1, 2, 4} ({1, 2},U)
{1, 3} ({1},U) {1, 4} ({1}, {1, 3, 4}) {2, 3} (∅,U) {1, 3, 4} ({1, 3, 4},U)
{2, 4} (∅,U) {3, 4} ({3, 4},U) {2, 3, 4} ({3, 4},U) U (U,U)
Table 6
The third type of covering rough approximations and corresponding subsets in Example 3.1.
Approximation Subsets Approximation Subsets Approximation Subsets
(∅,∅) ∅ (∅, {1, 2}) {2} (∅, {3, 4}) {4}
(∅,U) {3}, {2, 3}, {2, 4} ({1}, {1}) {1} ({1}, {1, 3, 4}) {1, 4}
({1},U) {1, 3} ({1, 2}, {1, 2}) {1, 2} ({1, 2},U) {1, 2, 4}
({3, 4},U) {3, 4}, {2, 3, 4} ({1, 2, 3},U) {1, 2, 3} ({1, 3, 4},U) {1, 3, 4}
(U,U) U
This is exactly the number of subsets of U that have the covering rough set approximation (∅,U), which can be counted
from Table 1. In light of this, we may get Table 2 by rearranging Table 1. It follows immediately from Table 2 that r4 = 3 and
ri = 1 for all i ∈ {1, 2, . . . , 14} − {4}.
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For subsequent need, let us compute the second and third types of covering rough approximations and list the subset(s)
corresponding to each covering rough approximation; all data are presented in Tables 3–6.
Recall that the basic idea of rough set theory aims at describing vague concepts (i.e., subsets of the universe) by the
lower and upper approximations. For example, we see from Table 1 that {2} and {3} are described by (∅, {1, 2}) and (∅,U),
respectively. On the other hand, Table 2 shows us that {3}, {2, 3}, and {2, 4} are described by (∅,U) and all other subsets of
{1, 2, 3, 4} are uniquely described by a pair of lower and upper approximations. Similarly, Table 4 shows that {3}, {2, 3}, and
{2, 4} are described by (∅,U), {1, 3} and {1, 4} are described by ({1},U), {3, 4} and {2, 3, 4} are described by ({3, 4},U),
and all other subsets of {1, 2, 3, 4} are uniquely described by a pair of lower and upper approximations. Table 6 shows
that {3}, {2, 3}, and {2, 4} are described by (∅,U), {3, 4} and {2, 3, 4} are described by ({3, 4},U), and all other subsets of
{1, 2, 3, 4} are uniquely described by a pair of lower and upper approximations. Intuitively, in terms of the uncertainty of
describing vague concepts, the second type of covering rough approximations associated to 〈U, C 〉 in Example 3.1 gives a
greater degree of uncertainty than the third type, while the third one gives a greater degree of uncertainty than the first type.
On the other hand, the uncertainty of describing vague concepts is closely related to the granularity of the classification
induced by approximation operators. The lower the degree of uncertainty, the finer the classification. These observations
motivate us to measure this kind of uncertainty associated to the covering approximation space and the approximation
operators.
Since we are concerned with the description of subsets of U, we may assume that every subset of U appears with the
same probability 1/2n. As a result, the covering rough approximation (Ai, A
′
i) appears with the accumulative probability
ri/2
n and we thus obtain a probability distribution
Pappapp(C ) =
(
r1
2n
,
r2
2n
, . . . ,
rm
2n
)
. (7)
For instance, it follows from Tables 2, 4, and 6 that
PFHCL (C ) =
(
1
24
,
1
24
,
1
24
,
3
24
,
1
24
,
1
24
,
1
24
,
1
24
,
1
24
,
1
24
,
1
24
,
1
24
,
1
24
,
1
24
)
, (8)
PSHCL (C ) =
(
1
24
,
1
24
,
1
24
,
3
24
,
1
24
,
2
24
,
1
24
,
1
24
,
1
24
,
2
24
,
1
24
,
1
24
)
, (9)
PTHCL (C ) =
(
1
24
,
1
24
,
1
24
,
3
24
,
1
24
,
1
24
,
1
24
,
1
24
,
1
24
,
2
24
,
1
24
,
1
24
,
1
24
)
, (10)
where C = {{1}, {1, 2}, {3, 4}, {1, 2, 3}}. More formally, it gives a discrete random variable on the finite set Im f .
According to Shannon’s information theory [27], the Shannon entropy function of the probability distribution P
app
app(C ) is
defined as follows.
Definition 3.1. Keep the notations as above. The information entropyHappapp(C ) of 〈U, C 〉with respect to the approximation
operators app and app is defined by
Happapp(C ) = H
(
Pappapp(C )
)
= −
m∑
i=1
ri
2n
log
ri
2n
. (11)
The convention 0 log 0 = 0 is adopted in the definition. The logarithm is usually taken to the base 2, in which case the
entropy ismeasured in “bits”. In the above definition, for simplicity we have omitted the universeU in the notationHappapp(C ).
Following the explanation of Shannon entropy in information theory, the information − log ri
2n
related to the proba-
bility
ri
2n
of occurrence of the “event" Ai can be interpreted as a measure of the uncertainty due to the knowledge of this
probability. Further, the information entropy of probability distribution (. . . , ri
2n
, . . .) can be considered as a quantity which
in a reasonable way measures the average uncertainty associated with this distribution and expressed as the mean value
−∑mi=1 ri2n log ri2n , that is, the quantityHappapp(C )measures the average uncertainty associated to the covering C with respect
to the approximation operators app and app. More concretely, as mentioned before Example 3.1, each pair of approximation
operators app and app induces a classification of all subsets of U; the information entropy Happapp(C ) provides a uncertainty
measure of the classification. The greater the information entropy, the lower the degree of uncertainty. In particular, when
Happapp(C ) takes its greatest value n, we have that every ri equates 1 and the classification is the finest one; when Happapp(C )
takes its least value, we see that almost all subsets (possibly except for ∅ and U) of U belong to the same class and thus this
classification is the coarsest one. Due to the relationship between the classification and the description of vague concepts
observed after Example 3.1, the information entropyHappapp(C ) can also be regarded as an uncertainty measure of describing
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vague concepts. The greater the information entropy, the lower the degree of uncertainty of describing vague concepts. Let
us illustrate the explanations by an example.
Example 3.2. Let us revisit Example 3.1, where 〈U, C 〉 = 〈{1, 2, 3, 4}, {{1}, {1, 2}, {3, 4}, {1, 2, 3}}〉. It follows from Eqs.
(8)–(10) and Definition 3.1 that
HFHCL (C ) = −
[
13 × 1
24
log
1
24
+ 3
24
log
3
24
]
= 4 − 3
16
log 3,
HSHCL (C ) = −
[
9 × 1
24
log
1
24
+ 3
24
log
3
24
+ 2 × 2
24
log
2
24
]
= 15
4
− 3
16
log 3,
HTHCL (C ) = −
[
11 × 1
24
log
1
24
+ 3
24
log
3
24
+ 2
24
log
2
24
]
= 31
8
− 3
16
log 3.
We thus see thatHFHCL (C ) > HTHCL (C ) > HSHCL (C ), which is coincident with the observation after Example 3.1.
Tomeasure the granularity with respect to the approximation operators app and app carried by the covering C , following
[3,4] we introduce the concept of co-entropy, which corresponds to the information entropy in Definition 3.1.
Definition 3.2. Keep the notations as in Definition 3.1. The co-entropy Gappapp(C ) of 〈U, C 〉with respect to the approximation
operators app and app is defined by
Gappapp(C ) = G
(
Pappapp(C )
)
=
m∑
i=1
ri
2n
log ri. (12)
The quantity log ri (i.e., log |Ai|) represents the measure of the granularity associated to the knowledge supported by the
“granule"Ai. Therefore, the co-entropy Gappapp(C ) is basically an average granularity with respect to all equivalence classes in
the classification carried by the covering C and the approximation operators app and app. In contrast to information entropy
Happapp(C ), the greater the co-entropy, the coarser the classification and the higher the degree of uncertainty of describing
vague concepts. Following [3,4], we distinguish the granularitymeasure described by Gappapp(C ) from the uncertaintymeasure
given byHappapp(C ).
Example 3.3. Again, let us revisit Example 3.1, where 〈U, C 〉 = 〈{1, 2, 3, 4}, {{1}, {1, 2}, {3, 4}, {1, 2, 3}}〉. It follows from
Eqs. (8)–(10) and Definition 3.2 that
GFHCL (C ) = 13 ×
1
24
log 1 + 3
24
log 3 = 3
16
log 3 = 4 − HFHCL (C ),
GSHCL (C ) = 9 ×
1
24
log 1 + 3
24
log 3 + 2 × 2
24
log 2 = 1
4
+ 3
16
log 3 = 4 − HSHCL (C ),
GTHCL (C ) = 11 ×
1
24
log 1 + 3
24
log 3 + 2
24
log 2 = 1
8
+ 3
16
log 3 = 4 − HTHCL (C ).
Clearly, GFHCL (C ) < GTHCL (C ) < GSHCL (C ).
More generally, it follows directly from Definitions 3.1 and 3.2 that
Happapp(C ) + Gappapp(C ) = n. (13)
It means that the two measures complement each other with respect to the constant quantity n = |U|, which is invariant
with respect to the choice of the covering C of U. This justifies the term “co-entropy". We depict the process of computing
entropy and co-entropy as well as their relationship in Fig. 1.
We end this section with a remark on the definitions of entropyHappapp(C ) and co-entropy Gappapp(C ).
Remark 3.1. As pointed out before Example 3.1, {A1,A2, . . . ,Am} forms a partition of 2U for any given 〈U, C 〉 and the
approximation operators app and app. Let us write π
app
app (C ) for this induced partition. Then it follows from Definitions 2.1
and 2.2 that
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Fig. 1. Entropy and co-entropy.
Happapp(C ) = H
(
πappapp (C )
)
, (14)
Gappapp(C ) = G
(
πappapp (C )
)
. (15)
This means that our entropy and co-entropy are dependent on the partitions of 2U , not merely on the coverings of U.
4. The monotonicities of entropy and co-entropy
In this section, we pay our attention to the monotonicities ofH and G, which are based upon a new quasi-order relation.
Keep the notation in Remark 3.1, that is, π
app
app (C ) = {A1,A2, . . . ,Am}, where {A1,A2, . . . ,Am} is a partition of 2U
such that any two subsets X and Y of U belong to the same block if and only if
(
app(X), app(X)
)
=
(
app(Y), app(Y)
)
. We
introduce an order relation on the triples
(
C , app, app
)
.
Definition 4.1. Let Ci be a covering of U and
(
app
i
, appi
)
a pair of the covering lower and upper approximation operators,
where i = 1, 2. We write
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(
C1, app1, app1
)

(
C2, app2, app2
)
if and only if πapp1app
1
(C1)  πapp2app
2
(C2).
We say that
(
C1, app1, app1
)
is finer than
(
C2, app2, app2
)
and that
(
C2, app2, app2
)
is coarser than
(
C1, app1, app1
)
if(
C1, app1, app1
)

(
C2, app2, app2
)
. If π
app1
app
1
(C1) ≺ πapp2app
2
(C2), we write
(
C1, app1, app1
)

(
C2, app2, app2
)
.
Recall that is the standard partial order defined on partitions. Consequently, in the above definition we have exploited
the standard partial order on the partitions of 2U to develop the order relation  on the triples
(
C , app, app
)
.
Let us see a simple example arising from Example 3.1.
Example 4.1. Again, we revisit Example 3.1, where 〈U, C 〉 = 〈{1, 2, 3, 4}, {{1}, {1, 2}, {3, 4}, {1, 2, 3}}〉. We get respec-
tively from Tables 2, 4, and 6 that
π FHCL (C ) =
{{∅}, {U}, {{1}}, {{2}}, {{4}}, {{1, 2}}, {{1, 3}}, {{1, 4}}, {{3, 4}}, {{1, 2, 3}},
{{1, 2, 4}}, {{1, 3, 4}}, {{2, 3, 4}}, {{3}, {2, 3}, {2, 4}}},
π SHCL (C ) =
{{∅}, {U}, {{1}}, {{2}}, {{4}}, {{1, 2}}, {{1, 2, 3}}, {{1, 2, 4}}, {{1, 3, 4}},
{{1, 3}, {1, 4}}, {{3, 4}, {2, 3, 4}}, {{3}, {2, 3}, {2, 4}}},
π THCL (C ) =
{{∅}, {U}, {{1}}, {{2}}, {{4}}, {{1, 2}}, {{1, 3}}, {{1, 4}}, {{1, 2, 3}},
{{1, 2, 4}}, {{1, 3, 4}}, {{3, 4}, {2, 3, 4}}, {{3}, {2, 3}, {2, 4}}}.
Therefore, we have by definition that
π FHCL (C ) ≺ π THCL (C ) ≺ π SHCL (C ),
which means that for C = {{1}, {1, 2}, {3, 4}, {1, 2, 3}},
(C , CL, FH)  (C , CL, TH)  (C , CL, SH).
It is easy to see that “" is a quasi-order relation, namely, a reflexive and transitive, but in general non anti-symmetric
relation [5]. The quasi-ordering “" has the following properties.
Theorem 4.1. If
(
C1, app1, app1
)

(
C2, app2, app2
)
, then
(1)Happ1app
1
(C1) > Happ2app
2
(C2).
(2) Gapp1app
1
(C1) < Gapp2app
2
(C2).
Proof. The anti-monotonicity of H and the monotonicity of G follow immediately from Definition 4.1, Remark 3.1, and
Lemma 2.1. 
It follows from the above theorem and Example 4.1 that for C = {{1}, {1, 2}, {3, 4}, {1, 2, 3}},
HFHCL (C ) > HTHCL (C ) > HSHCL (C ) and GFHCL (C ) < GTHCL (C ) < GSHCL (C ),
which is coincident with the results in Examples 3.2 and 3.3.
Note that Theorem4.1 provides only a sufficient condition for the entropy and co-entropy to bemonotonic. In otherwords,
if one has known either Happ1app
1
(C1) ≤ Happ2app
2
(C2) or Gapp1app
1
(C1) ≥ Gapp2app
2
(C2) in one way or another, then it is necessary that(
C1, app1, app1
)

(
C2, app2, app2
)
. Except for this, we cannot say anything more if H and G based on a new quasi-order
relation are monotonic.
We are ready to introduce two interesting versions of Definition 4.1: one focuses on the approximation operators and the
other focuses on the coverings.
Definition 4.2. Let
(
app
i
, appi
)
be a pair of the covering lower and upper approximation operations, where i = 1, 2. We
say that
(
app
1
, app1
)
is finer than
(
app
2
, app2
)
, denoted
(
app
1
, app1
)

(
app
2
, app2
)
, if
(
C , app
1
, app1
)

(
C , app
2
, app2
)
for any covering C of U.
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It follows from Definition 4.1 that
(
app
1
, app1
)

(
app
2
, app2
)
if and only if π
app1
app
1
(C )  πapp2app
2
(C ) for any covering C of
U, which is equivalent to that the pair of app
1
and app1 always gives rise to a finer partition of 2
U than that of the pair of app
2
and app2. From this point of view, Definition 4.2 provides a fineness measure of approximation operators. As an example,
we are ready to compare the fineness of (CL, FH), (CL, SH), and (CL, TH). To this end, we need two lemmas.
Lemma 4.1. For any X, Y ∈ 2U, if (CL(X), FH(X)) = (CL(Y), FH(Y)), then (CL(X), TH(X)) = (CL(Y), TH(Y)).
Proof. We need to show that TH(X) = TH(Y). We only verify that TH(X) ⊆ TH(Y) since the converse inclusion can be
proven similarly. By definition, TH(X) = ∪{Md(x) | x ∈ X} and TH(Y) = ∪{Md(y) | y ∈ Y}. It suffices to show that for any
x ∈ X , ∪Md(x) ⊆ TH(Y). Two cases need to be considered:
Case 1: If x ∈ CL(X), then it follows from CL(X) = CL(Y) that x ∈ CL(Y) ⊆ Y , which implies that ∪Md(x) ⊆ TH(Y).
Case 2: If x ∈ X − CL(X), then we have by the definition of FH(X) and Eq. (3) that ∪Md(x) ⊆ FH(X) = FH(Y) ⊆ TH(Y),
i.e., ∪Md(x) ⊆ TH(Y).
Therefore, we get that TH(X) ⊆ TH(Y), as desired. 
Lemma 4.2. For any X, Y ∈ 2U, if (CL(X), TH(X)) = (CL(Y), TH(Y)), then (CL(X), SH(X)) = (CL(Y), SH(Y)).
Proof. Similar to Lemma 4.1, we only show that SH(X) ⊆ SH(Y). By definition, SH(X) = ∪{C ∈ C | C ∩ X = ∅} and
SH(Y) = ∪{C ∈ C | C ∩ Y = ∅}. It suffices to check that for any C ∈ C , if C ∩ X = ∅, then C ⊆ SH(Y). Let x ∈ C ∩ X . We
need to consider two cases:
Case 1: If x ∈ CL(X), we see that x ∈ CL(Y), and thus x ∈ C ∩ Y , which means that C ⊆ SH(Y).
Case 2: If x ∈ X − CL(X), then two subcases need to consider: one is C ∈ Md(x) and the other is C ∈ Md(x). For the first
subcase,we get that C ⊆ TH(X) = TH(Y) ⊆ SH(Y) by the definition of TH(X) and Eq. (3). For the second subcase, theremust
exist C′ ∈ Md(x) such that C′ ⊆ C. By the argument for the first subcase, we obtain that C′ ⊆ TH(X) = TH(Y) ⊆ SH(Y).
Consequently, C′ ∩ Y = ∅, which forces that C ∩ Y = ∅. Hence, C ⊆ SH(Y).
This completes the proof of the lemma. 
The following theoremcharacterizes thefineness of (CL, FH), (CL, SH), and (CL, TH), that is, from theviewof classification
induced by approximation operators, (CL, FH) yields the finest classification while (CL, SH) gives the coarsest one.
Theorem 4.2. (CL, FH)  (CL, TH)  (CL, SH).
Proof. Consider first (CL, FH) (CL, TH). It follows from Lemma 4.1 that for any covering C , π FHCL (C )  π THCL (C ). Therefore,
for any covering C we have by definition that (C , CL, FH) (C , CL, TH), which means that (CL, FH) (CL, TH). In the same
way, one can prove that (CL, TH)  (CL, SH) by using Lemma 4.2. 
As an immediate corollary of Theorem 4.2, we have the following results.
Corollary 4.1. Let C be a covering of U. Then
(1)HFHCL (C ) ≥ HTHCL (C ) ≥ HSHCL (C );
(2) GFHCL (C ) ≤ GTHCL (C ) ≤ GSHCL (C ).
The other version of Definition 4.1 that focuses on the coverings is stated as follows, which provides an order relation on
coverings.
Definition 4.3. Let Ci, i = 1, 2, be a covering of U. We say that C1 is finer than C2 with respect to the covering lower and
upper approximation operators app and app, denoted by C1 
app
app C2, if
(
C1, app, app
)

(
C2, app, app
)
.
For any given app and app, “
app
app" gives rise to a quasi-order relation on the set of all coverings. It follows from Definition
4.1 that C1 is finer than C2 if the induced partition π
app
app (C1) is finer than π
app
app (C2). One of the good features of this quasi-
ordering is that it ensuresHappapp(C1) ≥ Happapp(C2) and Gappapp(C ) ≤ Gappapp(C2) whenever C1 appapp C2.
We are ready to compare the fineness of coverings with the same reduct. Recall that the following concept of reduct has
been proposed for reducing a covering to its simplest formwhile not changing the covering lower approximation operation
and some types of covering upper approximation operations [45,48].
Definition 4.4. Let 〈U, C 〉 be a covering approximation space. If C ∈ C can be written as a union of some sets in C − {C},
then C is called reducible in C . If all reducible elements of C are deleted, the remainder, which is still a covering, is called
the reduct of C and denoted by reduct(C ).
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Table 7
The second type of covering rough approximations and corresponding subsets.
Approximation Subsets Approximation Subsets Approximation Subsets
(∅,∅) ∅ (∅, {1, 2, 3}) {2} (∅, {1, 3, 4}) {4}
(∅,U) {3}, {2, 3}, {2, 4} ({1},U) {1}, {1, 3}, {1, 4} ({1, 2},U) {1, 2}, {1, 2, 4}
({3, 4},U) {3, 4}, {2, 3, 4} ({1, 2, 3},U) {1, 2, 3} ({1, 3, 4},U) {1, 3, 4}
(U,U) U
One of the important results on reduct is that reduct(C1) = reduct(C2) if and only if CL1(X) = CL2(X) for all X ⊆ U,
where CLi, i = 1, 2, stands for the covering lower approximation operation associated to the covering Ci (see [43,45,46,48]).
The following proposition shows that two coverings having the same reduct give rise to the identical partition on 2U if
we take (CL, FH) or (CL, TH) as approximation operators.
Proposition 4.1. Let C1 and C2 be two coverings of U with reduct(C1) = reduct(C2). Then we have the following:
(1) C1 
FH
CL C2 and C2 
FH
CL C1.
(2) C1 
TH
CL C2 and C2 
TH
CL C1.
(3) C1 
SH
CL C2 does not hold in general.
Proof. For simplicity, wewrite CLi, FHi, SHi, and THi for the approximation operationswith respect to the coveringCi, where
i = 1, 2.
(1) It is sufficient to show that for any X, Y ∈ 2U , (CL1(X), FH1(X)) = (CL1(Y), FH1(Y)) if and only if (CL2(X), FH2(X)) =
(CL2(Y), FH2(Y)). As reduct(C1) = reduct(C2), we get that CL1(X) = CL2(X) and CL1(Y) = CL2(Y), which means that
CL1(X) = CL1(Y) if and only if CL2(X) = CL2(Y). On the other hand, Theorem 8 in [50] says that reduct(C1) = reduct(C2) if
andonly if FH1 = FH2. As a result,wehave that FH1(X) = FH1(Y) if andonly if FH2(X) = FH2(Y). Hence, (CL1(X), FH1(X)) =
(CL1(Y), FH1(Y)) if and only if (CL2(X), FH2(X)) = (CL2(Y), FH2(Y)).
(2) By the argument of the proof of (1), we only need to verify that TH1(X) = TH1(Y) if and only if TH2(X) = TH2(Y).
This follows from Theorem 19 in [50], which says that TH1 = TH2 if reduct(C1) = reduct(C2). Whence, (2) holds.
(3) Consider the following counterexample: U = {1, 2, 3, 4}, C1 = {{1}, {1, 2}, {3, 4}, {1, 2, 3}, {1, 3, 4}}, and C2 ={{1}, {1, 2}, {3, 4}, {1, 2, 3}}. Clearly, reduct(C1) = C2 = reduct(C2). The covering approximation space 〈U, C2〉 has been
considered in Example 3.1 and the second type of covering rough approximations and corresponding subsets have been
displayed in Table 4. For 〈U, C1〉, the second type of covering rough approximations and corresponding subsets are given in
Table 7. Comparing Tables 4 and 7, we see that π SHCL (C1)  π SHCL (C2). Consequently, C1 SHCL C2 does not hold in general. 
Finally, let us compare a quasi-ordering associated to coverings in [4] with our quasi-ordering 
app
app introduced in
Definition 4.3. As recalled in Section 2, there is a partial order “" defined on the set of all partitions, which says that π  σ
if and only if for any C ∈ π , there exists D ∈ σ such that C ⊆ D. A natural generation of this partial order is as follows.
Definition 4.5 [4]. Let C1 and C2 be two coverings of U. We say that C1  C2 if and only if for any C ∈ C1, there exists
D ∈ C2 such that C ⊆ D.
In [4], it has been shown by some counterexamples that there is no expected monotonicity regularity of the involved
entropy and co-entropy with respect to the quasi-ordering “". The following example shows us that there is no mutual
implication between “" and appapp for each (app, app) ∈ {(CL, FH), (CL, SH), (CL, TH)}.
Example 4.2. Let U = {1, 2}, C1 = {U}, C2 = {{1},U}, and C3 = {{1}, {2}}. Clearly, C1  C2 and C2  C3. However, by a
routine computation we get that
π FHCL (C1) = π SHCL (C1) = π THCL (C1) = {{∅}, {{1}, {2}}, {U}};
π FHCL (C2) = π SHCL (C2) = π THCL (C2) = {{∅}, {{1}}, {{2}}, {U}};
π FHCL (C3) = π SHCL (C3) = π THCL (C3) = {{∅}, {{1}}, {{2}}, {U}}.
It follows that π
app
app (C1)  πappapp (C2) and πappapp (C2)  πappapp (C3) for each (app, app) ∈ {(CL, FH), (CL, SH), (CL, TH)}. Hence,
C1 
app
app C2 and C2 
app
app C3. As a result, we see from C1  C2 and C1 appapp C2 that “" does not imply appapp. At the same
time, it follows from C2 
app
app C3 and C2  C3 that appapp does not imply “".
Nevertheless, for the special case that the coverings under consideration are partitions, the next proposition shows that
the order relation “" on the partitions of U and the induced order relation appapp on the partitions of 2U are coincident for
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any (app, app) ∈ {(CL, FH), (CL, SH), (CL, TH)}. In fact, it is easy to check that (CL, FH), (CL, SH), and (CL, TH) amount to
the same thing when the coverings are partitions. We thus write  instead of 
app
app in the following proposition.
Proposition 4.2. Let C1 and C2 be two partitions of U. Then C1  C2 if and only if C1  C2.
Proof. It suffices to prove that C1  C2 if and only if C1 SHCL C2. The latter is equivalent to πCLSH(C1)  πCLSH(C2). We write∼i
and ≈i, i = 1, 2, for the equivalence relations corresponding to Ci and πCLSH(Ci), respectively. Clearly, C1  C2 if and only if
∼1⊆∼2; C1 SHCL C2 if and only if ≈1⊆≈2. Thus, to prove the proposition we only need to verify that ∼1⊆∼2 if and only if≈1⊆≈2.
Assume that∼1⊆∼2 and X ≈1 Y , where X, Y ⊆ U. It follows from X ≈1 Y that CL1(X) = CL1(Y) and SH1(X) = SH1(Y),
namely,∪{C ∈ C1|C ⊆ X} = ∪{C ∈ C1|C ⊆ Y} and∪{C ∈ C1|C ∩ X = ∅} = ∪{C ∈ C1|C ∩ Y = ∅}. To show that X ≈2 Y ,
we need to check that
∪{C ∈ C2|C ⊆ X} = ∪{C ∈ C2|C ⊆ Y} (16)
and
∪{C ∈ C2|C ∩ X = ∅} = ∪{C ∈ C2|C ∩ Y = ∅}. (17)
For Eq. (16), let C ∈ C2 and C ⊆ X . Then C = ∪kCk for some Ck ∈ C1 since C1  C2. Consequently, C ∈ ∪{C ∈ C1|C ⊆ X} =∪{C ∈ C1|C ⊆ Y} ⊆ ∪{C ∈ C2|C ⊆ Y}. Hence, ∪{C ∈ C2|C ⊆ X} ⊆ ∪{C ∈ C2|C ⊆ Y}. The converse inclusion follows
from the symmetry, and thus Eq. (16) holds. For Eq. (17), let C ∈ C2 and C ∩ X = ∅. Again, C = ∪kCk for some Ck ∈ C1, and
moreover, there is some Ck0 ∈ C1 such that Ck0 ∩X = ∅. We thus get that Ck0 ∈ ∪{C ∈ C1|C∩X = ∅} = ∪{C ∈ C1|C∩Y =∅} ⊆ ∪{C ∈ C2|C ∩ Y = ∅}, which means that Ck0 ∩ Y = ∅. As a result, ∪{C ∈ C2|C ∩ X = ∅} ⊆ ∪{C ∈ C2|C ∩ Y = ∅}.
Again, the converse inclusion follows from the symmetry, and thus, Eq. (17) holds. Whence, X ≈2 Y , which proves that≈1⊆≈2.
Conversely, suppose that ≈1⊆≈2, that is, for any X, Y ⊆ U, if X ≈1 Y then X ≈2 Y . For any x, y ∈ U, if x ∼1 y, we get
by definition that {x} ≈1 {y}. Therefore, {x} ≈2 {y}, which implies that x ∼2 y. We thus see that ∼1⊆∼2. This completes
the proof of the proposition. 
5. Conclusion
In the paper, we have proposed a new concept of entropy and the corresponding co-entropy for covering rough sets.
Roughly speaking, the entropy and co-entropy are based upon the induced partition on the power set of the universe. As
expected, the entropy and co-entropy are monotonic with respect to a certain quasi-ordering on the coverings and the
covering lower and upper approximation operations. In particular, a measure for the fineness of the pairs of the covering
lower and upper approximation operations has been presented. As an example, we have applied this measure to compare
the first, second, and third types of covering approximation operations. For any given pair of the covering lower and upper
approximation operations, we have also shown that there is an induced quasi-order relation on coverings.
Let us present several potential applications of our theoretical development. Along the same line as in [4,22], one may
apply the entropy and co-entropy defined in the paper to compare or reduce the attributes in an incomplete information
system. It would be interesting to reexamine image ambiguity measures [26], classification rule extraction [29], and outlier
detection [9] by using the entropy introduced here. In addition, as mentioned earlier, for any 〈U, C 〉 a pair of approximation
operators induces a classification of all subsets of U and the granularity of this classification can bemeasured by the entropy
and co-entropy. As suggested in [17], for a certain (nonempty) family F of subsets of U we may restrict the induced classifi-
cation of all subsets of U to the family F , which means that two subsets in F belong to the same class if and only if they have
the same lower and upper approximations. By further developing conditioned entropy and co-entropy, we can obtain the
granularity measure of classifying F in this way.
There are also some theoretical problemswhich areworth further studying. Firstly, an efficient algorithm for the entropy
and co-entropy remains yet to be designed. At present, we need to consider 2n subsets of the universal set U, where n = |U|.
It seems infeasiblewhen n is very large. Secondly, note that our order “" on the triples (C , app, app) is not directly based on
the coverings. It is desirable to give an explicit order on coverings that supports the order “" for a given pair of the covering
lower and upper approximation operations. Based on the explicit order, it is possible to discuss the relationship of entropies
or co-entropies between different universes. Finally, some roughness measures for approximations have been investigated
in the literature ([14,18,33,42]). It is interesting to use the entropy and co-entropy in the paper or [44] to measure the
roughness of an approximation. This may motivate a new axiomatic approach to the roughness measure of rough sets.
Acknowledgements
The authors would like to thank the reviewers for some helpful suggestions. This work was supported by the National
Natural Science Foundation of China under Grants 61070251, 60873191, 60903152, and 60821001.
540 P. Zhu, Q. Wen / International Journal of Approximate Reasoning 53 (2012) 528–540
References
[1] T. Beaubouef, F.E. Petry, G. Arora, Information-theoretic measures of uncertainty for rough sets and rough relational databases, Inform. Sci. 109 (1998)
185–195.
[2] D. Bianucci, G. Cattaneo, On non-pointwise entropies of coverings: relationship with anti-monotonicity, in: G. Wang, T. Li, J.W. Grzymala-Busse, D. Miao, A.
Skowron, Y.Y. Yao (Eds.), RSKT, Lecture Notes Computer Science, vol. 5009, Springer, 2008, pp. 387–394.
[3] D. Bianucci, G. Cattaneo, Information entropy and granulation co-entropy of partitions and coverings: A summary, in: J. Peters, A. Skowron, M. Wolski, M.
Chakraborty, W.-Z. Wu (Eds.), Transactions on Rough Sets X, Lecture Notes on Computer Science, vol. 5656, Springer, Berlin/Heidelberg, 2009, pp. 15–66.
[4] D. Bianucci, G. Cattaneo, D. Ciucci, Entropies and co-entropies of coverings with application to incomplete information systems, Fund. Inform. 75 (2007)
77–105.
[5] G. Birkhoff, Lattice Theory, third ed., Amer Mathematical Society, Providence, R.I, 1995.
[6] Z. Bonikowski, E. Bryniarski, U. Wybraniec-Skardowska, Extensions and intentions in the rough set theory, Inform. Sci. 107 (1998) 149–167.
[7] E. Bryniarski, A calculus of rough sets of the first order, Bull. Pol. Acad. Sci. 36 (16) (1989) 71–77.
[8] I. Düntsch, G. Gediga, Uncertainty measures of rough set prediction, Artif. Intell. 106 (1) (1998) 109–137.
[9] F. Jiang, Y.F. Sui, C.G. Cao, An information entropy-based approach to outlier detection in rough sets, Expert Syst. Appl. 37 (9) (2010) 6338–6344.
[10] T.-J. Li, Y. Leung, W.-X. Zhang, Generalized fuzzy rough approximation operators based on fuzzy coverings, Int. J. Approx. Reason. 48 (3) (2008) 836–856.
[11] J. Liang, Z. Shi, D. Li, M.J. Wierman, Information entropy, rough entropy and knowledge granulation in incomplete information systems, Int. J. Gen. Syst. 35
(6) (2006) 641–654.
[12] J.Y. Liang, Y.H. Qian, Information granules and entropy theory in information systems, Sci. China Ser. F: Inform. Sci. 51 (10) (2008) 1427–1444.
[13] J.Y. Liang, Z.Z. Shi, The information entropy, rough entropy and knowledge granulation in rough set theory, Int. J. Uncert. Fuzz. Knowl. Syst. 12 (1) (2004)
37–46.
[14] J.Y. Liang, J.H. Wang, Y.H. Qian, A new measure of uncertainty based on knowledge granulation for rough sets, Inform. Sci. 179 (2009) 458–470.
[15] J.Y. Liang, Z.B. Xu, Uncertainty measure of randomness of knowledge and rough sets in incomplete information systems, Intell. Contr. Autom. 4 (2000)
2526–2529.
[16] D.Q. Miao, J. Wang, On the relationships between information entropy and roughness of knowledge in rough set theory, Pattern Recogn. Artif. Intell. 11 (1)
(1998) 34–40. (in Chinese).
[17] Z. Pawlak, Rough sets, Int. J. Comput. Inform. Sci. 11 (5) (1982) 341–356.
[18] Z. Pawlak, Rough Sets: Theoretical Aspects of Reasoning about Data, Kluwer Academic Publishers, Boston, 1991.
[19] Z. Pawlak, Rough sets: a new approach to vagueness, in: L.A. Zadeh, J. Kacprzyc (Eds.), Fuzzy Logic for the Management of Uncertainty, John Wiley & Sons,
Inc., New York, 1992, pp. 105–118.
[20] Z. Pei, D.W. Pei, L. Zheng, Topology vs generalized rough sets, Int. J. Approx. Reason. 52 (2) (2011) 231–239.
[21] J.A. Pomykala, Approximation operations in approximation space, Bull. Pol. Acad. Sci. 35 (9–10) (1987) 653–662.
[22] J. Qian, D.Q. Miao, Z.H. Zhang, W. Li, Hybrid approaches to attribute reduction based on indiscernibility and discernibility relation, Int. J. Approx. Reason. 52
(2) (2011) 212–230.
[23] Y.H. Qian, J.Y. Liang, C.Y. Dang, Knowledge structure, knowledge granulation and knowledge distance in a knowledge base, Int. J. Approx. Reason. 50 (1)
(2009) 174–188.
[24] Y.H. Qian, J.Y. Liang, W.Z. Wu, C.Y. Dang, Information granularity in fuzzy binary grc model, IEEE Trans. Fuzzy Syst. 19 (2) (2011) 253–264.
[25] K. Qin, Y. Gao, Z. Pei, On covering rough sets, in: 2nd Int. Conf. Rough Sets Knowl. Techn., Toronto, Canada, May 14–16, 2007, vol. 4481 of Lecturer Notes on
Artificial Intelligence, 2006, pp. 34–41 .
[26] D. Sen, S.K. Pal, Generalized rough sets, entropy, and image ambiguity measures, IEEE Trans. Syst., Man, Cybern. B, Cybern. 39 (1) (2009) 117–128.
[27] C.E. Shannon, A mathematical theory of communication, I, II, Bell Syst. Techn. J. 27 (1948) 379–423., 623–656.
[28] Y.H. Shen, F.X. Wang, Rough approximations of vague sets in fuzzy approximation space, Int. J. Approx. Reason. 52 (2) (2011) 281–296.
[29] Y.C. Tsai, C.H. Cheng, J.R. Chang, Entropy-based fuzzy rough classification approach for extracting classification rules, Expert Syst. Appl. 31 (2) (2006) 436–443.
[30] E.C.C. Tsang, D. Chen, J.W.T. Lee, D.S. Yeung, On theupper approximations of covering generalized rough sets, in: Proceedings of 2004 International Conference
on Machine Learning and Cybernetics, vol. 7, 2004, pp. 4200–4203.
[31] C.Z. Wang, D.G. Chen, C.Wu, Q.H. Hu, Data compressionwith homomorphism in covering information systems, Int. J. Approx. Reason. 52 (4) (2011) 519–525.
[32] M. Wierman, Measuring uncertainty in rough set theory, Int. J. Gen. Syst. 28 (1999) 283–297.
[33] B.W. Xu, Y.M. Zhou, H.M. Lu, An improved accuracy measure for rough sets, J. Comput. Syst. Sci. 71 (2005) 163–173.
[34] W.H. Xu, W.X. Zhang, Measuring roughness of generalized rough sets induced by a covering, Fuzzy Sets Syst. 158 (22) (2007) 2443–2455.
[35] W.H. Xu, X.Y. Zhang, W.X. Zhang, Knowledge granulation, knowledge entropy and knowledge uncertainty measure in ordered information systems, Appl.
Soft Comput. 9 (4) (2009) 1244–1251.
[36] T. Yang, Q. Li, Reduction about approximation spaces of covering generalized rough sets, Int. J. Approx. Reason. 51 (3) (2010) 335–345.
[37] Y.Y. Yao, Two views of the theory of rough sets in finite universes, Int. J. Approx. Reason. 15 (4) (1996) 291–317.
[38] Y.Y. Yao, Information-theoreticmeasures for knowledge discovery and datamining, in: Karmeshu (Ed.), EntropyMeasures,MaximumEntropy and Emerging
Applications, Springer, Berlin, 2003, pp. 115–136.
[39] Y.Y. Yao, Probabilistic approaches to rough sets, Expert Syst. 20 (5) (2003) 287–297.
[40] Y.Y. Yao, Notes on rough set approximations and associated measures, J. Zhejiang Ocean Univ. (Natur. Sci.) 29 (2010) 399–410.
<http://www2.cs.uregina.ca/∼yyao/PAPERS/rst2010_notes.pdf>
[41] W. Zakowski, Approximations in the space (u, π), Demonstr. Math. 16 (1983) 761–769.
[42] P. Zhu, An axiomatic approach to the roughness measure of rough sets, Fund. Inform. 109 (4) (2011) 463–480.
[43] P. Zhu, Covering rough sets based on neighborhoods: an approach without using neighborhoods, Int. J. Approx. Reason. 52 (3) (2011) 461–472.
[44] P. Zhu, Q.Y. Wen, Information-theoretic measures associated with rough set approximations, 2011, Arxiv preprint <arXiv:1102.0079>.
[45] W. Zhu, On covering generalized rough sets, Master’s Thesis, The University of Arizona, Tucson, AZ, USA, 2002.
[46] W. Zhu, Topological approaches to covering rough sets, Inform. Sci. 177 (6) (2007) 1499–1508.
[47] W. Zhu, Relationship among basic concepts in covering-based rough sets, Inform. Sci. 179 (2009) 2478–2486.
[48] W. Zhu, F.Y. Wang, Reduction and axiomization of covering generalized rough sets, Inform. Sci. 152 (2003) 217–230.
[49] W. Zhu, F.Y. Wang, Relationships among three types of covering rough sets, in: IEEE International Conference on Granular Computing, 2006, pp. 43–48.
[50] W. Zhu, F.Y. Wang, On three types of covering rough sets, IEEE Trans. Knowl. Data Eng. 19 (8) (2007) 1131–1144.
