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Videonpakkaus tarkoittaa digitaalisen videokuvan muuttamista vähemmän tilaa vievään muotoon
lähetystä ja/tai tallentamista varten. Pakkaamisesta käytetään yleisesti termiä enkoodaus ja
käänteisestä prosessista eli purkamisesta termiä dekoodaus.
Tämän insinöörityön tarkoituksena on vertailla DVD-elokuvissa ja digitaalisissa
televisiolähetyksissä käytetyn MPEG-2-standardin sekä HDTV-lähetyksissä yleistyvän MPEG-4-
standardin mukaisten tiivistettyjen videosekvenssien dekoodauksen kompleksisuutta
laitteistopohjaisen videodekooderin suunnittelijan näkökulmasta.
Työssä esitellään MPEG-standardit yleisellä tasolla sekä perehdytään videon koodauksessä
käytettyihin menetelmiin. Tämän jälkeen syvennytään videosekvenssin rakenteeseen ja
varsinaiseen bittivirran purku prosessiin sekä suunnitellaan videosekvenssin alempien tasojen
(osakuva, makrolohko ja lohko) bittivirran purkulogiikka järjestelmätasolla. Lopuksi tavoitteena on
arvioida kummankin formaatin mukaisen sekvenssin purkuun tarvittavia resursseja
laitteistopohjaisen toteutuksen kannalta sekä selvittää purkuprosessin vaatimaa aikaa
kellojaksotasolla. Aikataulupaineista johtuen tavoitteet jäivät osin saavuttamatta.
Molemmissa standardeissa, mikäli dekoodataan suorakulmaista videota, videosekvenssin
rakenne on varsin yhdenmukainen, ja siten purkulogiikatkaan eivät kompleksisuudessaan
merkittävästi poikkea toisistaan. Joidenkin MPEG-4-standardin mahdollistamien
virheensietoisuustyökalujen käyttö sen sijaan muuttaa videosekvenssin alempien hierarkiatasojen
sisällön lähes täysin, jolloin myös bittivirran purkulogiikalle aiheutuu melkoisia lisävaatimuksia.
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Video compression refers to transforming a digital video into a less space consuming format for
transmission and storage. Compression is usually referred to as encoding and the opposite
process decompression, as decoding.
The objective of this Bachelor's thesis is to compare the complexity of the video sequence
decoding between MPEG-2 and MPEG-4 standards, from the point of view of a hardware video
decoder designer.
This thesis introduces the MPEG standards at a general level and presents the methods used in
video compression. The structure of the compressed video sequence and the decoding of the
bitstream is studied and also a decoding logic for the bitstream of the lower hierarchy levels is
designed at a system level. Finally the resources required to implement such bitstream decoders
in each MPEG format are compared and the clock cycles needed to perform the decoding task
are evaluated. Some of the aforementioned goals were not entirely fulfilled.
In both standards, when a rectangular video is decoded, the structure of the video sequence is
quite similar. Hence the complexity of the decoding logic does not differ significantly. However, if
some of the error-resilience tools introduced in MPEG-4 are used, the content of the bitstream at
the lower hierarchy levels changes dramatically and the requirements for the bitstream decoding
logic also rise.
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Video compression, MPEG, video sequence, hardware solution
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LYHENTEET
AAC Advanced Audio Coding
AC Alternating Current
ASIC Application Specific Integrated Circuit, sovelluskohtainen mikropiiri
AVC Advanced Video Coding
CD Compact Disk, digitaalinen tallennusmedia
CIF Common Intermediate Format
DC Direct Current
DCT Discrete Cosine Transform
DVD Digital Versatile Disk, digitaalinen tallennusmedia
FPGA Field Programmable Gate Array, ohjelmoitava logiikkapiiri
FSM Finite State Machine
GOP Group Of Pictures, kuvaryhmä
H.263 Videonkoodausstandardi pienille bittinopeuksille
H.264 Videonkoodausstandardi
HDTV High Definition Television
HEC Header Extension Code
IEC International Electrotechnical Comission
INTER Peräkkäisten kehysten erodatan koodaamiseen perustuva kuva
INTRA Yksittäisenä kehyksenä koodattu kuva
ISO International Organization for Standardization
JVT Joint Video Team
LUT Look Up Table
Mb/s Megabittiä sekunnissa
MB Macro Block, makrolohko
MPEG Moving  Pictures Experts Group
MPEG-1 Videonkoodausstandardi alle 1,5 Mbit/s nopeuksille
MPEG-2 Videonkoodausstandardi 2-20 Mbit/s nopeuksille
MPEG-4 Videonkoodausstandardi pienille bittinopeuksille
R'G'B' Väriavaruus joka koostuu kolmesta komponentista: punainen (red),
vihreä (green) ja sininen (blue)
RLC Run Length Coding, juoksunpituuskoodaus
9RVLC Reversible Variable Length Coding
RTL Register Transfer Level
SDTV Standard Definition Television
VHDL VHSIC Hardware Description Language
VHSIC Very High Speed Integrated Circuit
VLC Variable Length Coding, vaihtuvamittainenkoodaus
VOP Video Object Plane
Y'CbCr Väriavaruus joka koostuu valoisuus- (Y') ja värierokomponenteista
(Cb ja Cr)
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1 JOHDANTO
Eurooppalaisessa digitaalisessa SDTV-lähetyksessä (Standard Definition Television) videon
resoluutio on 720x576 pikseliä eli kuvapistettä ja kuvataajuus 25 kuvaa sekunnissa. R'G'B'
formaatissa, jonka kunkin värikomponentin esittämiseen käytetään kahdeksaa bittiä, tällaisen
videosignaalin kaistanleveys on 248832 kilobittiä sekunnissa. Kaistanleveys saadaan kertomalla
keskenään videokuvan resoluutio, kehystaajuus, värikomponenttien määrä sekä niiden
näytteenottotarkkuus (720*576*25*3*8). DVD-levylle, jonka kapasiteetti on 4,7 gigatavua, tällaista
raakavideota mahtuu 151 sekuntia, eli noin kaksi ja puoli minuuttia.
Videonpakkaus tarkoittaa digitaalisen videokuvan muuttamista vähemmän tilaa vievään muotoon
lähetystä ja/tai tallentamista varten. Videonpakkausmenetelmien ansiosta samalle taajuusalueelle
saadaan sovitettua moninkertainen määrä televisiokanavia ja videon tallennuskustannukset
putoavat murto-osaan: Pakkaamattoman videon tallentaminen ja lähettäminen on sekä
epäkäytännöllistä että kallista. Nykyisten videonpakkausmenetelmien avulla päästään 60/1
pakkaussuhteeseen kuvan laadusta juuri tinkimättä, jolloin aiemmin mainitulle 4,7 gigatavun
DVD-levylle mahtuu SDTV-tasoista pakattua videota yli kaksi ja puoli tuntia. (Symes, P. 2004,
2,3.)
Insinöörityön tarkoituksena on vertailla DVD-elokuvissa ja digitaalisissa televisiolähetyksissä
käytetyn MPEG-2-standardin sekä HDTV-lähetyksissä yleistyvän MPEG-4-standardin mukaisten
tiivistettyjen videosekvenssien dekoodauksen kompleksisuutta laitteistopohjaisen
videodekooderin suunnittelijan näkökulmasta. Työssä keskitytään varsinaiseen bittivirran purku
prosessiin, jossa kokonaisen videosekvenssin bittivirrasta puretaan alempien tasojen (osakuva,
makrolohko ja lohko) sisältämä data ja välitetään dekooderin muista tehtävistä huolehtiville
yksiköille. Työn tavoitteena on arvioida kummankin formaatin mukaisen sekvenssin purkuun
tarvittavat resurssit sekä selvittää purkuprosessin vaatima aika kellojaksotasolla.
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2 MPEG-STANDARDIT
MPEG eli Moving Picture Experts Group, on ISO:n ja IEC:n vuonna 1988 muodostama työryhmä,
jonka tehtävänä on standardisoida äänen ja videokuvan pakkaamista sekä siirtoa.
MPEG-standardit ovat luonteeltaan epäsymmetrisiä, mikä tarkoittaa sitä että käytännössä
dekoodaus on menetelmänä yksinkertaisempi kuin enkoodaus. Tällainen ratkaisu on erityisen
sovelias esimerkiksi joukkoviestinnän näkökulmasta, koska vastaanottimia on lukumääräisesti
paljon enemmän kuin lähettimiä.
MPEG-standardit määrittelevät ainoastaan dekooderin toiminnan, mikä suo vapauksia
enkooderin (laite joka suorittaa enkoodauksen) suunnitteluun ja mahdollistaa myös kilpailun
erilaisilla toteutuksilla. Toisin sanoen enkooderi voi toteutukseltaan olla millainen hyvänsä,
kunhan sen tuottama bittivirta on syntaksin mukaista ja standardin mukaiselle dekooderille (laite
joka suorittaa dekoodauksen) syötettynä antaa halutun tuloksen. (Symes, P. 2004, 152-154.)
2.1 MPEG-1
Työryhmän ensimmäinen tuotos oli vuonna 1993 valmistunut MPEG-1-standardi (ISO/IEC-
11172). Sen tavoitteena oli pakata VHS-tasoinen videokuva ja CD-tasoinen ääni CD-ROM-
tasoiselle medialle ja purkaa sitä 1,5 megabitin sekuntinopeudella. Standardin kehitystyössä ei
vielä ajateltu langatonta tiedonsiirtoa, joten virhesietoisuuteen ei ole juurikaan panostettu.
(Symes, P. 2004, 152; Mitchell ym. 1996, 1, 2.)
MPEG-1-standardi jakaantuu kolmeen pääosaan, joista ensimmäinen, systeemiosa määrittelee
äänen ja videon synkronoinnin, pakattujen bittivirtojen yhdistämisen sekä syntaksin. Toinen osa
määrittelee videokuvan pakkauksen ja kolmas äänenpakkauksen. MPEG-1-standardin video-osa
rajaa kuvan maksimileveyden 768 pikseliin ja korkeuden 576 pikselin. Koska kehyksen maksimi
makrolohkomäärä on kuitenkin rajattu 396:een ja makrolohkojen määrä sekunnissa 9900:een,
kehysnopeuden ollessa 25 kuvaa sekunnissa videokuvan koko rajoittuu 352 x 288 pikseliin.
Tämä kuvaformaatti tunnetaan yleisesti 'common intermediate format' (CIF) nimellä. (Symes, P.
2004, 152-154.)
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MPEG-1-standardin audio-osan stereoäänenpakkausmenetelmä (MPEG layer III audio coding)
on tullut tunnetuksi digitaalisen musiikin MP3 tallennusformaatista (Symes, P. 2004, 334).
2.2 MPEG-2
MPEG-2:n kehitysprosessi alkoi tarpeesta tukea lomitettua kuvaa ja suurempia resoluutioita.
MPEG-2-standardi (ISO/IEC-13818) julkistettiin vuonna 1995 ja se on huomattavasti MPEG-1-
standardia kompleksisempi. MPEG-2-standardi on periaatteessa taaksepäin yhteensopiva, eli
MPEG-2-standardin mukainen dekooderi pystyy purkamaan rajoitetusti myös MPEG-1-standardin
mukaista videosekvenssiä. Standardin virhesietoisuutta parannettiin merkittävästi MPEG-1
standardiin verrattuna. MPEG-2-standardi jakaantuu kaikkiaan kymmeneen osaan, joista
tärkeimmät eli kolme ensimmäistä määrittelevät systeemin, videon- ja äänenpakkauksen MPEG-
1-standardin tapaan. (Mitchell ym. 1996, 30,31; Watkinson, J. 2004, 22.)
MPEG-2-standardin mukaista videonpakkausta käytetään yleisesti DVD-elokuvissa, digitaalisissa
SDTV-lähetyksissä sekä HDTV-teräväpiirtolähetyksissä. MPEG-2-standardi soveltuu parhaiten
videon ja ääneen pakkaukseen 2–20 Mb/s:n siirtonopeuksille. MPEG-2-koodatun videokuvan
maksimiresoluutio on 1920 x 1152 pikseliä. (Mitchell ym. 1996, 30,31.)
MPEG-2-standardin mukaisen dekooderin ei ole pakko tukea kaikkia standardin mahdollistamia
työkaluja, vaan rajaus voidaan tehdä valitsemalla käyttötarkoitukseen sopiva profiili ja taso. Profiili
määrittää käytettävissä olevat työkalut ja profiilin taso maksimiresoluution, kehysnopeuden ja
bittivirran määrän. Profiilien ja tasojen suhdetta on havainnollistettu taulukossa 1. (ISO/IEC 2000,
144; Watkinson, J. 2004, 22.)
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TAULUKKO 1. MPEG-2-standardin profiilit ja tasot
MPEG-2-standardin audio-osa määrittää AAC-äänenpakkausmenetelmän (Advanced Audio
Coding), joka tukee myös monikanavaääntä. AAC on menetelmänä 'MPEG layer III':a
tehokkaampi eli mahdollistaa paremman äänenlaadun vastaavilla bittinopeuksilla. (Watkinson, J.
2004, 201, 212.)
2.3 MPEG-4
MPEG-4-standardin suunnittelutyön alkuperäisenä tavoitteena oli tukea äänen- ja videon
pakkausta erittäin pienillä, alle 64 kb/s bittinopeuksilla. Kehitystyö alkoi jo vuonna 1993 ja
standardin ensimmäinen versio (ISO/IEC-14496) hyväksyttiin vuonna 1999. Ajan myötä
standardiin lisättiin kuitenkin profiileja ja tasoja tukemaan suurempia resoluutioita ja bittinopeuksia
aina studiotason laatuvaatimuksiin asti. Standardin kehitys jatkuu edelleen ja uusia osia
standardiin esitellään tasaisin väliajoin. (Pereira & Ebrahimi 2002, 21-24, 33; Symes, P. 2004,
196, 212, 217.)
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MPEG-4 ei ole pelkkä videonpakkausstandardi sillä se tarjoaa työkaluja myös monenlaisen
multimedian ja keinotekoisen videon koodaukseen (animaatiot, vektorigrafiikka, 3D jne).
Standardi tukee objektipohjaista koodausta, joka mahdollistaa esimerkiksi videokuvan taustan ja
liikkuvien kohteiden koodaamisen erikseen sekä luonnollisen ja keinotekoisen videon
yhdistämisen. (Symes, P. 2004, 196, 197.)
MPEG-4-standardissa videosekvenssin virhesietoisuuteen on panostettu erityisesti. Standardi
sisältää sellaisia työkaluja kuin datan partitiointi, RVLC (Reversible Variable Length Coding) ja
HEC (Header Extension Code), joiden ansiosta virhetilanteessa vauriot saadaan rajattua
pienemmälle alueelle ja sillä tavoin pelastettua iso osa normaalisti hylkyyn joutuvan datan
määrästä. (Pereira & Ebrahimi 2002, 345-354.)
MPEG-4-standardin mukaisen videodekooderin pitää pystyä dekoodaamaan myös H.263-
standardin mukaista videota. H.263-standardi kehitettiin aikoinaan myös erittäin pienille
bittinopeuksille, erityisesti videoneuvottelukäyttöä silmällä pitäen. (Mitchell ym. 1996, 417.)
Vuonna 2003 MPEG-4-standardiin lisättiin osa kymmenen eli Advanced Video Coding (AVC).
AVC on JVT:n (Joint Video Team) kehittämä videonpakkausstandardi, jonka kehitystyön
tavoitteena oli mahdollistaa teräväpiirtovideon katselu tallennusmedioilta ja Internetistä
puolittamalla MPEG-4-standardin vaatima kaistanleveys. AVC, joka tunnetaan paremmin nimellä
H.264, on syrjäyttämässä MPEG-standardeja teräväpiirtovideon pakkausmenetelmänä. H.264 on
käytössä muun muassa Blu-ray levyillä. (Kumpulainen 2009, 9, 12; Symes, P. 2004, 224-229.)
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3 VIDEONPAKKAUS
Videonpakkausmenetelmät perustuvat videokuvan sisältämän samankaltaisuuden, eli
redundanssin vähentämiseen. Videokuva sisältää paikallista-, ajallista- sekä väriredundanssia.
Yleisesti ottaen redundanssin poisto on häviötöntä pakkaamista, mikä tarkoittaa sitä, että
videokuva pystytään dekoodauksessa palauttamaan täysin alkuperäiseen, ennen enkoodausta
olleeseen muotoonsa. Redundanssin lisäksi videokuva sisältää myös paljon epäolennaista tietoa,
joka voidaan jättää pois ilman, että katsoja kokee sen häiritseväksi. (Suvanto, M. 2001, 9; Symes,
P. 2004, 4.)
Pelkästään redundanssia vähentämällä ei päästä kovin kummoiseen pakkautuvuuteen, minkä
lisäksi, erityisesti langattomassa tiedonsiirrossa, pitää huomioon ottaa myös pakatun datan
virhesietoisuus. Datan virhesietoisuus perustuu pitkälti redundanssin olemassaoloon, eli puutuva
tai virheellinen tieto voidaan paikallistaa ja korvata päällekkäisyyksien ansiosta. Redundanssin ja
epäolennaisen tiedon poistamisen lisäksi videonpakkauksessa käytetään hyväksi juoksunpituus-
ja entropiakoodausta. (sama, 11; sama, 5.)
3.1 Väriredundanssi
Videokoodauksessa redundantin tiedon vähentäminen aloitetaan yleensä väriredundanssista.
Väriredundanssi tarkoittaa yleisesti käytetyn R'G'B'-väriavaruuden kolmen värikomponentin -
punainen (red), vihreä (green) ja sininen (blue) - sisältämää päällekkäistä tietoa.
Väriredundanssia voidaan vähentää siirtymällä Y'CbCr-väriavaruuteen, joka koostuu yhdestä
valoisuuskomponentista Y' sekä värierokomponenteista Cb ja Cr.
Koska ihmissilmä on huomattavasti herkempi valon intensiteetille eli luminanssille kuin valon
värille eli krominanssille, voidaan värikomponentit alinäytteistää vaikuttamatta kuitenkaan
merkittävästi kuvan laatuun. (Suvanto, M. 2001, 10,18; Watkinson, J. 2004, 230-233.)
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KUVA 1. Yleisimmät Y'CbCr-näytteistämistavat
Yleisimmät Y'CbCr-väriavaruuden näytteistystavat on esitetty kuvassa 1. Näistä 4:2:2- ja 4:2:0-
näytteistysmoodeissa kromiminanssikomponentit on alinäytteistetty.  4:2:2-näytteistysmoodissa
jokaista neljää luminassikomponenttia vastaa kaksi kumpaakin krominanssikomponenttia. 4:2:0-
näytteistysmoodissa jokaista neljää luminassikomponenttia vastaa yksi Cb- ja yksi Cr-
krominanssikomponentti. 4:2:0-näytteistysmoodi on videonpakkausstandardeissa parhaiten tuettu
ja siten myös yleisimmin käytetty. (Suvanto, M. 2001, 19.)
3.2 Paikallinen redundanssi
Paikallinen redundanssi tarkoittaa yksittäisen kuvan vierekkäisten pikselien samankaltaisuutta.
Paikallista redundanssia vähennetään intrakoodaamalla eli ennustamalla pikselin arvo
viereisestä. Toisin sanoen pikselien arvot vähennetään toisistaan ja lähetetään pelkkä erodata
dekoodaukseen, jossa erodata lisätään edelliseen, jo rekonstruoituun pikselin arvoon.
Toimenpidettä saadaan tehostettua jakamalla kuva lohkoihin ja tekemällä ennustus
kaksiuloitteisen lineaarisen diskreetin kosinimuunnoksen (Discrete Cosine Transform, DCT) ja
kvantisoinnin jälkeen. (Watkinson, J. 2004, 261-263.)
DCT-muunnos muuttaa kuvan avaruudellisesta asteikosta taajuusastetikkoon eli tuo kuvasta esiin
sen taajuuskomponentit. Suurin osa signaalin energiasta on matalissa taajuuksissa, jotka DCT-
muunnos siirtää kohti matriisin vasempaa yläkulmaa. Matriisin vasemman yläkulman arvo on
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tärkein, sillä se on koko kuvalohkon kirkkauden keskiarvo. Tätä komponenttia kutsutaan DC-
kertoimeksi. AC-kertoimet esittävät lohkon horisontaalisia, vertikaalisia ja diagonaalisia
taajuuskomponentteja. Vasemmasta yläkulmasta pois päin siirryttäessä taajuus kasvaa ja
samalla tyypillisesti lukuarvot pienenevät, kuten kuvassa 2 havainnollistetaan. (Watkinson, J.
2004, 261-263.)
x0 x7
x7
y0
u0 u7
v7
v0
Horisontaalinen taajuus
kasvaa
Vertikaalinen taajuus
kasvaa
DCT-muunnos
KUVA 2. Muunnos paikkatasosta taajuustasoon
DCT-muunnos on määritelty kaavassa 1.
, (1)
jossa
u,v,x,y on 0, 1, 2, ... N-1,
C(0), C(0) 1/2,
C(u), C(v) 1, kun u,v = 1, 2, ... N-1,
u,v muunnetun lohkon pisteiden koordinaatit,
x,y alkuperäisen lohkon pisteiden koordinaatit,
f(x,y) muunnettavan lohkon pisteen (x,y) arvo ja
F(u,v) muunnetun lohkon kertoimen (u,v) arvo.
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Dekoodauksessa alkuperäinen lohko palautetaan käyttäen käänteistä DCT- muunnosta, joka on
määritetty kaavassa 2.
(2)
DCT-muunnos ei varsinaisesti vielä pakkaa dataa, vaan muuttaa sen paremmin pakkaukseen
soveltuvaan muotoon. (Symes, P. 2004, 75,81; Watkinson, J. 2004, 263.)
Kvantisoinnissa komponentit jaetaan tietyllä luvulla eli kvantisointiparametrilla ja pyöristetään
alaspäin lähimpään kokonaislukuun, jolloin suurin osa korkeataajuuskomponenteista saadaan
pakotettua nollaksi. Kvantisointiparametrin arvoa säätämällä voidaan vakioida enkooderin
tuottaman bittivirran määrä halutulle tasolle; mitä suurempi kvantisointiparametri, sitä vähemmän
bittejä. Kvantisointiparametrin arvolla on myös suora vaikutus kuvan laatuun. Pienemmän
bittivirran tuloksena myös kuvan laatu kärsii. Kvantisointimatriisien avulla kvantisointia voidaan
painottaa siten, että kuvanlaadun kannalta vähemmän tärkeitä korkeataajuuskomponentteja
kvantisoidaan voimakkaammin kuin matalataajuuskomponentteja. (Watkinson, J. 2004, 263,264.)
Vaikka DCT-muunnos ja kvantisointi ovat menetelminä häviöttömiä, käytännössä aritmeettisten
laskutoimituksien toteutuksissa lukualueita joudutaan rajaamaan, jolloin pyöristyksissä
väistämättä häviää tietoa (Suvanto, M. 2001, 21; Valtanen, J. 2001, 19).
3.3 Ajallinen redundanssi
Ajallinen redundanssi tarkoittaa peräkkäisten kuvien samankaltaisuutta. Tätä redundanssia
vähennetään interkoodauksella eli lähettämällä ainoastaan kuvien välinen erodata
dekoodaukseen, jossa erodata lisätään aiemmin koodattuun, niin sanottuun referenssikuvaan.
Yleisimmät videonpakkausstandardit tukeutuvat interkoodauksessa lohkopohjaiseen
liikkeentunnistukseen ja -kompensointiin, joka tapahtuu paikkatasossa koodaamalla kuvasta
pelkästään ne alueet, jotka ovat muuttuneet edelliseen kuvaan verrattuna. Lähetettävän erodatan
määrä pyritään minimoimaan liikkeentunnistuksella eli määrittelemällä liikevektorit, jotka kertovat
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dekooderille, mistä kohtaa referenssikuvaa löytyy koodattavana olevalle lohkolle paras vastine.
Edellä mainittu toimenpide on havainnollistettu kuvassa 3.
Nykyinen kuva
Referenssi kuva
- Erodata
Liikevektori
KUVA 3. Liikkeen ennustus ja kompensointi
Liikkeentunnistuksen vaikutus pakkaussuhteeseen erittäin suuri, ja se on myös enkoodauksen
raskain ja aikaa vievin prosessi. Menetelmän raskaus kuten myös teho on riippuvainen käytetystä
hakualgoritmista, liikevektoreiden määrästä, tarkkuudesta ja hakualueen koosta eli
liikevektoreiden maksimipituudesta.
Interkoodauksen edelleen tehostamiseksi liikkeenkompensoinnin tuloksena saadulle
erodatamatriisille suoritetaan DCT-muunnos ja kvantisointi intrakoodauksen tapaan. Myös
liikevektorit koodataan eli hyödynnetään peräkkäisten liikevektorien redundanssia ja lähetetään
ainoastaan niiden arvoissa tapahtunut muutos. (Suvanto, M. 2001, 25, 26; Valtanen, J. 2001, 25,
26.)
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3.4 Juoksunpituus- ja entropiakoodaus
Kvantisoinnin jälkeen lohkon komponentit järjestellään skannaamalla yksiulotteiseksi jonoksi
alkaen lohkon vasemman yläkulman matalista taajuuskomponenteista päätyen oikeaan
alakulmaan. Tavoitteena on saada kvantisoinnissa nolliksi muuttuneet arvot järjestettyä
mahdollisimman pitkiksi jonoiksi. Koska korkeammilla taajuuksilla komponenttien arvot ovat
suurimmaksi osaksi nollia, lohkon sisältämä informaatio saadaan pakattua
juoksunpituuskoodauksella varsin tehokkaasti.
Juoksunpituuskoodaus eli RLC (Run Length Coding) on häviötön pakkausmenetelmä, jolla pitkä
jono samoja arvoja voidaan ilmaistaan siten, että kerrotaan jonossa esiintyvä arvo ja lukujonon
pituus (esim. luku 16,777777777 voidaan ilmaistaan myös juoksunpituuskoodattuna muodossa
16,[9]7). Juoksunpituuskoodattu erodata sekä koodatut liikevektorit pyritään tiivistämään edelleen
entropiakoodaamalla.
Entropiakoodauksessa yleisemmin esiintyvät merkit korvataan lyhyemmillä bittijonoilla ja
harvemmin esiintyvät vastaavasti pidemmillä bittijonoilla, jolloin tuloksena on lyhyempi
koodisanan keskimääräinen pituus. Entropiakoodauksesta käytetään myös nimeä VLC (Variable
Length Coding) eli vaihtuvamittainen koodaus. Yksi käytännön esimerkki entropiakoodauksesta
on vuonna 1838 lennättimen sähkösanomia varten kehitetty Morse-koodaus, jossa kirjaimet
korvataan pisteistä ja viivoista koostuvilla merkkijonoilla. Morse-aakkoset on optimoitu englannin
kieliselle tekstille, eli lyhimmät koodisanat on valittu englannin kielessä yleisimmin esiintyville
kirjaimille.
Yleensä entropiakoodauksessa käytetään kiinteitä koodisana- eli VLC-tauluja, jotka ovat sekä
enkoodaajan että dekoodaajan tiedossa. VLC-taulujen luomiseen on kehitetty erilaisia
menetelmiä, joilla pyritään selvittämään eri merkkien esiintymisen todennäköisyys.
Videonpakkauksessa käytetyt taulut ovat yleensä optimoituja tietylle bittinopeudelle ja siten
poikkeavat eri standardien välillä. (Symes, P. 2004, 5-8.)
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4 DEKOODAUS
Dekoodauksessa suoritetaan käänteisinä samat toimenpiteet, liikkeentunnistusta lukuunottamatta
kuin enkoodauksessakin. Kuvassa 4 on esitetty tyypillinen MPEG-standardin mukainen
videodekooderi.
KUVA 4. Videodekooderin rakenne
Tulopuskuriin talletetaan enkoodattu bittivirta. Käänteisessä vaihtuvanmittaisessa koodauksessa
puretaan VLC-koodattu erodata ja liikevektorit tiedossa olevien VLC-taulujen avulla. Käänteisen
vaihtuvanmittaisen koodauksena jälkeen erodata on RLC-koodatussa muodossa. RLC-koodisana
muodostuu LAST, RUN ja LEVEL kentistä. LAST-kenttä ilmaisee onko kyseinen RLC-koodisana
koodattavana olevan lohkon viimeinen. RUN-kenttä kertoo LEVEL-kenttää edeltävien nollien
määrän ja LEVEL-kenttä nollasta poikkeavan komponentin arvon.
4.1 Skannaus
Käänteisessä skannauksessa juoksunpituuskoodatut kertoimet puretaan takaisin kaksiulotteiseen
matriisimuotoon käyttäen samaa skannausjärjestystä kuin enkoodauksessakin. MPEG-2-
standardi tuntee kaksi skannausjärjestystä, kuvassa 5 on esiintyvän zigzag-skannausjärjestyksen
ja vaihtoehtoisen skannauksen. Vaihtoehtoinen skannausjärjestys on sama kuin kuvassa 6
esitetty vertikaaliskannausjärjestys. MPEG-4-standardissa interkoodatulle lohkoille käytetään
zigzag-skannausta ja intrakoodatuille lohkoille AC-ennustuksen ennustussuunnasta riippuen joko
horisontaali- tai vertikaaliskannausjärjestystä. (Valtanen, J. 2001, 26, 27.)
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KUVA 5. Zigzag-skannaus
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KUVA 6. Horisontaali- ja vertikaaliskannausjärjestykset
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4.2 AC/DC-ennustus
AC/DC-ennustus tehdään ainoastaan intrakoodatun makrolohkon 8x8-lohkoille. DC-ennustus
lasketaan kunkin lohkon DC-komponenteille ja AC-ennustus lohkon vasemmanpuoleisimmalle
AC-komponenttisarakkeelle tai lohkon ylimmälle AC-komponenttiriville ennustussuunnasta
riippuen kuvan 7 osoittamalla tavalla.
KUVA 7. DC- ja AC-komponenttien ennustus
MPEG-2-standardi tuntee ainoastaan DC-ennustuksen ja DC-ennustuksessa ennustussuunta on
vakio, eli ennustus tehdään aina edellisestä koodatusta saman tyypin lohkosta. MPEG-4
hyödyntää molempia sekä AC- että DC-komponentien ennustusta.
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KUVA 8. AC/DC -ennustuksen suunnan valinta
MPEG-4-standardissa ennustussuunta lohkolle X määritetään naapurilohkojen A, B ja C
käänteiskvantisoitujen DC-komponenttien perusteella, kuten kuvassa 8 esitetään.
Mikäli
 , (3)
niin ennustus tapahtuu lohkosta C, muulloin ennustetaan lohkosta A. Edellisessä kaavassa
FA[0][0] on lohkon A käänteikvantisoitu DC-komponentti,
FB[0][0] on lohkon B käänteikvantisoitu DC-komponentti ja
FC[0][0] on lohkon A käänteikvantisoitu DC-komponentti.
Kunkin värikomponentin lohkoille (Y', Cb ja Cr) kandidaatteina käytetään saman lohkotyypin
naapurilohkoja, eli luminanssilohkoille käytetään naapureina ainoastaan luminanssilohkoja ja
kummallekin krominanssityypille vain samaa krominanssityyppiä edustavia naapurilohkoja. Mikäli
jokin tai jotkin naapurilohkoista ovat INTER-tyyppisiä tai ovat kuvan ulkopuolella tai kuuluvat eri
videopakettiin (MPEG-4) tai viipaleeseen (MPEG-2), kyseisen lohkon DC-komponentti saa
standardissa määritellyn vakioarvon. (ISO/IEC 2004, 242-244; Valtanen, J. 2001, 26, 27.)
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4.3 Käänteinen kvantisointi
MPEG-2-standardi on määritellyt käytettäväksi kaksi kvantisointimatriisia, yhden intrakoodatuille
lohkoille ja toisen interkoodatuille lohkoille. Lisäksi käyttäjän on mahdollista määritellä omat
kvantisointimatriisinsa, jotka täytyy enkoodauksessa sisällyttää videosekvenssin bittivirtaan.
Standardin määrittelemät matriisit on esitetty kuvassa 9.
KUVA 9. MPEG-2-standardin määrittämät kvantisointimatriisit (vasen = intra, oikea = inter)
Kvantisointia on mahdollista säätää makrolohkotasolla viisibittisen kvantisoinnin skaalaus koodin
avulla, joilloin vältytään kokonaan uuden kvantisointimatriisin määrittelyltä. Lopullinen
kvantisointiparametri määräytyy kvantisointimatriisista saadun kertoimen ja kvantisoinnin
skaalaimen avulla. Intrakoodattujen DC-komponenttien kvantisointiin vaikuttaan myös DC-
kertoimen näytteenottotarkkuus (intra_dc_precision). (ISO/IEC 2000, 51, 52, 66-69.)
MPEG-4-standardissa kvantisointiin on kaksi vaihtoehtoa. Ensimmäisessä käytetään MPEG-2:n
tapaan kahta kvantisointimatriisia, yhtä intra- ja toista interkoodatuille lohkoille, jotka käyttäjä voi
määritellä ja sisällyttää enkoodauksessa bittivirtaan. Standardin määrittelemät matriisit on esitetty
kuvassa 10.
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KUVA 10. MPEG-4-standardin määrittämät kvantisointimatriisit (vasen = intra, oikea = inter)
Toisessa kvantisointityypissä kaikille AC-komponenteille käytetään samaa kvantisointiparametria
ja lisäksi DC-komponenteille on omaansa. Molemmissa kvantisointityypeissä intrakoodattujen
DC-komponenttien kvantisointiin käytetään skaalattua kvantisointiparametria. Skaalaimen arvoon
vaikuttaa makrolohkon kvantisointiparametrin arvo ja koodattavana olevan lohkon tyyppi
(luminanssi/krominanssi). (ISO/IEC 2004, 244-246.)
4.4 Käänteinen DCT
Käänteisen kvantisoinnin jälkeen lohkolle suoritetaan käänteinen DCT-muunnos, jossa pikselien
arvot palautetaan taajuustasosta paikkatasoon. Käänteisen DCT-muunnoksen menetelmä on
esitetty kappaleessa 3. (Valtanen, J. 2001, 26, 27.)
4.5 Liikkeenkompensointi
Viimeisenä tehtävänä dekooderissa suoritetaan liikkeenkompensointi, jossa erodata lisätään
liikevektorien avulla kuvapuskurista saatavaan referenssikuvaan. Liikkeenkompensointi huolehtii
myös liikevektoreiden erodatan dekoodauksesta. Intrakoodatuille makrolohkoille
liikkeenkompensointia ei tehdä. Poikkeuksen edellä mainittuun voi aiheuttaa MPEG-2:n
piilotusliikevektorit (concealment motion vectors). Piilotusliikevektoreita voidaan käyttää
virhetilanteessa korruptoituneen intrakoodatun makrolohkon korvaajan hakemiseen
referenssikuvasta.(ISO/IEC 2000, 78; Valtanen, J. 2001, 26.)
MPEG-2-standardissa liikevektoreita on yksi makrolohkoa kohden ja liikevektorin tarkkuus on
rajattu puoleen pikseliin. MPEG-4-standardi mahdollistaa neljäsosa pikselin tarkkuuden
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liikevektoreille sekä neljän liikevektorin käytön makrolohkoa kohden. Uusi työkalu MPEG-4-
standardissa on myös globaali liikkeenkompensointi (global motion compensation), joka
mahdollistaa yksien liikevektoreiden käytön koko kuvalle. Myös liikevektoreiden koodausta on
tehostettu MPEG-2-standardiin verrattuna. (Pereira & Ebrahimi 2002, 302-303; Watkinson, J.
2004, 252-254.)
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5 VIDEOSEKVENSSIN RAKENNE
Videosekvenssi sisältää mielivaltaisen määrän tietyllä nopeudella toistettavia videokuvia, joista
muodostuu videoklippi tai ohjelma.
5.1 Sekvenssi, kuvaryhmä ja kuva
Videosekvenssi koostuu vähintään yhdestä sekvenssistä, jossa täytyy olla vähintään yksi kuva.
Jos sekvenssiä pilkotaan pienempiin osiin, niin seuraavana hierarkiassa on kuvaryhmä (GOP,
Group of Pictures); kuvaryhmä koostuu eri tavalla koodatuista kuvista ja sen pituus on yleensa 10
- 30 kuvaa. Videokoodausstandardeissa kuvasta käytetään yleisesti nimeä kehys (frame), ja niitä
on useampaa tyyppiä.
Karkeasti ottaen kehykset voidaan jaotella intra- ja interkehyksiin. Intrakehys (intraframe tai I-
frame) voidaan koodata itsenäisesti, eli sen koodaamiseen ei tarvita tietoa muista kehyksistä.
Videosekvenssi alkaa aina intrakehyksellä. Interkehysten (interframe tai non-intraframe)
koodaamiseen tarvitaan tietoa aiemmin koodatuista kehyksistä, jotka voivat olla sekä intra- että
interkehyksiä. Interkehykset pakkautuvat liikkeenkompensoinnin ansiosta paremmin, ja ne
sisältävät siten itsessään vähemmän dataa.
Interkehyksiä on edelleen kahta eri tyyppiä: P-kehys (predictedframe tai P-frame), joka käyttää
referenssinä edellistä kuvaa, ja B-kehys (bidirectionalframe tai B-frame), jonka koodaamiseen
tarvitaan edellistä ja tulevaa kuvaa. B-kehyksiä käyttämällä päästään parempaan
pakkautuvuuteen, mutta se vaatii tuntuvasti enemmän laskentaa ja kuvamuistia. Ainoastaan I- ja
P-kehyksiä voidaan käyttää referenssikuvina ja tästä syystä niitä kutsutaan myös
ankkurikehyksiksi. (Symes, P. 2004, 154-164.)
Aiemmin mainittu kuvaryhmä voi yksinkertaisimmillaan sisältää vain yhden intrakehyksen, mutta
käytännössä sisältää myös erinäisen määrän interkehyksiä. Yleisesti ottaen kuvaryhmien on
tarkoitus olla itsenäisiä yksiköitä joiden koodaukseen eivät vaikuta muut kuvaryhmät.
Kuvaryhmän koodaus aloitetaan aina intrakehyksellä, jonka jälkeen täytyy koodata myös toinen
ankkurikehys ennen ensimmäistä B-kehystä (jotta B-kehyksien käyttö on mahdollista täytyy kuvat
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koodata eri järjestyksessä kuin ne ajetaan näytölle). Mikäli B-kehyksiä koodataan useampia
peräkkäin, ne käyttävät samoja referenssikuvia ja jos kuvaryhmä sisältää B-kehyksiä, B-kehyksen
täytyy myös olla koodausjärjestyksessä kuvaryhmän viimeinen.
Yleistettynä voidaan sanoa, että mitä enemmän interkehyksiä intrakehysten väliin saadaan
sopimaan, sitä parempaa pakkautuvuutta voidaan odottaa. Videosekvenssiä ei voi rakentaa
pelkästään pakkaussuhteen pohjalta, koska lähetyskanavasta riippuen myös virhesietoisuus
täytyy ottaa huomioon. Koska mahdollinen virhe ankkurikuvassa alkaa monistua interkehysten
välillä, intrakehyspäivityksellä vauriot saadaan rajattua kuvaryhmän sisälle. (Symes, P. 2004,
154-164.)
5.2 Progressiivinen ja lomitettu kuva
Oman mausteensa kuvan koodaamiseen tuo analogisten televisiolähetysten alkuaikoina keksitty
kuvan lomitus. Kuvan lomitus on keino puolittaa televisiolähetyksen vaatima kaistanleveys.
Kuvaputkitelevisioissa vaaditaan 50 Hz:n virkistystaajuus jotta kuva olisi ihmissilmälle
välkkymätön. Esimerkiksi Euroopassa käytetyn analogisen PAL-järjestelmän 25 kehyksen
kuvataajuus tuplataan lähettämällä kukin kuva kahtena puolikuvana. Ensimmäinen puolikuva eli
kenttä sisältää 50 kehyksen kuvataajuudella kuvatun videon ensimmäisen kuvan parilliset
vaakajuovat (top field) ja toinen puolikuva seuraavan kuvan parittomat vaakajuovat (bottom field).
Toisin sanoen lomitetun analogisen PAL-televisiolähetyksen kehystaajuus (frame rate) on 25 ja
kenttätaajuus (field rate) 50.
Lomittamattoman eli progressiivisen ja lomitetun kuvan ero on havainnollistettu kuvassa 10.
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KUVA 10. Progressiivinen ja lomitettu kuva
Kuvaputkitelevisioiden yleisyydestä johtuen valtaosa digitelevisiolähetyksistä ja DVD- elokuvista
on edelleen lomitetussa muodossa, joka sellaisenaan soveltuu näytettäväksi ainoastaan
kuvaputkinäytöillä. Taulutelevisioita ja videotykkejä varten joudutaan lomitettujen kehysten kentät
yhdistämään progressiivisiksi kehyksiksi eli suorittamaan videokuvalle vastaanottimissa ja
toistolaitteissa lomituksen poisto (deinterlacing). Koska lomitetun kehyksen kentät ovat eri ajan
hetkiltä, tämä ei ole täysin ongelmaton prosessi, jos video sisältää paljon liikettä (Symes, P. 2004,
178-183; Watkinson, J. 2004, 245-250)
Videokoodauksessa lomitetun kuvan kentät voidaan yhdistää ja koodata samaan tapaan kuin
progressiivinen kuva, jolloin puhutaan kehyskoodatusta kuvasta (frame picture). Molemmat kentät
voidaan koodata myös erikseen, jolloin puhutaan kenttäkoodatusta kuvasta (field picture). Toisin
sanoen lomitettu videosekvenssi voi sisältää molempia kuvatyyppejä. (ISO/IEC 2000, 11.)
5.3 Osakuva, makrolohko ja lohko
Kuvan jälkeen hierarkiassa on viipale (slice) tai osakuva ja makrolohko. Yksittäinen kuva on jaettu
makrolohkoiksi, jotka on numeroitu skannausjärjestyksessä alkaen vasemmasta ylänurkasta ja
päättyen oikeaan alanurkkaan. Makrolohko on 16x16 pikselin alue kuvasta joka sisältää
luminanssi- ja krominanssitiedon. Liikkeenkompensointi suoritetaan makrolohko eli 16x16 matriisi
tasolla. Edellämainitusta syystä kuvan koko täytyy leveys- ja korkeussuunnassa olla 16 pikselin
moninkerta.
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Viipale on ryhmä perättäisiä makrolohkoja, jotka pystytään koodaamaan itsenäisesti ilman tietoa
muista viipaleista (samaan tapaan kuin kuvaryhmä ylemmällä hierarkiatasolla). Viipaleiden
perusajatuksena on parantaa virhesietoisuutta; mikäli jonkun makrolohkon tiedot ovat
vaurioituneet tai puutteelliset, virhe ei pilaa koko kuvaa vaan vauriot saadaan rajattua viipaleen
sisälle.
MPEG-2- ja -4-standardeissa viipaleen minimikoko on yksi makrolohko. Viipale voi maksimissaan
sisältää yhden makrolohkorivin. Kuvan sisältämät viipaleet eivät välttämättä peitä kuvan koko
pinta-alaa, jolloin viipaleiden ulkopuoliset alueet ovat koodaamattomia eivätkä siten sisällä dataa.
Standardien tietyissä profiileissa voi olla käytössä myös rajoitettu viipalerakenne, jolloin kuvan
kaikkien makrolohkojen täytyy olla viipaleiden sisällä. MPEG-2-standardin 'main'-profiili käyttää
rajoitettua viipalerakennetta. Edellä mainitut viipalerakenteet on havainnollistettu kuvassa 11.
KUVA 11. Yleinen (kuvassa vasemmalla) ja rajoitettu viipalerakenne
Makrolohkot jaetaan intra- ja interkoodattuihin, ja tyyppi määräytyy pitkälti kehyksen tyypin
mukaan. Intrakehykset voivat sisältää ainoastaan intrakoodattuja makrolohkoja, mutta
interkehykset voivat sisältää sekä intra- että interkoodattuja makrolohkoja. Intrakoodattuihin
makrolohkoihin interkehyksessä joudutaan turvautumaan mikäli referenssikuvan hakualueelta ei
löydy riittävän hyvää vastinetta.
Makrolohko jakaantuu edelleen lohkoihin, joita yleisimmän 4:2:0-näytteistyksen tapauksessa on
kuusi: neljä luminanssilohkoa (Y') sekä kaksi krominanssilohkoa (Cb ja Cr). Kukin lohko koostuu
8x8-matriisista joka sisältää 64 pikseliarvoa. 4:2:0 lohkorakenne on esitetty kuvassa 12. Lohko eli
8x8-matriisi on DCT-koodauksessa käytetty perusyksikkö. Eniten merkitsevä DC-kerroin sijaitsee
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lohkon vasemmassa ylänurkassa, joka intrakoodatuissa makrolohkoissa koodataan
virhesietoisuuden parantamiseksi erillään muista kertoimista. (Symes, P. 2004, 154-164.)
KUVA 12. Lohkopohjaisen kuvan komponentit
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6 VIDEOSEKVENSSIN DEKOODAUS
MPEG-2- ja -4-standardien video-osa määrittelee videodekooderin toiminnallisuuden sekä
bittivirran käsitelyssä käytetyt työkalut. Videosekvenssin koostuu hierarkkisista tasoista, jotka on
esitelty yleisesti kappaleessa 5. Tässä kappaleessa tutustutaan tarkemmin videosekvenssin
bittivirtaan ja sen sisältämiin kenttiin.
6.1 MPEG-2-standardin mukainen videosekvenssi
Tässä kappaleessa käydään läpi MPEG-2-standardin mukainen bittivirta. Bittivirtaa tutkitaan
'main'-profiilia tukevan dekooderin suunnittelun kannalta. Videosekvenssin ylemmän tason
bittivirran rakenne on esitetty kuvassa 13.
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KUVA 13. MPEG-2 'main'-profiilin ylemmän tason bittivirran rakenne
Sekvenssin, kuvaryhmän, kuvan ja viipaleen otsikkoa edeltää aina starttikoodi. Lisäksi
sekvenssin jatkeella (sequence extension) ja käyttäjä datalla (user data) on omat starttikoodinsa.
Videosekvenssin bittivirrassa starttikoodit on synkronointipisteitä, jotka ovat tärkeitä
virhesietoisuuden kannalta. Lisäksi starttikoodit mahdollistavat muun muassa videosekvenssin
pikakelauksen ja toiston aloittamisen keskeltä sekvenssiä. Bittisekvenssissä starttikoodi alkaa
aina tavun eli byten rajalta. Mikäli starttikoodia edeltävä datakenttä ei pääty tavun rajalle,
käytetään kentän lopussa täyttöbittejä (stuffing bits), jotka MPEG-2:ssa ovat nollia.
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Starttikoodi muodostuu etuliitteestä, joka on kahdenkymmenenkolmen nollan ja ykkösen
muodostama bittijono ("0000 0000 0000 0000 0000 0001") sekä starttikoodin arvosta, joka on on
kahdeksanbittinen järjestysluku ja kertoo starttikoodin tyypin. Viipaleen starttikoodin arvo kertoo
myös viipaleen vertikaalisen sijainnin. Starttikoodien arvot on esitetty taulukossa 2. (ISO/IEC
2000, 13, 36, 37.)
TAULUKKO 2. Otsikoiden starttikoodien arvot (MPEG-2)
6.1.1 Sekvenssi, kuvaryhmä ja kuva
Hierarkiassa videosekvenssin ylin taso on sekvenssi, jonka alkua bittivirrassa merkkaa
sekvenssin otsikko (sequence header) ja jonka päättymisen ilmoittaa sekvenssin loppukoodi.
Videosekvenssi voi sisältää useamman kuin yhden sekvenssin. Sekvenssin otsikko sisältää
tiedon muun muassa koodattavan videon kuvakoosta, kuvasuhteesta, kehysnopeudesta ja
bittinopeudesta.
Mikäli sekvenssin otsikon jälkeen ei löydy sekvenssin jatkeen starttikoodia
(extension_start_code), noudattaa sekvenssin bittivirran syntaksi MPEG-1-standardia. Muussa
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tapauksessa sekvenssin jatkeen starttikoodia seuraa nelibittinen jatkeen starttikoodin tunniste,
joka määrittelee sekvenssin jatkeen sisältämän datan tyypin. Tunnisteet on esitetty taulukossa 3.
TAULUKKO 3. Jatkeen starttikoodin tunnisteet
Minimissään sekvenssin jatke sisältää tiedon dekoodaamiseen tarvittavista työkaluista (Sequence
Extension ID) eli profiili- ja tasotiedon, krominanssien näytteistämistavan sekä tiedon siitä,
sisältääkö sekvenssi lomitettuja tai B-kehyksiä. Lisäksi sekvenssin jatke voi sisältää käyttäjän
määrittämät kvantisointimatriisit (Quant matrix extension ID). Käyttäjän määrittämät kvantisointi
matriisit on mahdollista esittää myös myöhemmin kuvan jatkeessa (picture extension). Mikäli
matriiseja ei ole käyttäjän toimesta määritelty, käytetään kvantisoinnissa standardin määrittämiä
vakiomatriiseja. Muu sekvenssin jatkeen sisältämä data ja tämän jälkeen mahdollisesti seuraava
käyttäjädata (user data) on 'main'-profiilin dekoodauksen kannalta tarpeetonta, joten ne voidaan
hypätä yli. (Mitchell ym. 1996, 189-196; ISO/IEC 2000, 38-41.)
Sekvenssin otsikon ja sekvenssin jatkeen jälkeen tulee bittivirrassa vastaan joko kuvaryhmän
starttikoodi (group_start_code) tai kuvan starttikoodi (picture_start_code). Mahdollista
starttikoodia seuraava kuvaryhmän otsikko sisältää tiedon muun muassa siitä, onko kuvaryhmä
suljettu eli onko kuvaryhmä dekoodattavissa täysin itsenäisesti tai onko kuvaryhmää
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enkoodauksen jälkeisen editoinin johdosta mahdollista dekoodata lainkaan. Kuvaryhmän otsikkoa
voi seurata käyttäjädataa, joka jälleen on dekoodauksen kannalta 'turhaa tietoa' ja voidaan täten
sivuuttaa.
Kuvan starttikoodia seuraa kuvan otsikko ja kuvan koodaus jatke (picture coding extension).
Kuvan otsikossa ainoa dekooderia kiinnostava tieto on koodattavan kuvan tyyppi (I, P vai B).
Kuvan koodausjatke sen sijaan sisältää paljon kuvan koodauksen kannalta välttämätöntä tietoa:
liikevektoreiden parametrejä, intrakoodatun DC-kertoimen tarkkuuden, kenttä tiedon, kvantisointi
ja DCT-parametrejä, VLC-taulujen valintatietoja, skannausjärjestyksen valintatiedon ja muita
parametrejä. (Mitchell ym. 1996, 198-206; ISO/IEC 2000, 47-50.)
Kuvan koodausjatkeen jälkeen on bittivirrassa määritelty paikka mahdolliselle kuvan jatkeelle
(picture extension) ja käyttäjä datalle (user data). Edellä mainittujen kenttien olemassa olon
ilmaisee jälleen asianomaiset starttikoodit (extension_start_code ja user_data_start_code).
Kuvan jatkeen sisältämän datan tyyppi ilmaistaan jälleen jatkeen starttikoodin tunnisteella
(taulukko 3). Tässä jatkeessa mahdollisesti tulevasta datasta dekoodaukselle merkittävää on
ainoastaan käyttäjän määrittämät kvantisointimatriisit (Quant matrix extension ID), jotka
mahdollistavat kvantisoinnin säätämisen kullekin kuvalle erikseen. Käyttäjän määrittämät matriisit
ovat käytössä, kunnes ne määritellään uudelleen tai kunnes sekvenssin otsikko koodataan
seuraavan kerran. Muu kuvan jatkeen mahdollisesti sisältämä data ja tätä seuraava mahdollinen
käyttäjädata on 'main'-profiilin dekoodauksen kannalta tarpeetonta, joten ne voidaan hypätä yli.
(Mitchell ym. 1996, 212-215; ISO/IEC 2000, 51-55.)
6.1.2 Osakuva, makrolohko ja lohko
Varsinaisen kuvadatan bittivirran rakenne on esitetty kuvassa 14.
Block
Data
MB
Header
Picture
End
Slice
Header
KUVA 14. MPEG-2 'main'-profiilin kuvadatan bittivirran rakenne
37
Kuvadata alkaa viipaleen starttikoodilla ja sitä seuraavalla viipaleen otsikolla (Slice Header).
Kuten aiemmin mainittiin viipaleen starttikoodin arvo kertoo myös viipaleen vertikaalisen sijainnin.
Koska 'main'-profiilissa käytetään rajoitettua viipalerakennetta, on viipaleen vertikaalinen
sijaintitieto lähinnä virhesietoisuutta edistävä asia. Mikäli starttikoodissa saatu sijainti ei vastaa
sekvenssin purkulogiikan laskemaa paikkatietoa, tiedetään että bittisekvenssi on korruptoitunut.
Viipaleen otsikon sisältämästä datasta tärkeää on viisibittinen kvantisoinnin skaalaus koodi
(quantiser_scale_code), jonka avulla skaalataan käytössä olevia kvantisointimatriiseja ja siten
mahdollistetaan kvantisoinnin säätäminen ilman uusien kvantisointimatriisien määrittelemistä.
Muu viipaleen otsikon sisältämä data on dekoodauksen kannalta turhaa.
Viipaleen otsikkoa seuraa vähintään yhden makrolohkon data. Makrolohkon data alkaa
makrolohkon otsikolla (MB Header), ja sen ensimmäisenä kenttänä on makrolohkon osoitteen
kasvutieto (macroblock_address_increment). Makrolohkon osoitteen kasvu kertoo nykyisen ja
edellisen makrolohkon osoitteen erotuksen. Mikäli osoitteen kasvun arvo on suurempi kuin yksi,
on edellisen ja seuraavan koodatun makrolohkon välissä 'macroblock_address_increment - 1'
kappaletta skipattuja makrolohkoja (skipped macroblock). Viipaleen ensimmäinen ja viimeinen
makrolohko eivät saa olla skipattuja makrolohkoja. Skipattu makrolohko ei sisällä lainkaan
erodataa, vaan makrolohkon sisältämien pikselien arvot voidaan hakea sellaisenaan
referenssikuvasta. Intrakoodattu kuva ei voi sisältää skipattuja makrolohkoja.
Seuraavaksi makrolohkon otsikosta löytyy makrolohkon ja kuvan koodaustyypistä riippuen tieto
makrolohkolle tehtävän liikkeenkompensoinnin tyypistä (frame_motion_type tai
field_motion_type), käytetyn DCT:n tyyppi (frame DCT tai field DCT) ja mahdollisten
liikevektoreiden erodata. Kvantisoinnin skaalausta on myös mahdollista säätää
makrolohkotasolla, joten makrolohkon otsikossa on varattu kenttä mahdollista kvantisoinnin
skaalaus koodia varten. Viimeisenä kenttänä makrolohkon otsikossa on koodattujen lohkojen
kuvio (coded_block_pattern), joka kertoo, mitkä makrolohkon kuudesta lohkosta sisältävät
erodataa.
Makrolohkon otsikon jälkeen päästään videosekvenssin hierarkian alimmalle tasolle, eli
bittivirrasta puretaan luminassi- ja krominassilohkojen DC- ja AC-kertoimet (Block Data). Kun
lohkojen erodata on purettu, dekoodausta jatketaan seuraavan makrolohkon otsikosta tai, mikäli
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lohkodataa seuraa starttikoodi, seuraavan viipaleen otsikosta. Mikäli taas purettu makrolohko oli
kuvan viimeinen, pitäisi bittisekvenssistä seuraavaksi löytyä joko kuvan, kuvaryhmän tai
sekvenssin starttikoodi tai sekvenssin loppukoodi.
6.2 MPEG-4-standardin mukainen videosekvenssi
Tässä kappaleessa käydään läpi MPEG-4-standardin mukainen bittivirta. Bittivirtaa tutkitaan
'advanced simple'-profiilia tukevan dekooderin suunnittelun kannalta. 'Advanced simple'-profiilissa
tuetut työkalut on listattu taulukossa 4.
TAULUKKO 4. 'Advanced Simple'-profiilin tuetut työkalut
Perusmuodossaan MPEG-4-standardin mukainen bittivirta noudattelee hyvin pitkälle MPEG-2:n
bittivirran rakennetta. Suurimmat eroavaisuudet johtuvat videosekvenssin hierarkiatasojen
erilaisesta nimeämisestä. MPEG-2-standardin tapaan hierarkiatasojen otsikkoa edeltää aina
starttikoodi, joka muodostuu etuliitteestä sekä starttikoodin arvosta, joka kertoo starttikoodin
tyypin. Starttikoodien arvot on esitetty taulukossa 5. (ISO/IEC 2004, 38, 39.)
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TAULUKKO 5. Otsikoiden starttikoodien arvot (MPEG-4)
Starttikoodia mahdollisesti edeltäville täyttöbiteille (stuffing bits), jotka MPEG-2:ssa ovat nollia, on
MPEG-4:ssa määritetty taulukossa 6 esitetyt bittikuviot.
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TAULUKKO 6. Täyttöbittien bittikuviot
6.2.1 Ylemmät hierarkiatasot
MPEG-4-standardin ylin hierarkiataso on nimeltään visuaalinen objektisekvenssi (VS, Visual
Object Sequence). Sekvenssin alkua bittivirrassa merkkaa sekvenssin starttikoodi
(visual_object_sequence_start_code) ja jonka päättymisen ilmoittaa sekvenssin loppukoodi
(visual_object_sequence_end_code). Visuaalinen objektisekvenssi koostuu yhdestä tai
useammasta rinnakkaisesta visuaalisesta objektista (VO, Visual Object), joita 'advanced simple'-
profiilin tapauksessa on vain yksi ja joka on tyyppiä video (Video Object).
Video-objektin starttikoodia (video_object_start_code) seuraa video-objektikerroksen (VOL, Video
Object Layer) starttikoodi. Video-objekti voi sisältää useampia rinnakkaisia video-objektikerroksia,
mutta 'advanced simple'-profiilin tapauksessa niitä on vain yksi. Video-objektikerroksen otsikon
jälkeen bittivirrassa tulee vastaan joko kuvaryhmän tai kuvan starttikoodi. MPEG-4-standardissa
kuvasta käytetään nimitystä video-objektitaso (VOP, Video Object Plane) ja kuvaryhmästä video-
objektitasoryhmä (GOV, Group Of VOPs). Kuva voi koostua useammasta erikseen koodattavasta
video-objektitasosta, mutta 'advanced simple'-profiilin tapauksessa niitä on vain yksi. (ISO/IEC
2004, 19-20, 40-41; Pereira & Ebrahimi 2002, 297-298; Symes, P. 2004, 200-201.)
Ylempien hierarkiatasojen rakennetta on havainnollistettu kuvassa 15.
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KUVA 15. Ylempien hierarkiatasojen rakenne
6.2.2 Alemmat hierarkiatasot
Alemmat hierakiatasot koostuvat MPEG-2:n tavoin osakuvasta, makrolohkosta ja lohkosta.
Osakuva, jota MPEG-2:ssa kutsutaan viipaleeksi, on MPEG-4:ssa nimeltään videopaketti (video
packet).
6.2.3 Datapartitiointi ja RVLC
Datapartitiointi (data partitioning) on MPEG-4-standardin 'advanced simple'-profiili tukema
virheensietoisuustyökalu, joka muuttaa bittisekvenssin rakenteen kuvadatan eli alempien
hierarkiatasojen osalta täysin. Datapartitiointia käytettäessä videopaketin sisältämä data
järjestellään uudelleen siten, että dekoodauksen kannalta tärkeimmät elementit esitellään ensin ja
vähemmän tärkeät vasta sitten. Videopaketin rakenne datapartitiointia käytettäessä on esitetty
kuvassa 16.
KUVA 16. Datapartitiointi
Videopaketit erotetaan toisistaan 'resync markereilla', jotka toimivat säännöllisinä
synkronointipisteinä kuvadatassa. 'Resync markeria' seuraa videopaketin otsikkotiedot, joihin
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kuuluu videopaketin ensimmäisen makrolohkon järjestysnumero sekä kvantisoinnin skaalain
(quant_scale). Tämän jälkeen tulee optionaalinen otsikon jatkeen koodi (HEC, Header Extension
Code), jossa video-objektitason otsikkotiedot (VOP header) esitetään uudestaan. Video-
objektitason otsikkotietoja seuraa kaikkien videopaketin sisältämien makrolohkojen otsikkotiedot
ja liikevektorit. 'Motion marker' toimii jälleen sykronointipisteenä ennen seuraavina esiteltäviä
DCT-kertoimia. DCT-kertoimet on järjestelty siten, että ensin tulevat kaikkien videopaketin
sisältämien makrolohkojen DC-komponentit ja lopuksi kaikkien videopaketin sisältämien
makrolohkojen AC-komponentit. DC- ja AC-komponentit on erotettu toisistaan 'DC markerilla'.
Yleensä bittisekvenssin dekoodauksessa havaittu virhetilanne johtaa kahden sykronointipisteen
välisen datan hylkäämiseen kokonaisuudessaan. RVLC (Reversible Variable Length Coding)
mahdollistaa entropiakoodattujen DCT-kertoimien purkamisen molemmista suunnista, jolloin
mahdollinen virhe saadaan paikallistettua tarkemmin ja suurin osa datasta siten pelastettua.
Edellä mainittu tilanne on havainnollistettu kuvassa 17. (ISO/IEC 2004, 590-591; Pereira &
Ebrahimi 2002, 350-354.)
KUVA 17. RVLC
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7 LAITTEISTOPOHJAINEN VIDEODEKOODERI
Kannettavissa laitteissa videon koodausta voidaan suorittaa joko ohjelmisto- tai
laitteistopohjaisesti sekä näiden yhdistelmillä. Laitteistototeutukseen verrattuna
ohjelmistoratkaisun etuna on toteutuksen ja testauksen helppous ja nopeus sekä päivitettävyys,
eli uusia ominaisuuksia voidaan lisätä ja mahdollisia vikoja korjata jälkikäteen melko
vaivattomasti.
Ohjelmistopohjaisen ratkaisun pullonkaulana on suorituskyky. Suorituskykyä voidaan lisätä joko
lisäämällä suorittimien määrää, jolloin käskyjä voidaan suorittaa rinnakkain, tai nostamalla
suorittimen kellotaajuutta, jolloin käskyjen suoritustiheys kasvaa. Molemmat ratkaisut lisäävät
virrankulutusta, mikä akkukäyttöisissä laitteissa on ei-toivottu ominaisuus.
Laitteistopohjaisella ratkaisulla päästään parempaan suorituskykyyn sekä pienempään
virrankulutukseen ja sitä kautta pienempään lämmöntuottoon kuin ohjelmistoratkaisulla.
Laitteistopohjainen ratkaisu voidaan toteuttaa joko ohjelmoitavalla logiikkapiirillä tai
sovelluskohtaisella mikropiirillä (tyypillisesti FPGA eli Field Programmable Gate Array), eli
ASIC:lla (Application Specific Integrated Circuit). Ohjelmoitavan logiikkapiirin etuna on
päivitettävyys, mutta suuri fyysinen koko ja ASIC-toteutusta heikompi suorituskyky eivät puolla
ohjelmoitavan logiikkapiirin käyttöä kannettavissa laitteissa. ASIC:lla toteutetun ratkaisun huonoja
puolia ovat suunnittelu- ja valmistusprosessin hitaus ja kalleus. Lisäksi uusien ominaisuuksien
päivittäminen ja mahdollisten vikojen korjaaminen jälkikäteen ASIC:lle ei ole mahdollista, joten
perusteellinen testaaminen on erityisen tärkeää. (Kumpulainen 2009, 10, 27, 28; Valtanen 2001,
39; Valtavaara 2010, 26, 27.)
Laitteistopohjaisen videodekooderin käyttöympäristö on tyypillisesti kuvassa 18. esitetty
sulautetun laskennan kiihdytetty arkkitehtuuri, jossa sekä suoritin että kiihdytin käyttävät ulkoista
muistia itsenäisesti ja kommunikointi tapahtuu väylän avulla.
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KUVA 18. Kiihdytetty laskenta-alusta.
Edellä kuvatun kaltaisen toteutuksen etuna ohjelmistopohjaiseen verrattuna on olematon
suorittimen kuormitus. Sovelluskohtainen laskentaintensiivinen toiminta, kuten tässä tapauksessa
videondekoodaus, on keskitetty kiihdytinpiirille ja varsinaisella sovellussuorittimella puretaan
ainoastaan videostriimistä otsikkotietoja ja ohjataan kiihdyttimen toimintaa. Kannettavissa
laitteissa, joilla tehdään muutakin kuin katsotaan videota, kuten matkapuhelimissa ja
kämmentietokoneissa, tällainen kovokiihdytetty ratkaisu on ainoa mahdollinen haluttaessa purkaa
HDTV-tasoista videota reaaliajassa. (Kumpulainen 2009, 10, 27, 28; Valtavaara 2010, 26, 27.)
KUVA 19. Hantro 'G-Series 1'-videodekooderin lohkokaavio
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Suoritin lukee bittisekvenssistä ylemmän tason otsikot (sekvenssi, kuvaryhmä ja kuva otsikot) ja
kirjoittaa niistä löytyvät dekooderin tarvitsemat parametrit kiihdyttimen kontrollirekistereihin.
Tämän jälkeen suoritin kertoo kiihdyttimelle muistiosoitteen, josta purettavan kuvan data alkaa
sekä antaa kiihdyttimelle käyttöoikeuden ulkoiselle muistille ja käynnistää kiihdyttimen.
Kiihdyttimellä väylärajapinta lukee bittisekvenssiä ulkoisesta muistista sisäiseen puskuriin ja
huolehtii siitä, että puskurissa riittää tavaraa pyytämällä tarvittaessa suorittimelta väylän
käyttöoikeutta ja hakemalla luvan saatuaan lisää purettavaa bittisekvenssiä puskuriin.
Kiihdyttimellä olevan sekvenssinpurkulohkon ylempi taso käsittelee bittisekvenssiä tavu- eli
bytetasolla ja varsinainen sekvenssinpurkulogiikka bittitasolla. Ylätaso siivoaa siirtorekisteristä
sekvenssin käytetyt bitit pois ja täyttää siirtorekisteriä toisesta päästä pakatulla bittisekvenssillä.
Edellä mainitun lisäksi ylätaso kertoo sekvenssinpurkulogiikalle tavunrajojen paikat
siirtorekisterissä liikkuvassa bittivirrassa.
Kun kuvan data on purettu, kiihdytin ilmoittaa suorittimelle kuvan valmistumisesta ja kertoo
käytetyn bittisekvenssin määrän, jotta suoritin osaa jatkaa ylemmän tason otsikkotietojen
hakemista oikeasta paikasta muistiavaruudessa.
Ennen kiihdyttimeltä uloskirjoitusta on dekoodatulle kuvadatalle mahdollista suorittaa erilaisia
jälkikäsittelytoimenpiteitä (post processing). Jälkikäsittelyillä voidaan parantaa kuvanlaatua
poistamalla kuvan pakkaamisen seuraksena syntyneitä häiriöitä tai muuttaa kuvan koko ja/tai
väriavaruus näyttölaitteelle sopivaksi. (On2 Technologies 2010. Hakupäivä 17.3.2011).
46
 8 KUVADATAN PURKULOGIIKAN TOTEUTUS
Videosekvenssin purkulogiikan tehtävänä on muun muassa tallentaa kuvadatan bittisekvenssistä
puretut kontrolliparametrit omaan ja dekooderin muiden yksiköiden käyttöön, suorittaa
entropiadekoodaus eli käänteinen VLC, laskea differentiaaliset liikevektorit sekä huolehtia
liikevektoreiden ja RLC-datan uloskirjoituksesta.
Purkulogiikan sydän on tilakone (FSM, Finite State Machine), joka huolehtii, että edellä mainitut
toimenpiteet tulevat suoritetuksi oikeaan aikaan ja oikeassa järjestyksessä. Tilakoneen lisäksi
purkulogiikka sisältää laskurit koodattavan makrolohkon sekä lohkon järjestysnumerolle,
rekistereitä parametrien ja datojen taltioimiseen sekä VLC hakutaulut.
Purkulogiikan toiminta tullaan esittämään järjestelmätason tila- ja tietovuokaavioilla sekä
muutamalla selventävällä rekisterisiirtotason (RTL, Register Transfer Level) kuvauksella. Vaikka
purkulogiikka tulee toimeen yhdellä tilakoneella, on sen toiminta selvyyden vuoksi esitetty
pienempiin osiin pilkottuna.
8.1 MPEG-2-purkulogiikka
Voidakseen aloittaa kuvadatan bittisekvenssin prosessoimisen purkulogiikka tarvitsee tiedon
koodattavan kuvan koosta (leveys ja korkeus makrolohkoina), tyypistä (I, P vai B) ja
koodauksesta (kehys- vai kenttäkoodattu). Lisäksi tarvitaan tieto onko käytössä kehyskoodaus ja
kehys-DCT (frame_pred_frame_dct), käytetäänkö piilotusliikevektoreita
(consealment_motion_vectors) sekä tieto intrakoodatuille kertoimille käytettävästä VLC-taulusta
(intra_vlc_format).
Kun suoritin on tallentanut edellä mainitut parametrit kiihdyttimen kontrollirekistereihin, voidaan
kuvadatan bittisekvenssin purku käynnistää. Kuvan alussa purkulogiikan sisältämien laskureiden
arvot ovat nollassa asynkronisen resetin jäljiltä. Purkulogiikka saa makrolohkon paikkatiedon
makrolohkorivi- ja sarakelaskureiden arvoista, jotka vertailujen helpottamiseksi voidaan alustaa
nollan sijasta luonnolliseen lukuun yksi. Kun molempien laskureiden arvo on yksi, tarkoittaa se,
että ollaan dekoodaamassa ensimmäistä makrolohkoa kuvan vasemmasta ylänurkasta.
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Paikkatietoa tarvitaan muun muassa starttikoodien paikallistamisen apuna, skipattujen
makrolohkojen laskennassa (macroblock_address_increment) sekä viipaleen vertikaalisen
sijainnin tarkistamisessa (slice_vertical_position). (ISO/IEC 2000.)
8.1.1 Viipaleen otsikon purku
Koska kuvan (ja makrolohkorivin) alusta pitäisi löytyä aina viipaleen starttikoodi, aloitetaan
kuvadatan purku viipaleen otsikosta. Purkulogiikan vuokaavio on esitetty kuvassa 20.
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KUVA 20. Viipaleen otsikon purku
Ensimmäiseksi bittisekvenssistä siivotaan starttikoodin etuliite (24 bittiä), jotta voidaan tarkistaa
viipaleen vertikaalinen sijainti (slice_vertical_position). Mikäli sijainti ei vastaa
makrolohkosarakelaskurin arvoa, ilmoitetaan virheen löytymisestä sekvenssinpurun ylätasolle ja
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palataan tyhjäkäynti-tilaan. Sijaintitiedon täsmätessä siivotaan sijaintitieto (8 bittiä)
bittisekvenssistä. Seuraavat viisi bittiä muodostavat kvantisoinnin skaalauskoodin
(quantiser_scale_code), joka talletetaan käänteiskvantisoinnin käyttöä varten rekisteriin ja
käytetyt bitit siivotaan pois. Seuraava bitti kertoo mikäli bittivirrassa seuraa dekoodauksen
kannalta tarpeettomia datakenttiä ennen makrolohkon otsikkoa. Nämäkin kentät pitää niiden
esiintyessä purkaan ja niiden sisältämät bitit siivota pois, jotta tulevatkin datakentät saadaan
purettua oikein. (ISO/IEC 2000.)
8.1.2 Makrolohkon otsikon purku
Makrolohkon otsikkotietojen purkulogiikan vuokaavio on esitetty kuvassa 21.
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Makrolohkon otsikon ensimmäinen kenttä on VLC-koodattu makrolohkon osoitteen kasvu
(macroblock_address_increment). Mikäli makrolohkon osoitteen kasvu on suurempi kuin yksi, on
ennen seuraavaa koodattua makrolohkoa vähintään yksi skipattu makrolohko. Mikäli
makrolohkon osoitteen kasvu kenttää edeltää 11-bittinen ("000 0000 1000") pakokoodi
(macroblock_escape), on makrolohkon osoitteen kasvu suurempi kuin 33. Mikäli makrolohkon
osoitteen kasvu kenttää edeltää kaksi pakokoodia, on makrolohkon osoitteen kasvu suurempi
kuin 66 ja niin edelleen. Toisin sanoen jokainen makrolohkon osoitteen kasvu-kenttää edeltävä
pakokoodi lisää VLC-koodattuun makrolohkon osoitteen kasvu arvoon 33. Kun mahdolliset pako
koodit on siivottu pois ja niiden määrä talletettu, voidaan käynnistää taulukkohaku asian
omaisesta VLC-taulusta (liite 1). Mikäli kyseisestä taulusta ei löydy VLC-koodille vastinetta,
palauttaa taulukkohaku virheilmoituksen, jonka jälkeen toimitaan aiemmin kerrotun protokollan
mukaisesti. Muussa tapauksessa taulukko palauttaa makrolohkon osoitteen kasvu-tiedon.
Skipattujen makrolohkojen määrä on sama kuin kentän lopullinen arvo on ykköstä suurempi.
Skipatun makrolohkon tapauksessa makrolohko siis ei sisällä erodataa eikä liikevektoreita. Tämä
tieto välitetään dekooderin muille yksiköille, jonka jälkeen purkulogiikka kasvattaa
makrolohkosarakelaskurin arvoa yhdellä ja vähentää yhden skipattavien makrolohkojen
määrästä. Tätä jatketaan, kunnes skipattavien makrolohkojen määrä saavuttaa nollan. Tämän
jälkeen voidaan jatkaa bittisekvenssin purkamista kesken jääneen makrolohkon otsikon
seuraavasta kentästä, joka on makrolohkon tyyppi (macroblock_type). Makrolohkon tyyppi on
myös VLC-koodattu kenttä, jonka purkamisessa käytettävän taulun valintaan vaikuttaa kuvan
tyyppi (liitteet 2 ja 3).
Purettu makrolohkon tyyppi kertoo (kuvatyypistä riippuen), sisältääkö makrolohkon otsikko
kvantisoinnin skaalauskoodin (macroblock_quant), käyttääkö makrolohko referenssinä edeltävää
vai seuraavaa kuvaa vai molempia (macroblock_motion_forward, macroblock_motion_backward),
sisältääkö makrolohko erodataa (macroblock_pattern) ja onko makrolohko intra- vai interkoodattu
(macroblock_intra).
Tämän jälkeen interkoodatun makrolohkon kyseessä ollessa pystytään päättelemään
liikevektorien määrä, joka riippuu liikkeenkompensoinnin tyypistä (frame_motion_type tai
field_motion_type) ja liikevektorin tyypistä (frame/field). Kenttätyypin liikkeenkompensoinnissa voi
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kenttätyypin liikevektoreita olla makrolohkoa kohden kaksi, jolloin makrolohkon parillisille juoville
käytetään eri liikevektoria kuin parittomille juoville. (ISO/IEC 2000.)
8.1.3 Liikevektorit
Liikevektori koostuu horisontaalisesta komponentista ja vertikaalisesta komponentista, jotka
yhdessä kertovat liikevektorin suunnan ja pituuden. Mikäli makrolohko käyttää kahta liikevektoria
ja sisältää riippuvuuksia sekä edelliseen että tulevaan kuvaan, joudutaan makrolohkolle
purkamaan kaiken kaikkiaan kahdeksan liikevektorikomponenttia. Liikevektoreiden purkulogiikan
vuokaavio on esitetty kuvassa 22.
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Differentiaalisen liikevektorin lopullinen arvo lasketaan seuraavanlaisella menetelmällä
(4)
Edellisessä kaavassa
r_size = f_code - 1
f = 1 << r_size
<< tarkoittaa shiftausta vasemmalle ja
delta on differentiaalisen liikevektorin arvo.
Differentiaaliset liikevektorit lähetetään liikkeenkompensointiin liikevektoreiden ennustusta varten.
8.1.3 Lohkodata
Lohkodata koostuu luminassi- ja krominassilohkojen DC- ja AC-kertoimista. Lohkodatan
purkuprosessi on esitetty pseudokoodina kuvassa 22. Intrakoodatuille makrolohkoille DC-
kertoimet on koodattu erikseen mikä tarkoittaa sitä, että bittisekvenssistä puretaan ensin
luminanssi- ja krominanssilohkojen DC-kertoimet, jonka jälkeen puretaan vasta lohkojen AC-
kertoimet. DC-kertoimen arvo saadaan selville purkamalla ensin VLC-koodattu dct_dc_size (liite
6), joka kertoo kuinka monta bittiä sekvenssistä käytetään VLC-koodin jälkeen DC-kertoimen
ilmaisemiseen.
Interkoodatuissa lohkoissa DC-kerroin on VLC-koodattuna omalla paikallaan kunkin lohkon
alussa. Kaikki kertoimet, intrakoodattuja DC-kertoimia lukuunottamatta, koodataan käyttäen DCT-
kertoimille määritettyjä VLC-tauluja (liitteet 7-14). Käänteisen VLC-koodauksen tuloksena
saadaan lohkojen DCT-kertoimet RLC-koodattuun muotoon, jotka voidaan lähettää käänteiseen
RLC-koodaukseen. (ISO/IEC 2000.)
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KUVA 22. Lohkodatan purku
8.1.4 VLC-taulut
Alla yksi esimerkki MPEG-2-standardissa käytetyistä VLC-tauluista. Loput VLC-taulut löytyvät
liitteistä.
TAULUKKO 7. RLC-sanan RUN- ja LEVEL- kenttien muodostus ESCAPE tapauksessa
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8.2 MPEG-4-striiminpurku
Bittiseksekvenssin rakenteen yhdenmukaisuudesta johtuen tilakoneen rakenne on liki identtinen
MPEG-2:n kanssa. Erilaisista VLC-kooditauluista ja bittisekvenssin syntaksieroista johtuen
MPEG-2:en purkulogiikkaa ei pienin muutoksin kuitenkaan pysty hyödyntämään MPEG-4-
standardin mukaisen sekvenssin purkamisessa.
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9 TARVITTAVAT RESURSSIT
ASIC-piiripohjaisen laitteistoratkaisun tuotekehityspolku alkaa arkkitehtuurin suunnittelusta ja
jatkuu rekisterisiirtotason (RTL, Register Transfer Level) kuvauksen toteuttamiseen ja yksikkö- ja
ylätason verifiointiin. Tätä kutsutaan myös front-end-suunnitteluvaiheeksi. Tämän jälkeen alkaa
back-end-suunnitteluvaihe, joilloin sirusuunnittelija optimoi ajoituspolut, suunnittelee I/O-liitännät,
vaimentaa häiriösignaalit ja myös testaa toiminnan. (Kumpulainen 2009, 28.)
Suunnitteluprosessissa on tärkeää tarkkojen logiikan pinta-ala-arvioiden saaminen
mahdollisimman varhaisessa vaiheessa, koska se mahdollistaa erilaisten toteutusten vertailun jo
arkkitehtuuritasolla. Lisäksi tarkkojen pinta-ala-arvioiden avulla back-end-suunnitteluvaihe
voidaan aloittaa aikaisemmassa vaiheessa ja siten lyhentää suunnitteluprosessin kestoaikaa.
Jotta tarkkoja pinta-ala-arvioita on mahdollista saada, tulisi suunnittelijan pystyä jo
arkkitehtuurivaiheessa määrittelemään vaadittavan toiminnon vaatimat komponentit, kuten
summaimet, kertojat, multiplekserit, komparaattorit, rekisterit, muistit, tilakoneet jne. Yleensä
komponenttien pinta-ala-arvioit pohjautuvat historiatietoon eli aiempiin syntesointituloksiin.
(Kodavalla 2011.)
Sekvenssinpurkulohkoissa logiikan pinta-alaan vaikuttavat sisäiset laskurit (mb_count,
slice_count, mv_count) ja datojen tallentamiseen tarvittavat rekisterit. Taulukoiden määrät,
ylätason porttien määrä ja väylänleveydet sekä alilohkojen rekisterilähtöjen määrä sekä
tilakoneen tilojen määrä.
Jottei lohkojen fyysisestä sijoittelusta piisirulla johtuvat ennustamattomat johtoviiveet pääse
vaikuttamaan liiaksi ajoituksiin, on suotavaa rekisteröidä kaikki lohkolta lähtevät signaalit. Jos
ollaan varmoja ettei ajoitusongelmia ole luvassa, voidaan prosessia nopeuttaa jättämällä
rajapinnoista rekistereitä pois. Kombinaatiologiikkasilmukoiden välttämiseksi alilohkojen lähtevät
signaalit tulevat myös rekistereiltä.
Pinta-ala-arvion lisäksi tavoitteena oli myös määrittää purkuprosessin kesto intra- ja
interkoodatuille kuville kellojaksoina ilman striimibufferin täyttöviiveitä ja dekooderin muiden
yksiköiden aiheuttamaa odottelua. Aiottuun kellojaksotarkkuuteen ei tällä kertaa päästy, vaan
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joudutaan toteamaan että aika vaihtelee suuresti liikevektoreiden ja nollasta poikkeavien DCT-
kertoimien määrästä riippuen.
Merkittävin ero sekvenssipurun kompleksisuuteen aiheutuu datapartitioinnin ja muiden MPEG-4-
standardin virhesietoisuustyökalujen vaatimasta lisälogiikasta. Global motion compensation lisää
myös oman mausteensa MPEG-4-standardissa .
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10 YHTEENVETO
Insinöörityön tarkoituksena oli vertailla MPEG-2- sekä MPEG-4-standardin mukaisten tiivistettyjen
videosekvenssien dekoodauksen kompleksisuutta laitteistopohjaisen videodekooderin
suunnittelijan näkökulmasta. Videokoodausstandardien laajudesta ja tuettujen työkalujen
määrästä johtuen, ajatuksena ei ollut toteuttaa kaikkia standardien suomia mahdollisuuksia.
Molemmista standardeista etsittiin profiili, joka tukee suorakaiteen muotoisen videokuvan
dekoodausta täysteräväpiirtolähetyksen vaatimille resoluutioille ja bittinopeuksille saakka.
Aluksi työssä esitellään MPEG-standardit yleisellä tasolla sekä perehdytään videon
koodauksessä käytettyihin menetelmiin. Tämän jälkeen syvennytään videosekvenssin
rakenteeseen ja varsinaiseen bittivirran purkuprosessiin sekä suunnitellaan videosekvenssin
alempien tasojen (osakuva, makrolohko ja lohko) bittivirran purkulogiikka järjestelmätasolla.
Lopuksi tavoitteena on arvioida kummankin formaatin mukaisen sekvenssin purkuun tarvittavia
resursseja laitteistopohjaisen toteutuksen kannalta sekä pyritään selvittämään purkuprosessin
vaatimaa aikaa kellojaksotasolla.
Aikataulupaineista johtuen MPEG-4-standardin sisältämien virhesietoisuustyökalujen
(datapartitiointi, RVLC ja HEC) toteutuksen vaikutus resurssivaatimuksiin jäi selvittämättä. Lisäksi
bittivirran purkulogiikan järjestelmätason suunnittelu jäi vaiheeseen erityisesti MPEG-4:n osalta ja
resurssivertailussa ei siten päästy aiotulle tarkkuustasolle. Muutoin työ onnistui liki suunnitelmien
mukaisesti, vaikka kaikkien (tekijän mielestä) tarpeellisten asioden mahduttaminen raporttiin
tahtoi loppuvaiheessa tuottaa hankaluuksia.
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