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NEW CLASSES OF NON-CONVOLUTION INTEGRAL
EQUATIONS ARISING FROM LIE SYMMETRY
ANALYSIS OF HYPERBOLIC PDES
MARK CRADDOCK AND SEMYON YAKUBOVICH
Abstract. In this paper we consider some new classes of inte-
gral equations that arise from Lie symmetry analysis. Specifically,
we consider the task of obtaining solutions of a Cauchy prob-
lem for some classes of second order hyperbolic partial differential
equations. Our analysis leads to new integral equations of non-
convolution type, which can be solved by classical methods. We
derive solutions of these integral equations, which in turn lead to
solutions of the associated Cauchy problems.
1. Introduction
The theory of continuous symmetry groups of systems of partial dif-
ferential equations was developed by Lie in the last decades of the
nineteenth century. A symmetry is a transformation which maps so-
lutions to other solutions. Lie developed a method for systematically
computing all continuous symmetries of a given system of differential
equations. Excellent modern accounts may be found in the books by
Olver [18] and those of Bluman and his coauthors, such as the volume
[3].
Symmetries are powerful tools and they allow us to solve a wide
variety of problems. For example, we may compute fundamental so-
lutions of parabolic equations from a knowledge of their symmetries.
See the papers [11],[12], [7], [10] for details, together with many exam-
ples and applications. Boundary value problems may also be solved
by the method of group invariant solutions. The aforementioned book
[3] contains an extensive discussion of this topic. Symmetries are also
essential to the study of conservation laws. A chapter of [18] is devoted
to this.
A new way of applying Lie symmetries was introduced in [7] and de-
veloped extensively in [8]. The idea is to construct an integral operator
that maps test functions to solutions of the PDE by integration against
a symmetry solution. The purpose of this paper is to show how the
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method can lead to new classes of non-convolution integral equations,
which may be solved by a combination of classical techniques.
We first provide an example to illustrate how the method works.
We then turn to a class of second order linear hyperbolic equations
and derive some new integral equations which arise in the solution of
Cauchy problems associated to these equations. We then solve these
equations using a novel combination of integral transform methods.
The outline of the paper is as follows. In Section 2 we introduce the
method that forms the basis of our analysis. In Section 3 we determine
the symmetries of a class of hyperbolic PDEs of the form utt = uxx +
f(x)u. We show that there are nontrivial symmetries when f satisfies
one of three families of Riccati equations. In Section 4 we study the
equation utt = y
2uyy+yuy+y
2u ( which is equivalent to utt = uxx+e
2xu,
with y = ex) and show how the symmetries lead to a solution of the
Cauchy problem for this equation via new non-convolution integral
equations, which we are able so solve. See Theorems 4.2 and 4.3.
In Section 5 we set up the integrals for the Cauchy problem for the
more general equation utt = uxx + (Ae
x + Be−x)−2u. In Section 6
we solve the integral equation in the case A = B = 1/2 and obtain
a solution of the problem utt = uxx + (sech
2x)u, x > 0, subject to
u(x, 0) = f(x), ut(x, 0) = 0. (See Theorem 6.6). A brief conclusion
follows. We believe that the methods of this paper may prove to be of
use in the study of various types of linear PDEs.
2. Introduction to the Method
We illustrate the approach by solving the problem
utt = uxx − A
x2
u, u(x, 0) = f(x), ut(x, 0) = g(x), x > 0, t ≥ 0.
This problem was solved using different symmetries in [8]. Here we
use a simpler approach. We suppose that f, g ∈ S(R+) the Schwartz
space, consisting of smooth functions whose derivatives (including the
function itself) decay at infinity faster that any power, i.e. Schwartz
functions are rapidly decreasing. It is known that the Fourier Trans-
form and Mellin transforms are automorphisms of the Schwartz space,
see [22]. This space is a topological vector space of functions ϕ such
that ϕ ∈ C∞(R+) and xαϕ(β)(x)→ 0, x→∞, α, β ∈ N0.
It is elementary that the scaling transformation u(x, t) → u(λx, λt)
is a symmetry. The idea is to introduce a new solution by setting
U(x, t) =
∫ ∞
0
ϕ(λ)u(λx, λt)dλ. (2.1)
With separation constant equal to one half, separation of variables
leads to the solution u1(x, t) =
√
xIν(x)e
t, where ν = 1
2
√
4A+ 1 and
Iν(x) denotes the usual modified Bessel function, (see 9.6.10 of [1]).
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We denote the Bessel function of the first kind by Jν(z), (9.1.10 of [1]).
Applying the symmetry and replacing λ with iλ, we obtain a solution
u(x, t) =
∫ ∞
0
ϕ(λ)
√
λxJν(λx) cos(λt)dλ
+
∫ ∞
0
ψ(λ)
√
λxJν(λx) sin(λt)dλ.
We absorbed the terms in i into ϕ and ψ. The requirement that
u(x, 0) = f(x) leads to the equation
f(x) =
∫ ∞
0
ϕ(λ)
√
λxJν(λx)dλ.
We immediately recognise that f must be the Hankel transform of ϕ.
The inversion theorem for the Hankel transform, (see [23]) yields
ϕ(λ) =
∫ ∞
0
f(y)
√
λyJν(λy)dy.
For the condition ut(x, 0) = g(x) we find∫ ∞
0
λψ(λ)
√
λxJν(λx)dλ = g(x), (2.2)
which gives
ψ(λ) =
1
λ
∫ ∞
0
g(y)
√
λyJν(λy)dy. (2.3)
Hence
u(x, t) =
∫ ∞
0
∫ ∞
0
f(y)
√
xyλJν(λx)Jν(λy) cos(λt)dydλ
+
∫ ∞
0
∫ ∞
0
g(y)
√
xyJν(λx)Jν(λy) sin(λt)dydλ,
solves our initial value problem. Thus we have obtained a solution
of the initial value problem from a separable solution and a scaling
symmetry. This solution can be simplified by making use of the result∫ ∞
0
sin(cx)Jµ(ax)Jµ(bx)dx
= 0, 0 < c < b− a, 0 < a < b
=
1
2
√
ab
Pµ−1/2
(
b2 + a2 − c2
2ab
)
, b− a < c < b+ a, 0 < a < b
=
cos(µπ)
π
√
ab
Qµ−1/2
(
−b
2 + a2 − c2
2ab
)
, b+ a < c, 0 < a < b,
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which is valid for µ > −1. (See formula 6.672.1 of [14]). Here Pν and
Qν are Legendre functions, [17]. We define
p(x, y, t) =
∫ ∞
0
Jν(λx)Jν(λy) sin(λt)dλ (2.4)
via the preceding integral and the solution can be written
u(x, t) =
∫ ∞
0
∫ ∞
0
f(y)
√
xyλJν(λx)Jν(λy) cos(λt)dydλ
+
∫ ∞
0
√
xyg(y)p(x, y, t)dy. (2.5)
The absolute convergence of the second integral justifies our use of
Fubini’s Theorem.
The integral
∫∞
0
λJν(λx)Jν(λy) cos(λt)dλ is divergent, so we cannot
reverse the order of integration in the first integral in (2.5). However,
we can define a solution in the distributional sense by noting that for
each n∫ n
0
λJν(λx)Jν(λy) cos(λt)dλ =
∂
∂t
∫ n
0
Jν(λx)Jν(λy) sin(λt)dλ.
Taking the limit as n → ∞ we define the distribution Λ on S(R+) by
setting
Λ(f) =
∫ ∞
0
f(y)
∂
∂t
∫ ∞
0
Jν(λx)Jν(λy) sin(λt)dλdy. (2.6)
This leads to a solution in the distibutional sense given by
u(x, t) =
∂
∂t
∫ ∞
0
f(y)
√
xyp(x, y, t)dy +
∫ ∞
0
√
xyg(y)p(x, y, t)dy.
(2.7)
In general this procedure requires us to solve one or more integral
equations if we are to satisfy the initial data. Often this equation turns
out to be a familiar integral transform with a known inversion formula,
as happened with our example. In this paper we will show how it can
lead to entirely new solvable integral equations.
This method hints at a deep connection between Lie symmetries and
classical harmonic analysis and indeed this is the case. The relationship
between Lie symmetry analysis and harmonic analysis and representa-
tion theory has been developed over the years, beginning with [5], [4]
and [6]. See also [9], [10], [21], [20] and [13].
The basic idea of this work is that for linear PDEs, it is often possible
to realise the Lie symmetries as global representations of the underlying
Lie group in the following sense. One has a Lie group G, a represen-
tation (σ, V ) of G and a mapping A : V → H where H is a solution
space of the equation. So A maps f ∈ V to some solution of the PDE.
Then if the action of the symmetries on solutions u = Af , is denoted
by ρ(g)u for g ∈ G, the following relationship holds.
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(ρ(g)Af)(x) = (Aσ(g)f)(x), g ∈ G, (2.8)
where f ∈ V
In fact this relationship has been established for many classes of
PDEs and the previous references detail some of the work done in this
area.
A consequence of all this is that the operator
vi(x) =
∫
Ω
ϕ(ǫ)ρ(exp ǫvi)u(x)dǫ,
is essentially a group theoretic Fourier transform, which inherits prop-
erties of the representations equivalent to ρ. It is therefore not sur-
prising that this technique so often leads to the problem of inverting a
standard integral transform. In this paper we consider some problems
where the integral equations do not appear in the existing literature.
3. The Equation utt = uxx + f(x)u
We will determine the forms of the potential function f which allow
non trivial symmetries. For an in depth discussion of the computation
of Lie symmetries, see the book by Olver [18]. We look for a vector
field v = ξ(x, t)∂x + τ(x, t)∂t + φ(x, t, u)∂u which generates the Lie
symmetries of the PDE. An application of Lie’s Theorem (Theorem
2.31 p104, [18]) leads to the defining equations
φtt = φxx + f(x)φ+ f ′(x)ξu, (3.1)
where
φxx = φxx + (2φxu − ξxx)ux − τxxut + φuuu2x + (φu − 2ξx)uxx − 2τxuxt
φtt = φtt − ξttux + (2φtu − τtt)ut + φuuu2t − 2ξtuxt + (φu − 2τt)utt.
From the defining equations (3.1), we find the conditions
φ = αu+ β, ξt = τx,−ξtt = 2φxu − ξxx,
2φut = τtt − τxx, φu − 2τt = φu − 2ξx
φtt + (φu − 2τt)f(x)u = φxx + f(x)φ+ f ′(x)uξ.
The function β will be an arbitrary solution of the PDE. Nothing fur-
ther can be said about it. From the first and last of these equations we
have
αtt = αxx + f
′(x)ξ + 2τtf(x). (3.2)
It is also easy to see that ξxx = ξtt and τtt = τxx. Consequently 2φut = 0,
and this means α is independent of t. Similarly we see that α is also
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independent of x. It is thus a constant. From (3.2) we see that
2ξx +
f ′
f
ξ = 0. (3.3)
This means that ξ(x, t) = e−
1
2
ln fc(t) = c(t)√
f
, where c has yet to be fixed.
With G(x) = c(t)√
f
, we now require
c′′(t)G(x) = G′′(x)c(t). (3.4)
This is only possible if G′′/G = λ a constant. We then have three
possibilities for c :
c(t) =

c1t + c2
c1 sin(ωt) + c2 cos(ωt)
c1e
ωt + c2e
−ωt.
(3.5)
Clearly the three possible choices for G are
G(x) =

Ax+B
Aeωx +Be−ωx
A cosωx+B sinωx
(3.6)
where A,B are arbitrary constants. Correspondingly, the possible
choices for f are
f(x) =

1
(Ax+B)2
1
(Aeωx+Be−ωx)2
1
(A cosωx+B sinωx)2
.
(3.7)
We can now write down a basis for the Lie algebra of symmetries for
each choice of f . In each case, the Lie algebra is isomorphic to sl2 ⊕ r,
where r is the Lie algebra generating the additive Lie group R.
We are interested in the second case. The first case is obtainable
from our illustrative example by a linear change of variables. If
f(x) =
1
(Aeωx +Be−ωx)2
,
a basis for the Lie symmetry algebra is
v1 = e
ωt(Aeωx +Be−ωx)∂x + eωt(Aeωx − Be−ωx)∂t,
v2 = e
−ωt(Aeωx +Be−ωx)∂x − e−ωt(Aeωx − Be−ωx)∂t,
v3 = ∂t,v4 = u∂u,vβ = β∂u.
The vector field v3 clearly induces the symmetry u(x, t)→ u(x, t+ǫ).
Let us obtain the symmetry arising from the first vector field. We have
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to solve
dx˜
dǫ
= eωt˜(Aeωx˜ +Be−ωx˜), x˜(0) = x, (3.8)
dt˜
dǫ
= eωt˜(Aeωx˜ − Be−ωx˜), t˜(0) = t. (3.9)
Adding these equations gives
d(x˜+ t˜)
dǫ
= 2Aeω(x˜+t˜).
Now setting Z = x˜+ t˜, we solve this first order DE and get
eω(x˜+t˜) =
eω(x+t)
1− 2Aǫωeω(x+t) . (3.10)
Next we solve
d(x˜− t˜)
dǫ
= 2Be−ω(x˜−t˜). (3.11)
With z = x˜− t˜, z(0) = x− t we obtain the expression
eω(x˜−t˜) = eω(x−t) + 2Bǫω. (3.12)
Taking logs we have a pair of simultaneous equations for x˜ and t˜. This
gives us
eωx˜ =
(
e2ωx + 2Bǫωeω(x+t)
1− 2Aǫωeω(x+t)
) 1
2
(3.13)
and
eωt˜ =
eω(x+t)√
(e2ωx + 2Bǫωeω(x+t))(1− 2Aǫωeω(x+t)) .
From these we obtain expressions for x˜ and t˜. From this we conclude
that if u is a solution of
utt = uxx +
1
(Aeωx +Be−ωx)2
u, (3.14)
then so is
u˜(x, t; ǫ) =u
(
1
2
ln
(
e2ωx + 2Bǫωeω(x+t)
1− 2Aǫωeω(x+t)
)
,
ln
(
eω(x+t)√
(e2ωx + 2Bǫωeω(x+t))(1− 2Aǫωeω(x+t))
))
. (3.15)
The vector field v2 can be exponentiated by similar means. This is
left to the interested reader.
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4. The Case of one zero constant
To begin our analysis we will first consider the special case when
A = 0, B = 1. The case B arbitrary can be obtained from this by an
obvious change of variables. This leads to the equation
utt = uxx + e
2xu, x ∈ R. (4.1)
For convenience we will make the change of variables y = ex. This leads
to the equation
utt = y
2uyy + yuy + y
2u, y > 0. (4.2)
We will solve this subject to the initial conditions u(y, 0) = f(x), and
ut(y, 0) = g(y) where f, g are suitable functions. It is straightforward
to see that a stationary solution is u0(y) = J0(y). Application of the
symmetry (3.15) under the change of variables shows that
u˜1(y, t;λ) = J0(
√
y2 + 2λyet), (4.3)
is also a solution. Since t→ −t is a symmetry, it is clear that
u˜2(y, t;λ) = J0(
√
y2 + 2λye−t) (4.4)
is again a solution. We now consider
u(y, t) =
1
2
∫ ∞
0
ϕ(λ)
[
J0(
√
y2 + 2λyet) + J0(
√
y2 + 2λye−t)
]
dλ,
(4.5)
where ϕ has suitable decay to guarantee convergence of the integral.
This is easily seen to satisfy the PDE (4.2) and the conditions
u(y, 0) =
∫ ∞
0
ϕ(λ)J0(
√
y2 + 2λy)dλ (4.6)
and ut(y, 0) = 0. Our first task is then to solve the integral equation∫ ∞
0
ϕ(λ)J0(
√
y2 + 2λy)dλ = f(y). (4.7)
We proceed by taking the Laplace transform in y of both sides. We
suppose that ϕ ∈ L1(R+). Via the known inequality for the Bessel
function
√
x|Jν(x)| < C, x > 0, where C is an absolutely positive
constant, we have from (4.7) the estimate
|f(y)| ≤ C
∫ ∞
0
|ϕ(λ)|
(y2 + 2λy)1/4
dλ ≤ C√
y
‖ϕ‖L1(R+). (4.8)
Thus∣∣∣∣∫ ∞
0
f(y)e−sydy
∣∣∣∣ ≤ C‖ϕ‖L1(R+) ∫ ∞
0
e−sy√
y
dy =
√
πC‖ϕ‖L1(R+)√
s
.
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Now 10.2.6, p59 of [19] gives∫ ∞
0
J0(
√
y2 + 2λy)e−sydy =
e−λ(
√
s2+1−s)
√
s2 + 1
. (4.9)
If F (s) =
∫∞
0
f(y)e−sydy then an application of the Laplace transform
and Fubini’s Theorem, (justified by (4.8)), gives∫ ∞
0
ϕ(λ)
e−λ(
√
s2+1−s)
√
s2 + 1
dλ = F (s). (4.10)
Letting Φ denote the Laplace transform of ϕ, we have
Φ(
√
s2 + 1− s)√
s2 + 1
= F (s). (4.11)
The substitution s = sinh k reduces this to
Φ(e−k) = cosh kF (sinh k). (4.12)
Putting k = − ln ξ gives
Φ(ξ) =
1
2
(
ξ +
1
ξ
)
F
(
1
2
(
1
ξ
− ξ
))
. (4.13)
Thus
ϕ(λ) = L−1ξ
[
1
2
(
ξ +
1
ξ
)
F
(
1
2
(
1
ξ
− ξ
))]
. (4.14)
We have thus established the following.
Proposition 4.1. The equation utt = y
2uyy+ yuy+ y
2u with u(y, 0) =
f(y) and ut(y, 0) = 0 has a solution
u(y, t) =
1
2
∫ ∞
0
L−1ξ
[
1
2
(
ξ +
1
ξ
)
F
(
1
2
(
1
ξ
− ξ
))]
(λ)
×
[
J0(
√
y2 + 2λyet) + J0(
√
y2 + 2λye−t)
]
dλ, (4.15)
provided the integral converges. Here F is the Laplace transform of f.
Our next task is to determine an expression for the inverse Laplace
transform. An elementary approach is to assume that f is analytic.
That is
f(y) =
∞∑
n=0
1
n!
f (n)(0)yn. (4.16)
In this case
F (s) =
∞∑
n=0
f (n)(0)
1
sn+1
, (4.17)
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so that
1
2
(
ξ +
1
ξ
)
F
(
1
2
(
1
ξ
− ξ
))
=
∞∑
n=0
f (n)(0)
(ξ2 + 1)(2ξ)n
(1− ξ2)n+1 . (4.18)
Thus
ϕ(λ) =
∞∑
n=0
f (n)(0)gn(λ), (4.19)
where
gn(λ) = L−1ξ
[
(ξ2 + 1)(2ξ)n
(1− ξ2)n+1
]
, (4.20)
which can be explicitly computed for any n.
We can also obtain an explicit solution via a double integral as fol-
lows. Making the substitution s = sinh(ln ξ) = 1
2
(
ξ − 1
ξ
)
, ξ > 1 in
the equation
Φ(
√
s2 + 1− s) =
√
s2 + 1F (s). (4.21)
we obtain
1
ξ
Φ
(
1
ξ
)
=
(
1
ξ2
+ 1
)∫ ∞
0
e−y(ξ−
1
ξ )f(2y)dy, ξ > 1. (4.22)
To proceed, we use two operational relations for the Laplace trans-
form, which may be found in [19]. Specifically, if g(s) = (Lh)(s), then
via the uniqueness property for the Laplace transform
1
s
g
(
1
s
)
= L
[∫ ∞
0
J0
(
2
√
λy
)
h(λ)dλ
]
(s), (4.23)
which is (21) on page 171 of [19]. Further(
1
s2
+ 1
)
g
(
s− 1
s
)
= L
[∫ y
0
(y − λ)1/2I1
(
2
√
λ(y − λ)
)
h(λ)
dλ√
λ
−
∫ y
0
(y − λ)−1/2I−1
(
2
√
λ(y − λ)
)
h(λ)
√
λ dλ
]
(s), (4.24)
from formula (27), again p171 of [19]. Hence, returning to (4.22), we
cancel the Laplace transform via the uniqueness property and take into
account that I1(z) = I−1(z) to obtain for y > 0
∫ ∞
0
J0
(
2
√
λy
)
ϕ(λ)dλ =
∫ y
0
(y − 2λ)
I1
(
2
√
λ(y − λ)
)
√
λ(y − λ) f(2λ)dλ.
(4.25)
However the left-hand side of (4.25) represents a variant of the Han-
kel transform of index zero, which admits the symmetric inversion for-
mula for ϕ whose Mellin transform ϕ∗(s) ∈ L1(σ), σ = {s ∈ C :
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Re(s) = 1/2}. (See the details in [25], Ch.2, Section 2.2, Example 2.2).
We remark here that the Mellin transform is defined by the integral
f ∗(s) =
∫ ∞
0
f(x)xs−1dx. (4.26)
Its inverse transform under certain conditions is given by the integral
f(x) =
1
2πi
∫ γ+i∞
γ−i∞
f ∗(s)x−sds (4.27)
See [23], [25] for details of the Mellin transform.
Thus, inverting the Hankel transform, we arrive at the unique and
explicit solution of the integral equation (4.7), namely,
ϕ(λ) =
∫ ∞
0
∫ 2y
0
J0
(
2
√
λy
) I1 (√u(2y − u))√
u(2y − u) (y − u)f(u) dudy,
(4.28)
λ > 0. We note, that the interchange of the order of integration in
(4.28) is impossible because the corresponding integral with respect to
y will be divergent.
Now we observe that the inequality
1 < Γ(ν + 1)
(
2
x
)ν
Iν(x) < cosh x < e
x (4.29)
(see [15]) leads to∣∣∣∣∣∣
∫ 2y
0
I1
(√
u(2y − u)
)
√
u(2y − u) (y − u)f(u) du
∣∣∣∣∣∣ ≤ y2ey
∫ 2y
0
|f(u)|du. (4.30)
Zemanian constructed a Frechet space Hµ(R+) characterized by three
properties: Every φ ∈ Hµ(R+) is a rapidly decreasing smooth function
on R+, with an expansion of the form
φ(x) = xµ+1/2
(
a0 + a2x
2 + · · ·+ a2kx2k +R2k(x)
)
, (4.31)
where
a2k =
1
k!2k
lim
x→0
(x−1D)k(x−µ−1/2φ(x)), (4.32)
and the remainder satisfies (x−1D)kR2k(x) = o(1) as x → 0+. (See
Lemma 5.2.1 of [26]). Zemanian proves that the Hankel transform of
index µ is an automorphism on Hµ(R+), [26]. We see then that if
yey
∫ 2y
0
|f(u)|du ∈ H0(R+), then ϕ ∈ H0(R+).
We summarize our results by the following result.
Theorem 4.2. Let f be a given continuous function on R+ such that
f(y) = O(y−1/2), y → ∞. Let ϕ ∈ L1(R+) and its Mellin transform
ϕ∗(s) ∈ L1(σ). Then ϕ given by formula (4.28) represents the unique
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solution of the integral equation (4.7). Moreover if yeyF (y) ∈ H0(R+),
where F (y) =
∫ 2y
0
|f(u)|du, and
f˜(λ) =
∫ ∞
0
∫ 2y
0
J0
(
2
√
λy
) I1 (√z(2y − z))√
z(2y − z) (y − z)f(z)dzdy,
(4.33)
then
u(y, t) =
1
2
∫ ∞
0
f˜(λ)
[
J0(
√
y2 + 2λyet) + J0(
√
y2 + 2λye−t)
]
dλ,
(4.34)
is a solution of
utt = y
2uyy + yuy + y
2u, (4.35)
satisfying the initial conditions u(y, 0) = f(y), ut(y, 0) = 0.
To obtain a solution satisfying u(y, 0) = 0 and ut(y, 0) = g(y) let
w(y, t) =
1
2
∫ ∞
0
ψ(λ)
[
J0(
√
y2 + 2λyet)− J0(
√
y2 + 2λye−t)
]
dλ.
(4.36)
Then w(y, 0) = 0 and
wt(y, 0) = −
∫ ∞
0
ψ(λ)
λyJ1
(√
y2 + 2λy
)
√
y2 + 2λy
dλ. (4.37)
We therefore seek to solve
−
∫ ∞
0
λψ(λ)
J1
(√
y2 + 2λy
)
√
y2 + 2λy
dλ =
1
y
g(y) = g˜(y). (4.38)
This can actually be reduced to the case covered by Theorem 4.2. In
fact, assuming that λψ(λ) is absolutely continuous on R+ and its deriv-
ative ϕ(λ) = [λψ(λ)]′ satisfies conditions of Theorem 4.2, we integrate
by parts in (4.38), employing the equality
y√
y2 + 2λy
J1(
√
y2 + 2λy) = − d
dλ
J0(
√
y2 + 2λy)
and obtain the integral equation∫ ∞
0
[λψ(λ)]′J0(
√
y2 + 2λy)dλ = −g(y).
Hence our previous result gives
ψ(λ) =
1
λ
∫ λ
0
∫ ∞
0
∫ 2y
0
J0 (2
√
yv)
I1
(√
u(2y − u)
)
√
u(2y − u) (u− y)g(u) dudydv,
(4.39)
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for λ > 0.
Theorem 4.3. Suppose that yeyG(y) ∈ H0(R+), G(y) =
∫ 2y
0
|g(z)|dz.
Then the equation utt = y
2uyy+yuy+y
2u with u(y, 0) = 0 and ut(y, 0) =
g(y) has a solution
u(y, t) =
1
2
∫ ∞
0
g˜(λ)
[
J0(
√
y2 + 2λyet)− J0(
√
y2 + 2λye−t)
]
dλ,
(4.40)
where
g˜(λ) =
1
λ
∫ λ
0
∫ ∞
0
∫ 2y
0
J0 (2
√
yv)
I1
(√
z(2y − z)
)
√
z(2y − z) (z − y)g(z)dzdydv.
(4.41)
Hence, provided that f and g satisfy the conditions of Theorems 4.2
and 4.3, a solution of our original problem may be written
u(y, t) =
1
2
(∫ ∞
0
f˜(λ)
[
J0(
√
y2 + 2λyet) + J0(
√
y2 + 2λye−t)
]
dλ
+
∫ ∞
0
g˜(λ)
[
J0(
√
y2 + 2λyet)− J0(
√
y2 + 2λye−t)
]
dλ
)
.
(4.42)
4.0.1. The Direct Laplace Transform Approach. It is worth showing
how the Laplace transform method can be applied to (4.38). This
approach is computationally useful. On page 60 of [19] we find∫ ∞
0
J1(
√
y2 + 2λy)√
y2 + 2λy
e−sydy =
1− e−λ(
√
s2+1−s)
λ
. (4.43)
If the Laplace transform of g(y)/y is G, then taking Laplace transform
of both sides of (4.38), we obtain
−
∫ ∞
0
ψ(λ)(1− e−λ(
√
s2+1−s))dλ = G(s). (4.44)
Which is the same as
Ψ(
√
s2 + 1− s)−Ψ(0) = G(s). (4.45)
We have denoted the Laplace transform of ψ by Ψ. Putting s = sinh k
and k = − ln ξ gives
Ψ(ξ)−Ψ(0) = G
(
1
2
(
1
ξ
− ξ
))
. (4.46)
So that
ψ(λ) = Ψ(0)δ(λ) + L−1ξ
[
G
(
1
2
(
1
ξ
− ξ
))]
(λ). (4.47)
The term Ψ(0)δ(λ) is in principle arbitrary, but making a choice for
ψ will fix it, and in any case, it actually makes no contribution to the
14 MARK CRADDOCK AND SEMYON YAKUBOVICH
solution since the two terms involving Bessel functions cancel when
evaluated at λ = 0.
Once more, if
g(y) =
∞∑
n=0
1
n!
g(n)(0)yn (4.48)
then
G
(
1
2
(
1
ξ
− ξ
))
=
∞∑
n=0
g(n)(0)
(2ξ)n+1
(1− ξ2)n+1 (4.49)
and so
ψ(λ) = Ψ(0)δ(λ) +
∞∑
n=0
g(n)(0)kn(λ) (4.50)
where
kn(λ) = L−1ξ
[
(2ξ)n+1
(1− ξ2)n+1
]
. (4.51)
Since the delta function terms make no contribution, the solution
can be written
w(y, t) =
1
2
∫ ∞
0
ĝ(λ)
[
J0(
√
y2 + 2λyet)− J0(
√
y2 + 2λye−t)
]
dλ,
(4.52)
with ĝ(λ) =
∑∞
n=0 g
(n)(0)kn(λ).
Finding examples using the direct Laplace transform approach is not
difficult.
Example 4.1. We consider the solution in the case when f(y) = 0,
g(y) = 1
4
y21F2(
1
2
; 3
2
, 2;−y2
4
)− 1
2
y. We find that∫ ∞
0
g(y)
y
e−sydy =
−1
1 + s+
√
s2 + 1
= Ψ(
√
s2 + 1− s)−Ψ(0). (4.53)
Putting s = sinh k gives
−1
1 + ek
= Ψ(e−k)−Ψ(0) (4.54)
and ξ = e−k leads to
−ξ
1 + ξ
=
1
1 + ξ
− 1 = Ψ(ξ)−Ψ(0), (4.55)
and so
Ψ(ξ) =
1
1 + ξ
+Ψ(0)− 1. (4.56)
The inverse Laplace transform of both sides gives
ψ(λ) = e−λ + (Ψ(0)− 1)δ(λ). (4.57)
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The natural choice here is to take ψ(λ) = e−λ and then Ψ(0)− 1 = 0.
The solution our method gives for the initial value problem is then
u(y, t) =
1
2
∫ ∞
0
e−λ
[
J0(
√
y2 + 2λyet)− J0(
√
y2 + 2λye−t)
]
dλ.
(4.58)
This integral does not seem to be previously known. Although it is
easy to evaluate numerically, it is worthwhile to give an evaluation.
In order to calculate (4.58) explicitly, we substitute the series expan-
sion for the Bessel function (see 9.1.10 of [1] ) inside the integral and
change the order of integration and summation via the absolute and
uniform convergence. Thus we obtain
u1(y, t) =
∫ ∞
0
e−λJ0(
√
y2 + 2λyet)dλ
=
∞∑
k=0
(−1)k
4k(k!)2
∫ ∞
0
e−λ
(
y2 + 2λyet
)k
dλ. (4.59)
Hence, the latter series becomes
∞∑
k=0
(−1)k
4k(k!)2
k∑
m=0
m!
(
k
m
)
y2k−m(2et)m =
∞∑
k=0
(−1)ky2k
4kk!
k∑
m=0
(2et)m
(k −m)!ym .
(4.60)
Making a straightforward substitution in the inner sum and then chang-
ing the order of summation, we get
∞∑
k=0
(−1)ky2k
4kk!
k∑
m=0
(2et)m
(k −m)!ym =
∞∑
m=0
∞∑
k=m
(
−ye
t
2
)k−m(
−y
2
4
)m
1
m!k!
=
∞∑
m=0
∞∑
k=0
(
−ye
t
2
)k (
−y
2
4
)m
1
m!(k +m)!
.
The latter double series can be rewritten, recalling the definition of the
Bessel function. Hence the value of the integral u1(y, t) is
u1(y, t) =
∞∑
k=0
(−1)kektJk(y). (4.61)
The series (4.61) has no simple expression, but can be written in
terms of the Lommel function of two variables [2],
Uν(x, y) =
∞∑
k=0
(−1)k
(
x
y
)2k+ν
J2k+ν(y), x, y > 0. (4.62)
Thus appealing to relation (5.7.5.1) in [2], we write (4.61) in the form
u1(y, t) = U0(−etiy, y) + iU1(−etiy, y),
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where i =
√−1 and, correspondingly, the value of the integral (4.58)
as
u(y, t) =
[U0(−etiy, y)− U0(−e−tiy, y)] + [U1(−etiy, y)− U1(−e−tiy, y)]
2
.
(4.63)
The interested reader can produce many examples. For instance,
the choice f(y) = 0, g(y) = yJ0(y) leads to ψ(λ) = 2 cos(λ), for which
Ψ(0) = 0.
4.0.2. The Case A 6= 0 and B = 0. .
Now let us briefly consider the equation
utt = uxx +
1
A2e2x
u, x ∈ R. (4.64)
Without loss of generality we take A = 1. Now set y = e−x. This again
produces the equation
utt = y
2uyy + yuy + y
2u, y > 0. (4.65)
The analysis then proceeds exactly as in the previous case.
5. The Case When A and B are both nonzero
Now consider the equation u′′(x)+ 1
(Aeωx+Be−ωx)2
u = 0. Suppose that
ω,AB > 0 and let α =
√
AB(1+AB)
AB
. Then with β = 1−α
2
,
u(x) =
(
1 +
A
B
e2ωx
)β
2F1
(
β, β; 2β;−
(
1 +
A
B
e2ωx
))
,
is a stationary solution of the PDE utt = uxx +
1
(Aeωx+Be−ωx)2
u. Here
2F1 is Gauss’ hypergeometric function, (Chapter 15 of [1]). Applying
the symmetry we obtain the new, non stationary solution
K(x, t; ǫ) =
(
1 + A
B
e2ωx
1 + 2Aǫωeω(x+t)
)β
2F1
(
β, β; 2β;
−(1 + A
B
e2ωx)
1 + 2Aǫωeω(x+t)
)
.
We assume that β is not a negative integer here. We can immediately
construct an integral operator mapping functions to solutions by setting
u(x, t) =
1
2
∫ ∞
0
ϕ(ǫ) [K(x, t; ǫ) +K(x,−t; ǫ)] dǫ (5.1)
for suitable ϕ. This will satisfy ut(y, 0) = 0 and
u(x, 0) =
∫ ∞
0
ϕ(ǫ)
(
1 + A
B
e2ωx
1 + 2Aǫωeωx
)β
2F1
(
β, β; 2β;
−(1 + A
B
e2ωx)
1 + 2Aǫωeωx
)
dǫ.
(5.2)
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If we take
u(x, t) =
1
2
∫ ∞
0
ψ(ǫ)[K(x, t; ǫ)−K(x,−t; ǫ)]dǫ, (5.3)
we obtain a solution satisfying u(x, 0) = 0 and
ut(x, 0) =
∫ ∞
0
ψ(ǫ)
∂
∂t
K(x, t; ǫ)|t=0dǫ. (5.4)
If we require ut(x, 0) = g(x), we have an integral equation for ψ.
We will not attempt to solve these difficult integral equations here.
Rather we look at the special case ω = 1 and A = B = 1/2. Then we
obtain the solution
u(x, t) = c1Pν
(
2ǫet+x + e2x − 1
e2x + 1
)
+ c2Qν
(
2ǫet+x + e2x − 1
e2x + 1
)
,
for the equation
utt = uxx + (sech
2x)u. (5.5)
In this ν = 1
2
(√
5− 1) . Suppose we set c1 = 0, c2 = 1. Then we can
form a solution of the PDE by setting
u(x, t) =
∫ ∞
0
ϕ(ǫ)Qν
(
2ǫet+x + e2x − 1
e2x + 1
)
dǫ. (5.6)
Different domains of integration can also be considered. The operator
defined by (5.6) maps functions ϕ to solutions of (5.5). We will show
how this operator can be used to solve the initial value problem
utt = uxx + (sech
2x)u (5.7)
u(x, 0) = f(x), (5.8)
ut(x, 0) = 0. (5.9)
We suppose that f lies in some suitable function space, which will
be discussed below. Now we remark that standard Laplace transform
results and formula 23(3) on page 337 of [19] gives the result∫ ∞
0
√
π
2
e−e
−tξ sinhx− t
2 Iν+ 1
2
(e−tξ cosh x)
√
ξsechx
e−ǫξdξ = Qν
(
2ǫet+x + e2x − 1
e2x + 1
)
.
Thus formula (5.6) can be rewritten
w(x, t) =
∫ ∞
0
∫ ∞
0
ϕ(ǫ)
√
π
2
e−e
−tξ sinhx− t
2 Iν+ 1
2
(e−tξ cosh x)
√
ξsechx
e−ǫξdξdǫ
=
∫ ∞
0
Φ(ξ)
√
π
2
e−e
−tξ sinhx− t
2 Iν+ 1
2
(e−tξ cosh x)
√
ξsechx
dξ, (5.10)
in which Φ is the Laplace transform of ϕ.We obviously require suitable
decay for ϕ in order to justify the use of Fubini’s Theorem. Thus
from the symmetry solution we have obtained an operator which maps
functions Φ from a suitable test space to solutions of (5.5).
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If we let ξ → iξ and use linearity we obtain the solutions
w1(x, t) =
cos(e−tξ sinh x)e−
t
2Jν+ 1
2
(e−tξ cosh x)
√
ξsechx
(5.11)
w2(x, t) =
sin(e−tξ sinh x)e−
t
2Jν+ 1
2
(e−tξ cosh x)
√
ξsechx
. (5.12)
From these we obtain the solution of (5.5) given by
u(x, t) =
√
π
2
∫ ∞
0
Φ(ξ)
cos(e−tξ sinh x)e−
t
2Jν+ 1
2
(e−tξ cosh x)
√
ξsechx
dξ
+
√
π
2
∫ ∞
0
Ψ(ξ)
sin(e−tξ sinh x)e−
t
2Jν+ 1
2
(e−tξ cosh x)
√
ξsechx
dξ.
Notice that time reversal is also a symmetry and so
u¯(x, t) =
√
π
2
∫ ∞
0
Φ(ξ)
cos(etξ sinh x)e
t
2Jν+ 1
2
(etξ cosh x)
√
ξsechx
dξ
+
√
π
2
∫ ∞
0
Ψ(ξ)
sin(etξ sinh x)e
t
2Jν+ 1
2
(etξ cosh x)
√
ξsechx
dξ,
is again a solution of the PDE. We will therefore let
u(x, t) =
1
2
√
π
2
∫ ∞
0
Φ(ξ)
[
cos(etξ sinh x)e
t
2Jν+ 1
2
(etξ cosh x)
√
ξsechx
+
cos(e−tξ sinh x)e−
t
2Jν+ 1
2
(e−tξ cosh x)
√
ξsechx
]
dξ.
It is straightforward to see that
utt = uxx + (sech
2x)u, (5.13)
u(x, 0) =
√
π
2
∫ ∞
0
Φ(ξ)
cos(ξ sinh x)Jν+ 1
2
(ξ cosh x)
√
ξsechx
dξ (5.14)
and
ut(x, 0) = 0. (5.15)
If we absorb the
√
ξ into Φ, which is after all arbitrary, we see that
if we can solve the integral equation
f(x)
√
sechx =
√
π
2
∫ ∞
0
Φ(ξ) cos(ξ sinh x)Jµ (ξ cosh x) dξ, (5.16)
for Φ, with µ = ν + 1
2
, then we have a solution of our Cauchy problem.
This is not a standard integral equation and does not seem to appear
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anywhere in the existing literature. The solution is more involved than
the previous integral equations we solved. Consequently, we will discuss
its solution in the following section.
6. Solving the Integral Equation
Let x ∈ R+ and consider the following non-convolution integral equa-
tions of the first kind√
π
2
∫ ∞
0
ϕ(ξ) cos(ξ sinh x)Jν(ξ cosh x)dξ = f(x), (6.1)
√
π
2
∫ ∞
0
ϕ(ξ) sin(ξ sinh x)Jν(ξ cosh x)dξ = f(x), (6.2)
where f(x) is a given function and ϕ(ξ) is to be determined and
Jν(z), ν ∈ C is the Bessel function of the first kind [1]. Though only
the solution of the first equation is needed for our analysis, we present
the solution of both.
The key ingredients to solve integral equations (6.1) and (6.2) are
the following integrals (see [14], 6.699(2) and 6.699(1), p.723, with
λ = s− 1),∫ ∞
0
xs−1 cos(bx)Jν(cx)dx =
2s−1Γ
(
s+ν
2
)
csΓ(1 + (ν−s)
2
)
2F1
(
s+ ν
2
,
s− ν
2
;
1
2
;
b2
c2
)
,
(6.3)
where c > b, −Re(ν) < Re(s) < 3/2, Γ(z) is the Euler gamma func-
tion, see Chapter 6 of [1]. We also have∫ ∞
0
xs−1 sin(bx)Jν(cx)dx =
2sbΓ
(
s+ν+1
2
)
cs+1Γ
(
ν−s+1
2
)
× 2F1
(
s+ ν + 1
2
,
s+ 1− ν
2
;
3
2
;
b2
c2
)
. (6.4)
As we see the left-hand sides of (6.3) and (6.4) represent the Mellin
transforms of the kernels in equations (6.1) and (6.2). Recall that for
two functions f, g the generalized Mellin-Parseval equality holds (see
[23], [25] for the details)∫ ∞
0
f(xy)g(y)dy =
1
2πi
∫ γ+i∞
γ−i∞
f ∗(s)g∗(1− s)x−sds, x > 0. (6.5)
The Fourier cosine and sine transforms of the integrable function f are
defined by the formulas
(F{cs}f)(x) =
√
2
π
∫ ∞
0
{
cos(xy)
sin(xy)
}
f(y)dy, (6.6)
see [23].
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This equation does not have a unique solution. However if we impose
certain extra conditions on ϕ, uniqueness can be obtained. We present
the general case first.
Theorem 6.1. Let Re(ν) > −1/2, ϕ(ξ) ∈ S(R+), e3x/2 f(x) ∈ L1(R+),
and y−ν−1/2(Fcg)(y) ∈ S(R+), where g(x) = (x2 + 1)−ν/2 f
(
sinh−1 x
)
.
Let also the Mellin transform ϕ∗ of ϕ satisfy the condition
ϕ∗(s)|s|−νe(π/2−δ)|s| ∈ L1(σ), δ ∈ [0, π/2),
where σ =
{
s ∈ C, s = 1
2
+ iτ, τ ∈ R} and
hc(τ) = ϕ
∗(1/2 + iτ)Γ(1/2− iτ + ν) + ϕ∗(1/2− iτ)Γ(1/2 + iτ + ν)
(6.7)
= O(τ 2),
τ → 0. Then the integral equation (6.1) has the following solutions
ϕ(ξ) = − 1
4πi
∫
σ
ρ(s)
Γ(1− s+ ν) ξ
−sds+
2ξ−(1+ν)
π
√
π
×∫ ∞
−∞
e(ν+1/2)u
[(
1√
2
+
√
2 ν
)
sin
(
π
2
(
ν +
1
2
)
− euξ−1
)
+ cos(πν/2)
×
[
eu√
2ξ
(
cos
(
euξ−1
)− 1√
2
sin
(
euξ−1
))− sin (euξ−1)(1 + 1√
2
)]
+ sin
(πν
2
)
sin
(
euξ−1
)(
1− e
u
2ξ
)]
×
∫ ∞
0
y−1/2−ν cos(y sinh u)
∫ ∞
0
cos(y sinh x)(cosh x)1−νf(x) dxdydu,
(6.8)
where ξ > 0 and depending on an arbitrary function ρ(s), which is odd
on σ, i.e.
ρ(s) = −ρ(1 − s), s = 1/2 + iτ. (6.9)
Proof. Let σ =
{
s ∈ C, s = 1
2
+ iτ, τ ∈ R}. Since via integration by
parts in the integral (4.26) it is not difficult to verify that the Mellin
transform ϕ∗(s) of ϕ ∈ S(R+) belongs to L1(σ), we have by the inver-
sion formula (4.27)
ϕ(ξ) =
1
2πi
∫
σ
ϕ∗(s)ξ−sds. (6.10)
Substituting this integral into (6.1), we can proceed if we may change
the order of integration. But since ( see 9.1.7 of [1]) Jν(x) = O(x
ν), x→
0 and Re(ν) > −1/2, this will be possible if we show (see, for instance,
in [25], Section 2.1) that there exists a positive absolute constant C
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such that any fixed x > 0 and for almost all E1, E2 > 1 and all τ ∈ R∣∣∣∣∫ E2
E1
ξ−1/2−iτ cos(ξ sinh x)Jν(ξ cosh x)dξ
∣∣∣∣ < C.
The latter inequality follows, employing the asymptotic behavior of the
Bessel function at infinity (see 9.2.1 of [1])
Jν(x) ∼
√
2
πx
cos
(
x− πν
2
)
, x→∞
and from the uniform convergence with respect to τ of the following
integrals ∫ E2
E1
ξ−1−iτ cos
(
ξ(sinh x± cosh x)∓ πν
2
)
dξ. (6.11)
This fact can be verified with the use of the mean value theorems and
integration by parts, and we omit the details. Hence with the use of
the Boltz formula,
2F1(a, b, c; z) = (1− z)−a2F1
(
a, c− b; c; z
1− z
)
(6.12)
(see 15.3.4 of [1]), in the right-hand side of (6.3), the equation (6.1)
takes the form√
π
2
coshν x
2πi
∫
σ
Γ
(
1−s+ν
2
)
2sΓ
(
1+ν+s
2
)2F1(1− s+ ν
2
,
ν + s
2
;
1
2
;− sinh2 x
)
ϕ∗(s)ds
= f(x). (6.13)
To proceed, we make the the substitution s = 1/2+iτ in the integral
(6.13) to obtain√
π
2
coshν x
2π
∫ ∞
−∞
Γ
(
1/2−iτ+ν
2
)
2F1
(
1/2−iτ+ν
2
, 1/2+ν+iτ
2
; 1
2
;− sinh2 x
)
21/2+iτΓ
(
3/2+ν+iτ
2
)
× ϕ∗(1/2 + iτ)dτ = f(x). (6.14)
Next we split the integral as
∫∞
−∞ =
∫ 0
−∞+
∫∞
0
and note the symmetry
2F1(a, b; c; z) = 2F1(b, a; c; z). The substitution τ → −τ in the first
integral and the duplication formula for the gamma function,
Γ(2z) =
1√
2π
22z−1/2Γ(z)Γ(z + 1/2),
(6.1.18 of [1]) leads to the new form of (6.1)∫ ∞
0
hc(τ)
2F1
(
1/2+ν+iτ
2
, 1/2+ν−iτ
2
; 1
2
;− sinh2 x
)
Γ
(
3/2+ν+iτ
2
)
Γ
(
3/2+ν−iτ
2
) dτ = 23/2+ν f(x)
coshν(x)
.
(6.15)
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Moreover, the integral (6.15) converges absolutely by virtue of the
Stirling asymptotic formula for the gamma function ( see 6.1.37 of [1])
and the behavior at infinity in τ of the hypergeometric function (cf.
[24], Theorem 1.12)
2F1
(
1/2 + ν + iτ
2
,
1/2 + ν − iτ
2
;
1
2
;− sinh2 x
)
= O(1), τ →∞.
In the mean time, the latter hypergeometric function has the represen-
tation (cf. [2], Vol. 2, relation (2.16.21.1), [24], formula (1.101))
2F1
(
1/2 + ν + iτ
2
,
1/2 + ν − iτ
2
;
1
2
;− sinh2 x
)
=
× 2
3/2−ν
Γ
(
1/2+ν+iτ
2
)
Γ
(
1/2+ν−iτ
2
) ∫ ∞
0
yν−1/2 cos(y sinh x)Kiτ (y)dy, (6.16)
Re(ν) > −1/2, where Kiτ (x) is the modified Bessel function of the
third kind or the Macdonald function [1], and it is the kernel of the
Kontorovich-Lebedev transform [24].
Substituting the right -hand side of (6.16) into the left-hand side of
(6.15), we change the order of integration by the Fubini theorem, which
is justified via the absolute convergent of the iterated integrals. Hence
after the use of the duplication formula for the gamma-function and
the substitution u = sinh x, we arrive at the following integral equation
∫ ∞
0
∫ ∞
0
hc(τ) Kiτ (y)y
ν−1/2 cos(uy)∣∣Γ (1
2
+ ν + iτ
)∣∣2 dτdy = 2πf
(
sinh−1 u
)
(u2 + 1)ν/2
, (6.17)
since Γ(z)Γ(z¯) = Γ(z)Γ(z) = |Γ(z)|2.
Further, by the definition of hc(τ), the Stirling asymptotic formula
for the Gamma function, the uniform inequality for the Macdonald
function [24]
|Kiτ(y)| ≤ e−δτ/2K0(y cos δ), δ ∈
[
0,
π
2
)
,
and our assumption ϕ∗(s)|s|−νe(π/2−δ)|s| ∈ L1(σ), one can apply the
Fourier cosine transform to both sides of the equality (6.17). Hence,
returning to the original variable, we arrive at the equation∫ ∞
0
hc(τ) Kiτ (y)∣∣Γ (1
2
+ ν + iτ
)∣∣2dτ = 4
∫ ∞
0
cos(y sinh x)
y−1/2+ν
(cosh x)1−νf(x)dx.
(6.18)
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The left-hand side of(6.18) is related to the Kontorovich-Lebedev
transform [24]. Recall that for suitable functions g, we have
g(x) =
2
π2x
∫ ∞
0
∫ ∞
0
τ sinh(πτ)Kiτ (x)Kiτ (y)g(y)dydτ. (6.19)
If we denote the right hand side of (6.18) by φ(y) and introduce
Hc(τ) =
π2hc(τ)
2τ sinh(πτ)
∣∣Γ (1
2
+ ν + iτ
)∣∣2 , (6.20)
then
φ(y) =
2
π2
∫ ∞
0
τ sinh(πτ)Hc(τ)Kiτ (y)dτ. (6.21)
But the conditions of the theorem permit us to invert the Kontorovich-
Lebedev transform, so by (6.19) we have
Hc(τ) =
∫ ∞
0
φ(y)
y
Kiτ (y)dy. (6.22)
Thus we obtain
hc(τ) =
8
π2
τ sinh(πτ)
∣∣∣∣Γ(12 + ν + iτ
)∣∣∣∣2 ∫ ∞
0
y−1/2−νKiτ (y)
×
∫ ∞
0
cos(y sinh x)
(cosh x)ν−1
f(x)dxdy. (6.23)
In the right-hand side of (6.23), we employ the Parseval equality for
the Fourier cosine transform [23], which is allowed via conditions of
the theorem. Then using relation (2.16.14.1) in [2], Vol. 2 and simple
substitutions, the latter equality (6.23) becomes
hc(τ) =
8
√
2
π
√
π
τ sinh
(πτ
2
) ∣∣∣∣Γ(12 + ν + iτ
)∣∣∣∣2 ∫ ∞
0
cos(τu)
×
∫ ∞
0
cos(y sinh u)
yν−1/2
∫ ∞
0
cos(y sinh x)
(cosh x)ν−1
f(x) dxdydu. (6.24)
Now, recalling the definition of hc(τ) in terms of ϕ
∗, let us write the
equation (6.24) with respect to the variable s = 1/2+ iτ , dividing first
both of its sides by Γ(1/2 + ν + iτ) and appealing to the reflection
formula for the Gamma function. After making the change of variable
t = eu, we have
ϕ∗(s)
Γ(1− s+ ν)
Γ(s+ ν)
+ ϕ∗(1− s) = 8
√
2√
π
Γ(1− s+ ν)
Γ
(
s−1/2
2
)
Γ
(
1/2−s
2
)×
∫ ∞
1
[
ts−
3
2 +
1
ts+
1
2
] ∫ ∞
0
cos(1
2
y(t− 1
t
))
y1/2+ν
∫ ∞
0
cos(y sinh x)
(cosh x)ν−1
f(x)dxdydt,
(6.25)
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where s = 1/2 + iτ,Re(ν) > −1/2. Further, denoting the iterated
integral in the right-hand side of (6.25) by
F (s) =
8
√
2√
π
∫ ∞
1
[
ts−
3
2 +
1
ts+
1
2
] ∫ ∞
0
cos(1
2
y(t− 1
t
))
y1/2+ν
×
∫ ∞
0
cos(y sinh x)
(cosh x)ν−1
f(x)dxdydt, (6.26)
equation (6.25) becomes
ϕ∗(s)
Γ(1− s+ ν)
Γ(s+ ν)
+ ϕ∗(1− s) = F (s) Γ(1− s+ ν)
Γ
(
s−1/2
2
)
Γ
(
1/2−s
2
) . (6.27)
Note that F (s) = F (1− s).
Hence,
ϕ∗(1− s) Γ(s+ ν)
Γ(1− s+ ν) + ϕ
∗(s) =
F (1− s) Γ(s+ ν)
Γ
(
s−1/2
2
)
Γ
(
1/2−s
2
) , (6.28)
or
ϕ∗(1− s) + ϕ∗(s)Γ(1− s+ ν)
Γ(s+ ν)
=
F (1− s) Γ(1− s + ν)
Γ
(
s−1/2
2
)
Γ
(
1/2−s
2
) . (6.29)
Therefore, adding equations (6.27) and (6.29), we find
2ϕ∗(1− s) + 2ϕ∗(s)Γ(1− s + ν)
Γ(s+ ν)
=
[F (1− s) + F (s)] Γ(1− s+ ν)
Γ
(
s−1/2
2
)
Γ
(
1/2−s
2
) .
(6.30)
Hence2ϕ∗(1− s)− F (s) Γ(1− s+ ν)
Γ
(
s−1/2
2
)
Γ
(
1/2−s
2
)
Γ(s+ ν) = −Γ(1− s+ ν)
×
2ϕ∗(s)− F (1− s)Γ(s+ ν)
Γ
(
s−1/2
2
)
Γ
(
1/2−s
2
)
 .
If we denote the right hand side of the latter algebraic equation by
ρ(s), we see that it satisfies the parity property (6.9). Choice of either
ϕ∗(s) or ϕ∗(1−s) fixes the other. Hence final solutions of the equation
(6.1) can be expressed in terms of the inverse Mellin transform (4.27)
ϕ(ξ) = − 1
4πi
∫
σ
ρ(s)ξ−s
Γ(1− s+ ν) ds+
1
4πi
∫
σ
F (1− s) Γ (1− s+ ν)
Γ
(
s−1/2
2
)
Γ
(
1/2−s
2
) ξ−sds,
(6.31)
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where ξ > 0 and ρ(s) is an arbitrary function, which is odd on the line
σ, i.e. satisfies (6.9). The integrals converge via the relation (6.25) and
properties of ϕ∗(s) that we have assumed. Our final goal is to calculate
the second integral in the right -hand side of (6.31). To do this, we
will employ the generalized Parseval equality of type (6.5) (see [16],
Chapter 7, Theorem 23), because the gamma-ratio behaves on σ as
Γ(1− s+ ν)
Γ((s− 1/2)/2)Γ((1/2− s)/2) = O(|s|
1+Re(ν)), |Ims| → ∞,
and the inverse Mellin transform generally does not exist since the cor-
responding integral (4.27) may diverge. So, recalling (6.45), we observe
that according to conditions of the theorem, the iterated integral∫ ∞
0
y−1/2−ν cos(y(t− 1/t)/2)
∫ ∞
0
cos(y sinh x)(cosh x)1−νf(x) dxdy
is a function of (t − 1/t)/2 from the Schwartz space. Therefore, due
to the absolute and uniform convergence of the corresponding integral
(6.45), F (1−s) is analytic in the right half -plane Re(s) > 1/2. Hence,
returning to (6.31) and using the duplication formula for the gamma
function Γ(1− s+ ν) in the latter integral, we change the contour σ on
the right-hand infinite loop L+, encircling the right-hand simple poles
of the obtained gamma functions in the numerator. Precisely, with a
simple substitution we find
1
4πi
∫
σ
F (1− s) Γ(1− s+ ν)
Γ((s− 1/2)/2)Γ((1/2− s)/2)ξ
−sds
= − 2
ν
2πi
√
π
∫
L+
F (1− 2s) Γ((1 + ν)/2− s)Γ(1 + ν/2− s)
Γ(s− 1/4)Γ(1/4− s)
(
4ξ2
)−s
ds.
(6.32)
Meanwhile, the integral
− 1
2πi
∫
L+
Γ((1 + ν)/2− s)Γ(1 + ν/2− s)
Γ(s− 1/4)Γ(1/4− s) z
−sds (6.33)
can be calculated, using the Slater theorem [2], Vol. 3, and it can be
expressed in terms of the hypergeometric functions 1F2. Consequently,
we obtain
− 1
2πi
∫
L+
Γ((1 + ν)/2− s)Γ(1 + ν/2− s)
Γ(s− 1/4)Γ(1/4− s) z
−sds =
sin(π
2
(ν + 3
2
))√
πz1+ν/2
×
(
3
2
+ ν
)
1F2
(
7
4
+
ν
2
;
3
4
+
ν
2
,
3
2
;−1
z
)
− sin(
π
2
(ν + 1
2
))
2
√
πz(1+ν)/2
×
(
1
2
+ ν
)
1F2
(
5
4
+
ν
2
;
1
4
+
ν
2
,
1
2
;−1
z
)
. (6.34)
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However, the right-hand side of (6.34) can be simplified and written
in terms of the elementary trigonometric functions, appealing to rela-
tion (7.14.1.1) in [2], Vol. 3 and keeping in mind particular cases of the
modified Bessel function of the first kind. Thus we, finally, derive
− 1
2πi
∫
L+
Γ((1 + ν)/2− s)Γ(1 + ν/2− s)
Γ(s− 1/4)Γ(1/4− s) z
−sds =
z−(1+ν)/2
2
√
π
[
cos
(
2√
z
)[(
1
2
+ ν
)
sin
(
π
2
(
ν +
1
2
))
+
cos(πν/2)√
z
]
− sin
(
2√
z
)[(
3
2
+ ν
)
cos
(
π
2
(
ν +
1
2
))
+
1
2
cos
(πν
2
)
+
1√
z
sin
(
π
2
(
ν +
1
2
)) ]]
. (6.35)
Hence, combining with (6.45), (6.31), (6.32), after straightforward
manipulations we arrive at the final form (6.8) of solutions for the
integral equation (6.1), completing the proof of Theorem 1.

Some simplification may be made to our solution.
Corollary 6.2. When Re(ν) > −1/2, ν 6= 2n + 1/2, n ∈ N0, the
solutions (6.8) take the form
ϕ(ξ) = − 1
4πi
∫
σ
ρ(s)
Γ(1− s+ ν) ξ
−sds+
Γ(1
2
− ν)
ξ(1+ν)
sin
(
π
2
(ν +
1
2
)
)
×
1
π
√
π
∫ ∞
−∞
e(ν+
1
2
)u
[(
1√
2
+
√
2 ν
)
sin
(
π
2
(
ν +
1
2
)
− e
u
ξ
)
+ cos
(πν
2
)
×
[
eu√
2ξ
(
cos
(
eu
ξ
)
− 1√
2
sin
(
eu
ξ
))
− sin
(
eu
ξ
)(
1 +
1√
2
)]
+ sin
(πν
2
)
sin
(
euξ−1
)(
1− e
u
2ξ
)]
×∫ ∞
0
[
(sinh u+ sinh x)ν−1/2 + |sinh u− sinh x|ν−1/2
] f(x)
(cosh x)ν−1
dxdu,
(6.36)
for ξ > 0.
Proof. The proof will be completed if we compute the inner integral
with respect to y in (6.8) after the corresponding interchange of the or-
der of integration. In fact, let |Re(ν)| < 1/2. Then since e3x/2 f(x) ∈
L1(R+), the integral with respect to x in (6.8) converges absolutely
and uniformly for y ≥ 0. Hence the interchange is possible, where
the relatively convergent integral by y can be calculated via relation
(2.5.3.10) in [2], Vol. 1. This leads to (6.36). Moreover, the obtained
integral with respect to x in the right-hand side of (6.36) converges
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absolutely and uniformly for ν, Re(ν) ≥ ν0 > −1/2 under the condi-
tion e3x/2f(x) ∈ L1(R+), representing an analytic function of ν in the
domain D = {ν ∈ C : Re(ν) > −1/2, ν 6= 2n + 1/2, n ∈ N0}. Hence,
by analytic continuation equality (6.36) holds for all ν ∈ D. 
6.1. Conditions for Uniqueness. We now turn to the question of
uniqueness of solutions for the integral equation. (6.1). One way to
obtain this is to assume the the Mellin transform ϕ∗(s) satisfies a par-
ticular condition on σ.
Corollary 6.3. Suppose that f and ϕ satisfies the conditions of The-
orem 6.1 and the Mellin transform of ϕ has the additional property
that
ϕ∗(s)Γ(1− s+ ν) = ϕ∗(1− s)Γ(s+ ν), s ∈ σ (6.37)
i.e. this product is even on σ. Then the integral equation (6.1) has a
unique solution
ϕ(ξ) =
1
2πi
∫
σ
F (s)Γ(s+ ν)Γ(1− s+ ν)
2Γ
(
1/2−s
2
)
Γ
(
s−1/2
2
) ξ−sds, (6.38)
where F is given by (6.45).
Remark 6.4. Equality (6.37) can be rewritten, for instance, in terms of
the modified Laplace transforms of the function ϕ. Indeed, recalling
the Mellin-Parseval identity (6.5), equality (6.37) can be written in the
following equivalent form
x−1−ν
∫ ∞
0
exp(−t/x)ϕ(t)tνdt = xν
∫ ∞
0
exp(−xt)ϕ(t)tνdt, x > 0.
Proof. Using the condition on the Mellin transform ϕ∗, we find from
equation (6.30) that
ϕ∗(s) =
[F (1− s) + F (s)]Γ(s+ ν)Γ(1− s+ ν)
4Γ
(
1/2−s
2
)
Γ
(
s−1/2
2
)
=
F (s)Γ(s+ ν)Γ(1 − s+ ν)
2Γ
(
1/2−s
2
)
Γ
(
s−1/2
2
) , (6.39)
since F (s) = F (1− s) on σ. Inverting the Mellin transform we end up
with the unique solution in the form,
ϕ(ξ) =
1
2πi
∫
σ
F (s)Γ(s+ ν)Γ(1− s+ ν)
2Γ
(
1/2−s
2
)
Γ
(
s−1/2
2
) ξ−sds. (6.40)

A natural question is when ψ∗(s) = ϕ∗(s)Γ(1 − s + ν) = ψ∗(1 − s)
on σ?
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Lemma 6.5. Let ψ be the inverse Mellin transform of
ψ∗(s) = ϕ∗(s)Γ(1− s+ ν) = ψ∗(1− s).
If g(y) = ψ(ey)e1/2y is even, then ψ∗(s) = ψ∗(1− s) for s ∈ σ.
Proof. If s ∈ σ, then s = 1
2
+ iτ. Clearly we require∫ ∞
0
x−1/2+iτψ(x)dx =
∫ ∞
0
x−1/2−iτψ(x)dx, (6.41)
for every τ ∈ R. We convert this to a Fourier transform by setting
x = ey. This gives∫ ∞
−∞
eiτyψ(ey)e1/2ydy =
∫ ∞
−∞
e−iτyψ(ey)e1/2ydy. (6.42)
So the Fourier transform of g(y) = ψ(ey)e1/2y is even. This happens
precisely when g is even. 
We are then able to write down a solution of our Cauchy problem.
Theorem 6.6. Let Re(ν) > −1/2, ϕ(ξ) ∈ S(R+), e3x/2 f(x) ∈ L1(R+),
and y−ν−1/2(Fcg)(y) ∈ S(R+), where g(x) = (x2 + 1)−ν/2 f
(
sinh−1 x
)
.
Let also the Mellin transform ϕ∗ of ϕ satisfy the conditions
ϕ∗(s)|s|−νe(π/2−δ)|s| ∈ L1(σ), δ ∈ [0, π/2),
and
ϕ∗(s)Γ(1− s+ ν) = ϕ∗(1− s)Γ(s+ ν), s ∈ σ (6.43)
where σ =
{
s ∈ C, s = 1
2
+ iτ, τ ∈ R} and
hc(τ) = ϕ
∗(1/2 + iτ)Γ(1/2− iτ + ν) + ϕ∗(1/2− iτ)Γ(1/2 + iτ + ν)
(6.44)
= O(τ 2),
τ → 0. Define
F (s) =
∫ ∞
1
[
ζs−
3
2 +
1
ζs+
1
2
] ∫ ∞
0
cos(1
2
η(ζ − 1
ζ
))
η1/2+ν
×
∫ ∞
0
cos(η sinh ξ)
(cosh ξ)ν−1/2
f(ξ)dξdηdζ. (6.45)
Then the problem
utt = uxx + (sech
2x)u,
u(x, 0) = f(x), ut(x, 0) = 0,
has a solution
u(x, t) =
1
πi
∫ ∞
0
∫
σ
K(t, x, ξ)
F (s)Γ(s+ ν)Γ(1− s+ ν)
Γ
(
1/2−s
2
)
Γ
(
s−1/2
2
) ξ−sdsdξ,
(6.46)
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where
K(t, x, ξ) =
cos(etξ sinh x)e
t
2Jν+ 1
2
(etξ cosh x)
√
ξsechx
+
cos(e−tξ sinh x)e−
t
2Jν+ 1
2
(e−tξ cosh x)
√
ξsechx
. (6.47)
Proof. We only need to establish convergence of the final integral and
this follows from the conditions of the theorem. Specifically, since the
Fourier cosine transform maps Schwartz functions to Schwartz func-
tions, and the Mellin transform in s of a Schwartz function, with
Im(s) = t, is Schwartz in t, the function F has rapid decay on the
line σ and hence its inverse Mellin transform has rapid decay. This
guarantees the convergence of the final integral. 
Simplification of this result may be possible, but we will not discuss
this question here.
6.2. The Second Integral Equation. We finish by turning now to
the solution of the integral equation (6.2). This can be established in
the same manner as was used for the proof of Theorem 6.1 with the
use of the integral (6.4) and is given by our next result.
Theorem 6.7. Let Re(ν) > −1
2
, ϕ(ξ) ∈ S(R+), e3x/2 f(x) ∈ L1(R+),
and y−ν−1/2(Fsg)(y) ∈ S(R+), where g(x) = (x2+1)−ν/2 f
(
sinh−1( x)
)
.
Let also the Mellin transform ϕ∗ of ϕ satisfy the condition
ϕ∗(s)|s|−νe(π/2−δ)|s| ∈ L1(σ), δ ∈ [0, π/2), (6.48)
where σ =
{
s ∈ C, s = 1
2
+ iτ, τ ∈ R} and
hs(τ) = ϕ
∗(1/2 + iτ)Γ(3/2− iτ + ν) + ϕ∗(1/2− iτ)Γ(3/2 + iτ + ν)
= O(τ 2), τ → 0. (6.49)
Then the integral equation (6.2) has the following solutions
ϕ(ξ) = − 1
4πi
∫
σ
ρ(s)
Γ(2− s+ ν) ξ
−sds+
√
2 ξ−(2+ν)
π
√
π
×
∫ ∞
−∞
e(ν+3/2)u sin
(
π
2
(
ν +
1
2
)
− e
u
ξ
)
cosh u
×
∫ ∞
0
y1/2−ν cos(y sinh u)
∫ ∞
0
sin(y sinh x)(cosh x)1−νf(x) dxdydu,
(6.50)
for ξ > 0, depending on an arbitrary function ρ(s), which satisfies
relation (6.9) on σ.
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Proof. In fact, an analog of equation (6.13) will be the equality√
π
2
sinh x coshν x
2πi
∫
σ
ϕ∗(s)
2Γ
(
2−s+ν
2
)
2sΓ
(
2+ν+s
2
)×
2F1
(
2− s+ ν
2
,
1 + ν + s
2
;
3
2
;− sinh2 x
)
ds = f(x). (6.51)
Hence, by a similar calculation to that leading to (6.15), we get∫ ∞
0
hs(τ)
2F1
(
3/2+ν+iτ
2
, 3/2+ν−iτ
2
; 3
2
;− sinh2 x
)
[
Γ
(
5/2+ν+iτ
2
)
Γ
(
5/2+ν−iτ
2
)] dτ = 23/2+ν cosh−ν x
sinh x
f(x)
(6.52)
and since
sinh x 2F1
(
3/2 + ν + iτ
2
,
3/2 + ν − iτ
2
;
3
2
;− sinh2 x
)
=
21/2−ν
Γ((3/2 + ν + iτ)/2)Γ((3/2 + ν − iτ)/2)
∫ ∞
0
yν−1/2 sin(y sinh x)Kiτ (y)dy,
(6.53)
Re(ν) > −1/2, we derive an analog of the equation (6.17)∫ ∞
0
∫ ∞
0
yν−1/2hs(τ) sin(uy) Kiτ (y)
Γ(3
2
+ ν + iτ)Γ(3
2
+ ν − iτ)dτdy = π(u
2 + 1)−ν/2 f
(
sinh−1(u)
)
.
(6.54)
Further, according to conditions of the theorem we may take the
Fourier sine transform and then the Kontorovich-Lebedev transform,
to the function hs(τ) in the form
hs(τ) =
4
π2
τ sinh(πτ)
∣∣∣∣Γ(32 + ν + iτ
)∣∣∣∣2 ∫ ∞
0
y−1/2−νKiτ (y)
×
∫ ∞
0
sin(y sinh x)(cosh x)1−νf(x) dxdy. (6.55)
Moreover, after the use of the Parseval equality for the Fourier sine
transform [23], relation (2.16.14.1) in [2], Vol. 2, integration by parts
and differentiation under the integral sign in the integral with respect
to u, which is permitted under conditions of the theorem, we obtain
hs(τ) =
4
√
2
π
√
π
cosh
(πτ
2
) ∣∣∣∣Γ(32 + ν + iτ
)∣∣∣∣2 ∫ ∞
0
∫ ∞
0
∫ ∞
0
cos(τu) coshu
× y1/2−ν cos(y sinh u) sin(y sinh x)(cosh x)1−νf(x) dxdydu.
(6.56)
Then similarly to equations (6.25), (6.45) and (6.27) we derive from
(6.56)
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ϕ∗(s)
Γ(2− s + ν)
Γ(1 + s+ ν)
+ ϕ∗(1− s) = G(s) Γ(2− s+ ν)
Γ((s+ 1/2)/2)Γ((3/2− s)/2) , s ∈ σ,
(6.57)
where
G(s) =
2
√
2√
π
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
eu(1/2−s) cosh u y1/2−ν cos(y sinh u)
× sin(y sinh x)(cosh x)1−νf(x) dxdydu,
(6.58)
Hence as in the proof of Theorem 6.1, the final solutions of the equation
(6.2) can be expressed in terms of the inverse Mellin transform (4.27)
ϕ(ξ) = − 1
4πi
∫
σ
ρ(s)ξ−s
Γ(2− s+ ν) ds+
1
4πi
∫
σ
G(1− s) Γ(2− s+ ν)ξ−s
Γ
(
s+ 1
2
2
)
Γ
(
3
2
−s
2
) ds.
(6.59)
Then as above,
1
4πi
∫
σ
G(1− s) Γ(2− s+ ν)
Γ((s+ 1/2)/2)Γ((3/2− s)/2)ξ
−sds =
− 2
ν+1
2πi
√
π
∫
L+
G(1− 2s) Γ(1 + ν/2− s)Γ(3/2 + ν/2− s)
Γ(s+ 1/4)Γ(3/4− s)
(
4ξ2
)−s
ds.
(6.60)
Meanwhile, the integral
− 1
2πi
∫
L+
Γ(1 + ν/2− s)Γ(3/2 + ν/2− s)
Γ(s+ 1/4)Γ(3/4− s) z
−sds
can be calculated in terms of the elementary functions. Precisely, we
derive
− 1
2πi
∫
L+
Γ(1 + ν
2
− s)Γ(3
2
+ ν
2
− s)
Γ(s+ 1
4
)Γ(3
4
− s) z
−sds =
sin
(
π
2
(
ν + 1
2
)− 2√
z
)
√
πz1+
ν
2
.
(6.61)
Hence, combining with (6.58), (6.59) and (6.60), we arrive at the final
form (6.50) of solutions for the integral equation (6.2), completing the
proof of Theorem 6.7.

The corresponding corollary for the values ν ∈ C : Re(ν) > −1/2, ν 6=
2n+ 7/2, n ∈ N0 can be formulated as follows
Corollary 6.8. When Re(ν) > −1
2
, ν 6= 2n+7/2, n ∈ N0, the solutions
(6.50) take the form
ϕ(ξ) = − 1
4πi
∫
σ
ρ(s)
Γ(2− s+ ν) ξ
−sds+ξ−(2+ν)Γ(3/2−ν) sin(π(3/2−ν)/2)
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× 1
π
√
2π
∫ ∞
−∞
e(ν+3/2)u sin
(
π
2
(
ν +
1
2
)
− euξ−1
)
cosh u
×
[∫ ∞
0
(sinh u+ sinh x)ν−3/2 (cosh x)1−νf(x) dxdu
−
∫ u
0
(sinh u− sinh x)ν−3/2 (cosh x)1−νf(x) dxdu
+
∫ ∞
u
(sinh x− sinh u)ν−3/2 (cosh x)1−νf(x) dxdu
]
, ξ > 0.
We conclude with a condition that will guarantee unique solutions
for the second integral equation (6.2). The proof is similar to that for
Corollary 6.3 and we omit it.
Corollary 6.9. Let f and ϕ satisfy the conditions of Theorem 6.7 and
suppose further that
ϕ∗(s)Γ(2− s+ ν) = ϕ∗(1− s)Γ(1 + s + ν), s ∈ σ.
Then equation (6.2) has a unique solution given by
ϕ(ξ) =
1
4πi
∫
σ
G(1− s)Γ(1 + s+ ν)Γ(2− s+ ν)
Γ
(
3/2−s
2
)
Γ
(
s+1/2
2
) ξ−sds, (6.62)
where G is given by (6.58).
7. Conclusion
The methods introduced in [8] and extended in the current work lead
to many interesting problems involving integral transforms and integral
equations. There are still very many open questions, even in terms of
the focus of this paper. For example, one would like to be able to solve
the general integral equation (5.2). When applied to other PDEs, the
method also generates integral equations that do not seem to have been
studied in the literature and many interesting questions arise from the
investigation of these problems. We hope that this work stimulates
further research in this area.
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