Abstract. Let λ denote the Liouville function. The Chowla conjecture asserts that ÿ nďX
Introduction
Let λ denote the Liouville function, thus λ is the completely multiplicative function such that λppq "´1 for all primes p. We have the following well known conjecture of Chowla [4] : Note that the bound of o XÑ8 pXq improves slightly over the trivial bound of OpXq. The conjectures discussed later in this introduction will also similarly claim a slight improvement (of "little-o" type) over the corresponding trivial bound.
The k " 1 case of the Chowla conjecture is equivalent to the prime number theorem. The higher k cases are open, although there are a number of partial results available if one allows for some averaging in the b 1 , . . . , b k parameters, or if one wishes to obtain an upper bound in magnitude of the form p1´ε`op1qqX rather than opXq; see [44] , [46] , [21] , [16] for some recent results in this direction. A routine application of the identity µpnq " ř d 2 |n µpdqλp n d 2 q (or the inverse identity λpnq " ř d 2 |n µp n d 2 q) allows one to replace the Liouville function λ in Conjecture 1.1 by the Möbius function µ if desired; see e.g. [29, §6] for a closely related argument. See also [35] , [34] , [47] for some results on the related topic of sign patterns for the Liouville function.
In [50] , [51] , Sarnak introduced the following related conjecture. Recall that a topological dynamical system pY, T q is a compact metric space Y with a homeomorphism T : Y Ñ Y , and the topological entropy hpY, T q of such a system is defined as hpY, T q :" lim where N pε, nq is the largest number of ε-separated points in Y using the metric d n : YˆY Ñ R`defined by d n px, yq :" max 0ďiďn dpT i x, T i yq.
A sequence f : Z Ñ C is said to be deterministic if it is of the form f pnq " F pT n x 0 q for all n and some topological dynamical system pY, T q of zero topological entropy hpY, T q " 0, a base point x 0 P Y , and a continuous function F : Y Ñ C.
Conjecture 1.2 (Sarnak conjecture).
Let f : N Ñ C be a deterministic sequence. Then ÿ nďX λpnqf pnq " o XÑ8 pXq for all X ě 1.
Both Conjecture 1.1 and Conjecture 1.2 can be viewed as instances of the "Möbius pseudorandomness principle" (see e.g. [38, §13] ). In [50] it was observed that Conjecture 1.2 was implied by Conjecture 1.1; see [53] , [13] for some proofs of this implication. The Sarnak conjecture has been verified for many particular instances of zero entropy topological dynamical systems [1] , [2] , [3] , [5] , [6] , [7] , [8] , [9] , [12] , [13] , [14] , [15] , [17] , [18] , [25] , [29] , [33] , [39] , [40] , [41] , [42] , [43] , [48] , [49] , [52] , [58] ; for further variants of the Sarnak conjecture, see [10] , [13] , [37] .
Recently in [54] , we introduced the following logarithmically averaged version of Conjecture 1.1: for all 2 ď ω ď X.
We bound ω from below by 2 rather than 1 to avoid the minor inconvenience of log ω vanishing. A standard averaging argument shows that Conjecture 1.1 implies Conjecture 1.3 for any fixed choice of k. Conversely, if we could prove Conjecture 1.3 for ω ą 1 fixed and an error term of o XÑ8 p1q instead of o ωÑ8 plog ωq, one could establish Conjecture 1.1 by a summation by parts argument. We leave the details of these (routine) arguments to the interested reader.
By introducing the entropy decrement argument, we were able to establish the k " 2 case of Conjecture 1.3 in [54] ; using this result (or more precisely, a generalisation of this result in which λ is replaced by a more general bounded completely multiplicative function, in the spirit of the Elliott conjecture [11] ), we were able to affirmatively settle the Erdős discrepancy problem [55] .
One can of course restrict this conjecture to the model case a 1 "¨¨" a k " 1:
Conjecture 1.4 (Logarithmically averaged Chowla conjecture, special case). Let k ě 1, and let h 1 ă¨¨¨ă h k be distinct nonnegative integers. Then ÿ
for all 2 ď ω ď X.
We also have a logarithmically averaged version of the Sarnak conjecture: Conjecture 1.5 (Logarithmically averaged Sarnak conjecture). Let f : N Ñ C be a deterministic sequence. Then
We introduce two further conjectures which will be relevant in the proof of our main theorem. Recall that for any finitely supported function f : Z Ñ C and any d ě 1, the Gowers uniformity norm }f } U d pZq , first introduced in [23] , [24] , is defined by the formula
where ω " pω 1 , . . . , ω d q, | ω| :" ω 1`¨¨¨`ωd , and C : z Þ Ñ z is the complex conjugation operator. One can verify that }f } U d pZq is welldefined as a non-negative real. Given a non-empty discrete interval I in the integers Z, we define the local Gowers norm }f } U d pIq by the formula 
The constraint H ď ω is mainly for aesthetic convenience (otherwise one would have to replace the o HÑ8 plog ωq term on the right-hand side with o HÑ8 plog ωq`o ωÑ8 plog ωq); in any event, the conjecture is strongest and most interesting in the regime where H is small compared with X. The d " 1 form of this conjecture follows from the recent breakthrough work of Matomaki and Radziwi l l [44] , but the d ą 1 cases remain open. However, when one considers the regime where ω is fixed and H is large, the results in [32] , [29] give the claim (1.4) when H ě X, and when d " 2 the results of [60] extend this to H ě X 5{8`ε for any fixed ε ą 0.
The Gowers norms are known to be connected to a special type of deterministic sequence, namely the nilsequences, through the inverse conjecture for the Gowers norms, proven in [32] after building on prior work in [23] , [24] , [30] , [31] . As we shall see later in this paper, this result shows that Conjecture 1.6 can be placed in the following equivalent form. Recall that an s-step nilmanifold is a manifold of the form G{Γ where G is a connected, simply connected nilpotent Lie group of step s, and Γ is a cocompact discrete subgroup of G. We can give such a manifold a smooth Riemannian metric for the purpose of defining concepts such as a Lipschitz function on G{Γ; we will not specify the exact choice of this metric as any two such metrics are equivalent. The topological dynamical systems pG{Γ, x Þ Ñ gxq for g P G are known as nilsystems, and sequences of the form n Þ Ñ F pg n x 0 q for some continuous F : G{Γ Ñ C, group element g P G, and base point x 0 P G{Γ are known as (basic) nilsequences. It is not difficult to show that nilsystems have zero topological entropy, and hence all nilsequences are deterministic. Conjecture 1.7 (Logarithmically averaged local Liouville-nilsequences conjecture). Let s ě 0. Let G{Γ be an s-step nilmanifold, let F : G{Γ Ñ C be Lipschitz continuous, and let x 0 P G{Γ. Then
Note carefully that the supremum in g here is inside the summation in n. Analogously with the preceding conjecture, the s " 0 case of this conjecture was established in [44] , but the s ě 1 cases remain open. As with Conjecture 1.6, in the regime where ω is fixed and H is large, the results in [29] give the above claim for H ě X, and when s " 1 the results of Zhan [60] extend this to H ě X 5{8`ε . A variant of the s " 1 case of Conjecture 1.7, in which the supremum in g, x 0 is placed outside the summation in n, but ω can be taken to be independent of x, was established in [46] .
We are now ready to state the main result of this paper. 9. An inspection of the arguments in this paper reveals that all of the equivalences in this theorem continue to hold if we enforce a fixed functional relationship between ω and X. For instance, choosing the relationship X " ω, we can show the equivalence of the logarithmically averaged Chowla conjecture
for all fixed distinct natural numbers h 1 , . . . , h k , with the logarithmically averaged Sarnak conjecture
for all fixed deterministic sequences f .
We summarise the key implications in this theorem as follows (see Figure 1 ):
‚ The implication of Conjecture 1.4 from Conjecture 1.3 is trivial. ‚ The implication of Conjecture 1.5 from Conjecture 1.4 was essentially already observed in [50] , but for the convenience of the reader we give a self-contained derivation in Section 2. ‚ The derivation of Conjecture 1.3 from Conjecture 1.6 follows from adapting the entropy decrement argument in [54] , and is given in Section 3. ‚ The derivation of Conjecture 1.6 from Conjecture 1.7 follows from the inverse conjecture for the Gowers norms [32, Theorem 1.1], and is given in Section 4. (The converse implication is proven similarly using the converse [30, Proposition 12.6 ] to the inverse conjecture, which is much easier to prove.) ‚ Finally, the derivation of Conjecture 1.7 from Conjecture 1. 5 follows from an estimation of the metric entropy of the space of nilsequences of controlled complexity, and is morally (though not quite) a consequence of the zero-entropy nature of nilsystems; we detail this in Section 5.
Remark 1.10. Most of the arguments in this paper should extend if one replaces the Liouville function by a more general bounded multiplicative function; the main obstruction to this is that one would now need some sort of "higher order restriction theorem for the primes" in the entropy decrement step (used to deduce Conjecture 1.3 from Conjecture 1.6), generalising the "linear restriction theorem" used in [54, Lemma 3.7 ]. We will not pursue this matter here. Remark 1.12. In addition to the above implications, there is also an easy way to deduce Conjecture 1.6 from Conjecture 1.4. Indeed, from expanding out the Gowers norms and interchanging summations, we see from Conjecture 1.4 that
if H is sufficiently slowly growing as a function of ω, which by Hölder's inequality gives Conjecture 1.6 in the case when H is sufficiently slowly growing; one can then use the Gowers-Cauchy-Schwarz inequality [24] to control the Gowers norms for large values of H in terms of Gowers norms for small values of H, giving Conjecture 1.6 in general; we leave the details to the interested reader. See also Remark 5.1 for another possible implication that avoids the use of the (difficult) inverse conjecture for the Gowers norms.
1.1. Notation. We adopt the usual asymptotic notation of A ! B, B " A, or A " OpBq to denote the assertion that |A| ď CB for some constant C. If we need C to depend on an additional parameter we will denote this by subscripts, e.g. A " O ε pBq denotes the bound |A| ď C ε B for some C ε depending on ε.
In all of our results, there will be a number of asymptotic parameters such as X, ω, H, as well as "fixed" quantities (such as k, f , d, a 1 , . . . , a k , b 1 , . . . , b k ) that do not depend on the asymptotic parameters; the distinction should be clear from context. (In particular, in each of the conjectures stated in the introduction, the variables introduced before the word "Then" are fixed, and the variables appearing afterwards are asymptotic parameters.) Given an asymptotic parameter such as X, we use A " o XÑ8 pBq to denote the bound |A| ď cpXqB where cpXq depends only on X and fixed quantities and goes to zero as X Ñ 8 (subject to whatever restrictions are in place on the asymptotic parameters, such as 1 ď H ď ω ď X).
If E is a statement, we use 1 E to denote the indicator, thus 1 E " 1 when E is true and 1 E " 0 when E is false, and 1 A pxq " 1 xPA for any set A and point x.
Given a finite set S, we use |S| to denote its cardinality. For any real number α, we write epαq :" e 2πiα ; this quantity lies in the unit circle S 1 :" tz P C : |z| " 1u. By abuse of notation, we can also define epαq when α lies in the additive unit circle R{Z.
All sums and products will be over the natural numbers N " t1, 2, . . . u unless otherwise specified, with the exception of sums and products over p which is always understood to be prime.
We use d|n to denote the assertion that d divides n, and n pdq to denote the residue class of n modulo d.
We will frequently use probabilistic notation such as the expectation EX of a random variable X or a probability PpEq of an event E. We will use boldface symbols such as X, Y or n to refer to random variables.
A particularly important random variable for us will be the following. Suppose we are given some parameters 2 ď ω ď X. We then define n to be the random natural number tn : X{ω ď n ď Xu drawn with probability distribution
.
Since ř X{ωďnďX 1{n is comparable to log ω, we can rewrite many of the logarithmically averaged claims conjectured in the introduction in probabilistic notation. Specifically, the bound (1.1) may be rewritten as
6) and similarly (1.2) may be rewritten as
Continuing in this vein, (1.3) is equivalent to
and (1.5) is equivalent to
We will rely heavily on the following approximate affine invariance of the random variable n: Lemma 1.13 (Approximate affine invariance). Let q be a natural number, and let r be an integer. Suppose that ω is sufficiently large depending on q, r. Then for any complex-valued random variable F pnq depending on n and bounded in magnitude by Op1q, one has EF pnq1 n"r pqq "
Proof. See [54, Lemma 2.5]. (The statement there involved additional parameters H`, A intermediate between q, r and ω, but it is easy to see that one can delete these parameters from the statement and proof of that lemma.)
Specialising this lemma to the case q " 1, we obtain the approximate translation invariance
when ω is sufficiently large depending on r. This translation invariance will be sufficient for establishing the implications in Section 2 and Section 4, but the argument in Section 3 requires the full affine invariance from Lemma 1.13, which is only available in the logarithmically averaged setting.
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From Chowla to Sarnak
In this section we deduce Conjecture 1.5 from Conjecture 1.4. Our arguments are an adaptation of those in [53] .
Fix a topological dynamical system pY, T q of zero topological entropy, a base point x 0 P Y , and a continuous function F : Y Ñ C. We allow all implied constants in the asymptotic notation to depend on these quantities. We introduce the following parameters:
‚ We let ε ą 0 be a quantity that is sufficiently small (depending on the fixed quantities pY, T q, x 0 , F ). ‚ Then, we let H be a quantity that is sufficiently large depending on ε (and the fixed quantities). ‚ Finally, we let 2 ď ω ď X be quantities with ω sufficiently large depending on ε, H (and the fixed quantities). Let n be as in the previous section. Using the form (1.8) of Conjecture 1.5, we see that it will suffice to establish the bound EλpnqF pT n x 0 q ! ε under the above assumptions on ε, H, ω, X. From approximate translation invariance (1.11), we have
for any 1 ď h ď H, so in particular upon averaging in h we obtain
Thus it will suffice to show that
λpn`hqF pT n`h x 0 q ! ε with probability 1´Opεq, since this expression is already bounded by Op1q.
As F is uniformly continuous, there exists δ ą 0 depending on ε, F such that |F pxq´F pyq| ď ε whenever dpx, yq ď δ. As pY, T q has zero entropy, we see (if H is large enough) that we can cover Y by Opexppε 3 Hqq balls of radius δ in the d H metric. That is to say, we can find points x 1 , . . . , x m P Y with m ! exppε 3 Hq such that for each y P Y , there exists 1 ď i ď m such that
for all 1 ď h ď H. Applying this with y replaced by T n x 0 , we conclude that there exists a random variable 1 ď i ď m such that
Thus it will suffice to show thaťˇˇˇˇH
λpn`hqF pT h x i qˇˇˇˇď εH with probability 1´Opεq. Since there are only Opexppε 3 Hqq choices for i, it suffices by the union bound to show thaťˇˇˇˇH ÿ h"1 λpn`hqF pT h x i qˇˇˇˇď εH with probability 1´Opexppcε 2 Hqq for some fixed c ą 0 and all (deterministic) i " 1, . . . , m.
Let k ď H{2 be a natural number to be chosen later. By the Chebyshev inequality, we have
(2.1) On the other hand from Conjecture 1.4 (in the form (1.7)), we have
for any 1 ď h 1 ă¨¨¨ă h 2k ď H, since ω is assumed sufficiently large depending on H. Expanding out the expression inside the expectation in (2.1), we obtain H 2k terms, most of which are o ωÑ8 p1q thanks to (2.2). The cumulative contribution of all such terms to (2.1) is still o ωÑ8 , since ω is assumed large depending on H (and hence on k). The only terms which are not of this form are terms in which each factor of λpn`hq occurs at least twice (so in particular at most k different values of h appear). Crude counting shows that there are at most k
OpHkq k such terms, each of which contributes at most Op1q to the above sum, and
Choosing k to be a small multiple of ε 2 H (rounded to the nearest integer), we obtain the claim.
The entropy decrement argument
In this section we use the entropy decrement argument from [54] , together with some Cauchy-Schwarz type manipulations similar to that used in [22] , [59] , as well as known results on linear equations on primes [28] , to deduce Conjecture 1.3 from Conjecture 1.6.
We first make some easy reductions in Conjecture 1.3. Firstly, we may assume k ą 2, since the k ď 2 case was already established in [54] . Next, if we set a :" a 1 . . . a k , then λpa i n`b i q is a constant multiple of λpan`b Henceforth k, a, b 1 , . . . , b k are considered fixed. We allow all implied constants in the argument below to depend on k, a, b 1 , . . . , b k . We select some further quantities:
‚ First, we let ε ą 0 be a quantity that is sufficiently small depending on k, a, b 1 , . . . , b k . ‚ Then, we select a natural number w that is sufficiently large depending on k, a, b 1 , . . . , b k , ε. ‚ Then, we select a natural number H´that is sufficiently large depending on k, a, b 1 , . . . , b k , ε, w. ‚ Then, we select a natural number H`that is sufficiently large depending on k, a, b 1 , . . . , b k , ε, w, H´. ‚ Finally, we let ω, X be quantities such that 2 ď ω ď X such that ω is sufficiently large depending on k, a, b 1 , . . . , b k , ε, w, H´, H`.
The reader may find it convenient to keep the hierarchy
in mind in the arguments which follow. Using the form (1.6), it will now suffice to establish the bound
Using approximate translation invariance (1.11), we may assume without loss of generality that b 1 " 0.
Assume for sake of contradiction that the claim failed, thušˇˇˇˇE
We now use Lemma 1.13 to convert the single average in (3.
Proof. Write
then (3.1) and Lemma 1.13 implies that |Q| " ε. For any prime p, we have λppq "´1, and hence from the complete multiplicativity of the Liouville function we have the identity
λppn`pb i q and thus
Applying Lemma 1.13 and noting that 1 n"0 papq 1 n"0 ppq " 1 n"0 papq , we conclude that
for any prime p ď H. Shifting n by j using another application of Lemma 1.13, we conclude that
for any prime p ď H and any 1 ď j ď H. Summing in j, we conclude (recalling that ω is assumed large compared with H`and hence H)
If we now introduce the quantity
λpn`j`pb i q1 n"s paq for s P Z{aZ, we therefore have
On the other hand, applying Lemma 1.13 with n shifted to n`1, and then shifting j by one, we have
The difference between ř H`1 j"2 1 n`j"0 papq ś k i"1 λpn`j`pb i q1 n"s paq and ř H j"1 1 n`j"0 papq λpn`j`pb 1 q . . . λpn`j`pb k q1 n"s paq is zero with probability 1´Op1{pq, and Op1q on the remaining event. Absorbing the o ωÑ8 p1q error into the Op1{pq error, we conclude that Rps`1q " Rpsq`Oˆ1 pḟ or all s P Z{aZ, so R fluctuates by at most Opa{pq.
Combining this with (3.2), we conclude in particular that
Rp0q " p´1q k HQ ap`Oˆa p˙.
Summing over P H , we conclude that
and hence by the prime number theorem and the lower bound |Q| " ε, we havěˇˇˇˇE
Applying Lemma 1.13, we obtaiňˇˇˇˇE
If one of the j`pb i lie outside of r1, Hs, then j lies in either r1, Bε 2 Hs or rp1´Bε 2 qH, Hs, where B :" maxp|b 1 |, . . . , |b k |q. The contribution of these values of j can be easily estimated to be Op ε 2 BH log H q, which is negligible since ε was assumed small. Discarding these contributions, we obtain the proposition.
We rewrite the conclusion of Proposition 3.1 as
where X H is the discrete random variable 
with the convention that x j " 0 for j R r1, Hs. Let H be as in the above proposition. Repeating the derivation of [54, (3.16) ] (using in particular the Hoeffding concentration inequality [36] ) almost verbatim, we may now conclude from (3.3) thaťˇˇˇˇˇE
But from the Chinese remainder theorem and (3.4), the left-hand side can be written ašˇˇˇˇˇE
λpan`j`pb i q1 r1,Hs pj`pb i qˇˇˇˇˇˇ.
Writing 1 "
log p log H`O ε p 1 log H q and discarding the error term by the triangle inequality and prime number theorem, we thus havěˇˇˇˇˇE
λpan`j`pb i q1 r1,Hs pj`pb i qˇˇˇˇˇˇ" εH.
If we let Λ denote the von Mangoldt function, we thus havěˇˇˇˇˇˇE
Hďmďε 2 H Λpmq m
λpan`j`pb i q1 r1,Hs pj`pb i qˇˇˇˇˇˇ" εH, (3.5) since the contribution of those m which are powers of primes, rather than primes, is easily seen to be negligible.
It is now convenient to use the "W -trick" from [26] . We recall the parameter w introduced (but not yet used) at the beginning of the argument. We set W :"
and observe that the contribution to (3.5) of those m that share a common factor with W is negligible. Discarding these terms and applying the pigeonhole principle, we conclude the existence of a natural number 1 ď r ď W coprime with W , such thaťˇˇˇˇˇˇE
where φpW q is the Euler totient function of W . Making the substitution m " W m 1`r , and discarding some negligible error terms, we conclude thaťˇˇˇˇˇˇE We now replace Λ W,r by 1. Manipulations of this form have appeared in [22] , [59] ; we will use an argument somewhat similar to that in [22] : Proof. By the triangle inequality, it suffices to show the deterministic estimate
for any functions f 1 , . . . , f k : Z Ñ r´1, 1s supported on r1, Hs (note that the constraint j " 0 paq can be absorbed into (say) the f 1 factor). By shifting each f i by rb i (and restricting back to r1, Hs at the cost of a negligible error), we may replace each term f i pj`pW m`rqb i q here by f i pj`W mb i q. By embedding r1, Hs into Z{2HZ and extending functions by zero, it suffices to show that
for any functions f 1 , . . . , f k : Z{2HZ Ñ r´1, 1s, where c m :" 
where F i : Z k`1 Ñ r´1, 1s is the function
Observe that for each i " 1, . . . , k, F i does not depend on the m i variable. Applying the triangle inequality in n and the Cauchy-Schwarz inequality k times (as in [28, (B.7)]), we see that it suffices to show that
where ω " pω 1 , . . . , ω k q. x` ω¨ h " o wÑ8 pH k`1 q.
Using a Riemann sum approximation, it suffices to show that ÿ
for all intervals I, J 1 , . . . , J k Ă r1, Hs of length H log´1 0 H (say). But this follows from the results in [28] , or more precisely from the localised estimate in [19, (A.9) ].
From (3.6), the above proposition, and the triangle inequality, we havěˇˇˇˇˇˇE
λpan`j`pW m`rqb i q1 r1,Hs pj`pW m`rqb i qˇˇˇˇˇˇ" εH.
Since the expression inside the summation is OpHq, we conclude that with probability " ε 1, one hašˇˇˇˇˇˇÿ
λpan`j`pW m`rqb i q1 r1,Hs pj`pW m`rqb i qˇˇˇˇˇˇ" ε H.
(3.7) Let us condition to this event. Using our hypothesis that Conjecture 1.6 holds (in the form (1.9)), together with Markov's inequality, we see that with conditional probability 1´o HÑ8 p1q one also has
and we condition to this event also. Replacing m by W m`r, and dropping some negligible boundary terms, we see from (3.7) thaťˇˇˇˇˇˇÿ ε 2 2
Since m " r pW q, and W is a multiple of a, we can write 1 j"0 paq as 1 an`j`mb k "rb k paq . As b 1 " 0, we may thus write the above estimate in the formˇˇˇˇˇˇÿ ε 2 2
for some (n-dependent) functions f 1 , f 2 , . . . , f k : Z Ñ r´1, 1s supported on r1, Hs, with f 1 pjq :" λpan`jq1 r1,Hs pjq (the precise values of f 2 , . . . , f k will not be relevant). Note from (3.8) that
We now dispose of the m weights. Note that the quantity f 1 pjqf 2 pjm b 2 q . . . f k pj`mb k q is only non-vanishing when m " OpHq, so we may embed the m variable in (say) Z{HW Z. We can Fourier expand m Þ Ñ 1 m"r pW q into a linear combination of exponential phases m Þ Ñ epsm{W q with s " 1, . . . , W and coefficients of size Op1q. Similarly, using a standard Fourier expansion (e.g. using 1 Fejér kernels), one can approximate m Þ Ñ 1 ε 2
2
Hďmďε 2 H 1 m on Z{HW Z by a linear combination of O ε,δ p1q exponential phases m Þ Ñ epsm{HW q with s " 1, . . . , H and coefficients O ε,δ,W p1{Hq, plus an error whose 1 pZ{HW Zq norm in m is at most δ, for any given δ ą 0. Applying these expansions for δ ą 0 sufficiently small depending on ε, W , and using the pigeonhole principle, we conclude that
for some integer s, where we now revert to m as taking values in Z rather than Z{HW Z. To deal with the phase epsm{HW q, we write m as a linear combination of j`mb k´1 and j`mb k , and conclude (using our assumption k ą 2) that
Hs and bounded in magnitude by 1. But from the "generalised von Neumann inequality" (see e.g. [56, Lemma 11.4] , after embedding r1, Hs in a cyclic group Z{pZ of some prime p between 2H and 4H, say) we have
giving a contradiction to (3.9) . This concludes the derivation of Conjecture 1.3 from Conjecture 1.6. Remark 3.5. In the spirit of the Elliott conjecture [11] (see also [46] for a correction to that conjecture), one could more generally consider estimates of the form
for bounded completely multiplicative functions g 1 , . . . , g k . The weight Λpmq appearing in the above analysis would now be replaced by Λg 1 . . . g k pmq, and so the results on linear equations in primes used in Proposition 3.1 are no longer available. Nevertheless, one should still be able to deploy a "transference principle" to approximate the weight Λg 1 . . . g k by a small number of "structured" functions (such as nilsequences), which should still allow one to derive a suitable generalisation of Conjecture 1.3 for the g 1 , . . . , g k from Conjecture 1.6 (possibly after increasing d to k instead of k`1), in the spirit of [54, Theorem 1.3] (which used a "restriction theorem for the primes" as a proxy for the transference principle). We will not pursue this matter here.
Applying the inverse conjecture for the Gowers norms
In this section we show how Conjecture 1.6 can be deduced from Conjecture 1.7.
Let d ě 1, let ε ą 0 be sufficiently small depending on d, and let 2 ď H ď ω ď X be such that H is sufficiently large depending on d, ε. We allow implied constants to depend on d. Using the formulation (1.9), our goal is now to show that
Suppose this claim failed, then we must have
with probability " ε.
Suppose that we are in the event that (4.1) holds. Then, by the inverse conjecture for the Gowers norms ([32, Theorem 1.3]), there exists a d´1-step (random) nilmanifold G{Γ from a finite list M d´1,ε (each of which is equipped with a smooth Riemannian metric), and a (random) function F : G{Γ Ñ C with Lipschitz constant O ε p1q and a random group element g P G and random base point x 0 P G{Γ Ñ C such that
By the pigeonhole principle, one can find a deterministic d´1-step nilmanifold G{Γ such that G{Γ is equal to G{Γ with probability " ε 1. We condition to this event. Next, we fix a deterministic base point x 0 in G{Γ. For the random base point x 0 , we can write x 0 " g 1 x 0 for some bounded element g 1 P G. We can then write
Replacing g by g´1 1 gg 1 and F by the function x Þ Ñ Fpg 1 xq, we see that we may assume without loss of generality that x 0 " x 0 . Finally, by the Arzela-Ascoli theorem, the class of Lipschitz functions from G{Γ to C of Lipschitz constant O ε p1q is totally bounded in the uniform topology. Thus, we can restrict the range of possible values of the random function F to a finite collection of O ε p1q deterministic Lipschitz functions without significantly affecting (4.2). By the pigeonhole principle, we can thus find a deterministic Lipschitz function F : G{Γ Ñ C such thaťˇˇˇˇH
λpn`hqF pg h x 0 qˇˇˇˇ" ε 1 with probability " ε 1. In particular,
λpn`hqF pg h x 0 qˇˇˇˇ" ε 1 with probability " ε 1, which implies that
But this contradicts Conjecture 1.7 (in the form (1.10)).
Remark 4.
1. An inspection of the above argument shows that in order to prove Conjecture 1.6 for a specific choice of d ě 2, it suffices to establish Conjecture 1.7 with s " d´1. Combining this with Remark 3.4, we see that to establish Conjecture 1.3 for a specific choice of k ě 3, it suffices to establish Conjecture 1.7 with s " d´1. In particular, and after performing a Fourier expansion of 1-step nilsequences n Þ Ñ F pg n x 0 q, we see that to prove the k " 3 case of Conjecture 1.3, it will suffice to establish the bound
for all 1 ď H ď ω ď x. Bounds of this form are available for very large values of H; for instance, the estimates in [60] give this bound when ω ą 1 is fixed and H ě x 5{8`ε for any fixed ε ą 0. In [46] a weaker version of this estimate was established in which ω ą 1 is fixed and the supremum in α was outside the summation in n.
Remark 4.2. One can reverse the above arguments, using [30, Proposition 12.6] in place of [32, Theorem 1.3] , to show directly that Conjecture 1.6 implies Conjecture 1.7; we leave the details of this implication to the interested reader. This implication of course already follows from the arguments used to prove other components of Theorem 1.8 in this paper, but this alternate argument is also valid in the absence of logarithmic averaging.
Constructing a deterministic sequence
In this section we show that Conjecture 1.7 follows from Conjecture 1.5.
Let s, G{Γ, x 0 , F be as in Conjecture 1.7; we allow all implied constants to depend on these quantities. By splitting in to real and imaginary parts we may take F to be real-valued. Let ε ą 0. Our task is to show that λpn`hqF pg h x 0 qˇˇˇˇ" o HÑ8 pHq whenever n ď H log H (say); in fact the results in [29] allow one to improve upon the trivial bound of OpHq by an arbitrary fixed power of log H. Thus the net contribution of the case n ď H log H to (5.1) is negligible, so we may restrict to the case n ą H log H. In this regime, one has
q; the contribution of the error term is negligible (cf. (1.11) ), so it suffices to show that
It will suffice to just establish the positive part
of this estimate, since the full estimate then follows by applying (5.1) for both F and´F and using the triangle inequality. Suppose for contradiction that the bound (5.1) failed. Then we can find sequences H i , ω i , X i with
(5.2) By sparsifying the sequences H i , ω i , X i we may assume that
λpn`hq n`h F pg h x 0 q| is bounded above by OpH i {nq. Thus we can find a set S i of numbers n with H i log H i , X i {ω i ď n ď X i such that ÿ
for all n P S i , since the contribution to the left-hand side (5.2) of those n for which (5.4) fails can be made to be significantly smaller than the right-hand side of (5.2) by choosing the implicit constants appropriately. By a greedy algorithm, we can then find a subset S 1 i of S i that is H i -separated (that is to say, |n´m| ě H i for any distinct n, m P S
For each n P S 1 i , we can find a group element g n P G such that
If we now set f : Z Ñ R to be the function defined by setting f pn`hq :" F pg h n x 0 q whenever n P S 1 i and 1 ď h ď H i for some i, and f pmq " 0 for all other m, we see that f is well-defined because all the intervals tn`1, . . . , n`H i u with n P S 1 i and i ě 1 are disjoint, thanks to (5.3) and the H i -separation of the S 1 i . Summing (5.6) over all n P S 1 i and using (5.5), we conclude that
On the other hand, if f is deterministic, then Conjecture 1.5 gives
(one can divide here into two cases, depending on whether log 2X i H i log H i is smaller than (say) ? log ω i or not). Thus it will suffice to show that the sequence f is deterministic.
Since F is bounded, f takes values in a compact interval r´C, Cs. Consider the compact space r´C, Cs Z " tpy n q nPZ : y n P r´C, Cs@n P Zu which we endow with the shift T py n q nPZ :" py n`1 q nPZ and metric dppx n q nPZ , py n q nPZ q :" sup nPZ 2´| n| |x n´yn |.
We can identify f with a point y 0 :" pf pnqq nPZ in r´C, Cs Z . We let Y " tT n y 0 : n P Zu be the orbit closure of y 0 in r´C, Cs Z , then pY, T q is a topological dynamical system. If we let F 0 : Y Ñ R be the function F 0 ppy n q nPZ q :" y 0 then F 0 is continuous and f pnq " F 0 pT n y 0 q for all n P Z. Thus, to show that f is deterministic, it suffices to show that pY, T q has zero topological entropy. That is to say, for any fixed ε ą 0 and any sufficiently large N , we should be able to cover Y by at most exppOpεNballs of radius Opεq in the metric d N px, yq :" max 0ďiďN dpT i x, T i yq or equivalently d N ppx n q nPZ , py n q nPZ q " sup nPZ 2´m axp´n,0,n´N q |x n´yn |.
Observe that if two sequences px n q nPZ , py n q nPZ are such that x n " y n`O pεq for all´N ď n ď 2N , then (for N sufficiently large depending on ε) we have d N ppx n q nPZ , py n q nPZ q. Thus it suffices to find a collection S ε,N of finite sequences px h q´N ďhď2N of cardinality exppOpεNwith the property that for every n P Z, there exists a sequence px h q´N ďhď2N in S ε,N such that f pn`hq " x h`O pεq for all´N ď h ď 2N .
Observe that if we can prove this claim for a given value of N , then we automatically obtain the claim for any larger N 1 ě N (with a slightly worse implicit constant), by covering the interval r´N Remark 5.1. The main fact that was used in the above argument is that the collection of nilsequences n Þ Ñ F pg n x 0 q, where F is a Lipschitz function on a nilmanifold G{Γ of "bounded complexity", g P G, and x 0 P G{Γ, has "uniform zero entropy" in the sense that for any ε ą 0 and any N sufficiently large depending on ε, the set of sequences formed from evaluating an arbitrary nilsequence in this collection at N consecutive values has a metric entropy of OpexppOpεNat scale ε ą 0. This is stronger than asserting that each individual nilsystem pG{Γ, x Þ Ñ gxq, g P G has zero entropy, as one needs to control the metric entropy of the set of sequences arising from arbitrary shifts g, rather than just one shift at a time. On the other hand, if all one is interested in is deducing Conjecture 1.6 from Conjecture 1.5, it is likely that one does not need the full strength of the inverse conjecture in [32] , and in particular one does not need to introduce the notion of a nilmanifold or nilsequence at all. Instead, one can rely on "soft" inverse theorems in which the role of nilsequences are replaced by those of dual functions (see e.g. [56, §11.4] ), in which case the task is basically reduced to establishing that the collection of dual functions also has "uniform zero entropy" in a certain sense. This in turn should be provable using some sort of random sampling argument to show that the dual function of a given function f is almost completely controlled by the values of f at some sparse random subset of the domain. We will however not attempt to formalise these arguments here.
