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SELF-SIMILAR BEHAVIOR OF THE EXCHANGE-DRIVEN
GROWTH MODEL WITH PRODUCT KERNEL
CONSTANTIN EICHENBERG AND ANDRÉ SCHLICHTING
Abstract. We study the self-similar behavior of the exchange-driven growth model,
which describes a process in which pairs of clusters, consisting of an integer number of
monomers, interact through the exchange of a single monomer. The rate of exchange
is given by an interaction kernel K(k, l) which depends on the sizes k and l of the
two interacting clusters and is assumed to be of product form (k l)λ for λ ∈ [0, 2).
We rigorously establish the coarsening rates and convergence to the self-similar profile
found by Ben-Naim and Krapivsky [7]. For the explicit kernel, the evolution is linked to
a discrete weighted heat equation on the positive integers by a nonlinear time-change.
For this equation, we establish a new weighted Nash inequality that yields scaling-
invariant decay and continuity estimates. Together with a replacement identity that
links the discrete operator to its continuous analog, we derive a discrete-to-continuum
scaling limit for the weighted heat equation. Reverting the time-change under the use
of additional moment estimates, the analysis of the linear equation yields coarsening
rates and self-similar convergence of the exchange-driven growth model.
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1. Introduction and main results
1.1. The exchange-driven growth model. The exchange-driven growth model de-
scribes a wide class of physical processes in which pairs of clusters consisting of an integer
number of monomers can grow or shrink only by the exchange of single monomers [7].
The physical motivation behind the growth processes based on this exchange mechanism
is quite different from classical aggregation models like the Smoluchowski coagulation
equation [37, 18], which explains its recent interest. Moreover, the underlying exchange
mechanism is not restricted to physical models but can be applied to social phenomena
like migration [27], population dynamics [31] and wealth exchange [24]. It is also found
in diverse phenomena at contrasting scales from microscopic level polymerization pro-
cesses [14], to cloud [23] and galaxy formation mechanisms at huge scales, as well as
in statistical physics [28]. Although this process is not necessarily realized by chemical
kinematics, it is convenient to be interpreted as a reaction network of the form
Xk−1 +Xl
K(l,k−1)−−−−−−⇀↽ −
K(k,l−1)
Xk +Xl−1 , for k, l ≥ 1 . (1.1)
The clusters of size k ≥ 1 are denoted by Xk. Additionally, the variable X0 represents
empty volume. The kernel K(k, l − 1) encodes the rate of the exchange of a single
monomer from a cluster of size k to a cluster of size l − 1. Here and in the following
the notation k ≥ 1 means k ∈ N = {1, 2, . . .} and l ≥ 0 denotes l ∈ N0 = N ∪ {0}. The
concentrations of Xk in (1.1) are denoted by (ck)k≥0 and satisfy for k ≥ 0 the reaction
rate equation formally obtained from (1.1) by mass-action kinetics
c˙k =
∑
l≥1
K(l, k − 1)clck−1 −
∑
l≥1
K(k, l − 1)ckcl−1
−
∑
l≥1
K(l, k)clck +
∑
l≥1
K(k + 1, l − 1)ck+1cl−1 , for k ≥ 0 .
(EDG)
It is easy to see that, at least formally, the quantities∑
k≥0
ck and
∑
k≥1
k ck
are conserved during the evolution. The first sum can be interpreted as the total volume
of the system and the second one as mass (or density, if normalized). Without loss of
generality by a suitable time-change, the volume is normalized to 1, so throughout we
assume that ∑
k≥0
ck = 1 and
∑
k≥1
k ck = ρ ∈ [0,∞). (1.2)
With this normalization, equation (EDG) can also be viewed as mean-field limit of an
interacting stochastic particle system, where N particles on a complete graph of size
L move between sites according to a jump process in which a jump between a site
with k particles and a site with l particles occurs with rate K(k, l)/(N − 1). Then the
statistical description of the dynamics in the limit N,L→∞ such that N/L → ρ is given
by equation (EDG), where ck is the fraction of sites with k particles. This coarse-grained
limit was rigorously derived in [20].
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The mathematical theory of the equation (EDG) itself started with well-posedness
results for kernels with at most linear growth in [15, 36], that is K(k, l) ≤ C k l. In addi-
tion, for nearly symmetric kernels satisfying K(k, l) = K(l, k), the global well-posedness
can be extended to kernels satisfying K(k, l) ≤ C(kµlν + kν lµ) with µ, ν ∈ [0, 2] and
µ+ ν ≤ 3 (cf. [15, Theorem 2]).
The long-time behavior of solutions is investigated in [36, 16], where the crucial as-
sumption on the kernels is a detailed balance condition or some suitable monotonicity
properties. For kernels satisfying the detailed balance condition, equation (EDG) has
many striking similarities to the Becker-Döring equation [5, 3]. In particular, there exist
unique equilibrium states ωρ with density ρ up to a critical value ρc, and a solution c
with density ρ converges c(t) → ωmin(ρ,ρc) as t→∞, where the convergence is strong if
ρ ≤ ρc and weak if ρ > ρc. In the latter case, the bulk of the system relaxes to ωρc while
the excess density (ρ−ρc) condensates in larger and fewer clusters, which is analogous to
the classical LSW [32, 39] coarsening picture treated in [34, 35]. In light of these results
it is natural to ask whether the excess density in (EDG) coarsens in a self-similar way.
It is worth mentioning that condensation and self-similar behavior is already present
on the level of stochastic particle systems. In zero range processes [22, 26, 19] and
explosive condensation models [38, 12, 17] the coarsening happens with rates satisfying
the detailed balance condition and in particular K(k, 0) > 0 for all k ∈ N. The attractive
interaction between particles causes condensation in those models. Although the kernel
of the zero-range process is bounded, coarsening and convergence to a self-similar profile
is formally described in [19] in the mean-field case. A first rigorous result for the non-
mean-field case in this direction is the derivation of an effective process of the multi-
condensate phase in the zero range process on a finite graph with diverging particle
density [6]. Contrary to explosive models with unbounded kernels, it is possible to
observe even instantaneous gelation within suitable limits. For inclusion processes, one
often studies the case K(k, 0) → 0 for k ∈ N in the limit of infinite volume or particle
density [21, 10, 25] so that the microscopic dynamics are irreducible and non-degenerate.
However, the limiting coarsening mechanism is driven by the absorbing boundary with
K(k, 0) = 0 for all k ∈ N, which is also the case for the kernels described below.
In this work, we provide rigorous results about the coarsening and self-similar behavior
of solutions to (EDG) with the specific family of product kernels
K(k, l) = Kλ(k, l) = aλ(k)aλ(l) with aλ(k) =
{
kλ, λ > 0,
1− δk,0, λ = 0,
(1.3)
for all λ ∈ [0, 2). These and more general symmetric homogeneous kernels were intro-
duced and investigated in [7]. A crucial property is that K(k, 0) = 0, which on the level
of clusters means that a cluster with no particles cannot regain particles and hence is
virtually removed from the system. In particular this violates the aforementioned de-
tailed balance condition. It is easy to see that the only equilibrium is the vacuum state
c0 = 1, ck = 0, k ≥ 1. During the evolution, particles distribute among fewer and larger
clusters over time while smaller clusters die out. This means that the driving coarsening
mechanism in this case is the loss of volume, in contrast to the detailed balance case,
where coarsening is induced by attraction between particles and only affects the excess
density.
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The symmetry and product form of K simplify the system (EDG) considerably. We
introduce the moments for some κ ∈ [0,∞) by
Mκ =Mκ[c] =
∑
l≥1
lκcl. (1.4)
Note that we exclude k = 0 in the summation, so M0[c] = 1 − c0 is not conserved and
decreases over time. With this definition, the system (EDG) becomes

c˙0 =Mλ[c] c1,
c˙1 =Mλ[c]
(−2c1 + 2λc2),
c˙k =Mλ[c]
(
(k − 1)λck−1 − 2kλck + (k + 1)λck+1
)
, k ≥ 2.
(EDGλ)
The first question regarding to coarsening is the large-time behavior of the average
cluster size among living clusters, which plays the role of the characteristic length-scale.
Intuitively, this quantity should grow in time. Indeed, by conservation of mass, the
average cluster size, denoted ℓ(t), is given by
ℓ(t) =
1
1− c0(t)
∞∑
k=1
k ck(t) =
ρ
M0[c]
, (1.5)
hence the length-scale of the system is inversely proportional to the volume of living
particles, which decreases by equation (EDGλ). More specifically, the scaling analysis
in [7] predicts that
ℓ(t) ∝


tβ, if 0 ≤ λ < 3/2,
exp(Ct), if λ = 3/2,
(tgel − t)β , if 3/2 < λ < 2,
with β = (3− 2λ)−1, (1.6)
and the involved constants C, tgel and the one in ∝ depend on the initial data. Hence,
coarsening is expected on an algebraic timescale for 0 ≤ λ < 3/2, transitioning into a
gelation regime for 3/2 < λ < 2, where the solution only exists up to the gelation time
tgel < ∞ at which all the mass vanishes to infinity. At the transition λ = 3/2 solutions
exist globally and we expect coarsening on an exponential timescale with a non-universal
rate C. Our first result confirms these coarsening rates.
Theorem 1.1 (Coarsening rates). Let 0 ≤ λ < 2 and set β = (3 − 2λ)−1. Then the
following statements hold, with all constants only depending on λ, ρ and Mλ[c(0, ·)]:
(1) If 0 ≤ λ < 3/2, then every solution c to equation (EDGλ) exists globally and there
are positive constants C1, C2, t0 such that
C1t
β ≤ ℓ(t) ≤ C2tβ for all t ≥ t0.
(2) Let λ = 3/2, then every solution c to equation (EDGλ) exists globally and there
are positive constants C1, C2,K1,K2, t0 such that
K1 exp(C1t) ≤ ℓ(t) ≤ K2 exp(C2t) for all t ≥ t0.
(3) If 3/2 < λ ≤ 2, then every solution c to equation (EDGλ), exists only locally on
a maximal interval [0, t∗) and there are positive constants C1, C2, t0, t1 such that
C1(t
∗ − t)β ≤ ℓ(t) ≤ C2(t∗ − t)β for all t0 ≤ t∗ ≤ t1.
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The next question is whether solutions become self-similar as t→∞, which is formally
addressed in [7]. The crucial observation is, that (EDGλ) becomes a discrete linear
weighted heat equation after a suitable nonautonomous time-change. Considering the
corresponding weighted heat equation on the continuum scale (see Section 1.3) and
formal scaling argument, the calculations in [7] suggest that any solution c with mass
M1[c] = ρ is asymptotically self-similar to a profile gλ : [0,∞) → (0,∞) for a suitable
scaling function s(t) ∝ ℓ(t) of the form (1.6). In mathematical terms, we expect that
that following relation holds
ck(t) ∝ ρ s(t)−2gλ
(
s(t)−1k
)
for t≫ 1.
Hereby, the profile gλ is explicitly given by
gλ(x) =
1
Zλ(2− λ)x
1−λ exp
(
− x
2−λ
(2− λ)2
)
, (1.7)
where Zλ is a normalization constant such that
∫
[0,∞) x gλ(x) dx = 1 and given by
Zλ = (2− λ)
2
2−λ Γ
(
1 +
1
2− λ
)
. (1.8)
The appropriate object for the rigorous analysis of self-similarity is the empirical measure
associated to a solution c given by
µc(t) = s(t)
∑
k≥1
ck(t)δs(t)−1k. (1.9)
The normalization in (1.9) is chosen, such that
M0[c] = 1− c0 = s−1(t)
∫ ∞
0
dµc and M1[c] =
∫ ∞
0
xdµc. (1.10)
Self-similar behavior of c for t → ∞ then corresponds to the existence of the limit
µc(t) → ρgλ in a suitable topology, which we define now. From here on, we use the
notation R+ = (0,∞) and R+ = [0,∞). In addition to the weak convergence of measures
in M(R+), written as µn ⇀ µ, and defined as
lim
n→∞
∫
R+
f(x) dµn(x) =
∫
R+
f(x) dµ(x) for all f ∈ C0b (R+),
we need two further weak convergence concepts adjusted to the problem setting.
Definition 1.2. Let M1(R+) be the space of all Borel measures on R+ with finite first
moment, that is
∫∞
0 xdµ <∞ for all µ ∈M1(R+).
The space of continuous sublinear functions C and its subspace C0 with those vanishing
at 0 are defined by
C =
{
f ∈ C0(R+) : lim
x→∞x
−1f(x) = 0
}
and C0 = {f ∈ C : f(0) = 0}.
A family of measures µn ∈M1(R+) converges weakly to µ ∈M1(R+) with respect to C,
denoted by µn ⇀ µ with respect to C, if
lim
n→∞
∫
R+
f(x) dµn(x) =
∫
R+
f(x) dµ(x) for all f ∈ C.
Likewise, µn ⇀ µ with respect to C0, if the above limit holds for all f ∈ C0.
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With this definition, we prove weak convergence to the self-similar profile with an
explicit scaling function except at the transition λ = 3/2, where the scaling function can
be described asymptotically. Furthermore, the weak convergence is with respect to C for
λ ∈ [0, 1) and with respect to C0 if λ ≥ 1 which is due to technical reasons (see Remark
below).
Theorem 1.3 (Self-similar behavior). Let ρ > 0.
(1) For 0 ≤ λ < 3/2 there exists C = C(λ, ρ) > 0 and a corresponding scaling function
s(t) = Ctβ with β = (3− 2λ)−1,
such that every global solution c to equation (EDGλ) with M1[c] = ρ converges{
µc(t)⇀ ρgλ with respect to C if λ ∈ [0, 1)
µc(t)⇀ ρgλ with respect to C0 if λ ∈ [1, 3/2)
as t→∞. (1.11)
(2) For λ = 3/2 there exists a scaling function s : R+ → R+ and a constant C = C(ρ)
such that for every ε > 0 it holds
lim
t→∞ exp(−(C + ε)t) s(t) = 0 and limt→∞ exp(−(C − ε)t) s(t) =∞,
and every global solution c to equation (EDGλ) with M1[c] = ρ converges
µc(t)⇀ ρgλ with respect to C0 as t→∞. (1.12)
(3) For 3/2 < λ < 2 and t∗ as in Theorem 1.1 (3) there exists C = C(λ, ρ) > 0 such
that for the scaling function
s(t) = C(t∗ − t)β with β = (3− 2λ)−1,
every solution c to equation (EDGλ) existing on the finite time interval [0, t
∗),
converges
µc(t)⇀ ρgλ with respect to C0 as t→ t∗. (1.13)
Remark 1.4. Note that the difference between the weak convergence with respect to C
in comparison to the one with respect to C0 in Definition 1.2 is that in the latter a Dirac
measure at 0 might occur. The reason why we can only prove convergence with respect
to C0 in the case λ ≥ 1 is that the analysis relies on an energy method involving a discrete
version (1.19) of the weighted H1-seminorm
Eλ(f) =
∫ ∞
0
xλ
∣∣f ′(x)∣∣2 dx,
for which the corresponding embedding into C0,
1−λ
2 ([0,∞)) only holds for λ < 1, while
for λ ≥ 1 the modulus of continuity is only controlled away from x = 0, see Lemma 2.15
and Proposition 3.8. We conjecture that the weak convergence in Theorem 1.3 in fact
holds with respect to C for all λ ∈ [0, 2). Our results still imply that the total variation of
µc, and hence the size of the Dirac, is a priori bounded from above in terms of moments
of the initial data.
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1.2. Time-change and tail distribution. The common factor Mλ in (EDGλ) is elim-
inated through the time change
τ(t) =
∫ t
0
Mλ[c](s) ds. (1.14)
Since the right-hand-side of (EDGλ) never contains c0 which can simply be obtained
from the conservation law (1.10), c0 is ignored for the evolution. Consequently, we
define u(τ(t), k) = ck(t) for k ∈ N. Since aλ(0) = 0 for all λ ∈ [0, 2], the value of
u(τ(t), 0) is not specified. Nevertheless, it is convenient to set it to zero u(τ, 0) = 0 for
all τ ≥ 0. We see that u solves the equation
d
dτ
u(τ, k) = (k − 1)λu(τ, k − 1)− 2kλu(τ, k) + (k + 1)λu(τ, k + 1), k ≥ 1,
which can be written such that it takes the form of a spatially discrete heat equation
with Dirichlet boundary condition{
∂τu = ∆N(aλu), k ≥ 1,
(aλu)(τ, 0) = 0, τ ≥ 0.
(DP)
The case λ = 0 can be also explicitly treated (see Appendix C). Here, the discrete
Laplacian ∆N is conveniently expressed by the discrete differential operators
∂−u(k) = u(k)− u(k − 1) and ∂+u(k) = u(k + 1)− u(k), for k ≥ 1, (1.15)
such that it holds ∆N = ∂
−∂+. An elementary calculation shows that the discrete
differential operators satisfy a version of the integration by parts formula
b∑
k=a
∂+u(k)v(k) = u(b+ 1)v(b) − u(a)v(a − 1)−
b∑
k=a
u(k)∂−v(k). (1.16)
For brevity, we abuse notation and subsequently write u = u(t, k). If u is a solution of
equation (DP) we can directly calculate the evolution of the moments
d
dt
M0 =
∞∑
k=1
∆N(aλu) = −u(t, 1) ≤ 0,
d
dt
M1 =
∞∑
k=1
k∆N(aλu) = 0.
The first identity is highlighting the fact, that c0 is omitted and the second identity is
the conservation of total mass. It is more convenient to study not the equation for u,
but the one of the tail distribution U associated to u given by
U(t, k) =
∑
l≥k
u(t, l), for k ≥ 1. (1.17)
The main motivation is that the evolution operator from (DP) becomes a weighted
Laplace operator Lλ in divergence form defined on the Hilbert space ℓ
2(N):
LλU(k) = ∂
−(aλ∂+U)(k). (1.18)
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It is obvious by the integration by parts formula (1.16) that Lλ is symmetric and negative
semi-definite with Dirichlet form given by
Eλ(U, V ) = 〈V,−LλV 〉2 =
∞∑
k=1
kλ ∂+U ∂+V. (1.19)
We also write Eλ(U) = Eλ(U,U). Now, let u be a solution to (DP) (cf. Corollary 2.9 for
well-posedness) and U as in (1.17), then U solves the Neumann problem{
∂tU = LλU,
(aλ∂
+U)(t, 0) = 0.
(NP)
Indeed, for k ≥ 1 we calculate
∂tU(t, k) =
∑
l≥k
∆N(aλu)(l) = −∂−(aλu)(k).
On the other hand, we have
∂+U(t, k) =
∑
l≥k+1
u(t, l)−
∑
l≥k
u(t, l) = −u(t, k),
Furthermore, we find that∑
k≥1
U(t, k) =
∑
k≥1
∑
l≥k
u(t, l) =
∑
l≥1
u(t, l)
∑
k≤l
=
∑
l≥1
u(t, l)l =M1[u],
which shows that M0[U ] = M1[u] = const. A formal dimensional analysis suggests that
k ∝ tα, where
α =
1
2− λ ∈
[
1
2
,∞
)
, (1.20)
which corresponds for λ = 0 to the classical parabolic scaling and the occurrences of
square-roots in the classical parabolic theory are replaced by the exponent α in many
of the following identities and estimates. At the heart of the analysis of equation (NP)
is the following discrete Nash-inequality, which connects the Dirichlet form (1.19) with
the L1 and L2-norm of U .
Proposition 1.5 (Discrete Nash-inequality). Let λ ∈ [0, 2). Then for all U ∈ ℓ2(N)
with Eλ(U) <∞ it holds
‖U‖22 . ‖U‖
2(2−λ)
3−λ
1 Eλ(U)
1
3−λ , (DNI)
Here and in the following, we use the notation A . B if there is a numerical constant
C = C(λ) > 0 independent of all other parameters such that A ≤ CB. We write A ≈ B
if A . B and B . A.
The above discrete Nash-inequality enables us to obtain the optimal decay rates in
L2 and L∞ as well as for the Dirichlet energy Eλ. From the decay of the Dirichlet form
we can conclude scaling-invariant continuity estimates in time and space.
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Theorem 1.6 (Decay and continuity). Let U be a solution to (NP), then
‖U(t, ·)‖2 . ‖U0‖ℓ2(1 + t)−
α
2 , (1.21)
‖U(t, ·)‖∞ . ‖U0‖ℓ1(1 + t)−α, (1.22)
Eλ(U(t, ·)) . Eλ(U0)(1 + t)−(α+1) (1.23)
Moreover, there exist explicit continuous functions (see Lemma 2.15) θλ : R+ → R+ and
ωλ : [1,∞)→ R+ with ωλ(1) = 0 such that
|U(t, k2)− U(t, k1)| . ‖U0‖1t−α
∣∣θλ(t−αk2)− θλ(t−αk1)∣∣ 12 , (1.24)
|U(t, k) − U(s, k)| . ‖U0‖1s−αωλ
(
t/s
)
, (1.25)
for all k, k1, k2 ∈ N and all 0 < s ≤ t.
The above decay estimates translate to the lower coarsening bounds from Theorem 1.1,
as the length-scale ℓ is inversely proportional to the zero moment. Together with the
continuity estimates they also provide the necessary compactness to prove self-similarity
in Theorem 1.3.
1.3. Continuum equation and scaling solution. The space-continuous analogue of
equation (NP) is 

∂tϕ = ∂x(aλ∂xϕ) = Lλϕ, (t, x) ∈ R2+,
aλ∂xϕ|x=0 = 0, t ∈ R+,
ϕ(0, ·) = ϕ0, x ∈ R+.
(NP’)
where the boundary condition is the natural one for the equation to conserve the zero
moment. For λ = 0, we get the classical Neumann boundary condition ∂xϕ|x=0 = 0
for the heat equation, while for λ > 0 the coefficient aλ vanishes at 0 and solutions are
in general not smooth up to the boundary. The degeneracy has also the effect, that
the boundary condition is only imposed for λ < 1, that is in the range λ ≥ 1 the
equation (NP’) is well-posed without any boundary condition (see Remark 3.1). By the
conservation of the zero moment, it is natural to look for a (normalized) scaling solution
γλ(t, x) = t
−αGλ(t−αx), (1.26)
for some profile Gλ. Plugging this ansatz into the equation leads by simple calculations
as in [7, Ch. III] to
Gλ(x) = Z−1λ exp
(−α2x2−λ), (1.27)
where Zλ is chosen such that Gλ has integral 1 and explicitly given in (1.8). In general a
solution to equation (NP’) with given initial data can be constructed using the associated
fundamental solution Ψλ(t, x, y) (see Proposition 3.2).
Our definition of solutions in Section 3.1 immediately entails that the scaling solu-
tion γλ from (1.26) with Gλ given in (1.27) solves (NP’) in a suitable measure-valued
sense. To compare solutions on N of (NP) with those on R+ of (NP’), we introduce for
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ε > 0 the following operations between discrete measures on N and measures on R+
ιε :M(N)→M
(
R+
)
with (ιεU)(x) = ε
−αU(⌊ε−αx⌋+ 1), (1.28)
πε :M
(
R+
)→M(N) with (πεµ)(k) = µ([(k − 1)ε−α, kε−α)). (1.29)
Note that we have πε ◦ ιε = id, and both operations are adjoint to each other in the
sense that for U ∈M(N) and µ ∈M(R+) it holds∫ ∞
0
ιεU(x) dµ(x) = ε
−α
∞∑
k=1
U(k)πεµ(k).
As a consequence, the maps are mass-conserving, i.e∫ ∞
0
ιεU(x) dx =
∞∑
k=1
U(k) and
∞∑
k=1
πεµ(k) = µ(R+).
Now let Uε be a sequence of solutions to equation (NP) with initial data U0,ε. We define
the sequence of functions Uε by
Uε(t, x) = (ιεUε)(ε−1t, x) = ε−αUε(ε−1t, ⌊ε−αx⌋+ 1). (1.30)
Then we have the following convergence result.
Theorem 1.7 (Convergence of the tail distribution). Let Uε as above and assume that
‖U0,ε‖1 is bounded and Uε(0, ·) ⇀ µ0 as ε→ 0 for some µ0 ∈M(R+). Then there exists
a unique global-in-time weak solution U to equation (NP’) with initial data µ0 and it
holds
(1) If 0 ≤ λ < 1, Uε → U locally uniformly on R+ × R+.
(2) If 1 ≤ λ < 2, Uε → U locally uniformly on R2+ and
sup
0<ε≤1
Uε(t, 0) <∞ for all t > 0.
The precise definition of weak solutions will be given in Section 3. If U0,ε = U0 for
some U0 ∈ ℓ1+(N) withM0[U ] = ρ, then it is easy to check that Uε(0, ·) ⇀ ‖U0‖1δ0 = ρ δ0.
Hence, by applying Theorem 1.7, we get that Uε converges to a multiple of the solution
starting from δ0, which is the scaling solution γ(t, x) = t
−αGλ(t−αx) defined in (1.26).
In particular for t = 1, we have
Uε(1, x) = ε−αU(ε−1, ⌊ε−αx⌋+ 1)→ ρ γ(1, x) = ρGλ(x).
Hence, the scaling limit in fact implies long-time behavior after setting t = ε−1.
Corollary 1.8. Let U be a solution to equation (NP) with M0[U ] = ρ. Then the rescaled
function Uˆ(t, x) = tαU(t, ⌊tαx⌋ + 1) is locally uniformly bounded on R+ × R+ and the
following holds:
(1) If 0 ≤ λ < 1, Uˆ(t, ·)→ ρGλ as t→∞ locally uniformly on R+.
(2) If 1 ≤ λ < 2, Uˆ(t, ·)→ ρGλ as t→∞ locally uniformly on R+ and
lim sup
t→∞
Uˆ(t, 0) <∞.
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Outline. The paper is organized as follows. In Section 2 we analyze solutions to equa-
tion (NP) and deduce results for equations (DP) and (EDGλ). The main results which
are crucial throughout the paper are the L∞-decay and continuity estimates for solu-
tions to (NP) (Section 2.3), which utilize the discrete weighted Nash-inequality (DNI)
proved in Section 2.2. The usefulness of these estimates lies in the fact that they are
optimal in terms of the scaling k ∼ tα. On the level of equation (DP), the L∞-decay
translates to a decay estimate for the zero moment, which is synonymous with the coars-
ening rate. Proving further scale-characteristic bounds for the moments (Section 2.4) we
obtain estimates for the time change τ as in (1.14) which allows to relate the analysis
to equation (EDGλ) and obtain Theorem 1.1.
In Section 3 we prove the discrete-to-continuous scaling limit. First, we give the
explicit construction of the fundamental solution of the continuum problem (NP’), which
is possible via a suitable change of variables relating the evolution to the explicitly
analyzable Bessel process. Decay and regularity properties of solutions can be read off
from the explicit fundamental solution. Moreover, it allows us to define a sensible notion
of weak solution for equation (NP’) in terms of the adjoint equation, which includes the
scaling solution γλ and has a built-in uniqueness property. The proof of Theorem 1.7
is given in Section 3.2 and relies on a replacement estimate for the defect between the
discrete operator Lλ and the continuous operator Lλ (Section 3.3) which yields that the
rescaled discrete solutions Uε are approximate weak solutions to equation (NP’). Here,
the technical part is due to the degeneracy of the equation, which implies that the test
functions are not smooth at x = 0 (Section 3.4). Using this approximation property and
the compactness inherited from the scale-invariant decay and continuity estimates, one
can pass to the limit and obtain Theorem 1.7.
To prove Theorem 1.3, we relate the scaling-limit to the long-time behavior of the
empirical measures associated with solutions to equation (DP) in Section 4. In partic-
ular, the scaling limit implies precise asymptotics for the moments which translate to
asymptotics for the time change τ and allow us to obtain the self-similar behavior for
solutions to (EDGλ) with explicit scaling function.
2. Analysis of discrete equations
2.1. Well-posedness. Before analyzing properties of solutions, we first collect some
well-posedness results. For this we specify the notions of solutions for all three equations.
We define suitable weighted ℓ1(N)-spaces by setting for µ ≥ 0
Xµ(N) = {u ∈ ℓ∞(N) : ‖u‖Mµ <∞}, with ‖u‖Xµ =Mµ
[|u|],
X+µ (N) = {u ∈ Xµ : u ≥ 0},
and define Xµ(N0),X
+
µ (N0) in the obvious way. We consider all of the above spaces as
Banach spaces equipped with the norm ‖·‖Xµ . When there is no danger of confusion, we
just write Xµ, X
+
µ .
Definition 2.1 (Solutions to (EDGλ)). Let λ ∈ [0, 2), c(0) ∈ X+max(1,λ)(N0) and T ∈
(0,∞]. Then a function c : [0, T )→ X+max(1,λ)(N0) is a solution to equation (EDGλ) with
initial data c(0) and kernel given in (1.3) if the following holds:
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(1) It holds t 7→ ‖c(t, ·)‖Xmax(1,λ) ∈ L∞loc([0, T )).
(2) For every k ≥ 0 holds t 7→ ck(t) ∈ C0([0, T )) and
ck(t) = c
(0)
k +
∫ t
0
EDGλ[c](s, k) ds,
where EDGλ[c] denotes the right-hand side in (EDGλ).
Definition 2.2 (Solutions to (DP)). Let λ ∈ [0, 2), µ ≥ 1, u0 ∈ Xµ(N) and T ∈ (0,∞].
Then u = u(t, k) : [0, T )→ Xµ is a solution to equation (DP) in Xµ with initial data u0
if the following holds:
(1) It holds t 7→ ‖u(t, ·)‖Xµ ∈ L∞loc([0, T )).
(2) For every k ∈ N holds t 7→ u(t, k) ∈ C0([0, T )) and
u(t, k) = u0(k) +
∫ t
0
∆N(aλu)(s, k) ds.
Definition 2.3 (Solutions to (NP)). Let λ ∈ [0, 2), µ ≥ 0, U0 ∈ Xµ(N) and T ∈ (0,∞].
Then U = U(t, k) : [0, T ) → Xµ is a solution to equation (NP) in Xµ with initial data
U0 if the following holds:
(1) It holds t 7→ ‖U(t, ·)‖Xµ ∈ L∞loc([0, T )).
(2) For every k ∈ N holds t 7→ U(t, k) ∈ C0([0, T )) and
U(t, k) = U0(k) +
∫ t
0
LλU(s, k) ds. (2.1)
In all three cases, we call solutions global solutions in the case T = ∞ and local
solutions in the case T <∞. Note that the integral formulations for u and U imply that
solutions are indeed smooth and (DP), respectively (NP) hold pointwise, while a solution
to (EDGλ) is a priori only Lipschitz continuous. We start with the well-posedness of (NP)
and then deduce corresponding results for the other two equations, see Corollaries 2.9
and 2.10.
Proposition 2.4. For µ ≥ 0 and U0 ∈ Xµ(N) exists a unique global solution U to
equation (NP) in Xµ with initial data U0 given by the representation formula
U(t, k) =
∞∑
l=1
Φ(t, k, l)U0(l),
where Φ = Φ(t, k, l) is the fundamental solution, i.e Φ(·, ·, l) is the solution to equa-
tion (NP) in Xµ for all µ ≥ 0 with initial data Φ(0, k, l) = δkl.
The proof of Proposition 2.4 is split into several auxiliary results. First, we provide a
technical Lemma, which in its full scope is not needed in the existence proof, but plays
a crucial role in the derivation of moment estimates later.
Lemma 2.5. (1) For all µ ≥ 0 and λ ∈ [0, 2), it holds
Lλ(k
µ)
kµ+λ−2
→ µ(µ+ λ− 1), as k →∞.
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(2) For all µ > 0 and λ ∈ [1, 2), there exists a positive constant C = C(µ, λ) ≥ 1
such that
C−1kµ+λ−2 ≤ Lλ(kµ) ≤ Ckµ+λ−2, for all k ∈ N.
Proof. We calculate
Lλ(k
µ) = kλ
(
(k + 1)µ − kµ)− (k − 1)λ(kµ − (k − 1)µ)
= kµ+λ
(
(1 + k−1)µ − 1 + (1− k−1)λ((1− k−1)µ − 1)) = kµ+λfµ,λ(k−1),
where fµ,λ(x) = (1 + x)
µ − 1 + (1 − x)λ((1− x)µ − 1). To show the first statement, a
simple calculation gives that
fµ,λ(0) = 0 = f
′
µ,λ and f
′′
µ,λ(0) = 2µ(µ+ λ− 1),
hence fµ,λ(x)x
−2 → µ(µ+λ− 1) as x→ 0, which gives Lλ(kµ)k2−λ−µ → µ(µ+λ− 1) as
k →∞. The second statement also follows from the asymptotic behavior of fµ,λ if we can
show in addition that fµ,λ > 0 on (0, 1]. For that end, we view fµ,λ as a function of two
variables fλ(µ, x) = fµ,λ(x) with parameter λ. Note that we have 0 = fλ(0, x) = fλ(µ, 0).
We calculate the partial derivative for µ > 0, x ∈ (0, 1)
∂µfλ(µ, x) = log(1 + x)(1 + x)
µ + (1− x)λ log(1− x)(1 − x)µ
≥ log(1 + x)(1 + x)µ + (1− x) log(1− x)(1 + x)µ
= (1 + x)µ(log(1 + x) + (1− x) log(1− x)) = (1 + x)µg(x),
where the lower bound follows from the fact that log(1 − x) ≤ 0, (1− x)λ ≤ (1− x) for
λ ≥ 1 and (1− x)µ ≤ (1 + x)µ for µ > 0. If we can show that g(x) > 0 for all x ∈ (0, 1),
then it follows from fλ(0, x) = 0 that fλ(µ, x) > 0 for all µ > 0, x ∈ (0, 1]. Calculating
derivatives of g, we have
g′(x) = (1 + x)−1 − log(1− x)− 1,
g′′(x) = −(1 + x)−2 + (1− x)−1,
g′′′(x) = 2(1 + x)−3 + (1− x)−2.
Thus we have g(0) = g′(0) = g′′(0) = 0 and g′′′ > 0 on [0, 1), hence g > 0 on [0, 1). 
Next, we prove a first existence result. To that end we introduce the following notation:
For a function f : R+ × N → R we write f ∈ C∞c (R+ × N) if f satisfies the following
properties
(1) There exists N ∈ N and T ∈ R such that f(t, k) = 0 if t ≥ T or k ≥ N .
(2) For every k ∈ N the map t 7→ f(t, k) is smooth.
Lemma 2.6. Let µ ≥ 0, U0 ∈ X+µ (N) and f ∈ C∞c (R+ × N) with f ≥ 0. Then there
exists a global solution U in X+µ with initial data U0 to the inhomogeneous equation
∂tU − LλU = f, (2.2)
in the sense of Definition 2.3 with (2.1) replaced by U(t, k) = U0(k)+
∫ t
0 (LλU + f)(s, k) ds.
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Proof. For existence of solutions we apply standard regularization and truncation tech-
niques. For m > 0 define a
(m)
λ (k) to be
a
(m)
λ (k) =
{
kλ, k ≤ m,
mλ, k > m.
Then a
(m)
λ is bounded from above and below on [1,∞) and the corresponding elliptic
operator is L
(m)
λ = ∂
−(a(m)λ ∂
+). By standard arguments, there exists a unique non-
negative solution U (m) to equation
∂tU
(m) − L(m)λ U (m) = f
with initial data U0 that satisfies sup0≤t≤T Mµ
[
U (m)(t, ·)] < ∞ for all T ≥ 0 and µ ≥ 0
such thatMµ[U0] <∞. Let N ∈ N, then by using the discrete integration by parts (1.16),
we arrive at
d
dt
N∑
l=1
kµU (m) =
N∑
l=1
kµ∂tU
(m) =
N∑
l=1
kµL
(m)
λ U
(m) +
N∑
l=1
kµf
=
N∑
l=1
L
(m)
λ (k
µ)U (m) +
N∑
l=1
kµf +R(t,N),
where R(t,N) = (N + 1)µa
(m)
λ (N)∂
+U (m)(t,N)− ∂+(kµ)(N)a(m)λ (N)U (m)(t,N + 1) are
the boundary terms from the discrete integration by parts. Now for k ≤ m we have
L
(m)
λ (k
µ) = Lλ(k
µ) . kµ+λ−2 . kµ by Lemma 2.5, while for k > m we have
L
(m)
λ (k
µ) = mλ∂−∂+(kµ) . mλkµ−2 ≤ kµ+λ−2 . kµ,
again by Lemma 2.5 and the fact that L0 = ∂
−∂+. Thus we obtain
d
dt
N∑
l=1
kµU (m) .Mµ[U
(m)] +Mµ[f ] +R(t,N).
Next, we note that for fixed m, R(t,N) ≤ C(m)Mµ[U (m)], hence R is bounded on each
compact time interval. Moreover, because Mµ[U
(m)] < ∞, we have R(t,N) → 0 as
N →∞ for every t ≥ 0. Thus by integrating in time and letting N →∞, we obtain
Mµ[U
(m)](t) .Mµ[U0] +
∫ t
0
Mµ[f ](s) ds+
∫ t
0
Mµ[U
(m)](s) ds.
We conclude with Gronwall’s lemma that sup0≤t≤T Mµ[U (m)](t) ≤ C(T ) independent of
m, because of f ∈ C∞c (R+ × N). Next, we establish compactness of the sequence U (m).
Because the above calculation holds in particular for M0, we have that U
(m)(t, k) is
uniformly bounded on each compact time interval. We also have∣∣L(m)λ U (m)∣∣(k) . kλ‖U (m)‖∞ ≤ kλM0[U (m)].
Hence, for each k ∈ N the time derivative of U (m)(t, k) is uniformly bounded on every
bounded time interval. By using Arzela-Ascoli’s theorem and standard diagonal argu-
ments it is easy to see that for a subsequence we have U (m)(t, k) → U(t, k) as m → ∞
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for every k ∈ N locally uniformly in time. Passing to the limit in the time integrated
equation
U (m)(t, k) = U0(k) +
∫ t
0
(
L
(m)
λ U
(m) + f
)
(s, k) ds,
it follows that U is a solution to equation (2.2) with initial data U0. Furthermore, by
Fatou’s lemma all moment bounds of U (m) carry over to U , which finishes the proof. 
Corollary 2.7. For U0 ∈ X0(N) and any T > 0 exists at most one solution U to
equation (NP) on [0, T ) in X0 with initial data U0.
Proof. Because of linearity it suffices to show that every solution U in X0 with initial
data 0 is equal to 0. For that end, let T > 0, l ∈ N, η ∈ C∞c ((0, T )) with η ≥ 0 and
let f(t, k) = η(t)δlk. Then by Lemma 2.6 there exists a non-negative solution to the
backwards equation
∂tV + LλV = −f,
on the interval [0, T ] with terminal data V (T, ·) = 0 and sup0≤t≤T Mµ[V (t, ·)] < ∞ for
all µ ≥ 0. Multiplying equation (NP) for U with V , taking sums and integrating in time
we obtain
0 =
∫ T
0
∞∑
k=1
V ∂tU − V LλU dt = −
∫ T
0
∞∑
k=1
(∂tV + LλV )U dt
= −
∫ T
0
∞∑
k=1
fU dt = −
∫ T
0
η(t)U(t, l) dt.
Here we used integration by parts in time and space, which is easily justified using that U
is a solution in X0 and the moment bounds on V . Since η(t) and l were arbitrary, we
conclude that U = 0. 
Based on the well-posedness result for (NP) from Lemma 2.6 and Corollary 2.7, we have
a Green function representation for the solutions.
Corollary 2.8. There exists a function Φ : R+ × N × N → R+ with the following
properties
(1) For all µ ≥ 0, l ∈ N, Φ(·, ·, l) is the unique global solution to equation (NP) in
X+µ with initial data Φ(0, k, l) = δkl.
(2) For all t ≥ 0, k, l ∈ N it holds Φ(t, k, l) = Φ(t, l, k).
(3) For all t ≥ 0, l ∈ N it holds M0[Φ(t, ·, l)] = 1.
(4) For all U0 ∈ Xµ(N) the function
U(t, k) =
∞∑
l=1
Φ(t, k, l)U0(l)
is a global solution to equation (NP) in Xµ with initial data U0 and M0[U(t, ·)] =
M0[U0] for all t ≥ 0.
Proof. The existence and uniqueness of Φ follows directly from Lemma 2.6 and Corol-
lary 2.7. The symmetry of Φ follows by using the same parabolic approximation as in
the proof of Lemma 2.6, where symmetry is clear for the approximating functions and
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hence carries over to the limit. The fourth property is a direct consequence of Lemma 2.6.
Indeed, since all moments of Φ are finite, the following calculations involving discrete
integration by parts and differentiating under the sum can be rigorously justified to
conclude that
d
dt
∞∑
l=1
Φ(t, k, l)U0(l) =
∞∑
k=1
∂tΦ(t, k, l)U0(l)
=
∞∑
k=1
LλΦ(t, k, l)U0(l) = Lλ
( ∞∑
l=1
Φ(t, k, l)U0(l)
)
,
which proves the representation formula. Finally, from Lemma 2.5 we get the bound
Lλ(k
µ) ≤ Ckµ, which gives the bound
d
dt
Mµ[Φ(t, ·, l)] =
∞∑
k=1
Lλ(k
µ)Φ(t, ·, l) ≤ CMµ[Φ(t, ·, l)].
Hence, we get sup0≤t≤T Mµ[Φ(t, ·, l)] . C(T )lµ. Then from the representation formula
follows
Mµ[|U(t, ·)|] ≤
∞∑
l=1
Mµ[Φ(t, ·, l)]|U0(l)| ≤ C(T )Mµ[|U0|],
which finishes the proof. 
As a consequence of the well-posedness result for equation (NP) we also obtain a
well-posedness result for equation (DP), since both equations are linked by taking the
discrete derivative, respectively anti-derivative.
Corollary 2.9. Let µ ≥ max(1, λ), u0 ∈ X+µ (N). Then there exists a unique global
solution u to equation (DP) in X+µ with initial data u0. Furthermore, this solution
satisfies
d
dt
M0[u(t, ·)] = −u(t, 1) and d
dt
M1[u(t, ·)] = 0.
Proof. Let U0 denote the tail distribution associated to u0. Then there exists a unique
global solution to equation (NP) with initial data U0 and M0[U(t, ·)] = M0[U0] for all
t ≥ 0. Then it is easily checked that u(t, k) = −∂+U(t, k) is a solution to equation (DP)
with initial data u0 and M1[u(t, ·)] = M0[U(t, ·)] = M0[U0] = M1[u0] by Corollary 2.8,
and ddtM0[u] =
d
dtU(t, 1) = ∂
+U(t, 1) = −u(t, 1). The bound for the higher moments also
follows from Corollary 2.8, observing that Mµ[u] is comparable to Mµ−1[U ], hence u is a
solution in Xµ. The non-negativity of the solution u easily follows from the comparison
principle for the discrete Laplacian, showing that u(t, k) = 0 implies ∂tu(t, k) ≥ 0. For
uniqueness, let u, v be two solutions to equation (DP) in Xµ with the same initial data.
Then their tail distributions U, V are solutions to equation (NP) in Xµ−1. Indeed, for
k,N ∈ N, N > k we calculate
d
dt
N∑
l=k
u(t, k) =
N∑
l=k
∆N(aλu)(t, k) = ∂
+(aλu)(t,N)− ∂−(aλu)(t, k).
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Hence, we have the representation
N∑
l=k
u(t, k) =
N∑
l=k
u(0, k) +
∫ t
0
∂+(aλu)(s,N)− ∂−(aλu)(s, k) ds.
Now ∂+(aλu)(s,N) ≤ sup0≤s≤tMµ[u] < ∞ and ∂+(aλu)(s,N) → 0 as N → ∞ for all
s ∈ [0, t] because u is a solution in Xµ. Hence letting N → ∞ in the above equality
yields
U(t, k) = U(0, k) −
∫ t
0
∂−(aλu)(s, k) ds = U0(k) +
∫ t
0
∂−(aλ∂+U)(s, k) ds,
which, together with the fact that Mµ[u] and Mµ−1[u] are comparable, shows that U is
a solution to equation (NP) in Xµ−1. We conclude that if u and v have the same initial
data, then U = V due to uniqueness for equation (NP) and thus u = v. 
By classical means it is straightforward to prove well-posedness of the equation (DP)
also in X+µ (N) for µ ∈ [0, 1]. However, in our applications to (EDGλ), the µ-moment
with µ ≥ max{1, λ} is naturally appearing and we obtain from the above result the local
well-posedness of (EDGλ) for the full relevant range λ ∈ [0, 2).
Corollary 2.10. Let λ ∈ [0, 2), c(0) ∈ X+max(1,λ)(N0). Then there exists T > 0 and a
solution c to equation (EDGλ) on [0, T ) with initial data c
(0). Furthermore, the following
statements hold:
(1) Any solution c to equation (EDGλ) on a finite interval [0, T ) can be extended if
sup0≤t<T Mλ[c(t, ·)] <∞.
(2) Any solution c to equation (EDGλ) on [0, T ) conserves for all t ∈ [0, T )
∞∑
k=0
ck(t) =
∞∑
k=0
ck(0) and
∞∑
k=0
kck(t) =
∞∑
k=0
kck(0).
Proof. Let u be the global solution to equation (DP) with initial data u0 = c
(0). Then
by Corollary 2.9 we have thatMmax(1,λ)[u] is bounded on each finite time interval, which
allows to define
s : [0,∞)→ [0, s∗) with s(t) =
∫ t
0
1
Mλ[u](r)
dr,
for some s∗ ∈ (0,∞]. By setting ck(s(t)) = u(t, k) for k ≥ 1 and c0 = 1 − M0[c],
we obtain by straightforward calculus that ck(s) is a solution to equation (EDGλ) on
the time interval [0, s∗). To show the statement regarding extension of solutions, if c
is a solution to equation (EDGλ) on [0, T ) with sup0≤t<T Mmax(1,λ)[c(t, ·)] < ∞, then
by equation (EDGλ) we get that ck is uniformly Lipschitz continuous on [0, T ) and
hence there exists c∗k such that limt→T ck(t) = c
∗
k. By Fatou’s lemma we also have that
Mmax(1,λ)[c
∗] < ∞, hence c∗ ∈ X+max(1,λ) and we can extend the solution by solving
(EDGλ) locally with initial data c
∗. For the last statement, we recall that the time
change
τ(t) =
∫ t
0
Mλ[c(s, ·)] ds
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yields a (local) solution u(τ(t), k) = ck(t) to equation (DP) in Xmax(1,λ), and then by
uniqueness for u the desired result follows from the identities for M0[u],M1[u] from
Corollary 2.9. 
2.2. Discrete Nash inequality: Proof of Proposition 1.5. The goal of this section
is to prove the discrete Nash-type interpolation inequality in Proposition 1.5. We first
give a proof of the continuous version of the Nash-inequality and then use it to prove
the discrete version. As in the discrete case (1.19), we define the Dirichlet form for
f, g ∈ L2(R+) by
Eλ(f, g) =
∫ ∞
0
|x|λf ′(x)g′(x) dx. (2.3)
Proposition 2.11 (Continuous Nash-inequality). Let λ ∈ [0, 2). Then for all f ∈
L2(R+) with Eλ(f) <∞ it holds
‖f‖22 . ‖f‖
2(2−λ)
3−λ
1 Eλ(f)
1
3−λ . (CNI)
Taking Proposition 2.11 for granted, we can now reduce the discrete Nash-inequality
to the continuous case by considering the piecewise linear interpolation of the discrete
function U .
Proof of Proposition 1.5. We define the function f by
f(x) =
{
U(1), 0 ≤ x ≤ 1,
U(k) + ∂+U(k)(x− k), k ≤ x ≤ k + 1.
Then we calculate
‖f‖1 = U(1) +
∞∑
k=1
∫ 1
0
(∣∣U(k)∣∣(1− x) + ∣∣U(k + 1)∣∣x)dx ≤ 2‖U‖1.
Similarly, we get
Eλ(f) =
∞∑
k=1
|∂+U(k)|2
∫ k+1
k
xλ dx . Eλ(U),
and ‖f‖22 = U(1)2 +
∞∑
k=1
∫ 1
0
(
U(k) + ∂+U(k)x
)2
dx
= U(1)2 +
1
3
∞∑
k=1
(
U(k)2 + U(k + 1)2 + U(k)U(k + 1)
)
≥ 1
3
‖U‖22.
Thus applying (CNI) to the function f yields the desired inequality for U . 
Hence, it remains to proof Proposition 2.11. We generalize the argument given in [9,
Section 4.4] due to [11]. For doing so, we have to adapt two ingredients of the proof to
cover the weighted Dirichlet form (2.3). First, we need the following weighted version of
the Pólya–Szegő rearrangement inequality.
Lemma 2.12 (Weighted Pólya–Szegő). Let λ ∈ [0, 2). Then for all nonnegative f ∈
H1loc(R+) with Eλ(f) <∞ holds
Eλ(f∗) ≤ Eλ(f), (2.4)
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where f∗ is the non-increasing rearrangement of f .
Proof. For the proof, let k = λ2 ∈ [0, 1). Let Ω ⊂ R+ arbitrary and Ω∗ = [0, |Ω|) be the
interval from 0 to |Ω|, then it holds∫
∂Ω∗
|x|kH0(dx) ≤
∫
∂Ω
|x|kH0(dx). (2.5)
Indeed, for the proof one can argue that it is enough to consider to be intervals Ω =
(x, x+r) for x ∈ R+ and r > 0 (see [2, Theorem 6.1] on how to reduce to this statement).
Then, the desired inequality becomes the obvious statement
rk ≤ |x|k + |x+ r|k.
For the rest of the proof, we can follow exactly along the same lines as in [2, Theorem
8.1] with the only difference, that now the isoperimetric inequality (2.5) is used. 
The next ingredient is a weighted Poincaré inequality.
Lemma 2.13 (Weighted Poincaré inequality). For any λ ∈ [0, 2) exists CPI(λ) ∈ (0,∞)
such that for any R > 0 and any f ∈ H1loc(R+) with
∫R
0 f dx = 0 holds∫ R
0
|f |2 dx ≤ R2−λCPI(λ)
∫ R
0
|f ′|2|x|λ dx. (2.6)
Moreover, the constant CPI(λ) is bounded by
CPI(λ) ≤ 1
(2− λ)(4 − λ) .
Proof. Rescaling reduces (2.6) to the inequality∫ 1
0
|f |2 dx ≤ CPI(λ)
∫ 1
0
|f ′|2|x|λ dx.
The above inequality follows from an argument by [13]. Let g : [0, 1] → R be a monotone
increasing absolutely continuous function. Then, it holds∫ 1
0
|f |2 dx =
∫ 1
0
∫ 1
x
(f(x)− f(y))2 dxdy
=
∫ 1
0
∫ 1
x
(∫ y
x
f ′(ξ)√
g′(ξ)
√
g′(ξ) dξ
)2
dxdy
≤
∫ 1
0
∫ 1
x
∫ y
x
|f ′(ξ)|2
g′(ξ)
dξ
∫ y
x
g′(ξ) dξ dxdy
=
∫ 1
0
|f ′(ξ)|2|ξ|λ
g′(ξ)|ξ|λ
∫ ξ
0
∫ 1
ξ
(g(y)− g(x)) dy dxdξ
≤ sup
ξ∈[0,1]
(
1
g′(ξ)|ξ|λ
∫ ξ
0
∫ 1
ξ
(g(y) − g(x)) dy dx
)∫ 1
0
|f ′(ξ)|2|ξ|λ dξ
Hence for any choice of g, where the sup in ξ is finite, the first term provides an upper
bound on CPI(λ). We choose g(ξ) =
ξα−1
α for some α > 0 yet to be determined and
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obtain the upper bound
CPI(λ) ≤ sup
ξ∈[0,1]
(
ξ1−α−λ
ξ(1− ξα)
α(1 + α)
)
. (2.7)
We choose α = 1− λ2 and note that with this choice
ξ2−α−λ
(
1− ξα) = ξ1−λ2 (1− ξ1−λ2 ) ≤ 1
4
.
Hence, we obtain the bound
CPI(λ) ≤ 1
4
1(
1− λ2
)(
2− λ2
) = 1
(2− λ)(4− λ) .

Now, the proof of Proposition 2.11 follows along the same lines as in [9, Section 4.4].
Proof of Proposition 2.11. We can assume without loss of generality that f is nonnega-
tive and denote with f∗ its non-increasing rearrangement. Then, we have ‖f∗‖2 = ‖f‖2
by Cavalieri’s principle and thanks to Lemma 2.12 also Eλ(f∗) ≤ Eλ(f). So, we can
consider non-increasing nonnegative functions. For any R > 0 let fR = f1[0,R). Since,
f is non-increasing, it holds
f − fR ≤ f(R) ≤ f¯R = ‖fR‖1
R
.
Taking the L2-norm of the above inequality gives
‖f − fR‖22 ≤ f¯R‖f − fR‖1 =
‖fR‖1
R
‖f − fR‖1. (2.8)
Likewise, we can write
‖fR‖22 =
∥∥fR − f¯R∥∥22 + ∥∥f¯R 1[0,R)∥∥22.
By applying the weighted Poincaré inequality from Lemma 2.13 to the first term, results
in the estimate
‖fR‖22 ≤ R2−λCPI(λ)Eλ(f) +
‖fR‖21
R
, (2.9)
where we used that Eλ(fR) ≤ Eλ(f). Now, we write ‖f‖22 ≤ ‖fR‖22+‖f −fR‖22 and apply
the two estimates (2.8) and (2.9) to arrive at
‖f‖22 ≤ R2−λCPI(λ)Eλ(f) +
‖fR‖1
R
(‖fR‖1 + ‖f − fR‖1) ≤ R2−λCPI(λ)Eλ(f) +
‖f‖21
R
.
The choice
R∗ =
(
‖f‖21
CPI(λ)Eλ(f)
) 1
3−λ
,
yields the claimed estimate (CNI). 
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2.3. Decay and continuity: Proof of Theorem 1.6. Recall that every solution U
to equation (NP) can be represented by
U(t, k) =
∞∑
l=1
Φ(t, k, l)U0(l), (2.10)
where Φ is the fundamental solution, see Proposition 2.4. By the classical arguments
from [33] and the discrete Nash inequality (1.5), we obtain the decay of the Green
function.
Lemma 2.14. Let Φ : R+ × N × N be the fundamental solution of (NP) from Proposi-
tion 2.4, then it holds
‖Φ(t, ·, l)‖2 . (1 + t)−
α
2 and ‖Φ(t, ·, l)‖∞ . (1 + t)−α. (2.11)
Proof. For convenience we use the notation Φ(t) = Φ(t, ·, l) for some fixed l during the
proof. We define f(t) = ‖Φ(t)‖22 and calculate
d
dt
f(t) = −2Eλ(Φ(t)).
Then by the Nash-type inequality (DNI) we estimate
d
dt
f(t) . −f(t)3−λ,
where we used that all fundamental solutions have unit mass. Integrating this differen-
tial inequality and using f(0) = 1 we get the desired inequality for ‖Φ‖2. To strengthen
this estimate to a uniform bound (with faster decay), we apply the representation for-
mula (2.10) and obtain
Φ(2t, k, l) =
∞∑
m=1
Φ(t, k,m)Φ(t,m, l) ≤ ‖Φ(t)‖22,
where we used that Φ(t, k, l) = Φ(t, l, k) by symmetry of the operator Lλ. 
The representation formula (2.10) for general solutions then directly implies the L2-
and L∞-decay estimates in Theorem 1.6. Next we analyze the temporal decay of the
Dirichlet form Eλ of solutions. The identity
d
dt ‖U‖22 = −2Eλ(U) and the above L2
estimate suggest an estimate of the form Eλ(U) . t
−(α+1). The next lemma shows that
this is indeed the case and in particular we have a Nash-continuity estimate.
Lemma 2.15. Let Φ : R+ × N × N be the fundamental solution of (NP) from Proposi-
tion 2.4, then for all 0 < s < t and k1, k2, l ∈ N it holds
Eλ(Φ(t, ·, l)) . t−(α+1), (2.12)
|Φ(t, k2, l)− Φ(t, k1, l)| . t−α
∣∣θλ(t−αk2)− θλ(t−αk1)∣∣ 12 , (2.13)
|Φ(t, k, l) − Φ(s, k, l)| . s−αωλ(t/s), (2.14)
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where
θλ(x) =
{
1
1−λx
1−λ, λ 6= 1,
log(x), λ = 1,
(2.15)
ωλ(r) =


2
|1−α|
∣∣∣(r − 1/2) 1−α2 − (1/2) 1−α2 ∣∣∣, λ 6= 1,
log(2r − 1), λ = 1.
(2.16)
Proof. The Cauchy-Schwarz inequality gives |〈U,−LλU〉2| ≤ ‖U‖2‖LλU‖2, hence with
f(t) = Eλ(Φ(t, ·, l)) = 〈Φ(t, ·, l),−LλΦ(t, ·, l)〉2 we have
d
dt
f(t) = −2〈LλΦ(t, ·, l), LλΦ(t, ·, l)〉 ≤ −2‖Φ(t, ·, l)‖−22 f2 . −tαf(t)2,
where we used the L2 decay estimate on Φ. Integrating this differential inequality yields
f(t) .
1
f(0)−1 + tα+1
≤ t−(α+1).
For the second statement the (discrete) fundamental theorem of calculus and Cauchy-
Schwarz inequality imply
|Φ(t, k2, l)− Φ(t, k1, l)| ≤
k2∑
m=k1
|∂+Φ(t,m, l)| ≤ Eλ(Φ(t, ·, l))
1
2
(
k2∑
m=k1
m−λ
) 1
2
. t−
α+1
2 |θλ(k2)− θλ(k1)|
1
2 = t−α
∣∣θλ(t−αk2)− θλ(t−αk1)∣∣ 12 .
For the last statement we use for 0 ≤ t0 < t the representation
Φ(t, k, l) =
∞∑
m=1
Φ(t− t0, k,m)Φ(t0,m, l).
In particular for 0 < t0 < s < t we have
|∂tΦ(t, k, l)| =
∣∣∣∣∣
∞∑
m=1
∂tΦ(t− t0, k,m)Φ(t0,m, l)
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
m=1
Lλ,mΦ(t− t0,m, k)Φ(t0,m, l)
∣∣∣∣∣
≤ Eλ(Φ(t− t0, ·, k))
1
2Eλ(Φ(t0, ·, l))
1
2 . (t− t0)−
α+1
2 t
−α+1
2
0 ,
hence
|Φ(t, k, l) −Φ(s, k, l)| ≤
∫ t
s
|∂rΦ(r, k, l)|dr ≤ t−
α+1
2
0
∫ t
s
(r − t0)−
α+1
2 dr.
Choosing t0 = s/2 and evaluating the integral on the right-hand-side we arrive at
|Φ(t, k, l) − Φ(s, k, l)| . 2|1− α|s
−α+1
2
∣∣∣∣∣
(
t− s
2
) 1−α
2 −
(
s
2
) 1−α
2
∣∣∣∣∣ = s−αωλ
(
t
s
)
. 
Again the continuity estimates for general solutions to equation (NP) in the second
part in Theorem 1.6 follow from the representation (2.10).
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2.4. Moment estimates. We want to estimate the moments Mµ[Φ(t, ·, l)] of the fun-
damental solution of equation (NP) from above and below optimally in terms of scaling.
Lemma 2.16. Let Φ : R+ × N × N be the fundamental solution of (NP) from Proposi-
tion 2.4, then for some C = C(λ, µ) > 0 the following moment bounds hold:
for µ > 0 : Mµ[Φ(t, ·, l)] ≤
(
l
1
α + Ct
)αµ
;
for λ ≥ 1 and µ > 0 : Mµ[Φ(t, ·, l)] ≥
(
l
1
α + Ct
)αµ
;
for µ < 0 : Mµ[Φ(t, ·, l)] ≥
(
l
1
α + Ct
)αµ
.
Proof. For the proof, C always denotes a constant that may depend on λ and exponents µ
and ν. The first estimate is obtained for µ ≥ 2−λ. Taking the time derivative, applying
Jensen’s inequality with the power 0 ≤ µ+λ−2µ ≤ 1, and using Lemma 2.5 to estimate
the term Lλ(k
µ), we have
d
dt
Mµ[Φ(t, ·, l)] =
∞∑
k=1
Lλ(k
µ)Φ(t, k, l) ≤ C
∞∑
k=1
kµ+λ−2Φ(t, k, l)
≤ C
( ∞∑
k=1
kµΦ(t, k, l)
) µ+λ−2
µ
= CMµ[Φ(t, ·, l)]
µ+λ−2
µ .
By using Mλ[Φ(0, ·, l)] = lµ, the above differential inequality is integrated to
Mµ[Φ(t, ·, l)] ≤
(
l
1
α + Ct
)αµ
.
Then, for any 0 < ν < µ we apply again Jensen’s inequality to arrive at
Mν [Φ] ≤Mµ[Φ]
ν
µ ≤
(
l
1
α + Ct
)αν
,
which shows that the above upper estimate holds in fact for any µ > 0. Next we derive
a lower bound in the case λ ≥ 1, 0 < µ < 2− λ. Indeed, a similar calculation as above
yields
d
dt
Mµ[Φ(t, ·, l)] =
∞∑
k=1
Lλ(k
µ)Φ(t, k, l) ≥ C
∞∑
k=1
kµ+λ−2Φ(t, k, l) ≥ CMµ[Φ(t, ·, l)]
µ+λ−2
µ ,
by the second statement of Lemma 2.5 and the fact that µ+λ−2µ < 0. This is then
integrated as above and yields the inequality
Mµ[Φ(t, ·, l)] ≥
(
l
1
α + Ct
)αµ
,
and by applying Jensen’s inequality this inequality holds for all µ > 0. Also note that
the above estimate holds for all µ < 0. Indeed, for µ < 0 we apply Jensen’s inequality
again to obtain
Mµ[Φ] ≥M1[Φ]µ ≥
(
l
1
α + Ct
)αµ
. 
Next we prove a general interpolation inequality for moments.
Lemma 2.17. For u ∈ ℓ∞+ (N) with M1[u] <∞ and every µ ∈ (0, 1) holds
Mµ[u] ≤ 2M0[u]1−µM1[u]µ.
24 CONSTANTIN EICHENBERG AND ANDRÉ SCHLICHTING
Proof. For any N ∈ N, we have the estimate
Mµ[u] =
∞∑
k=1
kµu(t, k) =
N∑
k=1
kµu(t, k) +
∞∑
k=N+1
kµu(t, k) ≤ NµM0[u] + (N + 1)µ−1M1[u].
Now, we choose N to be the largest natural number such that N ≤M1[u]M0[u]−1, which
implies also N ≥M1[u]M0[u]−1 − 1 and thus the estimate
NµM0[u] + (N + 1)
µ−1M1[u] ≤ (M1[u]M0[u]−1)µM0[u] + (M1[u]M0[u]−1)µ−1M1[u]
= 2M0[u]
1−µM1[u]µ. 
The estimates from Lemma 2.16 and Lemma 2.17 yield various moment bounds for
solutions to equation (DP).
Proposition 2.18. Any solution u to the equation (DP) in X+max(1,λ) with M1[u] = ρ
satisfies the moment bounds:
(1) For 0 < µ < 1, there exist constants C1 = C1(λ, µ) > 0 and C2 = C2(λ) > 0
such that
C1ρ
− µ
1−µMµ[u0]
1
1−µ (1 ∨ t)−α ≤M0[u(t, ·)] ≤ C2 ρ t−α.
(2) For 0 < µ < 1, there exist constants C1 = C1(λ, µ) > 0 and C2 = C2(λ) > 0
such that
C1Mλ[u0](1 ∨ t)α(µ−1) ≤Mµ[u(t, ·)] ≤ C2 ρ tα(µ−1).
(3) For µ > 1, there exist constants C1 = C1(λ, µ) ≥ 0 and C2 = C2(λ, µ) > 0 such
that
C1 ρ t
α(µ−1) ≤Mµ[u(t, ·)] ≤ C2Mµ[u0](1 ∨ t)α(µ−1).
Furthermore, C1 is strictly positive for λ ∈ [1, 2).
Proof. We start with the second statement. Note that, up to constants that depend only
on µ, Mµ[u] is comparable to Mµ−1[U ], where U is the tail distribution corresponding
to u and thus a solution to equation (NP). Then the third inequality from Lemma 2.16
and the representation formula (2.10) yield
Mµ−1[U(t, ·)] =
∞∑
l=1
Mµ−1[Φ(t, ·, l)]U0(l) ≥
∞∑
l=1
(
l
1/α + Ct
)α(µ−1)
U0(l). (2.17)
Next, for t ≤ 1 we have(
l
1/α + Ct
)α(µ−1) ≥ (l1/α + C)α(µ−1) ≥ lµ−1(1 + C)α(µ−1),
while for t ≥ 1 we estimate(
l
1/α + Ct
)α(µ−1) ≥ tα(µ−1)(l1/α + C)α(µ−1) ≥ tα(µ−1)lµ−1(1 + C)α(µ−1).
Thus, for t ≥ 0 we have the estimate (l1/α + Ct)α(µ−1) ≥ lµ−1(1 + C)α(µ−1)(1 ∨ t)α(µ−1).
Plugging this estimate into the representation formula (2.17) gives the lower bound in
statement (2). Next, we note that the upper bound from the statement (1) immediately
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follows from the fact that M0[u(t, ·)] = U(t, 0) and (1.22). This enables us to prove the
upper bound in the statement (2) by interpolation. Indeed, by Lemma 2.17 we have
Mµ[u] ≤ 2M0[u]1−µM1[u]λ = 2M0[u]1−µρµ ≤ 3C ρ tα(µ−1).
Using the interpolation inequality in the other direction and the lower bound obtained
for Mµ[u] in (2.17), we have for every µ ∈ (0, 1) that
M0[u]
1−µ ≥ 1
2
ρ−µMµ[u] ≥ 1
2
ρ−µC(t0, µ)Mµ[u0](1 ∨ t)α(µ−1),
which implies the lower bound in statement (1). We turn to the proof of statement (3).
In the case λ ≥ 1, the lower bound follows immediately from the second inequality in
Lemma 2.16 with
(
l
1/α + Ct
)α(λ−1) ≥ Ctα(λ−1) and the representation formula, whereas
the upper bound is proved along the same lines as the lower bound in the case 0 < µ < 1,
making use of the first inequality from Lemma 2.16. 
2.5. Coarsening rates: Proof of Theorem 1.1. Recall that equation (DP) and
equation (EDGλ) are linked by the time change τ defined in (1.14), where the function
u(τ, k) defined by u(τ(t), k) = ck(t) for k ≥ 1 is a solution to equation (DP) if ck(t) is
a solution to the system (EDGλ). Then the moment estimates from above imply the
following estimates on τ , from which Theorem 1.1 easily follows.
Proposition 2.19. The time change τ in (1.14) satisfies for any 0 ≤ λ < 2 and
β = (3− 2λ)−1 the bounds, with all constants only depending on λ, ρ and Mλ[c(0)]:
(1) Let 0 ≤ λ < 3/2, then every solution c to equation (EDGλ) exists globally and
there ere positive constants C1, C2, t0 such that
C1t
β
α ≤ τ(t) ≤ C2t
β
α for all t ≥ t0.
(2) Let λ = 3/2, then every solution c to equation (EDGλ) exists globally and there
are positive constants C1, C2,K1,K2, t0 such that
K1 exp(C1t) ≤ τ(t) ≤ K2 exp(C2t) for all t ≥ t0.
(3) Let 3/2 < λ ≤ 2, then every solution c to equation (EDGλ) exists on a finite time
interval [0, t∗) and there are positive constants C1, C2, t0, t1 such that
C1(t
∗ − t) βα ≤ τ(t) ≤ C2(t∗ − t)
β
α for all t0 ≤ t∗ ≤ t1.
Proof. By construction we have τ˙ = Mλ[u(τ, ·)], where u is a solution to equation (DP)
on Im(τ). Because of Corollary 2.9 we can assume without loss of generality that u
is a global solution, even if τ is a bounded function. Then plugging the bounds from
Proposition 2.18 with µ = λ into the differential equation for τ one easily sees that τ(t)
remains bounded (λ ≤ 3/2) or blows up in finite time(λ > 3/2), see calculations below.
Corollary 2.10 then implies that in the first case solutions can be extended globally,
while in the second case Mλ[c] blows up in finite time. Next, the lower moment bounds
imply in any case there exists some t0 > 0, depending only on λ, ρ and Mλ[c0], such that
τ(t) ≥ 1 for t ≥ t0, so we have differential inequalities
C1τ
α(λ−1) ≤ τ˙ ≤ C2τα(λ−1). (2.18)
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We first consider the case λ < 3/2 in which α(λ− 1) < 1. Dividing (2.18) by τα(λ−1) and
integrating from t0 to t yields(
τ(t0)
α
β + αβC1(t− t0)
) β
α ≤ τ(t) ≤
(
τ(t0)
α
β + αβC2(t− t0)
) β
α
. (2.19)
It is easy to see that τ(t0) can also be estimated from above and below in terms of λ, ρ
and Mλ[c
(0)], hence after adjusting t0 the desired inequality for τ holds. In the case
λ = 3/2 we have α(λ− 1) = 1, and hence integrating the differential inequality yields
τ(t0) exp
(
C1(t− t0)
) ≤ τ(t) ≤ τ(t0) exp(C2(t− t0)),
which leads to the second statement. For the third statement, we have to consider (2.19),
but with β negative in this case, which shows that τ has to blow up. With the above
inequalities it is also clear that the blow-up time t∗ can be estimated from above and
below in terms of λ, ρ and Mλ[c
(0)]. The behavior at the blowup time follows after
dividing the differential inequality for τ by τα(λ−1) and integrating from t to t∗ for
t0 < t < t
∗ to arrive at(
−αβC2(t∗ − t)
) β
α ≤ τ(t) ≤
(
−αβC1(t∗ − t)
) β
α
. 
Proof of Theorem 1.1. The first statement of Proposition 2.18 shows that M0[u(t, ·)] is
of order t−α. Hence, the average cluster size ℓ(t) defined in (1.5) translates to the time
rescaled moment ρ/M0[u(τ(t), ·)] and becomes ρ τ(t)α. With this, Theorem 1.1 is a direct
consequence of Proposition 2.19. 
3. Scaling limit from discrete to continuum
3.1. Solutions to the continuum equation. First, we give the explicit construction
of the fundamental solution of the problem (NP’). We emphasize that in this section
the value of λ can be taken in the range λ ∈ (−∞, 2). We make a change of variables
that transforms the operator Lλ in (NP’) into the generator of the Bessel process, see
[30]. For this we define the new variable
z(x) =
∫ x
0
1√
aλ(y)
dy =
2
2− λx
1−λ
2 , whence x(z) =
(
2− λ
2
z
) 1
1−λ2 .
Then if ϕ(t, x) is a solution to equation (NP’), the function ϕ˜ defined by ϕ˜(2t, z(x)) =
ϕ(t, x) solves the equation
∂tϕ˜ =
1
2∂
2
z ϕ˜+ a˜λ∂zϕ˜ and ∂zϕ˜|z=0 = 0, (TNP)
where
a˜λ(z(x)) =
a′λ(x)
4
√
aλ(x)
=
λ
4
x(z)
λ
2
−1 =
cλ
z
with cλ =
λ
2(2− λ) ∈
(
−1
2
,∞
)
.
Hence, the equation (TNP) becomes the generator of the reflected Bessel process [30, p.
10] of dimension 2cλ+1. By comparison with [30, Chapter 3], the fundamental solution
is explicitly given by
Ψ˜cλ(t, z, y) =
y2cλ
tcλ+
1
2
exp
(
−z
2 + y2
2t
)
hcλ
(
zy
t
)
.
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Here, hν is an entire function that can be expressed in terms of the modified Bessel
function of the first kind Iν(z) = z
νhν+ 1
2
(z). We have cλ +
1
2 = α and 2cλ = λα, which
allows to rewrite Ψ˜ as
Ψ˜(t, z, y) =
yλα
tα
exp
(
−z
2 + y2
2t
)
hcλ
(
zy
t
)
. (3.1)
Remark 3.1. As noted in [30, Section 3], the fundamental solution (3.1) to (TNP) with
Neumann (reflecting) boundary condition agrees in the range cλ ≥ 1/2 to the one with
Dirichlet (absorbing) boundary conditions, which has the stochastic interpretation that
both boundary conditions are in this case non-effective since the process cannot reach 0
in finite time [30, Proposition 1]. The range cλ ∈
(−1/2, 1/2) translates to λ < 1, whereas
cλ ≥ 1/2 is the range λ ∈ [1, 2).
Next we want to transform back to the equation (NP’). Because Ψ˜cλ(t, ·, y) → δy for
t→ 0, we arrive for all smooth f at the identity∫ ∞
0
Ψ˜cλ(t, z(x), y)f(x) dx =
∫ ∞
0
1
z′(x(z))
Ψ˜cλ(t, z, y)f(x(z)) dz
→ 1
z′(x(y))
f(x(y)) =
(
2− λ
2
)λα
yλαf(x(y)), as t→ 0.
Since we want the fundamental solution Ψλ for equation (NP’) to converge to a Dirac
mass as t→ 0, we transform the equation back, normalize accordingly and end up with
the definition
Ψλ(t, x, y) = (2α)
λαz(y)−λαΨ˜cλ(2t, z(x), z(y))
=
(
2
2− λ
)λα 1
(2t)α
exp
(
−z(x)
2 + z(y)2
4t
)
hcλ
(
z(x)z(y)
2t
)
. (3.2)
By consulting [30, (14)], we see that
hcλ(0) =
1
2cλ−1/2Γ(cλ + 1/2)
=
1
2(λ−1)αΓ(α)
and can rewrite the normalization constant (1.8) of the scaling profile (1.27) as
Zλ = α
−2αΓ(α+ 1) = α−2α+1Γ(α) = αλαΓ(α).
Hence, for y = 0 we arrive at the scaling solution (1.26). Also, by definition, Ψλ(0, ·, y) =
δy and Ψ(·, ·, y) is a solution to equation (NP’). In this explicit form it is easy to verify
basic properties of the fundamental solution.
Proposition 3.2 (Fundamental solution). For every λ ∈ [0, 2) there exists a function
Ψλ : R+ × R+ × R+ with the following properties:
(1) Ψλ ∈ C∞(R3+) ∩ C0(R+ × R2+).
(2) Ψλ(t, x, y) = Ψλ(t, y, x).
(3) For every y ∈ R+ holds ∂tΨλ(t, ·, y)−LλΨλ(t, ·, y) = 0 and aλ∂xΨλ(t, ·, y)|x=0 =
0.
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(4) It holds the normalization property∫
R+
Ψλ(t, x, y) dx = 1.
(5) It holds Ψλ(t, ·, y)⇀ δy in M(R+) as t→ 0.
(6) For all k ≥ 0 it holds L(k)λ,1Ψλ(t, x, y) = L(k)λ,2Ψλ(t, x, y), where L(k)λ,i denotes the
k-fold composition of Lλ applied to the i-th spatial variable for i = 1, 2.
Proof. Properties (1)–(5) are easily verified based on the above calculations. The last
property is implied by the properties (1)–(3). Indeed, property 3 states that
∂tΨλ(t, x, y) = LλΨλ(t, ·, y)|x = aλ(x)∂21Ψλ(t, x, y) + a′λ(x)∂1Ψλ(t, x, y)
= Lλ,1Ψλ(t, x, y).
Using the symmetry of Ψλ we also have
∂tΨλ(t, x, y) = ∂tΨλ(t, y, x) = LλΨλ(t, ·, x)|y = LλΨλ(t, x, ·)|y
= aλ(y)∂
2
2Ψλ(t, x, y) + a
′
λ(y)∂2Ψλ(t, x, y) = Lλ,2Ψλ(t, x, y),
which implies the statement for k = 1. The rest of the statement follows easily by induc-
tion, since the function Lλ,1Ψλ(t, x, y) is also symmetric and solves the same equation
as Ψλ. 
Proposition 3.2 motivates to define for g ∈ C∞c (R+) the time-evolution Sλ(t)g by
using the fundamental solution as integral kernel, i.e
Sλ(t)g =
∫
R+
Ψλ(t, ·, y)g(y) dy. (3.3)
For this, we deduce the following properties.
Corollary 3.3. For any g ∈ C∞c (R+), Sλ(t)g from (3.3) is a solution of equation (NP’)
with initial data g. Furthermore, the following estimates hold:
(1) For all p ∈ [1,∞], k ≥ 0 and t ≥ 0 it holds
‖L(k)λ Sλ(t)g‖p ≤ ‖L(k)λ g‖p.
(2) For all ν ≥ 0, k ≥ 0 and t ≥ 0 it holds
‖xνL(k)λ Sλ(t)g‖∞ .
{
(1 ∨ t)α(ν−1)‖L(k)λ g‖1 + ‖L(k)λ g‖∞ + ‖xνL(k)λ g‖∞, if ν < 1,
tα(ν−1)‖L(k)λ g‖1 + ‖xνL(k)λ g‖∞, if ν ≥ 1.
Proof. Using the properties of Proposition 3.2 and the fact that g ∈ C∞c (R+) it is easy
to prove that Sλ(t)g is a solution to equation (NP’) with initial data g. Also, since
L(k)λ Sλ(t)g =
∫
R+
L(k)λ,1Ψλ(t, x, y)g(y) dy =
∫
R+
L(k)λ,2Ψλ(t, x, y)g(y) dy
=
∫
R+
Ψλ(t, x, y)L(k)λ g(y) dy = Sλ(t)L(k)λ g,
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and L(k)λ g ∈ C∞c (R) if g ∈ C∞c (R+), it suffices to prove all desired inequalities for k = 0.
For the first inequality we have
‖Sλ(t)g‖pp =
∫
R+
∣∣∣∣
∫
R+
Ψλ(t, x, y)g(y) dy
∣∣∣∣
p
dx ≤
∫
R+
∫
R+
Ψλ(t, x, y)|g(y)|p dy dx
=
∫
R+
|g(y)|p
∫
R+
Ψλ(t, x, y) dxdy =
∫
R+
|g(y)|p dy.
Here we used Jensen’s inequality with respect to the probability measure Ψλ(t, x, ·). For
the second inequality we split the integral
|xνSλ(t)g(x)| ≤
∫
R+
xνΨλ(t, x, y)|g(y)|dy ≤
∫ rx
0
xνΨλ(t, x, y)|g(y)|dy + r−1‖xνg‖∞.
Using the explicit form (3.2) and the asymptotics of Bessel functions, one can show that
for some r > 0 small enough we have for y ≤ rx the bound
Ψλ(t, x, y) ≤ Z−1λ t−α exp(−crt−1x2−λ) = t−αFλ(t−αx).
Now a simple calculation shows that the maximum of the function x → xνFλ(t−αx) is
attained at x of order tα, hence for y ≤ rx the estimate xνΨλ(t, x, y) . tα(ν−1) holds.
This directly implies the desired estimate in the case ν ≥ 1. If ν < 1, we want an estimate
that does not blow up at t = 0. Here we use that ‖xνf‖∞ ≤ ‖f‖∞ + supx≥1 |xνf |. On
[1,∞), the function x → xνFλ(t−αx) attains its maximum at x of order 1 ∨ tα, and
finally
sup
t∈R+
t−αFλ(t−α) <∞. 
To analyze the relation between the discrete and the continuous model, we have to
work with a weak formulation of equation (NP’), which is based on the adjoint equa-
tion (3.4). Thus, we define for f ∈ C∞c ((0, T ) × R+) the solution operator Tλ(t)f by
Tλ(t)f =
∫ t
0
Sλ(t− s)f(s, ·) ds.
Note that ϕ(t, ·) = Tλ(t)f is a solution to the inhomogeneous equation

∂tϕ− Lλϕ = f, on R+ × R+
aλ∂xϕ|x=0 = 0, on R+,
ϕ(0, ·) = 0, on R+.
(3.4)
Therewith, the definition of weak solutions reads as follows.
Definition 3.4. For T > 0, a family of measures {µt}t∈[0,T ) ⊂M(R+) is a weak solution
to equation (NP’) on [0, T ) with initial data µ0 ∈M(R+) if for all f ∈ C∞c ((0, T )×R+)
it holds ∫ T
0
∫
R+
f(T − t, x) dµt(x) dt =
∫
R+
(Tλ(T )f)(x) dµ0(x). (3.5)
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Equivalently, since Tλ(t)f solves the inhomogeneous equation (3.4), µt is a weak solu-
tion if and only if
∫ T
0
∫
R+
(∂tϕ+ Lλϕ) dµt(x) dt = −
∫
R+
ϕ(0, x) dµ0(x), (3.6)
for all ϕ(t, ·) = Tλ(T − t)f with f ∈ C∞c ((0, T ) × R+). The definition (3.6) looks more
like standard weak formulations of PDE. However, we specify the test function class ϕ
only in terms of the image of the adjoint operator on smooth functions. The reason for
this is that (3.5) automatically implies that weak solutions are unique as distributions on
(0, T )×R+, which is needed to identify the limit of a sequence of approximate solutions
(see next subsection). By Corollary 3.3, the class of test functions has good regularity
and decay properties. With these, it is easy to verify that the scaling solution γλ (1.26)
with Gλ given in (1.27) solves (NP’) in the weak sense with initial data δ0.
We close this subsection with the observation that the scaling solution γλ is indeed
also attractive for all solutions in relative entropy, as in the classical result for the heat
equation with λ = 0.
Remark 3.5. Let µ(t) be a solution to equation (NP’) starting from some µ(0) with
mass ρ > 0. Then the relative entropy of µ(t) with respect to ρ γλ(t) is dissipated, which
follows from the simple calculation
d
dt
H(µ(t) | ρ γλ(t)) = −Iλ(µ(t) | ρ γλ(t)) = −
∫
aλ∂x log
µ(t)
ρ γλ(t)
∂x
µ(t)
ρ γλ(t)
dγλ(t), (3.7)
once sufficient regularity is established for any t > 0. In Appendix A we prove that the
following weighted logarithmic Sobolev inequality holds: For all λ ∈ [0, 2), there exists
CLSI = CLSI(λ) such that for any t > 0 and any measure µ ∈ M(R+) with mass ρ > 0
and H(µ | ρ γλ(t)) <∞ the inequality
H(µ | ρ γλ(t)) ≤ 4CLSI t Iλ(µ | ρ γλ(t)) (3.8)
holds. Hence, once sufficiently regularity for solutions to (NP’) is established, it immedi-
ately follows that those converge to the self-similar profile ρ γλ(t) in relative entropy and
hence also in L1(R+) by the Pinsker inequality.
The argument suggests that solutions to the discrete equation (NP) also get close to
the continuum equation (NP’) in the limit t → ∞. The weighted logarithmic Sobolev
inequality suggests that the entropy method after [40] might be applicable as well. How-
ever, in this work we opted for a more classical approach based on the Nash inequality
(Proposition 1.5) and the resulting Nash continuity estimates (Theorem 1.6).
3.2. Strategy and proof of Theorem 1.7. Let Uε be a sequence of solutions to equa-
tion (NP) with sup0<ε≤1‖U0,ε‖1 <∞ and Uε be the associated sequence of approximate
solutions as in (1.30). To see that Uε converges to a solution to equation (NP’), let T > 0
and ϕ(t, ·) = Tλ(T − t)f , f ∈ C∞c ((0, T )×R+). Multiplying Uε with ∂tϕ and integrating
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over space-time, we get∫ T
0
∫ ∞
0
Uε∂tϕdxdt = ε−α
∫ T
0
∞∑
k=1
Uε(ε
−1t, k)πε∂tϕ(t, k) dt
= ε−α
∫ T
0
∞∑
k=1
Uε(ε
−1t, k)∂tπεϕ(t, k) dt.
Integrating by parts in time, using the equation for U and the symmetry of Lλ, we arrive
at ∫ T
0
∫ ∞
0
Uε∂tϕdxdt =−
∫ ∞
0
Uε(0, x)ϕ(0, x) dx
− ε−α
∫ T
0
∞∑
k=1
Uε(ε
−1t, k)ε−1Lλπεϕ(t, k) dt, (3.9)
with πε as in (1.29). To relate the above identity to the weak formulation of equa-
tion (3.6), we need to express the last line in terms of Lλϕ. Adding and subtracting the
term πεLλϕ in the last summation and using the identity
ε−α
∞∑
k=1
Uε(ε
−1t, k)πεLλϕ(t, k) =
∫ ∞
0
Uε Lλϕdx,
we get
ε−α
∞∑
k=1
Uε(ε
−1t, k)ε−1Lλπεϕ(t, k) =
∫ ∞
0
Uε Lλϕdx+ ε−α
∞∑
k=1
Uε(ε
−1t, k)Rε(ϕ, k),
where
Rε(ϕ, k) = ε−1Lλπεϕ(k) − πεLλϕ(k) (3.10)
denotes the defect between the discrete and continuous operator. The crucial ingredient
for the proof is the following estimate on the defect which shows that the rescaled
discrete operator can be replaced with the continuous operator on functions that are
regular enough.
Lemma 3.6 (Replacement lemma). Let ϕ ∈ C0(R+)∩C3(R+) with the following prop-
erties:
(1) The map x 7→ aλ(x)∂xϕ(x) is Lipschitz-continuous on R+.
(2) The boundary condition aλ∂xϕ|x=0 = 0 is satisfied.
Then the following estimates hold:
‖ε−1Lλπεϕ‖∞ . ‖Lλϕ‖∞εα, (3.11)
|Rε(ϕ, k)| . εα
∫ (k+1)εα
(k−2)εα
(
xλ−1|∂2xϕ|+ xλ|∂3xϕ|
)
dx, for k ≥ 2. (3.12)
The above result together with the previous calculations yields that rescaled solutions
of the discrete problem (NP) are approximate solutions of the continuous equation (NP’).
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Proposition 3.7 (Approximate weak solutions). Let Uε and Uε be as above. Then for
ϕ(t, ·) = Tλ(T − t)f with f ∈ C∞c ((0, T ) × R+) it holds∫ T
0
∫ ∞
0
Uε
(
∂tϕ+ Lλϕ
)
dxdt =−
∫ ∞
0
Uε(0, x)ϕ(0, x) dx + o(1) as ε→ 0,
where the terms in o(1) depend on T, f and the bound on U0,ε.
The full rigorous proof of Proposition 3.7 is given at the end of this section. To make
use of Lemma 3.6 we need regularity estimates for ϕ, as the error term Rε contains
derivatives up to third order. However, because of the degeneracy of aλ the higher
derivatives blow up at 0. This can be resolved by introducing a small-scale boundary
region at 0 where the error term vanishes in the limit thanks to the uniform bound (1.22)
on Uε from Theorem 1.6.
To pass to the limit in the approximate weak formulation we have to establish com-
pactness in a suitable topology. The scale-invariant estimates from Section 2.3 in fact
imply boundedness and equicontinuity on compact sets, which yields compactness with
respect to (local) uniform convergence.
Proposition 3.8 (Compactness). Let Uε and Uε be as above. Then for all x, y ∈ R+
and 0 < s < t it holds
‖Uε(t, ·)‖∞ . ‖U0,ε‖1t−α,
|Uε(t, x)− Uε(t, y)| . t−α‖U0,ε‖1
(
|θλ(t−αx)− θλ(t−αy)|
1
2 + Ξλ,ε(t, x, y)
)
,
|Uε(t, x)− Uε(s, x)| . s−α‖U0,ε‖1ωλ(t, s),
where θλ, ωλ are as in Lemma 2.15 and Ξλ,ε → 0 as ε→ 0 locally uniformly on R+×R2+
in the case λ < 1 and locally uniformly on R3+ in the case λ ≥ 1.
Proof of Proposition 3.8. This result is an easy consequence of Theorem 1.6. The L∞
bound and continuity estimate for the time variable are immediate from (1.22), respec-
tively (1.25) in Theorem 1.6. In the spatial variables we apply (1.24) and obtain
|Uε(t, x)− Uε(t, y)| . ‖U0‖1t−α
∣∣θλ(t−αx˜ε)− θλ(t−αy˜ε)∣∣ 12
≤ ‖U0‖1t−α
∣∣θλ(t−αx)− θλ(t−αy)∣∣ 12
+ ‖U0‖1t−α
(
|θλ(t−αx)− θλ(t−αx˜ε)|
1
2 + |θλ(t−αy)− θλ(t−αy˜ε)|
1
2
)
with x˜ε = ε
α(⌊ε−αx⌋ + 1), y˜ε = εα(⌊ε−αy⌋ + 1). Note that we have |x − x˜ε| . εα, and
similarly for y. Thus in the case 0 < λ < 1 the Hölder continuity of θλ from (2.15)
implies
|θλ(t−αx)− θλ(t−αx˜ε)| . θλ(t−αεα),
where the right-hand side does not depend on x, whereas for 1 ≤ λ < 2 we have
|θλ(t−αx)− θλ(t−αx˜ε)| .
∣∣∣∣∣
∫ t−αx˜ε
t−αx
θ′λ(ξ) dξ
∣∣∣∣∣ ,
which goes to zero locally uniformly for t, x > 0. The same line of reasoning applies to
y and y˜ε, which finishes the proof. 
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Taking the above statements for granted, the convergence result for Uε easily follows.
Proof of Theorem 1.7. It is easy to check that by Proposition 3.8 the sequence Uε satisfies
the assumptions of the Arzela-Ascoli Theorem for discontinuous functions (cf. Proposi-
tion B.1) on each compact subset of R+ × R+ in the case 0 ≤ λ < 1, respectively R2+
in the case 1 ≤ λ < 2. Thus by exhaustion with compact sets and an diagonal argu-
ment each sequence ε → 0 has a subsequence (not relabeled) such that Uε → U locally
uniformly for some function U ∈ C0(R+ × R+), respectively C0(R2+). To identify the
limit, let T > 0 and f ∈ C∞c ((0, T ) × R+). Then by Proposition 3.7, applied with
ϕ(t, ·) = Tλ(T − t)f , we have that∫ T
0
∫
R+
f(T − t, x)Uε(t, x) dx =
∫
R+
Tλ(T )f(x)Uε(0, x) dx + o(1), as ε→ 0.
Letting ε→ 0 and using that Uε(0, ·) ⇀ µ0 we arrive at∫ T
0
∫
R+
f(T − t, x)U(t, x) dx =
∫
R+
Tλ(T )f(x) dµ0(x).
Thus U(t, x) is a weak solution of equation (NP) with initial data µ0 and because of
continuity it is unique on R+ × R+, respectively R2+, which in turn implies that the
convergence holds for every sequence ε → 0. Thus in the case 0 ≤ λ < 1, the limit is
completely characterized, whereas for 1 ≤ λ < 2 we cannot identify the limit at x = 0
but only have boundedness of Uε(t, 0) for t > 0 by Proposition 3.8. 
It remains to prove Lemma 3.6 and Proposition 3.7, which is done in the next two
subsections.
3.3. Replacement lemma. We split the proof of Lemma 3.6 into several steps.
Lemma 3.9. Let ϕ be as in Lemma 3.6. Then, it holds
|∂xϕ|(x) ≤ ‖Lλϕ‖∞x1−λ, (3.13)
|∂2xϕ(x)| ≤ 2‖Lλϕ‖∞x−λ. (3.14)
Proof. Because aλ∂xϕ is Lipschitz and equal to zero at the boundary, we have
|aλ(x)∂xϕ(x)| ≤ ‖∂x(aλ∂xϕ)‖∞x,
which gives the first statement after dividing by aλ. This estimate then directly implies
that a′λ∂xϕ is bounded by ‖∂x(aλ∂xϕ)‖∞, and by Leibniz rule
|aλ(x)∂2xϕ(x)| ≤ |∂x(aλ∂xϕ)(x)| + |a′λ(x)∂xϕ(x)| ≤ 2‖∂x(aλ∂xϕ)‖∞. 
Lemma 3.10. Let ϕ be as in Lemma 3.6. Then, it holds
‖ε−1Lλπεϕ‖∞ . ‖Lλϕ‖∞εα.
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Proof. First we consider the case k ≥ 3. Writing out the term we get
ε−1Lλπεϕ(k) = ε−1
(
aλ(k)∂
+πεϕ(k) − aλ(k − 1)∂+πεϕ(k − 1)
)
= ε−2α
(
aλ(kε
α)∂+πεϕ(k) − aλ((k − 1)εα)∂+πεϕ(k − 1)
)
= ε−2α
(
aλ(kε
α)− aλ((k − 1)εα)
)
∂+πεϕ(k − 1)
+ ε−2αaλ(kεα)
(
∂+πεϕ(k) − ∂+πεϕ(k − 1)
)
= I + II,
and one further calculates
I = ε−2α
(
aλ(kε
α)− aλ((k − 1)εα)
) ∫ kεα
(k−1)εα
(ϕ(x)− ϕ(x− εα)) dx,
II = ε−2αaλ(kεα)
∫ kεα
(k−1)εα
(
ϕ(x+ εα)− 2ϕ(x) + ϕ(x− εα)) dx.
To estimate I, we note that in the case 0 < λ < 1 the mean value theorem and estimate
(3.13) imply the bound
|aλ(kεα)− aλ((k − 1)εα)| . εα((k − 1)εα)λ−1,
|ϕ(x) − ϕ(x− εα)| . ‖Lλϕ‖∞εα(kεα)1−λ,
for any k ≥ 2 and x ∈ [(k − 1)εα, kεα), while for 1 ≤ λ < 2 we have the estimate
|aλ(kεα)− aλ((k − 1)εα)| . εα(kεα)λ−1,
|ϕ(x) − ϕ(x− εα)| . ‖Lλϕ‖∞εα((k − 2)εα)1−λ,
for k ≥ 3. In both cases we get the desired estimate for I. For the second term we apply
a similar argument. Here, the estimate (3.14) and Taylor expansion imply for k ≥ 3 that
|ϕ(x+ εα)− 2ϕ(x) + ϕ(x− εα)| . ε2α((k − 2)εα)−λ,
which then gives the correct estimate for II. In the remaining cases k ∈ {1, 2} we have
|aλ(kεα)| . εαλ, and |ϕ(x)− ϕ(x± εα)| . ‖Lλϕ‖∞εα(2−λ),
where in the case 1 ≤ λ < 2 we use that (3.13) implies Hölder continuity with exponent
2− λ. Hence we have
|ε−1aλ(k)∂+πεϕ(k)| = |ε−2αaλ(εαk)∂+πεϕ(k)| . ‖Lλϕ‖∞εα,
which finishes the proof. 
Lemma 3.11 (Taylor expansion). Let ϕ be as in Lemma 3.6. Then for ε > 0 and every
m ≥ 0 it holds
πεϕ(· ± εα) =
m∑
l=0
(±ε)lα
l!
πε∂
l
xϕ+Rm(ϕ,±ε),
with
|Rm(ϕ,±ε)(k)| ≤ ε
(m+1)α
(m+ 1)!
∫
Iε
±
(k)
|∂m+1x ϕ(x)|dx,
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and
Iεσ(k) =
{
[(k − 1)εα, (k + 1)εα), if σ = +ε;
[(k − 2)εα, kεα), if σ = −ε.
Proof. The statement follows directly by standard Taylor expansion, where we use the
integral representation for the residual term
πεϕ(· + εα)(k) =
∫ kεα
(k−1)εα
ϕ(x+ εα) dx
=
∫ kεα
(k−1)εα
m∑
l=0
εlα
l!
∂lxϕ(x) dx+
1
(m+ 1)!
∫ kεα
(k−1)εα
∫ x+εα
x
(x+ εα − s)m∂m+1x ϕ(s) ds dx
=
m∑
l=0
εlα
l!
πε∂
l
xϕ+Rm(ϕ, ε).
We then calculate
|Rm(ϕ, ε)(k)| ≤ ε
mα
(m+ 1)!
∫ kεα
(k−1)εα
∫ x+εα
x
|∂m+1x ϕ(s)|ds dx
≤ ε
mα
(m+ 1)!
∫ kεα
(k−1)εα
∫ (k+1)εα
(k−1)εα
|∂m+1x ϕ(s)|ds dx
=
ε(m+1)α
(m+ 1)!
∫ (k+1)εα
(k−1)εα
|∂m+1x ϕ(s)|ds.
The calculation for ϕ(· − εα) works similarly. 
With this preparation we can now prove Lemma 3.6.
Proof of Lemma 3.6. Lemma 3.10 proves the statement ‖ε−1Lλπεϕ‖∞ . ‖Lλϕ‖∞εα.
Thus it remains to bound the difference R(k) = ε−1Lλπεϕ(k)− πεLλϕ(k) for k ≥ 2. By
the fundamental theorem of calculus we have
πεLλϕ(k) =
∫ kεα
(k−1)εα
∂x(aλ∂xϕ)(x) dx
= aλ(kε
α)∂xϕ(kε
α)− aλ((k − 1)εα)∂xϕ((k − 1)εα),
By using that
∂xϕ(kε
α)− ∂xϕ((k − 1)εα) = πε∂2xϕ(k).
we can split the error terms into
R(k) = R1(k) +R2(k),
where
R1(k) = (aλ(kεα)− aλ((k − 1)εα))
(
ε−2α∂+πεϕ(k − 1)− ∂xϕ((k − 1)εα)
)
,
R2(k) = aλ(kεα)
(
ε−2α(∂+πεϕ(k)− ∂+πεϕ(k − 1))− πε∂2xϕ(k)
)
.
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For R1(k) we use the Taylor expansion from Lemma 3.11 to first order (m = 1)
∂+πεϕ(k − 1) = πεϕ(k)− πεϕ(· − εα)(k)
= εαπε∂xϕ(k) +R1(ϕ,−ε)(k)
= εα(ϕ(kεα)− ϕ((k − 1)εα)) +R1(ϕ,−ε)(k).
Hence, we can estimate the first order commutator by writing
ε−2α∂+πεϕ(k − 1)− ∂xϕ((k − 1)εα)
= ε−α
(
ϕ(kεα)− ϕ((k − 1)εα))− ∂xϕ((k − 1)εα) + ε−2αR1(ϕ,−ε)(k)
= −ε
−α
2
∫ kεα
(k−1)εα
(kεα − s)∂2xϕ(s) ds+ ε−2αR1(ϕ,−ε)(k),
which yields with the bound from Lemma 3.11
|R1(k)| . |aλ(kεα)− aλ((k − 1)εα)|
∫ kεα
(k−2)εα
|∂2xϕ(x)|dx.
If λ = 0, the error term R1 vanishes. Otherwise we have
|aλ(kεα)− aλ((k − 1)εα)| ≤
{
εαa′λ((k − 1)εα), 0 < λ < 1,
εαa′λ(kε
α), λ ≥ 1,
which implies
|R1(k)| . εα
∫ kεα
(k−2)εα
x1−λ|∂2xϕ(x)|dx.
For the second error term R2 we have to expand to second order
∂+πεϕ(k) − ∂+πεϕ(k − 1) = πε
(
ϕ(·+ εα))(k)− 2πεϕ(k) + πε(ϕ(· − εα))(k)
= ε2απε∂
2
xϕ(k) +R2(ϕ, ε)(k) −R2(ϕ,−ε)(k).
Hence, by the same argument as before, we obtain
|R2(k)| . εαaλ(kεα)
∫ (k+1)εα
(k−2)εα
|∂3xϕ(x)|dx . εα
∫ (k+1)εα
(k−2)εα
xλ|∂3xϕ(x)|dx. 
3.4. Approximate weak solutions. The estimates from Corollary 3.3 allow us to
control powers of Lλ of solutions to equation (NP’). The error term in the replacement
Lemma however is not of this form. Hence we first need an interpolation inequality for
the operator Lλ.
Lemma 3.12. Let ϕ ∈ C2(R+). Then it holds
‖aλ∂xϕ‖∞ . (‖aλϕ‖∞ + ‖∂xaλϕ‖1)
1
2 ‖Lλϕ‖
1
2∞.
Proof. Define the function
ψ(x) =
∫ x
0
aλ(y)∂yϕ(y) dy.
Then we have ∂xψ = aλ∂xϕ, ∂
2
xψ = Lλϕ and by standard interpolation, the inequality
‖aλ∂xϕ‖∞ = ‖∂xψ‖∞ . ‖ψ‖
1
2∞‖∂2xψ‖
1
2∞ = ‖ψ‖
1
2∞‖Lλψ‖
1
2∞
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holds. Integrating by parts we have
ψ(x) = aλ(x)ϕ(x) − aλϕ(0) −
∫ x
0
∂yaλ(y)ϕ(y) dy,
which implies ‖ψ‖∞ . ‖aλϕ‖∞ + ‖∂xaλϕ‖1. 
With this we can prove that Uε is approximately a weak solution of equation (NP’).
Proof of Proposition 3.7. Let ϕ(t, ·) = Tλ(T − t)f , f ∈ C∞c ((0, T ) × R+). By (3.9) we
have∫ T
0
∫ ∞
0
Uε(∂tϕ+ Lλϕ) dxdt
= −
∫ ∞
0
Uε(0, x)ϕ(0, x) dx + ε−α
∫ T
0
∞∑
k=1
Uε(ε
−1t, k)
(
πεLλϕ(t, k) − ε−1Lλπεϕ(t, k)
)
dt,
hence we have to estimate the term
Rε =
∫ T
0
ε−α
∞∑
k=1
Uε(ε
−1t, k)|Rε|(t, k) dt, (3.15)
where |Rε| = |πεLλϕ− ε−1Lλπεϕ|. Let σ(ε) be a non-negative increasing function with
limε→0 σ(ε) = 0 and θ(ε) a non-negative decreasing function with limε→0 εαθ(ε) = 0.
Then we first split the integration into two regions [0, σ(ε)] and (σ(ε),∞). In the first
region we use the first statement from Lemma 3.6, which implies |Rε| . εα‖Lλϕ‖∞, to
estimate∫ σ(ε)
0
ε−α
∞∑
k=1
Uε(ε
−1t, k)|Rε|(t, k) dt . ‖Lλϕ‖∞
∫ σ(ε)
0
∞∑
k=1
Uε(ε
−1t, k) dt
= ‖U0,ε‖1‖Lλϕ‖∞σ(ε).
For the second integral, we split the summation into three regions∑
1≤k≤θ(ε)
+
∑
θ(ε)<k.ε−α
+
∑
k&ε−α
= I + II + III.
In the first region we apply the estimate (1.22) from Theorem 1.6 for U that yields
Uε(ε
−1t, k) . ‖U0,ε‖1(σ(ε)ε−1)−α, since t ≥ σ(ε), and the estimate for Rε from above
to obtain
I . ‖U0,ε‖1‖Lλϕ‖∞εασ(ε)−αθ(ε).
For the other two sums we use the estimate from Lemma 3.6 that yields
|Rε| . εα
∫ (k+1)εα
(k−2)εα
xλ−1|∂2xϕ|+ xλ|∂3xϕ|dx.
For the second order term we can apply Lemma 3.9 to conclude xλ−1|∂2xϕ| . ‖Lλϕ‖∞x−1.
Next we apply Lemma 3.12 to the function Lλϕ to obtain
‖aλ∂xLλϕ‖∞ . (‖aλLλϕ‖∞ + ‖∂xaλLλϕ‖1)
1
2 ‖L2λϕ‖
1
2∞.
We calculate the term on the left
aλ∂xLλϕ = aλ∂2x(aλ∂xϕ) = aλ(aλ∂3xϕ+ 2∂xaλ∂2xϕ+ ∂2xaλ∂xϕ).
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By using Lemma 3.9 it holds∣∣2∂xaλ∂2xϕ+ ∂2xaλ∂xϕ∣∣(x) . ‖Lλϕ‖∞x−1,
which then implies the bound
|aλ∂3xϕ|(x) . (‖aλLλϕ‖∞ + ‖∂xaλLλϕ‖1)
1
2 ‖L2λϕ‖
1
2∞x
−λ + ‖Lλϕ‖∞x−1−λ.
In particular the negative powers in the last expression are bounded for x & 1, thus we
can conclude
III . ‖U0,ε‖1((‖aλLλϕ‖∞ + ‖∂xaλLλϕ‖1)
1
2 ‖L2λϕ‖
1
2∞ + ‖Lλϕ‖∞)εα
≤ ‖U0,ε‖1C1(ϕ, T )εα,
where
C1(ϕ, T ) = sup
t∈[0,T ]
((‖aλLλϕ‖∞ + ‖∂xaλLλϕ‖1)
1
2 ‖L2λϕ‖
1
2∞ + ‖Lλϕ‖∞).
To estimate the term II we use again the L∞ estimate for Uε and get
II . ‖U0,ε‖1C1(ϕ, T )εασ(ε)−α
∫ 1
εαθ(ε)
x−1−λ dx . ‖U0,ε‖1C1(ϕ)εασ(ε)−α(εαθ(ε))−λ
= ‖U0,ε‖1C1(ϕ, T )εα(1−λ)σ(ε)−αθ(ε)−λ.
In summary we obtain the following estimate for the full error term in (3.15)
Rε . ‖U0,ε‖1C1(ϕ, T )
(
σ(ε) + T
(
εασ(ε)−αθ(ε) + εα(1−λ)σ(ε)−αθ(ε)−λ + εα
))
.
To make the right-hand side converge to zero we need to choose appropriate functions
σ and θ. We make the ansatz σ(ε) = εa, θ(ε) = ε−α+b for some a, b > 0. This leads to
the requirements
−αa+ b > 0 and α(1− a)− λb > 0,
which are satisfied for some a, b small enough with b > αa. Finally, we have to check
that we have good control of the norms of Lλϕ involved in the quantity C1(ϕ, T ). This
follows easily from Corollary 3.3 and the explicit formula for ϕ, since we have
‖Lλϕ(t, ·)‖∞ = ‖LλTλ(T − t)f‖ ≤
∫ T−t
0
‖LλSλ(T − t− s)f(s, ·)‖∞ ds
≤ T‖Lλf‖L∞(R2+),
and similarly for the other norms. Hence we conclude that
ε−α
∫ T
0
∞∑
k=1
Uε(ε
−1t, k)|Rε|(t, k) dt ≤ ‖U0,ε‖1C(T, f)εr,
for some exponent r > 0, finishing the proof. 
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4. Convergence to self-similarity
4.1. Convergence of the empirical measure and moments. Let u be a solution
to equation (DP). In this subsection we apply Corollary 1.8 to the tail distribution of
u to extract statements regarding weak convergence and convergence of moments. To
that end, let σ : R+ → R+ and define the empirical measure associated to u and σ by
µ(t) = σ(t)
∞∑
k=1
u(t, k)δσ(t)−1k. (4.1)
Then with the notion of weak convergence in Definition 1.2 we have the following result.
Proposition 4.1 (Weak convergence of the empirical measure). Let u be a solution to
equation (DP) with M1[u] = ρ, σ : R+ → R+ with the property limt→∞ t−ασ(t) = 1,
µ the associated empirical measure as above and gλ as in (1.7). Then for 0 ≤ λ < 1,
µ(t)⇀ ρgλ with respect to C as t→∞, whereas for 1 ≤ λ < 2, µ(t)⇀ ρgλ with respect
to C0.
Proof. We first consider the case 0 ≤ λ < 1. Then for x ≥ 0 we have∫
(x,∞)
dµ(t, x) = σ(t)
∞∑
k=⌊σ(t)x⌋+1
u(t, k) = t−ασ(t)Uˆ (t, x(t)),
with x(t) = t−ασ(t)x and Uˆ as in Corollary 1.8. In particular µ(t) is bounded in total
variation. By the assumption on σ we have x(t)→ x as t→∞. Because the convergence
in Corollary 1.8 is uniform and the limit is a continuous function, this implies that
Uˆ(t, x(t))→ ρGλ(x). Thus we conclude∫
(x,∞)
dµ(t, x)→ ρGλ(x) = ρ
∫ ∞
x
gλ(y) dy,
and, more generally,∫
(a,b]
dµ(t, x) = Uˆ(t, a)− Uˆ(t, b)→ ρ(Gλ(a)− Gλ(b)) = ρ
∫ b
a
g dx,
for 0 ≤ a < b < ∞. Note that in the case a = 0 the integral over [a, b] coincides with
the integral over (a, b] since µ(t)({0}) = 0. By linearity and tightness of the measure µ
(the first moment is constant in time) we conclude that∫ ∞
0
χ(x) dµ(t, x)→
∫ ∞
0
χ(x)ρ(x) dx,
for all functions χ =
∑∞
k=0 θk1Ik , I0 = [0, a1], Ik = (ak, ak+1], θk ≤ C, ak < ak+1,
ak → ∞. Then by approximation (Corollary 1.8 implies that µ is uniformly bounded)
the above convergence holds for bounded continuous functions, and using the bound on
the first moment of µ the convergence is also extended to the class of functions C. The
argument in the case 1 ≤ λ < 2 works in the same way, except that the convergence on
the level of characteristic functions only holds for functions with support outside of 0,
and thus we can only approximate continuous functions vanishing at 0. 
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Corollary 4.2. Let u = u(t, k) be a solution to equation (DP) withM0[u](0) = 1,M1[u] =
ρ. Then for every ν ∈ (0, 1] we have
lim
t→∞ t
α(1−ν)Mν [u](t) = ρ
∫ ∞
0
xνg(x) dx,
and in the case 0 ≤ λ < 1 the above identity also holds for ν = 0.
Proof. For ν < 1 this follows from Proposition 4.1 with σ(t) = tα, applying the weak
convergence to the test function f(x) = xν , because then
tα(1−ν)Mν [u] =
∫ ∞
0
xν dµ(t, x)→ ρ
∫ ∞
0
xνg(x) dx.
The statement for ν = 1 follows directly from conservation of the first moment. 
The next goal is to show that a result similar to Corollary 4.2 holds for higher moments
in the case λ ≥ 1. The main idea is that differentiating a high moment in time gives a
lower moment so we can bootstrap estimates from lower to higher moments.
Lemma 4.3. Let λ ≥ 1, ν > 1 and u be a solution to equation (DP) with M1[u] = ρ and
Mν [u0] <∞. Then there exists an explicit positive constant C = C(ν, λ, ρ) such that
lim
t→∞ t
α(1−ν)Mλ[u] = C.
Proof. We show that if the statement holds for ν + λ− 2 with constant C, then it holds
for ν with constant ναC. To that end we use that
d
dt
Mν [u] =
∞∑
k=1
kλ∆N(k
ν)u(t, k).
While clear on a formal level, the integration by parts here poses a potential problem,
since the boundary term contains large powers of k. However, since the equation is
linear this can be resolved by proving the above identity for the fundamental solution
to equation (DP) and using a representation similar to (2.10). Next, by Lemma 2.5 we
have
kλ∆N(k
ν)
kν+λ−2
→ ν(ν − 1).
Hence, for ε > 0 there exists k0 such that for all k ≥ k0 it holds(
ν(ν − 1)− ε)kν+λ−2 ≤ kλ∆N(kν) ≤ (ν(ν − 1) + ε)kν+λ−2,
Therewith, we can estimate
∞∑
k=1
kλ∆N(k
ν)u(t, k) ≥
k0∑
k=1
kλ∆N(k
ν)u(t, k) + (ν(ν − 1)− ε)
∞∑
k=k0+1
kν+λ−2u(t, k)
=
k0∑
k=1
(kλ∆N(k
ν)− (ν(ν − 1)− ε)kν+λ−2)u(t, k)
+ (ν(ν − 1)− ε)Mν+λ−2[u].
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Since u(t, k) ≤M0[u] ≤ Ct−α, we conclude by using α(2− λ) = 1 that
lim inf
t→∞ t
α(1−ν)+1
∞∑
k=1
kλ∆N(k
ν)u(t, k) ≥ lim inf
t→∞ t
α(1−ν)+1(ν(ν − 1)− ε)Mν+λ−2[u]
= (ν(ν − 1)− ε)C.
By an analogous computation we also have the upper bound
lim sup
t→∞
tα(1−ν)+1
∞∑
k=1
kλ∆N(k
ν)u(t, k) ≤ (ν(ν − 1) + ε)C.
To compute the limit of tα(1−ν)Mλ[u], the lower and upper bound from above imply that
there exists t0 > 0 such that for all t ≥ t0 it holds
(ν(ν − 1)C − ε)tα(ν−1)−1 ≤ d
dt
Mν [u] ≤ (ν(ν − 1)C + ε)tα(ν−1)−1.
Integrating these inequalities from t0 to t and letting t→∞ we obtain that
(ν(ν − 1)C − ε)
α(ν − 1) ≤ lim inft→∞ t
α(1−ν)Mλ[u] ≤ lim inf
t→∞ t
α(1−ν)Mλ[u] ≤ (ν(ν − 1)C + ε)
α(ν − 1) ,
which shows that the limit exists and is equal to ναC. The full statement of the Lemma
is then easily obtained by induction. Let In for n ≥ 0 be defined as
In =
(
n(2− λ), (n + 1)(2 − λ)
]
.
Then let n0 be the smallest n such that In ∩ (1,∞) 6= ∅. Then for ν ∈ In0 with ν ≤ 1
there is nothing to show because Corollary 4.2 applies while for ν ∈ In0 ∩ (1,∞) we
have 0 < ν + λ− 2 ≤ 1 by construction. Hence by Corollary 4.2 the desired limit holds
for Mν+λ−2, and hence by the above considerations also for Mν [u]. Thus the statement
holds for all ν ∈ In0. Then for all n > n0 we have ν > 1 and ν + λ − 2 ∈ In−1 by
construction, enabling the inductive argument. This finishes the proof. 
Since our main interest for the rest of this section is in the quantity Mλ[u], we sum-
marize our findings in the following Corollary.
Corollary 4.4. Let u = u(t, k) be a solution to equation (DP) withM0[u](0) = 1,M1[u] =
ρ. Then there exists a constant C = C(λ, ρ) such that
lim
t→∞ t
α(1−λ)Mλ[u] = C.
4.2. Self-similar behavior: Proof of Theorem 1.3. Recall that equation (DP) and
equation (EDGλ) are linked by the time change τ defined in (1.14). Therewith, the
function u(τ, k) defined by u(τ(t), k) = ck(t) for k ≥ 1 is a solution to equation (DP) if
ck(t) is a solution to the system (EDGλ). Then the asymptotic behavior of the moments
of u implies the following result.
Proposition 4.5. Let 0 ≤ λ < 2 and set β = (3− 2λ)−1. Then for every λ ∈ [0, 2) and
ρ ∈ (0,∞) there exists C = C(λ, ρ) > 0 such that the following statements hold:
(1) If 0 ≤ λ < 3/2 and c is a global solution to equation (EDGλ) with M1[c] = ρ, then
lim
t→∞ t
− β
α τ(t) = C.
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(2) If λ = 3/2 and c is a global solution to equation (EDGλ) with M1[c] = ρ, then for
every 0 < ε < C it holds
lim
t→∞ exp(−(C + ε)t)τ(t) = 0, limt→∞ exp(−(C − ε)t)τ(t) =∞.
(3) If 3/2 < λ ≤ 2 and c is a solution to equation (EDGλ) with blow-up time t∗, then
it holds
lim
t→t∗(t
∗ − t)− βα τ(t) = C.
Proof. Because τ(t) → ∞ and Corollary 4.4 we have that for every small ε > 0 there
exists t0 > 0 such that
(C − ε)τ(t)α(λ−1) ≤Mλ[u(τ(t), ·)] ≤ (C + ε)τ(t)α(λ−1),
for t ≥ t0, where C is as in Corollary 4.4. Using these refined bounds in the differential
equation for τ , we obtain
(C − ε)τα(λ−1) ≤ τ˙ ≤ (C + ε)τα(λ−1), (4.2)
for t ≥ t0. Dividing by τα(λ−1) and integrating from t0 to t then yields(
τ(t0)
α
β +
α
β
(C − ε)(t− t0)
) β
α ≤ τ(t) ≤
(
τ(t0)
α
β +
α
β
(C + ε)(t− t0)
) β
α
,
and passing to the limit t→∞ we get
(
α
β
(C − ε)
) β
α ≤ lim inf
t→∞ t
− β
α τ(t) ≤ lim sup
t→∞
t−
β
α τ(t) ≤
(
α
β
(C + ε)
) β
α
,
which gives the desired statement with constant
(
α
βC
) β
α after letting ε→ 0. In the case
λ = 3/2 we have α(λ− 1) = 1 and the inequality (4.2) gives
τ(t0) exp((C − ε)t) ≤ τ(t) ≤ τ(t0) exp((C + ε)t),
which yields the second statement. For the third statement, let t∗ denote the blow-up
time of τ . Then dividing the inequalities (4.2) by τα(λ−1) and integrating from t to t∗
for t0 < t < t
∗ we get
(
−α
β
(C + ε)(t∗ − t)
) β
α ≤ τ(t) ≤
(
−α
β
(C − ε)(t∗ − t)
) β
α
,
which implies the third statement. 
With these preparations we can prove Theorem 1.3. Recall that for a given solution
c of equation (EDGλ) and a scaling function s : R+ → R+ the corresponding empirical
measure is given by
µc(t) = s(t)
∞∑
k=1
ck(t)δs(t)−1k.
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Proof of Theorem 1.3. We start with the case 0 ≤ λ < 32 . Let u(τ(t), k) = ck(t), define
the function σ by σ(τ(t)) = s(t) and rewrite the empirical measure in terms of u and σ
as
µ(t) = σ(τ(t))
∞∑
k=1
u(τ(t), k)δσ(τ(t))−1k.
Note that σ satisfies
τ(t)−ασ(τ(t)) = τ(t)−αs(t) = C−1
(
t−
β
α τ(t)
)
→ C−1C = 1,
as t→∞ by Proposition 4.5. Hence Proposition 4.1 applies and the desired convergence
result follows. In the case λ = 32 we simply take the scaling function s(t) = τ(t)
α, then
the statement follows immediately from Proposition 4.5 and Proposition 4.1. The case
3
2 < λ < 2 follows along the same lines as in the case 0 ≤ λ < 32 . 
Appendix A. A weighted logarithmic Sobolev inequality
We introduce the relative entropy and Fisher information for any test function f :
R+ → R+ with respect to the self-similar profile from (1.26) by
Entγλ(f) =
∫
f log f dγλ and Eγλ(f, f) =
∫
|x|λ|f ′|2 dγλ. (A.1)
Then, we have the following result.
Lemma A.1 (Weighted log-Sobolev inequality). For any λ ∈ [0, 2] exists CLSI(λ) such
that the measure γλ(·) = γλ(1, ·) from (1.26) satisfies for all f : R+ → R+ with
Eγλ(f, f) <∞ the logarithmic Sobolev inequality
Entγλ(f
2) ≤ CLSIEγλ(f, f). (A.2)
Proof. We are going to apply [4, Theorem 3], which generalizes the result from [8] to an
applicable form for the present situation. By setting µ = Zλγλ and dν(x) = Zλ|x|λγλ,
we have to show that
B− = sup
x<1
µ([0, x]) log
(
1 +
e2
µ([0, x])
)∫ 1
x
1
ν(x)
dx <∞;
B+ = sup
x>1
µ([x,∞)) log
(
1 +
e2
µ([x,∞))
)∫ x
1
1
ν(x)
dx <∞.
Then, we have that CLSI(λ) ≤ 4max{B−, B+}, where we use that the particular choice
of the median in the proof of [4, Theorem 3] does not enter the upper bound.
Let us first consider B+, for which we show that asymptotically for x → ∞ it is
equivalent to
µ([x,∞)) ≃ (2− λ)xλ−1 exp(−α2x2−λ) and
∫ x
1
1
ν(x)
dx ≃ (2− λ)x−1 exp(α2x2−λ).
Therewith, the claim follows directly by plugging the above identities into the definition
of B+. Because both sides are strictly positive and go to 0, respectively ∞, as x → ∞,
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it suffices to show that the derivatives are asymptotically comparable by L’Hospital
d
dx
µ([x,∞)) = − exp(−α2x2−λ),
d
dx
∫ x
0
1
ν(x)
dx = x−λ exp(α2x2−λ),
while
d
dx
(
(2− λ)xλ−1 exp(−α2x2−λ)
)
= (2− λ)(λ− 1)xλ−2 exp(−α2x2−λ)− exp(−α2x2−λ),
d
dx
(
(2− λ)x−1 exp(α2x2−λ)
)
= −(2− λ)x−2 exp(α2x2−λ) + x−λ exp(α2x2−λ),
which gives the correct asymptotic, since λ < 2. Similar arguments show that for x≪ 1
it holds
µ([0, x]) ≃ x and
∫ 1
x
1
ν(x)
dx ≃


Cλ − x1−λ1−λ , for λ ∈ [0, 1);
− log x, for λ = 1;
x−(λ−1)
λ−1 , for λ ∈ (1, 2].
(A.3)
From here, we also deduce that B− < ∞ proving the claim by an application of [4,
Theorem 3]. 
Proof of (3.8). By rescaling it is enough to prove (3.8) for t = 1 and we drop the
subscript 1 for now. By setting f(x)2 = dµρ dγ , we see that (3.8) is equivalent to
Entργλ(f
2) = ρEntγλ(f
2) ≤ 4CLSI ρEγλ(f, f) = 4CLSIEργλ(f, f),
with Entγ and Eγ as in (A.1). Hence, the logarithmic Sobolev inequality (3.8) follows
from Lemma A.1. 
Appendix B. Arzela-Ascoli Theorem for discontinuous functions
Proposition B.1. Let (X, d) be a compact separable metric space and fn : X → R a
sequence of functions with the following properties:
(1) For all x ∈ X, fn(x) is a bounded sequence.
(2) For each ε > 0 there exists n0 ∈ N and δ > 0 such that
|fn(x)− fn(y)| ≤ δ,
for all x, y ∈ X with d(x, y) ≤ δ and n ≥ n0.
Then there exists a continuous function f : X → R and a subsequence nk →∞ such that
fnk → f uniformly.
Proof. Let Z ⊂ X be a countable dense subset. Then by the first property, fn(z) is a
bounded sequence for all z ∈ Z, and by Bolzano-Weierstrass and a diagonal argument
there exists a subsequence (not relabelled) such that fn(z) is a Cauchy sequence for all
z ∈ Z. Next we show that this implies that fn(x) is a Cauchy sequence for all x ∈ X.
Indeed, let x ∈ X and ε > 0. By the second property there exists a n0 and δ > 0 with
|fn(x) − fn(y)| ≤ δ for all x, y ∈ X with d(x, y) ≤ δ and n ≥ n0. Then by density
there exists z ∈ Z with d(x, z) ≤ δ and because fn(z) is a Cauchy sequence there exists
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n1 ≥ n0 with |fn(z) − fm(z)| ≤ ε for n,m ≥ n1. For such n,m we have by triangle
inequality
|fn(x)− fm(x)| ≤ |fn(z) − fm(z)|+ |fn(z)− fn(x)|+ |fm(z)− fm(x)| ≤ 3ε.
This shows that fn(x) is a Cauchy-sequence and thus has a limit f(x) = limn→∞ fn(x).
The continuity of f easily follows from the second property of fn by letting n→∞. To
show uniform convergence let ε > 0 and choose δ, n0 according to the second property.
Then by compactness we can cover X with finitely many δ-balls around some points
xk, k = 1, .., N for some N ∈ N. Then by convergence there exists n1 ≥ n0 such that
|fn(xk)− f(xk)| ≤ ε for all k = 1, .., N . Because by construction for every x ∈ X there
exists k with d(x, xk) ≤ δ we have by triangle inequality for all n ≥ n1
|fn(x)− f(x)| ≤ |fn(xk)− f(xk)|+ |fn(xk)− fn(x)|+ |f(xk)− f(x)| ≤ 3ε,
where the third term is also smaller than ε by letting n → ∞ in the second property.
This shows uniform convergence. 
Appendix C. The case λ = 0
In the special case λ = 0 we can analyse equation (DP) directly, since the fundamental
solution is explicit. The equation then becomes the discrete heat equation with absorbing
boundary 

∂tu = ∆Nu, on N,
u(t, 0) = 0, for t ≥ 0,
u(0, k) = ck, for k ≥ 1.
(C.1)
The fundamental solution ψ of (C.1) is obtained from the one ϕ of the whole lattice Z
by reflection and satisfies ψ(t, k, l) = ϕ(t, k− l)−ϕ(t, k+ l) The fundamental solution to
the discrete heat equation on Z is obtained as ϕ(t, k) = exp(2t)Ik(2t) by using Fourier
series and a integral representation formula for the modified Bessel’s Ik of the first kind
(cf. [1, p. 376]). Hence, the solution u to (C.1) is given by
u(t, k) =
∑
l≥1
ψ(t, k, l)cl =
∑
l≥1
(
ϕ(t, k + l)− ϕ(t, k − l))cl. (C.2)
Since Iν is defined for real values ν, we regard x 7→ ψ(t, x, l), and consequentially also
x 7→ u(t, x) as a function of the continuous variable x ∈ R+. In this form, we can prove
the following result.
Proposition C.1. Every solution u to (C.1) with M1[c] = ρ satisfies
u(t, x
√
t) ≃ ρ x
t
√
4π
exp
(
−x
2
4
)
as t→∞.
Here, a(t) ≃ b(t) as t→∞ denotes asymptotic equivalence limt→∞ a(t)/b(t) = 1.
To prove the above result, we first derive another formula for ψ.
Lemma C.2. For (t, x, l) ∈ R+ × R+ × N, it holds
ψ(t, x, l) =
1
t
l∑
m=1
(x− l + 2m− 1)ϕ(t, x − l + 2m− 1). (C.3)
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Proof. The modified Bessel functions of the first kind satisfy the relation
Ix−1(t)− Ix+1(t) = 2x
t
Ik(t),
which by inserting in (C.2) yields
ϕ(t, x− 1)− ϕ(t, x+ 1) = x
t
ϕ(t, k).
Then, we expand ψ(t, x, l) as
ϕ(t, x− l)− ϕ(t, x+ l) =
l∑
m=1
ϕ(t, x− l + 2(m− 1)) − ϕ(t, x− l + 2m)
=
1
t
l∑
m=1
(x− l + 2m− 1)ϕ(t, x − l + 2m− 1). 
Next we find the scaling behavior by proving the following asymptotics for the involved
Bessel functions.
Lemma C.3. The modified Bessel functions satisfy for every x > 0 the asymptotic
Ix
√
t(t) ≃
exp(t)√
2πt
exp
(
−x
2
2
)
as t→∞.
Consequently, it holds
ϕ(t, x
√
t) ≃ 1√
4πt
exp
(
−x
2
4
)
as t→∞. (C.4)
Proof. The proof is similar to the result in [29, Theorem 2.13]. We have
Ix
√
t(t) ≃
1
π
∫ π
0
exp(t cos(θ)) cos(x
√
tθ) dθ as t→∞.
By substituting u = 2
√
t sin
(
θ
2
)
in the above integral we obtain
Ix
√
t(t) ≃
exp(t)
π
√
t
∫ 2√t
0
exp
(
−u
2
2
)
cos
(
x2
√
t sin−1
(
u
2
√
t
))
√
1− u24t2
du as t→∞.
Clearly the point-wise limit of the integrand is
exp
(
−u
2
2
)
cos
(
x2
√
t sin−1
(
u
2
√
t
))
√
1− u24t2
≃ exp
(
−u
2
2
)
cos(xu) as t→∞,
which leads by dominated convergence to
Ix
√
t(t) ≃
exp(t)
π
√
t
∫ ∞
0
exp
(
−u
2
2
)
cos(xu) du.
By standard Fourier analysis, we obtain in the last step∫ ∞
0
exp
(
−u
2
2
)
cos(xu) du =
1
2
∫
R
exp
(
−u
2
2
)
exp(−ixu) du =
√
π
2
exp
(
−x
2
2
)
. 
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Corollary C.4. For (t, x, l) ∈ R+ × R+ ×N, it holds
|ψ(t, x, l)| . l
t
(
x√
t
+ 1
)
. (C.5)
Proof. We use the identity (C.3) to estimate
t|ψ(t, x, l)| ≤ lx sup
y∈[0,∞)
|ϕ(t, y)|+
l∑
m=1
| − l + 2m− 1|ϕ(t, x − l + 2m− 1)
. l
x√
t
+ l
∑
m∈Z
ϕ(t,m) =
l
t
(
x√
t
+ 1
)
. 
Proof of Proposition C.1. By the representation formula (C.2), we have
t u
(
t, x
√
t
)
=
∞∑
l=1
t ψ
(
t, x
√
t, l
)
cl.
Next, we note that for every fixed k ∈ Z we have
√
t ϕ
(
t, x
√
t+ k
)
→ 1√
4π
exp
(
−x
2
4
)
.
Indeed, the proof for k = 0 was done in Lemma C.3 and works with minor modifications
in the same way for general k. Thus the formula (C.3) for ψ implies that as t→∞
t ψ
(
t, x
√
t, l
)
=
l∑
m=1
x
√
t ϕ
(
t, x
√
t− l + 2m− 1)+O(t− 12 )→ l x√
4π
exp
(
−x
2
4
)
.
Furthermore, by Corollary C.4 we have that |tψ(t, x√t, l)| . l (x+1), so with dominated
convergence we conclude
lim
t→∞ t u
(
t, x
√
t
)
=
∞∑
l=1
(
lim
t→∞ t ψ
(
t, x
√
t, l
))
cl =
x√
4π
exp
(
−x
2
4
) ∞∑
l=1
l cl
=
ρ x√
4π
exp
(
−x
2
4
)
. 
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