Let Ω be either a unit ball or a half space. Consider the following Dirichlet problem involving the fractional Laplacian for 0 < α < 2:
Introduction
The fractional Laplacian in R n is a nonlocal integral operator, taking the form
α/2 u(x) = C n,α P.V.
where α is any real number between 0 and 2 and P.V. means in the Cauchy principal value sense. In recent years, there has been a great deal of interest in using the fractional Laplacian to model diverse physical phenomena, such as anomalous diffusion and quasi-geostrophic flows, turbulence and water waves, molecular dynamics, and relativistic quantum mechanics of stars ( see [BoG] [CaV] [Co] [TZ] and the references therein). It also has various applications in probability and finance [A] [Be] [CT] . In particular, the fractional Laplacian can be understood as the infinitesimal generator of a stable Lévy process [Be] . We refer the readers to Di Nezza, Palatucci, and Valdinoci's survey paper [NPV] for a detailed exposition of the function spaces involved in the analysis of the operator and a long list of relevant references.
Let Ω be a domain in R n .
In this paper, we analyze the behavior of solutions to the Dirichlet problem for semilinear equations (−∆) α/2 u(x) = f (u(x)), x ∈ Ω, u(x) ≡ 0, x ∈Ω.
We study symmetry, monotonicity, regularity, and non-existence of positive solutions. There are several distinctly different ways to define the fractional Laplacian in a domain Ω, which coincide when the domain is the entire Euclidean space, but can otherwise be quite different. In particular, Cabre and Tan [CT] have analyzed a very similar problem, taking as the fractional Laplacian the operator with the same eigenfunctions as the regular Laplacian, by extending to one further dimension. Another way is to restrict the integration to the domain:
Ω u(x) − u(z) |x − z| n+α dz, known as the regional fractional Laplacian [Gu] . In our paper, we mainly consider the cases when Ω is a unit ball or a half space, while our operator is defined by (3); or equivalently, by the Fourier transform:
(−△) α/2 u(ξ) = |ξ| αû (ξ) whereû is the Fourier transform of u. Obviously, this operator is well defined in S, the Schwartz space of rapidly decreasing C ∞ functions in R n . One can extend this definition to the distributions in the space
Given any f ∈ L 1 loc (Ω), we say that u ∈ L α/2 solves the problem (−△) α/2 u = f (x), x ∈ Ω if and only if
Throughout this paper, we will consider the distributional solutions in the sense of (5).
Let B 1 = B 1 (0) = {x ∈ R n : |x| < 1} be the unit ball in R n and 0 < α < 2, n ≥ 3. We first study the Dirichlet problem
Under some mild conditions on f (·), we will show that the positive solutions are radially symmetric and monotone decreasing about the origin. Instead of using the extension method of Caffarelli and Silvestre [CaS] , we introduce a new and direct approach by studying an equivalent integral equation. We then use the method of moving planes in integral forms to prove the symmetry and monotonicity of solutions.
Thanks to Kulczycki [Ku] , under very mild regularity assumptions, for instance, f (u) ∈ L q (B 1 ) for some q > 1, we can express the solutions of (6) as u(x) = B 1 G 1 (x, y)f (u(y))dy,
where G 1 (x, y) is Green's function satisfying (−∆) α/2 G 1 (x, y) = δ(x − y), in B 1 , G 1 (x, y) = 0, in B c 1 . Set s = |x − y| 2 and t = (1 − |x| 2 )(1 − |y| 2 ).
Then we can write the Green's function in the form G 1 (x, y) = A n,α s (n−α)/2 1 − B n,α (s + t) (n−2)/2 db , x, y ∈ B 1 .
(8) where A n,α and B n,α are constants depending on n and α.
Our first result is
Theorem 1 Assume that (f 1 ) f : [0, ∞) → [0, ∞) is increasing, f (0) = 0, and either one of the following is satisfied:
where C 1 , C 2 , C 3 , and β 1 can be any nonnegative constants, while β 2 is some non-positive constant. If (7) is radially symmetric about the origin and strictly decreasing in the radial direction.
Then every positive solution of integral equation
Corollary 1 Under the conditions of Theorem 1, if u is a positive solution of (6) with f (u) ∈ L q (B 1 ) for some q > 1, then it is radially symmetric about the origin and strictly decreasing in the radial direction.
iii) Servadei and Valdinoci [SV] in a recent paper obtained the classic existence result of Brezis and Nirenberg, demonstrating our class is non-empty. Fall and Weth [FW] adapted the Pohozaev estimates to show nonexistence of solutions to the critical power equation itself ( see also [RS] ).
We also establish some regularity of the solutions.
Theorem 2 Let u(x) be a positive solution of (6) or of (7). Assume that
for some β >
n−α (B 1 ), then one can verify that all the conditions in Theorem 2 are satisfied.
By applying some estimates found in [CSS] and [Si] , we apply a bootstrapping argument to show that u is, in some sense, as smooth as f . In
Theorem 3 Assume that u(x) is a positive bounded solution of (6). If f :
We then consider the case when Ω is the half space
where
In order to use the method of integral equations, we first establish the equivalence between problem (10) and the integral equation
is the Green function in R n + with the same Dirichlet condition. Here s = |x − y| 2 while t = 4x n y n .
As compared to the Green's function G 1 (x, y) in the unit ball, the expression for G ∞ (x, y) in terms of s and t is the same. However, t is differently defined here. We prove
Theorem 4
Assume that u is a locally bounded positive solution of problem (10) and the growth of u is not as fast as a constant multiple of (x n ) α/2 , more precisely, there exists a sequence {x
Then u is also a solution of integral equation (11) and vice versa.
The proof of this theorem is based on the following uniqueness result.
Lemma 1 Assume that w is a nonnegative solution of
Then we have either
or there exists a constant a o > 0, such that
Remark 3 The above lemma presents the best possible uniqueness result for such a problem. To see this, for any constant a o , let
Then it is well known that g(x) is a non-zero solution of problem (14) ( see [CRS] ).
Next, we establish Liouville theorems for the integral equation.
Then by Theorem 4, one derive immediately the following
To prove the non-existence of positive solutions for the integral equation, we again employ the method of moving planes in integral forms. We move the plane along x n direction to show that the solutions must be monotone increasing in x n and thus derive a contradiction.
To remarkably weaken the global integrability condition u ∈ L n(p−1) α (R n + ) in Theorem 5, we exploit a Kelvin type transform. To ensure that the half space R n + is invariant under the inversion, we need to place the centers on the boundary, ∂R n + . For a point z 0 ∈ ∂R n + , we consider
the Kelvin type transform of u(x) centered at z 0 . Some new ideas are involved.
In the critical case p = n+α n−α , we consider two possibilities. (i) There is a point z 0 ∈ ∂R n + , such thatū z 0 (x) is bounded near z 0 . In this situation, u is globally integrable, and we move the planes in the direction of x n -axis to show that the solution u is monotone increasing in x n , as we did in the proof of Theorem 5.
(ii) For all z 0 ∈ ∂R n + ,ū z 0 (x) are unbounded near z 0 . In this situation, we move the planes in x 1 , · · · , x n−1 directions to show that, for every z 0 ,ū z 0 is axially symmetric about the line that is parallel to x n -axis and passing through z 0 . This implies further that u depends on x n only. In the subcritical case, we only need to work onū z 0 (x); and similar to the above possibility (ii), we show that for every z 0 ,ū z 0 is axially symmetric about the line that is parallel to x n -axis and passing through z 0 , which implies again that u depends on x n only.
In both cases, we will be able to derive a contradiction and prove the following Remark 4 In [FW] , to establish the non-existence of positive solutions for (10) via the extension method, they required that u ∈ D α/2,2 ∩ C(R n ). One can see that our growth condition here is much weaker.
It is well-known that these kinds of Liouville theorems play an important role in establishing a priori estimates for the solutions of a family of corresponding boundary value problems in either bounded domains or Riemannian manifolds with boundaries.
In Section 2, we study symmetry and monotonicity of positive solutions in the unit ball and establish Theorem 1. In Section 3, we obtain the regularity of solutions and prove Theorem 2 and 3. In Section 4, we show the equivalence between problem (10) and integral equation (11), and in Section 5, we prove non-existence of positive solutions in the half space R n + and thus establish Theorem 5 and 6.
For more articles concerning the origin and applications of the method of moving planes in integral forms, please see [CL3, CL4, CLO, CLO1, CLO2, CZ, FC, MCL] and the references therein.
Symmetry of Solutions in the Ball
In this section, we will use the method of moving planes in integral forms to obtain the radial symmetry and monotonicity of positive solution for integral equation (7) and thus prove Theorem 1, which leads to Corollary 1 immediately.
Properties of the Green's Function
Let λ ∈ (−1, 0) be a real number and T λ = {x ∈ R n |x 1 = λ}. We denote Σ λ the region in the ball between the plane x 1 = −1 and the plane x 1 = λ:
Let
be the reflection of the point x = (x 1 , x 2 , · · · , x n ) about the plane T λ , denote Σ C λ = B 1 \Σ λ , the complement of Σ λ in B 1 , and set
To carry on the method of moving planes, we need the following properties of the Green's function.
and
(ii) For any
Set t = t(x, y) = (1 − |x| 2 )(1 − |y| 2 ). Obviously, we have
Let B n,α = B,
and H(s, t) = 1
Then we can rewrite
Since
we have
By a straight forward calculation,
and consequently,
Let b = sλ. we obtain
Then we have
we derive (19) from (22)- (26), (30), and (32). Next, we prove (20). It can be obtained from (23)- (24), (26)- (28), and (35) as follows:
Similarly,
Then by (30)-(32), and (37), we deduce
This completes the proof of Lemma 2.1.
where Σ λ = {x λ | x ∈ Σ λ } is the reflection of Σ λ about the plane T λ . By Lemma 2.1, we arrive at
This completes the proof of the lemma.
Lemma 2.3 (An equivalent form of the Hardy-Littlewood-Sobolev inequality) Assume
The proof of this lemma is standard and can be found in [CL1] or [CL2] .
The Proof of Theorem 1
The proof of Theorem 1 consists of two steps. In
Step 1., we show that for λ sufficiently close to −1, we have
This provides a starting point to move the plane T λ along the x 1 direction. In
Step 2., we move the plane continuously to the right as long as inequality (40) holds. We show that the plane can be moved all the way to λ = 0 and thus derive
Similarly, we can start the plane T λ from close to λ = 1 and move it to the left to the limiting position T 0 to deduce
Now (41) and (42) imply that u(x) is symmetric about the plane T 0 . Since the direction of x 1 can be chosen arbitrary, we deduce that u(x) is radially symmetric about the origin and strictly decreasing in the radial direction.
Step
We show that Σ − λ is almost empty by estimating a certain integral norm on it.
By Lemma 2.1, 2.2, Mean Value Theorem, and (f 1 ), we have, for any
where ψ(y) is valued between u(y) and u λ (y). By the formula for G 1 (x, y), it is easy to see
It follows from (43) and (44) that, for any
Applying the HLS inequality (Lemma 2.3) and Hölder inequality, we have, for any q >
By assumption (f 2 ) or ( f 2 ), for λ sufficiently close to −1, we have
Then by (46), we have
This implies that w λ L q (Σ − λ ) = 0, therefore Σ − λ must be measure zero. And then (40) holds.
Step 2. We now move the plane T λ continuously towards the right as long as inequality (40) holds to its limiting position. Define
We prove that λ 0 must be 0. Otherwise, suppose λ 0 < 0. First, we shall show that
in the interior of Σ λ 0 .
Indeed, by the first two expressions in the proof of Lemma 2.2 and Lemma 2.1, we have
If (47) is violated, then there exists some point x 0 ∈ Σ λ 0 such that u(x 0 ) = u λ 0 (x 0 ). Consequently, by (21) and (48), we obtain
Due to (f 1 ), we must have
. This is a contradiction with our assumption that u > 0. Therefore (47) must be true.
By virtue of the Lusin Theorem, for any δ > 0, there exists a closed subset F δ of Σ λ 0 , with µ(Σ λ 0 \F δ ) < δ, such that w λ 0 | F δ is continuous with respect to x, and hence w λ | F δ is continuous with respect to λ for λ close to λ 0 . By (47), there exists ǫ > 0 such that for all λ ∈ [λ 0 , λ 0 + ǫ), it holds
It follows that, for such λ,
Step 1, we can choose δ and ǫ sufficiently small such that
Consequently from (46), we have w λ (x) L q (Σ − λ ) = 0, and hence Σ − λ must be measure zero, and hence
This contradicts the definition of λ 0 . Therefore we must have λ 0 = 0. This completes the proof of Theorem 1.
Remark 2.1 In the above, we only presented the proof under condition (f 2 ), while a similar argument works under condition (f 2 ).
The Proof of Corollary 1
By Theorem 1, we only need to show that under the regularity assumption
u satisfies integral equation (7).
Then obviously,
Consequently, by HLS inequality, we have
where r = nq n−αq > 1. Moreover, one can easily verify that
Recall that w ∈ L 1 is fractional harmonic in the weak sense
We show that w ≡ 0. Otherwise, there exists a smooth, compactly supported function ψ such that
which is a contradiction with (51). This completes the proof of the corollary.
Regularity of Solutions
In this section, we establish regularity for positive solutions of (6) and of (7), in which the following lemma from [CL2] is a key ingredient. Let V be a Hausdorff topological vector space. Suppose there are two extended norms defined on V ,
Assume that the spaces
are complete under the corresponding norms, and the convergence in X or in Y implies the convergence in V .
Lemma 3.1 (Regularity Lifting) Let T be a contracting map from X into itself and from Y into itself. Assume that f ∈ X, and that there exists a function g ∈ Z := X Y such that f = T f + g in X. Then f also belongs to Z.
We have
Theorem 3.1 Let u(x) be a positive solution of (6) or of (7). Assume that
for some β > α n−α , and
Then u is uniformly bounded in B 1 .
Proof. We first work on the solutions of integral equation (7). We will use the Regularity Lifting Lemma to show that
For any real number a > 0, let A = {x ∈ B 1 | u(x) > a} and
elsewhere.
where χ A is the characteristic function on the set A and D = B 1 \A. Define the linear operator
Then obviously, u satisfies the equation
We prove that, for a sufficiently large, T a is a contracting map from
. In fact, by (44), (52), HLS inequality, and Hölder inequality, we have
By (53), we can choose a sufficiently large, so that the measure of A is small and hence
Therefore T a is a contracting operator from L p (B 1 ) to L p (B 1 ). To estimate J(x), we apply HLS inequality, (52), and the fact that u ≤ a on D to derive
. Then by Lemma 3.1, we arrive at (54).
By Hölder inequality, (52), and (54), we have
, the above integral is uniformly bounded for all x ∈ B 1 . Therefore u is uniformly bounded.
Next, we show that this is also true for equation (6). In fact, by (52) and (53), we have
, it is easy to veryfy that nβ α(β+1) > 1. Now it follows from the proof of Corollary 1 that if u is a solution of (6), then it is also a solution of (7), therefore it is uniformly bounded.
This completes the proof of Theorem 3.1.
Theorem 3.2 Assume that u is a positive bounded solution of (6). If f :
Proof. Let
|x − y| n−α dy, the Riesz potential of f (u). Since f (u) is both bounded and compactly supported, we know that its Riesz potential is well defined and is in C γ for any γ < α [Si] . Let v = u − w. Then (−∆) α/2 v = 0 for x ∈ B 1 , with v = −w in B c 1 . Fractional harmonic functions are known to be C ∞ in the domain where they are fractionally harmonic, since their derivatives satisfy the same equation (see, for example, corollary 2.5 of [CSS] ).
Hence, we have u ∈ C γ in any domain compactly contained within B 1 . To iterate in general, suppose u ∈ C k,γ in any domain compactly contained in B 1 . If f is C m for some m ≥ k, then f (u) is C k,γ as well. To iterate our scheme, we apply the estimates from [Si] which state that if f (u) ∈ C k,γ , then its Riesz potential is in C l,β , where l is the integer part of k +α +γ, and β the fractional part. We repeat until we get that u ∈ C m,γ for some γ, in every domain compactly contained within B 1 , which tells us that u ∈ C m (B 1 ).
Equivalence between the Two Equations on R n +
We first derive the expression of the Green's function in this half space. In the previous sections, we introduced from [Ku] the Green's function of the operator (−∆) α/2 with Dirichlet conditions on the unit ball B 1 :
where s = |x − y| 2 and t = (1 − |x| 2 )(1 − |y| 2 ). Set P R := (0, · · · , R) ∈ R n + , and B R (P R ) := {x ∈ R n : |x − P R | < R}, the ball of radius R centered at P R . Let
Then we can write the Green's function on B R (P R ) as
Let R → ∞ in (55), we arrive at the Green function G ∞ (x, y) on half space R n + :
where s = |x − y| 2 and t = 4x n y n .
Next we establish the equivalence between problem (10) and integral equation (11).
Theorem 4.1 Assume that u is a locally bounded positive solution of
and there exists a sequence {x
Then it is also a solution of
and vice versa.
To prove the Theorem, we need the following Harnack inequality for α-harmonic functions on domains with boundaries, its consequences on halfspaces, and the uniqueness of α-harmonic functions on half-spaces.
Proposition 4.1 (Boundary Harnack, see [CaS] or [Bo] ) Let f , g : R n → R be two nonnegative functions such that (−∆) s f = (−∆) s g = 0 in a domain Ω. Suppose that x 0 ∈ ∂Ω, f (x) = g(x) = 0 for any x ∈ B 1 \Ω, and ∂Ω ∩ B 1 is a Lipschitz graph in the direction of x 1 with Lipschitz constant less than 1. Then there is a constant C depending only on dimension such that
for any x, y ∈ B 1 2 (x 0 ).
Based on this Harnack inequality, we derive the uniqueness of α-harmonic functions on half spaces.
Lemma 4.1 Assume that w is a nonnegative solution of
Then there is a constant c o > 0 such that for any two points x = (x 1 , · · · , x n ) and y = (y 1 , · · · , y n ) in R n + , we have
Consequently, we have either
Then it is well known that g(x) is a non-zero solution of problem (60).
We compare w(x) with this α-harmonic function g(x). In Proposition 4.1, choose Ω = R n + . It is easy to see that, by re-scaling, one can replace B 1 2 in Proposition 4.1 by B R 2 for any R > 0, and the constant c is independent of R. Given any two points x and y in R n + , choose R sufficiently large, such that x, y ∈ B R 2 (0), then it follows from the Proposition that
Now, suppose w is not identically zero. Then there exist a point
Hence by (64), we derive
This completes the proof of the Lemma. Now, we are ready to prove Theorem 4.1. Assume that u is a positive solution of (56). We first show that
From the local bounded-ness assumption on u, one can see that, for each R > 0, v R (x) is well-defined and is continuous. Moreover
By the following Maximum Principle:
bounded open set, and let f be a lower-semicontinuous function inΩ such that
We derive
Now letting R → ∞, we arrive at
Then by Lemma 4.1, we deduce
Therefore,
On the other hand, assume that u(x) is a solution of integral equation (58). Applying (−△) α/2 to both sides, and on the right hand side, exchanging it with the integral, we arrive at (56).
This completes the proof of the theorem.
5 The Liouville Type Theorems in R n +
In this section, we prove the non-existence of positive solutions under global and local integrability assumptions respectively and thus establish Theorem 5 and 6.
Properties of the Green's Functions
Let λ be a positive real number and let the moving plane be
We denote Σ λ the region between the plane x n = 0 and the plane x n = λ. That is
be the reflection of the point x = (x 1 , · · · , x n−1 , x n ) about the plane T λ , set
the complement of Σ λ , and write
First we derive the properties of G ∞ (x, y).
Lemma 5.1 (i) For any x, y ∈ Σ λ , x = y, we have
Proof. (i) Set ϕ(x, y) = 4x n y n . Obviously, we have
Then similar to the B 1 case, we have
then (67) is a direct consequence of (69), (72), and (73).
Next, we prove (68). From (69)- (71) and (74), we deduce
Similarly, one can show that
These imply (68).
(ii) For x ∈ Σ λ and y ∈ Σ C λ , we have
By (72)- (73), and (80), we get
This completes the proof of Lemma 5.1. The following lemma is a key ingredient in our integral estimates and the proof is similar to that of Lemma 2.2, which we omit here.
Lemma 5.2 For any
x ∈ Σ λ , it holds u(x) − u λ (x) ≤ Σ λ G ∞ (x λ , y λ ) − G ∞ (x, y λ ) [u p (y) − u p λ (y)] dy.
Non-existence under Global Integrability Assumption
In this subsection, we prove
then u(x) ≡ 0.
From the following result of Silvestre [Si] , one can see that a nonnegative solution u is either strictly positive or identically zero in R n .
Proposition 5.1 Let Ω ⋐ R n be an open set, and let u be a lower-semicontinuous function inΩ such that
By virtue of this proposition, without loss of generality, we may assume that u > 0 in R n + and derive a contradiction. We divide the proof into two steps. In the first step, we start from the very low end of our region R n + , i.e. near x n = 0. We will show that for λ sufficiently small,
In the second step, we will move our plane T λ up in the positive x n direction as long as the inequality (82) holds to show that u(x) is monotone increasing in x n and thus derive a contradiction.
Step 1. Define Σ − λ = {x ∈ Σ λ | w λ (x) < 0}. We show that for λ sufficiently small, Σ − λ must be measure zero. In fact, for any x ∈ Σ − λ , by the Mean Value Theorem and Lemma 5.2, we obtain
where ψ λ (y) is valued between u(y) and u λ (y) and hence on Σ − λ , we have
By the expression of G ∞ (x, y), it is easy to see
We apply the Hardy-Littlewood-Sobolev inequality (39) and Hölder inequality to (84) to obtain, for any q >
Note here we can choose q =
By (85)- (86), we have w λ L q (Σ − λ ) = 0, and therefore Σ − λ must be measure zero.
Step 2. Now we start from such small λ and move the plane T λ up as long as (82) holds.
Define
We will prove λ 0 = +∞.
Suppose in the contrary that λ 0 < ∞, we will show that u(x) is symmetric about the plane T λ 0 , i.e.
This will contradict the strict positivity of u.
Suppose (88) does not hold. Then for such a λ 0 , we have w λ 0 ≥ 0, but w λ 0 ≡ 0 a.e. on Σ λ 0 . We show that the plane can be moved further up. More precisely, there exists an ǫ > 0 such that for all λ ∈ [λ 0 , λ 0 + ǫ)
To verify this, we will again resort to inequality (85). If one can show that for ǫ sufficiently small so that for all λ in [λ 0 , λ 0 + ǫ), holds
then by (85) and (90), we have w λ L q (Σ − λ ) = 0, and therefore Σ − λ must be measure zero. Hence, for these values of λ > λ 0 , we have (89). This contradicts the definition of λ 0 . Therefore (88) must hold.
We postpone the proof of (90) for a moment.
By (88), we derive that the plane x n = 2λ 0 is the symmetric image of the boundary ∂R n + with respect to the plane T λ 0 , and hence u(x) = 0 when x is on the plane x n = 2λ 0 . This contradicts our assumption u(x) > 0 in R n + . Therefore, (87) must be valid.
We have proved that the positive solution of (81) is monotone increasing with respect to x n , and this contradicts u ∈ L n(p−1) α (R n + ). Hence the positive solutions of (2) do not exist. Now we verify inequality (90). For any small η > 0, we can choose R sufficiently large so that
We fix this R and then show that the measure of Σ − λ ∩B R is sufficiently small for λ close to λ 0 . First, we have
in the interior of Σ λ 0 . Indeed, since
If (92) is violated, there exists some point x 0 ∈ Σ λ 0 such that u(x 0 ) = u λ 0 (x 0 ). And then by (93) and Lemma 5.1 (ii), we obtain
This is a contradiction with our assumption that u > 0. Therefore (92) holds. For any γ > 0, let
It is obviously that lim
Then it is easy to see that
Apparently, the measure of D λ is small for λ close to λ 0 . We show that the measure of Σ − λ ∩ E γ can also be sufficiently small as λ close to λ 0 . In fact, for any x ∈ Σ − λ ∩ E γ , we have
Hence
It follows that
By the well-known Chebyshev inequality, we have
For each fixed γ, as λ close to λ 0 , the right hand side of the above inequality can be made as small as we wish. Therefore by (96) and (97), the measure of Σ − λ ∩ B R can also be made sufficiently small. Combining this with (91), we obtain (90). This completes the proof of Theorem 5.1.
Non-existence under Weaker Conditions
In this section, we will use a proper Kelvin type transforms and derive nonexistence of positive solutions in R n + under much weaker conditions, i.e. the solution u is only locally bounded or, in the critical case, only locally integrable.
Because there is no explicit global integrability assumptions on the solution u, we cannot directly carry on the method of moving planes on u. To overcome this difficulty, we employ Kelvin type transforms.
For z 0 ∈ ∂R n + , let
be the Kelvin type transform of u centered at z 0 .
Through a straight forward calculation, we havē
where n n−α < p ≤ τ , β = (n − α)(τ − p) ≥ 0, and τ = n+α n−α . We consider critical case and subcritical case separately.
thenū z 0 is also a solution of (101). Since u ∈ L 2n n−α loc , for any domain Ω that is a positive distance away from z 0 , we have
We consider two possibilities. And we further deduce
Since u ∈ L 2n n−α loc (R n + ), together with (103), we have
In this situation, we still carry on the moving of planes on u. Going through exactly the same arguments as in the proof of Theorem 5.1, we derive the non-existence of positive solutions for (58).
+ ,ū z 0 (x) are unbounded near z 0 . Then for each z 0 , we will carry on the moving planes on u z 0 in R n−1 to prove that it is rotationally symmetric about the line passing through z 0 and parallel to the x n -axis. From this, we will deduce that u is independent of the first n − 1 variables x 1 , · · · , x n−1 . That is, u = u(x n ), which as we will show, contradicts the finiteness of the integral
In this situation, since we only need to deal withū z 0 , for simplicity, we denote it byū. For a given real number λ, definê
and let
For x, y ∈Σ λ , x = y, by (72), it is easy to see
Obviously, we havē
By (105), one derives
In the first step, we will show that for λ sufficiently negative,
In the second step, we deduce thatT can be move to the right all the way to z 0 . And furthermore, we derive w z 0
where (z 0 ) λ is the reflection of z 0 about the planeT λ = {x ∈ R n + | x 1 = λ}. We show that for λ sufficiently negative,Σ − λ must be measure zero. In fact, by (106), (105), and the Mean Value Theorem, we obtain, for x ∈Σ
We apply the Hardy-Littlewood-Sobolev inequality (39) and Hölder inequality to (108) to obtain, for any q >
By (102), we can choose N sufficiently large such that for λ ≤ −N,
Now inequalities (109) and (110) Step 2. ( Move the plane to the limiting position to derive symmetry. ) Inequality (107) provides a starting point to move the planeT λ . Now we start from the neighborhood of x 1 = −∞ and move the plane to the right as long as (107) holds to the limiting position. Define
We prove that λ 0 ≥ z 0 1 − ǫ. On the contrary, suppose that λ 0 < z 0 1 − ǫ. We will show thatū(x) is symmetric about the plane T λ 0 , i.e.
Suppose (111) is not true, then for such λ 0 < z 0 1 − ǫ, we have
We show that the plane can be moved further to the right. More precisely, there exists a ζ > 0 such that for all λ ∈ [λ 0 , λ 0 + ζ)
This will contradicts the definition of λ 0 . By inequality (109), we have
Similar to the proof of (90), we can choose ζ sufficiently small so that for all λ ∈ [λ 0 , λ 0 + ζ),
We postpone the proof of this inequality for a moment. Now by (112) and (113) This contradicts the definition of λ 0 . Therefore (111) must hold. That is, if λ 0 < z 0 1 − ǫ, for any ǫ > 0, then we must havē u(x) ≡ū λ 0 (x), a.e. ∀x ∈Σ λ 0 \B ǫ ((z 0 ) λ 0 ).
Sinceū is singular at z 0 ,ū must also be singular at (z 0 ) λ . This is impossible because z 0 is the only singularity ofū. Hence we must have λ 0 ≥ z 
We fix this R and then show that the measure ofΣ − λ ∩B R is sufficiently small for λ close to λ 0 . By (106), we have
in the interior ofΣ λ 0 \B ǫ ((z 0 ) λ 0 ). The rest is similar to the proof of (90). We only need to useΣ λ \B ǫ ((z 0 ) λ ) instead of Σ λ andΣ λ 0 \B ǫ ((z 0 ) λ 0 ) instead of Σ λ 0 . (ii) The Subcritical Case 1 < p < n+α n−α . In this case, we only need to carry the method of moving planes onū ≡ū z 0 to show that it must be axially symmetric about the line passing through z 0 and parallel to x n axis.
Since u is locally bounded, for any domain Ω that is a positive distance away from z 0 , we have
By (116), we can choose N sufficiently large, such that for λ ≤ −N,
Now inequality (119) and (120) 
Step 2. (Move the plane to the limiting position to derive symmetry.) Inequality (121) provides a starting point to move the planeT λ . Now we start from the neighborhood of x 1 = −∞ and move the plane to the right as long as (121) This implies thatū is symmetric about the planeT z 0 .
Since we can choose any direction that is perpendicular to the x n -axis as the x 1 direction, we have actually shown that the Kelvin transform of the solution-ū(x)-is rotationally symmetric about the line parallel to x n -axis and passing through z 0 either in Possibility 2 of the critical case or in the subcritical case. Now, for any two points X 1 and X 2 , with X i = (x i , x n ) ∈ R n−1 × [0, ∞), i = 1, 2. Let z 0 be the projection ofX = , hence u(X 1 ) = u(X 2 ). This implies that u is independent of (x 1 , · · · , x n−1 ). That is u = u(x n ), and we will show that this will contradict the finiteness of the integral 
where t = 4x n y n and s = |x − y| 2 . By the boundary conditions, we have 
