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Abstract
We investigate the nature of the phase transition (sharp or coarse) for random constraint satisfaction
problems. We ﬁrst give a sharp threshold criterion speciﬁed for CSPs, which is derived from Friedgut–
Bourgain’s one. Thus, we get a complete and precise classiﬁcation of the nature of the threshold for symmetric
BooleanCSPs. Inparticularwe show that it is governedby two local properties strongly related to theproblems
1-SAT and 2-XOR-SAT.
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1. Introduction
Roughly speaking, Boolean constraint satisfaction problems (Boolean CSPs for short) are prob-
lems whose instances describe a collection of simple constraints on Boolean variables. The goal
is to ﬁnd a setting on Boolean variables that satisﬁes all the constraints. CSPs occur commonly
in practice, e.g., in optimization or in problems arising from the ﬁeld of artiﬁcial intelligence. The
best known Boolean CSP is 3-SAT, the prototypical NP-complete problem. Average case analysis
and experimental results for 3-SAT have provided evidence for the existence of a phase transi-
tion for the monotone property of being satisﬁable (see for instance [10]). More precisely, a sharp
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threshold phenomenon has been observed in the probability of a random k-CNF formula being
satisﬁable with respect to the ratio of the number of clauses to the number of variables. Later,
experiments have been generalized to CSPs (see for instance [11,15]) showing a similar behavior
and providing evidence that the parameters which deﬁne the distribution of random instances
have a critical region. While numerous experimental studies have been performed in the investi-
gation of phase transitions for speciﬁc SAT problems, a rigorous theoretical study (locating the
phase transition and determining its nature—sharp or coarse—) remains very difﬁcult (see [1–
3,6,8]).
The aim of this paper is to pursue the investigation of the phase transition for SAT problems
in a uniform way. In [3] we considered generalized satisﬁability problems SAT(F), ﬁrst introduced
by Schaefer [13] in 1978. In such a problem the type of constraints that are allowed in the in-
put, F , is ﬁxed and are deﬁned over a Boolean domain. We identiﬁed conditions on the allowed
constraints F , as transition factors for SAT(F) and we gave ﬁrst estimates of the location of the
transition. Models for random CSPs over ﬁnite domain have been independently considered by
Molloy [12] who obtained results for the location and the nature of the transition expressed in
terms of global conditions on the shape of the CSP. In the Boolean domain, results on minimal
elements given in [3], showed that these global conditions can be reduced to our local ones. These
local conditions are similar in spirit to the conditions occurring in Schaefer’s classiﬁcation and we
will conﬁrm here that they are the right ones to get a classiﬁcation of the nature of the threshold
for SAT problems. First we provide a new combinatorial sharpness criterion speciﬁed for CSPs
and usable to treat CSPs over any ﬁnite domain. Then we show that this criterion can be applied
in the Boolean domain to prove sharpness for a large class of problems: symmetric satisﬁability
problems. Thus, we give a concise and local characterization that allows to decide easily, for a given
F , whether the corresponding symmetric satisﬁability problem SAT(F) has a sharp or a coarse
threshold.
In Section 2, we choose an appropriate model for generating random instances in Schaefer’s
framework. Section 3.1 provides an exposition of standard facts on phase transition for monotone
properties and repeats Friedgut–Bourgain’s general sharp threshold criterion (which is, as far as
we know, the only tool to establish sharpness of the threshold for a whole class of problems). Two
new and useful lemmas complete these general results in the Appendix A. In Section 3.2 we propose
a new criterion to establish a sharp threshold for random CSPs. Section 4 establishes the relation
between the nature of the phase transition of symmetric Boolean CSPs, SAT(F), and the following
local properties.
(P 1) : F does not contain any function having a unary clause as an implicate,
(P2) : F does not contain any function having a 2-XOR-clause as an implicate.
In Section 4.1 we examine how many constraints (as a function of the number of variables, n)
are needed for the transition to start. This will be crucial to get the transition’s scale. In Section
4.2 the classiﬁcation of the threshold for SAT(F) is stated. On one hand, Section 4.3 deals with the
case where F contains some function having a unary clause or a 2-XOR-clause as an implicate,
e.g., when either (P 1) or (P2) does not hold. We prove that if (P 1) does not hold, then there is a
coarse transition occurring when the number of constraints is proportional to
√
n, and if (P 1) holds
but (P2) does not, then there is a coarse transition occurring when the number of constraints is
proportional to n. On the other hand, in Section 4.4, in using our new criterion, we prove that if
both (P 1) and (P2) hold, then SAT(F) has a sharp threshold.
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2. Symmetric Boolean constraint satisfaction problems
Let f be a function, f : {0, 1}k −→ {0, 1}, where k is a non-negative integer called the arity of f .
Consider  a permutation,  ∈ Sk , and −→ a polarization function, −→ ∈ (S2)k , −→ = (1, . . . , k),
where for i = 1, . . . , k , i: {0, 1} −→ {0, 1} is a permutation of the Boolean domain. We denote by
f
−→
 : {0, 1}k −→ {0, 1}, the functionf
−→
 (a1, . . . , ak) = f(a1(1), . . . , ak(k)), where, for every i = 1, . . . , k ,
a
i
(i) = a(i) if (i) = id , and ai(i) = 1− a(i) otherwise. Let 〈f 〉 denote the set of functions obtained
from f by permutation and polarization of its variables (i.e., the orbit of f under the action of the
group Sk × (S2)k ):
〈f 〉 =
{
f
−→
 /  ∈ Sk and −→ ∈ (S2)k
}
.
By Lagrange’s theorem we have
#〈f 〉 = k! · 2
k
#
{
(,−→ ) ∈ Sk × (S2)k , f−→ = f
} .
Example 2.1.
• If h0(x, y , z) = (x ∨ y ∨ z), then #〈h0〉 = 8.
• If g0(x, y) = (x ⊕ y), then #〈g0〉 = 2.
Given n Boolean variables x1, . . . , xn, a Boolean function f of arity k , f : {0, 1}k −→ {0, 1}, and
k distinct indices 1  i1 < · · · < ik  n, the pair (f , i1 < · · · < ik) is referred to as an application
of the function f to x1, . . . , xn. We call such an application a constraint and we also denote it by
f(xi1 , . . . , xik ). A truth assignment: {x1, . . . , xn} −→ {0, 1} satisﬁes such a constraint if f((xi1), . . . ,
(xik )) = 1. We are interested in the set of all constraints that can be generated from f over n
variableswith possible permutation andpolarization (positive or negative) of its variables.Anatural
question is how many such different constraints can be generated. To answer this question we
consider functions that are non-trivial and that really depend on k variables. More precisely, let us
ﬁrst introduce a notation.
Deﬁnition 2.2 (Restriction of a function). Let f be a function of arity k . For 1  i  k and ε ∈ {0, 1}
the function denoted byεi (f ) is the restriction of f over k − 1 variables obtained from f in ﬁxing
the value of the ith variable to ε, that is to say:
εi (f )(1, . . . ,k−1) = f(1, . . . ,i−1, ε,i, . . . ,k−1).
Now we can deﬁne functions to which we restrict our attention.
Deﬁnition 2.3 (Constraint function).Afunctionf : {0, 1}k −→ {0, 1} is said tobe a constraint function
of arity k if f is non-trivial, i.e., f−1(1) /= ∅ and f−1(1) /= {0, 1}k , and f really depends on all its
variables, that is to say 1i (f ) /= 0i (f ) for every i.
Let f be a constraint function,Cn(f ) denotes the set of all constraints that can be generated from
f over n variables with possible permutation and polarization (positive or negative) of its variables.
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Thus, an element of Cn(f ) is given by g ∈ 〈f 〉 and a subset of k variables among n (g, i1 < · · · < ik).
Therefore,
#Cn(f ) =
(
n
k
)
#〈f 〉.
Let  : {x1, . . . , xn} −→ {0, 1} be a truth assignment and C ∈ Cn(f ) be a constraint, C =
(g, i1 < · · · < ik) with g ∈ 〈f 〉. We denote by (C) = g((xi1), . . . ,(xik )) and by Sn(C) the set of
assignments satisfying C , Sn(C) = { such that (C) = 1}. Naturally by extension, if s is a set of
constraints, s = C1 ∧ · · · ∧ CL, then (s) =∧Li=1(Ci) and Sn(s) = { such that ∧Li=1(Ci) = 1}.
Throughout the paper F will denote a ﬁnite set of constraint functions of ﬁxed arity k  2 over
the domain {0, 1}, F = {f1, . . . , fl}.
Let 〈F〉 = ∪li=1〈fi〉. If for every i, 1  i  l, fi /∈
⋃
j /=i〈fj〉 (this will be implicit in the sequel), then
uF = #〈F〉 =∑li=1 #〈fi〉. The set Cn(F) is the set of all constraints that can be generated over
n variables from any constraint function g in 〈F〉, i.e., Cn(F) =⋃li=1 Cn(fi). There are NF such
constraints, where
NF = #Cn(F) =
(
n
k
)
· uF .
Example 2.4.
• If F = {h0}, then Cn(F) is the set of all 3-clauses over n variables, and there are NF = #Cn(F) =
8 · (nk) such clauses.• If F = {g0}, then Cn(F) is the set of all 2-XOR-clauses over n variables, and there are NF =
#Cn(F) = 2 ·
(n
k
)
such clauses.
The set of collections of constraints from Cn(F) is denoted by CSPn(F) (or simply CSP(F)
when no confusion can arise), CSPn(F) is the power set of Cn(F). We will denote by SATn(F) (or
simply SAT(F)) the property for such a collection of constraints of being satisﬁable, SATn(F) =
{s ∈ CSPn(F) / Sn(s) /= ∅}, and by UNSAT(F) the property of being unsatisﬁable.
Example 2.5.
• 3-SAT = SAT({h0}).
• 2-XOR-SAT = SAT({g0}).
Observe that, since we only consider non-trivial constraint functions, the satisﬁability property
SAT(F) is non-trivial (i.e., SAT(F) /= ∅ and SAT(F) /= CSPn(F)).
In [4] we identiﬁed the following two types of constraint functions that played an essential role
in the nature of the threshold.
Deﬁnition 2.6.ABoolean function f : {0, 1}k −→ {0, 1} strongly depends on one component if there
exist ε ∈ {0, 1} and 1  i  k such that for all (a1, . . . , ak) in {0, 1}k , f(a1, . . . , ak) = 1 implies ai = ε.
Example 2.7. The function f : {0, 1}3 −→ {0, 1}, where f−1(1) = {(0, 0, 0), (0, 1, 0), (0, 1, 1)} strongly
depends on its ﬁrst component.
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Deﬁnition 2.8. A Boolean constraint function f : {0, 1}k −→ {0, 1} strongly depends on a 2-XOR-
relation if there exist ε ∈ {0, 1} and 1 i /= j  k such that for all (a1, . . . , ak) in {0, 1}k ,f(a1, . . . , ak)= 1
implies ai ⊕ aj = ε.
Example 2.9. The function g : {0, 1}3 −→ {0, 1}, where g−1(1) = {(0, 1, 0), (0, 1, 1), (1, 0, 1)} strongly
depends on a 2-XOR-relation since g(x, y , z) = 1 implies x ⊕ y = 1.
Remark.Observe that 〈F〉 contains a function strongly depending on one component (on a 2-XOR-
relation) if and only if F does.
Notation. In the sequel (P 1) and (P2) will denote the following properties:
(P 1) : F does not contain any function strongly depending on one component.
(P2) : F does not contain any function strongly depending on a 2-XOR-relation.
3. Random CSPs
3.1. The probabilistic model
Consider X , a ﬁnite set and let P(X) denote the power set of X . A property A of the subsets of X
is identiﬁed with the set of subsets of X having A, thus A deﬁnes a subset of P(X). Such a property
is called monotone if s′ ∈ A and s contains s′ imply s ∈ A. For instance, let n be an integer and Xn be
the set formed by the n·(n−1)2 possible edges of a complete graph Kn of order n, then the connectivity
of graphs deﬁnes a monotone property on subsets of possible edges, that is on subgraphs of Kn.
A parametricmeasure gives a niceway to evaluate suchmonotone propertiesA deﬁned on subsets
of a family of sets XN with #(XN ) = N . For 0  p  1 let *p ,N be the measure on P(XN ) deﬁned by
*p ,N (A) =
∑
x∈A
(1− p)N−w(x)pw(x), where w(x) is the cardinality of x.
Set fN (p) = *p ,N (A), then, for non-trivial monotone properties A, fN (p) deﬁnes an increasing
one-to-one correspondence from [0, 1]onto [0, 1]. Let uswrite pc(N) = f−1N (c). For c = 1/2, p 1/2(N) is
called the critical probabilityofpropertyAand the scale of this functionofN is a natural characteristic
for the asymptotic behavior ofA. Let ε ∈]0, 1/2], the interval [pε(N), p 1−ε(N)] is called the threshold in-
terval. One says thatAhas a sharp threshold if for every ε ∈]0, 1/2] the ratio (p 1−ε(N)− pε(N))/p1/2(N)
tends to 0 as N tends to inﬁnity, otherwise, i.e., when this ratio is bounded from above for some ε,
one says that A has a coarse threshold.
In a remarkable paper Friedgut and Bourgain developed a general sharp threshold criterion
for monotone properties [7, Proposition 1, p. 1047]. Roughly speaking, their result says that if a
monotone property A is not inﬂuenced by elements of bounded weight, regardless if whether these
elements are in A or not, then A has a sharp threshold. Thus, two conditions appear in their criterion.
Taking into account the fact that A is monotone, the ﬁrst condition says that elements from A of
bounded weight have a negligible probability to appear. The second one says that the probability
of being in A is not signiﬁcantly modiﬁed when conditioning on the appearance of a given element,
,, not in A and of bounded weight. Evidently, these conditions have to be veriﬁed asymptotically
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in the scaling window, namely for any p = pc. In [3], in highlighting the role of minimal elements
(an element s from A is minimal if for all s′ contained in s and different from s, s′ ∈ A) and in using
correlation inequalities we got the following synthetic version of Friedgut–Bourgain’s criterion.
Theorem 3.1. [3]LetA be amonotone property such that p1/2(N) = o(1). If the two following conditions
are veriﬁed, then A has a sharp threshold.
(C1) For each parameter c ∈ (0, 1) and all positive integers K ,
*pc(N)(s ⊇ m, m is minimal for A and w(m)  K)−−−−−→
N→+∞ 0.
(C2) For each parameter c ∈ (0, 1), for all positive integers K and all , /∈ A with w(,) = K ,
*pc(N)(s ∈ A, s \, ∈ A| s ⊇ ,)−−−−−→
N→+∞ 0.
In this terminology, the property SAT(F) can be considered as a monotone property, with
N = NF =
(n
k
) · uF . When each constraint in Cn(F) is chosen independently with probability p
the probability for a random formula to be satisﬁable is nothing else but *p ,NF (SAT(F)). We will
study the asymptotic behavior of this probability, that is the way*p ,NF (SAT(F)) evolves in the unit
interval when NF (or equivalently n) tends to inﬁnity. In this model, NF · p is the average number
of constraints in a random formula and we will consider the scale of NF · pc(NF ) as a function of
n. As no confusion can happen we will write *p instead of *p ,NF and we will write pc instead of
pc(NF ).
3.2. Sharpness criterion for CSPs
For random CSPs of ﬁxed arity k , one can easily show that a number of constraints propor-
tional to the number of variables is sufﬁcient to observe the transition between satisﬁability and
unsatisﬁability. Actually, such a result appears to be a key fact in the investigation of the nature of
the phase transition. Therefore, in using the fact that in our model, NF · p is the expected number
of constraints in a random set of constraints and that NF = O(nk), we will consider the following
useful condition on the critical probability:
(D0) For each parameter c ∈ (0, 1), pc(NF ) = O(n1−k).
For k  2, pc = o(1) as soon as condition (D0) holds, hence Friedgut–Bourgain’s criterion can
be used. In [4, Proposition 3.1, p. 422], we proved that (D0) always holds for SAT(F) (this condition
can also be checked in many other situations where non-Boolean CSPs are involved). In fact, this
condition will be very helpful to check the two conditions (C1) and (C2). More precisely, we will
now exhibit two new conditions (D1) and (D2) that are better suited to the study of random CSPs
and which, together with (D0), are sufﬁcient to get, respectively, (C1) and (C2).
Let us ﬁrst deal with the ﬁrst condition (C1) in the context of random CSPs.
(C1) For each parameter c ∈ (0, 1) and all positive integers K ,
*pc(NF )(s ⊇ m, m is minimal for UNSAT(F) and w(m)  K)−−−−−→
NF→+∞
0.
For any set of constraints s, let Var(s) denote the set of variables occurring in s. We have the
following result.
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Proposition 3.2. Let F be a set of constraint functions. Let (D1) be the following condition.
(D1) For every m minimal for UNSAT(F)
#Var(m)  (k − 1) · w(m)− 1.
If (D0) and (D1) hold, then so does (C1).
Proof. First observe that any minimal UNSAT set of constraints has weight at least 2. Hence,
*p(s ⊇ m,m minimal ,w(m)  K) 
K∑
r=2
∑
m minimal
w(m)=r
*p (s ⊇ m)
and∑
m minimal
w(m)=r
*p (s ⊇ m) = pr · #{m minimal and w(m) = r}.
Second, with (D1), we have:
#{m minimal and w(m) = r} 
(
n
(k − 1)r − 1
)(((k−1)r−1
k
) · uF
r
)
= O
(
n(k−1)r−1
)
.
The desired conclusion follows from (D0), that is from pc = O(n1−k). 
Let us now consider the second condition (C2) in the context of random CSPs.
(C2) for each c ∈ (0, 1), for all K and all , ∈ SAT(F) with w(,) = K ,
*pc(NF )
(
s ∈ UNSAT(F), s \, ∈ SAT(F)| s ⊇ ,)−−−−−→
NF→+∞
0.
Let, be a set ofK constraints inSAT(F), and let us denote by t the number of variables occurring
in ,, t = #Var(,). Clearly we have t  k · K , and without loss of generality one can suppose that
Var(,) = {x1, . . . , xt}.
First observe that if s ⊇ , and s ∈ UNSAT(F), then any assignment startingwith x1 = /1, . . . , xt =
/t and satisfying , cannot satisfy s \,. This justiﬁes the introduction of the following crucial
property:
For a given tuple of truth values / = (/1, . . . , /t), let us deﬁne Q/ as the property for s ∈ CSP(F)
of having no satisfying assignment starting with x1 = /1, . . . , xt = /t .
Note that Q/ is a monotone property that differs from UNSAT(F) only on sets of constraints
havingat least one constraintwithavariable in {x1, . . . , xt}. Therefore, it is quite natural todistinguish
in s the constraints that have at least one variable in {x1, . . . , xt}, from the others. Thus, in the sequel,
N ′ will represent the set of constraints C = (g, i1 < · · · < ik) such that i1  t, andN ′′ will represent
the set of constraints for which i1 > t. Clearly, if N ′ = #N ′, then N ′ = 2(nk−1). For any set of
constraints s, let us denote by s′ (resp. s′′) the subset of constraints in N ′ (resp. N ′′).
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With these conventions, if, ∈ SAT(F), then for any satisfying assignment x1 = /1, . . . , xt = /t of
,, for every s inUNSAT(F) such that s ⊇ , and s \, ∈ SAT(F), we have s \, ∈ Q/, while s′′ /∈ Q/.
Thus,
*p
(
s ⊇ ,, s ∈ UNSAT(F), s \, ∈ SAT(F))  *p (s ⊇ ,, s \, ∈ Q/, s′′ ∈ Q/).
Observe that (s ⊇ ,) and (s \, ∈ Q/, s′′ ∈ Q/) are independent events, hence *p(s ⊇ ,, s \, ∈
Q/, s′′ ∈ Q/) = *p(s ⊇ ,) · *p(s \, ∈ Q/, s′′ ∈ Q/). The monotonicity of Q/ gives *p(s \, ∈ Q/,
s′′ ∈ Q/)  *p(s ∈ Q/, s′′ ∈ Q/), thus leading to
*p(s ∈ UNSAT(F), s \, ∈ SAT(F)| s ⊇ ,)  *p(s ∈ Q/, s′′ ∈ Q/).
Therefore, to deal with condition (C2) it is sufﬁcient to prove that *p(s ∈ Q/, s′′ ∈ Q/) = o(1) for
every tuple of truth values /. So, now let us ﬁx /. For every y /∈ Q/ let us introduce the set, A/(y),
of constraints C in N ′ (that are constraints having at least one variable in {x1, . . . , xt}) such that
y ∪ {C} ∈ Q/. These constraints are the N ′-essential constraints to reach the property Q/ from y .
Lemma A.1 shows that the right-hand side of the above inequality can be controlled by the density
of such constraints. More formally we obtain:
Proposition 3.3. Let F be a set of constraint functions. Let (D2) be the following condition.
(D2) For each c ∈ (0, 1), for each t, for all / = (/1, . . . , /t) ∈ {0, 1}t , and all 3 > 0
*pc(NF )
(
y ∈ Q/, #A/(y)  3 · nk−1
)
= o(1).
If (D0) and (D2) hold, then so does (C2).
Proof. In applying Lemma A.1 with A = Q/ (and thus for y /∈ A, A(y) = A/(y)) and a = 3 · nk−1,
we deduce from above:
*p(s ∈ UNSAT(F), s \, ∈ SAT(F)| s ⊇ ,)  *p
(
y /∈ Q/, #A/(y)  3 · nk−1
)+ 3 · nk−1 · p
(1− p)N ′ .
From (D0) we have pc = O(n1−k), moreover N ′ = 2(nk−1), hence the right term of the above
inequality can be made arbitrarily small as soon as (D2) holds (by ﬁrst choosing 3 small enough,
and then n large enough). 
The two previous propositions together with Friedgut–Bourgain’s criterion provide a sharp
criterion for random CSPs of ﬁxed arity k .
Theorem 3.4. Let F be a set of constraint functions. If the three following conditions are veriﬁed, then
the monotone property UNSAT(F) has a sharp threshold.
(D0) For each c ∈ (0, 1), pc(NF ) = O(n1−k).
(D1) For every m minimal for UNSAT(F), #Var(m)  (k − 1) · w(m)− 1.
(D2) For each c ∈ (0, 1), for each t, for all / = (/1, . . . , /t) ∈ {0, 1}t , and all 3 > 0
*pc(NF )(s ∈ Q/, #A/(s)  3 · nk−1) = o(1),
Q/ denoting the property for s ∈ CSP(F) of having no satisfying assignment with x1 =
/1, . . . , xt = /t ,
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A/(s) denoting, for s /∈ Q/, the set of constraints C having at least one variable in {x1, . . . , xt} and
such that s ∪ {C} ∈ Q/.
4. Phase transition classiﬁcation for symmetric Boolean CSPs
4.1. The scale at which the transition starts
Wewill ﬁrst give an estimate of the scaling window of the transition forSAT(F). We proved in [4,
Proposition 3, p. 422] that for allF a number of constraints proportional to the number of variables
is sufﬁcient to observe the transition between satisﬁability and unsatisﬁability, i.e., NF · pc = O(n).
Here we will prove that in all cases the transition needs at least4(
√
n) constraints to occur, namely
that NF · pc = 4(√n), and if (P1) holds, then the transition needs at least4(n) constraints to occur,
i.e., NF · pc = 4(n). It is worth noticing that these lower bounds will be obtained through the study
of minimal elements.
Proposition 4.1. Let F be a ﬁnite set of constraint functions of arity k.
(1) For all 0  ε  1,
NF · pε(NF ) 
√
ε
5 · k · exp(k) ·
√
n,
where 5 denotes the golden ratio, 5 = (1+√5)/2.
(2) Moreover, if (P1) holds, then
NF · pε(NF ) 
√
ε
5 · k · exp(k) · n.
Proof. Lower bounds of the scale of the phase transition are obtained via minimal elements by the
following formula. Let
Mr = #{m minimal for UNSAT(F), w(m) = r},
then
*p(UNSAT(F)) 
∑
r2
Mr · pr. (1)
First, in [4], we observed that for any F , every m minimal for UNSAT(F) veriﬁes:
#Var(m)  (k − 1) · w(m)+ 1. (2)
Thus,
Mr 
(
n
(k − 1) · r + 1
)(((k−1)·r+1
k
) · uF
r
)
.
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Recall that(
a
b
)
= (a)b
b! 
ab
b! ,
where (a)b = a(a− 1) · · · (a− b+ 1).Observe that (n)(k−1)r+1 = n · (n− 1)(k−1)r  n · ((n− 1)(k−1))r.
Thus,
Mr  n · ((n− 1)k−1)r ((k − 1)r + 1)
((k−1)r+1)
((k − 1)r + 1)! ·
((k − 1)r + 1)r−1
r! ·
urF
(k!)r .
Now, NF = uF · (n)k
k! , hence
uF
k! =
NF
(n)k
. Thus, in using
cc
c!  exp(c) and in observing that k  2
and r  2 we get
Mr  n · ((n− 1)k−1)r · exp((k − 1)r + 1) ·
( NF
(n)k
)r · kr−1 · rr−1
r! ,
Mr 
n
k · r
(NF · (n− 1)k−1 · k
(n)k
)r · exp(k · r + 1),
Mr  n ·
(NF · k · exp(k)
n
)r
.
Therefore, from (1)
*p(UNSAT(F)) 
∑
r2
n ·
(p · NF · k · exp(k)
n
)r
.
Now, if
NF · p · k · exp(k)
n
=
√
ε
5 · √n ,
then
∣∣∣∣NF · p · k · exp(k)n
∣∣∣∣ < 1.
Hence, in this case, since 52 = 5 + 1:
*p(UNSAT(F))  n · ε
52 · n ·
(
1
1−
√
ε
5·√n
)

ε
5
· 1
5 − 1  ε.
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Therefore,
NF · pε 
√
ε
5 · k · exp(k) ·
√
n.
Second, we also proved in [4] that, if F does not contain any function strongly depending on one
component, then for every m minimal for UNSAT(F)
Var(m)  (k − 1)w(m).
Hence, as above we get
Mr 
(NF · k · exp(k)
n
)r
,
and thus
*p(UNSAT(F)) 
∑
r2
(p · NF · k · exp(k)
n
)r
.
Therefore, if
NF · p · k · exp(k)
n
=
√
ε
5
,
then *p(UNSAT(F))  ε. So we can conclude that
NF · pε 
√
ε
5 · k · exp(k) · n. 
4.2. Classiﬁcation theorem
We classify the nature of the threshold, sharp or coarse, for SAT(F) according to the constraint
functions allowed in the input, F . Moreover Schaefer’s criterion (see [13]) can be applied to our
model, thus classifying the complexity of the computational problems SAT(F).
This result completes the work initiated in [4], the detailed proofs of our new results are given in
the two following sections.
Theorem 4.2. Let F be a set of constraint functions.We consider the following properties:
(P1): F does not contain any function strongly depending on one component
(P2): F does not contain any function strongly depending on a 2-XOR-relation
(P3): Every function in F is bijunctive (i.e., expressible as a 2-CNF formula) or every function is
afﬁne (i.e., expressible as an XOR-CNF formula)
Then, the following array classiﬁes the complexity of SAT(F) and the nature of the phase transition
together with its scale, that is the order of magnitude of NF · pc(NF ).
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SAT(F) ¬P1 P1 ∧ ¬P2 P1 ∧ P2
P3 in P, in P, in P,
coarse,
√
n coarse, n sharp, n
¬P3 NP-complete, NP-complete, NP-complete,
coarse,
√
n coarse, n sharp, n
Let us emphasize that this array clearly shows that beingNP-hard and the nature of the threshold
are independent. In particular, we can easily exhibit an NP-complete problem having a coarse
threshold. For instance the function f(w, x, y , z), which is evaluated true if and only if (w ⊕ x = 1)
and exactly one among (x, y , z) is true, clearly depends on a 2-XOR-relation, whereas it is easy
to check that it is neither bijunctive nor afﬁne (see for instance [5, Lemmas 4.9 and 4.10, p. 30]).
Therefore SAT{f } is an NP-complete problem having a coarse threshold.
Sketch of proof. On one hand, if (P 1) does not hold, then our symmetric model guarantees that
there exist minimal elements of size 2 in UNSAT(F). In this case we show (Proposition 4.3) that
there is only one possible scale for the phase transition, namely
√
n, and that the transition is coarse.
Moreover, if (P 1) holds but (P2) does not, then we show (Proposition 4.4) that a coarse transition
occurs when the number of constraints is proportional to the number of variables.
On the other hand, if both (P 1) and (P2) hold, then we know from the previous section that the
scale of the transition is n. It remains to prove that the threshold is sharp. According to Theorem
3.4 we have three conditions (D0), (D1), and (D2) to verify. In [4, Proposition 3.1, p. 422], we proved
that (D0) always holds for SAT(F), and in [4, Theorem 4.3, p. 426] that (D1) holds as soon as
the set F does not contain any constraint function strongly depending on one component or on
a 2-XOR-relation, i.e., when both (P 1) and (P2) hold. In the next section we prove (Theorem 4.5)
that the third condition (D2) holds as soon as F does not contain any constraint function strongly
depending on one component, i.e., when (P 1) holds. 
4.3. Coarse thresholds when either (P1) or (P2) does not hold
Herewe study the casewhereF contains a function depending on one component or on a2-XOR-
relation. On one hand, we will prove that if (P 1) does not hold, then the transition occurs when
the number of constraints is proportional to the square root of the number of variables, i.e., when
NF · pc = 2(√n), and the transition is coarse. We basically have a birthday paradox here. If there
are few constraints, then they do not intersect, and thus they are satisﬁable. If there are more, then
there is a non-negligible probability to get an intersection of implied variables (unary implicants).
In our symmetric model, these variables are actually literals, and thus lead to unsatisﬁability. On
the other hand, if (P 1) holds but (P2) does not, then intuitively the 2-XOR-implicants govern the
transition. Hence, the transition occurs coarsely when the number of constraints is proportional to
the number of variables, i.e., when NF · pc = 2(n).
Proposition 4.3.LetF be a ﬁnite set of constraint functions of arity k. IfF contains a function strongly
depending on one component f0, then for every 0  ε  1 and for n large enough:
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√
ε
5 · k · exp(k) ·
√
n  NF · pε(NF )  2
√
2 · uF
#〈f0〉 ·
(
ln
(
1
1− ε
))1/2
· √n,
where 5 is the golden ratio, and thus SAT(F) has a coarse threshold.
Proof. First, it is not difﬁcult to show that if the two inequalities of the proposition hold, then
for ε −→ 0 the ratio (p1−ε − pε)/p1/2 is bounded from above, thus proving that the transition is
coarse.
The lower bound is as in Proposition 4.1. Let us turn to the upper bound. Observe that SAT(F)
and CSP({f0}) are decreasing properties, thus the F.K.G. inequality gives
*p(s ∈ SAT(F))  *p(s ∈ SAT(F) | s ⊂ CSP({f0}). (3)
By symmetry of the role played by the n variables, for every i = 1, . . . , n and for all ε = 0, 1,
(#Cn(f0))/2n constraints generated by f0 can be designated as implying xi = ε. The probability
for s ∈ CSP({f0}) of not implying x1 = 0 is lower than or equal to (1− p)(#Cn(f0))/2n. Moreover
s ∈ UNSAT({f0}) as soon as there exists i such that s implies xi = 0 and xi = 1, so we get:
*p(s ∈ SAT(F) | s ∈ CSP({f0}) 
[
1−
(
1− (1− p)#Cn(f0)2n
)2]n
. (4)
Let us denote d = #Cn(f0)/2n.Recall that for u < 1, ln(1− u)  −u, and for x  0, (1− e−x)2 
x2(1− x). Thus, (1− p)d  exp(−dp) and (1− (1− (1− p)d )2)  1− d2p2(1− dp).Hence, from (3)
and (4) we get:
*p(s ∈ SAT(F)) 
[
1− d2p2(1− dp)]n. (5)
If
NF · p = 2
√
2 · uF
#〈f0〉
(
ln
1
ε
)1/2
· √n,
then
d · p = √−2 ln(ε)/n(for d = #Cn(f0)
2n
= NF · #〈f0〉
2n · uF
)
.
In this case we have 0  d · p < 1/2 for n  nε(= 8 ln(1/ε)), which leads to d2p2(1− dp) < 1/4 < 1,
with (5) we get:
*p(s ∈ SAT(F))  exp(−nd2p2(1− dp)). (6)
Plugging into (6) the value of d · p and recalling that (1− d · p) > 1/2 lead to:
*p(s ∈ SAT(F))  exp(2 ln ε · (1− dp))  ε,
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when
NF · p = 2
√
2 · uF
#〈f0〉 ·
(
ln
1
ε
)1/2
· √n and n  nε,
thus concluding the proof. 
Proposition 4.4. Let F be a ﬁnite set of constraint functions of arity k. If F does not contain any
function strongly depending on one component, but contains a function f1 strongly depending on a
2-XOR-relation, then for every 0  ε  12 and n large enough:
√
ε
5 · k · exp(k) · n  NF · pε(NF ) 
ϕ−1(2ε) · uF
#〈f1〉 · n,
where5 is the golden ratio andϕ(t) = 1− (1− 2t)1/4 · exp(t/2),and thusSAT(F)hasa coarse threshold.
Sketch of proof. As above the F.K.G. inequality gives
*p(s ∈ SAT(F))  *p(s ∈ SAT(F) | s ⊂ CSP({f1})). (7)
Then, for every indices 1  i < j  n and for all  = 0, 1, by symmetry of the role played by the n
variables,
#Cn(f1)
n(n− 1)
constraints generated by f1 can be designated as implying xi ⊕ xj = . Now, to each s ∈ CSP({f1})
we associate a graph G(s) with n vertices and w(s) edges. For each variable xi we have a vertex in
G(s) and for each {f1}-constraint in s designated as implying xi ⊕ xj =  we add the edge {xi, xj} to
G(s) with the weight . Thus, G(s) is a random weighted graph with edge probability given by
*p({xi, xj}) = 1− (1− p)
#Cn(f1)
n(n−1) . (8)
As in the description of the 2-XOR phase transition (see [3]), observe that s ∈ UNSAT(F) as soon
as G(s) has an elementary cycle of odd weight. Thus, if we denote by Y the number of elementary
cycles of odd weight in G(s), then
*p(s ∈ SAT(F) | s ⊂ CSP({f1}))  *p(Y = 0). (9)
When
NF · p · #〈f1〉
uF
= t.n
with 0  t < 12 , (8) shows thatG(s) is a random graph with edge probability equivalent to
t
n
. In that
case, the asymptotic behavior of the number of cycles is well-known (see [9, Corollary 7.2, page 18]
and [14] ). Thus, we have:
if NF · p · #〈f1〉
uF
= t.n, then *p(Y = 0)→ 1− ϕ(t). (10)
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From (7), (9), and (10) we deduce that for 0  ε  12 , if
NF · p = ϕ
−1(2ε) · uF
#〈f1〉 · n
then, for n large enough *p(UNSAT(F))  ϕ(ϕ−1(2ε))− ε = ε. This proves the right-hand side
inequality of our proposition, whereas the left-hand side has been established in Proposition 4.1. As
in the previous result, since ϕ−1(0) = 0, these bounds prove the coarseness of the transition.
4.4. (P1) implies (D2)
Theorem 4.5. Let F be a set of constraint functions. The condition (D2) is satisﬁed for SAT(F) as
soon as (P 1) holds, that is as soon as F does not contain any constraint function strongly depending
on one component.
Proof. Let us suppose that (P 1) holds and let us show that for each c ∈ (0, 1), for each t, for all
/ = (/1, . . . , /t) ∈ {0, 1}t , and for all 3 > 0
*pc
(
s ∈ Q/, #A/(s)  3 · nk−1
)
= o(1).
For every formula s /∈ Q/ let us introduce
B(s) = {{C1, . . . ,Ck−1} such that s ∪ {C1, . . . Ck−1} ∈ Q/} .
The proof is based on Lemma A.2 (with j = (k − 1) and Bk−1(s) = B(s)) and on the following
trick. Suppose that #A/(s)  3 · nk−1, then we prove that from k constraints in A/(s) one can
construct a speciﬁc tuple of constraints in B(s). According to the pigeon hole principle there exist
ε = 0 or 1, f ∈ 〈F〉, such that #Aε,f (s)  3
uF · 2 · n
k−1, where
Aε,f (s) =
{
C = (f , i1 < i2 < · · · < ik) such that i1  t, s ∪ {C} ∈ Q/ and /i1 = ε
}
.
Without loss of generality let us suppose that ε = 0. We prove the following claim in which,
given (k − 1) indices i2 < · · · < ik , an index j (not necessarily < i2), and  ∈ S2, we denote by
(f , (j, i2, . . . , ik), ) the constraint which consists in applying the function f to the tuple of liter-
als (xj , xi2 , . . . , xik ).
Claim 1. Given s /∈ Q/, if the k following constraints belong to A0,f (s)
C1 = (f , i1(1) < i2(1) < · · · < ik(1)) ,
...
Ck−1 = (f , i1(k − 1) < i2(k − 1) < · · · < ik(k − 1)),
Ck = (f , j0 < j1 < · · · < jk−1),
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then there exist 1, . . . , k−1 ∈ (S2)k−1 such that the following set of (k − 1) constraints{
C ′1 = (f , (j1, i2(1), . . . , ik(1)), 1) , . . . C ′k−1 = (f , (jk−1, i2(k − 1), . . . , ik(k − 1)), k−1)
}
,
belongs to B(s).
By assumption f does not strongly depend on one component, therefore there exists
(1, . . . ,k−1) ∈ {0, 1}k−1 such that f(0,1, . . . ,k−1) = 1. Take i = Id if i = 1 and i equal to the
transposition of 0 and 1 if i = 0. By contradiction, suppose that s ∪ {C ′1, . . . C ′k−1} /∈ Q/. Then, there
exist /t+1, . . . , /n such that (/1, . . . , /t , /t+1, . . . , /n) ∈ Sn(s ∪ {C ′l}) for l = 1, . . . , k − 1. In particular
we have f(/1j1 , /i2(1), . . . , /ik (1)) = 1. Since f(/i1(1), /i2(1), . . . , /ik (1)) = 0, for s ∪ {C1} ∈ Q/, we have /
1
j1
/=
/i1(1), that is /
1
j1
= 1. By the choice of 1 thismeans /j1 = 1. Similarlywe get /j2 = 2, . . . , /jk−1 = k−1.
It follows that f(/j0 , /j1 , . . . , /jk−1) = f(0,1, . . . ,k−1) = 1, contradicting the fact that s ∪ {Ck} ∈ Q/.
At ﬁrst sight, given s /∈ Q/, the claim furnishes
(#A/(s)
k
)
elements in B(s). However, the correspon-
dence established by the claim is not one-to-one. To make rigorous the above observation observe
ﬁrst that we can suppose that we start with k constraints from A/(s) whose sets of variables are
pairwise disjoint (indeed the number of sets of k constraints whose sets of variables are pairwise
disjoint is asymptotically equivalent to the number of sets of k constraints). This guarantees that
each of the (k − 1) constraints C ′1, . . . C ′k−1, is well deﬁned, i.e., apply to k distinct variables. Second,
observe that the ﬁrst indices i1(1), . . . , i1(k − 1), j0, which are all t, play no role in the construction.
Hence, at most tk · kk−1 sets of k constraints from A/(s) can produce the same element in B(s).
Therefore, it is now clear that the claim indicates that for each s /∈ Q/ and for all 3 > 0, there exists a
positive constant / such that, if #A/(s)  3 · nk−1, then #B(s)  / · (nk)k−1. The conclusion follows
from Lemma A.2 since for random CSPs, NF · pc = 4(√n) (see Proposition 4.1). 
5. Conclusion
We have obtained a classiﬁcation of the nature of the phase transition—sharp or coarse—for
symmetric Boolean CSPs. Based on easily decidable local properties of the allowed constraint
functions, (P 1) and (P2), this is a counterpart of Schaefer’s dichotomy theorem when it comes to
phase transitions. It provides a bank of natural problems for which both the computational worst
case complexity and the nature of the phase transition are known, and it shows that there is no
relationship between the worst case complexity and the nature of the threshold.
We have provided a new sharpness criterion well-suited for random CSPs. This criterion enables
a ﬁrst uniform proof of sharpness for a rich collection of natural problems—including many well-
known satisﬁability problems as k-SAT, k-XOR-SAT, NAE-k-SAT, and 1-in-k-SAT—and conﬁrms
the essential role of two particular problems 1-SAT and 2-XOR-SAT in the nature of the transition
for Boolean CSPs.
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A. Appendix
Useful lemmas
Here, we give two general results on monotone properties deﬁned on ﬁnite sets.
Lemma A.1. Let X be a set of N elements partitioned into two sets X ′ and X ′′ with #X ′ = N ′, #X ′′ =
N ′′, and N = N ′ + N ′′. For any x ⊂ X let us denote x′ = x ∩ X ′ and x′′ = x ∩ X ′′. Let A be a monotone
property deﬁned on subsets of X. For any element y /∈ A, let A(y) be the set of elements from X ′ that
are essential for property A at y : A(y) = {i ∈ X ′ s.t. y ∪ {i} ∈ A} . Then, for any a > 0 the following
holds
*p(x ∈ A, x′′ ∈ A)  1
(1− p)N ′ · *p(y ∈ A, #A(y)  a)+
a · p
(1− p)N ′ .
Proof. For y /∈ A, #A(y) is the number of ways one can reach property A from y by adding one
element from X ′. Observe that if x ∈ A and x′′ /∈ A, then in adding elements of x′ to x′′ one at a time,
one easily produces y /∈ A and i ∈ X ′ such that y ′′(= y ∩ X ′′) = x′′, y ∪ {i} ∈ A and y ∪ {i} ⊆ x. Thus
for any a > 0:
*p(x ∈ A, x′′ ∈ A)  *p
(
{x : ∃y /∈ A, ∃i ∈ A(y) s.t. x ⊇ (y ∪ {i}) and x′′ = y ′′
)
 S1 + S2,
where S1 = *p
(
{x : ∃y /∈ A, #A(y)  a s.t. x ⊇ y and x′′ = y ′′
)
and
S2 = *p
(
{x : ∃y /∈ A, #A(y) < a, ∃i ∈ A(y) s.t. x ⊇ (y ∪ {i}) and x′′ = y ′′
)
.
First
S1 
∑
y ∈A,#A(y)a
*p(x ⊇ y and y ′′ = x′′),
and *p(x ⊇ y and y ′′ = x′′) = pw(y)(1− p)N ′′−w(y ′′)  *p(y) · (1− p)−N ′ . Thus
S1  (1− p)−N ′ ·
∑
y ∈A,#A(y)a
*p(y) = (1− p)−N ′ · *p
(
y ∈ A, #A(y)  a
)
.
Second,
S2 
∑
y ∈A,#A(y)<a
∑
i∈A(y)
*p(x ⊇ y ∪ {i} and y ′′ = x′′)
and *p(x ⊇ y ∪ {i} and y ′′ = x′′) = pw(y)+1(1− p)N ′′−w(y ′′)  *p(y) · (1− p)−N ′ ·p . Thus,
S2 
a · p
(1− p)N ′ · *p(y ∈ A
)

a · p
(1− p)N ′ . 
For the second result we consider a family of sets.
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Lemma A.2. Let XN be a family of sets with #(XN ) = N. Let A be a monotone property deﬁned on
subsets of XN . For any integer j  1, for any b > 0 and as soon as N ·p tends to inﬁnity, the following
estimate holds
*p
(
x ∈ A, #Bj(x)  b ·
(
N
j
))
= o(1),
where for x /∈ A, Bj(x) =
{{i1, . . . , ij} such that x ∪ {i1, . . . , ij} ∈ A}.
Proof. Observe that #Bj(x) is the number of ways one can reach property A from x by adding j
elements of X , thus #Bj(x) 
(N
j
)
.
Consider the following probabilistic construction. First choose an element in P(X), say x, with
measure *p , and second draw uniformly one of the Mj =
(N
j
)
sets of j elements in X , say a. The
system (x, a) so obtained belongs to the product spaceP(X)× {1, . . . ,Mj} equippedwith themeasure
<p , where <p (x, a) = *p(x)
Mj
.
Since there are Mj ways to choose a, we get
*p(x /∈ A , #Bj(x)  b ·Mj)  b−1<p ((x, a) s.t. x /∈ A, a ∈ Bj(x)).
If x ∈ A, then x ∪ a ∈ A. Thus, <p (x ∪ a ∈ A) = <p (x ∪ a ∈ A, x /∈ A)+ *p(x ∈ A).
As <p (x ∪ a ∈ A, x /∈ A) = <p ((x, a) s.t. x /∈ A, a ∈ Bj(x)), we deduce
*p(x /∈ A , #Bj(x)  b ·Mj)  b−1 ·
(
<p (x ∪ a ∈ A)− *p(x ∈ A)
)
.
Observe that, for any y ∈ {0, 1}N with w(y)  j, and for h ∈ {0, . . . , j}, there are
(
w(y)
j
)(
j
h
)
ways
to choose (x, a) such that x ∪ a = y and w(x ∩ a) = j − h. Hence,
<p (x ∪ a = y) =
j∑
h=0
(
w(y)
j
)(
j
h
)
pw(y)−h(1− p)N−w(y)+h
Mj
.
Observe that
j∑
h=0
(
j
h
)((1− p)
p
)h = (1+ (1− p)
p
)j
, thus
<p (x ∪ a = y) = *p(y) ·
(w(y)
j
)
Mj
· 1
pj
.
Finally, recall that the weight of a random formula has binomial distribution of parameter N
and p . As N · p −→ +∞, it follows from Chebyshev’s inequality that the values of w(y) tend to be
concentrated on the following subset of {1, . . . ,N }:
R =
{
r ∈ {1, . . . ,N } / |r − Np |  (Np)2/3
}
.
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Moreover, we get(
sup
r∈R
∣∣∣∣∣
(r
j
)
Mj
(
1
p
)j
− 1
∣∣∣∣∣
)
= o(1),
leading to
<p ((x, a) s.t. x ∪ a ∈ A)− *p(x ∈ A) = o(1). 
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