The accurate prognosis of fatigue crack growth (FCG) is vital for securing structural safety and developing maintenance plans. With the development of structural health monitoring (SHM) technology, the particle filter (PF) has been considered a promising tool for online prognostics of FCG. Among the existing FCG models, the traditional Paris-Erdogan model is most commonly used in PF-based FCG prognostics. The parameters of the Paris-Erdogan model can be estimated together with the crack state in the PF framework. However, we find that there is a problem of ''Coordinated Change'' when the parameters priors are far from the true values. As a result, the filtering results appear as a correct remaining useful life (RUL) prognosis but an incorrect parameters estimation. To solve this problem, in this paper, a novel recursive least squareskernel smoothing (RLS-KS) method is proposed for parameter estimation in PF-based FCG prognostics. The proposed method is validated through an experimental application; and then compared with the classic artificial evolution (AE) and kernel smoothing (KS) methods. The validation results show that the RLS-KS method can provide both correct RUL prognostics and parameter estimation. Moreover, this method provides better performance for FCG prognostics compared with classic methods.
I. INTRODUCTION
Fatigue crack is one of the most common type of damage in many system structures, resulting in structural degradation or even failure. The accurate prognosis of fatigue crack growth (FCG) is vital for securing structural safety and developing maintenance plans. Prognostics methods can be broadly categorized into data-driven, model-based and hybrid approaches [1] . Since the mechanisms of fatigue failure have been well studied, the prognostics of FCG usually employ model-based approaches. Based on the knowledge of fracture mechanics, various FCG models that describe fatigue crack evolution are proposed, including the Paris-Erdogan model, Walker model, NASGRO model, etc. In model-based approaches, the model parameters are the critical factors that affect the prognostic performance. In FCG models, the model The associate editor coordinating the review of this manuscript and approving it for publication was Yu Liu . parameters are constants related to the material and environment and are generally estimated by offline data such as experimental laboratory data or historical data of similar components [2] . In fact, however, due to the material scatter and uncertainty of the environment, model parameters are different for different individuals. There would be a large epistemic uncertainty when the model parameters estimated by offline data are applied to a specific individual, and incorrect model parameters would result in inaccurate prognostics [3] . Therefore, accurate estimation of the model parameters for a specific individual remains a challenge and is the main limitation of model-based approaches for FCG prognostics.
In recent years, with the development of structural health monitoring (SHM) technology, more attention has been paid to hybrid approaches that combine physical models with monitoring data by Bayesian inference [4] . Through Bayesian inference, the experience information from the offline data and the individual information from the online measurements are integrated, which reduces the epistemic uncertainty in parameter estimation. There are two main Bayesian inference methods: the overall Bayesian method and recursive Bayesian filtering [5] . The overall Bayesian method relies on the use of batch data, which causes a large computation burden [6] . Recursive Bayesian filtering estimates the posterior distributions in a recursive framework [7] . This method does not need to store the complete data set or reprocess existing data. Thus, recursive Bayesian filtering requires less computational effort and is widely used. There are several commonly used filtering methods, including Kalman filtering (KF), extended Kalman filtering (EKF), unscented Kalman filtering (UKF), particle filtering (PF), etc. [8] . Among these filtering methods, PF is a numerical method based on Monte Carlo simulation without strict linear and Gaussian requirements. The basic idea is using a swarm of particles with their weights to approximate the posterior distribution. PF has been proven to be the most promising filtering method for nonlinear and non-Gaussian systems. In the last decade, PF has been gradually applied to the prognostics of crack growth [19] - [33] , [34] - [38] , Li-ion batteries [9] , [10] , rolling bearings [11] , [12] , and so on [13] - [15] .
PF is a state estimator that can accurately estimate the system state using monitoring data [16] . Meanwhile, the model parameters can also be jointly estimated with the system state by taking them as an extension of the system state to form an augmented state vector [17] , [18] . Orchard et al. [19] first applied PF to the FCG prognostics of a UH-60 planetary carrier plate. Then, the same method was applied to different structures [20] - [27] . However, in these applications, the model parameters were all taken as the known values, and only the crack state was estimated. In practice, the model parameters are unknown for a specific individual, and they need to be estimated jointly with the crack state. In joint state and parameter estimation, the design of the filter includes the transition of model parameters. Since the model parameters in FCG model are constants, the transition of model parameters is usually based on the time-invariant hypothesis. The easiest way is to set each parameter particle to be fixed [28] - [33] . However, there exists the problem of particle degeneracy, and the diversity of parameter particles declines sharply. To alleviate this problem, artificial evolution (AE) and kernel smoothing (KS) methods are preferred [17] . [34] - [36] adopted the AE method for the transition of model parameters. With the AE method, the process of parameter transition is regarded as a random walk. After the transition, the expectation of parameter particles remains unchanged but the variance accumulates. In [37] , [38] , KS was employed. With the KS method, the particles are first pushed close to their mean, and then a zero-mean Gaussian noise is added to each particle. After the transition, both the expectation and variance of the parameter particles remain unchanged.
In FCG models, two common parameters usually need to be estimated: ln C and m. Among the existing FCG models, the traditional Paris-Erdogan model is most commonly used in PF-based FCG prognostics [19] - [25] , [27] - [33] , [34] - [38] . However, we find that there exists a problem of ''Coordinated Change'' between ln C and m in the Paris-Erdogan model when their priors are far from the true values. Theoretically, there should be a unique pair of ln C and m; however, in fact, there seems to be more than one combination of ln C and m corresponding the correct RUL prognostic. In the process of filtering, ln C and m automatically move to one of the combinations closer to their priors. As a result, although the PFs provide a correct RUL prognostic, the model parameters may converge to incorrect values. Note that the correct estimation means that the true value is contained in the estimated confidence interval (CI). Ref. [39] has reported that there is a correlation between ln C and m in the Paris-Erdogan model, which is considered to be the reason for the problem of Coordinated Change. Although the correlation between two parameters is taken into account in AE and KS by setting their covariance in the initialization stage, this relationship is not maintained during the filtering process when the parameters priors are far from their true values. Moreover, although the true RUL is contained in the estimated CI, it is usually at the edge, which indicates an unreliable prognostic. Since the true values of parameters are unknown, it requires a good and stable performance on prognostics and parameter estimation regardless of how far the parameters priors are from their true values. Therefore, how to accurately estimate parameters in PF-based FCG prognostics is still a problem to be solved.
Generally, the true values of parameters are obtained by fitting offline data with the ordinary least squares (OLS) method. Recursive least squares (RLS) is the recursive form of OLS, which is suitable for online parameter identification. Thus, RLS is able to identify the correlation between parameters and provide accurate parameters estimation. RLS has been used to estimate the parameters in a PF-based prognostics framework of battery and bearing systems [40] - [43] . However, the parameters usually require multiple iterations to converge and would experience serious oscillation before they converge.
In this paper, a novel RLS-KS method is proposed for parameter estimation in PF-based FCG prognostics. In the RLS-KS method, the RLS and KS are integrated for the transition of model parameters. RLS can provide accurate estimation, but the convergence process is unstable; KS provides a stable convergence but fails to correctly estimate the model parameters. Thus, the RLS and KS exactly complement each other. In RLS-KS, whenever the transition of model parameters is conducted, the model parameters are first estimated by RLS with the forgetting factor. The RLS estimate then is taken as the kernel to replace the mean value in KS, where the particles are pushed close to the RLS estimate. The proposed RLS-KS method is validated through an experimental application and then compared with the classic AE and KS methods. The validation results show that with this method the problem of Coordinated Change is solved. Whether the parameters priors are close to or far from their true values, both the model parameters and the RUL can be accurately estimated. Moreover, compared with the AE and KS methods, the prognostics performance on RUL is improved.
The remainder parts of this paper are organized as follows. Section II summarizes general framework of PF-based FCG prognostics. Section III introduces the proposed RLS-KS method for the parameter estimation in PF-based prognostics. Section IV details the experiments. Section V shows the application of our method on experiment data and the comparisons with AE and KS. In Section VI, some conclusions are presented.
II. FRAMEWORK OF PF-BASED FCG PROGNOSTICS
The particle filter itself is not able to perform prognostics, but it can be realized by introducing an adequate procedure at the end of the filtering process. In this section, the general framework of PF-based prognostics is provided.
A. PROBLEM STATEMENT
The objective is to accurately estimate the system state and then predict the RUL. Five types of information need to be offered:
1) A state model: describes the evolution of the component degradation. The state model is obtained from the physical understanding of the degradation mechanism. It is assumed to be a first-order Markov process 20]:
where x k represents the system state at time k, and ω k represents the process noise associated with the intrinsic randomness of degradation evolution. The state model characterizes the transition probability density function (PDF) p (x k | x k−1 ) of the system state. 2) A measurement model: describes the relationship between the measurement and state:
where z k represents the measurement at time k, and ν k represents the measurement noise associated with the observation uncertainty. The measurement model characterizes the likelihood p (z k | x k ) [20] . 3) A series of measurements z 1:k : are collected during the operating lifetime based on the SHM technologies. 4) The prior distribution of system state p(x 0 ): is defined based on historical or experience information. 5) A failure threshold x th : is the maximum acceptable value of system state. It is used for the calculation of RUL.
B. BASIC PF FOR PROGNOSTICS
Given the posterior distribution p(x k−1 |z 1:k−1 ) at time k-1, the posterior distribution p(x k |z 1:k ) at current time k can be recursively estimated in two sequential steps within a Bayesian framework: transition and update [20] .
In the transition step, the PDF p(x k |z 1:k−1 ) at time k is transferred from posterior distribution p(x k−1 |z 1:k−1 ) at time k-1 according to the Chapman-Kolmogorov equation [20] :
where p (x k | x k−1 ) is the transition PDF, which is given by (1) .
In the update step, when a new measurement z k is available at time k, the posterior distribution p(x k |z 1:k ) is obtained based on Bayes' rule:
where p (z k | x k ) is the likelihood which is given by (2) . p (z k | z 0:k−1 ) is a normalization constant, expressed as follows:
Equations (3) ∼ (5) form the solutions of Bayesian inference. However, for nonlinear and non-Gaussian systems, it is scarcely possible to obtain the analytical solutions of (3) and (4), since they consist of complex high-dimension integrals [20] . Hence, sequential importance sampling (SIS) is employed in PF to give the numerical solutions. The basic idea is adopting a set of weighted particles to approximate the posterior distribution p (x k | z 1:k ):
where x i k , i = 1, . . . , N s is a set of independent particles drawn from the importance distribution q (x k | z 1:k ). N s is the number of particles. δ is the Dirac delta function. As N s → ∞, the approximation would approach the true posterior distribution p (x k | z 1:k ) [20] . ω i k is the importance weight and its recursive formula is derived as follows:
For the purpose of simplification, in many applications the transition PDF is usually selected as the importance
Then, the recursive formula for importance weight becomes:
However, SIS has the problem of particle degeneracy. After several iterations, most of the weights are concentrated on a few particles while other particles tend to have very small weights. Thus, an extra resampling procedure is performed to alleviate this problem. Through the resampling procedure, the particles with large weights would be retained while those with small weights would be discarded. An illustration of the standard PF process for state estimation is shown in Figure 1 . After obtaining the state posterior p (x k | z 1:k ), prognostics of the future degradation can be performed. By projecting the particles into the future using the state transition equation, the p ahead posterior distribution p x k+p | z 1:k can be evaluated as [20] :
where
Then, the RUL of each particle can be obtained by computing the duration from the present time to the first time that the degradation state exceeds the predefined threshold x th :
Finally, the RUL distribution at the present time k can be expressed as:
C. IMPLEMENTATION FOR FCG
The Paris-Erdogan model can be expressed as:
where C and m are the parameters related to the material and environment, and K is the range of the stress intensity factor calculated as
where F is the crack shape factor depending on the structure geometry, and σ is the stress amplitude. With the Paris-Erdogan model, the state model can be defined as:
where N is the interval of loading cycles between two adjacent time steps. e ω is a lognormal random variable, which represents the intrinsic randomness of FCG. To conduct an unbiased formulation of the evolution equation, the expectation of process noise e ω should be equal to one. Thus, the random variable ω is set to follow a Gaussian distribution N (−σ 2 ω /2,σ 2 ω ) [37] . For FCG, the measurement is usually the fatigue crack size. Thus, the measurement model can be defined as:
The distribution of the measurement noise ν k is related to the monitoring methods. Whenever a new measurement z k is available, the state transition is first performed based on (15) , and then the weight update is performed based on (8) . Then, resampling is employed to give the final posterior distribution of the state at time k. Finally, the future degradation and RUL can be obtained based on (9)-(12).
III. PARAMETER ESTIMATION IN THE PF FRAMEWORK
PF provides an optional framework for combined parameter and state estimation. The state x k is extended to an augmented vector, which contains both the state and model parameters,
Correspondingly, the state model for the transition becomes two parts:
where θ k = [θ 1k ,θ 2k , . . .] T is the parameter vector at time k. As a result, (10) becomes
When combined parameter and state estimation is required, the transition of the parameter vector must also be defined. Since the model parameters in FCG models are fixed, the transition of parameters is based on the time-invariant hypothesis, i.e.
where E(·) is the expectation of the parameter vector. AE and KS are two main strategies used for the transition of fixed parameters in PF-based prognostics. However, the existence of Coordinated Change would result in an incorrect estimation of parameters. To solve this problem, we propose a RLS-KS method for parameter estimation based on RLS with the forgetting factor and KS. In this section, we first briefly recall RLS with the forgetting factor and KS, and then the integrated RLS-KS method is introduced.
A. RLS WITH THE FORGETTING FACTOR
Generally, RLS is used for the parameter estimation of a linear model. The multiple linear regressive model can be written in the following form:
where y k is the dependent variable,
. .] T is the vector of model parameters that must be estimated, and e k is the stochastic noise. Due to the exponential growth of the covariance matrix, standard RLS usually results in the saturation phenomenon [44] . Therefore, a forgetting factor is introduced in standard RLS to exponentially decrease the impact of remote data. With the forgetting factor, the least squares error function can be written as [45] :
Then, the parameter vector can be estimated recursively as follows [45] :
where G k is an n-dimensional vector, and P k is an n-order matrix. n is the dimension of the parameter vector θ k . The initial value of P k is usually set as 10 6 I n where I n is the n-order identity matrix. λ is the forgetting factor. The smaller the forgetting factor λ is, the stronger the ability to track new measurements is. Generally, the range of λ is set to [0.95, 1] for a linear system [46] .
B. KS
KS includes two procedures: shrinkage and perturbation [47] . The shrinkage procedure is performed by forcing each parameter particle to close to the expectation:
where µ i θ ,k−1 is the vector of kernel locations. h ∈ [0, 1] is the kernel parameter that determines the degree of shrinkage. After the shrinkage procedure, the variance matrix of parameter particles decreases from V (θ i k−1 ) to (1 − h 2 )V (θ i k−1 ). Then, the perturbation procedure is conducted to enlarge the variance and enhance the particle diversity. The new particle is obtained by adding a random disturbance to the kernel location:
It is straightforward to verify that the new parameter particles have an expectation of E(θ i k−1 ) and a variance of V (θ i k−1 ), indicating that the expectation and variance of the parameter particles remain constant during the transition.
C. INTERGRATED RLS-KS METHOD
To solve the problem of Coordinated Change, RLS is employed in combination with KS to estimate model parameters. RLS is able to correctly estimate the parameters, while the convergence process is unstable. In contrast, KS has a stable convergence process but fails to push parameters to their true values. In the RLS-KS method, the expectation of parameter particles at time k-1 E(θ i k−1 ) in (21) is replaced with the RLS estimate. In other words, in the shrinkage procedure of KS, the parameter particles are forced close to the RLS estimate rather than to their expectation. In this way, RLS and KS exactly complement each other.
In FCG, the parameter vector is set as θ k = [ln C k , m k ] T , where ln C is the natural logarithm of C. Whenever a new measurement z k is available, θ k can be estimated in the PF framework as follows.
Step 1: parameter estimation using RLS with the forgetting factor. The Paris-Erdogan model is nonlinear with respect to the model parameters, making it difficult to directly transform the model into the form of (18). To solve this problem, the Paris-Erdogan model is linearized by double logarithmic transformation:
Assuming that the observation error at time k is zero, namely, the measurement z k is equal to the crack state x k , (20) can be decomposed as:
Through (20), the RLS estimate θ l,k is obtained. The parameter vector θ k then can be inversely calculated by the RLS estimate θ l,k . To distinguish from subsequent variables, the obtained θ k in this step is denoted asθ k .
Step 2: shrinkage of the parameter particles. Instead of shrinkage to the expectation of the parameter particles in KS, in our method the parameter particles are pushed towards the RLS estimateθ k . The kernel locations of the parameter particles can be calculated as:
where α = √ 1 − h 2 . The kernel parameter α not only plays a role in the degree of particles shrinkage but also weights the original particle and the RLS estimate.
In step 1, the observation error is assumed to be zero. However, in fact, the observation error exists and is included in the least squares error function (19) :
where y k,r is calculated by crack state x k according to (24) . It can be seen that the total error is equal to the sum of the observation error and model error caused by the parameters. At the beginning of the iteration, since the model error is large, the observation error can be negligible. However, with the increase in the number of iterations, the parameters gradually converge to their true values. The model error decreases and the observation error is difficult to ignore. To minimize V r , the model error has to maintain a certain value to offset the observation error. As a result, there would be an oscillation around the true parameter values, which reduces the stability of the RLS estimate. Therefore, it is more reasonable to reduce the weight of the RLS estimates with iterations. In our method, the kernel parameter α is set as a dynamical parameter to adjust the weight of the RLS estimate. The function α is defined as follows:
where α 0 is the initial value of α. It is easy to derive the fact that α ranges from α 0 to 1. For example, the variation of α k with time k when α 0 = 0.99 is shown in Figure 2 . With this setting, the oscillation is avoided after parameter convergence. Step 3: perturbation of parameter particles. The new particle can be obtained by adding a Gaussian random disturbance to the kernel location:
Finally, the transition PDF of the parameter vector is approximated by a Gaussian mixture:
The new parameter particles clearly have an expectation of αE(θ i k−1 ) + (1 − α)θ k and a variance of V (θ i k−1 ). That is, the parameter particles are moved close to the estimation of RLS with constant variance.
The Flowchart of PF-based FCG prognostics with RLS-KS method for parameter estimation is shown in Figure 3 .
IV. EXPERIMENTS
In this section, the experiment with a naturally generated fatigue crack was designed for a plate structure with a central hole. FCG was monitored based on the Lamb wave, which is generated by the piezoelectric sensors, and principal component regression (PCR) was employed to establish the monitoring model.
A. EXPERIMENTAL SETUP
The specimens were made of 2 mm thickness 2024-T3 aluminum sheets. The detailed geometry of the specimens and the sensor layout are shown in Figure 4 . The pitch-catch configuration was employed for the sensor layout, where the blue dots represent actuators, and the red dots represent receivers. There are two basic modes of Lamb waves: symmetrical mode (S 0 ) and antisymmetric mode (A 0 ). It has been reported that the S 0 mode is more sensitive than the A 0 mode to crack damage. In this paper, the S 0 mode was chosen for crack monitoring. The frequency of the Lamb wave was set to 0.16 MHz. A symmetrical Hamming windowed sinusoidal tone burst with 5 cycles was selected.
The fatigue tests were conducted at room temperature to two specimens (numbered S1 and S2) under constant amplitude fatigue loading. The maximum stress values were set to 72 MPa and 63 MPa, respectively. The stress ratio was 0.1, and the cycling frequency was 5 Hz. Before the fatigue test, the health signal of the Lamb wave was collected. During the loading process, the damaged signal of the Lamb wave was collected every 1000 cycles. Simultaneously, the actual size of the fatigue crack was observed using an optical microscope, and the corresponding number of cycles was recorded.
B. MONITORING MEDEL OF FCG
The variation in the actual crack size with the number of cycles for specimens S1 and S2 are shown in Figure 5 . SX-L and SX-R refer to the FCG trajectories on the left and right sides of the specimen X, respectively. In this paper, the data of S1-L, S1-R and S2-L were used to establish the monitoring model based on PCR. The data of S2-R was deemed as the target data to validate the proposed method.
A time window was set to intercept the wave packet of the S 0 mode from the monitoring signal. The existing literature has reported the method to intercept the whole wave packet of the S 0 mode [48] . However, there is usually superposition with other modes at the tail of the S 0 wave packet. Therefore, we intercepted part of the S 0 wave packet. A schematic illustration of the time window interception is shown in Figure 6 . T represents the intercepted time window. TOF represents the flight time of the Lamb wave between the actuator and receiver. T 0 represents the time duration of the excitation signal. t 1 t 2 is half the S 0 wave packet, which can represent the entire information of the S 0 wave packet because of its FIGURE 5. Actual crack sizes versus loading cycles of S1 and S2.
symmetry. However, with the propagation of fatigue crack, the S 0 wave packet will move to the right. To obtain the halfwave-packets of all the sensor signals, the ending point of the time window is extended to the first wave valley after t 1 , i.e., t 3 . An example of the monitoring signal intercepted by the time window (S1-R) is shown in Figure 7 .
To comprehensively describe the change in the Lamb wave signals, various features were extracted from the time window, including three types: amplitude features, phase features and amplitude-phase features. Each feature was separately extracted in the time domain and the frequency domain. The extracted features are listed in Table 1 . The results show that there were no significant changes in the trends of the two features: amplitude average in time domain and phase change in frequency domain. Consequently, these two features were PCR was employed to establish the quantitative model between damage features and crack size. PCR is composed of principal component analysis (PCA) and multiple linear regression (MLR) [50] . The damage features of S1-L, S1-R and S2-L were constructed into a matrix, where each row represented a sample and each column represented a feature. Each column of the matrix was standardized using zero-mean normalization. First, PCA was conducted on the standardized matrix, and 16 PCs were obtained. According to the cumulative percent variance (CPV) principle, the first two PCs were selected as the explanatory variables. Then, MLR was conducted with crack size as the interpreted variable, Finally, a PCR model was obtained for FCG monitoring.
C. MEASUREMENTS OF S2-R
The damage features of S2-R were extracted from the Lamb wave signals. The features then were brought into the PCR model to calculate the measurements of crack sizes. The first 40 measurements are the input of PF for the method validation. The first 40 measurements and the actual FCG trajectory of S2-R are shown in Figure 8 . The mean square error (MSE) of the measurements in Figure 8 is 0.6692. 
V. VALIDATION OF THE PROPOSED METHOD
The effectiveness of the proposed RLS-KS method was validated by the data of S2-R, and the results are then compared with those of AE and KS methods. To show the superiority of the proposed RLS-KS method, two scenarios were taken into account for the validation and comparison. In the first scenario, the parameters priors were close to their true values, and in the second scenario, they were far from their true values.
A. INITIALIZATIONS
The state vector is composed of the crack size and model parameters, i.e., X k = [x k , ln C k , m k ] T . The state model of crack size is defined as in (15) . The stress amplitude σ is calculated according to the experimental maximum stress and stress ratio of S2-R. The crack shape factor F is calculated by the NASSIF module of NASGRO, and it varies with the crack size as shown in Figure 9 . The parameters transition is conducted by AE, KS and RLS-KS. In AE, the process noise variances of ln C and m are separately set to 0.005 and 0.001. In KS, the kernel parameter h is set to 0.1. In RLS-KS, the forgetting factor λ and the initial value of the kernel parameter α 0 are set to 0.998 and 0.99, respectively.
The measurement model is defined as (16) . The measurement noise is assumed to follow a Gaussian distribution with zero mean, where the standard deviation is equal to the MSE of S2-R. The first 40 measurements of S2-R are recursive input in PF.
The prior distribution of crack size is defined as a Gaussian distribution, where the mean value is equal to the initial crack size in the experiment. In AE and KS, ln C and m are assumed to follow a two-dimensional Gaussian distribution due to their correlation. By fitting four groups of FCG data in Figure 5 respectively, four pairs of ln C and m values are obtained. The correlation coefficient of ln C and m is calculated to be 0.997, which is coincident with that in [39] . Then, the covariance between the prior of ln C and m can be acquired according to the definition of correlation coefficient. In RLS-KS, ln C and m are assumed to be independent of each other, and both follow the Gaussian distribution.
The failure threshold is set as the last recorded crack size of S2-R before it fractures. The input parameters for algorithm initialization are summarized in Table 2 . In two scenarios, all input parameters are the same except the mean values of parameters priors. To avoid the interference of sampling error, the filtering process of each method is repeated 100 times.
B. EVALUTION INDEXES
To quantitatively evaluate the performance, several indexes are defined here. A good performance is expected to include four characteristics: i) the true value is contained in the CI;
ii) the mean estimation is close to the true value; iii) the width of the CI is narrow; and iv) less time is consumed. With these criteria, four types of indexes are defined as follows:
1) Hit rate (HR): 30) where N is the number of times of repeated filtering with identical settings, and n is the number of times the true value is contained in the CI. 2) Relative error (RE):
whereX and X r are the mean estimation of RUL and its true value respectively. 3) Relative width of CI (RIW):
where X u and X l are the upper and lower confidence limits respectively. 4) Filtering time t F : time of the filtering stage. As is easily seen, a good performance means a large value of HR and small values of RE, RIW and t F .
C. RESULTS AND COMPARISONS 1) THE FIRST SCENARIO
In the first scenario, the parameters priors are close to their true values. The typical prognostics results of the AE, KS and RLS-KS methods are shown in Figure 10 . The left figures are the FCG trajectories, and the right figures are the posterior distributions of RUL. From Figure 10 , it can be seen that three methods are all able to provide correct prognostics of the FCG trajectory and the RUL, where the true values have been contained in the 95% CIs. Obviously, among the three methods, AE presents a significantly wider 95% CI. This result is due to the accumulation of variance during the transition of parameters. The increasing variance would produce an unreasonable enlargement of the posterior distributions [47] . Compared with AE and KS, RLS-KS has a more concentrated posterior distribution. Meanwhile, the means of FCG trajectory and RUL are closer to their true values, indicating a better performance.
The typical parameter estimation results of the AE, KS and RLS-KS methods in the first scenario are shown in Figure 11 . The left figures are the variations in parameter estimation with iterations, and the right figures are the posterior distributions of the parameters of the last iteration. The true values of parameters are obtained by fitting the FCG data of S2-R. Obviously, all three methods are able to accurately estimate the parameters. After approximately 7,000 cycles, both of ln C and m converge to their own true values and remain stable after convergence. Table 3 presents the comparisons of the indexes of the three methods in the first scenario. RE and RIW are the average results of 100 times repeated filtering. From Table 3 , the HRs of RUL in the three methods are all equal to one, i.e., the 95% CIs have all contained the true values. The HRs of ln C and m are between 95%-100%, indicating that there are a few instances of missing their true values. This observation is acceptable due to the existence of sampling error. Moreover, for ln C and m, the values of REs and RIWs in the RLS-KS method are both slightly larger than those in AE and KS. In contrast, for RUL, the REs and RIWs in the RLS-KS method are both smaller than those in AE and KS. That is, although RLS-KS produces slightly poorer performance on the estimation of parameters, it performs better on RUL prognostics. Note that in addition to the model parameters, the current crack size is also an important input to RUL prognostics. The RE and RIW of the current crack size are calculated. In AE, KS and RLS-KS, the REs of the current crack size are 13.14%, 13.24% and 10.74%, respectively; the RIWs of the current crack size are 1.68%, 1.27% and 0.93%, respectively. It can be seen that RLS-KS produces smaller RE and RIW of the current crack size, indicating a better performance on crack size estimation. Therefore, although RLS-KS results in slightly poorer performance on parameter estimation, it can still provide better performance on RUL prognostics. Furthermore, from the values of the index t F , RLS-KS is slightly more time-consuming than AE and KS, since it adds the process of RLS and kernel parameter α calculation before KS. The t F values of RLS-KS are 4.24% and 4.89% longer than that of AE and KS, respectively.
2) THE SECOND SCENARIO
In the second scenario, the parameters priors are far from their true values. The typical prognostics results of AE, KS and RLS-KS methods in the second scenario are shown in Figure 12 . From Figure 12 , the prognostics results of FCG and RUL are similar to those in the first scenario. Among the three methods, RLS-KS has the narrowest 95% CIs, and the posterior distribution of RUL is concentrated. Meanwhile, the mean of the FCG trajectory and RUL are almost coincident with the true values, which indicates that RLS-KS produces the best performance on prognostics. Compared with the first scenario, the 95% CI widths of AE and KS have little difference, while the accuracy of the mean value significantly decreases.
The typical parameter estimation results of the AE, KS and RLS-KS methods in the second scenario are shown in Figure 13 . From Figure 13 , it is easy to see that there is severe Coordinated Change in AE and KS. The parameters estimated by the AE and KS methods do not converge to their true values. At the beginning of the iteration ln C and m gradually close to their true values, but they stop moving at approximately 7,000 cycles and finally converge to incorrect combinations. The estimated parameters deviate completely from their true values. Moreover, AE and KS present two different combinations of ln C and m. However, both of these two incorrect combinations provide correct prognostics of FCG and RUL, as shown in Figure 12 (a) and Figure 12(b) . We consider that the reason for the incorrect parameter estimation is related to the time-invariant hypothesis of existing strategies. The time-invariant hypothesis would cause a limited movement range of parameter particles. When the priors of ln C and m are far from their true values, it is difficult for parameter particles to move to their true values. Meanwhile, it has been reported that there is a correlation between ln C and m [39] , which we also consider a reason for the correct prognostics under the incorrect parameters. In AE and KS, although the correlation between the two parameters is taken into account by setting their covariance in the initialization, it seems difficult to maintain this correlation relationship during the filtering process. When the parameters priors are far from their true values, the constraint of parameters defined by covariance no longer works. In contrast, the parameters estimated by RLS-KS continuously approach the true values along with iterations and finally converge to the true values at approximately 15, 000 cycles. Table 4 presents the index comparisons of the three methods in the second scenario. From the values of HR, AE and KS are able to acquire correct prognostics but fail to correctly estimate the parameters; RLS can provide both correct prognostics and parameter estimation. Observing the other two indexes, the REs of RUL and the parameters in RLS-KS are both far smaller than those of AE and KS; RLS-KS has the larger CIs of the parameters but a narrower CI of RUL, which is similar to that in the first scenario. From the above analysis, we can draw the conclusion that RLS-KS has the best performance both on prognostics and parameter estimation. Moreover, the HR of RUL in KS is only 72%, which is beyond the acceptability of the sampling error. In fact, the true RUL usually fluctuates near the edge of the 95% CI in KS. In most cases, the true RUL falls into the 95% CI, as shown in Figure 12 (b); but in a few cases, it falls outside the interval. Therefore, the HR of RUL in KS is not equal to 100%. However, in AE, the 95% CI of RUL is far wider than that in KS. As a result, AE presents an HR of 100%. Furthermore, the same as in the first scenario, the filtering time of the RLS-KS is the largest among three methods. The t F values of RLS-KS are 4.73% and 6.25% longer than that of AE and KS, respectively.
3) ALGORITHEM PERFORMANCE WITH DIFFERENTE NUMBER OF PARTICLES
The number of particles is an important factor influencing the performance of PF. The variation in the indexes with different particle numbers in two scenarios is shown in Figure 14 . From the figure, it can be seen that the comparison results of the three methods are basically the same under different number of particles. That is, the analysis and conclusions in two sections above are also applicable to the cases with different particle numbers.
In the three methods, with the increase in particle number, the HR increases and the RE decreases, indicating more accurate results, while the RIW and the t F increase, imply more disperse posterior distributions and time consumption. The change in the indexes HR, RE and RIW with the number of particles can be divided into two stages. When the number of particles is small, the indexes change quickly, but when the number of particles is large, the changes in indexes tend to be slow or even remain constant. Among the three methods, the performance of the RLS-KS is more sensitive to the particle number than that of AE and KS, especially in the case where the particle number is small. Moreover, the turning point of particle numbers between the two stages in RLS-KS is larger. In AE and KS, the turning point arrives at approximately 300-400 particles, while in RLS-KS it arrives at approximately 500 particles.
4) DISCUSSION
When the priors of ln C and m are close to their true values, RLS-KS presents a better performance on RUL prognostics but a slightly poorer performance on parameter estimation, which is due to its better estimation of the current crack size. When the priors of ln C and m are far from their true values, there exists serious Coordinated Change in the AE and KS methods; the RUL is correctly predicted but the parameter is incorrectly estimated. This problem is related to the limited movement range of parameter particles caused by the time-invariant hypothesis and the strong correlation between the two parameters. However, the proposed RLS-KS provides both correct prognostics and parameter estimation, efficiently solving the problem of Coordinated Change. In addition, the RUL prognostics are also more accurate and reliable.
In summary, the RLS-KS method is superior to the existing AK and KS methods in prognostics; in terms of parameter estimation, although RLS-KS is slightly poorer than the other two methods when the parameters priors are close to their true values, it performs much better when the parameters priors are far from their true values. The indexes of RLS-KS are similar in two scenarios, which proves that the RLS-KS has a good stability on different parameters priors. In practice, the true values of parameters are unknown. there is no information available about the difference between parameters priors and their true values to help with the choice of methods. Consequently, the preferred method has a good and stable performance on prognostics and parameter estimation regardless of how far the parameters priors are from their true values. Therefore, the proposed RLS-KS is the best choice among the three methods.
In terms of computation burden, the RLS-KS is more time consuming, but the filtering time of RLS-KS is no more than 8% longer than that of ae and KS. It is acceptable to acquire much more accurate prognostics and parameter estimation at the expense of slightly higher computational cost. Finally, due to the poor performance when the particle number is less than 500, there should be no fewer than 500 particles employed with the use of RLS-KS.
The Paris-Erdogan model is the most classic and widely used FCG model. The proposed RLS-KS solves the problem of Coordinated Change when using the Paris-Erdogan model for PF-based FCG prognostics. In practice, according to the different requirements, other FCG models such as the Walker, Forman, and NASGRO models may also be used for PF-based prognostics. Theoretically, RLS-KS is a general method for parameter estimation in PF-based FCG prognostics and can be extended to arbitrary FCG models because rls is able to accurately estimate the model parameters whether there is correlation between parameters or not. In our future work, the performance of RLS-KS on other FCG models will be further validated.
VI. CONCLUSION
PF provides a framework for combined state and parameter estimation. AE and KS are the two main methods used for parameter transition in a PF framework. However, we found a Coordinated Change between the two parameters ln C and m of the Paris-Erdogan model when PF is applied with either AE or KS to FCG prognostics. In the case that the priors of ln C and m are far from the true values, the results appear as a correct RUL prognosis but an incorrect parameter estimation. To solve this problem, a novel RLS-KS method is proposed for parameter estimation in PF-based FCG prognostics. In RLS-KS, the methods of RLS with the forgetting factor and KS are integrated to complement each other. The effectiveness of the proposed method is validated through an experimental application. The results show that RLS-KS is able to provide both correct prognostics and parameter estimation, efficiently avoiding Coordinated Change. Moreover, compared with AE and KS, RLS-KS produces a better performance for FCG prognostics.
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