High-precision methods are developed to evaluate eigenvalues for all states |m, N) of the x 2m anharmonic oscillators with m from 2 to 6, for all values of the anharmonicity parameter. There are three basic steps: rescaling to introduce a length scale natural to the problem; use of fifth-order JWKB to generate an accurate starting estimate of the rescaled energy; and shifted (resolvent-based) Lanczos algorithm to sharpen the initial JWKB estimate. JWKB itself gives 33-figure accuracy for N greater than 1500 (for m=2) to 3500 (for m=6). With the JWKB starting energy, the shifted Lanczos algorithm converges to 33 figures in 3 iterations or less for all states. These methods are used in a study of the systematics of anharmonic-oscillator spectra and of the physical effects of the rescaling transformation.
INTRODUCTION
This paper describes a fast, economical, and accurate method, based on the JWKB approximation [1] and the shifted or resolvent-based Lanczos algorithm [2 4 ], for the numerical evaluation of all eigenvalues of the anharmonic-oscillator Hamiltonian
with m from 2 to 6 and *>0. The efficiency of the methods used depends critically on introduction of a natural anharmonic-oscillator length-scale [6, 7] . The resulting rescaled or renormalized eigenvalue problem is finite for all values of the anharmonicity parameter *. In the infinite-coupling limit it provides the eigenvalues of the pure-oscillator Hamiltonian
working precision 16 significant figures with 64-bit arithmetic, 33 significant figures with 128-bit arithmetic. Extension to higher precision using multi-precision translation packages is straightforward and is discussed at the end of Section 5.
Only the 33-figure results will be presented. Thousands of papers have been written on the quantal anharmonic oscillator [5 11] , with no sign yet of waning interest. This reflects the prevalence of Hooke's law and associated vibrational excitations in molecular, condensed-matter and nuclear physics. But there is more to it than that. The anharmonic-oscillator Schro dinger equation is so hard to solve accurately for sizeable values of the coupling parameter * that it has provided a stringent test of a variety of proposed numerical techniques for the solution of Schro dinger equations [6, 7, 12 15] . Furthermore, the perturbation series for the eigenvalues E (m) N of the anharmonicoscillator Hamiltonian (1) has zero radius of convergence; it is an asymptotic expansion, giving limited accuracy for very small values of *. Since the pioneering work of Bender and Wu [5] , the anharmonic-oscillator perturbation series has served as a paradigm for similar asymptotic expansions in many-body physics and field theory. It has played a crucial role in studies of perturbation theory at very high order [16 19 ] and of ways of summing divergent expansions [20, 21] .
The paper is organized as follows. In Section 2, the Hamiltonian of Eq. (1) is subjected to a rescaling transformation (referred to in other studies [6, 7] as renormalization). The essential point is to introduce as length scale for state N of the x 2m oscillator that which provides the best variational estimate of its energy. Section 3 discusses methods of calculating the matrix elements of the rescaled Hamiltonian in the rescaled oscillator basis; the issue here is to ensure sufficient accuracy for large quantum numbers to permit 33-figure precision in the final eigenvalues. The JWKB approximation to the energy, carried to fifth order, is studied in Section 4. Its accuracy is found to increase with astonishing rapidity as N increases. For N greater than 1500 (for m=2) to 3500 (for m=6), fifth-order JWKB gives 33-figure accuracy without further refinement. Even for ground states, errors in the optimalorder JWKB approximation are only a few percent. The JWKB energies developed in Section 4 provide essential input to the shifted Lanczos algorithm, which is discussed in Section 5. The shifted Lanczos algorithm is simply the Lanczos algorithm applied, not to the Hamiltonian H itself, but to its resolvent (z&H)
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. If the shift parameter z is close to the desired eigenvalue, the shifted Lanczos algorithm converges rapidly. Using the JWKB energy estimates of Section 4 as shift parameters, 33-figure accuracy is achieved in 3 or fewer Lanczos iterations for all states of interest. Thus the fifth-order JWKB approximation, refined where necessary by the shifted Lanczos algorithm, achieves 33-figure accuracy for the eigenvalues of all states of the x 2m oscillators with m from 2 to 6 and all values of the coupling strength *. Section 6 surveys the systematics of anharmonic-oscillator spectra and discusses the physical effects of the rescaling transformation. The methods used, the range of parameters (m, N, *) covered and the accuracy achieved in this study are compared in Section 7 with what is to be found in the literature. Section 8 summarizes the main conclusions.
Appendixes A and B give some details pertinent but not central to the discussion in the main text. Appendix A summarizes scaling transformations whereby the eigenvalues of a general anharmonic-oscillator Hamiltonian, in which the potential is an arbitrary linear combination of x 2 and x 2m terms, are expressed in terms of those of the reduced Hamiltonian of Eq. (1) . The discussion includes the pure-x 2m oscillator, which is, in a sense discussed in Section 2, the infinite-coupling limit of the anharmonic oscillator. Finally, different ways of writing the anharmonicoscillator Hamiltonian appear in the literature. Appendix B gives the necessary formulae to translate energies and other relevant parameters between conventions.
The three linked themes of this study of the anharmonic oscillator are the power of the rescaling transformation, the accuracy of high-order JWKB approximations, and the stability and rapid convergence of the shifted Lanczos algorithm.
THE RESCALING TRANSFORMATION
The eigenvalue equation for the anharmonic oscillator is
N=0 corresponds to the ground state and N>0 to the N th excited state. For *>0, the case considered here, the spectrum is discrete, with each eigenvalue E (m) N growing continuously with * out of the N th eigenvalue E N of the unperturbed harmonic oscillator. States of different parity do not mix. Even-N and odd-N eigenvalue problems are entirely separate. The eigenvalue problem (3) will be solved in a suitably chosen harmonicoscillator basis. Use of the basis spanned by the eigenstates of the unperturbed harmonic-oscillator Hamiltonian 1 2 ( p 2 +x 2 ) in Eq. (1) is perfectly feasible. It is, however, much more efficient [6, 7] to use as reference oscillator one whose lengthparameter { 2 is grounded in the physics of the full anharmonic-oscillator problem. Let the eigenstates of the reference oscillator be given in x-space by
where H N is the Hermite polynomial [22] of degree N and & N is a normalization constant. There are many possible ways to determine an optimum oscillator length -{; the simplest and most obvious are the virial and variational conditions. The virial theorem [14, 23, 24] holds for time averages of observables over confined classical motions and for expectation values in quantal bound states. For the anharmonic-oscillator Hamiltonian the virial condition is
where V (m) (x) is the potential in Eq. (1). Equation (5) holds for the expectation value in any eigenstate |mN).
Choose as the reference oscillator for state |mN) that for which Eq. (5) holds when the expectation value is taken with the trial wave function (4) . The result is a polynomial equation for {,
where
The rescaled position variable is defined by Eq. (8), below; ways of calculating the matrix element of X 2m are discussed in Section 3. The scaling parameter { is a function of m and N.
Alternatively, the optimal oscillator length may be chosen to minimize the expectation value of the Hamiltonian (1) with respect to the trial wave function (4). The polynomial equation (6) again emerges as variational condition. The fact that, for the anharmonic oscillator, virial and variational conditions coincide stems from the fact that the potential is a polynomial in x.
Only real, positive values of { are of physical interest; Eq. (6) has one and only one real, positive root for all values of m, N, and *( 0). When m is even, Eq. (6) has a single positive root and mÂ2 complex conjugate root-pairs; when m is odd, it has two real roots of opposite sign and (m&1)Â2 complex conjugate root-pairs. Thus Eq. (6) uniquely specifies an optimal oscillator length. It may be solved to any desired accuracy by a few Newton Raphson iterations, with any value of { between 0 and 1 as the starting guess.
Express the Hamiltonian (1) in terms of the rescaled dynamical variables
where { satisfies Eq. (6). The result is [7] 
and the rescaled (or renormalized) Hamiltonian is defined by
The rescaling transformation preserves the form of the Hamiltonian (1) an unperturbed harmonic-oscillator Hamiltonian with an anharmonic perturbation; the new effective coupling strength is
The perturbing potential in Eq. (10) is the sum of two competing terms a repulsive X 2m term and an attractive X 2 term. The scale parameter { is a monotonic decreasing function of *. This is clear from the fact that the derivative of {,
is negative for finite coupling strengths, approaching zero from below in the infinite-coupling limit. (See Eq. (14) .) When * is small, the first term in Eq. (6) is negligible, so that
When * is large, the second term in Eq. (6) is negligible and thus
In other words, Eq. (6) maps the range 0 *< on to the finite ranges [1, 0] in { and [0, 1] in }. The dependence of { and } on * is illustrated in Fig. 1 . It is now clear why the rescaled Hamiltonian is easier to solve exactly [7] or perturbatively [21] than H (m) .
(1) The rescaled strength parameter } cannot exceed 1 in magnitude.
(2) The unbounded growth of the true eigenvalues E (m) N (*) at large * has been scaled away (Eq. (15)), leaving a rescaled eigenvalue problem that is finite for all values of the strength-parameter }.
(3) The effective strength of the term in X 2m in the rescaled Hamiltonian is }ÂG mN a small number since G mN is large (of order (N+ m ) and } cannot exceed unity. The effects of the reduction in strength of the X 2m term will be discussed in Section 6.
The large-* limit is of particular interest. Let E (m) N (}) be an eigenvalue of the rescaled Hamiltonian (10); it follows from Eqs. (9) and (14) that (16) and E (m) N (*) is the Nth eigenvalue of the rescaled Hamiltonian. Equation (15) is the leading term in the large-* strong-coupling expansion [9, 16, 25 27] 
for the anharmonic-oscillator eigenvalues. As * Ä , the x 2 term in the Hamiltonian of Eq. (1) becomes negligible relative to the anharmonic term. The large-* limit of the anharmonic-oscillator eigenvalues, given by Eq. (15), should therefore be the same as that of the eigenvalues of the pure-x 2m Hamiltonian of Eq. (2) . That this is so follows by setting |=0 in the scaling relation (81) derived in Appendix A, which yields
Thus the eigenvalues of the anharmonic and pure-x 2m oscillators are both proportional to * 1Â(m+1) at large *. To determine the constant of proportionality, note that in the infinite-coupling limit (}=1), the rescaled Hamiltonian (10) reduces to purex 2m form with *=(G mN )
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. The Nth eigenvalue = (m) N (*) of the pure x 2m oscillator is therefore related to the rescaled energy E (m) N (}) in the infinite-coupling limit by
This can be expressed more compactly in terms of the infinite-coupling limit constant # 0 mN defined by Eq. (16),
the large-* asymptotic form of the anharmonic-oscillator energy (Eq. (15)).
To summarize: the infinite-coupling limit constants # 0 mN , the eigenvalues = N (1) in the infinitecoupling limit contain exactly the same information. Any of them determine the eigenvalues of the pure-x 2m oscillator for all values of *.
CONSTRUCTION OF THE ENERGY MATRIX
This paper deals with the calculation to working precision of all eigenvalues of the x 2m anharmonic oscillators with m from 2 to 6. The method used rests on the solution of the rescaled eigenvalue problem
in the basis spanned by the eigenfunctions of the rescaled harmonic oscillator Hamiltonian
of Eq. (10). The rescaled eigenvalue problem differs from the original (3) in one important respect the Hamiltonian H (m) N depends explicitly on the state N since both } and G mN are state-dependent. Two distinct strategies are possible in the search for working-precision eigenvalues for a wide range of states N.
(1) Solve a different eigenvalue problem for each state |mN); in each case only a single eigenvalue that corresponding to state N is evaluated.
(2) For each value of m and parity, fix on a single N-independent compromise scale-parameter { and calculate all desired eigenvalues from this single rescaled Hamiltonian.
The choice here is between evaluation of single eigenvalues of many Hamiltonians and evaluation of many eigenvalues of a single Hamiltonian. The second strategy has two advantages; it yields all eigenvalues in a single basis and is the approach for which standard numerical techniques for matrix eigenvalue problems have been designed [28] . Its weakness in the anharmonic-oscillator eigenvalue problem lies in the well-documented fact [13] that state-dependent scaling is a crucial ingredient of methods designed to yield accurate eigenvalues for a wide range of states N. The symptom of this weakness is that, when N-independent bases are used, very large dimensions are needed to achieve high precision for many eigenvalues.
This paper adopts the first strategy evaluation of the single eigenvalue E N for each state |mN). The eigenvalue is computed in the basis spanned by the eigenstates |n) of the rescaled harmonic-oscillator Hamiltonian H 0 of Eq. (22) . (H 0 and its eigenstates |n) are in fact functions of m, N, and *, but this dependence is suppressed in the notation to be used.) The orthonormal basis states are defined by
The basis states satisfy the orthonormality relations
Only even n enter for even-parity states, odd n for odd-parity states. The matrix of the rescaled Hamiltonian (10) in this basis is
where the parity of n and n$ must be the same. The matrix of X 2m (m 1) is banded
with half band-width m. 1 Thus the energy matrix for given parity is a real, symmetric band-matrix of half band-width m a simplifying property of some practical importance for the method of solution developed in Section 5.
Evaluation of energy matrix elements reduces to evaluation of matrix elements of even powers of X between harmonic-oscillator eigenstates. A one-parameter summation formula for matrix elements of all powers of X has been given by Morales and Flores-Riveros [29] . It can be made to give working precision (33 figures in 128-bit arithmetic) for all matrix elements of practical interest for m=2. It loses precision at a rate of about one significant figure for each increase of two units in m. At m=6, it gives at most 30-figure accuracy in 128-bit arithmetic not enough to give working-precision energy eigenvalues.
An alternative approach is to factor the operator X 2m and insert a complete set of intermediate states. With X 2 and X 2(m&1) as factors, a recursion formula is obtained for the desired matrix elements;
The matrix of X 2 is of half band-width 1 (for given parity), so that the summation in Eq. (28) runs over at most 3 terms. Since the matrix elements of X 2 can be found in texts on Quantum Mechanics (e.g., [30] ), Eq. (28) is a recursion relation giving the matrix-elements of X 2m in terms of those of X 2(m&1) . It can be used numerically or algebraically. Here it is used to derive explicit formulae involving only polynomials in n and square roots of such polynomials for all matrix elements of X 2m for m from 2 to 6. The resulting formulae are used in the high-precision eigenvalue calculations reported in this paper. They were derived with the help of the symbolic-algebra program MAPLE [31] and need not be given explicitly here.
Other factorizations of X 2m into products of two factors of lower degree yield sum rules similar in form to Eq. (28). They serve as numerical checks on the computed matrix elements.
THE JWKB APPROXIMATION
High-order JWKB approximations 2 are known [1] to yield very accurate bound-state energies for particles moving in smooth potential fields. Detailed results have been reported for the quartic anharmonic oscillator [8, 33, 34] and for low eigenvalues of various pure-x 2m oscillators [1, 35] . These papers, limited by a lack of sufficiently precise exact eigenvalues for comparison, do not reveal the full accuracy that the JWKB approximation can achieve. This section describes fifthorder JWKB calculations of the rescaled energies of all states of anharmonic oscillators with m from 2 to 6 and all values of the coupling strength. The 33-figure eigenvalues obtained by the shifted Lanczos algorithm described in Section 5 are then used to study the accuracy of the JWKB approximation when carried to fifth non-vanishing order.
High-order JWKB energies of bound states of a particle in a smooth potential can be calculated from a remarkably simple general form of the JWKB quantization 167 ANHARMONIC-OSCILLATOR SPECTRA condition given by Dunham in a paper [36] published in 1932. The starting point is the standard wave-function transformation
which casts the Schro dinger equation for a particle of mass M in a potential V(x) into Riccati Bessel form
where p is the local momentum
The mass M and the constant have been temporarily restored to exhibit the JWKB approximation as an expansion in powers of . Substitution of the JWKB expansion
in Eq. (30) yields a recursive set of equations for y r (x) in terms of lower-order coefficient functions and their derivatives. Explicit solutions in terms of the potential V and its derivatives have been given [33, 34] for the functions y r (x) with r from 0 to 12. For potentials with two classical turning points, Dunham shows that the condition for a bound state at energy E is
where N is a non-negative integer, y r (z) is the coefficient in Eq. (32) continued into the complex plane, and C is a closed contour (Fig. 2) encircling the turning points. Odd y r with r>1 are exact derivatives of functions that are single-valued on C; their integrals around the closed contour therefore vanish, and they do not contribute to the quantization condition (33) . The function y 1 (z) is also an exact derivative,
but of a logarithm which is not single-valued on C and gives an integrated contribution of &? to the left-hand side of Eq. (33) . Integrals around C of even y r collapse to integrals along the real axis from the lower turning point (x 1 ) to the upper (x 2 ). The quantization condition, including terms up to O( 2k max ) on the lefthand side of Eq. (33), is
and units such that =1 and M=1 have been restored. The factor 1 2 on the righthand side of the quantization condition comes from the r=1 term in the JWKB expansion; it is correct only if, as is true in all cases considered here, the derivative of the potential is non-zero at the turning points.
The order of a JWKB approximation will be defined here as the number of terms (k max +1) included in the series of integrals on the left-hand side of the quantization condition (35) . This definition implies that the lowest non-trivial order is the first; leading corrections to \th order energies are O( 2\ ). This paper carries the JWKB approximation to the energies to fifth order; leading corrections are O( 10 ). For given order, the quantization condition (35) is an implicit equation for the eigenvalues E (if any) labelled by the integer N. For anharmonic-oscillator Hamiltonians the spectrum is discrete and each eigenvalue is uniquely labelled by a non-negative integer. Solution of the quantization equation for a succession of orders gives a sequence of approximations to the exact energy.
The methods used to construct and solve the JWKB quantization condition are presented here only in outline; details will be given in a separate paper [37] .
(1) The JWKB approximation is applied to the rescaled Hamiltonian described in Section 2 rather than to the original Hamiltonian. The point here is that, as mentioned in Section 2, the rescaling transformation creates a finite eigenvalue problem for all values of the coupling strength. The corresponding JWKB approximations are also finite, which permits high-precision JWKB energies to be evaluated across the full range of coupling strengths.
(2) The JWKB integrals I 2k of Eq. (35) are expressed as linear combinations of integrals of the form
for various exponents : and & from &1 to 2(k max &1). c is defined by
with \x 0 the classical turning points in the anharmonic-oscillator potential. The derivation follows the lines of Refs. [33, 35] .
(3) For m=2, the integrals of Eq. (37) can be expressed in terms of complete elliptic integrals of the first and second kinds [33] . For m 3 the integrals cannot be expressed in terms of standard functions; they are evaluated here, for m=2 as well as for m 3, by Gauss Chebyshev quadrature [38, Eq. The JWKB expansion Eq. (32) is asymptotic [1] . It is to be expected that the sequence of approximations to the anharmonic-oscillator energy obtained by solving the JWKB quantization condition in successive orders should improve to some optimal accuracy and then deteriorate. The optimum JWKB order the value of k beyond which the sequence of JWKB approximations to the energy turns around is found to be almost independent of m and a rapidly increasing function of N. The optimum JWKB order is 2 for N=0, 1; 2 or 3 for N=2, 3; 4 for N=4, 5, 6; 5 or more for N 7. The rapid increase with N of the optimum order and the accuracy of the JWKB approximation are illustrated in Table I , which shows the relative error '= |E JWKB &E| |E| (39) in the rescaled energy for m=6 and five representative values of N. It is clear from Table I that for large values of N the optimum JWKB order is much greater than 5, and the accuracy attained is far beyond the 33-figure limit of the present study.
(This point is made more vividly by Fig. 4 , discussed below.) Note. Each entry is to be multiplied by a power of 10 whose exponent is given in parentheses.
The dependence on coupling strength of the accuracy of fifth-order JWKB is illustrated in Fig. 3 . There is a region of enhanced accuracy at very small * because the JWKB approximation has the correct zero-coupling (harmonic oscillator) limit. Beyond this small-* region (roughly *>10 &5 ) errors are almost independent of the coupling strength. Similar behavior is found for all m and N, although the error curves for small N are sometimes bumpy at small * because of jumps in the optimum JWKB order.
A complete graphical summary of the accuracy of fifth-order JWKB energies is given in Fig. 4 where the relative error (Eq. (39)) in the infinite-coupling limit is plotted as a function of N for m=2 to 6. The accuracy of fifth-order JWKB is seen (39)) in the fifth-order WKB approximation to the rescaled anharmonicoscillator energy for m=4, N=20, and * from 10 &8 to 10 4 .
FIG. 4.
Relative error (Eq. (39)) in the fifth-order WKB approximation to the rescaled anharmonicoscillator energy. Errors are shown as a function of N in the infinite-coupling limit for m=2 to m=6.
to increase very rapidly with increasing N; it surpasses 33 figures at a critical value N c (m) for which a reasonably close upper bound is given by the linear function
Even for the lowest states (N=0 and N=1), the optimal JWKB approximation gives the energies to within 10 0 or less. It should be noted that Fig. 4 depicts the accuracy of the JWKB approximation only to fifth order. The full accuracy of the JWKB approximation when carried to optimal order is determined here only for low-lying states. For N>10 (or thereabout), the optimal JWKB order is 6 or more outside the limits of the present study; the relative error clearly drops off faster than linearly with increasing N.
To summarize, the fifth-order JWKB approximation gives anharmonic-oscillator energies with a precision that increases rapidly with N. The accuracy passes 10 figures near N=10, 20 figures near N=150, and reaches 33 figures at a critical value N c (m) which ranges from 1500 for m=2 to 3500 for m=6.
THE SHIFTED LANCZOS ALGORITHM
To achieve 33-figure accuracy for anharmonic-oscillator eigenvalues below the critical excitation specified by Eq. (40), the JWKB energy-estimates must be refined. The shifted (resolvent-based) Lanczos algorithm [2] will now be shown to be well suited to this task of refinement; the fifth-order JWKB energy discussed in Section 2 serves as the shift parameter in the resolvent of the rescaled Hamiltonian.
All variants of the Lanczos algorithm are elaborations of the notion that, for almost any Hermitian matrix A and starting vector |,), the sequence A k |,) approaches an eigenvector of A belonging to the numerically largest eigenvalue.
Let A be a non-singular, real, symmetric matrix with a non-degenerate spectrum. 3 The crucial elaboration of the simple iterative scheme mentioned above is the construction of an orthonormal set of vectors [ |, 1 ), |, 2 ), ...], referred to as Lanczos vectors. The Lanczos algorithm has the form
Each step introduces a new Lanczos vector |, k ). In exact arithmetic, the Lanczos vectors are orthogonal and may be normalized to unity;
In the orthonormal basis spanned by the first k Lanczos vectors, A is represented by a real, symmetric, tri-diagonal matrix; One of the eigenvalues of [A] k is an approximation to the numerically largest eigenvalue of A. This approximation has been shown [28] to converge as k increases, provided that the starting vector has not been chosen (perversely) to be orthogonal to the eigensubspace of the desired eigenvalue. As the Lanczos iteration proceeds, other eigenvalues of [A] k tend toward some of the numerically larger eigenvalues of A.
The Lanczos algorithm in its simplest form (Eq. (41)) has well-known shortcomings in the evaluation of all or many of the eigenvalues of real symmetric matrices [28] . Eigenvalues other than the numerically largest converge slowly. In finite arithmetic, round-off destroys the orthogonality of the Lanczos vectors. Loss of orthogonality has the practical effect of further delaying convergence. If the matrix A is of dimension D, then the Lanczos algorithm with exact arithmetic yields all eigenvalues after D steps. With finite arithmetic, it takes from 2D to 5D Lanczos steps to exhaust all eigenvalues of large matrices [39] . Many eigenvalues occur repeatedly.
These shortcomings led to the abandonment of the Lanczos algorithm as a general-purpose matrix eigenvalue procedure. In his standard-setting book on the algebraic eigenvalue problem [28] , Wilkinson asserts, It is difficult to think of any reason why we should use Lanczos' method in preference to Householder's.
In spite of such strictures, the Lanczos algorithm has been widely and successfully used in several areas of many-body quantum physics, particularly in condensed matter [40] and nuclear physics [41] . A reason for favoring the Lanczos algorithm is found in the physics of the many-body problem, where the relevant effective Hamiltonians contain only one-, two-, and occasionally three-body components. This restriction enormously simplifies the task of operating with the Hamiltonian on vectors expressed as linear combinations of individual-particle state-vectors [41] . Efficient application of the Hamiltonian more than compensates for slow convergence to the eigenvalues of interest.
Convergence to eigenvalues in a given region of the spectrum can be accelerated by applying the Lanczos method to the resolvent
of the operator or matrix of interest. z is a numerical parameter, in general complex, but restricted in this paper to real values. Matrix and resolvent have common eigenvectors, with eigenvalues related in obvious fashion. The Lanczos iteration converges more rapidly the closer the appropriate eigenvalue of A is to z.
There has been a recent revival of interest in the Lanczos method [2, 3] , with extensive applications to the large sparse matrices encountered in structural engineering [4] . The technical development that triggered this new look at the Lanczos procedure is in fact the resolvent strategy outlined above. Its inventors [2] called the modified algorithm``the spectral-transformation Lanczos method,'' but the alternative name``shifted Lanczos algorithm'' seems to have taken root. The parameter z in the resolvent is referred to as the shift parameter. Its choice, or choices if many eigenvalues are sought, is critical to the efficiency of the method.
The potential power of the resolvent strategy was well known to the many-body physicists who used the Lanczos algorithm [41, p. 123] . However, as noted above, many-body applications of the Lanczos method exploit the few-body character of the Hamiltonians used. The associated resolvents are full many-body operators, which fatally impairs the efficiency of the resolvent strategy in many-body applications.
Details will now be presented of the application of the shifted Lanczos algorithm to the central problem of this paper evaluation to working precision of the N th eigenvalue of the rescaled anharmonic-oscillator Hamiltonian H m N of Eq. (21) . The operator A in Eqs. (41), (43) of the Lanczos algorithm is now to be identified as the resolvent
of the rescaled Hamiltonian.
Representation of Lanczos Vectors
The Lanczos vectors |, k ) are represented by D 
The expansion contains D 
Choice of Shift Parameter and Starting Lanczos Vector
Only a single eigenvalue E (m)
is sought for each value of m and N. For each case, z must be chosen as close as possible to the desired energy eigenvalue E (m) N . The JWKB approximations to the rescaled energies (Section 4) are so accurate that their use as shift parameters results in rapidly convergent Lanczos iterations.
The starting Lanczos vector is chosen as follows. Given the JWKB approximation E JWKB to the desired eigenvalue of the rescaled Hamiltonian H, the solution |,) of the set of inhomogeneous linear equations
for any vector | ) is an approximate eigenvector of H corresponding to eigenvalue E JWKB . This is the first step in the process of inverse iteration [38, Sect. 11.7] , a standard method of improving approximate eigenvalues and finding corresponding eigenvectors. A convenient and effective choice for the vector | ) in Eq. (47) is
an (55) ) in the implementation of the shifted Lanczos algorithm and are solved in the manner described below.
Implementation of the Shifted Lanczos Algorithm
Formulations of the shifted Lanczos algorithm that are equivalent in exact arithmetic may suffer quite different round-off errors in finite arithmetic. Paige [42] has compared the various possibilities and identified one that minimizes round-off error; it has been used in all subsequent applications and is used here.
The k th step of the Lanczos iteration (42) , with the matrix A replaced by the resolvent R of Eq. (45), is then as follows. The previous k&1 steps have determined the sequence [ |, 1 ), |, 2 ), ..., |, k ) ] of Lanczos vectors, and also the diagonal elements (: 1 , : 2 , ..., : k&1 ) and the off diagonal elements ( ; 1 , ; 2 , ..., ; k&1 ) of the Lanczos matrix. Then
The Lanczos process begins with only the starting vector specified and ends when the appropriate eigenvector of the Lanczos matrix (43) has converged to desired accuracy.
Action of Resolvent on Lanczos Vectors
Each Lanczos iteration starts with the operation
of an inverse operator on a known vector. This operation is implemented by solution of the inhomogeneous linear equations (z&H
Now (z&H 
Solution of each set of equations is a simple sequence of substitutions, from the upper tip of the triangle down in Eqs. (57), from the lower tip up in Eqs. (58) . The fact that the LU decomposition preserves band structure adds greatly to the efficiency of the shifted Lanczos algorithm in the anharmonic-oscillator eigenvalue problem.
Eigenvalue Determination; Convergence Criterion
The k th Lanczos matrix [R 
best approximates the single desired eigenvalue E N ] k are evaluated; this is a minor computational task since the Lanczos iterations converge with such extraordinary rapidity that k never exceeds 3. That eigenvalue is selected for which the k th approximation to E (m) N , calculated from Eq. (59), is closest to the (k&1)st approximation. The selected resolvent-eigenvalue is invariably by far the largest.
The Lanczos iteration terminates when the desired eigenvalue has been fixed to a relative error less than some pre-assigned accuracy-parameter = ;
For 33-figure accuracy in the energy-eigenvalues, it suffices to set the accuracy parameter at
Basis Dimensions
The minimum basis dimension D 
where it is understood that the integer part of the expression is to be taken. A m is the basis dimension needed for N=0, A m +B m for N Ä . Values of the parameters are given in Table II . This estimate of the minimum basis dimension is conservative in the sense that it gives a basis large enough for 33-figure accuracy for 2 m 6, all N and all }, usually with something to spare. The size of the oscillator basis needed for given accuracy is independent of the method used to extract eigenvalues. The minimum basis dimensions summarized by Eq. (62) and Table II have also been derived (with much greater computational labor) using the Jacobi method [38, Sect. 11.1] to diagonalize the rescaled energy matrix.
That large oscillator bases are needed is readily understood. The eigenfunctions of the x 2m anharmonic oscillator fall off at large |x| as
A harmonic-oscillator expansion seeks to simulate this behavior by a linear combination of products of polynomials and Gaussians. The unbounded increase of D (m) N with N eventually defeats any method of solution of the anharmonic-oscillator eigenvalue problem in a harmonic-oscillator basis. This trap is avoided in the present study because the accuracy of the JWKB approximation for large N makes explicit matrix diagonalization unnecessary for N>500(m+1). The largest basis dimension encountered is about 1500. 
Convergence of the Lanczos Iterations
The shifted Lanczos procedure, with JWKB shift parameter, will now be shown to converge very rapidly for all values of m, N, and all values of the coupling strength.
For the lowest states (N 10), where the JWKB approximation to the rescaled energy is least accurate, the rate of convergence can be improved, and its dependence on m and N all but eliminated, by adoption of a two-stage strategy, restarted with an improved shift parameter. Restarting the Lanczos algorithm might be thought to incur a significant numerical penalty, since the LU decomposition (Eq. (56)) of the resolvent must be reconstructed. It is found that k steps of the restarted algorithm involve about the same effort as k+ 1 2 uninterrupted Lanczos iterations. Since restarting saves one iteration, there is a small net gain in computational efficiency.
Numerical experiments reveal that the restarted Lanczos procedure with
yields 33-figure accuracy for all m, N, and }. This is illustrated in Table III for m=6 and four representative values of N, in the infinite-coupling limit. For m=6, three restarted Lanczos iterations are needed for N=0, two iterations for N=10 and N=20, and only one iteration for N=30. This pattern of a rapid decrease with N of the number of Lanczos iterations needed to give 33-figure accuracy in the energies is repeated for all values of m and all values of the coupling strength. The values of N at which the transitions from 3 iterations to 2 and from 2 to 1 occur are linear functions of m as shown in Fig. 5 ;
Since JWKB alone gives 33-figure accuracy for N 500(m+1), no more than 3 Lanczos iterations are needed to give working-precision rescaled energies for all states of the anharmonic oscillators with 2 m 6.
Orthogonality of the Lanczos Vectors
Round-off error is expected to destroy the orthogonality of the Lanczos vectors |, k ) after many iterations. It was shown by Paige [44] that significant loss of orthogonality arises immediately after an eigenvalue has converged and involves errors in the components of the Lanczos vectors in the direction of the converged eigenvector. Since the Lanczos calculations in this paper seek only one eigenvalue from each matrix and involve at most 3 Lanczos iterations, significant loss of orthogonality seems unlikely. This expectation is confirmed in practice. The Lanczos vectors for the rescaled anharmonic oscillator, computed according to Eqs. (49) to (53) , are orthonormal to working precision; explicit re-orthogonalization changes neither intermediate nor final results of the Lanczos iteration.
Verification of Correctness
Convergence to 33 figures does not necessarily imply correctness to the same degree of accuracy. Three distinct checks confirm the correctness of the anharmonicoscillator energies calculated in this paper.
The first category of check is internal and addresses the issue of 33-figure correctness directly. Eigenvalues calculated by the shifted Lanczos algorithm are compared (65) and (66)) of the state parameter N at which the number of Lanczos iterations needed to give energies correct to 33 figures changes from 3 to 2 (circles) and from 2 to 1 (squares).
with those obtained by direct diagonalization of the rescaled Hamiltonian matrix (Eq. (26)). The direct diagonalization is carried out by the inefficient but foolproof Jacobi method [38, Sect. 11.1]. Hundreds of spot-checks 4 over a wide range of parameters yield agreement to 33 figures.
A possible source of error is convergence, not to the desired eigenvalue of the rescaled Hamiltonian, but to a spurious neighbor. This possibility can be eliminated decisively. The JWKB approximation is accurate to less, usually much less, than the nearest-neighbor level-spacing. Thus the close agreement obtained between calculated eigenvalues and their JWKB approximants verifies convergence to the correct eigenvalue.
Finally, the eigenvalues obtained by the shifted Lanczos algorithm have been checked extensively against published results. Most of these results concern the quartic oscillator (m=2), nothing is available for m>5 and the accuracy of most previous studies is much less than 33 figures. Within their limitations, published results confirm the correctness of the shifted-Lanczos eigenvalues. These comparisons are discussed in more detail in Section 7.
Multi-Precision Extension
The methods described above have no intrinsic limitation to 33-figure accuracy. A multi-precision translation package developed by Bailey [45] permits the 181 ANHARMONIC-OSCILLATOR SPECTRA Fortran programs used in this study to be converted to much higher precision. Convergence up to 80 figures has been achieved for a random selection of anharmonic-oscillator eigenvalues. The size of the oscillator basis, the number of Lanczos iterations, and the running times increase steadily with the precision demanded.
Summary
The shifted Lanczos algorithm, with the JWKB energy as shift parameter, permits calculation of anharmonic-oscillator eigenvalues to 33 figures in at most 3 iterations. For N 24, 1 iteration is sufficient. For N>N c , where N c is the critical value of N given by Eq. (40), JWKB itself gives 33-figure accuracy and Lanczos refinement is unnecessary.
ANHARMONIC-OSCILLATOR SPECTRA
This section analyzes the systematics of anharmonic-oscillator spectra. The discussion covers the dependence of the true and rescaled energies on the parameters m, N, and *, the pure-x 2m oscillator limit, and the remarkable sim 
FIG. 13.
Rescaled energies of the eight lowest states of the m=2 anharmonic oscillator as functions of the anharmonicity parameter`. { and`are defined by Eqs. (6) and (67).
FIG. 14.
Rescaled energies of the eight lowest states of the m=3 anharmonic oscillator as functions of the anharmonicity parameter`. { and`are defined by Eqs. (6) and (67).
FIG. 15.
Rescaled energies of the eight lowest states of the m=4 anharmonic oscillator as functions of the anharmonicity parameter`. { and`are defined by Eqs. (6) and (67).
FIG. 16.
Rescaled energies of the eight lowest states of the m=5 anharmonic oscillator as functions of the anharmonicity parameter`. { and`are defined by Eqs. (6) and (67).
FIG. 17.
Rescaled energies of the eight lowest states of the m=6 anharmonic oscillator as functions of the anharmonicity parameter`. { and`are defined by Eqs. (6) and (67) .
The 8 lowest energy eigenvalues (N=0 } } } 7) of the pure-x 2m oscillators with m from 2 to 6 are shown for *=1 in Fig. 6 , for *=10 4 in Fig. 7 . The diagrams show that for a given state N the pure-oscillator energy = (m) N increases monotonically with m for small *, decreases monotonically for large *. This switch in m-dependence between small and large values of *, also evident in the JWKB energies, is discussed (for m from 2 to 4) in Ref. [46] . Pure-oscillator energies are also shown in Figs. 8 to 12 where the emphasis is on their relation to anharmonic-oscillator energies.
The anharmonic-oscillator energies E (1) the near-harmonic-region at small *, (2) the pure-x 2m region at large *, Figs. 8 to 12. The near-harmonic region is the set of horizontal plateaux to the left of the energy-curves. The pure-x 2m region is defined by the asymptotic large-* straight lines of slope 1Â(m+1). The boundary layer consists of the short connecting arcs.
Suppose that the values of * at which one region merges with another are defined in some reasonable but unspecified fashion. It is clear from Figs. 8 to 12 that the connecting points move toward smaller * as N increases for given m and toward larger * as m increases for given N. The length of the boundary region decreases with increasing N, increases with increasing m.
The rescaled energies present a different and simpler view of the energy systematics. It is possible and desirable to exhibit the rescaled energies over the full range of coupling strengths, from zero to the infinite-coupling limit. This requires a suitable mapping of the infinite range 0 *< on to a finite interval. The scale parameter { and the rescaled coupling parameter } introduced in Section 2 define mappings on to the interval [0, 1]. They are, however, unsuitable for graphs showing the energies of many states N for given m because they are explicitly statedependent. Furthermore, as illustrated in Fig. 1 , the {-and }-mappings compress most of the *-range into miniscule regions near the infinite-coupling limit. A suitable plotting variable, arrived at by trial and error and devoid of theoretical significance, is defined by`= The rescaled energy-curves are simpler than the true-energy curves and of different character. Each curve drops from the harmonic limit to a level plateau that sets in at very small values of * ( 0.1) and extends with little change in energy to the infinite-coupling limit (`=1). Recall now that the rescaled coupling parameter } (Fig. 1 ) maps almost the entire *-range into a tiny region close to the infinitecoupling limit (}=1). This has an important consequence for the rescaled energies; values of } deviate very little from 1 over the entire plateau regions. The rescaled eigenvalue problem at any point in a plateau, that is, for any value of * greater than about 0.1, is essentially the same as in the infinite-coupling limit. Any point below the plateau is clearly in the near-harmonic regime. In other words, the rescaling transformation collapses the three regions of the true energy curves into two the nearharmonic region of very small * and the nearly pure x 2m region everywhere else. The change in shape between the true and rescaled energy-curves can be related to the *-dependence of the scale parameter {(*), by which the true energy must be multiplied (Eq. (9) and Fig. 1 ) to obtain the rescaled energy. In the small-* region in which the rescaled energy falls rapidly, the true energy varies slowly, while { decreases rapidly from 1 to very small values. Thus the small-* decrease of the rescaled energies simply mirrors the small-* behavior of {. It has already been remarked that the large-* behavior of 1Â{ (B * 1Â(m+1) ) is identical to that of the true energies. This accounts for the large-* plateaux of the rescaled energy curves; the early onset of these plateaux implies that the parameter { has the same *-dependence as the true energies not only in the asymptotic regime but throughout the boundary layer as well.
The rescaled energies are less than the harmonic limit for all non-zero values of *. This implies that the net effect of the effective potential
in the rescaled Hamiltonian (10) is attractive. The factor (G mN ) &1 is so small that the repulsive anharmonic term always loses the competition with the attractive X 2 term.
The results of this section reveal the main qualitative effect of rescaling. It is to replace the anharmonic-oscillator eigenvalue problem by a rescaled transform that is not only finite for all values of the strength parameter * but almost independent of *. The rescaled energies and the internal details of their calculation are almost the same for *=0.1 as they are in the infinite-coupling limit. The pure-x 2m oscillator is now to be regarded as a rather uninteresting special case of the anharmonic oscillator. The view that has been usual in the literature treats the pure-x 2m oscillator as something distinct from its anharmonic cousin. Rescaling makes such a distinction senseless.
COMPARISON WITH OTHER STUDIES
How do the methods and results presented here compare with what is available in the literature? This question is addressed in a survey of papers which evaluate anharmonic-oscillator energy eigenvalues or high-precision approximations thereto. The survey is of necessity incomplete. Its limited aim is to cite and discuss the main competing techniques and the most extensive compilations of numerical results.
Papers are classified by method. With one exception, the published eigenvalues are less accurate, usually much less accurate, than those reported here. All eigenvalues in the papers cited have been compared with the JWKB Lanczos results that are the main topic of this paper. In almost all cases, there is agreement 5 to a single unit in the last figure of the less-accurate result. Exceptions will be noted explicitly.
The various different methods used are less different than first meets the eye. Most involve expansion in an unperturbed harmonic-oscillator basis, rescaled or not. The major exception apart from series approximations such as JWKB and perturbation theory is the recursive moment approach of Richardson and Blankenbecler [15] .
Method of Hill Determinants
The majority of papers on anharmonic-oscillator eigenvalues use the Hill-determinant method, usually attributed to Bazley and Fox [47] . The basic idea is to expand the wave function 2 ) :
where = is 0 for even states, 1 for odd states. This is equivalent to an expansion in harmonic-oscillator eigenstates with a fixed length scale. Substitution in the Schro dinger equation yields an (m+1)-term recursion equation for the expansion coefficients. The recursion relation has non-trivial solutions at the zeros of a banded determinantal function of the energy. The Hill-determinant method in its simplest form demands finding the zeros of this non-linear determinantal function. Biswas et al. [12] use the Hill-determinant method in the earliest extensive study of anharmonic-oscillator spectra. They give eigenvalues for m=2 (N=2 to 8), m=3 and m=4 (N=0 and N=1), each for * from 0.1 to 100. The m=2 groundstate eigenvalue is given to 15 figures, other m=2 energies to 8 figures, m=3 energies to 7 figures, and m=4 energies to 3 or 4 figures.
The steady decrease of accuracy with m evident in the results of Biswas et al. stems from the inability to keep up with the rapid growth in the size of basis needed in the expansion (69) . This increase is much more rapid than that encountered in Section 5 since rescaling greatly limits the size of basis needed for given precision. Banerjee et al. [13, 46] note that a state-dependent length-scale in the trial wave function (69) reduces the size of basis needed and hence permits greater accuracy for a given amount of computational labor. They replace the fixed Gaussian in Eq. (69) by
and adjust the state-dependent scale factor : empirically to reduce basis dimensions. This first step toward full rescaling permits Banerjee et al. to achieve 15-figure accuracy for a sizeable range of oscillator parameters: m from 2 to 4, N from 0 to 10 4 , * in ten steps from 10 &5 to 4_10 4 , and the pure-x 2m oscillator with *=1. The Hill-determinant method would gain in efficiency both by application to the rescaled Hamiltonian and by use of the excellent starting guess provided by the JWKB approximation. It is possible that such embellishments would forge a method comparable in efficiency to JWKB Lanczos; in the absence of careful numerical studies, this must remain a speculation.
Extensions of the Hill-Determinant Method
The large number of states needed in the expansion (69) or its rescaled variant stems from the attempt to represent wave functions with an asymptotic decrease much faster than Gaussian (Eq. (63)) as linear superpositions of Gaussians. This suggests generalization of the exponential factor (70) to something like
with both parameters : and ; state-dependent. Inclusion in the Hill-determinant trial function of mixtures of different exponentials was first proposed by Datta and Mukherjee [48] . Criticisms soon followed. It was suggested [49 51 ] that the generalized Hill determinants have zeros that do not correspond to anharmonicoscillator energy eigenvalues; doubt was thus cast on the results of Banerjee et al. and of earlier studies based on the Hill-determinant method.
The current state of understanding is as follows:
(1) Spurious zeros of the Hill determinant do indeed exist [52] for polynomial potentials of the form
(2) Spurious and physical solutions can be distinguished by the signs of the associated matrix elements of powers of x [53] .
(3) There are certainly no spurious solutions for the quartic anharmonic oscillator (m=2) [54] and probably not for any pure-x 2m anharmonic oscillator.
(4) The results of Banerjee et al. are correct and remain the most extensive set of anharmonic-oscillator eigenvalues in the literature.
Direct Eigenvalue Determination in a Harmonic-Oscillator Basis
The fact that the anharmonic-oscillator energy matrix is banded can simplify diagonalization. Two sets of papers which exploit this possibility are those of Graffi and Grecchi [55] and Hioe et al. [8, 56] .
Graffi and Grecchi diagonalize in the unperturbed harmonic-oscillator basis, proving monotonic convergence under extensions of the basis by invoking the Rayleigh Ritz variational principle [30, p. 337] . They give eigenvalues for the states with N=0 to 7 of the quartic (m=2) anharmonic oscillators with *=0.2 and *=2 and of the octic (m=4) oscillator with *=0.002 and *=0.2. The accuracy with a basis dimension of 28 is 15 figures for the m=2 ground state and 10 for the m=4 ground state. Accuracy decreases with increasing m and N.
Hioe et al. use the Bargmann representation [57] of the Hamiltonian and wave functions. In this representation they reduce the problem of eigenvalue determination to a search for zeros of the characteristic polynomial. 6 Convergence with increasing basis dimension is studied. Reference [8] lists eigenvalues for m=2, N=0 to 8, and a range of *-values from 0.002 to 20,000. A 9-figure accuracy is achieved with a basis of dimension 26. Tables 2B and 2C Reference [56] lists eigenvalues for m=3 and m=4, N=0 to 5, and the same range of *-values as in the paper on the quartic oscillator. Six-figure accuracy is achieved with a basis of dimension 30 for m=3, 5-figure accuracy with a basis of dimension 46 for m=4.
The basis dimensions and accuracies obtained in these papers for the direct solution of the eigenvalue problem in a harmonic-oscillator basis are consistent with each other and what is found by JWKB Lanczos methods without rescaling.
Moment Recursion
Richardson and Blankenbecler [15] develop a technique that lies outside the realm of expansions in harmonic-oscillator bases. The essence of their method is to derive and solve recursion relations satisfied by matrix elements (mN| x s |mN) of powers of x between fixed anharmonic-oscillator eigenstates. Such recursion formulae follow from hypervirial theorems [59, 60] . Richardson and Blankenbecler run the recursion relations for diagonal matrix elements and even s downwards from random values at very large s, much as in the standard numerical method [38, Sect. 5.5] of evaluation of regular Bessel functions. The s=0 moment is simply the norm of the wave function; setting this to unity normalizes the entire sequence of moments. The energy then follows from the simple virial theorem (5).
A starting s-value of around 20,000 gives the ground-state energy of the x 4 anharmonic oscillator with *=1 to 11 figures, the first excited-state energy to 9 figures, and the second to 7 figures. A starting s-value of 900,000 gives the ground-state energy of the pure-x 4 oscillator to a remarkable 28 figures by far the most accurate anharmonic-oscillator energy known at the time of publication.
Moment-recursion methods are clearly very powerful. They have the advantage of giving matrix elements of powers of x along with energies. The limited range of applications made to date prevents serious comparison with the JWKB Lanczos methods used here. It is perhaps noteworthy in this connection that the Lanczos algorithm has intimate connections with moment methods [41, Sect. 2.2] .
Rescaled Inner Projection
The study of Vinette and C 8 iz ek [7] uses the rational arithmetic and symbolic manipulation of the programming language MAPLE [31] to evaluate eigenvalues to a precision that is, in principle if not in practice, unlimited. There is of course a price to pay, as there is for the multi-precision calculations mentioned at the end of Section 5; memory requirements increase and computing speeds decrease.
The method used by Vinette and C 8 iz ek has much in common with the Lanczos algorithm. It starts with the rescaling transformation (Section 2). 7 The rescaled Hamiltonian of Eq. (21) for ground states the only cases considered in [7] , may be written
where H 0 is the rescaled harmonic-oscillator Hamiltonian and V (m) is the residual interaction. (A minor complication enters here; a constant must be added to the residual interaction, to make it positive definite, and subtracted from H osc .) Vinette and C 8 iz ek work in the basis introduced in Section 3, spanned by eigenstates of H osc , truncated at dimension D (m) 0 . A matrix function of the parameter z is then defined in this basis by
where 4 0 is the projector off the harmonic-oscillator ground state and the label m has been omitted. This matrix function contains an unperturbed reduced resolvent and may be evaluated by the methods described in Section 3. An iterative sequence is next defined which brackets the desired rescaled eigenvalue E=E (m) 0 ever more closely,
where E 0 is the energy of the harmonic-oscillator ground-state (minus the constant alluded to above). If E k is an upper (lower) bound on the desired eigenvalue, E k+1 is a lower (upper) bound. The eigenvalue is guaranteed to lie between each pair of successive iterates, the region of confinement narrowing as the iterative process proceeds. The main computational task at each iteration is to operate on V with the inverse of the matrix A; this can be achieved (cf. the discussion following Eq. (54) in Section 5) by solving a system of inhomogeneous linear equations for each column of the matrix. Vinette and C 8 iz ek calculate ground-state energies only, for m=2 to m=4 and for a range of values of *, including the infinite-coupling limit. The accuracy achieved with basis-dimension D=24 for finite values of * is 17 figures for m=2, 11 figures for m=3, and 8 for m=4. These are precisely the accuracies obtained with the JWKB Lanczos method with the same basis-dimensions. In the infinite-coupling limit the basis dimension is extended to 150. This yields a remarkable level of precision: 62 figures for m=2, 34 for m=3, and 24 for m=4. JWKB Lanczos reproduces these results precisely; the multi-precision techniques discussed at the end of Section 5 are needed to confirm Vinette and C 8 iz ek's results for m=2 and m=3.
The accuracy achieved for given size of basis seems to be much the same in the rescaled inner-projection and JWKB Lanczos methods. This suggests that, although seen across the gulf between floating-point and rational-symbolic arithmetic, the two methods have very similar numerical characteristics.
Of the methods discussed in this section, rescaled inner projection seems most promising. It uses rescaling; indeed it was the paper of Vinette and C 8 iz ek that first exhibited the full power of the rescaling transformation. There is no obvious barrier to its adaptation to excited states. It would clearly benefit if its variational starting guess were replaced by JWKB. The numerical properties of the method for larger values of m and N and in floating-point arithmetic are of course unknown. The indications are, however, that rescaled inner projection could be developed into a serious competitor to JWKB Lanczos.
The JWKB Approximation
The first applications of the lowest-order JWKB approximation to the anharmonic oscillator appear in the pioneering paper of Bender and Wu [5] . More extensive numerical applications to the x 4 anharmonic oscillator are to be found in the work of Hioe and Montroll [8, 25] . These lowest-order studies, which already reveal the accuracy of JWKB approximations, use the formalism to be found in standard texts on Quantum Mechanics [24, pp. 268 279] . This formalism, featuring procedures to connect solutions across classical turning points, is difficult to carry to higher orders.
The first study of anharmonic-oscillator spectra to recognize and exploit the power of Dunham's elegant formulation of the JWKB method (Section 4) is that of Krieger et al. [35] , who compute third-order JWKB energies for the 5 lowest states of the pure-x 2m oscillators with m=2, 3, 4, m=6, and m=8. Bender et al. The JWKB calculation for the pure-x 2m oscillator is much simpler than for the full anharmonic oscillator. The only published high-order JWKB study of anharmonic-oscillator spectra is that of Kesarwani et al. [33, 34] . They compute fifthand sixth-order JWKB energies for states of the x 4 anharmonic oscillator for about a dozen values of N from 0 to 20,000, with values of * at intervals from 0.002 to 1000. Their fifth-order results have been recalculated using the methods described in Section 4; all are confirmed. Kesarwani and Varshni could not give a clear assessment of the accuracy of the JWKB approximation for very large N because of a lack of sufficiently accurate comparison eigenvalues.
Bacus et al. [61] obtain sharp upper and lower bounds for the eigenvalues of the x 4 anharmonic oscillator by techniques closely related to JWKB and to the innerprojection methods alluded to above. They evaluate the 9 lowest eigenvalues of the quartic oscillator to 30 significant figures (confirmed by the JWKB Lanczos methods described in Section 5). Since they do not rescale, their work is confined to small values of the anharmonicity parameter.
Model-or Reference-Space Methods
Fundamental papers [62 65 ], published about 40 years ago, deal with the nonHermitian effective eigenvalue problem obtained by projecting the Schro dinger equation in a large Hilbert space on to a truncated model or reference subspace. These early studies are formal; their aim is the derivation of the effective interaction between nucleons in the nuclear shell model [63] and of the nuclear optical-model potential [64] . Meissner and Steinborn [11] report a numerical application of these model-space techniques, developing an iterative solution of the pertinent nonHermitian eigenvalue problem. Eigenvalues of the lowest few states of the quartic oscillator are computed both with and without rescaling. The results (confirmed by the JWKB Lanczos methods described in Section 4) demonstrate the power of the rescaling transformation; with its help 20-to 25-figure precision is obtained for a wide range of values of the anharmonicity parameter.
Perturbation and Strong-Coupling Series
Perturbation expansions for the eigenvalues of anharmonic oscillators are asymptotic rather than convergent for all values of the anharmonicity parameter [17, 66] . Without rescaling, such series yield useful estimates only for very small values of the anharmonicity parameter *.
Perturbation expansions based on two different partitions of the Hamiltonian into unperturbed and perturbing parts have been considered. That based on the rescaled Hamiltonian of Eq. (10), with expansion parameter }, has been studied most thoroughly. Variants of the Levin transformation [67] and the Pade Borel transformation [68] sum the rescaled perturbation series in } for all eigenvalues of the quartic oscillator to more than 20-figure accuracy for all values of the anharmonicity parameter [21, 69] . The attainable accuracy decreases steadily with increasing m but is still around 8 figures at m=6 [69] .
Feranchuk et al. [70, 10] and Ferna ndez et al. [71] also start with a rescaling transformation of the sort discussed in Section 2. They develop perturbation expansions, of both Rayleigh Schro dinger and Brillioun Wigner types. The unperturbed Hamiltonian is defined, not as the rescaled harmonic-oscillator Hamiltonian of Eq. (10), but as the part of the complete rescaled Hamiltonian diagonal in the rescaled basis. Reasonable accuracy is obtained for low eigenvalues of the quartic oscillator for small values of *. Improvement is sought [71, 10] by modifying the rescaling parameter from the variational value determined in Section 2. This optimal-scaling procedure is quite successful; accuracies of up to 15 figures are obtained for low-lying states of the quartic oscillator over a wide range of values of *.
The large-* strong-coupling expansion (Eq. (17)) has been less-thoroughly explored than have small-* perturbation expansions. Work has been confined either to formal study of the nature of the expansion [16, 25] or to the difficult problem [26, 9, 27] of computing its coefficients. Promising techniques have been proposed and successfully demonstrated for the first few terms in the series, but the problem has not yet been decisively solved. With the help of accelerative sequence transformations, the strong-coupling expansion can probably yield accurate anharmonic-oscillator eigenvalues over a wide range of *-values.
CONCLUDING COMMENTS

Limitations
A few words are in order about two topics not treated in this paper wave functions and general polynomial potentials.
Although the eigenvectors associated with the calculated eigenvalues have not been treated explicitly, the necessary information is readily accessible and at minor computational cost. The eigenvectors of interest are given as linear combinations of at most three Lanczos vectors |, k ) which in turn are expressed as linear combinations of rescaled harmonic-oscillator basis states. It is then a simple matter to compute the matrix elements (mN| O |m$N$), diagonal or off-diagonal, of any operator O. The operator must first be expressed in terms of rescaled dynamical variables using the transformation (8) . The matrix elements in the rescaled harmonic oscillator basis are then calculated; for powers of x, this can be done using the formulae alluded to in Section 3 or their analogs for odd s. Finally, the appropriate linear combination of harmonic-oscillator matrix elements yields the desired quantity (mN| O |m$N$).
The general polynomial potential (Eq. (72)) models a physical situation intrinsically richer than that accessible to pure-x 2m potentials. Suppose that the coefficient A m of the highest power of x is positive, so that the polynomial potential has the asymptotic behavior
This ensures a purely discrete spectrum. The potential can however have internal maxima and minima. The particle can be trapped in the troughs between them. This renders useless the high-order JWKB procedure of Section 4, which assumes two classical turning points at each energy. Extension to more than two turning points is likely to be prohibitively complicated. It is possible that the variational estimates of Tater and Turbiner [52] can replace JWKB as input to the shifted Lanczos algorithm. However, the difficulties noted by Tater and Turbiner in applying the Hill-determinant method to polynomial potentials with m=3 probably reflect the intrinsic complexity of the underlying physics rather than the limitations of any particular algorithm. No fully automated universal method of the sort that works for pure-x 2m anharmonic oscillators is likely to succeed.
Summary
A technique has been devised to calculate, to 33-figure accuracy, all eigenvalues of the x 2m anharmonic oscillators with m=2 to 6, for all values of the anharmonicity parameter.
The crucial first step in the procedure is rescaling introduction of a length scale natural to each state of each of the anharmonic oscillators. This transformation yields an explicitly state-dependent rescaled Hamiltonian; only a single eigenvalue of this Hamiltonian that corresponding to the state of interest is physically significant. The introduction of a state-dependent rescaled Hamiltonian is the price paid for the creation of an eigenvalue problem that is finite for all values of the anharmonicity parameter, from zero to the infinite-coupling limit.
The JWKB approximation, carried to five terms (O( 10 )), is then used to estimate the rescaled eigenvalues. This in itself gives 33-figure accuracy for states N higher than a certain critical value that varies linearly from 1500 for m=2 to 3500 for m=6. Even for ground states, the optimum JWKB estimate is accurate to about 100. Thereafter accuracy increases very rapidly with N.
The remarkable quality of the JWKB approximation suggests that it might with profit be taken as the starting point of a method of``exact'' solution of the eigenvalue problem. The shifted Lanczos algorithm, the Lanczos algorithm applied to the resolvent of the Hamiltonian, is well suited to exploit the accurate JWKB starting estimate. With the JWKB energy as the shift parameter, the desired eigenvalue is overwhelmingly larger than all others and the Lanczos algorithm converges with striking rapidity. The 33-figure accuracy is obtained in no more than 3 iterations for any state, in only 2 for N>8, in only 1 for N>24. This very rapid convergence to the single significant eigenvalue of each rescaled Hamiltonian completely defangs the well-known drawbacks of the Lanczos algorithm slow convergence to nondominant eigenvalues, loss of orthogonality of the Lanczos vectors. As a means of sharpening a very accurate starting estimate, the shifted Lanczos algorithm is ideal.
Finally, the JWKB Lanczos method is used to study the systematics of anharmonic-oscillator spectra and to reveal the striking simplifications achieved by the rescaling transformation.
The most significant ways in which this study adds to knowledge of the anharmonic-oscillator eigenvalue problem are the following:
The scaling relations permit the eigenvalues of the general Hamiltonian (77) to be obtained as multiples of those of a reduced Hamiltonian. The reduced Hamiltonian has either an x 2 term (as in the present paper) or an x 2m term (as in Ref. [15] ) of unit strength. For the pure-x 2m oscillator, Eq. (18) gives the eigenvalues for any value of the strength parameter as multiples of the eigenvalues for *=1.
APPENDIX B: CONVENTIONS FOR THE HAMILTONIAN
The literature is almost equally divided between two conventions, differing by a factor 2, for the anharmonic-oscillator Hamiltonian. This apparently trivial matter is a significant hazard in comparing published eigenvalues. The convention used in this paper (Eq. (1)) is that of Bender and Wu [5] and is followed in Refs. [8, 15, 25, 33, 34] .
A widely used alternative convention, in which the Hamiltonian is given by
is followed in Refs. [6, 7, 9, 12 14, 16, 21, 46] . The energies, scaling parameters, rescaled coupling strengths, and rescaled energies in this alternative (primed) convention are related to their counterparts in the present paper by 
