The Lanczos-Phillips algorithm is a method to compute the Cholesky decomposition of Hankel matrices. This algorithm can compute the Chebyshev continued fraction from a given set of moments faster than the qd algorithm. Moreover, a new algorithm to compute the Perron continued fraction is presented with the help of orthogonal polynomials. The Cholesky decomposition of Toeplitz matrices plays a key role.
Introduction
Recent studies have aimed to formulate numerical algorithms based on discrete integrable systems. Examples of such algorithms include the dLVs algorithm (discrete Lotka-Volterra equations) and the dqds algorithm (discrete Toda equations) [1] . These algorithms have high relative accuracies. Moreover, these equations have Hankel determinant solutions and are closely related to orthogonal polynomials.
On the other hand, Phillips designed the LanczosPhillips algorithm to decompose a Hankel matrix within O(n 2 ) operations over 45 years ago [2] . He derived the algorithm using the Lanczos procedure and showed that it can compute the coefficients of three-term recurrence relations for orthogonal polynomials on a real line.
This letter has three purposes. Firstly, we present a Hankel determinant expression for the general terms of the recurrence relation in the Lanczos-Phillips algorithm. This expression can be derived from orthogonal polynomials on a real line.
Secondly, we show that the Lanczos-Phillips algorithm can be applied to continued fractions. Deriving a continued fraction expansion of an analytic function given by a power series is a fundamental problem of applied mathematics. A continued fraction expansion, which is closely related to the Padé approximation, has applications to control theory and stability theory. The most standard continued fraction is the Chebyshev type [3] . It is known that the qd algorithm by Rutishauser [4] can compute the Chebyshev continued fraction [3] . A comparison between the Lanczos-Phillips algorithm and the qd algorithm demonstrates that the former is faster and has a better numerical reliability.
Finally, by using a method to apply the LanczosPhillips algorithm to continued fractions, we design a new algorithm with the help of orthogonal polynomials on a unit circle. This new algorithm can compute coefficients of the Perron continued fraction. It is known that the discrete Schur flow by Mukaihira and Nakamura [5] can also compute the Perron continued fraction. A comparison between of these two algorithms confirms that our algorithm has a faster computation time than the discrete Schur flow.
Determinant expression of the general terms of the Lanczos-Phillips algorithm
Let H be a Hankel matrix of order n,
where h k are some real numbers. Assume that all the leading principal minors of H are nonzero. Then H is uniquely decomposed into R DR, where R is a unit upper triangular matrix and D is a diagonal matrix. Here, the symbol ' ' denotes a transposition. The formula H = R DR is usually called the Cholesky decomposition. The Cholesky decomposition of H is performed within O(n 2 ) operations using the Lanczos-Phillips algorithm [2] . This algorithm designed from the Lanczos procedure is sketched as follows. In general, the Cholesky decomposition is computed within O(n 3 ) operations, but the Lanczos-Phillips algorithm can decompose this class of the Hankel matrices within O(n 2 ) operations. The auxiliary variables a i and b i computed by the algorithm have another significance. Actually, they are coefficients for the three-term recurrence relations of orthogonal polynomials on a real line.
is called the Lanczos polynomial and is determined by the moments h 0 , h 1 , . . . , h 2n−2 , namely, the elements of H [6] .
is orthogonal with respect to a linear functional L [·] , which defines the moments as
Moreover, {p i (x)} n i=0 has a determinant expression with the moments [7] 
Multiplying both sides of the recurrence relation (3) by
Let H i,j be a determinant in the form 
, then {c i,j } satisfies the recurrence relation (2) . Therefore, we obtain the following theorem.
Theorem 1 The recurrence relation (2) has a determinant expression of
c i+1,j+1 = H i,j H i−1,i−1 , i = 0, 1, . . . , n − 1, j = 0, 1, . . . , 2n − i − 2.
Application to a continued fraction
Let f (x) be the formal power series such that
It is known [3] that f (x) can be expressed by the Chebyshev continued fraction
and a i and b i are
Because a i and b i are written by (8) , the LanczosPhillips algorithm can compute the coefficients for the continued fraction (7) of the power series (6) through Theorem 1 concerning a determinant structure of the algorithm. Consider the case where a finite number of data, h 0 , h 1 , . . . , h 2n−1 , are given. We can obtain a 1 , a 2 , . . . , a n , b 2 , b 3 , . . . , b n by the algorithm. Setting b n+1 = 0 yields a truncated continued fractionf (x). The power series expansion off (x) matches f (x) from h 0 /x to h 2n−1 /x 2n . Therefore,f (x) is a Padé approximation of the given function f (x).
Rutishauser's qd algorithm can also compute the coefficients for the continued fraction (7) of the power series (6) [3] . Thus, let us compare the computation time between the Lanczos-Phillips algorithm and the qd algorithm. Randomly generated 10 3 , 5 × 10 3 , and 10 4 numbers in the range [0, 1] are given as moments h k . Table 1 presents the environment conditions. Table 2 shows that the Lanczos-Phillips algorithm has a superior (shorter) computation time than the qd algorithm. This is because the Lanczos-Phillips algorithm has fewer divisions than the qd algorithm. In fact, the qd algorithm has O(n 2 ) divisions [3] , whereas the Lanczos-Phillips algorithm (Algorithm 1) has O(n) divisions. Generally, division has the largest time complexity among the four arithmetic operations.
Next, let us compare the two algorithms in terms of reliability. The possibility of numerical instability of the qd algorithm is reported in [3] when the denominator is nearly equal to zero. Because the Lanczos-Phillips algorithm has fewer divisions, it should behave well even in a near-breakdown situation. Randomly generated 10 3 numbers in the range [0, 1] are given as the moments (4), respectively. We count the number of failures in 10 5 trials. Table 3 shows that the Lanczos-Phillips algorithm has a better reliability for the same set of moments.
Algorithm based on orthogonal polynomials on a unit circle
Next let us consider an extension of the LanczosPhillips algorithm to a Toepliz matrix and orthogonal polynomials on a unit circle. Let D = {z ∈ C| |z| = 1} be a unit circle, where z = e iθ for 0 ≤ θ ≤ 2π and i = √ −1. Moreover, let σ(θ) be a measure on the unit circle D. The inner product on D is defined by
Let Φ n (z), n = 0, 1, . . . be monic polynomials of degree n. If {Φ n (z)} is orthogonal with respect to the inner product (9),
then {Φ n (z)} is called a orthogonal polynomial on a unit circle [8] . Let δ i,j denote the Kronecker delta. Let t n be the moments defined by
The polynomial Φ n (z) can also be expressed as a determinant form with the moments such that
Note that t −n = t n because e inθ = e −inθ . Monic orthogonal polynomials on a unit circle can also satisfy the following three-term recurrence relations 
1) Compute repeatedly from
.
Algorithm 2 gives the elements of the Cholesky decomposition of a Hermitian Toeplitz matrix like the LanczosPhillips algorithm. Let T be a Hermitian Toeplitz matrix of order n,
Suppose all leading principal minors of T are nonzero.
T has a unique decomposition T = R DR where R is unit upper triangular and D is diagonal. Note that t −i = t i . Setting s 0,j := t −j , we obtain the elements of DR:
Let F (x) be a power series such that
Then F (x) can be expressed by the Perron continued fraction [5] F (x) = t 0
The coefficients u i and v i have determinant expressions such that
Thus, Algorithm 2 can compute the coefficients of the Perron continued fraction. If a finite number of data t 0 , t −1 , . . . , t −n are given, u 0 , u 1 , . . . , u n and v 1 , v 2 , . . . , v n can be obtained by using the algorithm. In this case, we have a truncated continued fractionF (x). This is the Padé approximation of F (x). Algorithm 2 is useful to compute the Cholesky decomposition of a Hermitian Toeplitz matrix (15) and is essentially equivalent to the Schur algorithm [9] to solve the corresponding Toeplitz system T x = y. However, applying Algorithm 2 to a computation of a continued fraction through a determinant structure such as (13) and (17) has yet to be discussed. On the other hand, the discrete Schur flow can also compute the Perron continued fraction of (16) [5] .
Similar to the previous section, let us consider the computation time and the percentage of failure between the two algorithms. For the computation time experiment, randomly generated 10 3 , 5×10 3 , and 10 4 moments in the range [0, 1] are given. For the reliability experi- ment, randomly generated 10 3 moments are given, and we count the number of failures in 10 5 trials. Table 1 shows the environment conditions. Algorithm 2 is faster than the discrete Schur flow (Table 4) , but both algorithms have similar reliabilities (Table 5 ).
Conclusion
We obtain a Hankel determinant expression of the general terms of the Lanczos-Phillips algorithm. Considering that the qd algorithm and the discrete Schur flow are discrete integrable systems with Hankel or Toeplitz determinant solutions, respectively, the Lanczos-Phillips algorithm (2) should also be a discrete integrable system. In discrete integrable systems, determinant solutions are assured to be positive by the theory of orthogonal polynomials. Therefore, the Lanczos-Phillips-type algorithms for both Hankel and Toeplitz matrices with nonzero leading principal minors should provide reliable computation methods for continued fractions that do not occur cancellation of significant digits and division by zero.
In the future, we plan to elucidate the relationship between the Lanczos-Phillips algorithm and discrete integrable systems as well as apply our algorithm method to other orthogonal polynomials.
