Limit theorems for the maximal residuals in linear and nonlinear regression models are obtained in the paper. An application of the main result for constructing a regression model adequacy test is given.
Classical results of the regression analysis describe various properties of residual sums of squares errors (see, for example, [1, 2] ). In other words, the classical results deal with the properties of the sum of squares of deviations between observations and a regression function where the least squares estimator is substituted in place of the unknown parameter.
The current paper deals with the asymptotic behavior of the maximal residual. We prove the convergence of distributions of the normalized appropriately maximal residual to a limit distribution of the normalized maximum as the size of a sample grows to infinity of identically distributed errors of observations. We consider both cases, the linear and nonlinear regression models.
We apply the asymptotic results to construct some regression model adequacy test (see Section 3).
Linear regression model
Consider the following linear regression model (1) y j = q i=1 θ i x ji + ε j , j = 1, . . . , n,
where ε j are independent identically distributed random variables such that E ε j = 0 and E ε 2
be the n×q regression design matrix such that det(X T X) = 0. Then the least squares estimator of unknown parameters θ T = (θ 1 , . . . , θ q ) ∈ R q constructed from observations (1) is defined as a random vectorθ T n = (θ 1n , . . . ,θ qn ) that minimizes the functional
where Y T = (y 1 , . . . , y n ). The least squares estimator is evaluated as follows:
in x ji ,ε j = y j −ŷ j , j = 1, . . . , n,
x 2 ji , d n = diag(d in , i = 1, . . . , q).
The following are two standard conditions in the regression analysis when studying the asymptotic properties of the least squares estimators:
, let λ min (A) denote the minimal eigenvalue of a positive definite matrix A:
Below we need some classical results of the theory of extreme values of random variables. Some of these results are listed below.
The asymptotic theory of extreme values studies the limit distribution of the random variable Z n as n → ∞ (recall the definition of Z n in (4)). It turns out that the limit distribution of Z n , normalized appropriately, necessarily belongs to one of the three families of distribution functions. It is worth mentioning that assumptions like E ε = 0 or E ε 2 = σ 2 < ∞ are useless in the general theory of extreme values.
Let random variables (ε j ) be independent and have the distribution function F (x). Assume that
as n → ∞ for some constants b n > 0 and a n and that ζ has a nondegenerate distribution function G(x) = P(ζ < x). We say that the distribution function F belongs to the domain of max-attraction of the law G if relation (8) holds. In the latter case, we write F ∈ D(G).
Theorem A (B. V. Gnedenko [3] ). If a distribution function F belongs to the domain of max-attraction of a law G, then G coincides with one of the members of the following three types of extreme value distribution functions:
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Conversely, every distribution function Φ α , Ψ α , or Λ(x) defined by (9) may appear as the limit in relation (8) (this happens, for example, if F (x) equals either Φ α , Ψ α , or Λ(x)). Let x F = sup{x : F (x) < 1}. Below are simple sufficient conditions for a distribution function F (x) to belong to the domains of the max-attraction D(Φ α ), D(Ψ α ), or D(Λ) of the laws Φ α , Ψ α , or Λ(x), respectively (see [3] - [6] ). x F = ∞ and ∀x > 0 lim
A distribution function F belongs to the domain of the max-attraction of a law of Type II if
Note that the sufficient conditions (10) and (11) in Theorem B are also necessary for the max-attraction to Types I and II, while (12) is close to a necessary condition for the max-attraction to Type III.
The constants a n and b n in relation (8) can be chosen as follows:
If condition (12) holds, then (15) Type III (Λ) : a n = γ n , b n = r(γ n ),
Example 1. If (ε j ) are independent identically distributed standard Gaussian random variables, then condition (12) holds. If we choose b n = (2 ln n) 1/2 , a n = (2 ln n) 1/2 − ln ln n + ln(4π) 2(2 ln n) 1/2 for n > 1,
then lim n→∞ P{b n (Z n − a n ) < x} = Λ(x) (see [4] - [6] ). (1) belong to the domain of the max-attraction of a law G. Assume that conditions (i) and (ii) hold. If
Theorem 1. Let a distribution function F of random variables ε j in model
where G is a member of one of the three types of extreme value distribution functions (9), that is, G is either Φ α , Ψ α , or Λ.
Proof of Theorem 1. Using the elementary inequality
we obtain
where λ 1 , . . . , λ q are the eigenvalues of the matrix J n . Each of the cofactors for the matrix J n is a product of some entries of the matrix J n Every entry of the matrix J n does not exceed 1 by the Cauchy-Bunyakovskiȋ inequality and there are (q − 1)! terms in the corresponding minor. Thus, condition (ii) implies that each entry of the matrix L n is estimated from above by
Since the covariance matrix of the normalized least squares estimator d n (θ n − θ) is given by
the upper bound (20) implies that
for n > n 0 . Relations (19), (21) and condition (i) imply that
Inequality (22) and condition (17) yield
Corollary 1. Let conditions (i) and (ii) hold. Then a) If a distribution function F satisfies condition (10), then equality (18) holds with the limit law G(x) = Φ α (x), where the constants a n and b n are defined by equality (13); b) If a distribution function F satisfies condition (11) for α > 2, then equality (18) holds with the limit law G(x) = Ψ α (x), where the constants a n and b n are defined by equality (14); c) If a distribution function F satisfies condition (12), then equality (18) holds with the limit law G(x) = Λ(x), where the constants a n and b n are defined by equality (15).
If we prove relation (17) for each of the cases a)-c), then Corollary 1 follows directly from Theorem 1.
Proof of (17) in the case of a). According to conditions (10) and (13),
where L(x) is a slowly varying function at zero. Considering equality (14) we deduce
We rewrite the latter equality as follows:
It is clear that L 1 (x) slowly varies at infinity. It is known that there exists a function L 2 (x) that slowly varies at infinity and such that [7] ). Then
and thus condition (17) holds for α > 2.
Proof of (17) in the case of c). This case follows from the following auxiliary result that may have its own value. Lemma 1. Assume that condition (12) holds. If the sequences a n and b n are defined by equalities (15), then, given δ > 0, there exists a constant C = C δ < ∞ such that
Proof of Lemma 1. Let
.
This together with (12) implies
Hence, for any δ > 0, there exists
for all x ∈ (x 1 , x F ) or, equivalently, (ln r(x)) ≤ δR (x).
If C = C δ is such that ln C > ln r(x 1 ), then
Substituting x = R −1 (ln n) in the latter inequality, we obtain r(R −1 (ln n)) ≤ Cn δ . It remains to recall that a n = γ n = R −1 (ln n) and b n = r(a n ) in (15) are such that inequality in (23) holds.
To establish the first bound again we use relation (24). Given an arbitrary δ > 0, there exists a number x 2 < x F such that
Substituting x = R −1 (y) in the latter inequality we get
This together with the equality (R −1 (y)) = (r(R −1 (y))) −1 implies that
It is clear that this upper bound implies the first inequality in (23).
Example 1 (continuation). If (ε j ) in model (1) are independent identically distributed standard Gaussian random variables and if conditions (i) and (ii) hold, then
where the normalizing sequences a n and b n are defined by (16).
Example 2.
Let (ε j ) be uniformly distributed random variables in the interval [−1, 1]. Condition (11) holds in this case with α = 1. Then (14) implies that a n = 1 and b n = n 2 . Thus,
Since b n n −1/2 0, the assumptions of Theorem 1 do not hold. We show that equality (18) also does not hold in this case.
Consider the simplest case of model (1), namely y j = θ + ε j , j = 1, . . . , n.
Then the least squares estimator equalsθ =ȳ = θ +ε and
For the case under consideration,
Since Z n < 1 almost surely, we have
for x > 0 and sufficiently large n, where Φ is the standard Gaussian distribution function. This means that the distribution of n 2 (Ẑ n −1) does not converge to Ψ 1 , since 1−Ψ 1 (x) = 0 for x > 0. Example 3. Assume that random variables ε j have the student distribution with s degrees of freedom, that is,
Applying the l'Hospital rule for x > 0 we get
Hence, according to (10), the distribution function F s belongs to the domain of the maxattraction of the distribution Φ s . Moreover, Theorem 1 holds if conditions (i) and (ii) are satisfied.
Nonlinear regression model
Consider the following nonlinear regression model
where the sequence of functions g(j, ·) is defined in some open set O ⊂ R q such that Θ c ⊂ O, where Θ is a bounded open convex set that contains the true (unknown) value of the parameter θ. We assume that the functions g(j, ·) are twice continuously differentiable in O. We also assume that the errors of observations ε j , j = 1, . . . , n, are independent identically distributed random variables such that E ε j = 0. Every vectorθ n ∈ Θ c such that
is called the least squares estimator of the parameter θ constructed from the observations (25). In contrast to the case of linear models, we cannot write the least squares estimatorθ n in an explicit form.
Introduce some notation. Let α = (α 1 , . . . , α q ) be a multi-index,
Below is a somewhat more general notation:
If e i ∈ R q is the i-th unit coordinate vector, then d n (e i , θ) = d in (θ), i = 1, . . . , q.
We consider the case where
, Λ n (θ) = Λ kl n (θ) q k,l=1 = J −1 n (θ). We also put S(r) = {u ∈ R q : u < r}, r > 0; u n (θ) = n −1/2 d n (θ)(θ n − θ).
To prove an assertion similar to Theorem 1 for nonlinear regression models, one needs a stronger property than just the consistence of the least squares estimatorθ n , since the upper bounds for moments of the estimatorθ n in a nonlinear model require more restrictions imposed on the regression function g than those needed in the poof of the consistency [2] . Below are the conditions under which the least squares estimatorθ n possesses the property mentioned above.
For all r > 0, there are constants C i (α, r), i = 1, 2, 3, such that sup u∈S c (r)∩U c n (θ) for all r > 0.
Condition (29) generalizes (i), while condition A 4 is similar to condition (ii) introduced in Section 1. Relation (31) which generalizes a result due to Malinvaud [8] is stronger than the property of the weak consistence of the least squares estimatorθ n . Sufficient conditions for (31) and the corresponding proof are given in Theorem 8 of [2, pp. 30-32] .
The following result is a generalization of (31); it is, in fact, Theorem 19 of [2, pp. 91] stated in a form convenient for the purpose of this paper. Put
Theorem 2. If conditions
for all fixed δ > 0.
One can rewrite relation (32) as follows:
Thus, Theorem 2 can be viewed as a result on moderate deviations for the normalized least squares estimator d n (θ)(θ n − θ).
Putŷ j = g(j,θ n ). We are ready to state the main result of this section by using the notation introduced in Section 1. Then relation (18) holds, where the limit law G equals one of the three extreme distribution functions Φ α , Ψ α , or Λ.
Proof of Theorem 3. As above,
On the other hand,
where u * n (θ) < u n (θ) . If u n (θ) < 1, then condition (29) implies
where C = (C 3 (e 1 , 1) ), . . . , C 3 (e q , 1)).
for an arbitrary ε > 0, where P 2 → 0 in view of A 5 . Now we estimate the first term on the right-hand side of the latter bound:
According to condition (34), P 4 = 0 starting with some number n, while
by Theorem 2.
It is obvious that the presence of the factor ln 1/2 n in condition (34) does not influence the proof of Corollary 1. Thus the following result is a corollary to Theorem 3. In particular, if g(j, θ) ≡ g(x j , θ),
Corollary 2. Let conditions
x j = (x j1 , . . . , x jl ) ∈ X ⊂ R l , j = 1, . . . , n, for model (25), where X is a certain domain of regression experiment design, then model (25) is a generalization of model (1) . Assume that X is a compact set. If all derivatives of the regression function g(x, θ) (with respect to its parameters θ) are continuous with respect to the set of the variables (x, θ) ∈ X × Θ c , then
wherec(α) are some constants. We restrict the consideration to the case where
for some c i > 0, i = 1, . . . , q (see (26)). If |α| = 2 and g (α) (x, θ) = 0 for all arguments, then we assume that 
Some applications. A regression model adequacy test
Testing the goodness of fit for regression models is often needed in many practical problems. We consider this problem for a simple linear regression model by using the limit results obtained above for the maximal error term. Let
where ε j are independent identically distributed standard Gaussian random variables. Letθ 0 andθ 1 be the least squares estimators for the unknown parameters θ 0 and θ 1 , respectively,ŷ
In what follows we assume that the sequences a n and b n are defined by relation (16). Similarly to Theorem 1, one can prove
under the condition that (40) ln n ns 2 n max 1≤j≤n |x j | 2 → 0, n→ ∞.
The latter condition is weaker than assumptions of Theorem 1. For our purposes, it is necessary to use a stronger assumption than limit equality (39). Without loss of generality, we assume that σ = 1. Put Z * n = max 1≤j≤n |ε j |, W n = min 1≤j≤n ε j .
Then
P{b n (Z * n − a n ) < x} = P{Z * n < u n } = P{Z n < u n , W n > −u n } → Λ 2 (x) for u n = x/b n +a n as n → ∞. The latter asymptotic relation follows from Theorem 1.8.2 in [6] , since nΦ(−u n ) = n(1 − Φ(u n )) → exp(−x) = − ln(Λ(x)) for a standard Gaussian distribution function Φ(x) (see [6] ).
Let the level of significance for this test be denoted by α. Then the critical region is given by K = −∞, − ln ln 2 α ∪ − ln ln 2 2 − α , +∞ .
If, for example, α = 0.05, then K = (−∞, −0.61218) ∪ (4.36939, +∞) .
Below are two possible choices of the alternative hypothesis H 1 for the test based on the statistics T n and T n , respectively. θ k x k is a polynomial of order m ≥ 2. If the hypothesis H 1 is true in the second case, then the asymptotic behavior of T n is not known yet in the most interesting case where σ 2 is unknown. Further investigation is needed to find the precise statement for the test.
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