In the past few decades many types of structural damage indices based on structural health monitoring signals have been proposed, requiring performance evaluation and comparison studies on these indices in a quantitative manner. One tool to help accomplish this objective is analytical sensitivity analysis, which has been successfully used to evaluate the influences of system operational parameters on observable characteristics in many fields of study. In this paper, the sensitivity expressions of two damage features, namely the Mahalanobis distance of autoregressive coefficients and the Cosh distance of autoregressive spectra, will be derived with respect to both structural damage and measurement noise level. The effectiveness of the proposed methods is illustrated in a numerical case study on a 10-DOF system, where their results are compared with those from direct simulation and theoretical calculation.
Introduction
Damage detection is a very crucial part in the regular assessment and maintenance routine for civil infrastructure. Traditionally this task is carried out by human inspection, and thereby is expensive, time-consuming and the accuracy relies on individual expertise. Recently, the advancements in sensing and computational technology have made it feasible for a sensor network to be installed on a civil structure, and data collected from the sensors will then be processed to produce information pertaining to the structural condition. To date many research studies in the literature [1] [2] [3] [4] devoted to this topic can be found, forming a promising branch of study often referred to as data-driven structural health monitoring (SHM). Ideally, the new system will cost less than traditional methods because of the lowering prices of sensing systems, and produce more accurate and reliable decisions that are free of human judgment bias or expertise. Moreover, SHM has the capability to reveal problems undetectable via 'naked-eye' inspection such as internal fracture and delamination.
Vibration responses (e.g. acceleration, strain) are among the most commonly measured signals for structural monitoring purposes. One category of widely employed vibration-based damage indices consists of modal properties extracted using system identification/modal realization approaches [5] [6] [7] . Recently, many alternative damage features [8] [9] [10] based on structural output are proposed to address the computational efficiency issues (especially for time domain extraction algorithms) concerning modal properties estimators [1] . Time series analysis [11] for single channel acceleration measurements is one of the notable techniques attempted in a number of research articles [12] [13] [14] [15] [16] [17] , where algorithms such as scalar autoregressive (AR), autoregressive/autoregressive with exogenous input (AR-ARX) and autoregressive with moving average (ARMA) modeling have been applied and functions of estimated model parameters used as damage features. These features are reported to be less complicated to compute and more sensitive to local damage in their respective applications. References [13, 16] provide comparisons on the effect of local damage on the modal frequencies/shapes and autoregressive features, and it is observed in both case studies that the latter shows a more noticeable change than the former. Also, the AR-ARX method has demonstrated success in damage localization in [13] and the ARMA method has been used to indicate damage location and extent in [15] . The AR methods, however, are not sensitive to damage location [17] . It is noted that univariate time series analysis methods are output only, and damage indices of this type are often functions of structural signal autocovariance functions, which are in turn determined by the structural stiffness properties, the structural geometry and excitation patterns. When the location of damage does not correspond well with where the largest damage-induced change in signal autocovariance functions occurs, damage localization based on time series analysis is likely to be very difficult. Still, these damage features have advantages such as being simple in concept, convenient for statistical processing as they can be generated in large quantities, and suitable for decentralized structural monitoring applications.
While it is important to propose and test new features to improve the state-of-the-art of structural damage detection, examination of the effect of structural change and environmental and operational factors on existing features in an analytically rigorous manner is also crucial for optimal feature selection for different practices. Previously, research has been conducted on evaluating the adverse effect of measurement noise on the accuracy of estimated modal parameters [18] . In this paper, the sensitivity of two damage features based on AR modeling due to damage level and measurement noise is studied and an analysis methodology is proposed. The two methods are the Mahalanobis distance [19] of AR coefficients and the Cosh distance [20] of AR model spectra between the baseline state and the current state. The validity of this methodology is supported by simulation results from a 10-DOF bridge model. The paper is organized as follows. Section 2 gives an explanation of the theoretical relation between the structural acceleration response and the family of AR modeling, together with an examination of the properties of the scalar Yule-Walker AR coefficient estimators. Section 3 contains stepwise derivations regarding the analysis for the sensitivity with respect to damage level and measurement noise for both features. In section 4, sensitivity analysis is applied to a 10-DOF simulated model and the results are compared with those from direct simulation and theoretical calculation. Conclusions are then made on the efficiency of the algorithms and the effectiveness of the features.
Autoregressive modeling for structural vibration measurements
As noted in the introduction, sensor measurements do not reveal information concerning the structural state being monitored until they go through data-processing algorithms. Autoregressive (AR) modeling is one of the most effective time series analysis techniques and has found applications in vibration monitoring of various types of structures [8, 13, 15] that are instrumented with accelerometers. Here, different aspects of AR modeling are investigated in two sections. Section 2.1 demonstrates the validity of AR modeling for structural vibration signals and presents a proof on a multi-input-multi-output (MIMO) ARX model between the excitation and acceleration response of a MDOF system. Since univariate AR estimators tend to behave differently from their multivariate counterparts because of the spatial correlation among structural responses, section 2.2 investigates the characteristics of singleinput-single-output (SISO) AR coefficient estimators from acceleration measurements to provide insight into the behavior of the autoregressive features thus extracted.
Civil structural systems and AR/ARX model
An ARX model is a numerical tool that has been proved quite useful in describing causal systems subjected to a series of external disturbances [21] . In an effort to derive an explicit ARX model for a N-degrees-of-freedom system between its excitation source and acceleration measurements, the system impulse response should be obtained, discretized and transformed. To start, calculate the acceleration impulse response of the ith mode by twice differentiating Duhamel's integral of the displacement impulse response h i (t) [22] :
where δ(τ ) here stands for the Dirac delta function. The acceleration impulse response may be written as the sum of the second-order derivative of the displacement impulse response and an impulse term:
where m i , ω ni , ω Di and ζ i are the modal mass, natural frequency, damped frequency and damping ratio of the ith mode, respectively. The discretized version of equation (2) is
where n is the time label in the discrete domain and T s is the sampling interval. Its corresponding z-transform can be obtained aŝ
Defining the discretized modal input/output as q i [n] and p i [n], their relation can be expressed using an ARX model by taking the inverse z-transform and rearranging equation (4):
For notational simplicity the coefficient expressions will be omitted for now and equation (5) is denoted as
For the MDOF model discussed here, the matrix form of representation can be employed:
where A(B) and C(B) are diagonal matrices consisting of A i (B) and C i (B) terms, respectively. 
where Φ here stands for the system eigenvector matrix. Therefore, the relation between the excitation and system acceleration response can be expressed as a multivariate ARX model:
Note that A (0) = ΦA(0)Φ −1 = ΦΦ −1 = I. For signals generated from the multivariate ARX system under random excitation, each scalar signal can be viewed as a sum of seemingly uncorrelated ARMA processes and modeled with a scalar ARMA process [23] .
AR coefficient estimators for scalar acceleration signals
ARMA processes can be approximated with an AR process with a large model order [24] . One main advantage of the latter method is its computational efficiency. The definition of a univariate AR model of order p is
In this equation, x(t) is the time series to be analyzed, ϕ j terms are the AR model coefficients andò x (t) is the model residual. Because of its concise form, the AR model has been widely adopted for time series analysis for different purposes. One of the frequently used AR coefficient estimators is the Yule-Walker estimator [24] , which is obtained from solving the following equation:
where R(·) is the autocovariance function (ACF) of the time series and {φ j } are the AR coefficients. When an AR model (which is an all-pole system) is constructed from the structural acceleration signal, spurious poles will be introduced because the model cannot properly parameterize possible zeros in the underlying generating function, leading to a large AR order for an accurate model:
In either case the pole positions should be inside the unit circle to ensure a stable system. Poles thus generated tend to be uniformly distributed around the unit circle. Figure 1 shows the ACF and the pole location plots in the z plane of Yule-Walker estimators for structural displacement, velocity and acceleration signals. Compared with the poles of models based on the displacement and velocity, the poles of models based on the acceleration have a more balanced distribution inside the unit circle even at low AR orders. This is because the ACF of acceleration measurements has a large impulse term at zero lag, which has a uniform frequency domain response and is a characteristic of white noise. Since the AR model is a 'whitening' filter by definition [21] , the poles from a model estimated using such a signal should have relatively evenly distributed poles around the origin to achieve a relatively 'flat' model spectrum. Also note that, as the model order increases, the pole positions move closer to the unit circle as the estimated system becomes less stable.
A brief explanation on this phenomenon is presented here: in the case of Yule-Walker estimation, the AR estimator of order p + 1 is related to an estimator of order p as
whereφ i,p denotes the ith estimated coefficient for an AR model of order p and K p+1 is the (p + 1)th-order partial correlation coefficient [24] of the estimated signal. If the signal is strictly autoregressive up to lag p, then the expected value of K p+1 is zero. However, because the ambient structural vibration signals are ARMA processes, this condition generally can only be satisfied in the asymptotic sense. As such, the AR coefficient vector will vary as a whole as the model order increases and so does the corresponding model spectra estimates:
Here α i,p stands for the ith pole of the AR model of order p. Note that the nominal input power d p decreases as model order increases, which led to the shift of pole positions to the unit circle so that the output amplitude can still remain at the same level given a weaker input. It can be proved that the complex numbers (1 − α 1 e −jω ) . . . (1 − α p e −jω ) and (e −jω − α 1 ) . . . (e −jω − α p ) have the same magnitude, but different phases [25] . The expression forŜ p+1 AR (ω) is thus further simplified aŝ
When K p+1 is significantly small, the pole positions of the AR spectrum will not change much as the model order increases and the spectrum shape will converge.
Damage level and measurement noise sensitivity for the AR damage features
Distance measures between characteristics of undamaged and damaged structure states are often adopted as damage features. Damage features examined in this paper are the Mahalanobis distance of AR coefficients and the Cosh distance of AR model spectra extracted from structural acceleration measurements [14] . The Mahalanobis distance is a metric to evaluate the deviation within vectorial Gaussian sample groups [19] . Its definition is stated as below:
where ϕ u is the feature vector (in this case, the AR coefficients) from the unknown structural state andφ b /Σ b is the mean/covariance of feature vectors from the baseline state. When the unknown vector ϕ u is not generated from the baseline distribution, it is expected that the distance value will increase significantly.
From each vector of AR coefficients, a corresponding AR spectrum plot can be constructed:
where ϕ 0 = 1. For feature extraction purposes the model residual variance σ 2 e is not calculated and set to unity, since its value is determined by excitation level. The Cosh spectral distance based on AR spectrum estimates can be used as a frequency domain alternative to the Mahalanobis distance of AR coefficients:
whereS b is the baseline spectrum, S is the spectrum from the unknown state and N is the length of each spectrum vector. An illustration of the procedures through which the features are generated is also given in figure 2. The features are related to the structural damage through the autocorrelation function of acceleration signals, which is determined by structural stiffness properties and excitation characteristics. The analytical relation between the features and structural damage/measurement noise is explored in the remainder of this section, where noise/damage sensitivity of both indices are derived in four steps because the relation is not an evident one.
Sensitivity of structural response ACF to damage
An AR model is an all-pole system. From equation (5) it is observed that the ith mode of the N-degrees-of-freedom system corresponds to a conjugate pair of system poles: If it is assumed that the estimated AR model exactly captures all system poles, then an AR coefficient vector of size (2N × 1) can be computed by utilizing relations between polynomial coefficients and roots. However, simulation analysis reveals that there is a very large difference between the theoretical poles and those estimated from AR modeling (figure 3). Also noted from figure 3 is that the AR spectrum does not converge to resemble the envelope of signal periodogram as the model order increases. Therefore, the damage sensitivity of the system ACF, from which the AR coefficient estimators are computed through equation (11) , is investigated here as a first step towards obtaining accurate sensitivity estimates for both features.
To start, take the Laplace transform of the displacement impulse response of the ith system mode:
From the relationship between modal and nodal input/response in structural dynamics the impulse response matrix and the Laplace transfer function of the whole system can be obtained as
where M, C and K are the mass, damping and stiffness matrices of the system and ⊗ stands for the convolution operation. When the external excitation is a random process, the covariance of the response u can be represented as [24] 
Here ⊕ represents the cross-correlation between two signals and R p (τ ) is the covariance matrix of input excitation. From the convolution theorem, the Fourier transform of the response covariance matrix, also known as the response power spectral density, is related to the excitation power spectral density through equation (23):
In the case of white noise excitation, the ACF between displacement responses at node i and node j is obtained by taking the inverse Laplace transform of equation (23) (the same result can be achieved through performing time domain convolution/correlation in equation (22)):
tan γ rs = I rs J rs (24) where (·) {k,l} refers to the term in the kth row and lth column of the subscripted matrix and φ r i is the ith component of mode shape r. This formulation is very similar to that given by [26] ; only that an additional dimension of summation is introduced to account for possible spatial correlation among inputs at system DOFs. The ACF of acceleration measurements can be obtained by taking the fourth derivative of equation (24) and adding an impulse term to the expression
Given the sensitivity of the modal properties to structural damage (derived in section 3.2), sensitivity of the acceleration ACF to structural damage can be readily obtained:
The complete time domain sensitivity formula is too long, but sensitivities for the spectral density can be obtained as
Because the Yule-Walker method is a time domain estimation method, the spectral density sensitivity will not be used for evaluation of the sensitivities of damage features. Still, this result is worth mentioning here as it provides a straightforward representation of the change in response ACF as a function of the global stiffness variation.
Sensitivity of system eigenvalues and eigenvectors with respect to changes in global stiffness matrix
To calculate the sensitivity of the ACF function to stiffness changes in the time domain, the sensitivity expressions for the natural frequencies and mode shapes are needed. In this section the first-order sensitivities of modal properties with respect to a change in the global stiffness matrix are presented.
To begin with, the classical structural dynamics equation is examined:
where x(t) and y(t) represent the continuous excitation input and displacement response, respectively. Natural vibration frequencies and mode shapes are obtained through eigenvalue analysis of the M and K matrices:
Here the λ i and φ i terms are the system eigenvalues and eigenvectors. Natural modal frequencies (angular) ω i are the square roots of the corresponding eigenvalues. To get the sensitivity of the modal properties to changes in the stiffness matrix, first-order difference terms of both sides of equation (29) are calculated:
Next all the eigenvectors are normalized with respect to the mass matrix and the changes in eigenvectors are expressed as a weighted sum of the original normalized eigenvectors:
Both sides of equation (31) are then premultiplied with φ T r (r = i) and the mass/stiffness orthogonality between different modes is utilized to get the respective weight for each eigenvector:
When r = i, it can be proved that d ir = 0. Therefore, the sensitivity of the ith eigenvector is orthogonal to itself and is computed as equation (33):
The sensitivity of the natural frequencies is obtained by premultiplying both sides of equation (31) with φ T i :
Sensitivity of the signal ACF to stiffness change can be calculated by substituting equations (33) and (34) into (26) . Thus to obtain the damage sensitivity of the features, only their sensitivity with respect to the acceleration ACF is needed.
Sensitivity of the AR coefficients/spectra to ACF values
From equation (11) , the sensitivity of the Yule-Walker AR estimators with respect to the changes in ACF can be derived
where e τ is a (p × 1) column vector with all elements equal to zero except for element τ , which equals 1. For the AR spectrum, the definition here states that it iŝ
In this definition,φ 0 = 1. Its sensitivity to changes in coefficients can be computed as
Thus by combining equations (35) and (37) the sensitivity of the spectrum to ACF changes is calculated.
3.4. Sensitivity of the AR coefficients/spectra to the increase in the noise level
To compute the influence of noise on damage feature estimation, consider the signal covariance sequence of contaminated signals. When white noise of standard deviation σ is added to the signal, its ACF sequence R c will be
where R n (τ ) denotes the ACF of white noise. Therefore, the sensitivity of the estimated coefficients to the variance of additive Gaussian noise will be
Sensitivity of the AR spectrum to the noise level can be derived through combining equations (39) and (37) in section 3.3. It should be noted that the above formula only accounts for the extreme case (i.e. number of samples N s = ∞). For the finite sample scenario, the estimated noise correlation ρ n (τ ) is asymptotically normally distributed with variance n −1 at nonzero lags [11] . As such,
The ACF of the original signal is also affected by estimation errors and exhibits an asymptotic Gaussian distribution [11] . To avoid including unnecessary statistical complexities and focus on the direct influence of structural damage/measurement noise level on damage features here it is assumed that the ACF estimators are exact (the asymptotic case).
Sensitivity of the distance measures to changes in AR coefficients/spectra
The theoretical feature values under the null hypothesis will be needed for evaluation of relative sensitivity. The AR coefficient estimators are asymptotically unbiased and follow a multivariate Gaussian distribution with covariance matrix σ 2 e N Γ −1 (σ 2 e = R(0) − γ T Γ −1 γ ) [11] . Under this assumption, the Mahalanobis distance feature for the undamaged structural state has a chi-squared distribution with p degrees-of-freedom, and its statistical expectation is p. The expression for the expected value of the Mahalanobis distance for the general case is presented in equation (41):
The first-and second-order sensitivities of E(D 2 ) to signal covariance can then be computed. Note that, for notational simplicity, θ is used to express the ACF value at an arbitrary lag: The expressions for the first-and second-order sensitivity of Σ u with respect to signal ACF are presented in appendix A; the contribution of these terms to the feature value is relatively small compared to the mean shift in the application described in section 4.
Under the Gaussian assumption, the AR spectral estimates also asymptotically follow a normal distribution; as p 3 /N decreases, N p (S b − S)/S b converges to a normal distribution with asymptotic variance equal to 4 at DC and 2 otherwise [27] . Therefore the expected value for the Cosh distance of the baseline state can be written as the sum of moments of this Gaussian distribution:
The following is obtained after performing a geometric series expansion on (S(ω j ) −S b (ω j ))/S b (ω j ) for the equation above:
Since the normal assumption is valid only in the asymptotic sense, and higher-order statistical moments are less significant in value and affected more by the deviation from this assumption, only the first two terms (l = 1, 2) will be considered in applications in this paper.
The sensitivity expressions of Cosh distance are obtained in a similar manner as that for Mahalanobis distance:
The damage/noise sensitivities of both features are found as the product of the sensitivities of features to ACF and the sensitivities of ACF to structural damage/measurement noise.
Simulation example: sensitivity analysis for a 10-DOF structure
To verify the sensitivity analysis scheme presented in section 3, it is applied to a 10-DOF model with linear topology and simply supported at both ends (figure 4). The mass of each node is 2 tons, the length of each element is 25 m and the section stiffness (EI) is 2.5 × 10 5 kN m 2 . Damage is defined as a stiffness reduction in the inter-node elements and a procedure to transform the local section stiffness change ( EI) to a global stiffness change ( K) is developed in appendix B.
Spatially and chronologically uncorrelated random excitation is applied at each node of the system. Acceleration signals are simulated from the system using Newmark's method and both feature values are extracted from the signals during multiple runs of the simulation. Each simulation returns a group of Cosh distance values and a group of Mahalanobis distance values, and feature mean and confidence interval can be henceforth obtained. Pooling results from all runs of the simulation the average and confidence interval of means from respective feature groups can be calculated. These simulation results regarding the effects of local damage/measurement noise on feature values are compared with theoretical analysis results and sensitivity analysis results. Here theoretical results refer to those computed directly from the theoretical ACF (equations (25) and (38)) for each damage/measurement noise case and sensitivity results are those obtained from concatenating sensitivity expressions derived step-by-step in section 3. For all simulations and computations, the AR model order is set at 20. During each run of the simulation, 88 signal segments, each containing 5400 data points sampled at a frequency of 50 Hz, are used to calculate the Mahalanobis distance and Cosh distance features. Two figures are created to contrast the results, which are from calculations performed for acceleration signals from node 4. For all the plots within each figure, the star-marked solid line with 95% confidence intervals, the dashed line and the thick solid line represent the results from simulation, sensitivity analysis and theoretical analysis, respectively. Figure 5 shows the trends of Mahalanobis distance and Cosh distance as the noise level increases. Signals with 2% noise level are used as the baseline and another case with 2% noise level is included for false positive testing [12, 17] . Because simulations that involve random vibration generation come with uncertainty (i.e. yield different results on each run), it is beneficial to include results from another set of signals collected under the same noise/structural state to demonstrate the variation, which provides a reference on the amount of variation that can be confidently identified by the features. Noise level in this paper is defined as the ratio between the standard deviation of measurement noise and that of the actual signal. In SHM practice both the noise and signal strength vary depending on the application; noise amplitude can be from tens to thousands µg and the sampled ambient vibration signal amplitude can be of the order of a few to hundreds mg [18, 28, 29] . Thus, the noise level values investigated here (2%-30%) fall in the range of expected noise levels. The three lines in the plots have relatively close values in comparison to the large confidence interval from one simulation, with the average relative deviation from the theoretical to sensitivity analysis results with respect to the confidence interval length at 1.31% and 0.68% for the Mahalanobis and Cosh distance features, respectively, and that from simulation mean to sensitivity analysis results at 4.02% and 14.22%. There is a noticeable difference between the simulation and theoretical analysis because the derivations are based on the asymptotic theory, which is but an approximation for large-sample-base estimation. The confidence bounds generated through simulation for both features indicate positive skew in distribution, a fact compatible with the assumptions on their respective asymptotic distribution. The average Cosh distance values from 50 simulations have a much reduced, yet still largely uniform, confidence interval (from ±50% around the mean to ±10% around the mean) over different cases, while the confidence interval for average Mahalanobis distance values is expanding along the x axis. The simulation mean for the Cosh distance is 8% higher than the computed theoretical value, but their increasing tendency is almost parallel. The baseline value estimation for Mahalanobis distance is more precise than Cosh distance because the value for the latter is from a truncated series (equation (44)) and the sensitivity measure predicts the varying trend of Mahalanobis distance less exactly than that of Cosh distance because computation of the former uses the covariance matrix obtained from asymptotic theory, which adds in error. Sensitivity analysis values for both features start quite close to the theoretical results when deviation from the original/baseline state is small, yet their difference grows larger as the deviation increases because of higher-order effects that are neglected in the linearization step of sensitivity analysis. The sensitivity analysis in this case study underestimates the feature value for significant changes in structural state/signal noise level. Note here the distribution variance terms (trace[Σ In applications the two damage features studied are often employed in a statistical control style [12, 14, 17] . In other words, the features will be extracted in large quantities and the system is identified as changed when the number of feature values exceeding a pre-set threshold becomes significant (i.e. more than a certain proportion of the total number of feature samples). Table 1 shows the number of outliers from the simulation together with those predicted from theoretical and sensitivity analysis as the noise level increases. Here for each feature the threshold is set at the 5% significant level and determined empirically from the baseline feature population. Because the theoretical/sensitivity derivations involve only the mean shift of features, an assumption is made that the higher moments of the feature distributions do not change much over the different states. As such, outlier numbers can be predicted by adding the mean deviations from theoretical/sensitivity analysis to the original baseline feature values and then examining the number of outliers in the newly obtained feature group. Results from the table indicate that for the Cosh distance feature the theoretical/sensitivity approaches predict the outlier percentage change trend with good accuracy; the simulation results are fluctuating around the predictions. For the Mahalanobis distance feature the simulations produce higher outlier percentages than the other two options, because the dispersion of this feature noticeably increased as the noise level rises (figure 5). The sensitivity method gives a more conservative estimate on outlier percentage increases as noise level rises than the theoretical method for both damage features. Also, the outlier counts for the damage features do not vary significantly till the noise level reaches 22%-26%. Figure 6 presents the trends of the two features as a stiffness reduction between node 4 and 5 grows. The stiffness loss is expressed as a percentage of the original element stiffness and measurements are assumed to contain 2% noise. The parabolic trends and relative positions of the lines are similar to those shown in figure 5 . This observation is not very surprising as both noise and structural damage affect the feature values through the acceleration signal ACF. For both feature values, the 16% stiffness reduction produces about the same amount of mean shift as that done by an increase in noise level from 2% to a value between 26% and 30%. Since here the structure and a single type of damage are specified and excitation/noise characteristics are not varying, the feature values can directly reflect structural stiffness loss. In the general case, this is not feasible because the information based on which features are extracted is limited (i.e., single channel acceleration). Table 2 contains the outlier ratios as obtained from the three approaches. The number of outliers in each feature from theory/sensitivity analysis follows a similar procedure as that used in table 1, where the baseline feature samples are involved in the computation. While the theoretical/sensitivity analysis predictions for Cosh distance agree with the simulation, those predictions for Mahalanobis distance are often well below the simulation value since the feature dispersion increases as damage grows more severely (figure 6). Again, the sensitivity method as a whole underestimates the outlier percentages at high damage levels because of the model error introduced by linearization, indicating that it produces a lower bound. Here the Mahalanobis distance responds to damage at an earlier level (i.e. 8% stiffness reduction corresponds to a 10% outlier percentage from the simulation), while the Cosh distance only yields a significant change at a later stage (i.e. 12% stiffness reduction corresponds to a 10% outlier percentage).
Please note that all sensitivity expressions here are derived for the general case, except for the sensitivity of the local section stiffness change ( EI) to global stiffness change ( K), which is developed for this particular simulated structure. Results at other nodes also show agreement among curves from the three methods and, due to space limitations, are not presented here. Another observation worth mentioning for this case study is that, as the measurement location moves away from the damage location, the change in damage feature values becomes less significant. In fact, the damage features are hardly reporting any noticeable changes at the first and last node.
Conclusion and discussion
This paper proposes a sensitivity analysis approach to investigate the effect of measurement noise and structural damage on two existing damage features, the Mahalanobis distance of AR coefficients and the Cosh distance of AR model spectra. It is found that both feature values increase parabolically with respect to increases in local damage extent and measurement noise level. The approach is used to predict the feature values from a numerical 10-DOF bridge model in several damage/noise level cases, and the outcome is in good agreement with that from simulated acceleration signals and theoretical calculations. This observation supports the validity of the proposed approach, which is a more efficient way to examine the behavior (sensitivity and robustness) of damage features than repeating the simulation process for a number of times. The reason for that is because simulation requires the generation of structural vibration signals and extraction of feature values for each noise/damage state, but the sensitivity values, once computed, can be applied to multiple states. Since the approach introduced here involves using a structural FE model, modeling error can affect the procedure from two aspects: the baseline state signal estimation, which affects the noise and damage sensitivity estimation, and the relation between the structural measurements and local damage, which affects the damage sensitivity. For the first part of the problem, civil structures under ambient vibration are generally only well excited in a few low frequency modes. If the FE model can be tuned such that its modes match those measured from the real structure at the original state, then the structural baseline state response ACFs can be estimated from the FE model with good accuracy. For the second part, there is no definite solution. However, ranges in which FE parameters vary can be assumed and damage sensitivity expressions for certain parameter sets within the range can be computed to obtain the lower/upper bounds of damage feature sensitivity.
It is noted that the Mahalanobis distance and Cosh distance features respond not only to structural damage but also to increase in the noise level. This fact implies that both features are not completely robust to variations unrelated to structural change. This is partially due to the fact that the damage identification algorithms use only the response from a single channel, which is generated as a result of the interaction between several components (structure, environment and excitation). However, as shown in the simulation example above, it takes a significant increase in the noise level to produce a feature value change that matches that from a moderate reduction of stiffness for both AR features. Thus, these damage indices are effective in monitoring a structure with reasonably stable operating conditions.
The variation of environmental conditions (temperature, humidity, etc) often affects the damage features through their influence on the structural material properties (and hence the stiffness properties). The traffic variation will change the excitation amplitude, spatial pattern and frequency contents. AR-based features will be robust to the excitation amplitude but are affected by the other two excitation factors. These non-structural influences are not examined in an analytical manner unless the functional relationship between the environmental conditions and structural stiffness is known and the form of excitation variation is defined. The sensitivity terms can be derived by taking the derivative of signal ACF with respect to these sources of influence. Further research is needed to address these issues. second-order derivative of the covariance matrix of AR coefficient vectors with respect to the ACF The first-order derivative of the covariance matrix of the unknown state AR coefficients is first expressed as a function of the derivatives of the AR residual variance σ e and that of the inverse of the ACF Toeplitz matrix Γ:
According to their respective definitions, specific expressions for dσ e dR(τ ) and dΓ −1 dR(τ ) are derived as follows:
Likewise the second-order derivative of u can be obtained as a function of the first-/second-order derivatives of σ e and Γ −1 :
The second-order derivatives of σ e and Γ −1 are computed by taking the derivatives of equations (A.2) and (A.3). Note that application of these formulas requires substituting in values of the first-order derivative of Γ −1 : Appendix B. Sensitivity of the global stiffness matrix of the simply supported bridge system with respect to changes in the element sectional stiffness
To form the global stiffness matrix, the FEM nodes should be identified and the 11 element stiffness matrices be assembled by placing the terms associated with the same nodal DOF together and summing them. Here beam elements with no axial elongation are employed. Thus for the 10-DOF case the global stiffness matrix is first formed as a 24 × 24 matrix (figure B.1), corresponding to the 12 nodes of the system (including the boundary nodes). Static condensation is performed on K 24 to eliminate the massless rotational DOFs to get the final stiffness matrix K f . Define ξ and η to be sets of certain indices of the rows and columns of the matrix K 24 and the notation K 24 (ξ, η) stands for the submatrix that consists of the terms in rows ξ and columns η. Since the translational displacements at beam ends are zero, the 1st and 23rd row and column of K 24 will be left out of consideration: To calculate the derivative of K 24 with respect to element sectional stiffness (EI) i (i is the label of the element), take the derivative of the element stiffness matrix (K e ) i over (EI) i and use a congruent transformation to map the local coordinates to the global coordinates: (B.
3)
The sensitivities of K mm , K m0 , K 0m and K 00 can be obtained by substituting equation (B.3) into (B.2): 
