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Abstract
Active Magnetic Bearings (AMBs) have been receiving increased attention in industry
because of the advantages (contact-free, oil-free, etc.,) that they display in comparison with
conventional bearings. They are used extensively in rotor system applications, especially
in conditions where conventional bearing systems fail. Most AMBs are controlled by
Proportional-Integral-Derivative (PID)-controllers. Controller design for AMB systems by
means of hand tuning is time-consuming and requires expert knowledge. In order to avoid
this situation and reduce the effort to tune the controller, multi-objective optimization
with genetic algorithm is introduced to design and optimize the AMB controllers. In the
optimization, criteria both in time and frequency domain are considered. A hierarchical
fitness function evaluation procedure is used to accelerate the optimization process and to
increase the probability of convergence. This evaluation procedure guides the optimizer
to locate the small feasible region resulting mainly from the requirement for stability of
control system. Another strategy to reduce the number of optimization parameters is
developed, which is based on a sensitivity analysis of the controller parameters. This
strategy reduces directly the complexity of the optimization problem and accelerates the
optimization process. Controller designs for two AMB systems are considered in this thesis.
Based on the introduced and presented hierarchical evaluation strategy, the controller
design for the first AMB system is obtained without specific requirements related to initial
solutions. The optimal controller design is applied to a test rig with a flexible rotor
supported by AMBs. The results show that the introduced optimization procedure realizes
the desired results of the controlled system’s behavior. The maximal speed of 15000 rpm
is reached. The second AMB system is designed for a turbo-compressor. The introduced
parameter reduction strategy is applied for the controller design of this AMB system. The
controller design is optimized in the search space around an initial solution. Optimization
results show the efficiency of the introduced strategy.
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Zusammenfassung
Aufgrund vieler Vorteile (wie z. B. Kontaktfreiheit, O¨lfreiheit) gegenu¨ber konventionellen
Lagern etablieren sich aktive Magnetlager zunehmend in der Industrie. Aktive Magnet-
lager werden zum großen Teil in Rotorsystemen verwendet, wo konventionelle O¨llager fu¨r
die Anwendung versagen. PID-Regler werden ha¨ufig fu¨r Magnetlager verwendet. Die
Auslegung des Reglers wird durch manuelle Einstellung (trial and error) bestimmt und ist
sehr zeitaufwendig. Zudem bedarf es spezieller Fachkenntnisse zur Einstellung. Um diese
Situation zu vermeiden und den Aufwand fu¨r die Reglerauslegung zu reduzieren, wird
die Mehrzieloptimierung mit Genetischen Algorithmen in der vorliegenden Arbeit zur Op-
timierung des Reglerentwurfs eingesetzt. In der Optimierung werden die Zielfunktionen
sowohl im Zeit- wie auch im Frequenzbereich definiert. Um den Optimierungsprozess zu
beschleunigen und die Wahrscheinlichkeit der Konvergenz der Optimierung zu erho¨hen,
wird eine hierarchische Struktur zur Bewertung der Zielfunktionen eingefu¨hrt. Dies hilft
dem Optimierer bei der Lokalisierung des kleinen zula¨ssigen Bereichs, der im Wesentlichen
aus der Anforderung an die Stabilita¨t des Magnetlagersystems resultiert. Desweitern
wird eine Strategie zur Reduzierung der Optimierungsparameter entwickelt, die auf der
Sensitivita¨tsanalyse der Reglerparameter basiert. Diese Strategie reduziert die Kom-
plexita¨t des Optimierungsproblems und fu¨hrt zu einer Beschleunigung des Optimierungs-
prozesses. In der vorliegenden Arbeit wird der Reglerentwurf von zwei Magnetlager-
systemen beru¨cksichtigt. Mit Hilfe der eingefu¨hrten Strategie zur Bewertung der Ziel-
funktionen, werden die Reglerparameter von dem ersten Magnetlagersystem bestimmt
bzw. optimiert, ohne dass irgendeine Information u¨ber die Anfangslo¨sung erforderlich
ist. Der optimale Reglerentwurf wird dann in einem Versuchstand implementiert, in dem
eine elastische Welle durch zwei Magnetlager gelagert ist. Die Versuchsergebnisse zeigen,
dass das gewu¨nschte dynamische Verhalten des geregelten Magnetlagersystems durch die
Optimierung erzielt wird. Die maximal zula¨ssige Drehzahl (15000 rpm) des Versuchs-
standes wird mit dem optimalen Regler ohne Probleme erreicht. Als zweites Beispiel
wird der Reglerentwurf eines magnetgelagerten Rotorsystems eines Turboverdichters be-
trachtet. In der Reglerauslegung wird die vorgeschlagene Optimierungsstrategie mit Hilfe
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von Parameterreduktion verwendet. Die optimale Lo¨sung wird lokal in der Na¨he einer
Anfangslo¨sung gesucht. Die Optimierungsergebnisse zeigen die Effizienz der Optimierungs-
strategie.
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Introduction
Active Magnetic Bearings (AMBs) hold rotors in suspension without any mechanical con-
tact by means of actively controlled magnetic forces. The main advantages of AMB system
can be summarized as follows [Lar90,Lan97]:
• contact-free, no mechanical wear and friction,
• oil-free, no lubricant necessary,
• low energy consumption,
• high rotational speed possible,
• active vibration control and unbalance force compensation,
• long service life and long maintenance intervals
• suitable for vacuum and clean environments,
• online monitoring without any additional sensing device, and
• using as identification system.
The drawbacks of AMBs include high cost, large size, low load capacity, requiring backup
bearings, and requiring expert knowledge to operate them (e.g. for controller tuning).
AMBs have been receiving increased attention in industry because of the advantages
mentioned above that they display in comparison with conventional bearings. They are
used extensively in rotor system applications, especially in conditions where conventional
bearing systems fail. Various applications that utilize AMBs have been found in turbo-
compressors, machine tool spindles, energy storage flywheel systems, blood pumps, etc.
1
2 Chapter 1. Introduction
1.1 Motivation and Goal of the Thesis
1.1.1 Motivation
The inherent negative stiffness of an AMB system causes instability in the open loop of
the system; therefore, a feedback control loop is required to stabilize the AMB system.
The controller design therefore becomes a central task in AMB system design. Differ-
ent control methods have been applied successfully in the control of magnetic bearing
systems. An optimal method (LQ-controller) [JP09, SB08] is used to obtain the optimal
(high-performance) solution regarding control energy and control error. A drawback of
this method is that the robustness properties are not taken into account explicitly, and
all states are required for feedback (therefore, an observer becomes necessary). Robust
control methods (H∞-controller [WS11], µ-synthesis [MLA12,Pes13]) have been developed
to compensate for some of the drawbacks of the LQ method, focusing on both perfor-
mance and robustness of the controlled system. However, these methods result in a high
order controller that can cause implementation problems because of hardware limitations.
Additionally, structured and unstructured uncertainties have to be properly formulated
as weighting matrices, which requires prior knowledge about the AMB system. Classi-
cal Proportional-Integral-Derivative (PID)-control methods are used widely in AMB sys-
tems [PRv+06].
Most industrial AMB systems are controlled by PID-controllers because of their simple
structure and transparent design [PRv+06]. Nowadays, rotor systems are more complex
(because of higher energy density, higher speed, more complex rotor structure, etc.). A
classical PID-controller with only three parameters (KP, Tn, and Tv) can hardly achieve
various requirements, therefore a more complex controller structure is necessary, e.g.,
PID-controller with notch, lead-lag, and low-pass filters. Consequently, this extended
PID-controller structure can also be described as a complex transfer function of higher
order. This complicates the controller design. Experience is required to tune the controller
parameters, thus the design procedure has to be realized iteratively and is therefore time-
consuming.
By using optimization approaches for controller design, additional complex criteria in
the time and frequency domains can be considered. The designer is able to use this
advantage to integrate system-, sensor-, actuator-, and requirement-specific criteria. The
key to dealing with such a complex design, with a large number of design parameters as
well as criteria to be fulfilled, is the utilization of a heuristic multi-objective optimization
algorithm, such as the Multi-Objective Genetic Algorithm (MOGA). An advantage is
that the MOGA allows one to solve a multi-objective optimization problem with little
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knowledge or information about the objective system to be optimized. The MOGA has
been applied successfully to diverse engineering optimization problems as well as controller
design tasks and the optimization of AMB systems. In [SCFG97] a PID-controller design
has been applied to a Rolls-Royce turbo-machine supported by AMBs. The structure and
controller parameters were optimized by using the MOGA. The nondominated sorting
genetic algorithm (NSGA-II, a variant of the MOGA) has been applied to tune parameters
of a classic PID-controller for a magnetic levitation system [PY06].
Genetic and other heuristic algorithms (such as simulated annealing, ant colony optimiza-
tion, and particle swarm optimization) do not guarantee either a global or local optimal
solution. Therefore, the main task that remains is how to apply these heuristic algorithms
to find a good solution.
When using the MOGA, different criteria of the optimization problem are formulated as
objectives (integrated in the so-called fitness functions). Some of these criteria can be
considered to be constraints. The optimization problem can be solved quite efficiently
with well-defined fitness functions as well as their evaluation process, but it may also fail
because of non-convergence.
Another challenge arising from the control problem is the requirement for closed-loop
stability. Often the feasible region (in which the closed loop of the controlled system is
stable) is small with respect to the search space of the controller parameters. This can
lead to a non-convergence in optimization. As a consequence, the optimization may fail
after a predefined number of attempts (or generations as termination criterion).
The number of controller parameters to be designed and optimized also appears as a
challenge. More design parameters allow more Degrees of Freedom (DoFs) for system
design and optimization, but also increase the optimization complexity. Not all design
parameters have a strong influence on the optimization results. Such parameters may
therefore be neglected in the optimization process.
1.1.2 Goal of the Thesis
Controller design for AMB systems by means of hand tuning is time-consuming and re-
quires expert knowledge. The first goal of the thesis is, therefore, trying to reduce the
effort to tune the controller parameters by using multi-objective optimization algorithms.
Controller design criteria for AMB systems shall be provided, which shall cover objectives
and/or constraints in time and frequency domains.
The second goal of the thesis is to develop optimization strategies to overcome the diffi-
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culties in using MOEAs/MOGAs for controller design of AMB systems. This intends to
accelerate the optimization process and prevent optimization algorithms from premature
and failure to solve the optimization tasks.
Finally, for validation purpose experimental tests have to be performed. Controller design
obtained from optimization algorithms shall be validated by comparing simulation results
with experimental results.
1.2 Structure of this Thesis
This thesis is organized as follows:
In Chapter 2, a review of magnetic bearing technique is provided with focus on controller
design, self-sensing, backup bearing, and application.
In Chapter 3, the physical model of AMB actuator is developed. Modeling of fexible
rotors and model reduction techniques are then introduced. The plant including rotor
system, AMB actuators, and sensors is then provided in state-space representation for
control design purpose. In the end, the two AMB systems considered in this contribution
are introduced.
In Chapter 4, two control configuration are introduced: decentralized and centralized
control configuration. A general structure of PID-controller is described. It includes a
PID-part connecting with different filters, e.g. low-pass and notch filters. The controller
design for the two AMB systems are then introduced. Controller design criteria both in
time and frequency domain are then presented.
In Chapter 5, optimization with focus on multi-objective optimization is introduced. Vari-
ous heuristic optimization algorithms are reviewed. The difficulties in using multi-objective
optimization algorithms especially for controller design are discussed in detail. The de-
tailed optimization strategy to overcome these difficulties is then presented, which is the
core of this contribution. The optimization results for the controller design of the two
AMB systems are discussed.
In Chapter 6, experimental results for the first AMB system concerning the performance of
the selected controller candidates are presented and compared with the simulation results
for validation.
Finally, a summary is given in Chapter 7.
Chapter 2
Review of Magnetic Bearing
Technique
According to the last three conferences of International Symposium on Magnetic Bearings
(ISMBs), activities in the area of magnetic bearing techniques focus on the following
aspects:
• controller design,
• self-sensing,
• backup bearing, and
• application.
In the following, a brief overview of magnetic beaing technique with the focus on the above
aspects is given.
2.1 Controller Design
The inherent negative stiffness of AMB systems causes instability. A feedback control loop
becomes necessary to stabilize the rotor system and to achieve high performance. Different
control methods are successfully applied to control of magnetic bearing systems.
The classical PID-control methods are widely used in AMB systems due to their structure
and transparent design. In many applications, they can fulfill the operating require-
ments [BGH+94] and there is not necessary to replace PID-controllers with other complex
control algorithms. In [Ble84], a method to design optimal decentralized PD controllers
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for AMB systems by solving Riccati equation is given. Analogously, Lang [Lan97] uses
the design approach of Linear Quadratic Regulator (LQR) to calculate the optimal pa-
rameters of a PID-controller. In [WKA90], a design procedure of a digital Proportional-
Integral-Derivative-Derivative (PIDD) controller is reported. A simple design approach for
a cascade PI/PD controller is given in [PRv+06]. The proposed cascade PI/PD controller
shows superior results compared with conventional PID control.
Optimal control calcuates the feedback law u = −Kx by minimizing a quadratic cost
function
J =
∫
∞
0
(xTQx + uTRu)dt,
with the state vector x of a plant, the input vector u, feedback gain matrix K, and weight-
ing matricesQ andR. The minimization problem is solved by solving the Riccati equation.
By minimizing the cost function, this method obtains the optimal (high performance) solu-
tion concerning control energy and control error. The tradeoff between control energy and
control error is adjusted by selection of the weighting matrices R and Q. A drawback of
this method is that the robustness properties are not explicitly taken into account and that
all states are needed to be used for feedback (therefore, an observer becomes necessary).
Optimal control has been discussed and applied to magnetic bearing system in the early
1980s. Linear Quadratic (LQ)-controller applied to AMB system is repored in [Ant84].
Specially, output feedback control design by mininizing the same quadratic cost function
is discussed. In [Ulb79], a LQ-controller with observer is designed and realized in a test rig
supported by two AMBs. It shows that the LQ-controller with observer achieves a clearly
better dynamic behavior of the system than the one with a differentiator because of sensor
noise. In [Sal87], different methods are introduced to determine optimal output feedback
controller. This controller is defined based on a simplified system model and guarantees
robustness related to spillover effect due to neglecting high-order dynamics of the real
system. The suggested methods are used to design controller for two AMB systems. The
performance is validated with experimental tests. Genetic algorithm is applied in [JP09]
to optimize LQ-controllers. The simulation and experimental results with LQ-controllers
show a better performance compared with the ones with PID and cascade PI/PD con-
trollers. Analogously, superior results obtained by LQ-controller are illustrated in [SB08]
with the help of step response and impulse response compared with a PID-controller.
Robust control methods are developed to cover up some drawbacks of LQ methods, focus-
ing on both performance and robustness of the controlled system. Those methods try to
minimize the H∞ norm of weighted transfer function matrix. The aspects relating to per-
formance and robustness can be directly introduced in the minimization with the help of
the weighting matrices. However those methods result in high order controller which can
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cause implementation problems due to hardware limitations. Weighting functions have
to be carefully tuned. In [Sch03] µ-synthesis controller is designed and implemented on
a flywheel system supported by two AMBs. Experimental results show that the specified
performances, e.g. robustness to gyroscopic effect, are achieved with the µ-synthesis con-
troller. In [Lo¨s02] an automated µ-synthesis controller design procedure for AMB-systems
is suggested. The suggested approach is applied to design controllers for a test rig with
three rotor configurations. Satisfactory experimental results are obtained. The design
time is significantly reduced, the final controllers for each rotor configuration are obtained
within two hours, additionally, neither an initial rotor model nor a startup controller is
required for controller design. In [MLA12] a test rig designed to investigate rotordynamic
instability due to aerodynamic loads (i.e. seal forces) is supported by two AMBs, which
are controlled by µ-synthesis controller. Two additional AMBs are used to excite the
rotor with simulated aerodynamic loads. Compared with traditional PID-control, the µ-
synthesis controller shows an improved stability and performance. The test rig operates
successfully up to a speed of 3200 rpm. In [Pes13] a µ-synthesis controller is designed for
controlling an industry machining spindle supported by AMBs. In this work, especially the
chatter effect is considered in the controller design by introducing a cutting force model
in the synthesis process. The chatter avoiding controller is compared with a dynamic
stiffness µ-synthesis controller, which is designed to maximize the tool’s dynamic stiffness.
Simulation results show the chatter avoiding controller is better in terms of improving
the critical chatter limit than the dynamic stiffness controller. The measured frequency
response at tool location shows that a larger critical cutting stiffness is achieved with the
chatter avoiding controller in comparison to the dynamic stiffness controller. The initial
levitation behavior is measured. It shows the control current reaches its limited value
during the liftoff process, i.e. ±4 A. This indicates that an instable behavior might occur
during a real machining process because a very high and suddenly changing cutting force
is expected in a real machining process. The proposed chatter avoiding µ-synthesis is of
order 74. Althougth the controller is reduced to an order of 44 for implementation, the
controller order might be a problem for industry application.
It should be noted that, beside the methods mentioned above, other control methods have
also been applied to control AMB systems, such as fuzzy control [HL00,DZJG10], sliding
mode control [CW10,RDD96], etc.
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2.2 Self-Sensing AMBs
Self-sensing or sensorless AMBs is refered to the technique that the position signal of
a rotor in magnetic bearing systems is estimated by using the available signals in the
electromagnets, e.g., coil currents and voltages. In such systems, the traditional position
sensing devices, which is associated with high cost, is entirely eliminated. The main
advantages can be summarized as follows [Noh96,BCK+09]:
• reducing the cost,
• enabling a more compact design by eliminating sensors and the related cables,
• increasing reliability, i.e. the failure of the magnetic bearing system caused by sensor
defect is removed, and
• removing the difficulties in stabilizing the AMB system due to sensor/actuator non-
collocation.
There are two mainstream methods to estimate position signal in self-sensing AMBs
[Noh96]:
• Observer technique is used to reconstruct the displacement and velocity signals by
using the only measured current signal [VB93]. A LQ-controller can be then used
to control AMB system.
• The air gap between rotor and electromagnets is considered as a system parameter.
The relation between the voltage, current, and air gap signals can be considered
as a modulation process. Switching amplifier generates a high frequency bi-state
voltage signal. The air gap displacement signal (a low frequency signal) modulates
the voltage signal and the resulting signal is the current signal, which is a switching
waveform. In [OMN92], demodulation technique is used to estimate the displacement
signal. In a similar manner, Noh and Maslen [Noh96] use a forward path filter in
an estimator to estimate the displacement signal. In [Skr04] impedance is used to
calculate the rotor position. The magnitude of the impedance |Z| of a magnet with
coil current i and voltage u is determined by
|Z| = |u||i| = |R + jωL| =
√
R2 + ω2L2,
with the coil resistance R and the inductance L. Hereby only the high-frequency
part of the measured coil current and voltage signal, which has a frequency of the
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switching frequency ω of the amplifier, is used. The air gap sg can be then calculated
as
sg = 2kMω|Z| 1√
1−R2|Z| ,
where the parameter kM denotes the magnetic bearing constant. The nonlinearities
including magnetic saturation effect and magnetic cross-coupling effect are consid-
ered in [Skr04]. Both effects degrade the quality of position identification.
A main drawback of self-sensing AMBs is their poor robustness. The word “robustness”
defines the ability of a controller to tolerate uncertainties from the system to be controlled.
In [TS02,BCK+09] it is shown that achievable robustness is limited due to the presence
of a pair of zero and pole on the right half s-plane. In their analysis the self-sensing AMB
system is considered as a Linear-Time-Invariant (LTI) model. Robustness can be however
improved by using a Linear-Periodic (LP) model [MMI06].
2.3 Backup Bearing
Backup bearings (also called retainer bearings, auxiliary bearings, or touchdown bearings
in the literature) prevent the destruction of the AMB system and even the machine in
case of an emergency, e.g., overloading, power or components failure. In this emergency
situation, a complex interaction between the high speed rotor and the backup bearings
arises, which consists of nonlinear Hertzian contact, friction, and chaotic motion. As a
worst case, backward whirl can appear which results in an unstable vibration of the rotor
system and can lead to the destruction of the system [Xie09]. There are three types of
backup bearings [Ka¨r07]: bushing type backup bearings, rolling element bearings, and the
combination of the bushing and rolling element types of bearings. Ball bearings are the
most frequently used as backup bearings [Fum97]. The inner race of the rolling element
bearings can be rapidly accelerated to the rotor speed, therefore, to prevent the whirl
motion of the rotor [Fum97].
Because of the complexity of the interaction between the backup bearings and the rotor,
research up to now mostly focuses on building a reliable model of the backup bearing
and validating the model by comparing with experimental results. In [Fum97], a contact
model is presented, which is derived based on Hertz theory and focuses on the initial
impact behavior after the drop-down of a rotor. To verify the contact model, experiments
are performed. Different types of bearings including ball bearings are measured. Based on
the measurements, the parameters of the contact model is determined. Detailed simulation
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models for ball bearings are given in [Ka¨r07]. The models include damping and stiffness
properties, oil film, inertia of rolling elements, and friction. The models are verified by
comparing with measurements. In the measurement, it is observed that misalignment of
the backup bearings has a great influence on the stability of rotor motion, specifically in
case of a vertical misalignment. In [Xie09] a detailed model of backup bearings including
a tolerance ring installed between stator and ball bearing is introduced. This tolerance
ring provides a soft mounting stiffness to avoid a hard landing of the rotor after drop-
down and to recenter the backup bearing after the interaction between the rotor and the
bearing. In the simulation model, the discontinuous stiffness due to bearing clearance
effects, the nonlinear Hertzian contact and Coulomb friction forces are taken into acount.
Important parameters of the model are estimated by analysing experimental results. In
the experiments, three types of motion of the rotor after drop-down are observed: spring
motion, oscillatory motion, and backward whirl motion.
Active backup bearings are also reported in the literature. In [GU08] an active backup
bearing is reported. The backup bearing is controlled to minimize the contact force.
Experimental results show that the contact forces in case with control are reduced up to
85% compared with the one without control. A design of an active backup bearing system
is reported in [KSBC08]. In the backup bearing systems, piezoelectric actuators are used
to adjust the backup bearing parameters and to make the backup bearing to execute
synchronous forward whirl orbit. Simulation results show that contact-free motion can
be recovered by inducing a forward synchronous whirl motion of the backup bearing. It
is assumed that the magnetic bearing system is functional but shortly overloaded and it
leads to a rotor/bearing contact.
2.4 Application
Various applications that utilize AMBs have been reported in the literature. Spindles with
high rotational speed and high precision position control can be obtained when using mag-
netic bearings. For tool machine spindles, this reduces the cutting time and improves the
surface quality of workpieces. High-Speed-Cutting (HSC) spindles are typically used for
aluminum and plastic materials. The HSC-spindle prototype discussed in [Sie89] reaches
a cutting rate of up to 6000 m/min with a maximum speed of 40000 rpm and a power
of 35 kW. In the subsea environment, maintenance cannot be carried out frequently and
robustness must be guaranteed for long-term operation. AMBs are the best choice to fulfill
these requirements. A subsea motorcompressor equipped with AMBs (three radial bear-
ings and one axial bearing) is presented in [MVL+10]. The motor compressor (power of
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12.5 MW and speed of 11000 rpm) has a 2270 kg rotor that is 3.8 m long. In some applica-
tions, the compressor requires a wide operating speed range. It is difficult to achieve high
performance in terms of damping over the entire operating range by using conventional
bearings, but this can be achieved by using AMBs with carefully-tuned controllers. A cen-
trifugal compressor supported by AMBs and driven by a 23 MW motor has been reported
on in [NSS99]. It operates from 600 to 6300 rpm. Flywheel is used as an energy storage
device, e.g., for satellites. The stored energy in a flywheel is proportional to the square of
the rotational speed, Ω2. To achieve high energy density, the flywheel must rotate with a
very high speed. In combination with the high circumferential speed, this leads to high
energy losses because of air friction. Therefore, ideally, the flywheel should operate in
a vacuum. Magnetic bearings have found a natural application in vacuum environments
because they are oil-free and are capable of achieving a high rotational speed. The design
of a flywheel system supported by AMBs is discussed in [Ahr96]. The useful energy stored
in the flywheel system reaches up to 1 kWh with 250 kW of power. An AMB-supported
flywheel system [NRK+08] has also been used in an electric vehicle to replace conven-
tional battery power systems. Other applications include blood pumps [Pet06,CCD+08],
turbomolecular pumps [Pet06], and system identification [WS97].

Chapter 3
Modeling of AMB System
In this chapter, the work principle of AMB systems is introduced, then the modeling of
AMB systems is briefly summarized. In the end, the two AMB systems considered in this
contribution are introduced.
3.1 Introduction of AMB System
An AMB system contains the rotor system to be controlled, sensors, Analog-to-Digital
(AD)-converters, controllers, Digital-to-Analog (DA)-converters, amplifiers, and actua-
tors. A schematic diagram of an AMB system is illustrated in Figure 3.1. The operation
principle can be easily explained with the help of the schematic diagram: The sensor mea-
sures the position of the rotor. The analog sensor siginal is transformed into digital signal
with the help of an AD-converter and then sent to the controller, which is implemented
in a Digital-Signal-Processing (DSP) unit. The controller compares the measured signal
with a predefined reference signal and adjusts the current of the magnet coil through
the amplifier, consequently, the magnet generates a proper magnetic force depending on
the coil-current to hold the rotor in the position as the defined reference signal. In the
proceeding section, the modeling of the elements of AMB system is given.
3.2 Active Magnetic Bearing
Active Magnetic Bearing (AMB) supports a load without physical contact by using mag-
netic levitation, for example, they can levitate a rotating shaft and permit relative motion
without friction or wear. They are in service in such industrial applications as electric
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Figure 3.1: Schematic diagram of an AMB system
power generation, petroleum refining, machine tool operation, and natural gas pipeline
compressors.
In the following section, modeling of the magnetic bearing will be addressed.
3.2.1 Physical Basics of Electromagnets
The magnetic field is usually described by the magnetic flux density B, measured in Tesla,
and the magnetic field strength H in [A/m]. The relation between them is
B = µH, (3.1)
µ = µ0 µr, and (3.2)
µ0 = 4π × 10−7 V s
Am
. (3.3)
The parameter µ is called permeability, and the parameter µr (usually µr ≥ 1) is known
as relative permeability depending on the medium which the magnetic field acts upon.
In vacuum, the permeability µ = µ0 (i.e. µr = 1) is constant as described in Eq. 3.3.
As the case of magnetic bearing, ferromagnetic material is usually used, where µr ≫ 1.
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The relation between the magnetic flux density and the magnetic field strength for a
ferromagnetic material can be visualized in a magnetic hysteresis loop (see Figure 3.2).
For small values of H , the magnetisation curve (also called B −H curve) can be treated
as linear, and hysteresis effects are neglected, i.e. µr(H) = const. Increasing the magnetic
field strength, the magnetic flux density B will follow the B − H curve up to point 1
where further increasing in magnetic field strength will result in no further change in
flux density. This condition is called magnetic saturation, and the corresponding current
imax is called saturation current. It leads to the limitation of load capacity of magnetic
bearings. Reduing the magnetic field strength to zero, the magnetic flux density will go
along the B −H curve from point 1 to 2 and it will stay at point 2 due to the remaining
magnetism, although the magnetic field strength is zero. To bring the flux density to zero
(from point 2 to 3), it has to apply a negative magnetic field. Continuing to increase the
strength of the negative magnetic field, the flux density will become negative and reach
the saturation point 4. The flux density B will go from point 4 to 1 by reducing the
negative field strength and applying a positive magnetic field. This magnetising process
forms a magnetic hysteresis loop as shown in Figure 3.2.
B
H
1
2
3
4
0
Figure 3.2: Qualitative illustration of a magnetic hysteresis loop
The magnetic field can be generated by a current, or a permanent magnet. For instance,
a rotation-symmetrical magnetic field H is generated around a straight conductor with a
constant current, i. The contour integral around the conductor gives∮
Hds = i. (3.4)
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The magnetic field is independent on the medium around the conductor. For a coil with
n turns (n: number of turns), the integral contour surrounds all n-turns of the coil. The
integral gives
∮
Hds = ni. (3.5)
Magnetic forces developed in magnetic field can be calculated by using Principle of Virtual
Work for Applied Forces
δW − δU = 0, (3.6)
with
δW =
∑
i
fi δri +
∑
j
Mj δϕj ,
where δW and δU denote the virtual work and the potential energy, respectively. Pa-
rameters fi and Mj denote the external force and moment associated with the virtual
displacement δri and δϕj , respectively.
3.2.2 Magnetic Forces
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Figure 3.3: Magnetic actuator
In order to derive the magnetic forces of a magnetic bearing, one can use the simplified
magnetic bearing configuration as shown in Figure 3.3. It consists of a single two-pole
magnetic bearing element. It is assumed that the flux density B along the path of the
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magnetic flux Φ is constant (i.e. BFe = Bair = const.). The integral along the path of the
magnetic flux Φ yields
HFe lFe +Hair lair = ni, (3.7)
where i denotes the coil current and n denotes the number of turns of the coil.
The magnetic field strength in iron is neglected (i.e. HFe = 0) because of µr ≫ 1 for
ferromagnetic material. It leads to
Hair =
ni
lair
. (3.8)
With Eq. 3.3 and µr ≈ 1 for air, it can be obtained
Bair = µ0Hair = µ0
ni
lair
. (3.9)
With Eqs. 3.8 and 3.9, the magnetic field energy (potential energy) stored in the air gap
is given by
Uair = −1
2
∫
Vair
BairHair dVair = −1
2
BairHair Vair = −µ0Aairn
2
4
i2
sg
, (3.10)
with sg =
1
2
lair.
Using the Principle of Virtual Work for Applied Forces , i.e. Eq. 3.6, the magnetic force
can be expressed as
fm =
∂Uair
∂sg
=
µ0Aairn
2
4
(
i
sg
)2
. (3.11)
In case of a radial bearing magnet, the force of both magnetic poles act onto the rotor
i
■ ✒
✻
α 1
2
fm
1
2
fm
fM
Magnet
Rotor
Figure 3.4: Radial bearing geometry
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with an angle α (see Figure 3.4), the sum of both forces gives
fM = fm cosα =
µ0Aairn
2
4
cosα
(
i
sg
)2
= k cosα
(
i
sg
)2
, (3.12)
with
k =
µ0Aairn
2
4
. (3.13)
Magnetic force (Eq. 3.12) is obviously nonlinearly related to coil current and air gap. It
can be linearized around a nominal working point with the nominal air gap s0 and the
so-called bias current i0. With the definitions
ix = i− i0,
and
x cosα = s0 − sg,
it can then be rewritten as
fM = k cosα
(
i0 + ix
s0 − x cosα
)2
. (3.14)
With Taylor-expansion, it gives
fM,lin(ix, x) =fM|ix0 ,x0 +
∂fM
∂ix
|ix0 ,x0(ix − ix0)
+
∂fM
∂x
|ix0 ,x0(x− x0) +O(i2x, x2).
(3.15)
It is admissible to neglect the higher order terms O(i2x, x
2) since only small deflections
around the working point (ix0, x0) are allowed. Let ix0 = 0, x0 = 0 and neglecting the
higher order terms, it yields
fM,lin(ix, x) = k cosα
(
i0
s0
)2
+ 2k cosα
i0
s20
ix + 2k
i20
s30
cos2 α x. (3.16)
From Eq. 3.16, it is known that the magnetic force is linearly related to the displacement
x and the current ix with respect to the working point. Both coefficients relating to
displacement and current can be adjusted by modifying bias current i0 and nominal air
gap s0. For a certain magnetic bearing system, air gap s0 is normally fixed, hence, bias
current i0 can be used to modify the magnetic bearing coefficients.
A single electromagnet as shown in Figure 3.4 has a disadvantage, namely, it can only
produce a pull-force. Fortunately, for magnetic bearing this disadvantage can be eliminated
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Figure 3.5: A typical arrangement of magnets in a radial magnetic bearing with differ-
ential drive configuration [WS10,WS11,WS12a]
by a pair of oppositely arranged magnets which are used in combination to provide forces
in two opposite directions.
A typical arrangement of magnets in a radial magnetic bearing is illustated in Figure 3.5.
The bearing consists of two pairs of magnets. Each pair of magnets are responsible for
genenating a magnetic force in x- or y-directon (either in positive or negative direction).
Additionally, a bias current i0 is added to each magnet-pair. This configuration is known
as differential drive configuration. This configuration partially linearizes the force-current
relation of the magnetic bearing as it will be shown in below.
From Eq. 3.14, the magnetic force (exerted on the rotor) in x-direction then can be written
as
fx = f
+
M,x − f−M,x = k cosα
((
i0 + ix
s0 − x cosα
)2
−
(
i0 − ix
s0 + x cosα
)2)
. (3.17)
Again, the magnetic force can be linearized and it gives
fx = kiix + ksx, (3.18)
with
ki =
∂f
∂ix
|ix0 ,x0=0 = 4k
i0
s20
cosα, (3.19)
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and
ks =
∂f
∂x
|ix0 ,x0=0 = 4k
i20
s30
cos2 α. (3.20)
The above derived magnetic force (Eqs. 3.17—3.20) is valid only under the assumption
that the rotor is centered between the pair of magnets. As mentioned above, the nomi-
nal gap s0 is fixed by the geometry of the rotor-bearing system. The magnetic bearing
coefficients ki and ks are normally adjusted by modifying bias current i0. In principle,
the bearing coefficients of each axis can be adjusted, individually. However, in almost all
practical applications, the both axes (x and y) of a radial magnetic bearing are designed
to have identical coefficients, i.e. ks,x = ks,y = ks and ki,x = ki,y = ki.
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Figure 3.6: Transfer functions of bearing coefficient ks for the first AMB system with
bias current i0 = 7A
Although, ks and ki are considered as constants, they can be modeled as frequency-
dependent coefficients in the form of tranfer functions, in which nonlinear effects like eddy
current losses, hysteresis, windage losses, etc., can be partially considered. For instance,
in Figure 3.6 the transfer functions of ks of both parallel and tilting modes for the first
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AMB system (see Section 3.5.1) are shown. At low frequencies, ks remains approximately
constant, however, starting from the frequency of 100 Hz, the magnitude of ks for both
parallel and tilting modes goes up while the phase decreases.
3.2.3 State-Space Model
State-space model is used for controller design purpose. A state-space model is a mathe-
matical representation of a dynamical system in form of
x˙ = Ax+Bu,
y = Cx+Du,
(3.21)
with:
A: System matrix, B: Input matrix,
C: Output matrix, D: Feedforward matrix,
x: System state vector, y: Output vector, and
u: Input vector.
In the following a state-space model [BCK+09] for AMB systems is introduced. It should be
noted that a system can be modeled with different state-space models, which all represent
the same system.
Referring to Figure 3.3, the magnet circuit is governed by
u = Ri+ n
∂Φ
∂t
, (3.22)
with
Φ = BAair.
It can be rewritten as
nAair
∂B
∂t
= u− iR. (3.23)
With Eq. 3.9 and s0 =
1
2
lair, for the pair of electromagnets in x-direction as shown in
Figure 3.5, one obtains
nAair
∂B+x
∂t
= u+x − i+xR = u+x −
2(s0 − x cosα)R
µ0n2Aair
nAB+x , (3.24a)
nAair
∂B−x
∂t
= u−x − i−xR = u−x −
2(s0 + x cosα)R
µ0n2Aair
nAB−x . (3.24b)
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Subtracting Eq. 3.24b from Eq. 3.24a yields
∂(B+x − B−x )
∂t
= − 2s0R
µ0n2Aair
(B+x − B−x ) +
2x cosαR
µ0n2Aair
(B+x +B
−
x ) +
u+x − u−x
nAair
. (3.25)
With Eq. 3.9 and s0 =
1
2
lair, the nominal inductance can be rewitten as
L = n
∂Φ
∂i
= nAair
∂B
∂i
=
µ0n
2Aair
2s0
. (3.26)
Multipling Eq. 3.25 by s0
µ0n
and inserting Eq. 3.26 gives
∂
∂t
(
s0
µ0n
(B+x −B−x )
)
︸ ︷︷ ︸
xm
=− 2s0
µ0n2Aair︸ ︷︷ ︸
1
L
R
s0
µ0n
(B+x − B−x )︸ ︷︷ ︸
xm
+
2s0
µ0n2Aair︸ ︷︷ ︸
1
L
R cosα
s0
x
s0
µ0n
(B+x +B
−
x )︸ ︷︷ ︸
xn
+
2s0
µ0n2Aair︸ ︷︷ ︸
1
L
1
2
(u+x − u−x )︸ ︷︷ ︸
ux
.
It follows
∂
∂t
xm = −R
L
xm +
R cosα
Ls0
x xn +
1
L
ux, (3.27)
with the defined variables
xm =
s0
µ0n
(B+x −B−x ), xn = s0µ0n(B+x +B−x ),
ux =
1
2
(u+x − u−x ), u0 = 12(u+x + u−x ),
ix =
1
2
(i+x − i−x ), and i0 = 12(i+x + i−x ).
It should be noted that the parameter i0 is bias current as defined previously and the
parameter u0 is the bias voltage of the magnetic bearing.
Recalling Eq. 3.9, it can be simply obtained
ix = xm − cosα
s0
x xn, (3.28a)
i0 = xn − cosα
s0
x xm. (3.28b)
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Recalling Eq. 3.11, the net magnetic force for the pair of magnets can be written as
fx =
Aair cosα
µ0n
(B+x
2 − B−x 2) =
µ0n
2Aair cosα
s20
xn xm. (3.29)
Linearizing the Eqs. 3.27, 3.28, and 3.29 around the working point (xm = 0, xn = Xn)
gives
∂
∂t
xm = −R
L
xm +
R cosαXn
Ls0
x+
1
L
ux, (3.30a)
ix = xm − cosα
s0
Xn x, (3.30b)
i0 = xn, and (3.30c)
fx =
µ0n
2Aair cosα
s20
xn xm. (3.30d)
Substituting the parameters ki and ks as defined in Eqs. 3.19 and 3.20, it gives
∂
∂t
xm = −R
L
xm +
Rks
Lki
x+
1
L
ux, (3.31a)
ix = xm − ks
ki
x, (3.31b)
i0 = xn, and (3.31c)
fx = ki xm. (3.31d)
For the underlying current control configuration [Hir03], the actual current difference ix is
fed back to a current controller, which usually is a P-controller as shown in Figure 3.7.
x
ic ux
u0 i0
fx
KP
AMB
−−
Figure 3.7: Underlying current control configuration
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Connecting the actuator model (Eq. 3.31) with a P-controller KP, it can be obtained
ux = KP(ic − ix)
= KP(ic − xm + ks
ki
x).
(3.32)
Inserting Eq. 3.32 in Eq. 3.31 and selecting the control current ic and displacement of the
rotor x as inputs, as well as the magnetic force fx as output, yields
∂
∂t
xm = − 1
L
(R−KP)xm + ks
Lki
(R +KP)x+
KP
L
ic, (3.33a)
fx = ki xm. (3.33b)
Assuming that the actuator in y-direction possesses the identical properties as in x-
direction, the complete state-space model for an actuator of the magnetic bearing can
be then expressed as[
∂
∂t
xm
∂
∂t
ym
]
︸ ︷︷ ︸
x˙m
=
[
− 1
L
(R−KP) 0
0 − 1
L
(R−KP)
]
︸ ︷︷ ︸
Am
[
xm
ym
]
︸ ︷︷ ︸
xm
+
[
ks
Lki
(R +KP) 0
KP
L
0
0 ks
Lki
(R +KP) 0
KP
L
]
︸ ︷︷ ︸
Bm


x
y
icx
icy


︸ ︷︷ ︸
um
, (3.34a)
[
fx
fy
]
︸ ︷︷ ︸
ym
=
[
ki 0
0 ki
]
︸ ︷︷ ︸
Cm
[
xm
ym
]
︸ ︷︷ ︸
xm
. (3.34b)
It can be seen from Eq. 3.34 that an actuator consists of four inputs (displacements
and control current in x- and y-direction), two outputs (net magnetic forces in x- and
y-direction) and two states. Usually two magnetic bearings are neccessary to support a
rotor system in radial direction. In this case the actuator system (Eq. 3.34) can be easily
extended as
x˙M = AMxM +BMuM
yM = CMxM
(3.35)
with eight inputs, four outputs, and four states.
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3.3 Modeling of Rotor System
3.3.1 General Mathematical Form of Flexible Rotor
Rotor is modeled by using the Finite Element Method (FEM), in which the continuous
rotor is discretized into finite number of (Timoshenko) beam elements. As a result, the
dynamics of the rotor system can be represented by a set of ordinary differential equations
(known as equations of motion) as follows:
Mrq¨+ (Dr + ΩGr)q˙+Krq = Ω
2qu + fE = Fw, (3.36a)
yr = Crq. (3.36b)
The parameters of the rotor system are defined as given in Table 3.1.
Table 3.1: Parameters of a generalized rotor system
Parameter Description
Mr Mass matrix (symmetrical, positive definite, Mr ∈ Rn×n)
Dr Damping matrix (symmetrical, Dr ∈ Rn×n)
Gr Gyroscopic matrix (skew-symmetrical, Gr ∈ Rn×n)
Kr Stiffness matrix (symmetrical, positive semi-definite, Kr ∈ Rn×n)
qu Unbalance vector (qu ∈ Rn)
q Displacement vector (q ∈ Rn)
Ω Rotational speed in [rad/s]
fE External force vector (e.g. bearing forces, fE ∈ Rn)
F Input position matrix (F ∈ Rn×m)
w Force vector (e.g. bearing forces, unbalance forces, w ∈ Rm)
Cr Output position matrix (Cr ∈ Rr×n)
yr Output vector (measurements, yr ∈ Rr×n)
It should be noted that Eq. 3.36 is obtained under the assumption that the rotor speed is
constant. Proportional damping is employed, i.e.
Dr = αdMr + βdKr,
where parameters αd and βd are constants. It is assumed αd = 0, therefore the damping
matrix can be expressed as
Dr = βdKr. (3.37)
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In this thesis only the vibration in radial (x- and y-) direction is considered and the axial
(z-direction) vibration is neglected. Thus each node possesses four Degrees of Freedom
(DoFs), i.e. translation and rotation in x- and y-plane
qi =


xi
yi
αi
βi

 .
The dynamics of a rotor system modeled with Nn nodes (i.e. Nn-1 elements) can be
described by total of n (n: system dimension, n = 4Nn) DoFs, i.e.
q =


q1
q2
...
qi
...
qNn


. (3.38)
3.3.2 Model Reduction
Comparing with other complex structures (e.g. in automotive and aircraft industries) re-
quiring several millions DoFs, rotor structure is simple. For a complex rotor structure (e.g.
with frequent step changes of rotor diameter), it requires several hundreds up to several
thousands DoFs to obtain more precise results, i.e. eigenfrequencies and modeshapes. Al-
though the dimension of a rotor model is not so large and it requires normally less than one
minute to calculate the eigenfrequencies and eigenforms, it can become time-consuming
and even computationally unrealistic in case that a large number of repeated evaluations
are needed, e.g., for optimization task.
Secondly, for rotordynamic analysis usually only the low-frequency eigenmodes are of inter-
est. In fact, the high-frequency modes of a rotor system possess high degree of uncertainty
by measurement (i.e. modal analysis) and they cannot be used as reference for validation
purpose.
Because of the two main reasons mentioned above, in some cases model reduction for a
rotor system becomes necessary.
Three types of model reduction techniques [GK89] to reduce the dimension of the system
matrix can be used:
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1. Static matrix reduction,
2. Modal matrix reduction, and
3. Mixed matrix reduction.
Normally, the modal matrix reduction is used because a high reduction ratio and a high
degree of accuracy of selected eigenfrequencies can be achieved with little effort. A draw-
back of this technique is that the reduced system possesses only modal coordinates. They
have to be transformed back to original physical coordinates in order to consider parameter
change of the rotor system, e.g. changes on stiffness and damping of a fluid film bear-
ing, which is speed-dependent [GK89]. This can be avoided by using the mixed matrix
reduction technique, in which those DoFs (e.g. associated with bearing and sensor nodes)
can be selected as master DoFs and remain explicitly in the reduced rotor system. In this
work the mixed reduction method is therefore used for model reduction. The procedure
of this method is described in the following.
The displacement vector q need be firstly rearranged as
q˜ =
[
qH
qN
]
.
The master DoFs in vector qH shall include the DoFs of interest, such as bearing nodes,
sensor nodes as well as other nodes which contribute greatly to the system behavior, e.g.
nodes where large masses (e.g. impellers) are located and nodes which external forces
exert on. The vector qN contains the rest of the DoFs to be omitted (slave DoFs).
Correspondingly, Mr, Dr, Gr and Kr have also to be rearranged with respect to the new
displacment vector q˜. Finally, Eq. 3.36 can be rewritten as
M˜¨˜q+ (D˜+ ΩG˜) ˙˜q+ K˜q˜ = F˜w, (3.39a)
yr = C˜q˜, (3.39b)
with
M˜ =
(
MHH MHN
MNH MNN
)
, D˜ =
(
DHH DHN
DNH DNN
)
,
G˜ =
(
GHH GHN
GNH GNN
)
, K˜ =
(
KHH KHN
KNH KNN
)
,
F˜ =
[
FH
FN
]
, C˜ =
[
CH CN
]
.
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In static case, the system is assumed to be at rest (i.e. ¨˜q = ˙˜q
!
= 0) and the forces on the
slave DoFs are equal to zero (i.e. FN
!
= 0), then Eq. 3.39 can be expressed as(
KHH KHN
KNH KNN
)[
qH
qN
]
=
[
FH
0
]
.
It follows
qN = −KNN−1KNH︸ ︷︷ ︸
SNH
qH = SNH qH. (3.40)
Meanwhile, the influences from the slave DoFs, qN, can be taken into account with the
help of modal transformation.
The eigenvalues and eigenforms for the slave DoFs can be calculated by fixing the master
DoFs, i.e.
q¨H = q˙H = qH
!
= 0.
With Eq. 3.39a, it gives
MNN q¨N +KNN qN = 0. (3.41)
With the ansatz
qN = ve
λt,
it follows
(MNNλ
2 +KNN)v = 0, (3.42)
with eigenvalue λ and the corresponding eigenvector v. The eigenvalues can be then
obtained by solving the equation
det(MNNλ
2 +KNN)
!
= 0.
The corresponding eigenvector for the i-th eigenvalue λi can be then calculated by solving
(MNNλ
2
i +KNN)vi = 0. (3.43)
For modal reduction, only the first l lowest eigenfrequencies are considered. Then, it gives
qN =
[
v1 v2 · · · vL
]
︸ ︷︷ ︸
Modal transformation matrix: Rred
qL = Rred qL, (3.44)
where the matrix Rred is the modal matrix including only the first l lowest eigenvectors.
Vector qL is the modal coordinate of size l.
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In combination with Eq. 3.40, it gives the resulting transformation matrix[
qH
qN
]
︸ ︷︷ ︸
q˜
=
(
I 0
SNH Rred
)
︸ ︷︷ ︸
Transformation matrix: Tred
[
qH
qL
]
︸ ︷︷ ︸
qred
. (3.45)
The equations of motion (Eq. 3.39) can then be reduced in the form,
Mred q¨red + (Dred + ΩGred) q˙red +Kred qred = Fredw, (3.46a)
yr = Credqred, (3.46b)
with
Mred = T
T
red M˜Tred, Dred = T
T
red D˜Tred
Gred = T
T
red G˜Tred, Kred = T
T
red K˜Tred
Cred = C˜Tred, Fred = T
T
red F˜.
3.3.3 State-Space Model
With the state vector
xR =
[
q
q˙
]
,
the state-space representation of the rotor system (Eqs. 3.36) can be written as
x˙R = ARxR +BRuR,
yR = CRxR,
(3.47)
where
AR =
[
0 I
−M−1r Kr −M−1r (Dr + ΩGr)
]
, BR =
[
0
M−1r F
]
,
CR =
[
Cr 0
]
, yR = yr, and
uR = w,
with the system matrix AR of size 2n× 2n, the input matrix BR of size 2n×m, and the
output matrix CR of size r × 2n.
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For the reduced system (Eqs. 3.46), the system, input, and output matrices and the state
vector will be then written as
AR =
[
0 I
−M−1redKred −M−1red(Dred + ΩGred)
]
, BR =
[
0
M−1redFred
]
,
CR =
[
Cred 0
]
, xR = [q
T
red, q˙
T
red]
T .
3.4 Plant
In the previous section, the modeling of the basic elements (including magnetic bearing
and rotor) is introduced. An essential element has not yet mentioned, namely, the sensor.
The dynamic behavior of sensors can be taken into account, which is generally considered
as a low-pass filter. Normally a large bandwidth of the sensor is required, so that the
cutoff frequency (corner frequency) of the sensor is located widely beyond the bandwidth
of the other elements of the control system (including rotor system, magnetic bearing, and
controller), therefore the sensor has no noticeable influence on the dynamic behavior of
the control system in the low frequency region, and the sensor is therefore simplified as a
constant gain. Meanwhile, the converters (including AD- and DA-conventers) in the DSP
unit are commonly considered as constant gains.
Assembling all elements yields the plant model. This plant model will be used for system
analysis, controller design, and controller optimization.
3.4.1 Complete Model
In case all elements are well modeled in state-space representation, combining the sensors,
the rotor (Eqs. 3.47), and the magnetic bearing (Eqs. 3.35) models results to the complete
plant model
x˙P = APxP +BPuP,
yP = CPxP,
(3.48)
with the state vector
xP =

 xSxR
xM

 ,
and the state vector of the sensors xS.
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The resulting plant possesses all states from the sensors, the rotor, and the magnetic
bearings. The inputs of the plant are control currents, i.e.
uP = ic,
and the outputs of the sensors are taken as the outputs of the plant.
3.4.2 Simple Model
For simplicity reasons, the magnetic bearing actuator is usually modeled as linear relation
between magnetic force and control current as well as rotor displacement as given in Eq.
3.18, meanwhile the sensor is considered as constant gain, i.e. unity, the magnetic force
model can be then directly integrated into the rotor system to gain the plant model.
Firstly, an additional stiffness matrix with the negative stiffness ks of the magnetic bearing
can be constructed as
Ks =
0 0 0
0
−ks
−ks
−ks
−ks
0
0 0 0




n×n
. (3.49)
The location of the four parameters −ks in the matrix Ks corresponds to the nodes of the
two magnetic bearing actuators (in x- and y-direction), and all other elements of Ks are
zeros. With the additional stiffness matrix, the new stiffness matrix of the rotor system
can be expressed as
Kn = Kr +Ks. (3.50)
Secondly, the force-current relation with coefficient ki is modeled as an input position
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matrix Ki
Ki =
0 0 0 0
ki 0
0 ki
ki 0
0 ki
0 0 0 0




n×4
. (3.51)
This matrix Ki arranges control current ic to be located at the position corresponding to
the nodes of the actuator for the rotor system (Eqs. 3.36), i.e.
fE = Kiic.
Considering the unbalance forces
Ω2qu = Fowo,
with the input vector wo and the corresponding input position matrix Fo, the forces
exerting on the rotor system can be written as
f = fE + Ω
2qu = [Ki | Fo]︸ ︷︷ ︸
Input position matrix: F
[
ic
wo
]
. (3.52)
Inserting the input position matrix F into the state-space model, Eqs. 3.47, of the rotor
system and replacing stiffness matrix Kr by Kn, the plant model can be obtained.
In case the reduced rotor model is considered, the same procedure can be applied to obtain
the plant model.
Once the plant model is expressed in state-space form, its transfer function form can be
then defined by
YP(s) = GP(s)uP(s), with GP(s) = C
T
P(sI−AP)−1BP +DP, (3.53)
where the matrix GP denotes the tranfer function matrix of the plant. The inputs of the
plant uP usually include the control current. Additionally, if unbalance forces and other
external forces shall be considered, they can be correspondingly taken as inputs. The
outputs of the plant YP consist of the displacements measured by sensors.
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3.5 The Two AMB Systems
In this work, two AMB systems are considered. The word “AMB system” denotes the
resulting plant including rotor, sensors, and AMBs. In the following, the two systems
will be introduced. It should be noted that the two AMB systems have been reported in
author’s previous publications [WS12a,WS12b,WGS13,WS15].
3.5.1 AMB System I
The AMB system contains a 12.4 kg rotor which is 0.46 m long. The discretized model
of the rotor as illustrated in Figure 3.8 is modeled with 29 nodes and total of 116 DoFs
(each node possesses four DoFs, i.e., translation and rotation in the x- and y-planes). The
bearing and sensor nodes are also marked in Figure 3.8. The related state-space model
therefore includes 232 states with bearing nodes as inputs and sensor nodes as outputs.
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Total shaft length: 460 mm
340 mm 60 mm60 mm
z
x
✙
Bearing
✢
Center of gravity
❥
Sensor
Figure 3.8: Discretized rotor model from AMB system I [WS12a,WS15]
The free-free bending eigenmodes of the rotor are shown in Figure 3.9. It is known that the
eigenmodes and eigenfrequencies of a rotor system become speed-dependent if gyroscopic
effect has to be considered; the eigenmodes of the system in Figure 3.9 are displayed for
the rotor at rest, and consist of the first four bending modes.
The model of the magnetic bearing system is obtained by using the modeling procedure as
described in Section 3.2.3. The sensors used in the AMB system are eddy current sensors.
The sensors are taken as proportional transfer elements of second order (PT2) with an
eigenfrequency out of the sampling region of the system.
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Figure 3.9: Eigenmodes of the rotor system I [WS12a]
Combining the sensor, the rotor, and the magnetic bearing models results to the complete
plant model. The resulting plant possesses 244 states with four inputs and four outputs.
The inputs of the plant are control currents and outputs of the sensors are considered as
the outputs of the plant. Numerical parameters of the plant are given in Table 3.2.
Table 3.2: Numerical parameters of the AMB system I
Value Value
Mass of the rotor mr [kg] 12.4 Length of the rotor lr [m] 0.46
Bearing stiffness ks [N/m] -2.6e6 Force/current factor ki [N/A] 280
Air gap s0 [m] 4.2e-4 Bias current i0 [A] 5
Although the AMB system is a Multi-Input and Multi-Output (MIMO) system with four
inputs and four outputs, it is treated as a Multi-Single-Input and Single-Output (Multi-
SISO) system for classic PID-control, i.e., four SISO systems. For a decentralized control
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Figure 3.10: Bode diagram between outputs (displacements, normalized amplitude) and
inputs (control currents, normalized amplitude) of the plant of AMB system I [WS12a,
WS15]
configuration, only the diagonal elements in the transfer function matrix are considered
in the controller design. For a centralized control configuration, additional off-diagonal
elements also have to be considered with the help of transformation matrices. However,
only the diagonal elements in the transfer function matrix of the resultant system after
transformation are considered in the controller design. These two control configurations
will be given in Section 4.1. The centralized control configuration is selected for AMB
system I. The Bode diagram of the plant including sensors, rotor, magnetic bearings, AD-
converters, DA -converters, and transformation matrices is shown in Figure 3.10. It should
be noted that in Figure 3.10 only the transfer functions related to the x-plane because of
symmetry in the x- and y-planes are shown. It can be seen that the parallel and tilting
modes of the plant are perfectly separated with the transformation matrices because of
the rotor symmetry.
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3.5.2 AMB System II
For the second AMB system, a real industrial centrifugal compressor rotor (1970 kg, 3.9
m long, 6000 rpm nominal rotational speed) supported by AMBs is considered. The
discretized model of the rotor as illustrated in Figure 3.11 is modeled with 96 elements,
97 nodes, and total of 388 DoFs.
NDE DEBearing SensorCenter of gravity
z
x
Total shaft length: 3846 mm
607 mm 565 mm2674 mm
Figure 3.11: Discretized rotor model from AMB system II
The model can be transformed easily into a state-space model with 776 states. The
bending modes of the rotor are shown in Table 3.3. It can be seen that the rotor is quite
flexible. The eigenmodes of the rotor in free-free conditions are close to one another and
all eigenmodes up to 2000 Hz have to be considered in the controller design. The controller
design is a challenge for the AMB rotor system, because of the closely-located eigenmodes.
Table 3.3: The bending modes of the rotor system II at standstill
Mode Frequency [Hz]
1st bending mode 68
2nd bending mode 158
3rd bending mode 262
4th bending mode 383
· · · · · ·
8th bending mode 931
For the actuator of the magnetic bearing, the differential drive configuration (see Figure
3.5) is employed to partially linearize the force-current relation of the magnetic bearing
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as mentioned in Section 3.2.2. The entire actuator system, including magnets, amplifiers,
and the underlying current controllers, is simplified as a linear relation (referring to Eq.
3.18) between the magnetic force and the control current as well as the displacement of
the bearing nodes. The dynamic behavior of the sensors is assumed to be the same as for
lowpass filters. The sensors, the rotor, and the simplified actuator models are combined,
resulting in the plant model (see Section 3.4.2). The resulting plant possesses N = 812
states with four inputs and four outputs. The inputs of the plant are magnetic forces
adjusted by the controller. The outputs of the sensors are considered to be the plant
outputs.
A decentralized control configuration is selected. The Bode diagram of the transfer func-
tions (in the x-plane) of the plant, including sensors, rotor, and magnetic bearings is
shown in Figure 3.12. It can be seen that the frequency response of the Non-Driven-End
side (NDE side) and Driven-End side (DE side) of the rotor are different from each other
because of the non-symmetry of the rotor.
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(control currents) of the plant at the speed of 6000 rpm [WGS13,WS15]
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For the controller design and optimization, the plant model with an order of 812 shall
be reduced. Model reduction is then performed on the rotor model by using the mixed
matrix reduction method as described in Section 3.3.2. The simplified plant possesses 236
states. The reduced model is compared with the original model as shown in Figure 3.13.
No noticeable difference is observed in low-frequency region. From an engineer’s point of
view, the model with matrix reduction is sufficient accurate. The reduced model is used
for controller design and optimization of the AMB system.
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(control currents) at NDE side for reduced and original models
Chapter 4
Controlling of AMB System
In this chapter, the control design with PID-controller for controlling of AMB systems is
introduced. In the second part of this chapter, diverse criteria evaluating the performance
and requirements for magnetic supported rotor systems in turbomachinary are discussed.
It should be noted that the material about PID-controller structure has been partially
published in author’s previous publication [WS12a,WS15].
4.1 PID-Control and Controller Design for the Two
AMB systems
For an AMB system, the inherent negative stiffness causes instability of the open loop of
the system; therefore, a feedback control loop is employed to stabilize the rotor system.
So the controller design becomes a central task for designing the AMB system. Most
industrial AMB systems are controlled by PID-like controllers including diverse filters.
Rotor systems and the related AMB controller designs are becoming more complex. This
is because of the higher energy density, higher speed, more complex rotor structure, etc.
It is difficult for a typical PID-controller using three design parameters (KP, Tn, and Tv)
to achieve the various requirements. A more complex controller structure is therefore
necessary, e.g. PID-controller with notch, lag-lead, and low-pass filters.
Two controller configurations are usually used to control AMB rotor systems: decentralized
and centralized control (or translation-tilting mode control). If the rotor (relating to the
modeshapes) is more or less symmetrical with respect to the rotor midspan, centralized
control is preferred [BCK+09]. In this control configuration, the parallel and conical mode
of the rotor, as well as the corresponding controller design, can be separated. For the
decentralized control configuration, two controllers are necessary to stabilize the rotor in
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Rotor
Left
Controller
Right
Controller
AMB: Left AMB: Right
Figure 4.1: Decentralized control configuration
the x- or y-plane: one for the left and one for the right side as shown in Figure 4.1, so
no transformation of the sensor and bearing coordinates is necessary. This type of control
configuration is selected for AMB system II. For the centralized control configuration, two
controllers with two transformation matrices are required to control the translation and
tilting modes. Before the sensor signals are transfered to the DSP control unit, they have
to be transformed from sensor coordinates into modal coordinates to separate the rotor
modes into parallel and tilting modes, i.e.

xp
yp
xt
yt


︸ ︷︷ ︸
Modal coordinates
=
1
2


1 0 1 0
0 1 0 1
−1 0 1 0
0 −1 0 1


︸ ︷︷ ︸
Transformation matrix: Tin


xleft
yleft
xright
yright


︸ ︷︷ ︸
Sensor coordinates
. (4.1)
Analogously, the control signals (calculated by performing the control algorithm) have to
be transformed from modal coordinates into bearing coordinates, i.e.

ileft,x
ileft,y
iright,x
iright,y


︸ ︷︷ ︸
Bearing coordinates
=


1 0 −1 0
0 1 0 −1
1 0 1 0
0 1 0 1


︸ ︷︷ ︸
Transformation matrix: Tout


ip,x
ip,y
it,x
it,y


︸ ︷︷ ︸
Modal coordinates
. (4.2)
This can be visualized as illustrated in Figure 4.2.
The structure of PID-controllers as illustrated in Figure 4.3 using in AMB systems com-
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Figure 4.2: Centralized control configuration
u y
KP Filters
1
1
Tns
Tvs
1+Tds
Figure 4.3: Structure of commonly used PID-controllers in AMB systems
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monly consists of a PID-part connected with several filters
K = KP(1 +
1
Tns
+
Tvs
1 + Tds
)︸ ︷︷ ︸
PIDT1
k∏
i=1
Fi︸ ︷︷ ︸
Filters
. (4.3)
The parameters of the PID-controller are defined as given in Table 4.1.
Table 4.1: Parameters of the generalized PID-controllers
Parameter Description
KP Controller gain
Tn Integral time
Tv Derivative time
Td Time constant of the first order low pass filter
Fi The i-th filter
k Number of filter
Depending on the complexity of the rotor structure, the structure of the controllers can be
very different, i.e. the number and the type of the filters change for controlling different
rotor system.
Table 4.2: Commonly used filters and their parameters
Filter No. Structure Parameter Description
1 1s
ωd
+1
ωd Low-pass filter, First order, Roll-off
2 1
( s
ωd
)2+2ξd
s
ωd
+1
ωd, ξd Low-pass filter, Second order, Roll-off
3
s
ωn
+1
s
ωd
+1
ωn, ωd First order filter, Phase lead or lag
4
( s
ωn
)2+2ξn
s
ωn
+1
( s
ωd
)2+2ξd
s
ωd
+1
ωn, ξn, ωd, ξd Second order filter, Phase lead or lag
5
( s
ωd
)2+1
( s
ωd
)2+2ξd
s
ωd
+1
ωd, ξd Notch filter, Band-stop
6
( s
ωa
)2−2ξa
s
ωa
+1
( s
ωa
)2+2ξa
s
ωa
+1
ωa, ξa All-pass filter, Phase shifting
In Table 4.2 the commonly used filters and their corresponding parameters are given. They
are used to tune the controller with respect to the described functions [NSS99,BCK+09,
Oga10]. In practice, in order to manage the AMBs working within their bandwidths so
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that no saturation occurs, a roll-off is necessary. Moreover, a roll-off element can cancle
sensor noise which often appears at high-frequency region. The first and second order
Low-pass filters are normally employed as roll-off elements for controller design. The first
and second order filters are used to tune the phase of controller, i.e. phase lead or lag.
A notch filter can be used as a band-stop element. If an eigenmode of the rotor shall be
neglected by a controller, a notch can be added to the controller in such a way that the
eigenmode is located within the narrow stop-band of the notch filter. An all-pass filter is
employed to produce a phase shift of ±180 degree at a specified frequency.
4.1.1 Controller Design for the AMB System I
As mentioned in Section 3.5.1, the rotor is symmetrical with respect to the rotor midspan,
thus the centralized control configuration is selected to control this AMB system. After
transformation, the parallel modes and tilting modes of the rotor allow to be decoupled
as shown in Figure 3.10. As a result, the controller design can be achieved separately for
the parallel mode and the tilting mode.
u y
KP Filters
1
1
Tns
Tvs
1+Tds
Figure 4.4: The structure of the PID-controllers in AMB system I [WS15]
For parallel and tilting mode control, the same controller structure is used. Due to the
limitation of the DSP system used in test rig, the PID-controller differs a litte bit from
the commonly used PID-controller structure as given in Eq. 4.3. The PID-controller as
shown in Figure 4.4, consists of two parts: a PDT1 elements with filters and an integrator.
The first part is limited to be an order of seven due to hardware requirement. It can be
written as
KPD = KP
s
ωn0
+ 1
s
ωd0
+ 1︸ ︷︷ ︸
PDT1
·
3∏
i=1
Fi, (4.4)
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with
ωn0 =
1
Tv + Td
and ωd0 =
1
Td
.
The three filters F1–F3 are second order filters (i.e. No. 4 in Table 4.2).
Furthermore, adding an integrator term to the part KPD gives the final PID-controller
structure
K = KPD +
KI
s
= PDT1 ·
3∏
i=1
Fi +
KI
s
, (4.5)
with
KI =
KP
Tn
= KP · 2π · 1.
It can be seen that the controller uses 15 parameters as it will be listed in Table 5.3.
For the parallel and tilting mode control, two PID-controllers with the same controller
structure as mentioned above are needed. The overall system considering x- and y-plane
motions requires four PID-controllers, i.e. two controllers (parallel and tilting mode) for
each plane. Therefore, the controller design of the AMB system I requires 30 parameters
to be carefully adjusted. The parameters of two controllers (parallel and tilting mode)
will be determined and optimized in the next chapter.
4.1.2 Controller Design for the AMB System II
The decentralized control configuration is selected for the controller design, i.e. each side
of the rotor requires an individual controller. For both sides (NDE and DE) two controllers
need to be designed.
For both sides, the same controller structure is used. Using the controller structure (re-
ferring to Eq. 4.3), the controller includes five filters: two second order filters (No. 4 in
Table 4.2), one all-pass filter (No. 3), and two low-pass filters of second order(No. 2).
It can be seen that 18 controller parameters are used to construct the controller, 14 from
the filters and four from the PIDT1-part. For both controllers total of 36 parameters shall
be determined and optimized. This will be detailed in the next chapter.
4.2 Design Criteria
In this section, criteria related to controller design for AMB-supported rotor system are
presented. The criteria are divided into two groups: frequency domain criteria and time
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doman criteria. The criteria are introduced from the point of view of control theory. These
criteria can be considered in the optimization as it will be shown in the next chapter.
4.2.1 Frequency Domain Criteria
Stability
For any control system, a basic requirement is that the controller shall ensure the stability
of the plant. A continuous system is defined as stable if all eigenvalues of the system lie
in the left half s-plane. Stability requirement can be considered in the optimization by
miniming the stability degree of the system. The stability degree is defined as the maximal
real part of the eigenvalues
F = max(ℜ(λi)), for i = 1 : n, n : number of the eigenvalues,
where ℜ represents the real part of an eigenvalue. It can be see that the stability of the
system is guaranteed, if F < 0. According to this definition it can be assumed that the
smaller the value of F is, the more stable the system is.
It should be noted that the stability criteria defined here differs from the stability margin
defined in the ISO standard ISO-14839 [ISO06], which considers the robustness of the
control design. The stability margin will be discussed in detail in the form of sensitivity
function in the following.
Damping
For a rotor system equiped with AMBs, an appropriate controller design shall provide
sufficient damping level for these eigenmodes within the speed range from zero to maximal
operation speed. This ensures that the machine can pass the resonance speeds during run-
up or shutdown process without any problem. This objective can be defined to maximize
the minimal damping ratio of the eigenvalues within a defined frequency region. Since
optimization is defined as minimization as is the case in this contribution, the inverse
minimal damping ratio can be defined as a fitness function
F =
1
min(ζi)
for i = 1 : k,
where ζi is the damping ratio of the i-th eigenvalue and k is the number of the eigenvalues
in the considered frequency region.
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Sensitivity Function
Sensitivity function S gives a measure of robustness of a control system. This can be
visualized with the help of a Nyquist plot (also called polar plot) as shown in Figure 4.5.
In the Nyquist plot, the smallest distance between the transfer function of the open loop
G0 and the critical point (-1, 0), Dmin, defines the stability margin of the corresponding
closed loop. The larger the distance Dmin, the more robust the system. The smallest
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Figure 4.5: Nyquist plot of a PT2-system with eigenfrequency f = 10 Hz and damping
ratio ζ = 0.2.
distance Dmin is defined by the smallest gain of the transfer function 1+G0. Alternatively,
it can be determined by calculating the upper bound value of the inverse of the transfer
function, i.e. the maximal singular value of the sensitivity function S,
F = max(σ(S)) with S =
1
1 +G0
.
A small value of the maximal singular value indicates that the system has a good ro-
bustness. According to ISO-14839 [ISO06], AMB systems can be categorized into four
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zones with respect to their sensitivity function values as shown in Table 4.3. Systems
with a small peak value of sensitivity function (zone A and B) are expected to have a
good robustness. As pointed out in [ISO06], the peak value of sensitivity functions for
newly commissioned machines should be located in zone A. Machines with peak values
of their sensitivity functions located in zone B are considered as acceptable for long-term
operation. An AMB system with a large peak value of sensitivity functions (e.g. in zone
C and D) is normally considered as unsatisfactory for long-term continuous operation.
Table 4.3: ISO-14839 Peak sensitivity at zone limits
Zone Peak sensitivity boundaries
A max(σ(S)) < 3
B 3 ≤ max(σ(S)) < 4
C 4 ≤ max(σ(S)) < 5
D 5 ≤ max(σ(S))
An AMB system is a MIMO system, the sensitivity value shall be considered for all
axes. The MIMO system is then considered as a Multi-SISO system. For example for the
decentralized control configuration (see Section 4.1), the maximal peak values of sensitivity
functions both AMBs at left- and right- side shall be considered, i.e.
F = max(σ(Sleft), σ(Sright)).
4.2.2 Time Domain Criteria
In time domain, the most used design objectives for control system include overshoot,
rise time, settling time, and error related cost functions, e.g., the Integrated Squared
Error (ISE), the Integrated Absolute Error (IAE), and the Integrated Time Absolute
Error (ITAE) [HLX98]. In this contribution, overshoot, settling time, and rise time are
taken into account in the optimization, since they can be easily calculated with the help
of a step response of the control system. Other objectives (e.g. ISE) can be chosen as
fitness functions in the optimization when nonlinear behavior of the control system shall
be considered, however, determining these values is expected to be very computationally
intensive. In the following, the definations of these terms used in this contribution will be
given.
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Figure 4.6: Step response of a PT2-system with eigenfrequency f = 10 Hz. The damping
ratio in plot (a) is set as ζ = 0.2.
Overshoot
As illustrated in Figure 4.6 (a), overshoot Aos is defined as the percentage difference
between the maximum peak value from a step response and the final steady-state value
[Oga10], i.e.
Aos =
ymax − y(∞)
y(∞) × 100%.
Overshoot gives an indication how well the system is damped. As shown in [Oga10], the
overshoot of a PT2-system is a function of the damping ratio. Figure 4.6 (b) illustrates
again the relation between overshoot and damping. A large value of overshoot indicates
that the system is poorly damped. A well-damped system behavior can be expected by
minimizing the overshoot.
Settling Time
Settling time ts defines the time required for a dynamic system to reach its final steady
state and stay within a predefined range (normally 2%) about the final steady-state value
[Oga10] as shown in Figure 4.6 (a). Settling time measures how fast the system passes its
transient response and reaches its steady state. It is related to the damping ratio [Oga10]
as can be seen in Figure 4.6 (b). Obviously, it is desirable for a control design that the
controller can regulate the controlled system to reach its steady state as fast as possible,
i.e. with a short settling time ts.
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Rise Time
Rise time tr defines the time required for a system to rise from 5% to 95% of its final
steady-state value [Oga10]. Rise time measures how fast the system react to the input
signal. A short rise time is desired for a control system. As shown in [Oga10], however,
the two objectives (minimization of rise time and overshoot of a system) conflict with each
other.

Chapter 5
Optimization of the Controller
Design for AMB System
In this chapter, various optimization algorithms are reviewed. Special attention is paid
to genetic algorithm since the optimization task in this work is performed by using a
multi-objective genetic algorithm. A hierarchical evaluation process for evaluating fitness
functions is illustrated that it intends to accelerate the optimization process. In order
to overcome difficulties from optimization, e.g. optimization with too many decision pa-
rameters, sensitivity-based parameter reduction is introduced into optimization. Finally,
the optimization results for the two AMB systems are discussed. It should be noted that
the material about optimization strategy, optimization ressults, and simulation results has
been partially published in author’s previous publications [WS12a,WGS13,WS15].
5.1 Introduction to Optimization
5.1.1 Definations
Mathematically, optimization can be defined by
minimize/maximize y = f(x) = [F1(x), F2(x), ..., Fl(x)]
T ,
subject to g = [g1(x), g2(x), ..., gm(x)]
T ≤ 0,
where x = [x1, x2, ..., xn]
T ∈ X, and
y = [y1, y2, ..., yl]
T ∈ Y.
(5.1)
In an optimization, fitness functions (or objective functions) containing in the fitness vec-
tor y shall be minimized or maximized with design parameters (or decision variables) x
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in a search space (or decision space) X, which is subject to the constraint functions con-
taining in the constraint vector g. In this work, without loss of generality, optimization
is asummed to be minimization of fitness function(s) unless specified otherwise. Max-
imization problems can be converted to minimization problems, for example by simply
multiplying their original objective functions by −1.
Feasible region (or feasible set) of an optimization problem corresponds to the search space
in which all constraints g(x) are satisfied, i.e.
Xf = {x ∈ X | g(x) ≤ 0}. (5.2)
Obviously, the optimization goal is to determine the global optimum for a single objective
optimization or the Pareto front for a multi-objective optimization problem within the
feasible region.
When there is only one fitness function to be optimized, this type of problem is called single
objective optimization problem, otherwise this is a multi-objective optimization problem.
Unlike single objective optimization, the result of a multi-objective optimization is a set
of optimal solutions, known as Pareto-optimal set or Pareto front. This set of solutions is
non-dominated by any other solutions. For multi-objective optimization, two important
definations are made as follows [Fon95]:
Definition 1 (Pareto dominance). A fitness vector u = [u1, u2, ..., un]
T is said to dominate
v = [v1, v2, ..., vn]
T if and only if at least one element ui from u is less than vi from v and
all other elemens from u are not larger than the ones from v, i.e.
∃i ∈ {1, ..., n} : ui < vi ∧ ∀i ∈ {1, ..., n} : ui ≤ vi.
Definition 2 (Pareto optimality). A solution xu (xu ∈ X) with its fitness vector u is said
to be Pareto-optimal if and only if it does not exist any solution xv (xv ∈ X) with fitness
vector v for which v dominates u.
The relation between solutions in terms of dominance can be visualized as illustrated in
Figure 5.1. It shows an optimization problem with the two objectives F1 and F2. Taking
the red-colored solution R in the middle of the plot as a reference point, it splits the
objective space into four quarters. According to the Definition 1, it can be seen that
the solution R dominates all solutions located in the peachpuff-colored quarter, since the
solution R is better than those solutions in the peachpuff-colored quarter at least in one
objective function while it is at least equally good relating to the other objective functions.
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On the other hand, the solution R is dominated by any solution in the darkgreen-colored
quarter, meanwihle those solutions located in the other two quarters are indifferent to the
solution R with consideration of the both objectives. Especially, when compared with those
green-marked points, no solution dominates them, in other words, those greed-marked
solution are non-dominated by any other solution. They are Pareto-optimal according
to Defination 2. All non-dominated solutions together construct the Pareto front (green
curve) as shown in Figure 5.1.
dominated non-dominated
Pareto Front
worse
indifferent
indifferent
better
F1
F2
Figure 5.1: Pareto front of an optimization problem with two objectives
Most multi-objective optimization algorithms are based on the concept of dominance as
illustrated in Figure 5.1. It is clear that multi-objective optimization has two goals [Deb01]:
• to determine the calculated Pareto front as close as possible to the real Pareto front
if it exists and
• to maintain the solutions on the calculated Pareto front as diverse as possible.
Traditional optimization methods can be also used to handle multi-objective optimization
problem by aggregating the multi-objectives into a single objective (i.e. a scalar function).
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The most popular aggregation methods [Fon95,Coe98] include the weighted sum approach
and the goal attainment method:
• Weighted sum approach formulates a single objective function Fsum with a weighted
sum of the original l-objectives, i.e.
Fsum =
l∑
i=1
wi · Fi,
where the predefined positive coefficient wi controls the weight (or importance) of
the i-th objective. Commonly, the objectives Fi are normalized and the weights are
selected so that
l∑
i=1
wi = 1.
• Goal attainment method introduces a scalar parameter γ and treats the objectives
as constraints. The goal is to minimized the scalar parameter γ, i.e.
min
γ∈R, x∈X
γ,
subject to
Fi(x)− wiγ ≤ F ∗i ,
where coefficients wi are the weights and parameters F
∗
i are the design goals associ-
ated with objectives.
When a multi-objective optimization problems are formulated in a single objective problem
by using traditional optimization methods, there are a large number of classic deterministic
and heuristic optimization methods (see next section) available for solving this single
objective problem. These classic methods, especially for deterministic methods, are usually
very compuationally efficient and they guarantee a convergence to an optimal solution.
However, some drawbacks have to be considered:
• Preference information shall be provided and introduced into optimization prob-
lems, for example, with the help of weighting method. How to choose weights for a
multi-objective optimization problem is in most cases user-dependent and therefore
subjective.
• Most classic optimization algorithms are gradient-based. It is wellknown that they
are not suitable for solving multi-modal optimization problems.
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• Traditional methods give only a single solution at each run. Therefore they need
several simulation runs, for example, by varying the weight coefficients for weighted
sum method to generate a Pareto front.
• Some traditional methods (e.g. weight sum method) fail to solve multi-objective
optimization problems with nonconvex objective spaces.
In the next section, various optimization algorithms will be given with particular focus on
heuristic algorithms.
5.1.2 Optimization Algorithms
Optimization plays a crucial role in various designs of technical systems. Different op-
timization algorithms are developed during last decades. Solving different optimization
problems need different algorthms, e.g. for minimizing or maximizing a single linear fitness
function (or objective function) with a set of linear constraints, linear programming (such
as simplex algorithm and interior point method) will be the best choice, however this type
of algorithms can not be used for solving nolinear optimization problem. No universal
algorithm exists, which is suitable for all types of optimization problems.
Optimization algorithms can be roughly divided into two types: classic and heuristic algo-
rithms [Deb01]. The classic algorithms can again be divided into gradient-based methods
and direct search methods. Gradient-based methods, such as Newton’s method, Quasi-
Newton Method (QNM), Gauss-Newton Algorithm (GNA), Levenberg-Marquardt Algo-
rithm (LMA), and Interior Point Method (IPM), use the gradient (the first and/or second
derivative of the fitness function) information to guide their search process, therefore these
methods are computationally efficient. However the limitation of these methods is that
the fitness function has to be continous and differentiable. In direct search methods, e.g.
pattern search, only the fitness function value is employed to guide their optimization,
thus they are computationally slower than those gradient-based methods.
Heuristic Algorithms
Heuristic algorithms are developed and received more and more attention for solving op-
timization problems, since they offer some features to overcome those difficulties arising
by using classic algorighms, e.g. for solving non-differential fitness function and multi-
modal/objective optimization. Heuristic algorithms are somehow between enumerated
search and random search [Fro¨97]. Enumerated search (also called exhaustive search) trys
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to find the best solution by evaluating all possible solutions in a predefined search space.
Although it always find the global optimum for a single objective optimization problem
or the real Pareto front for a multi-objective optimization problem, the computatonal
time tends to be unrealistic long for time-consuming evaluations. Random search takes
solutions ramdomly and keeps the best solution during search process. Informaton from
previous trials which can be used to accelerate the search process and find the global
optimum with more confidence, unfortunately, is not used to guide the search direction
in this method. Unlike these two methods, heuristic algorithms use some decision mech-
anisms to steer the optimization procedure and hopefully to reach the optimum. A large
class of heuristic algorithms are inspired by phyiscal phenomena or natural processes, i.e.
their decision mechanisms mimic some phyiscal phenomena or natural processes. In the
following some of these algorithms will be briefly introduced.
Simulated Annealing Simulated Annealing mimics the annealing process in metallurgy
and was proposed by Kirkpatrick et al. [KGV83] in 1983. It is observed in metallurgy that
forming a crystalline structure of a substance, e.g. growing a single crystal from a meld,
is done by annealing, i.e. first heating and melting the substance and then lowering the
temperature slowly enough, specially at the temperatures in the vincinity of the freezing
point. If this is done, the substance will reach a gobal lowest energy state also called as
ground state and form a crystalline solid. Otherwise the resulting crystal retains many
defects or even the substance will form a glass. Based on this observaton, the simulated
annealing algorithm is developed. In each iteration of this algorithm, a small random
change in position is assigned to each atom (indicating a solution of the optimization
problem). The resulting energy change ∆E is then calculated. If the energy change
∆E ≤ 0, this displacement is directly accepted. For the case ∆E > 0, the Boltzmann
distribution is evalutated
P (∆E) = e
−∆E
κT , (5.3)
where the parameter κ is known as Boltzmann constant. A random number Rsa uniformly
distributed in the interval [0 1] is chosen and compared with the Boltzmann distribution
P (∆E). If Rsa < P (∆E), this position change is also accepted. By introducing this
randomized acceptance criteria, it allows the solution candidates to escape from a local
minimum in order to reach a global minimum.
The main advantages of this algorithm can be summarized as follows:
• easy to implement,
• its global property, and
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• no gradient information required.
The disadvangtages are:
• large computational effort and
• inability to deal with multi-objective optimization problems.
Various applications of simulated annealing algorithm can be found in literature. Simu-
lated annealing algorithm was applied to culstering algorithms used in ad hoc networks
in [TTEL03]. Simulation results show that with the help of simulated annealing, Weighted
Clustering Algorithm (WCA) minimizes the number of clusterheads and improves its per-
formance. Osman et al. [OP89] apply simulated annealing for solving permutation flow-
shop problem to find a sequence of jobs so that the maximum completion time is mini-
mized. Compared with several other heuristic algorithms, simulated algorithm provides
better results in most cases. Gao and Tian [GT07] use an improved simulated annealing
algorithm combined with Powell algorithm to optimize the mobile robot path planning.
Simulation results indicate the efficiency of the proposed method. In [PFX12], an attitude
controller of spacecraft with flywheels supported by magnetic bearings is tuned by using
simulated annealing algorithm.
Ant Colony Optimization Ant Colony Optimization (ACO) is inspired by the behav-
ior of ants in searching food source and is proposed by Marco Dorigo et al. [DMC91] in the
early 1990s. The basic idee is based on the observation from the entomologist Pierre-Paul
Grasse´ [DBS06]. Grasse´ observed the mechanism how some species of termites in a colony
communicate with each other. Grasse´ called this type of communication mechanism as
“Stigmergy”. Stigmergy has the two following main characteristics:
• Indirect: Ants of a colony communicate with each other by using a chemical sub-
stance “pheromone” layed in the enviroment by them. In this manner ants indirectly
achieve exchanging information.
• Local: The information carried by pheromones is of cause local and it can be only
sensed by ants within a small distance near the trail, on which pheromones was layed
by other ants.
With the help of stigmergy, ants can achieve tasks such as building nests and searching
foods in a very efficient way.
In each iteration of ant colony optimization, the following tasks are performed [DBS06]:
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1. Construct ant solutions: each artificial ant from m ants in total constructs a feasible
solution from elements of a finite set of available solution components. To construct
this solution, an ant searchs and adds a feasible solution components to this solution
step by step until this solution is completed. At each step i the probability pij of
choosing the solution component j from the set of the remaining feasible solution
components to expand the current solution is guided by the stochastic mechanism
pkij =


ταij ·η
β
ij
∑
cil is feasible
τα
il
·ηβ
il
if cij is feasible,
0 if cij is infeasible,
(5.4)
where the parameters τ and η define the pheromone value and the heursitic infor-
mation. The parameters α and β give the importance of the pheromone and the
heuristic information. The upper index k indicates the k-th artifical ant.
2. Apply local search: The constructed solutions by the ants from last phase will be
further improved through a local search.
3. Updata pheromones: Based on the quality (fitness) of the constructed solutions, the
pheromone value for next iteration t+ 1 is updated for each solution component
τij(t+ 1) = (1− ρ)τij(t) +
m∑
k=1
∆τkij , (5.5)
with
∆τkij =
{
Qaco
Lk
if cij is visited by ant k,
0 otherweise,
(5.6)
where parameter ρ controls the evaporation rate of the pheromone and ρ ∈ (0 1].
The term Qaco
Lk
introduces the influence of the quality (fitness) of the corresponding
solution constructed by the ant k on the pheromone of this solution compoment.
Parameter Qaco is a constant and Lk denotes the cost of the solution, e.g. the total
distance of a tour in Travel Salesman Problem (TSP).
It can be seen that a pheromone trail (corresponding to a solution) will vanish after
several iterations due to evaporation if it corresponds to a poor fitness value. On the
other hand, the pheromone value of those trails with a good fitness value will increase.
In this manner the artificial ants will find a near optimal solution with an enough large
number of iterations. For more infomation about ant colony optimization, reader can reter
to [DBS06,DS03].
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Ant colony optimization was original proposed for solving combinatorial optimization
problem which belongs to the family of discrete optimization. A large number of optimiza-
tion problems can be formulated as combinatorial optimization problem and be efficiently
solved by employing ant colony optimization, such as routing problem [SS03, CCC11],
scheduling problem [DZC08, KMF09, CLWL08], assignment problem [DZC08, KMF09],
software testing [SS12], and fuzzy controller design [JLLW08]. A survey of application
of ant colony optimization in evolvable hardware is given in [DYZF12].
During the last several years, an amount of research has been performed to adapt ant
colony optimizatin for solving continous optimization problems [Soc08] and multi-objective
optimization problems [IMM01].
Particle Swarm Optimization Particle Swarm Optimization (PSO) and ant colony
optimization both belong to swarm intelligence methods. Particle swarm optimization
was original developed by J. Kennedy and R. Eberhart [KE95] in 1995 to simulate social
behavior. It is inspired by the social behavior of bird flocking and fish schooling. In
this algorithm, a set of solutions called as particles fly through the search space of the
optimization problem with randomized velocites. Before any termination criterion (e.g.
maximal running time, maximal iterations) is met, the positions and velocities of these
particles will be adjusted according to their own best position (solution) and the global
best position found by the entire population at each iteration, i.e.
xi,t = xi,t−1 + vi,t,
vi,t = vi,t−1 + c1ϕ1(pi − xi,t−1) + c2ϕ2(gpso − xi,t−1),
(5.7)
where vectors xi and vi denote the position and velocity of the i-th particle, respectively.
Vectors pi and gpso define the historical best position of the i-th particle and the global best
position found by the entire population, respectively. Parameters c1 and c2 are positive
numbers and typically they are set to 2, i.e. c1 = c2 = 2. Parameters ϕ1 and ϕ2 are two
random numbers with uniform distribution in the region of [0 1].
The main advantages of this algorithm are:
• easy to implement,
• very robust,
• its global property,
• utility of parallel computing, and
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• no gradient information required.
The disadvantages are the following:
• large computational effort and
• demand on being tuned for different optimization problems.
Several works [BW04, FWX12,Ang98, dNv11] have been performed to compare the two
types of optimization algorithm: particle swarm optimization and evolutaionary algo-
rithms. The main result from their comparison can be summarized: Particle swarm opti-
mization has been found to be more effective in terms of convergence than evolutionary
algorithms. On the other side, although evolutionary algorithms converge slower to optima
than particle swarm optimization does, however it is pointed out in [BW04,FWX12] that
they usually obtain a better optimization result than particle swarm optimization does,
especially for large number of iterations.
Because of the advantages as mentioned above, particle swarm optimization is applied
on solving diverse optimization problems. A literature research [Pol08] is performed by
R. Poli. In [Pol08] around 700 papers are counted from over 1100 publications relat-
ing to particle swarm optimization found in the IEEE Xplore database until 2007. The
most addressed application areas include: Image and video analysis applications (around
7.6% of all application papers), design and restructuring of electricity networks and load
dispatching (7.1%), control applications (7.0%), applications in electronics and electro-
magnetics (5.8%), antenna design (5.8%), power generation, and power systems (5.8%).
Numbers of applications of particle swarm optimization to power systems are presented
in [dVM+08, YCZ07]. In [dVM+08] diverse variants of particle swarm optimization are
summarized. Successful application to antenna design can be found in [RSJ07].
Evolutionary Algorithms Evolutionary algorithms (also called evolutionary computa-
tion) are widely used in solving optimization problems. It includes a class of optimization
methods which are inspired by natural evolution and based on the principle of natural
selection [Dar59]. There are four algorithms belonging to this class: Genetic algorithm,
evolution strategy, genetic programming, and evolutionary programming.
Genetic algorithm is the one of the most known heuristic optimization algorithm. It was
introduced by R. H. Holland [Hol75] in 1975. In this algorithm, solutions are coded by
using chromosome and manipulated with three genetic operators: Selection, crossover, and
mutation. Solutions are compared with each other based on their qualities, i.e. fitnesses.
Those solutions with a high fitness value have a large chance to survive in the selection
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phase and keep as parents to create children by using crossover and mutation. In this
manner, the fitness value of the population can be improved through generations. In the
next section the detailed optimization mechanism of genetic algorithm will be given.
Evolution strategy was developed by Rechenberg [Rec71] and Schwefel [Sch75] in the mid
1960s. Analogous to genetic algorithm, evolution strategy is also a population-based op-
timization algorithm using the three operators to improve the fitnesses of solutions. The
main difference between both algorithms lies in the selection strategy. In evolution strat-
egy, the so called (µ, λ)-, (µ+λ)-, and (µ +, λ)-selection strategies [BS02] are commonly
used. The mainly used selection algorithms in genetic algorithm are roulette wheel selec-
tion, rank selection, tournament selection, etc. Moreover, an adaption mechanism is used
to adjust the step size of the mutation, although this kind of mutation adaption is later
also introduced in genetic algorithm.
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Figure 5.2: A tree structure representing a control strategy, 3v + 3θ + 3ω + vθ2 > vω2,
for broom balancing problem [Koz90]
Genetic programming is invented by J.R. Koza [Koz92] in 1992. It was proposed to evolve
computer programs. Unlike other evolutionary algorithms, genetic programming uses a
tree-like structure to represent a solution (i.e. a program). For instance as shown in Figure
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5.2, a control strategy
3v + 3θ + 3ω + vθ2 > vω2,
is expressed in form of a tree structure, which is evaluated as +1 if this boolean expression
(control strategy) is true and −1 for false. The corresponding programs are evaluated
based on the efficiency in solving a problem. A fitness value is then assigned to each
solution. Based on their fitness values, the solutions representing different programs are
selected and the corresponding structures of these programs are modified by means of
crossover and mutation.
Evolutionary programming is developed by L.J. Fogel [FOW66] in 1966. Evolutionary
programming is quite similar to evolution strategy [BRS93]. They all work in phenotype
space (i.e. real-valued search points). They all use a normally distributed randomized
and self-adaptable mutation mechanism. However, evolutionary programming employs
mutation as a search operator. The fitness values of evolutionary programming are scaled
to positive values. Moreover, the selection schema is a tournament selection strategy.
Because of the advantages, e.g., robustness and flexibilty in solving diverse optimization
problems, easy to implement, global property, etc., evoluationary algorithms are becoming
popular and attracting the attention of practitioners on solving optimizaiton problems.
Addtionally, the ability of solving multi-objective optimization problems is an another
important reason that makes evolutionary algorithms preferable to other optimization
algorithms. During the last three decades, various MOEAs have been developed and suc-
cessfully applied to numbers of optimization problems. Most of them are based on genetic
algorithms. The first study on MOEA was performed by Schaffer [Sch85] in the mid 1980s.
Schaffer developed the Vector Evaluated Genetic Algorithm (VEGA). The weighting-based
genetic algorithm (HLGA) was developed by Hajela and Lin [HL92] in 1992. Fonseca and
Flemming’s Multi-objective Genetic Alogrithm (FFGA) [FF93] appeared in 1993. Horn,
Nafpliotis, and Goldberg [HN93,HNG94] invented the Niched Pareto Genetic Algorithm
(NPGA) in 1993. In 1994, Srinivas and Deb introduced the Nondominated Sorting Ge-
netic Algorithm (NSGA) in [SD94]. Later on, K. Deb et al. improved the NSGA and
developed the NSGA-II [DPAM02]. Due to its efficiency, NSGA-II is becoming the most
popular optimization algorithm over other MOEAs. The Strength Pareto Evolutionary
Algorithm (SPEA) was proposed by Zitzler and Thiele [ZT98, Zit99] in 1998. Q. Zhang
and H. Li [ZL07] introduced a decomposition-based algorithm named as MOEA/D in
2007. For the detailed information about MOEAs, the interested reader can refer to the
works [Deb01,Coe98,Coe06,FF95,TKK96,KCS06]. Additionally, a repository of MOEA
references is maintained by Carlos A. Coello Coello. Over 8000 references in total are
collected, including journal and conference papers, Ph.D. theses, books, etc. Statistics
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shows that the interest in the area of MOEAs grows rapidly in the last two decades, as
illustrated in Figure 5.3.
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Figure 5.3: Distribution of the references about MOEAs by year1
Evolutionary algorithms are used in a wide variety of application domains. A survey
of application in economics and finance is done by [PJC13]. In [PJC13] it focuses on
the application of MOEAs to portfolio optimization problem and the other financial and
economics optimization problems such as financial time series, stock ranking, risk-return
analysis, financial and trading decision-support tools, and economic modeling. The ap-
plication of MOEAs in power system optimization problems is summarized in [PSL10].
In [Bak01], genetic algorithm is used to remove overloads and voltage problems in electric
power systems. A survey of application of evolutionary algorithm in evolvable hardware
is given in [LH06]. The examples contain evolvable hardware consist of FPGA hardware
evolution, evolution of analog circuits and optics, evolved robots, evolved Sony AIBO
1Statistics of the evolutionary multi-objective optimization repository (by August 5th, 2013):
http://delta.cs.cinvestav.mx/
˜
ccoello/EMOO/EMOOstatistics.html
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Gait, evolution of physical forms, and evolved antenna designs. Yuhui Shi gives a sur-
vey [Shi99] of fuzzy system design using evolutionary algorithms in 1999. Surveys of
evolutionary algorithms for clusering and decision tree induction are given by E.R. et
al. [HCFd09] in 2009 and R.C. Barros et al. [BBdF12] in 2012, respectively. Application
in scheduling problems is studied in [SI96, HL10, TNA99]. Furthermore, application in
control engineering can be found in a number of literature references. Different types of
controller including PID-control [LJS03,CCZ09], robust control [MCGFO06,Fon95,CC98],
and LQG-control [MG00], are designed and tuned by using evolutionary alogrithms. Ad-
dtionally, evlutionary algorithms are used to tune not only the parameters but also the
structure of a controller in [KKY+00, CMN+04, FW06]. A survey on evolutionary algo-
rithms in control engineering is given by P.J. Fleming and R.C. Purshouse [FP02] in 2002.
Furthermore, controller design using evolutionary algorithms for magnetic bearing systems
is reported in [SGGF01,Bak87].
5.1.3 Genetic Algorithm
Genetic algorithm is a population-based heuristic optimization algorithm inspired by na-
ture evolution and based on the principal of natural selection (i.e. “survival of the
fittest”) [Dar59]. The concept of genetic algorithm was first introduced by J. Holland
from University of Michigan in 1970s.
The algorithm can be illustrated with the help of the flowchart as shown in Figure 5.4.
Before the evolution begins, a population of individuals is initialized. The individuals
are randomized generated within the predefined search space as well as by satisfying the
constraints. The number of individuals is called as population size, which is an important
parameter of this algorithm. This population is known as initial population.
After initialization, the members of the initial population will be evalutated based on the
used-defined objective function. Each individual is assigned a fitness value according to
its quality or cost. The simplest way for fitness assignment is directly taking the objective
function values of individuals as their fitness values for a maximization problem. Two other
fitness assignment methods are commonly used, namely scaling and ranking [Fon95]:
• Scaling: Raw fitness is defined as a function of the objective function value and then
the raw fitness is linearly scaled to give the fitness values of each individuals of the
population.
• Ranking: The individuals are sorted base on their cost or objective function values.
According to their ranks, fitness values are then assigned to the individues.
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Once fitness assignment is completed, the next step is to check the termination criteria.
If any termination criteria is fulfilled, the algorithm stops. Otherwise the individials
will continue to create new generations and evolve. Typical termination criteria indclude
maximal generation number, maximal running time, fitness value limit, and a certain time
or number of generations within which no change appears in fitness value.
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Figure 5.4: Flowchart of genetic algorithm
To generate a new population, a certain number of individuals are selected as parents
in mating pool. Basically, those indiviuals with good fitness shall have more chance to
survive in next generation and be chosen as parents. However a few indiviudes with a
low fitness value may be luckily selected in mating pool. Different selection strategies are
developed. Roulette wheel selection [Gol89], stochastic universal sampling [Bak87], and
tournament selection [Han94] are commonly used.
As illustrated in Figure 5.5, eight parents will be selected from six individuals (A–F) in
total. The size of each slot on the roulette wheel indicates the probability of the corre-
sponding individual, e.g. individual A has a probability of 35% which is directly related
to its normalized fitness value. For roulette selection, the eight parents are sequentially
selected by 8x repeatedly spinning the single pointer on the roulette wheel as shown in
Figure 5.5 (a). Obviously the individuals (A, F, and C) have more change being selected.
The individuals with low fitness (i.e. B and E) will most likely be eliminated by the se-
lection, thus the fittest one will possibly dominate all the others over time. It leads to
an undesirable phenomenon known as genetic drift (i.e. the population tends to evolve
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towards a small region). Genetic drift causes loss of diversity and in this case genetic
algorithm behaves as a local optimization algorithm.
A: 35%
B: 5%
C: 20%
D: 10%
E: 5%
F: 25%
N = 8
8X
(a) Roulette selection
A: 35%
B: 5%
C: 20%
D: 10%
E: 5%
F: 25%
N = 8
1X
(b) Stochastic universal sampling
Figure 5.5: Selection strategies of genetic algorithm
Unlike roulette selection, stochastic universal sampling uses multiple pointers for selection
instead of a single pointer. The number of pointers corresponds to the number of indi-
viduals to be selected and they equally partition the roulette wheel as shown in Figure
5.5 (b). The selection of the eight parents can be thus achieved by a single spinning of
the multiple pointers over the roulette wheel. Obviously, stochastic universal sampling is
equivalent to roulette selection in case there is only one single individual to be selected.
However in case of selection of multi-individuals, this selection method is undoubtedly
superior to the roulette selection method in terms of spread, i.e., it achieves a zero bias
(the absolute difference between the actual sampling probability of an individual and the
expected value of it) and minimum spread [Bak87].
Tournament selection involves performing N tournaments when N individuals shall be
selected. In each tournament, a certain number of individuals (typically two individuals)
are randomly chosen and compared with each other. Simply the winner (with the best
fitness) in a tournament will be selected as parent in mating pool. A shortcoming of this
selection method is that it does not guarantee any particular individual, not even the one
with the best fitness, to be actually selected.
When all parents in mating pool are determined by selection, genetic algorithm starts to
modify the parents and create new ones known as children or offsprings by using the two
genetic operators: Crossover and muation.
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Unlike evolution strategy and evolutionary programming, in which the most important
operator is mutation, crossover (or recombination) is the most important operator in
genetic algorithm. With the help of crossover, genetic algorithm achieves an exploitation
of the existing building blocks of the chromosomes from the parents by recombination of
these building blocks. It tends to find the superior area from the search space [FP02]. Note
that no new building blocks will be introduced with crossover operator, this is namely a
task of mutation.
Parent 1
Parent 2 Child 1
Child 1
Child 2
Child 2
One point Xover
Two points Xover
Figure 5.6: Crossover methods of genetic algorithm
Crossover is used to generate two children by recombination of a pair of parents. The
classic crossover methods are one point crossover and two points crossover. For one point
crossover, a point on the chromosomes of the two parents is ramdomly selected. Swapping
the part of strings from the both parents behind this point yields the two offsprings as
shown in Figure 5.6. Analogously, two points crossover randomly chooses two points on
the chromosomes and exchanges the strings between the two points of the two parents to
form the two children as illustrated in Figure 5.6. In fact, most of children are generated
by using crossover operator and therefore a large probability of crossover is used in genetic
algorithms, commonly the crossover probability pc ∈ [0.6 0.9].
Parent
Child
Child
One point mutation
n-points mutation
Figure 5.7: Mutation methods of genetic algorithm
Mutation is another important operator in genetic algorithms. It allows the optimizer
to explore new areas of the search space so that the optimizer can escape from a local
68 Chapter 5. Optimization of the Controller Design for AMB System
optimum with the help of the mutation operator. This introduces the global property in
genetic algorithms.
Mutation chooses one point or n-points on the chromosome of one parent, ramdomly or
with a given distribution probability. The corresponding strings are then alterd as shown
in Figure 5.7, e.g., by performing a bit flip for a binary string representation. In fact,
only a small number of individuals are selected to mutate and usually a small mutation
probability is used, commonly mutation probability pm ∈ [0.02 0.05].
The original genetic algorithm works on the genotypic chromosomes. An individual’s
genotype is an encoded representation of its original real-valued decision parameters (i.e.
phenotype). Before crossover and mutation being performed, all individuals shall be firstly
encoded in the genotype, typically in form of bit strings. After a new generation being
created, the individuals will be then decoded in their phenotype for evalutation of objective
functions. Real-valued genetic algorithms are later developed and become popular, in
which no encoding and decoding of decision parameters are needed. Correspondingly,
many real-valued crossover and mutation techniques are developed, e.g. Simulated Binary
Crossover (SBX), Simplex Crossover (SPX), non-uniform mutation, uniform mutation,
gaussian mutation, etc.
5.2 Optimization Strategy
In the last section, various optimization algorithms are introduced. Especially, genetic
algorithm is given in detail.
In this contribution, the multi-objective optimization task of the controller design for the
AMB systems is performed by using NSGA-II, which is available in several commercial
software packages.
Although genetic algorithms are robust and can be applied in a wide variety of opti-
mization problems, their parameters, such as population size, crossover probability, and
mutation probability, have to be tuned carefully for different optimization problems. These
parameters are often connected.
Deb [Deb01] discusses the significance of the population size used in genetic algorithms
with the help of a schema representation. A schema is defined as a set of individuals with
the same strings in certain string positions. For example, a schema H = [1 ∗ 0 ∗ ∗ 1 ∗]
represents a set of individuals that have the same strings 1, 0, and 1 at the string position
1, 3, and 6, respectively. The order of a schema defines the number of string positions with
the same strings. Clearly, the schema H has an order of three. A schema can be viewed as
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a certain region in the search space. Higher order schemas have a narrower representing
region. Deb uses a bimodal optimization (maximization) problem to illustrate the necessity
of using a large population size to find the global maximum located at the top of a narrow
peak. To locate the maximum point at the top of a narrow peak, the order of the schema
should be high enough to represent these narrow regions. The population size is related
directly to the order n of these schemata
Npopsize = 2
n · ǫ,
and the parameter ǫ denotes the number of individuals needed to represent a region sta-
tistically. Higher order schemata have larger population sizes.
Obtaining a balance between exploration and exploitation in the optimization process
is another important issue [Deb01]. In genetic algorithms, exploration is controlled by
crossover and mutation operators, while the selection operator is responsible for exploita-
tion. Using too large a selection pressure leads to a loss in diversity in the population and
causes premature termination of the optimization process. However, genetic algorithms
behave like a random search algorithm when too small a selection pressure is chosen.
The above discussion shall be carefully considered in setting the genetic algorithm param-
eters. These parameters have to be tuned for different optimization problems, i.e., a set
of genetic algorithm parameters, which works “well” on most optimization problems, does
not exist.
The complexity of the optimization problem may also challenge genetic algorithms. De-
spite careful consideration, while setting of optimization parameters, genetic algorithms
may fail to solve optimization problems because of the high degree of complexity of the
problem. Here, a high degree of complexity is described by the properties including the
following aspects:
• Objective function of the optimization problem is multi-modal. Multimodality
means that a number of local optima exist besides the global optimum.
• Feasible region of the problem is discrete and even random (point-wise) distributed.
• Objective function (or objective space) is non-continuous, non-differentiable, and
noisy.
• For multi-objective optimization, different relations between objective functions exist
and these relations can even vary within the search domain [PF07].
• The optimization problem belongs to the Non-deterministic Polynomial-time (NP)-
complete class.
70 Chapter 5. Optimization of the Controller Design for AMB System
• The number of objectives to be optimized is high.
The above aspects often lead to crucial problems in optimization, such as the premature
convergence to a sub-optimal solution region, loss of diversity, and even failure to solve
the optimization problems [Wei09].
With respect to the optimization problem for the controller design of the AMB system,
the main difficulty results from the basic requirement on stability. Defining feasible sta-
bility regions for the closed-loop AMB system including the aforementioned number of
design parameters and requirements leads to randomly distributed, sparse regions within
the search space. If the stable region is known in advance, it is preferable to solve the
optimization problem directly close to the known solution region. However, determining
the stable region of a fixed order controller design (e.g. PID-like controller with fixed
structure) is like determining a stable polynomial or matrix in an affine family, which is
an NP-hard problem [Pet08,BT00]. In the special case, only two controller parameters
are selected as optimization parameters and the D-decomposition method can be used to
define their stable region. Considering a linear system with a characteristic polynomial
p(s,k), the stability boundary is defined by
p(jω,k) = 0, −∞ < ω < +∞,
where the parameter vector k (k = [k1, k2, ...]
T ) contains all unknown parameters (e.g.
controller parameters). Evaluating Eq. 5.2 gives two equations, i.e.,
ℜ(p) = 0, and
ℑ(p) = 0.
The two equations can be solved if the vector k contains two parameters. The solution
curves k(ω) split the parameter domain into several root invariant regions, within which
the number of stable and unstable roots is constant. The stable region can be determined
from the region with no unstable roots. It is possible that more than one stable region
exists in the parameter domain. This is the basic idea of D-decomposition [GP06].
Known controller design approaches allow for the design of more than two parameters,
even for the classic PID-controller that contains three parameters: KP, Tn, and Tv for the
proportional, integral, and derivative parts of the parameters, respectively. Parameter re-
duction is introduced to ease the optimization due to randomly distributed feasible regions
resulting from the stability requirement of the control system with a large number of con-
troller parameters. The main advantages of the parameter reduction can be summarized
as follows:
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• Reducing the number of optimization parameters reduces the complexity of the op-
timization problem.
• The continuity of the feasible regions can be improved. Although the problem with
the randomly distributed feasible region cannot be removed completely, most feasible
candidates will gather together in some regions of the search area.
• The optimization process is accelerated. Some time is taken for genetic algorithms to
evaluate sufficiently large number of possible combinations of optimization param-
eters (i.e., candidates) to gain the heuristic information guiding the optimization
direction. The number of combinations is related directly to the number of opti-
mization parameters. Reducing the number of optimization parameters will there-
fore reduce the necessary number of candidates to be evaluated. This accelerates
the optimization process.
In Figure 5.8, an example of the controller design with a different number of tuning pa-
rameters for AMB system II is shown. The controller design (including two controllers,
one for the DE side and the other for the NDE side), contains 36 controller tuning param-
eters in total. In Figure 5.8, the feasible region for cases with 36 parameters (5.8a), ten
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Figure 5.8: Feasible region with different number of tuning parameters [WS15]
parameters (5.8b), and two parameters (5.8c) is illustrated. For each case, a total of 1000
candidates is generated. They are uniformly distributed with a maximal 10% deviation
from an initial solution X0. The feasible ones (i.e., the stable candidates) out of the 1000
candidates are marked by red circles. For the case with two parameters (see Figure 5.8c),
the parameters Fn (the zero frequency of a second-order lead-lag filter of the controller
from the NDE side) and Dn (the corresponding damping ratio of the zero) are selected as
tuning parameters while the other parameters remain constant as the initial solution X0.
For the case with ten parameters (see Figure 5.8b), ten controller parameters including
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the two parameters Fn and Dn are selected as tuning parameters. For the case with 36
parameters (see Figure 5.8a), all the 36 controller parameters are considered to be tuning
parameters. By comparing the three cases, it can be stated that the feasible candidates
will accumulate in certain regions when the number of tuning parameters is reduced. For
case a, the feasible candidates are randomly distributed on the Dn-Fn plane. However as
described by D-decomposition theory, for case c, the feasible candidates are clearly sep-
arated from the infeasible ones and the feasible region can therefore be determined, i.e.,
the region encircled with green lines as shown in Figure 5.8c. This example shows that
reducing the number of optimization parameters can improve the continuity of the feasible
region of an optimization problem for controller design.
As a next procedural step, it needs to be determined which parameters should be chosen
as design parameters. Intuitively, the parameters that influence the fitness function values
significantly, should be selected as optimization parameters. With this assumption, the
sensitivity-based parameter reduction strategy is introduced and discussed in the following
subsection.
5.2.1 Sensitivity-Based Parameter Reduction for Optimization
Many systems cannot be modeled directly based on an understanding of the working
principle or theory behind the systems. Attempts are therefore made to build an em-
pirical model (also called a regression model) in a statistical sense, based on observed
data [Mon09]. This procedure is known as regression. When a number of parameters or
factors is involved in regression, it is unrealistic to explore all parameter combinations,
since each experiment or simulation (corresponding to a parameter combination) can be
time-consuming. Sensitivity analysis is therefore introduced to reduce the number of vari-
ables required for building a regression model. In [WM09], sensitivity analysis is applied
successfully to reduce the number of variables in meta-modeling.
Sensitivity analysis determines the strength of the linear relation between any two vari-
ables. For the multivariable case, the elements in the correlation matrix are defined as
Rcorr(i, j) =
cov(xi, xj)
σ(xi)σ(xj)
=
cov(xi, xj)√
cov(xi, xi)cov(xj , xj)
, (5.8)
with
−1 ≤ Rcorr(i, j) ≤ +1,
here σ(xi) denotes the standard deviation of the i-th parameter and cov(xi, xj) denotes
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the covariance between the i-th and j-th parameter
cov(xi, xj) = E[(xi − µi)(xj − µj)],
with E as expected value and µ as mean value.
A positive value of the correlation coefficient Rcorr(i, j) indicates that both variables are
positively linearly correlated, while a negative value means that a negative correlation
exists between them.
The idea to reduce the number of regression variables is applied to the optimization prob-
lems. As mentioned previously, it is desirable to neglect some of the tuning parameters
in the optimization process if they do not influence the optimization result significantly.
Only those with a strong influence on the fitness functions are chosen as optimization
parameters. The sensitivity analysis is introduced to determine the strength of the rela-
tionship between the design parameters (i.e., controller parameters) and the parameters of
the objective functions. Using a sensitivity analysis, the design parameters can be ranked
based on the strength of their influence on the result of the objective functions. The
design parameters with the strongest influence are selected for the optimization, while
the remaining design parameters are considered to be constant during the optimization
process.
The selection of parameters is intuitive for the case where only one objective is consid-
ered. For multi-objective cases, the Goldberg’s ranking technique [Gol89], which is used
extensively to rank the individuals in one population for Pareto-based multi-objective evo-
lutionary algorithms, is used. In this method, the non-dominated individuals (front 1) of
the current population are assigned as rank 1, and the individuals on the next front are
assigned as rank 2, and so on. To select the design parameters, the design parameters
are ranked based on the sensitivity analysis, then the parameters on the first front are
recommended to be selected for further optimization.
To perform the sensitivity analysis, data have to be collected by finite attempts (or more
formally called experiments in statistics). Here, the Design of Experiment (DoE) plays a
crucial role. Several DoE methods are known. The most widely used DoE is the 2k (k:
number of the variables) factorial design. In this approach, each variable (or factor) is
investigated only at two levels. These two levels can be quantitative (e.g. two values of
pressure) or qualitative (e.g. with and without optimization). This approach works well
only if several design variables are investigated. However, it can become unrealistic if the
number of variables increases, e.g. if 30 variables are considered, an unrealistic 1.0737e9
(= 230) experiments are required. To avoid this situation, the randomized method is
performed, in which the selected values of each variable are distributed uniformly between
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upper and lower bounds.
5.2.2 Results of Sensitivity-Based Parameter Reduction
In the following, two cases are studied illustrating the result of the sensitivity analysis
applying on the considered optimization problems of the controller design for AMB system
II as given in Chapter 4: single and multi-objective optimization.
Case a: Single Objective
For the sensivity analysis 1e5 controller candidates of the AMB system introduced in
Section 3.5.2 are generated randomly in a local search space. The local search space is
defined based on an initial solution X0. The candidate is distributed uniformaly with a
20% maximal deviation from the solution X0. There are 11363 candidates selected for
the sensitivity analysis, which result in a stable closed-loop. As an example, the maximal
singular value of the sensitivity functions of both sides (DE: Sde and NDE: Snde)
σmax(S) = max{σ(Sde), σ(Snde)}
is taken as an objective function to be considered.
In Figure 5.9 the results of the applied sensitivity analysis (i.e. correlation matrix) are
illustrated using a colored map. The left plot shows the correlation between variables
including controller parameters (No. 1–36) and the objective function parameter σmax(S)
(No. 37). The correlation matrix is symmetric and its upper triangular part respresents
the same information as its lower triangular part. The correlation coefficient between a
variable and its self is always equal to 1, therefore the main diagonal elements of the
correlation matrix are equal to 1 (i.e. dark-red colored blocks). It can be seen that some
of controller parameters are strongly correlated as indicated by the yellow- or dark-blue-
colored blocks, e.g. controller parameter pairs No. 5 – 7 and No. 33 – 35. The correlation
between controller parameters and the objective function (as shown in the last row or the
last column of the correlation matrix) is of interest for the optimization, since it shows the
strength of the influence of these controller parameters on the objective function. This
result is highlighted in the right plot. The first five controller parameters (5, 19, 9, 7,
17) with the strongest influence on the objective function are also marked. It should be
noted that the absolute value of the correlation coefficients |Rcorr(i, j)| are used to sort
the controller parameters.
The parameters with the strongest influence can easily be determined based on the sensi-
tivity analysis and selected for further optimization. Since this is a single-objective opti-
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Table 5.1: Optimization results
Selected
parameters
Pattern search Simulated annealing
σmax(S) Time [min] σmax(S) Time [min]
1, 20 3.2712 9 3.2496 165
3.2496 165
9, 19 2.93 6 2.9008 165
Randomly 2.9006 165
selected 3, 8, 15, 2.264 42 2.2639 165
24, 31 2.2585 165
1, 13, 19, 2.1625 43 2.2126 141
23, 33 2.2022 141
With all
parameters
1–36 2.069 416 2.0949 707
2.1254 708
Acc. to
sensitivity
analysis
5, 19 2.7674 10 2.28 165
2.285 165
5, 19, 9, 2.0596 50 2.0627 166
7, 17 2.0392 166
mization problem, instead of using genetic algorithm, two other optimization algorithms
are selected for optimization: Pattern search and simulated annealing. The optimization
is carried out in the local search space around the initial solution X0 mentioned above.
The only objective function is to minimize the maximal singular value σmax(S). The
maximal singular value obtained from the initial solution X0 is about 60. Due to the
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randomized characteristic of simulated annealing algorithm, two runs are performed for
each case. Parameter reduction is considered in two cases: with two and five parameters.
In order to show the efficiency of sensitivity-based parameter reduction, optimization is
also performed with randomly selected parameters. For the cases with randomly selected
parameters, each case is repeated with different selected parameters, e.g. for optimization
with two randomly selected parameters, the optimization is performed in two subcases: a)
with parameters No. 1 and 20; b) with parameters No. 9 and 19. Meanwhile, optimiza-
tion is also performed for the case with all 36 controller parameters. The optimization
results are presented in Table 5.1. The optimization result with sensitivity-based selected
parameters is clearly superior to the one with randomly selected parameters. Comparing
the two optimization algorithms, pattern search is more efficient that simulated annealing,
since they give solutions with more or less the same quality while pattern search needs
obviously less computational time than the one simulated annealing needed. It should be
mentioned that the optimization process for pattern search is terminated by reaching its
predefined tolerance of mesh-size, while for simulated annealing is by reaching its max-
imal optimization time. For the optimzation with all 36 parameters, a larger maximal
optimization time is assigned. Theoretically, it should provide the best results. However,
it can be seen that the results obtained with the five controller parameters (5, 19, 9, 7,
17) are even better (smaller max. singular value σmax(S) and shorter computing time)
than that with all 36 controller parameters. It should be noted that the optimization with
all controller parameters shall give the best result by increasing e.g., the time limit and
decreasing the mesh size.
From the optimization results given in Table 5.1, it can be seen that the optimization
process is accelerated in case of parameter reduction. Moreover, with sensitivity-based
parameter selection, it gives a better result than those optimization result with randomly
selected parameters.
The result presented above is for the optimization case with a single objective. In the
following, the result for the more common case, namely mult-objective optimization, is
discussed.
Case b: Multi-Objective
For the multi-objective case, sensitivity analysis is carried out based on the data of 5473
feasible (stable) candidates from the 5e4 randomized generated candidates around the
initial solution X0. The AMB system and controllers are identical to the case with single
objective. However, the number of objectives is increased to four:
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1. The maximal singular value of the sensitivity function σmax(S) should be minimized.
2. The maximal real part of the eigenvalue of the closed loop, which is related to the
degree of stability of the closed loop, should be minimized.
3. The damping of the eigenvalues from 0 to 140 Hz, in which the two rigid modes and
the first bending mode of the rotor system are located, should be maximized.
4. The damping of the eigenvalues from 140 to 1000 Hz should be maximized.
It should be noted that the optimization is defined to minimize the objective functions.
Therefore, objectives 3 and 4 are reformulated in order to minimize the corresponding
inverse damping.
The result of the sensitivity analysis is shown in Figure 5.10. Based on the correlation
matrix as shown in the left plot and with the help of the color map (here the absolute
values of the correlation coefficients are shown on the color map), the controller parameters
that have a strong influence on one objective, can be chosen easily, e.g. parameter 1 for
objective 3. However, those parameters that have a medium influence on all objectives,
will also be considered in the optimization. These parameters can be determined using
Goldberg’s ranking method. As an example, the ranking result is illustrated in the right
plot (objective 1 versus 4). The parameters are ranked resulting in three fronts. For the
optimization, it is recommended that the parameters for front 1 (e.g., the blue asterisks
in the right plot) be considered.
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To show the efficiency of the parameter selection method, simulations are performed for
the following four cases:
Case 1: All design parameters (36 in total) are considered in the optimization.
Case 2: The parameters on the first front (12 in total) are selected for the optimization.
Case 3: The parameters on the second front (14 in total) are used in the optimization.
Case 4: The parameters on the third front (nine in total) are considered for the opti-
mization.
All 36 parameters are ranked with four fronts. Here, only one parameter (controller
parameter number 20) is located on the fourth front. This parameter will not be considered
and the fourth front is therefore not shown in the right plot in Figure 5.10. For each case,
the optimization is performed several times. A typical evolution of the best fitness values
(for the first 100 generations) is shown in Figure 5.11.
Based on the results shown in Figure 5.11, the following conclusions can be made:
• Theoretically, optimization using all parameters should give the best result. Because
of the limitation of the optimization routine used (genetic algorithm), this is not
always true, as shown in Figure 5.11. The optimization with parameters on front
1 (case 2) for objectives 1 and 3 (see upper-left and lower-left plot) gives a better
result than that with all parameters (case 1).
• The result of the optimization for case 2 (with parameters on front 1) is superior
to that for cases 3 (on front 2) and 4 (on front 3) and approaches that for case 1
(with all 36 parameters). This can be expected when using the ranking technique.
However the result for case 3 is inferior to that for case 4. This may result from
the random nature of the optimization routine (MOGA) and the sensitivity analysis
(randomized method for DoE).
• The convergence of the optimization process mainly depends on the number of design
parameters and their degree of influence. A smaller number of design parameters
with lower degree of influence results in a more rapid convergence of the optimization
process. For example, within 15 generations, the optimization for case 2 reaches its
optimal value (1.94) for objective 1 (maximal singular value of the sensitivity func-
tion), however, this process needs 50 generations for case 1. This result demonstrates
the usefulness of parameter reduction for the practical application of genetic algo-
rithms.
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Figure 5.11: Evolution of the best fitness values [WGS13,WS15]
The result above serves as an example of the efficiency of the parameter reduction strategy
used for optimization. The optimization result will be presented in Section 5.3.2. In the
next section, a procedure to evaluate fitness functions to be used within optimization
strategies is suggested.
5.2.3 Evaluation of Fitness Functions
In the previous subsection, the sensitivity-based parameter reduction strategy was intro-
duced to reduce the complexity of the optimization problem. In this part, an evaluation of
the fitness function will be illustrated using a controller design example for AMB system
I.
Diverse criteria have to be formulated as objectives (also called fitness functions). Some
of these criteria can be considered as constraints. This is another crucial point to use
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MOGA. The optimization problem can be solved quite efficient with well-defined fitness
functions, on the contrary the optimization can fail due to non-convengence.
The challenge arising from the control problem is the requirement for stability of the
closed-loop as mentioned previously. The stability requirements of the closed-loop of the
AMB system can be treated either as a constraint during the optimization process or as
an objective to maximize the stability degree d defined as
d = 0−max{ℜ(λi)}, for i = 1 : n,
with ℜ(λi) denoting the real part of the i-th eigenvalue and n denotes the number of the
eigenvalue of the linear system.
A strategy using a hierarchical evaluation of the fitness functions for MOEAs and MOGAs
is given in the following. With this strategy, the optimizer tries to shift the candidates
to the stable region of the closed-loop of the AMB system in the beginning period of the
optimization process. Once this step is successful, the other objectives (including time and
frequency domain criteria/performance ratios) become available to be optimized. There
are two advantages following this strategy:
1. The optimization process is accelerated, since more feasible (stable) candidates will
be found (if possible) in the beginning period of the optimization process for further
optimization.
2. The probability that the optimization process will converge, increases.
Due to their randomized character (e.g., in case that the feasible region is isolated (too
small) in the defined search space), it should be noted that in principle a convergence can
not be guaranteed for those MOEAs and MOGAs. Certainly finding global optimum even
local optimum can not be guaranteed for each objective.
In the following, the recommended evaluation strategy of the fitness functions is given in
detail. Hereby, the optimization of the controller design of the AMB system I is taken as an
example to show the procedure of evaluation of the fitness functions. Totally five objectives
are formulated as fitness functions for the optimization of this controller design. The
maximal singular value of the sensitivity function σ(Spt) is treated as the first objective.
It is defined as the larger one of the maximal singular value of parallel and tilting mode
(see Section 4.1) sensitivity function (Sp and St), i.e.,
F1 = σ(Spt) = max{σ(Sp), σ(St)}.
The damping ratios of the eigenvalues in the frequency region [0..300] Hz and (300..1000]
Hz are considered separately as two objectives, which are denoted as ζ[0−300] and ζ(300−1000].
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The first frequency region shall include the rigid body modes and the first bending mode.
The second frequency region contains other bending modes up to 1000 Hz. Since the
optimization goal is defined to minimize the fitness functions, an objective to be maximized
has to be reformulated as an objective to be minimized. Therefore, instead of maximizing
the damping ratio of eigenvalues, the inverse damping ratio is defined as fitness function
by
F2 = ζinv,[0−300] =
1
min(ζi)
, for i = 1 : k and λi ∈ [0− 300] Hz,
F3 = ζinv,(300−1000] =
1
min(ζj)
, for j = 1 : m and λj ∈ (300− 1000] Hz.
These three fitness functions mentioned above are related to frequency domain perfor-
mance. For controlling the AMB system, time domain performance is also important
and has to be carefully considered. Hereby, the overshoot Aos and the settling time tst
of the step response of the AMB system are taken into account; So two fitness functions
corresponding to the time domain performance,
F4 = Aos and F5 = tst
are used.
The five fitness functions are evaluated with the strategy mentioned above for each indi-
vidual in current population as follows:
Step I: The sensitivity function matrix S and complementary-sensitivity function
matrix T are calculated, as well as their eigenvalues λi. If the closed-loop is
stable, the evaluation process continues with Step II, otherwise
F1..F5 = max{ℜ(λi)}+ constant A
is used to evaluate the fitness functions.
Step II: The maximal singular value of the sensitivity functions for the parallel and
tilting mode (which can be directly obtained from S) are evaluated and
the singular values of the sensitivity function σ(Spt) is defined. The inverse
damping ratio of the eigenvalues is determined. Calculating the step response
of the closed-loop gives the overshoot Aos and the settling time tst. If the
values of σ(Spt), ζinv,[0−300], ζinv,(300−1000], Aos, and tst are not larger than a
special suitable choosen number (so that those solutions with extreme large
objective values will be rejected), the procedure continues and goes to Step
III, otherwise
F1..F5 = max{ℜ(λi)}+ constant B
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is used.
Step III: If the conditions
σ(Spt) ≤ 50, ζinv,[0−300] ≤ 100, and Aos ≤ 1000
are fulfilled, the objective functions are defined as
F1 = σ(Spt),
F2 =

ζinv,[0−300] if ζinv,[0−300] ≥ F
∗
2 ,
F ∗2 if ζinv,[0−300] < F
∗
2 ,
F3 =

ζinv,(300−1000] if ζinv,(300−1000] ≥ F
∗
3 ,
F ∗3 if ζinv,(300−1000] < F
∗
3 ,
F4 =

Aos if Aos ≥ F
∗
4 ,
F ∗4 if Aos < F
∗
4 ,
and
F5 =

tst if tst ≥ F
∗
5 ,
F ∗5 if tst < F
∗
5 ,
(5.9)
otherwise
F1..F5 = max{ℜ(λi)}+ constant C
is used.
The constants A, B, and C control the threshold levels with A≫ B≫ C. The purpose of
using the threshold levels is to try to collect more feasible solutions at the initial phase of
the optimization process and prevent genetic drift.
“Optimal” values F ∗2 –F
∗
5 are defined for the fitness functions F2–F5 with the intention to
accelerate the optimzation process. If the fitness function reaches its related “optimal”
value, then this fitness function does not need to be considered in the optimization process,
therefore the optimizer focuses only on the other objectives. This again accelerates the
optimization process. The optimal values of the fitness functions are given in Table 5.2.
It can be seen that the optimal values for the inverse damping ratio are chosen as 2 and
20, which correspond to a damping ratio of 50% and 5%, respectively. So the system
are considered as well-damped with a damping ratio of 50% for the first three lowest
eigenfrequencies, which are under the maximal rotation speed. For the high-frequency
region, no great influence of AMB system on the eigenfrequencies of the rotor system
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can be expected, therefore a small value for the damping ratio in high-frequency region
is chosen as optimal value. In time domain, the system with an overshoot of 100% and
a settling time of 0.3 second are considered as well-behaved. The first objective, i.e. the
maximal singular value of the sensitivity function, is the most essential objective. No
optimal value is assigned to it so that this objective shall be improved as well as possible.
In fact, no optimal values shall be assigned to those objectives, which are most essential
and can be hardly improved.
Table 5.2: Predefined optimal values of the fitness functions
Objective parameter “Optimal” value Description
F2 : ζinv,[0−300] F
∗
2 : 2 (= 50% Damping ratio) Inverse damping ratio
F3 : ζinv,(300−1000] F
∗
3 : 20 (= 5% Damping ratio) Inverse damping ratio
F4 : Aos [%] F
∗
4 : 100 Overshoot
F5 : tst [sec] F
∗
5 : 0.3 Settling time
This section presents a procedure to evaluate fitness functions. In the last section, a
sensitivity-based parameter reduction strategy is introduced. The optimization results for
the both AMB systems will be shown in the next section.
5.3 Optimization Results
In the previous section, sensitivity-based parameter reduction and evaluation procedure
of fitness functions for MOGAs are introduced. In this section, the optimization results
for the controller designs (see Section 4.1) of both AMB systems given in Section 3.5, are
discussed. Two solutions for the AMB system I are selected and implemented in a test rig.
The experimental result obtained from the test rig will be presented in the next chapter.
5.3.1 Results of Controller Design of AMB System I
As described in Section 4.1, 30 parameters in total for the parallel and tilting mode
controller have to be carefully choosen. The search space for the controller parameters
of AMB system I are given in Table 5.3. The optimization is finished after reaching the
generation limit (i.e. 750) with a population size of 90. The computation time is about
5.6 hours on a standard desktop PC.
It should be noticed that the test rig is designed to work with a maximal rotational speed
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Table 5.3: Search space of controller parameters for AMB system I
KP [A/m] ωn0 [Hz] ωd0 [Hz] ωn1 [Hz] ξn1 [-]
Parallel
mode
Lower bound 9e3 50 100 100 0.05
Upper bound 3e4 150 2e3 1e3 1.00
Tilting
mode
Lower bound 1.5e3 60 100 100 0.05
Upper bound 4e3 180 2e3 1e3 1.00
ωd1 [Hz] ξd1 [-] ωn2 [Hz] ξn2 [-] ωd2 [Hz]
Parallel
mode
Lower bound 80 0.05 100 0.05 100
Upper bound 1e3 1.00 1e3 1.00 1e3
Tilting
mode
Lower bound 100 0.05 150 0.05 150
Upper bound 1e3 1.00 1e3 1.00 1e3
ξd2[−] ωn3 [Hz] ξn3 [-] ωd3 [Hz] ξd3[-]
Parallel
mode
Lower bound 0.05 300 0.05 300 0.05
Upper bound 1.00 1e3 1.00 1e3 1.00
Tilting
mode
Lower bound 0.05 300 0.05 300 0.05
Upper bound 1.00 1e3 1.00 1e3 1.00
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Figure 5.12: Pareto front of the optimization result for AMB system I [WS12a,WS15]
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of 15000 rpm, thus the rotor model with the rotational speed of 15000 rpm is employed
for the controller design and optimization. The fitness functions are given in Section 5.2.3
and evalutated for each individual at current generation during optimization. The rotor
system is relative simple for controller design, i.e. the eigenmodes are well separated with
each other, thus the optimization are performed without parameter reduction.
Table 5.4: Objective value of selected candidates
Objective Candidate A Candidate B
#1: Singular value σ(Spt) 3.23 3.32
#2: Damping ratio [0..300] Hz 11% 21%
#3: Damping ratio (300..1e3] Hz 0.85% 0.99%
#4: Overshoot Aos 277% 285%
#5: Settling time tst 0.3 [sec] 0.3 [sec]
Table 5.5: Parameters of selected controller candidates
KP [A/m] ωn0 [Hz] ωd0 [Hz] ωn1 [Hz] ξn1 [-]
Parallel
mode
Cand. A 1.84e4 137 1.10e3 412 0.40
Cand. B 1.25e4 86 1.47e3 182 0.48
Tilting
mode
Cand. A 2.10e3 119 808 787 0.35
Cand. B 2.08e3 115 683 343 0.71
ωd1 [Hz] ξd1 [-] ωn2 [Hz] ξn2 [-] ωd2 [Hz]
Parallel
mode
Cand. A 486 0.56 622 0.38 464
Cand. B 178 0.65 390 0.57 328
Tilting
mode
Cand. A 565 0.67 828 0.75 657
Cand. B 285 0.72 586 0.68 452
ξd2[−] ωn3 [Hz] ξn3 [-] ωd3 [Hz] ξd3[-]
Parallel
mode
Cand. A 0.46 667 0.68 652 0.81
Cand. B 0.68 935 0.63 639 0.40
Tilting
mode
Cand. A 0.70 718 0.51 768 0.56
Cand. B 0.59 639 0.51 548 0.39
The optimization results are shown in Figure 5.12. Each point from the Pareto front
(see Figure 5.12) respresents an optimal solution, which is not dominated from other
candidates. The upper right and lower left plots show that the fitness function σ(Spt) is
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competing with overshoot Aos as well as inverse damping ratio ζinv,(300−1000], i.e. minimizing
the maximal singular value σ(Spt) can only be achieved with increasing the overshoot Aos
and decreasing the damping ratio of the eigenvalues in the frequency region (300..1000]
Hz. The settling time tst reaches the defined optimal value F
∗
5 = 0.3 (see the lower right
plot).
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of selected controller candidates [WS12a,WS15]
Two candidates (A and B) from the Pareto front with the smallest maximal singular value
σ(Spt) are selected for further simulation and they are implemented in the test rig as it
will be shown in the next chapter.
The optimized objective values of the both candidates are given in Table 5.4. The resulting
maximal singular values of candidates A and B are corresponding to zone B according to
the ISO Stardard 14839-3. All eigenmodes of the closed loop with controller candidate B
in the frequency region [0..300] Hz are well damped. It should be noted that a candidate
has to be selected carefully from the Pareto front. The optimizer tries to present all
2The unit for parallel and tilting mode is [A/m] and [A/rad], respectively.
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non-dominated solutions based on the defined fitness functions, consequently, some outlier
points are also found by the optimizer to form the entire Pareto front. However, these
points are usually unacceptable because of known realization problems.
The corresponding controller parameters of selected candidates are summerized in Table
5.5. The Bode diagram of the controllers (including parallel- and tilting-mode controller)
for both candidates is shown in Figure 5.13. The parallel-mode controller of candidate A
has a larger P-part (KP) compared with that of candidate B. The tilting mode controllers
are similar at low frequencies but differ at high frequencies.
The pole-zero map of the closed loop is shown in Figure 5.14. The eigenmodes up to
the first bending mode are well-damped for both candidates. The first bending mode is
damped with more than a 30% damping ratio.
The singular values for the parallel and tilting modes of both candidates are illustrated in
Figure 5.15. For the parallel mode, large differences occur at low frequencies. Candidate
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Figure 5.15: Singular values with the rotor at the speed of 15000 rpm [WS12a,WS15]
A has a singular value of approximately only 30% of that of candidate B in the region
from 2 to 30 Hz. For the tilting mode, no remarkable differences are observed.
Table 5.6: Objective value of the selected candidates at speed of 0 and 15000 rpm
Candidate A Candidate B
0 rpm 1.5e4 rpm 0 rpm 1.5e4 rpm
Parallel
mode
Max. sinuglar value 3.08 3.23 3.05 3.32
Overshoot Aos 138% 132% 263% 258%
Settling time tst [sec] 0.28 0.28 0.15 0.15
Tilting
mode
Max. sinuglar value 3.3 3.25 3.37 3.34
Overshoot Aos 275% 277% 283% 285%
Settling time tst [sec] 0.15 0.15 0.15 0.15
Damping
ratio
[0..300] Hz 13.2% 10.9% 25.4% 21.7%
(300..1000] Hz 1.6% 0.85% 2.2% 0.99%
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Figure 5.16: Step response using step input amplitude of 1 µm for parallel mode and 1
rad for the tilting mode for the rotor at the speed of 15000 rpm [WS12a,WS15]
The step response behavior is presented in Figure 5.16. The parallel mode of candidate
A is superior to that of candidate B with respect to the overshoot of the step response,
however, the result is similar for the tilting mode. The results above are determined for
AMB system I at 15000 rpm. Simulations must be carried out to ensure the stability and
performance for the AMB system with a rotor at rest. The simulation results (including
the results with the rotor at rest) are summarized in Table 5.6. The system performance
does not change noticeably with rotation.
The simulation results of the both candidates will be validated by comparing with the
experimental results, which will be given in the next chapter.
5.3.2 Results of Controller Design of AMB System II
The result for the controller design of AMB system II is obtained based on the initial
solution X0. The controller design contains 36 parameters in total. The optimization
3The unit for parallel and tilting mode is [µm] and [rad], respectively.
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is performed with the MOGA in a local region with a maximal 20% deviation from the
initial solution X0 as mentioned in Section 5.2.2. The optimization result is gained with
the parameters on front 1 as optimization parameters, i.e., case 2 from mult-objective case
(case b) as presented in Section 5.2.2. The optimization includes four fitness functions as
given in Section 5.2.2.
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Figure 5.17: Pareto front (objective 1 versus 3) of the optimization with the
parameters on the front 1 based on the sensitivity analysis; the
red circled point is the selected solution for controlling the AMB
system [WGS13,WS15]
To illustrate the quality of the optimization, a solution from the optimization result is
selected based on the following:
1. The maximal singular value σmax(S) should be less than 3 (i.e., objective 1 < 3);
2. The damping of the eigenvalues of the two rigid modes and the first bending mode
of the rotor system should be larger than 20% (i.e., objective 3 < 5).
Accordingly, the solution with σmax(S) = 2.53 and the smallest damping of the eigenvalues
from 0 to 140 Hz is selected as shown in the Pareto front in Figure 5.17. The transfer
5.3. Optimization Results 91
100
105
1010
 
 
10−1 100 101 102 103 104 105 10
−360
−270
−180
−90
0
90
180
270
360
450
Frequency [Hz]
M
ag
n
it
u
d
e
[A
/m
]
P
h
as
e
[d
eg
]
NDE
DE
Figure 5.18: Bode diagram between outputs (control currents) and inputs (displacements)
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functions of the resulting controllers are shown in Figure 5.18 in form of Bode diagram.
The corresponding sensitivity functions and eigenvalues are shown in Figures 5.20 and
5.19. The damping of the first bending (backward) mode is approximately 27.7% and the
maximal singular value of the sensitivity function for the DE and NDE sides is 2.53. This
corresponds to zone A according to ISO Standard 14839-3.
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Figure 5.20: Singular values of the sensitivity functions (speed n=6000 rpm) [WGS13,
WS15]
Chapter 6
Experimental Results
In this chapter, the realization of the selected optimal PID-controllers for AMB system I is
focused. Here, the aim is to validate the optimization results by comparing simulation and
experimental results. The optimal controller is applied to a test rig with a flexible rotor
supported by AMBs. It should be noted that the material about experimental results has
been partially published in author’s previous publication [WS12b,WS15].
6.1 Test Rig
In this section, the test rig that is used will be described briefly. The test rig, including
the driving motor, gear box, coupling, and controller box, is shown in Figure 6.1. The
rotor system is driven by a Direct Current (DC) motor (100 kW) with a nominal speed
of 2000 rpm. The step-up gear is used to increase the test rotor speed upto a maximal
rotational speed of 15000 rpm.
The test rig was originally designed for seal force identification [WS97], therefore the rotor
is packaged in a housing as shown in Figure 6.2. The structure of the test rig is detailed
in Figure 6.3. The test rotor (steel) is directed connected to the driving rotor, which
is supported by two ball bearings. The driving rotor is then connected with the gear
box using a coupling. In order to reduce the influence from driving rotor on the lateral
vibration of the test rotor, the right side of the driving rotor is constructed so thin that it
becomes very elastic as shown in Figure 6.2. The test rotor is installed in the housing of
the test rig, which is fixed on the ground. The test rotor is supported by the two AMBs.
In addition to the AMBs, two backup bearings are arranged at both ends of the test rotor,
which are ball bearings. In normal case (i.e. the magnetic bearings are active), there is no
contact between the test rotor and the backup bearings. The backup bearings work only
93
94 Chapter 6. Experimental Results
Motor Gear box Coupling Test rig Control unit
Figure 6.1: Test rig used (Siemens Energy Sector, Duisburg, Germany) [WS12b,WS15]
when any AMB is overloaded or power failure (emergency case). In this case, the backup
bearings catch the rotor so that no contact occurs between the rotor and the AMBs and
it prevents destruction of the AMBs.
The control algorithm is implemented and operated on a DSP unit. A communication tool
between a personal computer and the DSP unit is used for data acquisition and parameter
modification of the DSP unit. Various functions (e.g. step response, measurement of
transfer functions) can be performed with this communication tool.
The two candidates obtained from optimization as given in Section 5.3.1 are then in turn
implemented on the DSP unit to control the AMB system. The measured result will be
presented in the next Sections.
6.2 Model Validation
To validate the structure model, modal testing and analysis have to be performed. Modal
analysis is used to determine the eigenfrequencies and eigenshapes of a real structure such
as a rotor. In this subsection, the modal analysis of the test rotor will be discussed. With
the help of a communication tool, the transfer functions of the AMB system are measured
and compared with the simulation results.
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Rotation sensor
Driving rotor
Test rotor
Base
Figure 6.2: Test rotor mounted in the housing (Siemens Energy Sector, Duisburg, Ger-
many)
Sensor Sensor
Figure 6.3: Drawing of test rotor including bearing lamination sheets (Siemens Energy
Sector, Duisburg, Germany)
6.2.1 Modal Analysis
An impact hammer modal testing is performed with 27 measuring nodes. A single ac-
celerometer is used to measure the response from the hammer impact. During the modal
testing, the test rotor is hung vertically and is impacted by the hammer at a fixed position
while the accelerometer moves from measuring node 1 to 27. The eigenfrequencies and
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eigenforms are then calculated. The eigenfrequencies of the modal analysis of the test
rotor in free-free condition without AMB are summarized in Table 6.1.
Table 6.1: Comparison of eigenfrequencies from modal analysis and simulation
Eigenmode
Modal
analysis
Simulation
0 rpm 15000 rpm
1st bending mode [Hz] 124 123 107/141
2nd bending mode [Hz] 429 420 311/558
3rd bending mode [Hz] 992 944 900/993
The first two eigenfrequencies (bending mode) are consistent with those resulting from
the simulation. The eigenfrequencies obtained from simulation are slightly less than those
obtained from modal analysis for the rotor in free-free condition without AMB.
(a) First bending mode: Modal analysis
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(b) First bending mode: Simulation
(c) Second bending mode: Modal analysis
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(d) Second bending mode: Simulation
(e) Third bending mode: Modal analysis
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(f) Third bending mode: Simulation
Figure 6.4: Comparison of eigenmodes from modal analysis and simulation [WS12b]
The eigenforms of the modal analysis are shown in Figure 6.4 with 27 nodes. The nodes
marked as blue, red, and orange denote the sensor nodes, bearing nodes, and rotor-mid
nodes, respectively. The results match the simulation results relatively well.
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6.2.2 Transfer Functions of the Plant
The transfer functions (including parallel and tilting modes) of the plant with AMBs
(inputs: control currents, outputs: displacements), are measured from 5 to 2000 Hz. The
measurements are performed with the test rotor at rest. The results show the effect caused
by connecting the driving rotor. It should be noted that in the simulation, only the test
rotor is considered, i.e. the test rotor is unconnected to the driving rotor. In Figure 6.5
the measured transfer functions of the parallel mode are shown in form of Bode diagram.
Without connecting the test rotor to the driving rotor (see gray and blue curves), the
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Figure 6.5: Bode diagram between outputs (displacements in DSP units) and inputs
(control current in DSP units) of the plant with AMBs for parallel mode [WS12b,WS15]
AMB rotor system is modeled accurately with respect to the stationary behavior in the
frequency domain using the transfer functions. The dynamics of the test rotor has been
influenced significantly by the driving rotor. The eigenfrequency of the first bending mode
is shifted to 140 Hz because of the coupling with the driving rotor (see the red curve in
Figure 6.5). Obviously the same situation occurs in the case of the tilting mode as shown
in Figure 6.6. The DC-gain of the plant with tilting mode increases by approximately 28%
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Figure 6.6: Bode diagram between outputs (displacements in DSP units) and inputs
(control current in DSP units) of the plant with AMBs for tilting mode [WS12b,WS15]
compared with the case without coupling. The first bending mode arises in the case of the
tilting mode because of the asymmetry of the test rotor, which is caused by the coupling.
For the dynamics at high frequencies, the influence of the coupling is neglected. The effect
caused by the coupling changes the performance (e.g. sensitivity) of the selected controller
candidates, which is obtained based on the model of the test rotor without coupling. The
results will be given in the next section.
6.3 Performance Evaluation
In this section, the two selected controller candidates obtained by the suggested optimiza-
tion strategy are compared based on the experimental results consisting of the singular
values of the sensitivity functions as well as the obtained step responses. Finally, an un-
balanced vibration response is measured up to the maximal rotor rotational speed (15000
rpm).
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6.3.1 Sensitivity
Because of the existence of uncertainties and nonlinearities in an AMB rotor system, the
robustness of the closed loop becomes an essential requirement. The maximal singular
value of the sensitivity function serves as a measure of robustness. According to ISO
Standard 14839-3, a maximal singular value should be less than four (A/B zone) for the
long-term operation of rotor systems supported by AMBs.
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Figure 6.7: Comparison of the sensitivity from measurement and simulation with the test
rotor unconnected to the driving rotor [WS12b,WS15]
The sensitivity function is measured for the parallel and tilting modes of the AMB ro-
tor system with the rotor at the speed of 0 rpm, i.e. standstill. The measurements are
performed with the test rotor connected to the driving rotor. The measured sensitivity
functions are compared with the simulation results as shown in Figure 6.7. Note that
the simulation results are obtained with the test rotor unconnected to the driving rotor.
For the parallel mode, the system with candidate A (green curve) is superior in compar-
ison with that with candidate B (red curve) as indicated by the simulation results. The
measured maximal singular value of the parallel mode is approximately 3.3 and 4.0 for
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Figure 6.8: Comparison of the sensitivity from measurement and simulation with the test
rotor connected to the driving rotor
candidates A and B, respectively. Because of the effect of the coupling mentioned in Sub-
section 6.2.2, the position of the first valley (corresponding to a zero) of the sensitivity
function is shifted from 115 to 138 Hz. By comparing the simulation results (no effect of
the coupling is considered) with those from the measurement (for the test rotor coupled
with the driving rotor), the influence of the coupling for the tilting mode is found to be
significant in the low frequency region. The measured maximal singular value for the
tilting mode is approximately 3.7 at around 200 Hz for both candidates. In Figure 6.8,
the same measured sensitivity functions are compared with the simulation results, which
are obtained with the test rotor connected to the driving rotor. The measured results are
in agreement with that obtained from simulation, especially for the results relating to the
tilting mode, which show a large difference at low frequencies in case that the simulation
results are obtained with the rotor unconnected to the driving rotor as shown in Figure
6.7.
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6.3.2 Step Response
Step responses have been performed and the measured results are shown in Figures 6.9
and 6.10. The results both for measurement and simulation are obtained with the rotor
at standstill and the test rotor are connected to the driving rotor. The step starts at t =
0.05 s with a defined final amplitude value of 50 DSP units (1 DSP = 0.1 [µm] for parallel
mode and 1 DSP = 0.1e-6 [rad] for tilting mode).
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−50
0
50
100
150
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−50
0
50
100
150
Time [sec]
A
m
p
li
tu
d
e
[D
S
P
]
A
m
p
li
tu
d
e
[D
S
P
]
Parallel mode
Tilting mode
Figure 6.9: Step response of candidate A from measurement (blue) and simulation (red),
1 DSP = 0.1 [µm] for parallel mode and 1 DSP = 0.1e-6 [rad] for tilting mode
As shown in Figures 6.9 and 6.10, the simulated step responses for the parallel and tilting
modes are consistent with the results obtained by measurement, especially for the case
with candidate A. From the measured results, it can be concluded that performance of
controller candidate A is better than the that of controller candidate B (smaller overshoot
and error). The control current from the step response of the parallel mode is shown in
Figures 6.11 and 6.12. Controller candidate A reacts faster and more strongly (but with
more noise) on the controller error (as a result of the higher KP value) than controller
candidate B does, e.g., the peak value of the control current is 0.5 A for candidate A and
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Figure 6.10: Step response of candidate B from measurement (blue) and simulation (red),
1 DSP = 0.1 [µm] for parallel mode and 1 DSP = 0.1e-6 [rad] for tilting mode
only 0.25 A for candidate B.
6.3.3 Unbalance Vibration Response
The performance of the controller shall be checked in case with rotating rotor. From the
results of sensitivity and step response as shown previously, the controller candidate A is
obviously better than candidate B and therefore the candidate A is selected for unbalance
response test. This measurement is carried out from 500 to 15000 rpm. For each rotational
speed, the peak-to-peak vibrational amplitude in the x- and y-directions (corresponding to
the horizontal and vertical direction, respectively) for both sensor nodes (i.e., the DE- and
NDE-sides) is determined. The results are presented in Figure 6.13. Critical speeds can
be detected easily from Figure 6.13. A peak appears at approximately 5300 rpm because
of the rigid tilting mode with a damping ratio of ca. 15% as indicated in Figure 5.14. The
peak-to-peak vibrational amplitude has a maximal value under 50 µm up to the maximal
rotational speed. The orbits of the rotor at the two sensor nodes (left plot: NDE, right
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Figure 6.11: Control current for the controller candidate A for the given step response
[WS12b,WS15]
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Figure 6.12: Control current for the controller candidate B for the given step response
[WS12b,WS15]
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Figure 6.13: Unbalance vibration response (peak-to-peak) [WS12b]
plot: DE) at 3000, 9000, and 15000 rpm are illustrated in Figure 6.14. Unlike traditional
bearings, both orbits with AMBs are neither elliptical nor circular.
6.4 Summary
This chapter presents the experimental results to validate the optimized controllers by
using the suggested optimization approach developed and introduced in last chapter. The
results show that the experimental results match the simulation results when the test
rotor is not connected with the driving rotor. Otherwise, the dynamics of the AMB
rotor system at low frequencies changes caused by connecting to the driving rotor. The
controller candidate A performs well (i.e. small maximal singular value, low overshoot,
small vibrational amplitude). With this controller, the maximal speed (15000 rpm) is
reached. This example shows that a complex PID-controller for the AMB rotor system
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Figure 6.14: Orbit of the rotor at the rotational speed of 3000, 9000, and 15000 rpm
can be determined and optimized by using MOGA in combination with the introduced
optimization strategy.

Chapter 7
Summary and Outlook
7.1 Summary
Active magnetic bearings as a mature product have been receiving increased attention
in industry because of their advantages compared with conventional bearings. They are
used extensively in rotor system applications, especially in conditions where conventional
bearing systems fail.
However, the inherent negative stiffness of an AMB system causes instability in the open
loop of the system; therefore, a feedback control loop is required to stabilize the AMB
system. The controller design therefore becomes a central task in AMB system design and
requires expert knowledge. Usually, the PID-controller design for AMB systems is tuned
manually and iteratively and is a time-consuming process. During the tuning process, a
number of objectives are considered and some of these objectives conflict with one another.
Motivated by this situation, an optimization strategy by using MOGAs for the fast and
optimal parameter design of complex PID-controllers with respect to given requirements
formulated in the time and frequency domain is presented. The challenges that arise
when using MOGAs/MOEAs are discussed and a corresponding evaluation procedure of
the fitness function and a sensitivity-based parameter reduction strategy are suggested.
The simulation results show that a complex PID-controller can be obtained/optimized by
using MOGAs with the introduced optimization strategy, considering various criteria and
limitations, and performance aspects. Experimental tests have been performed to validate
the optimized controllers obtained by using the suggested optimization approach. The
results show that the simulation results match the experimental results.
The main contribution of this work can be summaried as follows:
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• Literatures related to magnetic bearing technique are reviewed. Research activi-
ties in controller design, self-sensing and backup bearing are introduced. Various
applications that utilize AMBs are summarized.
• A generalized controller structure is presented, which is suitable for most PID-like
controller design for AMB systems. Design criteria related to controller design for
AMB system are introduced. It includes design objectives both in time and frequency
domain.
• Controller design for AMB systems by means of hand tuning is time-consuming
and requires expert knowledge. In order to avoid this situation and reduce the
effort to tune the controller, multi-objective optimization with genetic algorithm is
introduced to design and optimize the AMB controller. In the optimization, criteria
both in time and frequency domain are considered. A hierarchical fitness function
evaluation procedure is used to accelerate the optimization process and to increase
the probability of convergence. For the first AMB system, which contains a rotor with
relative simple structure, the optimization with the introduced evaluation procedure
provides satisfactory results. It should be noted that the results for the AMB system
are obtained without specific requirements related to initial solutions.
• Multi-objective optimization is introduced. The drawbacks of traditional methods
solving multi-objective optimization problem are discussed. Heuristic algorithms are
reviewed. Their advantages and disadvangtages are summarized. Complexity of an
optimization problem is discussed:
– Objective function of the optimization problem is multi-modal.
– Feasible region of the problem is discrete and even random (point-wise) dis-
tributed.
– Objective function (or objective space) is non-continous, non-differentiable, and
noisy.
– In case of multi-objective optimization, different relations between objective
functions exist and these relations can even vary within the domain of the
search [PF07].
– The optimization problem belong to the class of NP-complete.
– The number of objectives to be optimized is large.
The above aspects often lead to crucial problems in optimization, such as premature
convergence to sub-optimal solution region, loss of diversity, and even failure of
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solving optimization problems. The challenges/difficulties that arise when using
multi-objective genetic algorithms for AMB controller design include:
– Parameters of genetic algorithm have to be carefully tuned for different opti-
mization problems.
– The number of objectives to be optimized is large. The objectives can conflict
with one another.
– The number of optimization parameters is large. This increases the complexity
of the optimization problem.
– The requirement of stability of the AMB system leads to the feasible region
being randomly and even point-wise distributed in the search space as shown
in Figure 5.8. Determining the feasible region is an NP-hard problem.
In order to overcome the difficulties above, a strategy reducing the number of opti-
mization parameters in an optimization is developed, which is based on a sensitivity
analysis of the controller parameters. This strategy reduces directly the complexity
of the optimization problem and accelerates the optimization process. The second
AMB system is designed for a real turbo-compressor. The rotor structure is relative
complex. The introduced parameter reduction strategy is applied for the controller
design of this AMB system. The controller design is optimized in the search space
around an initial solution. Optimization results show the efficiency of the introduced
strategy. A solution is selected from the optimization results (Pareto front), which
provides a damping ratio of 27.7% and a peak value of sensitivity functions about
2.5 (corresponding to zone A according to ISO 14839-3).
• Experimental tests for the first AMB system have been performed to validate the
optimized results. The results show that the simulation results match the experimen-
tal results when the test rotor is not connected with the driving rotor. Otherwise,
the dynamics of the AMB rotor system at low frequencies changes because of the
coupling effect when connecting the test rotor to the driving rotor. One controller
candidate obtained by using MOGAs performs well (small maximal singular value,
low overshoot, small vibrational amplitude through the entire rotation region). With
this controller, the maximal speed (15000 rpm) for the test rig is reached.
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7.2 Outlook
In future works, experimental tests for the second AMB system (turbo-compressor) shall
be carried out to validate the optimization results.
Although the AMB systems are assumed to be linear time invariant in this work, the
suggested optimization strategy can be used for nonlinear systems by introducing time
domain objectives into the optimization, in which nonlinear behaviors are considered.
The performance of the optimization strategy for nonlinear systems shall be investigated.
Based on the optimization results for the two AMB systems, the evaluation procedure for
fitness functions and the sensitivity-based parameter reduction strategy show a good per-
formance for optimization of controller design, however, this cannot be generalized to other
optimization problems and the evaluation procedure and the parameter reduction stategy
shall be tested for other AMB systems and optimization tasks and shall be continuously
improved.
A question remains open: how many tuning parameters shall be considered in the opti-
mization? It was recommended that at least the parameters on the first Pareto front based
on the sensitivity analysis shall be taken as design parameters. A possible way might be to
consider the percentage of correlation coefficents of the selected parameters as a parameter
and to find out the best suitable value of this parameter in a statistical manner.
The multi-objective genetic algorithm is employed to optimize the controller designs.
Other multi-objective optimization algorithms, e.g. particle swarm optimization, could
be an alternative option to perform the optimization task.
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