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Résumé
L’usage croissant de la simulation multi-agents
pour modéliser des systèmes pourvoyeurs de
grandes quantités de données, suppose l’identi-
fication automatique des paramètres pertinents
ou l’extraction de connaissances à partir des
données réelles, faute de quoi la fiabilité des
prédictions et des explications fournies par la
simulation est sujette à caution. Dans cet ar-
ticle, nous proposons une méthode pour extraire
automatiquement des profils comportementaux
à partir de mesures statistiques, dans le cadre de
comportements de consommateurs dans un ma-
gasin. Dotés des mêmes capacités globales d’in-
teraction, les agents sont munis de profils dif-
férents issus de l’exploration des données. Pla-
cés dans un magasin virtuel réaliste, dans le-
quel tous leurs objectifs peuvent ne pas être at-
teignables, ils effectuent néanmoins des achats
qui reflètent la diversité des clients réels ainsi
que les profils initiaux. Nous défendons l’idée
que de telles techniques sont nécessaires pour
faire des simulations multi-agents un puissant
outil d’aide à la décision.
Mots-clés : Simulation multi-agents, Explora-
tion de données, Marketing, Interactions
Abstract
The growing use of multiagent-based simula-
tion for modeling systems associated with very
large databases, addresses specific issues such
as the automatization of parameter identifica-
tion or knowledge extraction from real data, so
as to enhance the confidence in simulation pre-
dictions and explanations. In this paper, we pro-
pose a method for automatically retrieving be-
havioral prototypes from statistical measures,
in the context of consumer behavior. Endowed
with the same overall behavior, the agents are
given different profiles based on the data analy-
sis. They are put into a spatially realistic store,
where some of their objectives may be unat-
tainable. Though, their purchase reproduce the
original clusters. We argue that such techniques
are essential to make multi-agent simulations a
powerful decision support tool.
Keywords: Agent-based simulations, Know-
ledge discovery, Marketing, Interactions
1 Introduction
Depuis de nombreuses années déjà, les modèles
centrés individus et les simulations multi-agents
sont employés pour renforcer la compréhension
de systèmes complexes large échelle, et ce dans
des domaines variés, de la biologie moléculaire
aux réseaux sociaux. Ces approches éclairent
en effet les mécanismes qui font émerger des
phénomènes collectifs à partir des interactions
entre les entités du système, en plus de four-
nir des prédictions sur des variables macrosco-
piques. Or, les domaines récemment abordés par
la simulation multi-agents sont de ceux qui pro-
duisent d’énormes quantités de données. Parmi
les nouvelles problématiques qui en découlent,
se pose de façon sensible la question de l’inté-
gration de connaissances construites automati-
quement à partir de ces données, en vue de com-
pléter voire remplacer une expertise humaine.
L’approche que nous proposons ici tente d’ex-
traire autant d’information que possible de don-
nées enregistrées afin d’identifier des groupes
d’agents dont les traces d’activité sont simi-
laires. Nous construisons une description abs-
traite de leurs buts (sous forme de proto-
types), laquelle permet de simuler une popula-
tion d’agents qui reflète la diversité originelle.
Nous adaptons pour ce faire diverses techniques
de fouille de données au contexte particulier
de l’initialisation de sous-groupes d’une popu-
lation d’agents. Nous montrons que les proto-
types ainsi construits, combinés à un modèle de
comportement approprié et à une action située,
produisent des traces d’activité statistiquement
réalistes.
L’article est structuré comme suit : la section 2
présente le cadre de nos travaux, notamment le
contexte de l’analyse et de la simulation de com-
portements de clients, qui nous a servi de cadre
applicatif. La section 3 décrit la manière dont
nous représentons les informations pertinentes
pour l’identification et la caractérisation des ar-
ticles d’un magasin, des transactions effectuées
(achats) et des prototypes qui peuvent en être
inférés. La section 4 présente le processus d’ex-
ploration de données proprement dit, i.e. com-
ment construire des prototypes à partir des tran-
sactions ; et la section 5, comment nous avons
évalué sa robustesse et mis en œuvre notre ap-
proche au sein d’une simulation multi-agents.
2 Contexte scientifique
La question générale de l’identification sta-
tistique des caractéristiques d’une population
d’agents à partir de données se pose avec
une acuité croissante, comme en témoignent
d’ailleurs plusieurs travaux récents, tels que la
détection dynamique de groupes émergents [4]
ou encore l’intégration dans les simulations de
paramètres appris afin d’exprimer une diversité
comportementale [11]. Dans cet article, nous
nous plaçons dans la situation où les traces
pertinentes de l’activité des agents sont repré-
sentables sous formes de transactions au sens
d’Agrawal [1]. Il s’agit en l’occurrence du
contexte applicatif de simulation de comporte-
ments de clients dans un magasin, où les tran-
sactions enregistrées sont des tickets de caisse,
i.e. un ensemble d’articles ; nous discutons ul-
térieurement de la généralisation de notre ap-
proche à d’autres domaines. Nous commençons
par exposer diverses approches utilisées pour
l’analyse des paniers d’achats et la segmentation
clientèle, puis nous décrivons le modèle multi-
agents sur lequel nous nous appuyons pour tes-
ter notre approche.
2.1 Les techniques d’analyse et de simula-
tion des comportements de clients
Les techniques classiques utilisées en marke-
ting, par exemple pour partitionner les consom-
mateurs en sous-groupes ayant des habitudes
similaires, ou pour détecter des articles ache-
tés fréquemment ensemble, consistent à ex-
traire des informations globales à partir de
très grandes bases au moyen d’algorithmes de
fouille de données dédiés.
La principale technique de recherche d’infor-
mations dans des données réelles est l’analyse
d’affinité [1], qui s’appuie sur la co-ocurrence
d’articles dans les achats enregistrés. Cette mé-
thode peut être appliquée directement à des ti-
ckets de caisse réels et permet d’inférer des
règles d’association entre articles (i.e. X → Y
oùX, Y sont des ensembles disjoints d’articles).
Ces règles sont caractérisées par un support
(proportion des achats qui contiennent à la fois
X et Y ) et une confiance (probabilité condition-
nelle d’acheter les articles de Y lorsque ceux de
X sont dans le panier).
Cette approche est très efficace pour la vente
additionnelle (cross-selling) ou la montée en
gamme (up-selling), et dans une certaine me-
sure donne des indications pour le placement
des produits en rayon (par exemple, mieux vaut
essayer d’associer dans les linéaires des produits
achetés fréquemment ensemble). La première
de ses limitations est le temps de calcul, qui croît
comme le cube du nombre d’articles [5]. Mais
surtout, il est assez difficile d’utiliser les règles
d’association pour diriger les achats des agents,
car une règle ne fait que suggérer des produits
qui sont associés à d’autres, sans indiquer com-
ment amorcer le panier [16].
Une autre méthode consiste à essayer de pré-
dire des listes de courses à partir des tickets.
Par exemple, dans [7], un assistant personnel
tente d’apprendre les habitudes d’achats indi-
viduelles afin de rappeler au consommateur ce
dont il va le plus certainement avoir besoin lors
de ses prochaines courses, et de lui proposer des
promotions sur mesure. Le but de cette applica-
tion est très éloigné du nôtre, et les méthodes
de classification employées ne construisent pas
de représentation symbolique de la liste de
courses : elles ne font qu’une prédiction pro-
babiliste sur des catégories générales de pro-
duits. Néanmoins, ce travail démontre la possi-
bilité d’opérer un apprentissage inductif sur des
tickets réels dans le but d’identifier une liste de
courses sous-jacente.
Quant aux modèles centrés individus, ils sont
utilisés de façon croissante depuis quelques an-
nées dans le domaine de la distribution pour
aider la prise de décision marketing [15, 17,
18, 13], dans la mesure où la modélisation fine
des comportements individuels permet d’éluci-
der les raisons de l’efficacité (ou non) d’une
technique commerciale donnée. Ces modèles
permettent de prendre en compte les préfé-
rences au niveau individuel, et même d’intro-
duire une expertise psychologique [19], de fa-
çon à construire une description précise des mo-
tivations et des besoins de chaque consomma-
teur. Ce sont ensuite les actions de ces clients
simulés qui sont responsables des achats pré-
dits. Les hypothèses concernant les facteurs qui
influencent les ventes peuvent être décrites ex-
plicitement dans le modèle : elles peuvent être
comprises et examinées par les experts, et vali-
dées ou invalidées au moyen d’expériences ap-
propriées.
En contrepartie, ces modèles multi-agents, tout
particulièrement lorsqu’ils mettent en œuvre des
agents cognitifs, requièrent souvent une exper-
tise qui n’est facile ni à acquérir ni à implémen-
ter. De plus, peu de modèles de simulation de
magasins prennent en compte les aspects spa-
tiaux qui sont pourtant considérés comme es-
sentiels dans la grande distribution, comme l’al-
location des linéaires, le placement des articles,
le dimensionnement des caisses, la publicité sur
le point de vente, etc. Dans de précédents tra-
vaux [18], nous avons abordé ces questions de
façon à concevoir une simulation de supermar-
chés où les agents sont situés dans un environ-
nement spatialement réaliste. Ce caractère situé,
comme nous le montrons plus loin, est néces-
saire pour transformer une simulation ad hoc
en un véritable outil d’aide à la décision, ca-
pable de prédire comment les clients réagissent
aux changements de l’organisation spatiale du
magasin, aux événements commerciaux ou en-
core à la pression concurrentielle. D’autre part,
la fidélité des profils de consommateurs doit être
respectée, afin d’assurer le réalisme non pas uni-
quement des actions effectuées par les agents si-
mulés, mais également de la diversité de leurs
objectifs d’achats.
2.2 Un modèle orienté interactions
L’approche que nous défendons ici s’inscrit
dans la continuité de nos travaux antérieurs
sur ce sujet [18, 13], dans lesquels l’acqui-
sition d’une expertise et la conception de di-
vers modèles de simulation imposaient une dé-
marche incrémentale et empirique, d’où l’usage
de la méthode IODA [10] pour aider les psycho-
logues et les experts marketing d’exprimer ex-
plicitement les règles comportementales adop-
tées par les agents.
Pour mémoire, cette méthode « orientée interac-
tions » considère que toute entité du modèle est
représentée par un agent ; chaque comportement
est modélisé de façon autonome par une « inter-
action », i.e. une séquence d’actions impliquant
un agent source et un agent cible, soumise à des
conditions d’exécution. Une interaction est réa-
lisable si la source et la cible satisfont les condi-
tions. Agents et interactions peuvent être déve-
loppés en bibliothèques indépendantes, puis la
simulation est conçue en assignant des interac-
tions à des couples d’agents, au sein d’une « ma-
trice d’interaction » (cf. tab. 1), qui constitue un
moyen très visuel d’exprimer quelles familles
d’agents sont autorisées à interagir, et au moyen
de quelles interactions. Cette matrice d’interac-
tion est traitée par un moteur de simulation gé-
nérique, qui a pour fonction principale d’évaluer
les interactions réalisables avec leurs sources et
cibles respectives, de façon à déterminer quelles
actions doivent être effectuées par chacun des
agents.
Le modèle de comportement sur lequel nous
nous appuyons dans les travaux présentés ici,
a été développé pour la simulation d’un ma-
gasin de détail dans le but de former des ven-
deurs en les confrontant à des clients simulés au
sein d’un Serious Game immersif (projet For-
matStore [13]). Le comportement générique des
clients simulés a donc été validé par des experts
en marketing et, dans toute la suite, il est consi-
déré comme figé. La matrice d’interaction cor-
respondante figure dans le tableau 1.
En résumé, les clients ont un même comporte-
ment d’ensemble, mais diffèrent dans leurs be-
soins, aussi sont-ils dotés au démarrage de la
simulation d’une liste de courses qui spécifie,
de façon plus ou moins détaillée, quels articles
ils sont susceptibles d’acheter dans le magasin.
Ces besoins peuvent être spécifiés avec préci-
sion (par exemple « SodaCola light, pack de
6× 2L ») ou au moyen d’une description vague
(telle que « eau de source ») qui peut s’appli-
quer à de nombreux articles du magasin. Cette
liste de courses est utilisée par les conditions de
l’interaction Take (qui peut être effectuée par un
agent Customer sur un agent Item) pour rendre
compte de la décision d’achat.
Au cours de la simulation, les interactions ont
lieu selon la matrice d’interaction et l’état et la
position des agents, en respectant un compor-
tement cohérent pour les consommateurs : les
clients artificiels cherchent tous les articles qui
figurent sur leur liste, durant un laps de temps
fixé. Ils peuvent obtenir diverses informations
utiles pour accomplir cette tâche à partir des af-
fiches, panneaux, caisses, articles, etc.
Dans FormatStore [13], ces listes de courses
étaient soit aléatoires (selon une distribution de
Poisson basée sur la taille moyenne des pa-
niers), soit définies « à la main » selon une
scénarisation particulière destinée à placer l’ap-
prenti vendeur dans une situation probléma-
TABLE 1 – Matrice d’interaction qui définit le comportement de tous les agents de la simulation. Par
exemple, l’intersection entre la ligne Customer et la colonne Item contient deux interactions, Take et
MoveTowards, ce qui signifie qu’un agent Client peut soit prendre un agent Article, soit s’en appro-
cher, en fonction de la priorité (premier des deux nombres — ici, Take a la plus forte priorité) et de la
distance entre les agents (second nombre), sous réserve que les conditions des ces interactions soient
satisfaites pour chacun des agents. La colonne ∅ contient les interactions réflexives (i.e. où l’agent
cible est l’agent source lui-même).
XXXXXXXXXXSource
Target ∅ Customer Item Checkout Queue Door
Customer
Wander (0) MoveTowards (2, 10) MoveTowards (3, 10) StepIn (5, 2) Exit (8, 1)
GoToPlace (1,∞) Take (4, 1) MoveOn (6, 1)
WalkOut (7, 1)
Item Notify (1, 10)
Sign Notify (1, 10)
Checkout Open (10) Notify (1, 15) Handle (8, 1)Close (10) CheckOut(7, 1) ShutDown (9, 1)
Door SpawnCustomer(1) Notify(1, 10)
tique. Dans les expériences décrites dans la sec-
tion 5, ces listes ont été construites au moyen
de l’algorithme d’extraction de connaissances
que nous proposons. La question que nous dis-
cutons dans la suite est donc essentiellement :
comment construire efficacement de telles listes
de courses ?
La réponse triviale consisterait à utiliser telles
quelles les transactions enregistrées pour « re-
jouer » en simulation les achats réels. Mais les
achats réels ne sont pas la cause du comporte-
ment des clients : seulement leur effet. Ils ré-
sultent précisément de la confrontation de deux
mécanismes : d’une part, des besoins plus ou
moins précis chez les clients, et d’autre part, une
certaine organisation spatiale du magasin, la dis-
ponibilité ou la visibilité des articles, etc. autre-
ment dit le caractère situé des choix que doivent
faire les individus dans leur environnement. Les
utiliser en dépit de ce caractère fortuit priverait
la simulation de toute capacité d’extrapolation.
Nous tentons donc de combiner l’identification
de clients similaires (comme dans la segmen-
tation clientèle classique) en classifiant leurs
transactions, et l’induction d’une caractérisa-
tion abstraite de ces classes, en l’occurrence par
des listes de courses types (prototypes). Nous
pouvons dès lors utiliser l’association entre des
classes de clients et leurs listes de courses pour
générer des profils d’agents susceptibles d’ache-
ter des articles similaires. Notre démarche peut
être vue comme une boucle méthodologique
comme celle présentée sur la figure 1 : à par-
tir des transactions (tickets de caisse) enregis-
trés, nous pouvons extraire des prototypes re-
présentatifs de divers groupes de transactions si-
milaires (listes de courses) ; après quoi, ces pro-
totypes peuvent être utilisés en simulation pour
produire à leur tour des transactions simulées,
qui peuvent être elles-mêmes analysées par le
même procédé pour vérifier que les prototypes
issus de la simulation sont les mêmes que ceux
issus des données réelles.
TRANSACTIONS
e.g. tickets de caisse
PROTOTYPES


































FIGURE 1 – Un aperçu de notre démarche mé-
thodologique. (1) Notre processus d’exploration
de données construit automatiquement des pro-
totypes à partir de transactions. (2) La simula-
tion utilise les prototypes pour paramétrer les
comportements et produire des transactions si-
mulées, qui à leur tour peuvent être segmentées
en prototypes à comparer à ceux issus des don-
nées réelles.
Pour rentrer dans les détails de ce processus,
nous devons d’abord expliquer comment nous
allons décrire les articles, les tickets de caisse et
les listes de courses pour leur appliquer le trai-
tement le plus adapté.
3 Représentation des connaissances
3.1 Identifiants des articles
Dans la grande distribution, chaque produit
unique est identifié par une « unité de ges-
tion des stocks » (UGS, en anglais SKU pour
« stock-keeping unit ») afin de tracer sa disponi-
bilité et la demande. Les UGS ne sont pas des-
tinés à décrire la nature ou les caractéristiques
des produits de façon standardisée, mais seule-
ment à les référencer. Ces méthodes d’identifi-
cation ne sont pas très adaptées pour extraire
autre chose de des règles de co-occurrence. Il
est en fait nécessaire, pour caractériser ces pro-
duits en vue d’une analyse explicative, de leur
adjoindre des connaissances marketing perti-
nentes (famille de produits, qualité, prix rela-
tif, marque, label bio, etc.). Cette étape peut re-
quérir une expertise pour évaluer quelles sont
les caractéristiques jugées pertinentes dans un
contexte commercial donné.
Dans ce qui suit, nous identifions chaque produit
unique par un tuple d’entiers strictement posi-
tifs, qui encode les valeurs des caractères jugés
pertinents. Par exemple, si les propriétés utiles
sont la marque, la famille du produit et une des-
cription détaillée (e.g. respectivement « Soda-
Cola », « boisson », « soda goût cola »), alors les
produits sont identifiés par un triplet d’entiers,
e.g. (31, 4, 15). Cela permet une représentation
de tous les produits à une granularité arbitraire-
ment fine, incluant des qualifications très spéci-
fiques comme « bio », « commerce équitable »
ou « sans gluten ». De plus, des valeurs conti-
nues comme le prix ou le poids peuvent être en-
codées moyennant une discrétisation préalable
(e.g. 1 pour « bon marché », 2 pour « moyen »,
3 pour « cher » ; ou de 1 à 4 pour un condition-
nement variant de « petit » à « familial »). La
transformation des UGS ou d’autres méthodes
d’identification en ce genre de tuples d’entiers
peut être effectuée automatiquement, en effec-
tuant les jointures appropriées entre bases de
données.
3.2 Transactions et prototypes
Notre processus d’exploration de données s’ap-
puie sur des informations d’achats enregistrées ;
les plus accessibles sont les tickets de caisse.
Une transaction au sens de [1] peut être calculée
à partir d’une simple énumération des produits
uniques (sans doublons) présents sur les tickets,
sans prendre en compte les quantités (comme
[1]). Ainsi, à partir d’une liste d’identifiants de
type UGS, nous construisons un ensemble de
tuples d’entiers.
À partir de ces transactions, le processus que
nous appliquons consiste à extraire des proto-
types qui visent à décrire un « ticket abstrait »
caractérisant les groupes de tickets similaires.
Pour ce faire, nous introduisons d’abord la no-
tion d’article prototype. Un article prototype est
également un tuple d’entiers, mais pour lequel
la valeur 0 est autorisée comme valeur géné-
rique (joker). Par exemple, un produit carac-
térisé par « n’importe quelle marque », « bois-
son », « soda goût cola » peut être décrit au
moyen du triplet (0, 4, 15). Le triplet nul (0, 0,
0) signifie « n’importe quel produit ». Un proto-
type est alors simplement défini comme un en-
semble d’articles prototypes.
Ces prototypes construits à partir des données
peuvent également être utilisés comme « listes
de courses » pour les cliens simulés, car il ar-
rive fréquemment que seuls quelques traits des
articles souhaités soient effectivement spécifiés.
Ainsi, M. Dupont achète du « soda goût cola »
sans égard pour la marque, tandis que M. Du-
pond est susceptible d’acheter n’importe quel
yaourt bio de la marque « Yoopla ». L’usage du
0 comme joker est fort utile pour exprimer de
tels souhaits vagues.
Dans la section suivante, nous montrons com-
ment de tels prototypes sont effectivement
construits à partir des transactions.
4 Étapes du processus d’explora-
tion de données
L’analyse des achats procède de la façon sui-
vante : 1o la base de transactions est partition-
née en classes (ce qui suppose de définir préa-
lablement une mesure de distance entre tickets,
elle-même basée sur une mesure de distance
entre articles) ; 2o pour chaque classe de tran-
sactions, tous les articles qui apparaissent sur
les transactions sont à leur tour classés pour
construire des articles prototypes, puis le proto-
type composé de l’union des articles prototypes
est évalué par rapport à toutes les transactions
de la classe.
4.1 Mesure de similarité entre articles
Comme certains articles souhaités par les clients
peuvent n’être pas complètement spécifiés, il
est à prévoir que des consommateurs dotés
du même prototype (i.e. de la même liste de
courses) n’achètent pas exactement les mêmes
produits. Aussi, si l’on calcule une distance
entre transactions uniquement en fonction des
produits qu’elles ont en commun, il faut s’at-
tendre à ce que la classification des transac-
tions soit de piètre qualité. Nous proposons au
contraire de moduler la comparaison des tran-
sactions en prenant en compte la distance entre
articles.
Une façon simple de procéder est de calculer
une distance « à la Hamming » (ou réciproque-
ment un indice de similarité de type Hamming).
Si deux articles (ou articles prototypes) sont re-
présentés par les tuples d’entiers I = (f1, ..., fn)
et I ′ = (f ′1, ..., f
′
n), leur similarité est définie








i) = 1 si fi = f
′
i ou fi = 0 ou f
′
i = 0, et
ς(fi, f
′
i) = 0 sinon.
4.2 Mesure de similarité entre transactions
Afin de comparer les transactions, nous sommes
partis d’une mesure fort employée pour le cal-
cul de similarités entre ensembles de tailles dif-
férentes : l’indice de Jaccard [9]. Il est dé-
fini comme suit pour tout ensemble X, Y :
J(X, Y ) = |X∩Y ||X∪Y | =
|X∩Y |
|X|+|Y |−|X∩Y |
Comme nous l’avons expliqué ci-dessus,
l’usage brut de l’indice de Jaccard ne peut sa-
tisfaire nos besoins, dans la mesure où il ne fait
aucune différence entre des ensembles disjoints
et des ensembles qui contiennent des éléments
proches mais différents. Aussi, nous en pro-
posons une extension, basée sur la similarité
entre articles. Elle consiste à calculer le score
des meilleurs appariements entre les articles de
deux transactions, par similarité décroissante.
Ce nouvel indice est noté dans la suite JBM
(pour « best-match Jaccard index »). Pour le
calculer entre une transaction T = {I1, ..., Ip}
et une autre transaction T ′ = {I ′1, ..., I ′q}, nous
appliquons l’algorithme suivant :
1. Calculer la matrice d’appariement (σi,j)
avec σi,j = σ(Ii, I ′j)
2. Pour k de 1 à min(p, q) :
(a) Calculer µk = maxi,j(σi,j)
(b) Identifier un couple (i?, j?) tel que
σi?,j? = µk (si plusieurs couples
(i, j) vérifient µk = σi,j , sélection-
ner un couple (i?, j?) qui minimise :
(
∑
i 6=i? σi,j? +
∑
j 6=j? σi?,j))
(c) Remplacer (σi,j) par la sous-matrice




k=1 µk joue le même rôle que|X ∩ Y | dans l’indice de Jaccard classique,
de sorte que nous avons :
JBM(T , T ′) = µBM
p+ q − µBM
Par exemple, prenons T ={(1, 1, 2), (3, 5, 8),
(13, 21, 34)} et T ′={(1, 1, 2), (3, 6, 8), (12, 13,
14), (1, 1, 34)}. Comme on a T ∩ T ′ ={(1, 1,
2)} seulement, on aurait J(T , T ′) ≈ 0.17, tan-
dis que l’on obtient JBM(T , T ′) = 0.4, car plu-
sieurs articles de T et de T ′ sont assez proches
comme on peut le voir sur le tableau 2 ci-après.
TABLE 2 – Exemple de matrice de similarité
entre les articles de deux transactions, utilisée
pour calculer la valeur de JBM . Les valeurs




σ(I, I ′) (1, 1, 2) (3, 6, 8) (12, 13, 14) (1, 1, 34)
(1, 1, 2) 1 0 0 0.6666667
(3, 5, 8) 0 0.6666667 0 0
(13, 21, 34) 0 0 0 0.3333333
Il existe de nombreuses mesures de similarité
et de distance qui peuvent se substituer à l’in-
dice de Jaccard [6] ; en pratique, la méthode
que nous proposons est également adaptée pour
les plus fréquents d’entre eux tels que les in-
dices d’Ochiai [14] ou de Sørensen-Dice [8],
qui peuvent être étendus suivant le même algo-
rithme de meilleur appariement. Ce point précis
a été vérifié expérimentalement au moyen de la
même procédure que celle que nous présentons
dans la section 5.
4.3 Classification des transactions
Nous utilisons ensuite l’indice JBM pour cal-
culer une matrice des distances entre toutes les
transactions de la base de données : ∆BM =
(di,j) avec di,j = 1 − JBM(Ti, Tj). Cette ma-
trice de distances peut être soumise à de nom-
breuses techniques de classification. Nous avons
choisi un algorithme très classique de classifica-
tion hiérarchique, en l’occurrence celui implé-
menté dans la bibliothèque flashClust de
R [12], et qui nous permet d’obtenir très sim-
plement des dendrogrammes en fonction des si-
milarités entre transactions.
Ensuite, le dendrogramme est découpé en K
classes (e.g. au moyen de la fonction cutree
de R). La valeur « correcte » de K n’est pas ai-
sée à déterminer a priori, aussi nous avons ten-
ter d’évaluer empiriquement la hauteur la plus
appropriée pour couper l’arbre, au moyen de
prototypes générés aléatoirement avec une va-
leur connue pour K (cf. section 5). Il est apparu
qu’une hauteur h ≈ 0.6 − 0.7 permettait dans
tous les cas de trouver la bonne valeur de K.
4.4 Induction des prototypes
Construire un prototype pour une classe consiste
ici à trouver un ensemble de tuples (autorisant le
0) qui obtient le meilleur score possible, quand
on mesure sa similarité avec les N transactions
de la classe au moyen de l’indice JBM . Il doit
donc être aussi précis que possible tout en intro-
duisant de la généralisation lorsque c’est néces-
saire.
Le processus commence par une analyse de fré-
quence : pour chaque article I qui apparaît sur
l’une des N transactions de la classe à analyser,
nous calculons φ(I) comme le rapport entre le
nombre de transactions contenant I , et N .
Les articles rares, i.e. pour lesquels φ(I) < ε,
peuvent être considérés comme des achats de
circonstance ou du « bruit », et simplement
ignorés (en pratique cela fonctionne assez bien
pour ε ≈ 1
N
, i.e. des articles qui n’apparaissent
que sur un seul ticket). Inversement, les ar-
ticles fréquents, i.e. pour lesquels φ(I) > θ,
peuvent être considérés comme indispensables
et sont maintenus tels quels dans le prototype à
construire (empiriquement, nous utilisons θ ≈
0.95).
En ce qui concerne les articles de fréquence in-
termédiaire, nous leur appliquons une nouvelle
classification, afin de détecter certaines régula-
rités, par exemple que les produits « SodaCola »
sont toujours associés à du « yoghourt bio » de
diverses marques. Pour cela nous calculons une
matrice des distances entre articles de la classe
considérée : (Di,j) avec Di,j = 1 − σ(Ii, Ij),
et nous l’utilisons pour construire un dendro-
gramme des articles. À nouveau, le nombre de
classes pertinentes KI n’est pas connu a priori.
Pour l’estimer, nous utilisons l’algorithme sui-
vant pour les valeurs possibles de KI :
1. Pour chaque classe d’articles : calculer un
article prototype en plaçant un 0 lorsque les
caractéristiques diffèrent ; par exemple, si
les articles de la classe sont (1, 5, 7), (1, 6,
7) and (1, 12, 7), l’article prototype corres-
pondant est (1, 0, 7).
2. Faire l’union de tous les articles proto-
types ainsi que des articles fréquents, ce qui
donne un prototype candidat PKI .
3. Calculer le score de PKI comme la
moyenne de JBM(PKI , T ) pour toutes les
transactions T de la classe analysée.
Nous conservons la valeur K?I pour laquelle le
prototype associé PK?I ) maximise ce score. Cet
algorithme est appliqué aux K classes de tran-
sactions pour générer K prototypes.
5 Validation
Les prototypes ainsi obtenus ont vocation à être
utilisés par un processus de simulation pour
produire de transactions artificielles. Les agents
clients effectuent des comportements de façon
autonome, en fonction de leurs listes de courses
contenant des articles prototypes (i.e. avec des
jokers), et ce dans le contexte situé d’un ma-
gasin réaliste. Dans la mesure où des articles
peuvent manquer ou être difficiles à trouver, on
ne peut toutefois s’attendre à ce que les transac-
tions qui résultent de la simulation soient exac-
tement identiques aux transactions réelles qui
sont à l’origine des listes de courses.
Pourtant, nous devons nous assurer que la si-
mulation est capable de reproduire le même
type de comportement d’achat que celui observé
chez les clients réels. Un moyen d’y parvenir
est d’analyser les transactions produites par la
simulation, de reconstruire les prototypes cor-
respondants au moyen du même processus de
fouille de données, et de les comparer aux pro-
totypes issus des données réelles.
Toutefois, il est nécessaire avant d’analyser les
résultats de simulations multi-agents de vérifier
que la méthode de construction des prototypes
est suffisamment robuste. Sans cela, d’éven-
tuelles différences entre les prototypes qui re-
flètent l’activité des agents et ceux qui caracté-
risent les achats de consommateurs réels, pour-
raient trouver leur origine non pas dans le com-
portement des agents ou dans les particularités
de l’environnement, mais seulement dans une
forte sensibilité aux perturbations du proces-
sus d’exploration des données. Nous présentons
donc ci-dessous comment la robustesse de notre
méthode d’analyse a été évaluée.
5.1 Simulations stochastiques de l’instan-
ciation des prototypes
Afin d’effectuer des tests assez complets, nous
avons généré plusieurs ensembles de proto-
types, chacun composé d’articles prototypes
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FIGURE 2 – Dendrogrammes issus des simi-
larités entre transactions dans 3 expériences.
La ligne horizontale représente la hauteur de
coupe (0.6) qui permet de retrouver les K
classes de départ. Paramètres : (a) K = 4, NI =
{5, 10, 20, 40}, NT = 200, NA = 5 %, NM =
5 %, NO = 0 ; (b) K = 8, NI = 10, NT = 400, NA =
5 %, NM = 5 %, NO = 0 ; (c)K = 5, NI = 20, NT =
100, NA = 5 %, NM = 5 %, NO = 5 %.
gros grain, mais rapide, des achats induits par
ces prototypes, nous les avons instanciés de fa-
çon aléatoire, sur la base des paramètres sui-
vants :
– le nombre K de classes (donc de prototypes)
à tester ;
– le nombre d’articles prototypes NI(i) dans
chaque classe i ;
– le nombre de transactions par classe, NT (i),
qui détermine combien de transactions sont
instanciées pour le prototype i ;
– le nombre d’articles additionnels NA(i) qui
indique combien d’articles aléatoires sont
ajoutés dans chaque transaction de la classe i
(cela permet de représenter des achats occa-
sionnels qui ne sont pas représentatifs des ha-
bitudes des agents de cette classe) ;
– le nombre d’articles manquants NM(i) qui
donne, pour la classe i, le nombre d’articles
prototypes qui ne sont pas instanciés (possi-
bilité que certains articles ne soient pas trou-
vés) ;
– le nombre NO de transactions qui n’appar-
tiennent à aucune classe (et sont générées de
façon totalement aléatoire).
L’instanciation d’un article prototype consiste à
remplacer chaque 0 par un entier aléatoire stric-
tement positif, dans un certain domaine de va-
leurs pris par les caractéristiques des articles
réels. Dans nos expériences nous avons utilisé
des tuples de 5 entiers dont les valeurs maxi-
males étaient (20, 100, 10, 5, 2) (valeurs choi-
sies sur la base de travaux antérieurs [13]).
Nous avons mené des expériences automatiques
et leur évaluation pour les combinaisons des pa-
ramètres ci-dessus dans les intervalles suivants :
K : 4 – 10 ; NI : 5, 10, 20, 40 ; NT : 50, 100,
200, 400, 800 ; NA : 0, 5, 10 % du nombre d’ar-
ticles dans les transactions ; NM 0, 5, 10 % du
nombre d’articles dans les transactions ; NO : 0,
5, 10 % du nombre total de transactions. Toutes
ces expériences ont donné des résultats concor-
dants que nous résumons ci-après.
5.2 Résultats et discussion
Comme le montre la figure 2 pour trois des ces
expériences, les transactions produites par l’ins-
tanciation de prototypes aléatoires sont correc-
tement discriminées : couper les arbres à une
hauteur voisine de 0.6 suffit à identifier des
classes qui reflètent exactement les K classes
d’origine (cf. fig. 3a–b), même lorsque les tran-
sactions sont construites avec des articles addi-
tionnels ou manquants.
Lorsque la base contient également des transac-
tions aléatoires (cf. fig 2c), i.e. n’appartenant à
aucune classe caractérisée par un prototype, le
processus identifie toujours correctement les K
classes d’origine, en ajoutant des classes sup-
plémentaires très petites (cf. fig. 3c), qui sont
la plupart du temps réduites à une seule tran-
saction. Ces classes peuvent être très facilement
écartées lors de la phase de généralisation. Dans
toutes les expériences (jusqu’à NO = 10 % du
nombre total de transactions), la construction de
prototypes a été un succès, ce qui nous semble
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FIGURE 3 – Comparaison entre les classes de
transactions estimées (abscisses) et les classes
d’origine (ordonnées) pour les expériences (a),
(b) et (c). L’intensité de chaque carré est pro-
portionnelle au nombre de transactions classées
dans la ligne et la colonne correspondantes. Tan-
dis que (a) et (b) montrent une correspondance
exacte, dans (c) il y a des transactions « bruit »
générées de façon totalement aléatoire : elles ne
sont pas réparties parmi les véritables classes,
mais placées dans de petits groupes isolés.
5.3 Expérimentations multi-agents
Le simulateur conçu dans nos travaux antérieurs
(cf. [13] et § 2.2) a été modifié pour repré-
senter les listes de courses au moyen de pro-
totypes et les articles par des tuples d’entiers.
FIGURE 4 – Tracé des chemins suivis par les
clients simulés dans le magasin virtuel.
Nous avons d’abord mené des expériences avec
les mêmes prototypes que dans les simulations
stochastiques et avec des agents connaissant la
position des rayons dans le magasin. Dans ces
conditions, les transactions simulées sont ca-
pables de reproduire les classes et les prototypes
de départ.
Cependant, ces résultats sont modulés par la li-
mite temporelle donnée aux agents pour effec-
tuer leurs achats, lorsque ceux-ci ne connaissent
pas l’agencement spatial du magasin. Lors-
qu’elle est trop réduite, ils sortent du maga-
sin sans avoir acheté tous les articles de leur
liste. Cela n’a pas d’effet sur l’identification
des classes de transactions (grâce à la robus-
tesse du processus vis-à-vis des articles man-
quants), mais peut modifier la nature des pro-
totypes construits à partir des transactions si-
mulées. En effet, l’observation des chemins sui-
vis par les clients dans le magasin (cf. fig. 4)
met en évidence des « points chauds » très fré-
quentés, où les articles sont donc trouvés faci-
lement, ainsi que des « points froids » où les
agents passent peu : les produits manquants sont
donc souvent les mêmes car « mal placés » (du
point de vue marketing), contrairement à ce qui
se passait dans les simulations stochastiques où
les produits manquants étaient choisis de fa-
çon uniformément aléatoire parmi les articles
prototypes de la liste de courses. Il en résulte
que les prototypes reconstruits dans ces condi-
tions constituent un sous-ensemble des proto-
types d’origine.
Loin de constituer une limitation de notre ap-
proche, cettre propriété met en lumière le côté
crucial de la mise en situation spatiale des si-
mulations, et illustre bien comment utiliser ces
outils pour l’aide à la prise de décision quant au
placement des articles en rayon, l’agencement
du magasin, la signalisation, etc. La limitation
du temps passé dans le magasin est également
importante, non seulement parce qu’elle serait
un gage de réalisme, mais plus significativement
parce qu’elle exerce une pression forte sur le dé-
cideur pour ce qui est de l’optimisation du posi-
tionnement des produits et de l’information.
Les travaux en cours portent sur l’analyse et
l’intégration de bases de données de tickets
réels, ainsi que la construction d’un environne-
ment de plus grande taille reproduisant les ca-
ractéristiques du magasin où ces tickets ont été
collectés. Cela requiert notamment d’intégrer
les positions effectives des articles et celles des
panneaux de signalisation, le plan du magasin,
etc. puisque nous avons montré que ces infor-
mations ont un impact direct sur les résultats de
la simulation. Ces éléments doivent donc faire
l’objet d’une validation auprès des experts com-
merciaux avec lesquels nous travaillons avant de
pouvoir lancer des expérimentations grandeur
nature.
6 Conclusion
La conception d’un outil intégré d’aide à la dé-
cision dans le domaine de la distribution est
évidemment un objectif de longue haleine. Ce-
pendant nous avons montré comment combi-
ner une approche de simulation incrémentale
(adaptée à la représentation d’hypothèses por-
tant sur les comportements individuels, les inter-
actions entre agents ou la configuration de l’en-
vironnement) et des algorithmes d’exploration
de données (employés d’ordinaire pour extraire
un « comportement moyen » valable pour l’en-
semble de la population). Notre proposition per-
met ainsi de doter les populations d’agents de
profils différenciés, sur la base de critères sta-
tistiques réalistes, ces profils servant à leur tour
à paramétrer les comportements des agents afin
de produire des résultats similaires à ceux ob-
servés dans la réalité. En outre cette proximité
des résultats de simulation avec les données en-
registrées n’est pas que qualitative : les outils
que nous avons construits en donnent une me-
sure. Par ailleurs, nous avons montré que ces al-
gorithmes sont plutôt robustes au bruit dans les
données. Il reste encore à tester cette approche
sur une large échelle à partir d’une base de ti-
ckets réels.
Il est à noter que notre méthode, contraire-
ment à la pratique courante en marketing, ne
cherche pas à partitionner les transactions en
« véritables » classes de clients, par exemple
selon des critères socio-économiques, démo-
graphiques ou géographiques pré-établis. Nous
cherchons uniquement à capter des similari-
tés dans les traces d’activité des individus,
en construire une représentation abstraite et
concise, dans l’hypothèse que cette représen-
tation peut être génératrice de comportements.
Cette démarche rend notre méthode indépen-
dante de cadres théoriques préexistants, et sur-
tout permet de changer aisément de point de
vue. Ainsi par exemple, la prise en compte de
variations saisonnières se réduit à utiliser alter-
nativement les profils issus de données enregis-
trées à des périodes différentes.
Par ailleurs, nous comptons mettre à l’épreuve
nos méthodes dans d’autres domaines d’appli-
cation pour lesquelles nous avons de bonnes rai-
sons de penser que nos techniques peuvent s’ap-
pliquer, c’est-à-dire ceux où les traces d’acti-
vité des agents s’expriment sous forme de tran-
sactions et leurs buts sous forme de prototypes.
Cela devrait être notamment le cas en géno-
mique fonctionnelle [2] (qui s’appuie fréquem-
ment sur des approches de type classification
multi-labels) ou en écologie [3] (où l’on ren-
contre de nombreuses méthodes d’identification
de paramètres). Si la généralité de cette ap-
proche se confirme, elle constituera une étape
importante pour le renforcement de l’intégra-
tion automatique de données dans les simula-
tions muti-agents.
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