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Abstract. We consider a geometrical system of equations for a three dimensional
Riemannian manifold. This system of equations has been constructed as to include
several physically interesting systems of equations, such as the stationary Einstein
vacuum field equations or harmonic maps coupled to gravity in three dimensions. We
give a characterization of its solutions in a neighbourhood of a given point through
sequences of symmetric trace free tensors (referred to as ‘null data’). We show that
the null data determine a formal expansion of the solution and we obtain necessary
and sufficient growth estimates on the null data for the formal expansion to be
absolutely convergent in a neighbourhood of the given point. This provides a complete
characterization of all the solutions to the given system of equations around that point.
1. Introduction
In looking for solutions of Einstein field equations, or in analyzing properties of the
solutions, it is useful to consider first the static or stationary case. If dimensions
higher than four are considered, as in Kaluza-Klein type theories, dimensional reduced
versions of the theories are usually also analyzed. This practice is due to the complicated
structure of Einstein equations and because the static or stationary solutions provide
important information about some properties of the solutions. If one looks at the systems
of equations that arise after the dimensional reduction one finds that in general they
have the following features:
• The base manifold is three dimensional.
• The metric is Riemannian.
• On the base manifold there are some scalar fields.
• The metric satisfies an equation whose principal part is given by the Ricci tensor
of the metric.
• The fields satisfy Laplace type equations.
There are two features that are central for our analysis. The first is that in a suitable
gauge the systems are elliptic. This implies that the solutions are analytic in this gauge.
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Secondly, in this gauge the systems of equations are diagonal, i.e. for each system
the principal symbol has only diagonal elements (the off-diagonal elements vanish)
and all the diagonal elements are the same. This implies that the complex null cone
(characteristic cone) is the same for all the unknowns in each system. This is very
important for the geometrical analysis of the problem.
One of the simplest cases that exhibit the described features is that of the static
Einstein vacuum field equations. More complicated examples are given by the stationary
Einstein-Maxwell fields in arbitrary dimensions [4] (here stationary means that the
dimensionally reduced problem is three dimensional) and static Einstein-Maxwell-
dilaton fields [5]. A particular class of systems that has received increasing attention
over the years and that also posses the described properties corresponds to harmonic
maps coupled to gravity (also called σ-models) whose base space is a three dimensional
manifold or where the spacetime is stationary [7, 2]. Of course this listing is far from
complete, but it clearly shows that many interesting systems of equations share the
mentioned properties.
We want to analyze the existence and characterization of solutions to such systems
of equations without entering into the details of how such systems of equations arise or
what the specific physical considerations that lead to such systems are. Therefore we
consider a more general system of equations that includes all the named features. The
setting is the following.
Let N be a three dimensional manifold with negative definite metric h and n scalar
fields on it, φα, α = 1, . . . , n, that satisfy the following system of equations:
∆hφ
α = fα(φγ , Dcφ
γ), α = 1, . . . , n, (1)
Rab[h] = F
α(φγ)DaDbφ
α + F αβ(φγ)Daφ
αDbφ
β + f(φγ, Dcφ
γ)hab, (2)
where D is the covariant derivative associated with h, ∆h is the Laplace operator with
respect to h and Rab[h] is the Ricci tensor of h. F
α(φγ), F αβ(φγ), α, β = 1, . . . , n, are
analytic functions of the scalar fields and f(φγ, Dcφ
γ), fα(φγ, Dcφ
γ), α = 1, . . . , n, are
analytic functions of the scalar fields and its first derivatives. In order not to burden the
text, the span of greek indices is not always stated. We assume that the summation rule
for repeated indices holds for both latin and greek indices, the latter being written always
in the upper position, as no metric is associated with them. We assume F αβ = F βα,
so we do not to have to symmetrize on the a, b indices. The functions f , fα, F α, F αβ
are scalars if considered as functions on N through their dependence on the fields and
their first derivatives. This is necessary for (1), (2) to be a geometrically meaningful
system of equations. Later on, we will see that the functions f , fα, F α and F αβ are
not independent but have to satisfy some relations. We refer to (1), (2) as the field
equations.
Now we can state clearly the objective of this work: to give a complete
characterization of the solutions to the field equations above in a neighbourhood of
a given point.
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So, let us take a point q in N . As said before, in a suitable gauge the system
of equations is elliptic, therefore the solution, if it exists, is analytic. This suggest
prescribing as data the coefficients of the Taylor expansion of the fields at q. This is not
possible, as the Taylor expansion coefficients are not independent of each other. Instead
we consider the following n sequences of symmetric trace-free tensors at q,
Dα = {φα(q), Da1φ
α(q), C(Da2Da1φ
α)(q), C(Da3Da2Da1φ
α)(q), . . .}, (3)
where C means taking the symmetric trace-free part of the tensor to which it is applied.
These sequences are called the null data for our system of equations. It turns out that the
null data is indeed a minimal set of data for the field equations, that is, it determines a
formal expansion of the solution and its components are independent of each other. Our
purpose can then be stated as to derive necessary and sufficient conditions for the null
data to determine apart from gauge conditions (unique) real analytic solutions of (1) and
(2). This will show that the null data do indeed provide the searched characterization.
Prescribing a minimal set of data at a point as characterization for the solutions
to a gauge-elliptic problem is certainly different from posing a standard boundary value
problem. A particular advantage of our approach is that the data has a geometrical
meaning and does not depend on the choice of an arbitrary hypersurface or coordinate
system. This makes the characterization intrinsic to the geometry of the solution.
Another advantage arises if there is a geometrically distinguished point. Our
approach then allows a complete control and analysis of the solution at the given
point. The existence of a geometrically distinguished point happens in the case of
asymptotically flat static or stationary spacetimes (cf. Friedrich [3] and Acen˜a [1]),
where there is a point in the manifold that represents infinity. Unfortunately those cases
are not included in our present treatment because besides the metric there are further
tensor fields among the unknowns, while we only consider scalar fields. An extension of
the present result to include tensors in the unknowns is possible although not entirely
straightforward, as one has possibly to take into account integrability conditions that
may arise for the system of equations to be consistent. We do not want to get involved
in such a discussion here.
It is convenient to express the tensors in Dα in terms of an h-orthonormal frame
ca, a = 1, 2, 3, centered at q. Denoting by Da the covariant derivative in the direction
of ca,
Dα∗ = {φα(q), Da1φ
α(q), C(Da2Da1φ
α)(q), C(Da3Da2Da1φ
α)(q), . . .}. (4)
These tensors will be called the null data in the frame ca, and are defined uniquely up
to rigid rotations in R3.
If the metric h and the potentials φα exist, then they are real analytic near q and
one has Cauchy estimates on the derivatives of the potentials. The Cauchy estimates
imply that there exist positive constants M , r, such that the components of the null
data satisfy
|C(Dap...Da1φ
α)(q)| ≤
Mp!
rp
, p ≥ 0, ap, . . . , a1 = 1, 2, 3. (5)
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Our main result corresponds to the statement that these estimates are not only necessary
but also sufficient to have an analytic solution, and is presented in the following theorem.
Theorem 1.1. Suppose
Dˆα = {ψα
a1
, ψα
a2a1
, ψα
a3a2a1
, ...}, α = 1, . . . , n, (6)
are n infinite sequences of symmetric, trace free tensors given in an orthonormal frame
at the origin of a 3-dimensional Euclidean space. If there exist positive constants M , r
such that the components of these tensors satisfy the estimates
|ψα
ap...a1
| ≤
Mp!
rp
, p ≥ 0, ap, ..., a1 = 1, 2, 3, α = 1, . . . , n,
then there exists an analytic solution h, φα, α = 1, . . . , n, of the field equations near
q, unique up to isometries, so that the null data implied by it in a suitable frame ca as
described above satisfy
C(Dap...Da1φ
α)(q) = ψα
ap...a1
, p ≥ 0, ap, ..., a1 = 1, 2, 3, α = 1, . . . , n.
The sequences (6), not necessarily satisfying any estimates, will be referred to as
abstract null data. As the type of estimates imposed here on the abstract null data does
not depend on the orthonormal frame in which they are given, and since these estimates
are necessary as well as sufficient, then all possible solutions of (1), (2) are characterized
by the null data.
In the context of three dimensional Riemannian spaces (cf. Penrose and Rindler [6]
for the four dimensional Lorentzian case) the null data was first introduced by Friedrich
[3] as a way to characterize static asymptotically flat solutions to the vacuum Einstein’s
field equations. They were also used by Acen˜a [1] for the stationary asymptotically
flat vacuum case. The techniques that we use to prove the result of the present work
are similar to those introduced by Friedrich and used by Acen˜a. Therefore we will
not present the procedure in full detail, but we will state the important steps and the
features that are distinctive for the case that we are treating here.
2. The exact sets of equations argument
We have defined the null data Dα (3) and we want to use them to characterize solutions
to the field equations. Therefore an important first step is to show that the null data
can actually be used to construct formal solutions to the field equations. For this we
construct expansions of the fields in normal coordinates.
We assume from now on N to be small enough to coincide with a convex h-
normal neighbourhood of q. Let ca, a = 1, 2, 3, be an h-orthonormal frame field on
N which is parallelly transported along the h-geodesics through q and let xa denote
normal coordinates centered at q so that cb a ≡ 〈dxb, ca〉 = δb a at q. We refer to
such a frame as a normal frame centered at q. Its dual frame will be denoted by
χc = χc bdx
b. In the following all tensor fields, except the frame field ca and the coframe
field χc, will be expressed in terms of this frame field, so that the metric is given by
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hab ≡ h(ca, cb) = −δab. With Da ≡ Dca denoting the covariant derivative in the ca
direction, the connection coefficients with respect to ca are defined by Dacc = Γa
b
ccb.
An analytic tensor field Ta1...ak on N has in the normal coordinates x
a a normal
expansion at q, which can be written
Ta1...ak(x) =
∑
p≥0
1
p!
xbp ...xb1Dbp ...Db1Ta1...ak(q), (7)
where we assume from now on that the summation convention does not distinguish
between bold face and other indices.
Since hab = −δab, it remains to be seen how to obtain normal expansions for the
φα’s using the field equations and the null data. That is, we need to see how to obtain
Dap...Da1φ
α(q), p ≥ 0, ap, . . . , a1 = 1, 2, 3.
The algebra necessary for doing this simplifies considerably in the space-spinor
formalism. How to do the transition is explained in [3]. Here we recall a few important
properties.
• A space spinor field TA1B1...ApBp = T(A1B1)...(ApBp) arises from a real tensor field
Ta1...ap if and only if
TA1B1...ApBp = (−1)
pτA1
A′
1 ..τBp
B′pT¯A′
1
B′
1
...A′pB
′
p
, (8)
where τAA
′
= ǫ0
Aǫ0
A′ + ǫ1
Aǫ1
A′ . ǫAB is the constant ǫ-spinor, which satisfies
ǫAB = −ǫBA, ǫ01 = 1 and it is used to move indices according to the rules
ιB = ι
AǫAB, ι
A = ǫABιB.
• Any spinor field TA...H admits a decomposition into products of totally symmetric
spinor fields and ǫ-spinors which can be written schematically in the form
TA...H = T(A...H) +
∑
ǫ′s × symmetrized contractions of T. (9)
• The operation of taking the symmetric trace-free part of a tensor translates into
taking the totally symmetric part of the corresponding spinor. So the null data
translates into n sequences of totally symmetric spinors.
• We also have a complex frame field cAB (related to ca), such that h(cAB, cCD) =
hABCD ≡ −ǫA(CǫD)B, and its dual 1-form field χ
AB (related to χa). The covariant
derivative of a spinor field ιC in the direction of cAB is given by
DABι
C = cAB(ι
C) + ΓAB
C
Dι
D,
where ΓABCD = Γ(AB)(CD) are the spinor connection coefficients.
• The commutator of derivatives are given in terms of the curvature spinor,
(DCDDEF −DEFDCD)ι
A = rA BCDEF ι
B, (10)
where
rABCDEF =
1
2
[(
sABCE −
1
6
rhABCE
)
ǫDF +
(
sABDF −
1
6
rhABDF
)
ǫCE
]
, (11)
being r the Ricci scalar of h and sABCD = s(ABCD) the trace free part of the
Ricci tensor of h. In tensor notation the decomposition of the Ricci tensor reads
Rab[h] = sab[h] +
1
3
r[h]hab.
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Equations (1), (2) take in the space-spinor formalism the form
DP ADBPφ
α = −
1
2
ǫABf
α, (12)
rABCDEF =
1
2
[(
SABCE −
1
6
RhABCE
)
ǫDF +
(
SABDF −
1
6
RhABDF
)
ǫCE
]
, (13)
where
SABCD = F
αDABDCDφ
α + F αβDABφ
αDCDφ
β + f˜hABCD, (14)
R = fˆ , (15)
being
f˜ = −
1
3
(F αβDaφ
αDaφβ + F αfα),
fˆ = F αβDaφ
αDaφβ + 3f + F αfα.
Using these equations and the theory of ‘exact sets of fields’ is possible to prove the
following result.
Lemma 2.1. Let there be n given sequences
Dˆα = {ψα, ψαA1B1 , ψ
α
A2B2A1B1
, ψαA3B3A2B2A1B1 , ...}
of totally symmetric spinors satisfying the reality condition (8). Assume that there exists
a solution h, φα, to the field equations so that the spinors given by Dˆα coincide with the
null data Dα∗ given by (4) in terms of an h-orthonormal normal frame centered at q,
i.e.
ψαApBp...A1B1 = D(ApBp ...DA1B1)φ
α(q), p ≥ 0,
Then the coefficients of the normal expansions (7) of the fields φα, i.e.
DApBp...DA1B1φ
α(q), p ≥ 0,
are uniquely determined by the data Dˆα and satisfy the reality condition.
Proof. The proof is by induction. It holds φα(q) = ψα, DABφ
α(q) = ψαAB.
To discuss the induction step we assume that the expansion coefficients of φα up to
order p are known and start with DAp+1Bp+1 ...DA1B1φ
α(q) and its decomposition in the
form (9). By assumption, the totally symmetric part of it is given by ψαAp+1Bp+1...A1B1 .
The other terms in the decomposition contain contractions. Let us consider a general
contraction, say Ai contracted with Aj. We can commute the operators DAiBi and
DAjBj with other covariant derivatives, generating by (10) and (13) only terms of lower
order, until we have
DAp+1Bp+1...DAi+1Bi+1DAi−1Bi−1 ...DAj+1Bj+1DAj−1Bj−1 ...DA1B1D
P
BiDPBjφ(q).
Equation (12) then shows how to express the resulting term by quantities of lower order
that are already known.
That the expansion coefficients satisfy the reality condition is a consequence of the
formalism and the fact that they are satisfied by the data.
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In order to show the convergence of the formal series determined in the previous
lemma we need to impose estimates on the free coefficients given by Dˆα. For the
necessary part we have the following result.
Lemma 2.2. A necessary condition for the formal series determined in Lemma 2.1 to
be absolutely convergent near the origin is that the data given by Dˆα satisfy estimates of
the type
|ψαApBp...A1B1| ≤
p!M
rp
, p ≥ 0, (16)
with some positive constants M , r.
The proof of the last lemma is very similar to the respective lemma in [3] and is
not repeated here.
A maybe more clarifying way of stating the last two lemmas is the following.
• If we have two solutions of the field equations and the null data (4) of one of the
solutions is related to the null data of the other solution by a rigid rotation in R3,
then the two solutions are related by an isomorphism and are therefore geometrically
equivalent.
• If we have a solution of the field equations, then its null data (4) satisfy estimates
of the form (5).
3. The characteristic initial value problem
After showing that the null data determine the solution, one would have to show that
the estimates (16), imply Cauchy estimates for the expansion coefficients
|DApBp ...DA1B1φ
α(q)| ≤
p!M
rp
, p ≥ 0.
This would ensure the convergence of the normal expansion in a neighbourhood of q
and the existence of the solution. But deriving estimates on the expansion coefficients
from estimates on the null data using the procedure described in the proof of Lemma
2.1 has not been possible. Instead, one can use the intrinsic geometric nature of the
problem and the data to formulate the problem as a boundary value problem to which
Cauchy-Kowalevskaya type arguments apply. The formalism necessary for this has been
developed in [3] and used in [1]. Here we present the important facts for the present
work, following the notation in [1]. The reader is referred to [3, 1] for details.
The fields h, φα can be extended near q by analyticity into the complex domain and
considered as holomorphic fields on a complex analytic manifold Nc. Under the analytic
extension, and choosing Nc to be a sufficiently small neighbourhood of q, the main
differential geometric concepts and formulae remain valid. The extended coordinates
and the extended frame, again denoted by xa and cAB satisfy the same defining equations
and the extended fields, denoted again by h, φα satisfy the field equations as before.
The null cone at q is defined as the set
Nq = {p ∈ Nc|Γ(p) = 0}
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where Γ = δabx
axb. It is the cone swept out by the complex null geodesics through
q. For the type of systems we consider one very specific and important feature of this
cone is that it is the characteristic cone not only for the Ricci operator in a harmonic
gauge but also for the Laplace operators that act on the scalar fields. The coincidence of
the characteristic cones for all the unknowns is due to the special form of the principal
symbol of the system, it is diagonal and all the diagonal elements are the same. If this
were not the case then the construction used in the present work would not be possible.
It turns out for our problem that knowing the null data is equivalent to knowing the
restriction of the holomorphic functions φα to the null cone. The identification is made
explicit later on.
Our problem can thus be formulated as the boundary value problem for the field
equations with data given on the null cone by the functions φα|Nq . The difficulty with
this formulation is that Nq is not a smooth hypersurface but an analytic set with a
vertex at the point q, therefore an adapted coordinate and frame field is needed. The
construction is done rigorously in [3] in terms of the principal bundle of spin frames over
Nc, SL(Nc). There a three-dimensional submanifold Nˆ of SL(Nc) is constructed in such
a way that together with the projection map π : SL(Nc) → Nc it induces coordinates
on Nc. Here we describe how the construction is seen on Nc.
We start by taking the null vector c11 at q and constructing the null geodesic γ
with affine parameter w whose tangent vector at q is c11. That is, γ(w) is the affinely
parametrized null geodesic that has γ(0) = q and γ′(0) = c11.
We define now a family of frames eAB at q in terms of the frame cAB and a parameter
v ∈ C in the following way
e00 = c00 + 2vc01 + v
2c11, e01(v) = c01 + vc11, e11(v) = c11.
These frames are orthonormal in the sense that h(eAB, eCD) = hABCD. As v varies e00
covers all null directions at q except c11.
We parallelly propagate the frames eAB(v) over γ(w). So now at each point of γ(w)
we have a family of frames eAB(v, w).
Consider a fixed value for v = v0 and w = w0. At γ(w0) we construct the null
geodesic that goes through this point and has tangent vector e00(v0, w0) at γ(w0). We
call u the affine parameter on this null geodesic that vanishes at γ(w0) and we assign to
a point on this geodesic the corresponding value of u and the values v = v0 and w = w0.
We also parallelly propagate the frame eAB(v0, w0) over the null geodesic. Doing this
for all possible values of v and w covers all of Nc and defines the frame field eAB there.
The functions z1 = u, z2 = v, z3 = w define holomorphic coordinates on Nˆ .
We denote again π the restriction of the projection to Nˆ . The map π induces a
biholomorphic diffeomorphism of Nˆ ′ ≡ Nˆ\U0, where U0 ≡ {u = 0}, onto π(Nˆ ′), but
the gauge is singular in the sense that the set U0, which is a two-surface on Nˆ , projects
into the curve γ on Nc. We also need to distinguish the set I ≡ {u = 0, w = 0}, where
π(I) = q. Finally, the set W0 ≡ {w = 0} projects onto Nq\γ and will therefore define
the initial data set for our problem.
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It is important to recall that although the coordinates za are well adapted to the
geometry of the problem we are dealing with, and are holomorphic on Nˆ , they are not a
good coordinate system in all of Nc. The set {u = 0} corresponds to the curve γ instead
of being a hypersurface on Nc, and thus there is no way of assigning a v coordinate to
points on γ. For this the null curve γ will be referred to as the the singular generator
of Nq in the gauge determined by the frame cAB at q. The singularity of the gauge is
reflected in the following properties, deduced in [3], and which are important for the
present work.
Regarding the frame field, as seen on Nˆ , if one writes eAB = e
a
AB∂za , then on Nˆ
′,
(ea AB) =

 1 e
1
01 e
1
11
0 e2 01 e
2
11
0 0 1

 =

 1 O(u
2) O(u2)
0 1
2u
+O(u) O(u)
0 0 1

 as u→ 0.
We shall write
ea AB = e
∗a
AB + eˆ
a
AB,
with singular part
e∗a AB = δ
a
1ǫA
0ǫB
0 + δa2
1
u
ǫ(A
0ǫB)
1 + δa3ǫA
1ǫB
1,
and holomorphic functions eˆa AB on Nˆ which satisfy
eˆaAB = O(u) as u→ 0. (17)
The connection coefficients ΓABCD = Γ(AB)(CD) satisfy
Γ00AB = 0 on Nˆ, Γ11AB = 0 on U0,
and also
ΓABCD = Γ
∗
ABCD + ΓˆABCD,
with singular part
Γ∗ABCD = −
1
u
ǫ(A
0ǫB)
1ǫC
0ǫD
0,
and holomorphic functions ΓˆABCD on Nˆ which satisfy
ΓˆABCD = O(u) as u→ 0. (18)
We need a couple more of definitions and properties to be able to deal with spinor
functions on Nˆ .
In general, a holomorphic spinor field ψ on Nc is represented on SL(Nc) by
a holomorphic spinor-valued function ψA1...Aj , given by the components of ψ in
corresponding spin frame. We shall use the notation ψk = ψ(A1...Aj)k , k = 0, .., j, where
(......)k denotes the operation ‘symmetrize and set k indices equal to 1 the rest equal to
0’. These functions completely specify ψ if ψ is symmetric. They are then referred to
as the essential components of ψ.
As the induced map π of Nˆ intoNc is singular on U0, not every holomorphic function
of the za can arise as a pull-back to Nˆ of a holomorphic function on Nc. The former
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must have a special type of expansion in terms of the za which reflects the particular
relation between the ‘angular’ coordinate v and the ‘radial’ coordinate u. The following
definition and lemma, taken from [3], are needed for manipulating spinor functions on
Nˆ .
Definition 3.1. A holomorphic function g on Nˆ is said to be of v-finite expansion type
kg, with kg an integer, if it has in terms of the coordinates u, v, and w a Taylor expansion
at the origin of the form
g =
∞∑
p=0
∞∑
m=0
2m+kg∑
n=0
gm,n,pu
mvnwp
where it is assumed that gm,n,p = 0 if 2m+ kg < 0.
Lemma 3.1. Let φA1...Aj be a holomorphic, symmetric, spinor-valued function on
SL(Nc). Then the restrictions of its essential components φk = φ(A1...Aj)k , 0 ≤ k ≤ j,
to Nˆ satisfy
∂vφk = (j − k)φk+1, k = 0, ..., j, on U0,
(where we set φj+1 = 0) and φk is of expansion type j − k.
As stated at the beginning of this section, prescribing the null data is equivalent to
knowing φα|Nq . Following [3] it is possible to see how this fit into our particular gauge.
Consider the normal frame cAB on Nc near q and denote the null data of h in this frame
by
Dα∗ = {D(ApBp...DA1B1)φ
α(q), p = 1, 2, 3, ...},
then on W0
φα(u, v) =
∞∑
m=0
2m∑
n=0
ψαm,nu
mvn, (19)
where
ψαm,n =
1
m!
(
2m
n
)
D(AmBm ...DA1B1)nφ
α(q), 0 ≤ n ≤ 2m.
This shows how to determine φα(u, v) from the null data Dα∗ and vice versa.
4. The field equations on Nˆ
Now, having the coordinates and frame field, we can use the frame calculus in its
standard form. Given the fields φα and using the frame eAB and the connection
coefficients ΓABCD on Nˆ , we set
rABCDEF ≡ eCD(ΓEFAB)− eEF (ΓCDAB) + ΓEF
K
CΓDKAB
+ ΓEF
K
DΓCKAB − ΓCD
K
EΓKFAB − ΓCD
K
FΓEKAB
+ ΓEF
K
BΓCDAK − ΓCD
K
BΓEFAK − tCD
GH
EFΓGHAB
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and define there the quantities tAB
EF
CD, RABCDEF , σ
α
AB, Σ
α
AB by
tAB
EF
CDe
a
EF ≡ 2ΓAB
E
(Ce
a
D)E − 2ΓCD
E
(Ae
a
B)E − e
a
CD,be
b
AB + e
a
AB,be
b
CD,
RABCDEF ≡ rABCDEF −
1
2
[(
SABCE −
1
6
RhABCE
)
ǫDF
+
(
SABDF −
1
6
RhABDF
)
ǫCE
]
,
σαAB ≡ DABφ
α − φαAB,
ΣαAB ≡ D
P
AφBP +
1
2
ǫABf
α.
It is important to note that R and SABCD, defined in (15), (14), represent functions of
the fields that need not bear relation with the geometric Ricci scalar and trace-free part
of the Ricci tensor. The equality among the quantities defined in terms of the fields
φα and its derivatives and the geometric quantities comes when the field equations are
solved.
The tensor fields on the left hand side have been introduced as labels for the
equations and for discussing in an ordered manner their interdependencies. In terms of
these tensor fields, the field equations read
tAB
EF
CDe
a
EF = 0, RABCDEF = 0, σ
α
AB = 0, Σ
α
AB = 0.
The first equation is Cartan’s first structural equation with the requirement that the
metric connection be torsion free. The second equation is equation (13). The third
equation define the symmetric spinors φαAB. The last equation is the field equation (12)
in therms of φαAB.
We want to see how to calculate in our particular gauge a formal expansion of
the fields using the initial data in the form φα(u, v). As the system of field equations is
overdetermined we have to choose a subsystem of it. In the rest of this section we choose
a particular subsystem, writing the chosen equations in our gauge, and at the end we
see how a formal expansion is determined by these equations and the initial data.
4.1. The σα00 = 0 equations
The first set of equations that needs particular attention are the equations σα00 = 0. In
our gauge they read
∂uφ
α = φα00.
These equations are used in the following to calculate φα00 each time we know φ
α as a
function of u. In particular, as φα will be prescribed on W0 as part of the initial data,
this equation allows us to calculate φα00 there immediately.
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4.2. The ‘∂u-equations’
We now present what we will refer to as the ‘∂u-equations’. These equations are chosen
because they have the following features. They are a system of PDE’s for the set of
functions eˆa A1, ΓˆA1CD and φ
α
A1, which comprise all the unknowns with the exceptions
of the free data φα and the derived functions φα00. They are all interior equations on
the hypersurfaces {w = w0} in the sense that only derivatives in the directions of u
and v are involved, in particular, if we consider the hypersurface W0, they are all inner
equations in Nq. The possibility of choosing such a subsystem of inner equations in Nq
is due to the coincidence of the characteristic cones for all the unknowns. Also they
split into a hierarchy that will be presented in the following section. The ‘∂u-equations’
are:
Equations tAB
EF
00e
a
EF = 0 :
∂ueˆ
1
01 +
1
u
eˆ1 01 = −2Γˆ0101 + 2Γˆ0100eˆ
1
01,
∂ueˆ
2
01 +
1
u
eˆ2 01 =
1
u
Γˆ0100 + 2Γˆ0100eˆ
2
01,
∂ueˆ
1
11 = −2Γˆ1101 + 2Γˆ1100eˆ
1
01,
∂ueˆ
2
11 =
1
u
Γˆ1100 + 2Γˆ1100eˆ
2
01.
Equations RAB00EF = 0 :
∂uΓˆ0100 +
2
u
Γˆ0100 − 2Γˆ
2
0100 =
1
2
(F α∂uφ
α
00 + F
αβφα00φ
β
00),
∂uΓˆ0101 +
1
u
Γˆ0101 − 2Γˆ0100Γˆ0101 =
1
2
(F α∂uφ
α
01 + F
αβφα00φ
β
01),
∂uΓˆ0111 +
1
u
Γˆ0111 − 2Γˆ0100Γˆ0111 =
1
2
(F α∂uφ
α
11 + F
αβφα00φ
β
11 + f˜)−
1
12
fˆ ,
∂uΓˆ1100 +
1
u
Γˆ1100 − 2Γˆ0100Γˆ1100 = F
α∂uφ
α
01 + F
αβφα00φ
β
01,
∂uΓˆ1101 − 2Γˆ1100Γˆ0101 = F
α∂uφ
α
11 + F
αβφα00φ
β
11 + f˜ +
1
12
fˆ ,
∂uΓˆ1111 − 2Γˆ1100Γˆ0111 = F
α
( 1
2u
∂vφ
α
11 + eˆ
1
01∂uφ
α
11 + eˆ
2
01∂vφ
α
11
− 2Γˆ0111φ
α
01 + 2Γˆ0101φ
α
11
)
+ F αβφα01φ
β
11.
Equations ΣαA0 = 0 :
∂uφ
α
01 =
1
2u
(∂vφ
α
00 − 2φ
α
01) + eˆ
1
01∂uφ
α
00 + eˆ
2
01∂vφ
α
00 − 2Γˆ0101φ
α
00 + 2Γˆ0100φ
α
01,
∂uφ
α
11 =
1
2u
(∂vφ
α
01 − φ
α
11) + eˆ
1
01∂uφ
α
01 + eˆ
2
01∂vφ
α
01 − Γˆ0111φ
α
00 + Γˆ0100φ
α
11 +
1
2
fα.
4.3. The ∂u-equations hierarchy
The system of ∂u-equations splits into a hierarchy of subsystems as follows
H1) R000001 = 0,
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H2) t01
EF
00e
2
EF = 0,
H3) t01
EF
00e
1
EF = 0, R010001 = 0, Σ
α
00 = 0,
H4) R000011 = 0,
H5) t11
EF
00e
2
EF = 0,
H6) R110001 = 0, Σ
α
10 = 0,
H7) R010011 = 0,
H8) R110011 = 0,
H9) t11
EF
00e
1
EF = 0.
The defining property of the hierarchy is the following. If φα are prescribed on
{w = w0} and using σα00 = 0, then H1 reduces to an ODE. Once we have its solution,
H2 reduces to an ODE. Given its solution, H3 reduces to a system of ODE’s, with
coefficients that are calculated by operations interior to {w = w0} from the previously
known or calculated functions. This procedure continues till the end of the hierarchy.
So, given φα on {w = w0} and the appropriate initial data on U0 ∩ {w = w0}, all
the unknowns can be determined on {w = w0} by solving a sequence of ODE’s in the
independent variable u.
4.4. The ‘∂w-equations’
The initial data, φα are prescribed on W0, and to determine their evolution off W0 we
need the equations σα11 = 0, referred to as the ∂w-equations, which read
∂wφ
α = φα11 − eˆ
1
11∂uφ
α − eˆ2 11∂vφ
α.
4.5. Calculating the formal expansion
Let us call X any of the unknowns that we are solving for, i.e. eˆaAB, ΓˆABCD, φ
α, φαAB.
We want to see that it is possible to obtain a formal expansion of X in a neighbourhood
of q using the σα00-equations, the ∂u-equations and the ∂w-equations, given φ
α on W0 as
our datum. We give here an inductive argument showing that with our setting ∂kwX|W0
can be determined for all k.
We need the following conditions, obtained from the gauge requirements (17), (18)
∂kweˆ
a
A1|I = 0, a = 1, 2, A = 0, 1, k ≥ 0,
∂kwΓˆA1CD|I = 0, A, C,D = 0, 1, k ≥ 0,
and from the σα00 = 0 equations and the spinorial behaviour as discussed in Lemma 3.1,
∂kwφA1|I =
1
2
∂u∂
1+A
v ∂
k
wφ|I , A = 0, 1, k ≥ 0,
which are our initial conditions for the ∂kw-derivatives of the ∂u-equations.
Using the initial conditions for k = 0 and following what has been said in Subsection
4.3 we successively integrate the subsystems H1 to H9 to determine all of X on W0.
As inductive hypothesis we assume as known ∂pwX|W0, 0 ≤ p ≤ k − 1, k ≥ 1.
Applying formally ∂k−1w to the ∂w-equations, and restricting them toW0, we find ∂
k
wφ
α|W0
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in terms of known functions. We apply formally ∂kw to the ∂u-equations. This is a
system of PDE’s where the unknowns are ∂kwX . Keeping the discussed hierarchy and
considering the functions that we already know on W0, it again becomes a sequence of
ODE’s, which together with the initial conditions on I can be integrated on W0. Thus
we know ∂kwX|W0 and the induction step is completed.
The procedure just stated shows that we know ∂kwX|W0 for all k. Expanding these
functions around q = {u = 0, v = 0, w = 0} gives
∂mu ∂
n
v ∂
p
wX|q ∀ m,n, p,
and the procedure gives a unique sequence of expansion coefficients for all the functions
in X .
Lemma 4.1. The procedure described above determines at the point O = (u = 0, v =
0, w = 0) from the data φα given on W0 according to (19) a unique sequence of expansion
coefficients
∂mu ∂
n
v ∂
p
wX(O), m, n, p = 0, 1, 2, ...
where X stands for any of the functions eˆa AB, ΓˆABCD, φ
α, φαAB.
If the corresponding Taylor series are absolutely convergent in some neighbourhood
Q of O, they define a solution to the equation σα00 = 0, to the ∂u-equations and to the
∂w-equations on Q.
By Lemma 3.1 we know that all spinor-valued functions should have a specific v-
finite expansion type. The following lemma, whose proof is quite similar to the proof in
[3], is important for handling the estimates in the following section.
Lemma 4.2. If the data φα are given on W0 as in (19) the formal expansions of the
fields obtained in Lemma 4.1 correspond to ones of functions of v-finite expansion types
given by
keˆ1 AB = −A− B, keˆ2 AB = 3−A− B, AB = 01, 11,
kΓˆ01AB = 2− A−B, kΓˆ11AB = 1− A− B, A,B = 0, 1,
kαφ = 0, kφαAB = 2− A− B, A,B = 0, 1.
5. Convergence of the formal expansion
In the previous section we have seen how to calculate a formal expansion for eˆa AB,
ΓˆABCD, φ
α, φαAB given φ
α|W0, or, what is the same, given the null data. From Lemma
2.2 we know which are the necessary conditions on the null data in order to have analytic
solutions of the conformal field equations. In this section we show that those conditions
are also sufficient for the formal expansion determined in the previous section to be
absolutely convergent.
We consider the abstract null data as given by n sequences
Dˆα = {ψαA1B1 , ψ
α
A2B2A1B1
, ψαA3B3A2B2A1B1 , ...}
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of totally symmetric spinors satisfying the reality condition (8) and we construct φα|W0
by setting in the expansions (19)
D(AmBm ...DA1B1)φ
α(q) = ψαAmBm...A1B1 , m ≥ 0.
Observing Lemma 2.2 one finds as a necessary condition for the functions φα on W0 to
determine an analytic solution to the conformal static vacuum field equations that its
non-vanishing Taylor coefficients at the point O satisfy estimates of the form
|∂mu ∂
n
v φ
α(O)| ≤
(
2m
n
)
m!n!
M
rm
, m ≥ 0, 0 ≤ n ≤ 2m. (20)
This conditions are also sufficient for φα(u, v) to be holomorphic functions on W0. So
the null data give rise to n analytic functions φα on W0.
From σα00 = 0 we have φ
α
00 = ∂uφ
α, so having φα|W0 we have φ
α
00|W0, which is also
an analytic function on W0.
Following Lemma 6.1 in [3], we can derive from (20) slightly different type of
estimates for φα(u, v) which are more convenient in our case.
Lemma 5.1. Let e be the Euler number. For given ρφα in R, such that 0 < ρφα < e
2,
there exist positive constants cφα, rφα so that (20) imply estimates of the form
|∂mu ∂
n
v φ
α(O)| ≤ cφα
rmφαm!ρ
n
φαn!
(m+ 1)2(n + 1)2
, m ≥ 0, 0 ≤ n ≤ 2m. (21)
We present our estimates.
Lemma 5.2. Assume φα = φα(u, v) are holomorphic functions defined on some open
neighbourhood U of O = {u = 0, v = 0, w = 0} in W0 = {w = 0} which have expansions
of the form
φα(u, v) =
∞∑
m=0
2m∑
n=0
ψαm,nu
mvn
so that its Taylor coefficients at the point O satisfy estimates of the type (21) with some
positive constants cφα, rφα, and ρφα <
1
8
. Then there exist positive constants r, ρ, ceˆa AB ,
cΓˆABCD , cφαAB so that the expansion coefficients determined from φ
α in Lemma 4.1 satisfy
for m,n, p = 0, 1, 2, ...
|∂mu ∂
n
v ∂
p
wX(O)| ≤ cX
rm+p+qX(m+ p)!ρnn!
(m+ 1)2(n+ 1)2(p+ 1)2
(22)
where X stands for any of the functions eˆa AB, ΓˆABCD, φ
α, φαAB and
qeˆa AB = qΓˆABCD = −1, qφα = qφαAB = 0.
Remark. Taking into account the v-finite expansion types of the functions X obtained
in Lemma 4.2, we can replace the right hand sides in the estimates above by zero if n is
large enough relative tom. This will not be pointed out at each step and for convenience
the estimates will be written as above.
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We take the following four lemmas from [3]. The first states the necessary part of
the estimates, and the other three are needed in order to manipulate the estimates in
the proof of Lemma 5.2.
Lemma 5.3. If g is a holomorphic function near O, then there exist positive constants
c, r0, ρ0 such that
|∂mu ∂
n
v ∂
p
wg(O)| ≤ c
rm+p(m+ p)!ρnn!
(m+ 1)2(n + 1)2(p+ 1)2
, m, n, p = 0, 1, 2, ...
for any r ≥ r0, ρ ≥ ρ0. If in addition g(0, v, 0) = 0, the constants can be chosen such
that
|∂mu ∂
n
v ∂
p
wg(O)| ≤ c
rm+p−1(m+ p)!ρnn!
(m+ 1)2(n + 1)2(p+ 1)2
, m, n, p = 0, 1, 2, ...
for any r ≥ r0, ρ ≥ ρ0.
Lemma 5.4. For any non-negative integer n there is a positive constant C, C > 1,
independent of n so that
n∑
k=0
1
(k + 1)2(n− k + 1)2
≤ C
1
(n+ 1)2
.
In the following C will always denote the constant above.
Lemma 5.5. For any integers m, n, k, j, with 0 ≤ k ≤ m, and 0 ≤ j ≤ n resp.
0 ≤ j ≤ n− 1 holds(
m
k
)(
n
j
)
≤
(
m+ n
k + j
)
resp.
(
m
k
)(
n− 1
j
)
≤
(
m+ n
k + j
)
.
Lemma 5.6. Let m, n, p be non-negative integers and gi, i = 1, ..., N , be smooth
complex valued functions of u, v, w on some neighbourhood U of O whose derivatives
satisfy on U (resp. at a given point q ∈ U) estimates of the form
|∂ju∂
k
v∂
l
wgi(O)| ≤ ci
rj+l+qi(j + l)!ρkk!
(j + 1)2(k + 1)2(l + 1)2
for 0 ≤ j ≤ m, 0 ≤ k ≤ n, 0 ≤ l ≤ p, with some positive constants ci, r, ρ and some
fixed integers qi (independent of j, k, l). Then one has on U (resp. at q) the estimates
|∂mu ∂
n
v ∂
p
w(g1 · ... · gN)(O)| ≤ C
3(N−1)c1 · ... · cN
rm+p+q1+...+qN (m+ p)!ρnn!
(m+ 1)2(n+ 1)2(p+ 1)2
. (23)
Remark. This lemma remains true if m, n, p are replaced in (23) by integers m′, n′, p′
with 0 ≤ m′ ≤ m, 0 ≤ n′ ≤ n, 0 ≤ p′ ≤ p.
The factor C3(N−1) in (23) can be replaced by C(3−s)(N−1) if s of the integers m, n,
p vanish.
From now on we consider that a function in a modulus sign is evaluated at the
origin O.
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Proof of Lemma 5.2. The proof is by induction, following the inductive procedure which
led to Lemma 4.1. A general outline is as follows. We start leaving the choice of the
constants r, ρ, cf open. We use the induction hypothesis and the equations that lead
to Lemma 4.1 to derive estimates for the derivatives of the next order. These estimates
are of the form
|∂mu ∂
n
v ∂
p
wX| ≤ cX
rm+p+qX(m+ p)!ρnn!
(m+ 1)2(n+ 1)2(p+ 1)2
AX (24)
with certain constants AX which depend on m, n, p and the constants cX , r and
ρ. Sometimes superscripts will indicate to which order of differentiability particular
constants AX refer. In the way we will have to make assumptions on r to proceed with
the induction step. We shall collect these conditions and the constants AX , or estimates
for them, and at the end it will be shown that the constants cX , r and ρ can be adjusted
so that all conditions are satisfied and AX ≤ 1. This will complete the induction proof.
In order not to write long formulae that do not add to the understanding of the
procedure, we state here some properties that are used to simplify the estimates:
• During the procedure we need estimates on the derivatives of the functions f , fα,
F α and F αβ, which are analytic functions of the fields φα and φαAB. The functions
are also scalars if we consider them as functions on the manifold through their
dependence on the fields. This and the Cauchy estimates for derivatives of analytic
functions allow us to get the following result.
Let us denote by g any of the functions f , fα, F α and F αβ. If, for r ≥ r0, 0 ≤ j ≤ m,
0 ≤ k ≤ n, 0 ≤ l ≤ p,
|∂ju∂
k
v∂
l
wφ
α| ≤ cφα
rj+l(j + l)!ρkk!
(j + 1)2(k + 1)2(l + 1)2
,
|∂ju∂
k
v∂
l
wφ
α
AB| ≤ cφαAB
rj+l(j + l)!ρkk!
(j + 1)2(k + 1)2(l + 1)2
then there exists positive constants cg, R0 ≥ r0 such that for R ≥ R0
|∂mu ∂
n
v ∂
p
wg| ≤ cg
Rm+p(m+ p)!ρnn!
(m+ 1)2(n + 1)2(p+ 1)2
. (25)
Using this for calculating the estimates leads to terms with the factor R
r
. We can
then fix R by making R = R0 and add to the requirements for r that r ≥ R0. We
have then
R
r
≤ 1. (26)
• After calculating the estimates and using (25) and (26) we find that all the A’s
satisfy inequalities of the form
A ≤ α +
αˆ
r
,
where α, αˆ are constants that do not depend on r. If αˆ = 0 then we have to show
that we can make α ≤ 1. If the αˆ’s are not zero we can take a constant a, 0 < a < 1,
and require that α ≤ a and then choose r large enough such that αˆ
r
≤ 1 − a. In
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the estimates that follows, we shall not write the explicit expressions for the αˆ’s,
as they do not play any role if we are able to make r big enough at the end of the
procedure.
As the φα’s are analytic functions of u and v on W0, also the φ
α
00’s are. Then there exist
positive constants 0 < ρφα, ρφα
00
≤ 1
8
and cφα, cφα
00
, rφα, rφα
00
such that
|∂mu ∂
n
v φ
α| ≤ cφα
rmφαm!ρ
n
φαn!
(m+ 1)2(n+ 1)2
,
|∂mu ∂
n
v φ
α
00| ≤ cφα00
rmφα
00
m!ρnφα
00
n!
(m+ 1)2(n + 1)2
.
As the inequalities do not change if the constants are changed for bigger constants, we
choose (but leaving the precise value open)
r ≥ max{rφα, rφα
00
}, ρ ≥ max{ρφα , ρφα
00
},
then
|∂mu ∂
n
v ∂
0
wφ
α| ≤ cφα
rmm!ρnn!
(m+ 1)2(n+ 1)2
,
|∂mu ∂
n
v ∂
0
wφ
α
00| ≤ cφα00
rmm!ρnn!
(m+ 1)2(n + 1)2
.
Using how the frame fields and the coordinates where constructed,
eˆa AB|U0 = 0 ⇒ |∂
0
u∂
n
v ∂
p
weˆ
a
AB| = 0,
ΓˆABCD|U0 = 0⇒ |∂
0
u∂
n
v ∂
p
wΓˆABCD| = 0.
From the required spinorial behaviour we have
φ01 =
1
2
∂vφ00, φ11 = ∂vφ01, on U0,
then
|∂0u∂
n
v ∂
0
wφ01| =
1
2
|∂n+1v φ00| ≤
1
2
cφα
00
ρn+1(n+ 1)!
(n+ 2)2
= cφα
01
ρnn!
(n + 1)2
A
m=0,p=0
φα
01
,
where
A
m=0,p=0
φα
01
=
1
2
cφα
00
cφα
01
ρ
(n+ 1)3
(n+ 2)2
≤
1
2
cφα
00
cφα
01
ρ,
as kφα
01
= 1 and then n = 0, 1. Now that we have this inequality, and in the same way,
we get
A
m=0,p=0
φα
11
≤
1
4
cφα
01
cφα
11
ρ.
Now we have estimates for ∂0u∂
n
v ∂
0
wX , with n ∈ N0. We assume as inductive hypothesis
that we have estimates for ∂lu∂
n
v ∂
0
wX , with 0 ≤ l ≤ m − 1, n ∈ N0. We already have
those estimates for φα and φα00. We use the ∂u-equations to get estimates for ∂
m
u ∂
n
v ∂
0
wX
for the rest of the unknowns. The estimates obtained in this step are less restrictive
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than the estimates for general p, so we skip the enumeration of them and go on to the
next step.
We assume that we have estimates for ∂mu ∂
n
v ∂
l
wX , with 0 ≤ l ≤ p − 1, m ∈ N0,
n ∈ N0, and use the system of equations and the properties stated on the lemmas of
this section to get estimates for ∂mu ∂
n
v ∂
p
wX .
Using the ∂w-equations we get
A
p≥1
φα ≤ 4C
3ceˆ1 11 +
αˆ
p≥1
φα
r
.
Using the equation D11φ
α
00 = D00φ
α
11, which follows from σ
α
00 = 0 and σ
α
11 = 0,
A
p≥1
φα
00
≤
4
cφα
00
(
cφα
11
+ C3ceˆ1 11cφα00
)
+
αˆ
p≥1
φα
00
r
.
For m = 0 and p ≥ 1 it is not possible to use the ∂u-equations to get estimates, so it is
necessary to use the spinorial behaviour to get, as before
Am=0φα
01
≤
1
2
cφα
00
cφα
01
ρ, Am=0φα
11
≤
1
4
cφα
01
cφα
11
ρ.
Now we use the ∂u-equations, obtaining
Am≥1
eˆ1 01
≤
αˆ
m≥1
eˆ1 01
r
, Am≥1
eˆ2 01
≤
c
Γˆ0100
2c
eˆ2 01
+
αˆ
m≥1
eˆ2 01
r
,
Am≥1
eˆ1 11
≤
αˆ
m≥1
eˆ1 11
r
, Am≥1
eˆ2 11
≤
c
Γˆ1100
c
eˆ2 11
+
αˆ
m≥1
eˆ2 11
r
,
Am≥1
Γˆ0100
≤
C3cFαcφα
00
2c
Γˆ0100
+
αˆ
m≥1
Γˆ0100
r
, Am≥1
Γˆ0101
≤
C3cFαcφα
01
2c
Γˆ0101
+
αˆ
m≥1
Γˆ0101
r
,
Am≥1
Γˆ0111
≤
C3cFαcφα
11
2c
Γˆ0111
+
αˆ
m≥1
Γˆ0111
r
, Am≥1
Γˆ1100
≤
C3cFαcφα
01
c
Γˆ1100
+
αˆ
m≥1
Γˆ1100
r
,
Am≥1
Γˆ1101
≤
C3cFαcφα
11
c
Γˆ1101
+
αˆ
m≥1
Γˆ1101
r
, Am≥1
Γˆ1111
≤
C3(ρ+C3c
eˆ1 01
)cFαcφα
11
c
Γˆ1111
+
αˆ
m≥1
Γˆ1111
r
,
Am≥1φα
01
≤
(ρ+C3c
eˆ1 01
)cφα
00
cφα
01
+
αˆ
m≥1
φα
01
r
, Am≥1φα
11
≤
(ρ+C3c
eˆ1 01
)cφα
01
cφα
11
+
αˆ
m≥1
φα
11
r
.
We take a constant a, 0 < a < 1, whose precise value will be fixed later. We see
that if we can make r arbitrarily large, then all the A’s are less or equal to 1 if the
following inequalities are satisfied:
c
Γˆ0100
2c
eˆ2 01
≤ a,
c
Γˆ1100
c
eˆ2 11
≤ a,
C3cFαcφα
00
2c
Γˆ0100
≤ a,
C3cFαcφα
01
2c
Γˆ0101
≤ a,
C3cFαcφα
11
2c
Γˆ0111
≤ a,
C3cFαcφα
01
c
Γˆ1100
≤ a,
C3cFαcφα
11
c
Γˆ1101
≤ a,
C3(ρ+C3c
eˆ1 01
)cFαcφα
11
c
Γˆ1111
≤ a,
4(cφα
11
+C3c
eˆ1 11
cφα
00
)
cφα
00
≤ a,
(ρ+C3c
eˆ1 01
)cφα
00
cφα
01
≤ a,
(ρ+C3c
eˆ1 01
)cφα
01
cφα
11
≤ a.
We define
ρ ≡ max{ρφα , ρφα
00
} ≤
1
8
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and
a ≡ (32ρ2)
1
3 < 1.
Considering the last two inequalities, we define
ceˆ1 01 ≡
ρ
C3
, cφα
01
≡
2ρcφα
00
a
, cφα
11
≡
2ρcφα
01
a
.
With the previous definitions and
ceˆ1 11 ≡
4ρ2
C3a2
the third to last inequality is satisfied. The rest of the inequalities are satisfied by
defining
cΓˆ0100 ≡
C3cFαcφα
00
2a
, cΓˆ0101 ≡
C3cFαcφα
01
2a
, cΓˆ0111 ≡
C3cFαcφα
11
2a
,
cΓˆ1100 ≡
C3cFαcφα
01
a
, cΓˆ1101 ≡
C3cFαcφα
11
a
, cΓˆ1111 ≡
C3(ρ+C3c
eˆ1 01
)cFαcφα
11
a
,
ceˆ2 01 ≡
c
Γˆ0100
2a
, ceˆ2 11 ≡
c
Γˆ1100
a
.
Now we can take r big enough so that all the A’s are less or equal than 1.
The following lemma states the convergence result. The proof follows as the one
given in [3].
Lemma 5.7. The estimates (22) for the derivatives of the functions X and the
expansion types given in Lemma 4.2 imply that the associated Taylor series are absolutely
convergent in the domain |v| < 1
αρ
, |u| + |w| < α
2
r
, for any real number α, 0 < α ≤ 1.
It follows that the formal expansions determined in Lemma 4.1 define indeed a (unique)
holomorphic solution to the ∂u-equations, the ∂w-equations and the σ
α
00 = 0 equations,
which induces the data φα on W0.
6. The complete set of equations on Nˆ
We have seen in Section 4 how to calculate a formal expansion for our fields using a
subset of the field equations. In the previous section we have shown that these formal
expansions are convergent in a neighbourhood of q. In this section we shall show that
these fields satisfy the complete system of field equations. First, we prove that the field
equations are satisfied in the limit as u → 0. Second, we derive a subsidiary system of
equations, for which the first result provides the initial conditions, and which allows us
to prove that the complete system is satisfied.
Lemma 6.1. The functions eˆa AB, ΓˆABCD, φ
α, φαAB, whose expansion coefficients are
determined by Lemma 4.1, with expansions that converge on an open neighbourhood of
the point O, neighbourhood that we assume to coincide with Nˆ , satisfy the complete set
of field equations on the set U0 in the sense that the fields tAB
CD
EF , RABCDEF , σ
α
AB,
ΣαAB calculated from these functions on Nˆ\U0 have vanishing limit as u→ 0.
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Proof. Taking into account that the equations used to calculate the expansion
coefficients are already satisfied, it is left to show that t01
AB
11 = 0, RAB0111 = 0,
σα01 = 0 and Σ
α
AB = 0 in the limit u → 0. From the definition (see [3] for details) and
using the way in which the coordinates and the frame field were constructed
lim
u→0
t01
AB
11 = 0.
Using the definitions from RABCDEF , rABCDEF , tAB
CD
EF and the way in which the
coordinates and the frame field were constructed, we have near u = 0
RAB0111 =
1
2u
[
∂vΓˆ11AB − 2Γˆ111(AǫB)
0 + ǫA
0ǫB
0
(
−
2
u
eˆ1 11 − ∂veˆ
2
11 + 4Γˆ0111
)]
−
1
2
[
F αDABφ
α
11 + F
αβφαABφ
β
11 + ǫA
0ǫB
0
(
f˜ −
1
6
fˆ
)]
+O(u).
Taking the limit u → 0 and using on U0 the ∂u-equations, the ∂w-equation and the
spinorial behaviour of the quantities involved, we get
lim
u→0
RAB0111 = 0.
Using that φα01 =
1
2
∂vφ
α
00 in U0 and φ
α
00 = ∂uφ
α as σα00 = 0,
lim
u→0
σα01 =
(1
2
∂u∂vφ
α − φα01
)∣∣∣
u=0
= 0.
Now, as σαAB|u=0 = 0, then Σ
α
AB|u=0 = (−Σ
α
BA + tAG
EFG
BDEFφ
α)|u=0, which imply
lim
u→0
ΣαAB = 0.
This finishes the proof showing that the complete system of field equations are satisfied
in the limit as u→ 0.
Lemma 6.2. The functions eˆa AB, ΓˆABCD, φ
α, φαAB, corresponding to the expansions
determined in Lemma 4.1, satisfy the complete set of field equations on the set Nˆ .
Proof. We have seen that the field equations are satisfied in the limit u→ 0, we proceed
to deduce a system of equations that those quantities satisfy.
Following the proof of Lemma 5.5 in [3] we find that(
∂u +
1
u
)
t01
AB
11 = 2Γˆ0100t01
AB
11 + 2R
(A
00111ǫ0
B). (27)
Also following the proof of Lemma 5.5 in [3] we get in our case that(
∂u +
1
u
)
RAB0111 = 2Γˆ0100RAB0111 −
(
SAB00 −
1
6
RǫA
1ǫB
1
)
t01
01
11 (28)
+
1
2
(
DEFSABEF −
1
6
DABR
)
.
Let us consider the coupled system of PDE’s (27) and (28), with the initial conditions
already derived. Taking first (27) with AB = 11 we see that t01
11
11 = 0. Now (27)
with AB = 01 and (28) with AB = 00 show that t01
01
11 = 0 and R000111 = 0 if and
only if DEFS00EF −
1
6
D00R = 0. If D
EFS01EF −
1
6
D01R = 0 equation (28) with AB = 01
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implies R010111 = 0, and then (27) with AB = 00 implies that t01
00
11 = 0. Finally, if
DEFS11EF −
1
6
D11R = 0 then (28) with AB = 11 implies R110111 = 0.
In the equations RAB00EF = 0, which where used to calculate the unknowns as
part of the ∂u-equations, the quantities S0000, S0001, S0011, S0111 and R are equal to
the corresponding components of the trace-free part of the Ricci spinor and the Ricci
scalar. Then the equations DEFS00EF −
1
6
D00R = 0 and D
EFS01EF −
1
6
D01R = 0
are automatically satisfied, as they only include S0000, S0001, S0011, S0111 and R,
and if these quantities are replaced for their expression in terms of the field frame
coefficients and the connection coefficients, then the two equations are the components
of the contracted Bianchi identity. The equation that is not automatically satisfied is
DEFS11EF −
1
6
D11R = 0, as it includes S1111, which has not been used as part of the
procedure to calculate the unknowns. So we need to include
DEFS11EF −
1
6
D11R = 0 (29)
as requirement for the complete system of field equations to be satisfied. So we have
that if and only if (29) is satisfied then
tAB
EF
CD = 0, RABCDEF = 0.
We assume from now on (29) to be satisfied and analyze the implications in the following
section.
From the definition of σαAB,
DABσ
α
CD −DCDσ
α
AB = −tAB
EF
CDDEFφ
α + ǫBCΣ
α
AD + ǫADΣ
α
CB,
then (
∂u +
1
u
)
σα01 = 2Γˆ0100σ
α
01,
which together with the initial condition for u = 0 gives σα01 = 0, and together with the
quantities that are already known to be zero from the ∂u-equations
σαAB = 0.
The last equation imply that
ΣαAB = −Σ
α
BA + tAG
EFG
BDEFφ
α,
using the ∂u-equations and what has already been deduced,
ΣαAB = 0.
So the full system of field equations is satisfied.
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7. Conditions on f , fα, F α, F αβ
We need to consider now the requirement (29). If we write it in full using the field
equations, it takes the form
JαABD11DABφ
α +KαD11φ
α = 0, (30)
where JαAB is the spinor version of
Jαa = −
1
2
∂f
∂(Daφα)
+
1
2
F β
∂fβ
∂(Daφα)
+
(∂F α
∂φβ
+ F αF β
)
Daφβ (31)
and
Kα = −
1
2
∂f
∂φα
+ fF α +
1
2
F β
∂fβ
∂φα
−
1
2
fβ
∂F β
∂φα
+ fβF βα (32)
+
(∂F αβ
∂φγ
−
1
2
∂F βγ
∂φα
+ F αγF β
)
Daφ
βDaφγ.
As
DABDCDφ
α = D(ABDCD)φ
α +
1
3
fαhABCD,
we can write (30) in the following form,
Jα00D(11D11)φ
α − 2Jα01D(01D11)φ
α + Jα11
(1
3
fα +D(00D11)φ
α
)
+KαD11φ
α = 0.
If we now evaluate this expression at the origin all the quantities involved depend only
on the free initial data. That is, JαAB, K
α and fα are functions of φα|0 and DABφα|0.
As D(ABDCD)φ
α|0 are also part of the free initial data, in order for the equality to be
satisfied for all initial data we need that
JαAB = 0. (33)
So from (30) we are left with
KαD11φ
α = 0.
Again evaluating this expression at the origin, asKα is a scalar function, and considering
that the equality should be satisfied for all orthonormal frames at the origin, we also
need that
Kα = 0. (34)
Conditions (33) and (34) imply that the contracted Bianchi identity needs to be satisfied
by both sides of (2) from the beginning.
Let us consider (33). F α does not depend on Daφ
α, then the condition using the
expression (31) can be written as
∂
∂(Daφα)
(f − F βfβ) = 2
(∂F α
∂φβ
+ F αF β
)
Daφβ.
This equation can only be integrated if
∂F α
∂φβ
=
∂F β
∂φα
, (35)
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and then
f − F αfα =
(∂F α
∂φβ
+ F αF β
)
Daφ
αDaφβ +G(φγ),
where G(φγ) is a free function of φγ. We can consider this equation as an expression for
f in terms of the other functions, having
f = F αfα +
(∂F α
∂φβ
+ F αF β
)
Daφ
αDaφβ +G(φγ).
If we put this into (34) using the expression (32) we get
1
2
∂G
∂φα
−GF α + fβ
(∂F β
∂φα
− F αF β − F αβ
)
+
(1
2
∂2F γ
∂φα∂φβ
− F α
∂F β
∂φγ
+ F β
∂F γ
∂φα
−
∂F αβ
∂φγ
+
1
2
∂F βγ
∂φα
− F αF βF γ − F αβF γ
)
DaφβDaφ
γ = 0.
This can be written in the following form
Gαβfβ = Gα +GαβγDaφβDaφ
γ , (36)
where
Gα = −
1
2
∂G
∂φα
+ F αG,
Gαβ =
∂F β
∂φα
− F αF β − F αβ,
Gαβγ = −
1
2
∂2F γ
∂φα∂φβ
+ F α
∂F β
∂φγ
− F β
∂F γ
∂φα
+
∂F αβ
∂φγ
−
1
2
∂F βγ
∂φα
+ F αF βF γ + F αβF γ.
If det(Gαβ) 6= 0 then
f ρ = (Gρα)−1(Gα +GαβγDaφβDaφ
γ)
Equation (35) means that the form corresponding to F α is closed, and therefore there
exists a function F (φγ) such that F α = ∂F
∂φα
.
So we are left with the possibility of choosing 1
2
(n2 + n + 4) free functions of the
fields φγ , namely G, F , F αβ. Once we have these functions, we calculate F α = ∂F
∂φα
,
and if det(Gαβ) 6= 0 we calculate fα. If det(Gαβ) = 0 then some of the fα’s are free
functions, and we have conditions on the r.h.s. of (36).
8. Analyticity at q
The last needed step is to show that the holomorphic solution of Lemma 5.7 can be
extended as to cover a full neighbourhood of the point q. This is not obvious from our
construction as our gauge is singular. The proof that we can indeed get a holomorphic
solution in a hole neighbourhood of q is in all similar to the respective proofs in [3, 1],
therefore here we only explain the steps of the proof.
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The first step is to show that the obtained solution can be expressed in terms of
the normal coordinates xa and the frame field cAB based on the frame cAB at q. This
can be done by showing that for small |xc| the coordinate transformation xa → za(xc),
where defined, is nondegenerate. This means that all the tensor fields entering the field
equations can be expressed in terms of the normal coordinates xa and the normal frame
field cAB. The coordinates x
a cover a domain U in C3 on which the frame vector fields
cAB = c
a
AB∂xa exist, are linearly independent and holomorphic. Also in U the other
tensor fields expressed in terms of the xa and cAB are holomorphic. However, by the
singularity of our gauge, U does not contain the hypersurface x1 + ix2 = 0 but the
boundary of U becomes tangent to this hypersurface at xa = 0.
The second step is to notice that the construction of the submanifold Nˆ was done
based on the frame cAB at q. Starting with a different frame c˜AB at q all the previous
constructions and derivations can be repeated if the estimates for the null data in the
cAB-gauge can be translated to the same type of estimates for the null data in the c˜AB-
gauge. Indeed, the estimates do translate into each other, and hence all the statements
made about the solution in the cAB-gauge apply to the solution in the c˜AB-gauge, in
particular statements about domains of convergence.
Now, the solution in the c˜AB-gauge can be expressed in terms of normal coordinates
x˜a based on the frame c˜AB at q, which cover a domain U˜ in C
3. Again U˜ does not
contain the hypersurface x˜1 + ix˜2 = 0 but the boundary of U˜ becomes tangent to this
hypersurface at x˜a = 0.
By the uniqueness statements made so far, the solution in the c˜AB-gauge and
in normal coordinates x˜a is related to the solution in the cAB-gauge and in normal
coordinates xa, on the domain U ∩ U˜ , by the rotation that takes c˜AB to cAB,
corresponding to the rotation of normal coordinates. We can extend this as a coordinate
and frame transformation to the solution obtained in the c˜AB-gauge to express all fields
in terms of xa and cAB. Then the solution obtained in the cAB-gauge and the solution
in the c˜AB-gauge are genuine holomorphic extensions of each other, as one covers the
singular generator of the other one away from the origin in a regular way.
Therefore, the set U can be extended in such a way as to contain a punctured
neighbourhood of the origin in which the solution is holomorphic in the normal
coordinates xa and the normal frame cAB. Then the solution is in fact holomorphic on
a full neighbourhood of the origin xa = 0, which represents the point q, as holomorphic
functions in more than one dimension cannot have isolated singularities.
By Lemma 2.1 we have from null data satisfying the reality conditions a formal
expansion of the solution with expansion coefficients satisfying the reality conditions.
By the various uniqueness statements obtained in the lemmas, this expansion must
coincide with the expansion in normal coordinates of the solution obtained above. This
implies the existence of a 3-dimensional real slice on which the tensor fields satisfy the
reality conditions. It is obtained by requiring the coordinates xa to assume values in
R3. This completes the proof of Theorem 1.1.
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9. Conclusions
We have seen how to determine a formal expansion of the solution to certain types of
elliptic systems of equations at a given point using a minimal set of freely specifiable
data, the null data. We have also obtained necessary and sufficient conditions on the
null data for the formal expansion to be absolutely convergent, thus showing that the
null data characterize all possible solutions in a neighbourhood of the given point.
The system of equations is general enough as to include as particular cases
stationary Einstein-Maxwell fields, static Einstein-Maxwell-dilaton fields and harmonic
maps coupled to gravity whose base space is three dimensional or where the spacetime
is stationary.
One interesting outcome of the analysis are the conditions that the functions of the
fields that enter the field equations need to satisfy for the existence of solutions. These
conditions can be read as that the contracted Bianchi identity needs to be fulfilled by
the system of equations. This seems to indicate that only geometrically well behaved
systems of equations allow for general data and solutions. It could be interesting to
analyze if this forces the system of equations to be the Euler-Lagrange equations for
some Lagrangian. Along the same line, it would also be interesting to analyze whether
the considered system of equations can generally arise from a dimensional reduction.
This would be the case for example if one starts with a four dimensional stationary
spacetime or in Kaluza-Klein type theories.
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