In this paper, a new efficient method to solve the structural optimization problems with the static and dynamic constraints using Genetic Algorithms (GAs) was proposed.
With this method, the static equilibrium equation and dynamic equation have no need to be solved by conventional methods resulting in saving the huge computing time which accounts for the most part of the computation in structural optimization.
In order to achieve this goal, the concept of generalized design variables was introduced.
The number of the variables becomes larger when the new method is applied to real-world engineering problems.
To save the computing storage, in this paper, the floating point representation to the string of solution was used.
Since many problems reach their optimal point on or near the boundary of constraints, the boundary mutation was introduced to speed up the convergence of the method.
To improve the fine local tuning capabilities of this method, the non-uniform mutation was also used. The effect of the boundary mutation and non-uniform mutation on the performance of the GA was examined.
A simple numerical example was given to illustrate applicability of this method.
Introduction
The calculus-based optimization techniques proceed the search from one point to a better one. For the structural optimization problems, most of the algorithms requires a large number of structural re-analyses. This repeated analyses tend to be too expensive for practical problems.
It consumes the most part of computing time even though they always operate on one point every step.
GAs are fundamentally different from the traditional optimization techniques.
It appears that they have some advantages3) in some aspects. For example, they do not require any calculations of the gradient or Hessian matrix of the objective function and constraints ; they converge to the global optimal point more easily ; they can handle the discrete problems ; etc. In the last few years, there has been a growing effort to apply GAs to the structural optimizations1),2),5),6),10). However in the application to structural optimization, traditionally the structural analyses have to be done in order to introduce the static and dynamic constraints5),6),10). As pointed out in Reference [10], the iteration number of structural re-analyses in GA method is much larger than that in the multiplier method and consequently takes more computing time. The reason for this is that GAs manipulate a population of points in search space every generation. It is quite difficult to apply the GAs to large-scale structures because of this weakness of time-consuming. It seems that GAs are inefficient compared to the calculus-based optimization techniques. Up to the present, it is short of efficient methods to reduce the copious amount of computation time spent on the structural re-analyses. In this paper, the attempt was made to eliminate the need to solve the static and dynamic equations by the conventional methods. First, the concept of generalized design variables was created. Then, the penalty method was introduced into the GA.
Based on these, the static and dynamic equations can be included in the new objective as penalty functions.
These equations have no need to be solved by the conventional methods. GAs will push the equations to be satisfied with generations. This is one of the most 
3. GA Method with Conventional Re-analyses of Structure Genetic Algorithms (GAs)3),4),9) are powerful and broadly applicable stochastic search and optimization techniques based on principle from evolution theory. Recently, Genetic Algorithms have received considerable attention regarding their potential as a novel optimization technique1),2),5),6),10). As for the structural optimization problems, it can be known from Section 2 that they involve a large number of constraints. In GAs, constraint handling5) can be done by penalty methods') which use penalty functions as an adjustment to the optimized objective function. Therefore, a constrained problem is transformed to an unconstrained problem by associating a penalty with all constraint violations. Thus the formula ( 1 ) As a result, the equations have no need to be solved directly by the conventional methods. When the equality constraints are not satisfied in an approximate way, the chromosome will be penalized. Obviously when the penalties approach zero, the GA has the chance to find the global lowest point within the design variables field. With the generations, the GA can find the set of design variables which make the objective reach the lowest point and, at the same time, the constraints Eq. 15 and Eq. 16 are satisfied. At the final, the optimal point of Z can be found. The iteration process is self-correcting to the equality constraints.
Penalty Method for Structural Optimization
The optimization problem described above can be generalized as follows : min f (Z) subject to constraints :
The inequality constraints include Eq. 14 and Eq. 17.
The equality constraints include Eq. 15 and Eq. 16.
When penalty method is used to handle these constraints, the objective function with penalty terms is the same as Eq. 9. For the constraints above, the penalizing function can be written as the following form : 
where r is a random number between 0 and 1, T is the maximal generation number, and b is the coefficient for this mutation determining the degree of non-uniformity. In this study, b =2.
Numerical Example
Structural model in Fig. 2 straints to minimize the volume of the structural members by using the proposed GA directly. Four approaches shown in Table 1 were calculated and were run on HP715/100. All runs were performed with the following GA parameters : pop-size =50, the probability of crossover pc=0.8, the probability of uniform mutation pm=0.08, the probability of boundary mutation Pbm =0.06, the probability of non-uniform mutation Pum =0.05 and the coefficient for non-uniform mutation b =2. The results of the four approaches are summerized in Table 2 and Table 3 . The "generation number" in Table 3 is the final generation number at which the optimization process is stopped according to the termination condition.
From Table 3 and Table 2 , it can be observed that the computing time with the proposed method is reduced considerably. Approach B uses only 396 sec to reach the optimal point, by contrast, 1852 sec is spent by Approach A even though 867, the required generations to converge to the optimum by Approach B, is much larger than 212 by Approach A. From this, it should be known that the structural re-analyses take up the most part of computing time in structural optimization using classical GAs.
The results of Approach B and Approach C indicate that the boundary mutation makes a great contribution to convergence for this problem.
Approach C with boundary mutation converges at generation 233. However Approach B find the optimal point at generation 867. From Table 3 , it is also observed that the introduction of the operator of boundary mutation for this problem also improves the accuracy of the GA. The objective differences to the exact solution for Approach B and Approach C are 1.9743% and 1.0706% respectively. The non-uniform mutation is responsible for the precision. Obviously from the Table 3, the GA using the non-uniform mutation clearly outperforms the other one with respect to the accuracy of the found optimal solution. The objective difference to the exact solution is only 0.297% at iteration 153 for Approach D.
Floating point representation to solution saves the computing storage greatly. For this numerical example, in Approach A, there are three variables x1, x2, x3. If the precision of five digits after the decimal point is required, the length of the binary solution vector is 57. However for the floating point representation used in the proposed method, although the number of the extended design variables x1, x2, x3, et is larger, the length of the string to a chromosome is only 4.
All the methods converge to the optimal solution with a certain precision. In the proposed method, all the chromosomes are in the infeasible field. However the GA pushes them to the point which almost satisfies the constraints at the final generation. At final, the error is small enough and the more feasible point can be achieved when the number of generations increases. Table 3 shows that the sum of the penalties for any Fig. 2 Structumal model Table 1 . Four GA Approaches The same four approaches were carried out with the same GA parameters as before.
The results are shown in Table 5 , Table 6 and Table 6 . Table   5 .
Conclusions
1) The proposed method was successfully applied to structural optimization problems without the need to solve the structural equations by conventional methods.
It seems that the GA provided in this paper has a huge potential to solve structural optimization problems in an efficient way.
The calculation is simple and the search can reach the global optimum. All the work needed is to form the stiffness and mass matrices. After that, the new method can find the global optimal point automatically.
2 From this study, we know that the GA with non-uniform mutation outperforms the ones without it.
4) The proposed method is more efficient to dynamic constraint problems than to the static constraint problems.
