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Introduction
U.S. business cycles are characterized by large movements into and out of employment. The standard framework commonly used to study these movements comprises search-and-matching in the labor market as first presented by Mortensen and Pissarides (1994) . In the dynamic version of this model, business-cycle fluctuations of labor market variables originate in fluctuations of labor productivity. These dynamics can be characterized by gross worker flows, i.e. the flow of unemployed workers filling an open job vacancy and employed workers separating from an existing employment relationship. The question whether the standard model is able to replicate the business-cycle fluctuations in U.S. time series data has been one of the most controversially discussed issues in the recent macro-labor literature. Shimer (2005a) has fuelled the debate by criticizing the standard model with respect to its empirical performance. His criticism was based on comparing second moments generated from the model to second moments in worker flow data calculated from the U.S. Current Population Survey (CPS). He showed that the model did not mirror the high volatility of the job finding rate and unemployment that is observed in the data. In addition, the correlation between the job finding rate and the unemployment rate with labor productivity is much too high in the model. While the dynamics in the standard frictional labor market model stem from fluctuations in labor productivity, "a change in labor productivity is most easily interpreted as a technology or supply shock" (Shimer (2005a) , p. 25). Hence, labor market dynamics can be represented within a real-businesscycle (RBC) and growth model as in Merz (1995) , or Andolfatto (1996) . In these models technology shocks are the main driving forces of labor productivity. However, other disturbances such as demand shocks may affect labor productivity as well. Within this context, Galí (1999) demonstrated how to separately identify technology and non-technology shocks in time series data via restricting their long-run effects in structural vector-autoregressions (SVARs).
Against this background, this paper re-addresses the empirical performance of the standard search-and-matching model of the labor market in which fluctuations are driven by technology shocks. The empirical performance of the model is assessed based on second moments that are conditional on technology shocks rather than on overall unconditional moments. 1 Since conditional and unconditional moments substantially differ in this case, the
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3 judgement of the model that is based on unconditional moments may be very misleading. The results provide answers to various issues of importance to the standard labor market model. First, one can gain important insights into the failure of the model to generate sufficient volatility on the unconditional level as documented by Shimer. Second, in addition to the moments conditional on technology shocks, this analysis provides information about the importance of non-technology shocks and the dynamics induced by these shocks. Put differently, unconditional dynamics may encompass various different dynamics on the conditional level. Since the identified shocks are structural, the results deliver a meaningful guidance for the formal modelling of the labor market dynamics. Third, if the identified shocks are in fact shocks to the business cycle, their effect on the rate of job separations sheds light on the validity of assuming a constant job separation rate in a business-cycle model.
Two main findings emerge. With respect to volatility, the standard deviations of the job finding rate and the unemployment rate that are conditional on technology shocks are much lower than the unconditional ones. In addition, these standard deviations are, in fact, close to the standard deviations that are generated within a commonly calibrated version of the standard model that is driven by technology shocks. Consequently, the Shimer critique of the model with respect to its lack of volatility does not apply when the empirical performance is based on conditional moments. Since the technology shocks generate only a part of the overall volatility in the data, nontechnology shocks play a substantial role for this volatility as well. In order to replicate the unconditional moments in the data, the standard model should therefore be augmented by additional non-technological sources of fluctuations rather than with respect to a better propagation of technology shocks as suggested in the literature. I show that shocks to the marginal rate of substitution between consumption and leisure, so-called preference shocks, may work in this respect. Further, job separations significantly move after both types of estimated shocks. This means that it is not reasonable to assume the job separation rate to be constant over the cycle.
With respect to the conditional correlations, the co-movement of the job finding rate with labor productivity that is conditional on technology shocks is negative, while the conditional correlation of unemployment with productivity is positive. Put differently, job finding falls after a positive technological innovation while unemployment increases. In the standard labor market model, a positive technology shock of the same size leads to an increase in labor productivity and, hence, to an increase in the job finding rate and a fall in unemployment. This result constitutes a "job finding puzzle" from the viewpoint of the standard model that is comparable to the so-called "hours puzzle" documented in Galí (1999) . Since technology shocks play a considerable role for the business cycle variance of the job finding rate 1 INTRODUCTION 4 and unemployment, this result is a much more serious challenge to the empirical performance of the standard model than the Shimer volatility in unemployment puzzle. Hence, this result supports models which are able to incorporate these effects. Since the correlations of these two variables with productivity that are conditional on technology shocks are of opposite sign as the respective unconditional moments, non-technology shocks are necessary again to fully describe the overall dynamics in the data. However, I show that preference shocks are not suitable to explain the remaining variation in the data. This paper presents results for different types of technology shocks and different types of measures for the labor market dynamics. Based on Galí (1999) , technology shocks are the only shocks that have a long-run effect on labor productivity. This assumption holds in the RBC framework with frictional labor markets that is presented in section 2. The identification of these standard Galí technology shocks within a structural VAR as well as their conditional moments that are estimated including the Shimer worker flow data are presented in section 3. In addition, Fisher (2006) has motivated the separate identification of factor-neutral and investment-specific (or capitalembodied) technology shocks from the data. In the model, both of these shocks positively affect labor productivity in the long-run, while investmentspecific technology shocks have a negative long-run effect on price of investment goods relative to consumption goods in addition. Section 4 presents the identification of these two shocks based on assumptions derived from the model and documents the results. Note that the identification employed uses an additional assumption on the effect of investment-specific technology shocks on labor productivity that goes back to Fisher. This assumption has an important effect on the results and has been neglected by many other authors in similar studies (such as Canova et al. (2007) and Ravn and Simonelli (2006) ). Here, even though investment-specific technology shocks provide an additional source of volatility in job finding and unemployment, they are not large enough to explain the high volatility in the data. Further, investment-specific and neutral technology shocks generate very similar dynamics in the worker flow data and hence support the findings from the Galí identification.
Moments conditional on neutral and investment-specific shocks from the Fisher identification are presented for job flow data in section 5. Data on job flows are generally viewed as an alternative to worker flows in order to assess the empirical performance of a model with a frictional labor market. Using recent data collected by Davis et al. (2006) , the volatility result outlined above prevails. The job finding puzzle vanished however when incorporating job flows rather than worker flows in the estimation. Again, non-technological disturbances are necessary in order to fully understand the overall dynamics in the data.
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Complementary to the Galí and Fisher identification, section 6 proposes a new and alternative identification strategy for technology shocks which attempts to shed light on a few issues that arise from the estimation of technology shocks and their potential impact on the results. First, I document that the identified standard Galí technology shocks have a positive and significant effect on the relative price of investment. This means that the Galí technology shocks are neither truly neutral technology shocks nor are they investment-specific technology shocks. Rather, these shocks are negatively biased towards new investment. Neither the Galí nor the Fisher identification accommodates this variation in the data. Second, the Fisher identification of technology shocks employs an assumption which fixes the effect of the investment-specific technology shock on labor productivity and consequently the correlation between this shock and the neutral technology shock.
I propose a mixture of long-run zero and sign restrictions to distinguish positive productivity shocks with positive from positive productivity shocks with negative effects on the investment price. On the one hand, this provides an identification of investment-specific technology shocks alternative to the Fisher identification. Thereby I can test the critical Fisher restriction for its validity. On the other hand, I identify a new kind of technology shocks, namely positive technology shocks that are negatively biased towards investment. These shocks have so far not been taken into account in the literature as it is not clear how to interpret them. However, they are shown to play a significant role for the dynamics of the labor market variables. For both types of technology shocks following from this identification, the general results with respect to the empirical performance of the standard model based on moments conditional on these shocks continue to hold.
A Standard Labor Market Model
The Model
The standard labor market framework referred to in the following nests search-and-matching on the labor market within a real-business-cycle (RBC) and growth model as in Merz (1995) . The model comprises the subsequent equations:
The posting of vacancies V t creates a cost a and thereby search frictions. Employment next period is determined by those jobs that remain after exogenous separation ψ and the new job matches that are formed in this period via a commonly used Cobb-Douglas matching function with matching elasticity η. The labor force is assumed to be constant, so that unemployment in period t can be measured by 1 − N t . Job finding per period can be described by F t = µ( Vt 1−N t ) 1−η and thus co-moves with labor market tightness, defined as the ratio of vacancies to unemployment. The social planner representation can be derived from a decentralized problem in which workers and firms bargain over the wage. In order to meet the Hosios condition, the bargaining weight is implicitly set equal to the matching elasticity in this setup.
As in Fisher (2006) , growth is exogenously generated by two types of technological progress. A t represents general purpose technology in the production function and will be called neutral technology in the following. I t is referred to as investment-specific technology as makes new investment goods relatively cheaper than consumption goods and hence drives the real price of new investments down. 2 Through the capital accumulation equation it favors new investments, leads to new capital formation and hence positively affects output and labor productivity. As in Fisher, output, consumption, investment and labor productivity grow with the rate αν+γ 1−α along a balanced growth path, while the capital stock grows at rate ν+γ 1−α . Employment, unemployment and vacancies are stationary 3 . Shocks to these two types of technology generate business cycle fluctuations in the model. Note that each one of these technology shocks also constitutes a labor productivity shock. Through its positive effect on labor productivity, job finding rises after a positive technology shock, while unemployment falls. Following from the two laws of motion for technology, the investment-specific technology shock has a permanent effect on the relative price of investment, and both 2 This can also be described as 1 Pt . Greenwood et al. (2000) derive this one-sector representation of the model from a two-sector version with a consumption and an investment sector. Empirically, investment-specific technological progress is believed to be responsible for the persistent fall in the real price of equipment goods from 1955 until 2000 as measured by Cummins and Violante (2002) The labor market model outlined above differs in many respects from the standard Mortensen and Pissarides (1994) model that provides the basis for the Shimer model. Utility is not linear, but follows the standard assumptions in the RBC literature. In addition, due to the explicit modelling of capital and capital accumulation (i.e. savings) as well as output fluctuations, the RBC setting aims much more at imitating real fluctuations outside the labor market. This will be important for potential extensions in order to augment the performance of the model with respect to other variables and to other shocks. However, as in Shimer, this study focusses on the second moments of the central variables that this model wants to explain, that is the dynamics in the job finding, job separation and unemployment rate. Both the Shimer model and the model outlined above lack many features that have been shown to be important to replicate overall dynamics in the data such as nominal or real rigidities outside the labor market. The standard labor market model serves as a baseline model in order to contrast its empirical performance based on unconditional moments with moments conditional on labor productivity shocks, that is, technology shocks. It is straightforward to add any other non-technological source of variation on productivity, e.g. demand shocks. As long as extensions of the model do not affect the validity of the identification, the empirical results documented below remain equally valid. In section 3, I will consider preference shocks which move the marginal rate of substitution between consumption and leisure. In the model, this means that the parameter χ will be replaced by a stochastic process of the form ln(x t ) = ρ x ln(x t−1 ) + ε xt .
Empirical Performance Based on Neutral Shocks
Due to the difference to the Shimer model, I re-consider the empirical performance of the model outlined above. To keep the framework as simple as possible, I start with considering neutral shocks as the only source of variation in the model. For this, I calibrate the model and generate artificial time series from the model, compute the respective second moments and compare them to the unconditional ones in the data. I choose a set of standard parameters for the calibration: a capital share in production of α = 1 3 , 8 the time discount factor of β = 0.99 and capital depreciation of δ = 0.02. The Frisch labor supply elasticity is pinned down by φ = 1 and χ = 1.
In line with Mortensen and Nagypal (2007) , the elasticity of the matching function with respect to unemployment is set to η = 0.46. The constant of the matching function (µ = 1.5) and the cost of posting vacancies (a = 0.02) are calibrated such that the steady state labor market tightness is equal to one and the respective job finding rate equals the mean quarterly job finding rate of 1.5 in the worker flow data used later in the estimation. The same data delivers the mean quarterly job separation rate of ψ = 0.09. 5
The first and second column of Table 1 compare the second moments in the data to those that are generated from the model driven by neutral shocks only. Hence, ε it = 0. The growth rate and standard deviation of the neutral technology shock ε at are then calibrated to match the standard deviation of labor productivity which results in γ = 0.0035. Both the artificial and the data series are detrended with a very smooth HP-filter (λ = 10 5 ) as in Shimer in order to relate my results directly to his. In the actual data, the job finding rate and unemployment are a lot more volatile than the job separation rate. From this, Shimer concludes that unemployment fluctuations are mainly driven by fluctuations in the job finding rather than the job separation rate. Furthermore, the standard deviation of the job finding rate and unemployment are about ten times as large as the one in labor productivity. All series are highly autocorrelated in the first lag.
The comparison with the model moments mirrors the Shimer volatility in unemployment puzzle. First, the standard deviations of job finding and unemployment generated in the model are very small compared to the ones in the data. Second, the correlation of unemployment and job finding with productivity is too high in the model compared to the data. 6 Shimer concludes that there exists no internal propagation mechanism of labor productivity shocks in the model, since the real wage strongly reacts to labor productivity shocks and hence weakens the incentives for firms to post vacancies. In order to improve its empirical performance, Shimer and also Hall (2005) have therefore proposed to introduce rigid wages into the standard framework. Hagedorn and Manovskii (2008) and many other authors have argued that Shimer's volatility in unemployment puzzle disappears for a different calibration of the model, more precisely for a different calibration of the outside option of the workers in the wage bargaining. This parameter is not considered here. Within the framework used above, the parameters are chosen such that the volatility in the job finding rate and unemployment is as high as possible 7 . Put differently, the aim of this study is not to find a calibration 3 MOMENTS CONDITIONAL ON TECHNOLOGY SHOCKS 9 such that the model driven by technology shocks matches the unconditional moments in the data. Rather, the output from this model in the standard calibration is to be compared to the moments that are conditional on technology shocks.
Moments Conditional on Technology Shocks
In the model, business cycle fluctuations of labor productivity, job finding and unemployment originate in movements of technological progress. It is therefore straightforward to evaluate the empirical performance of the model based on second moments conditional on technology shocks rather than on unconditional moments. In the data, shocks other than technology shocks play a role for the overall fluctuations as well. Thus disentangling the technology shocks from other shocks potentially serves three purposes. First, I can investigate the dynamic relationships (correlations and impulse responses) between the variables of interest that are conditional on technology shocks. Second, since these may be different from the unconditional ones it may therefore be possible explain the failure of the model on the unconditional level. Third, it is possible to assess the importance of technology shocks for the unconditional data dynamics.
Identification and Estimation
The effects of technology shocks on labor market variables can be investigated within a structural VAR framework with long-run restrictions based on Blanchard and Quah (1989) . The main idea is to find a mapping that transforms the residuals from a reduced form VAR into structural residuals such that the latter can be interpreted as certain types of shocks such as technology shocks. These mappings typically involve assumptions on the variance-covariance matrix of the structural shocks as well as restrictions on the effects of these shocks on the variables in the VAR.
Based on Galí (1999) , technology shocks are identified via the central assumption that they are the only shocks that positively affect labor productivity in the long-run. In addition, the technology shocks are orthogonal to each of the non-technology shocks estimated. These assumptions are implemented by including labor productivity in first differences and ordered first in the VAR and then applying a Cholesky decomposition to the long-run horizon forecast revision variance 8 . It has to be noted that many structural disturbances other than technological innovations can affect labor producfor example, to increase the matching elasticity with respect to unemployment to the value proposed by Shimer of λ = 0.72 which clearly decreases the volatility of job finding and unemployment. 8 See the Technical Appendix for further details.
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11 tivity in the short and medium run, but that technology shocks can be distinguished from non-technology shocks with respect to their long-run effects on this variable. With this approach, I do not exactly estimate the model outlined above. Rather the conditional moments obtained should hold for a broad class of different model specifications that fulfill the identifying assumptions. The long-run assumption about the nature of technology shocks holds in the model presented as well as in many other models, such as the neoclassical growth model or the New Keynesian model 9 .
All identification alternatives presented in the following are based on the same reduced-form VAR which contains labor productivity, the job finding and separation rate. For later comparison with alternative identification schemes, the relative price of investment is added to the VAR. The reducedform VAR is estimated within a Bayesian framework with a Minnesota prior, similar to Canova et al. (2007) . The Minnesota prior incorporates a unit root in the levels of the variables included in the VAR and a fixed residual variance which determines the tightness on own lags, other lags and potential exogenous variables as well as the decay of the lags. Using the latter parameter, this prior allows us to generate sensible results for a large number of lags, as Canova et al. outline. This addresses an often cited criticism on the VAR approach (e.g. by Chari et al. (2008) ) which states that in theory one should employ a VAR with an infinite number of lags (here eight lags will be employed) in order to correctly identify technology shocks using long run restrictions. Except for the decay, I will use a relatively loose prior in the estimation 10 . Further, the VAR is estimated with a trend as suggested by Canova et al. (2006) . Here, the trend is a dummy that is deterministically broken at 1973:2 and 1997:1. These dates have been considered as break points in the growth literature and replicate the turning points in the job separation rate and unemployment series. 11
The baseline specification is estimated using quarterly time series data for the U.S. over the sample 1955:1-2004:4. The job finding and separation rates are taken from the worker flow data produced by Robert Shimer 12 . Labor productivity (output per hours of all persons) is the standard non-farm business measure provided by the U.S. Bureau of Labor Statistics. The real price of investment consists of a price index for equipment and software and 9 It does not hold in endogenous growth frameworks. 10 The prior variance of the coefficients depends on three hyper-parameters φ1 = 0.2, φ2 = 0.5 and φ3 = 10 5 , that determine the tightness and decay on own lags, other lags and exogenous variables. The decay parameter is set to d = 7.
11 See Fernald (2007) for empirical evidence on the trend breaks. Appendix A presents robustness checks to this specification along various dimensions including different priors, different break points for the trend and no trend as well as different lag lengths in the VAR.
12 This is the worker flow data officially posted on the website of Robert Shimer and documented in Shimer (2005b) .
For additional details, see http://home.uchicago.edu/∼shimer/data/flows. 12 a consumption price deflator that is chain weighted from nondurable, service and government consumption. The standard data from the National Income and Product Accounts (NIPA) have been criticized not to take into account the price-per-quality change in the investment goods of interest (see Gordon (1990) ). I use the quarterly series generated by Fisher (2006) that is based on the measure of Cummins and Violante (2002) and that takes these flaws into account 13 . Labor productivity and the relative price of investment are included in growth rates in growth rates in the VAR, while the job finding and separation rates are included in levels.
Under the assumption of homogenous workers and a constant labor force, the unemployment rate can be approximated by the steady state unemployment rateũ = js js+jf . Linearizing this relationship, one can also deduct the impulse-response of unemployment from the responses of the job finding and the job separation rates. Shimer's assumption that the job separation rate does not move over the cycle and, therefore, does not play a role for the fluctuations of unemployment has been criticized by Fujita and Ramey (forthcoming) among others. In fact, the job separation rate is more strongly correlated with labor productivity than the job finding rate as can be seen from the first column in Table 1 . I include the job separation rate in the VAR in order to test this criticism. Table 1 depicts the historical decomposition of the actual time series into the technology and non-technology (or residual) components. These component series are generated assuming the exclusive presence of the respective shock and using information on the first lags in the sample. Detrending the resulting series with the smooth HP-filter as in Shimer then delivers the business cycle components of interest. The historical decomposition documents the ability of the single shocks to replicate exactly those moments in the data that have been used for judging the empirical performance of the model. 14 Volatility is measured by the standard deviation in panel A. The standard deviations of the component series of the job finding rate and unemployment that are driven by technology shocks are less than half of the overall sample volatility. In fact, if the model is calibrated to match the standard deviation of labor productivity that is conditional on technology shocks (calibration II in column 3 of Table 1), the standard deviation of the job finding rate generated in the model is close to and lies within the confidence bands of the standard deviation that is conditional on technology shocks.
Results
The Shimer puzzle
The model assumes a constant job separation rate over the business cycle. The estimated standard deviation of the job separation rate that is conditional on both technology shocks and non-technology shocks is, however, significantly positive. If business cycles are driven by technology shocks, this result undermines the assumption of a constant separation rate over the cycle. Instead, this result favors a theoretical context with endogenous rather than exogenously fixed job separation as in denHaan et al. (2000) .
Addressing the empirical performance of the model with constant job separation nevertheless, one should therefore consider the volatility of unemployment that is driven by the job finding rate only, setting the job finding rate to its mean value throughout the sample period. The unconditional standard deviation of 0.1525 is then contrasted with the 0.0548 conditional on technology shocks and 0.1237 conditional on non-technology shocks (see first row in Table 2 ). The standard deviation in unemployment that is generated by the model therefore lies within the confidence bands conditional on technology shocks. As a result, conditional on technology shocks, the model works well to replicate the volatility in the job finding rate and unemployment. As a consequence, the Shimer critique does not apply.
While the model works well to generate the volatility that is conditional on technology shocks, it, however, still fails to explain the overall volatility in the sample. In fact, a large part of the volatility still remains to be unexplained in the "residual" disturbances as depicted in the last column of Table 1 15 . In order to replicate the dynamics in the overall data, the standard search-and-matching model should consequently be augmented by additional non-technology sources of volatility, generally referred to as demand shocks. Hall (1997) has proposed a candidate for these residual shocks, namely preference shocks or shocks to the marginal rate of substitution between consumption and leisure. 16 As mentioned in section 2, it is easy to incorporate these kinds of shocks into the model. After a positive preference shock, agents in the economy want to consume and work more, hence they are willing to accept a lower wage in order to become employed which increases the incentive for firms to post vacancies and decreases unemployment. Panel A and B of Table 2 depict the unconditional and conditional moments in the data (assuming a constant job separation rate) as well as 15 In a parallel developed paper, Barnichon (2008) also shows the importance of nontechnology shocks for worker flows. He argues that these remaining shocks are monetary policy shocks. 16 Hall decomposes macroeconomic variables into fluctuations that originate in technology, government spending and preference shocks. He bases his decomposition on equations derived from a standard RBC-model, he does not use structural VAR techniques for his analysis. He shows that preference shocks account for most of the fluctuations in hours worked. His results are therefore similar to the results documented here. Notes: All series are detrended with the smooth HP-filter as in Shimer (2005a) . Unemployment is calculated with a job separation rate that is constant and set equal to its mean value over the sample. For the conditional moments, the series are simulated with the respective shock operating only. The point estimate is the median, the confidence intervals are 68% Bayesian bands from the posterior distribution. The model is driven by preference shocks only and is calibrated such that it matches the conditional standard deviation of labor productivity.
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the moments from the model that is driven by preference shocks only. The model is calibrated to match the standard deviation of labor productivity that is conditional on the non-technology shocks which involves ρ x = 0.5 and σ x = 0.2. Preference shocks are suitable to generate high volatility in these two variables as suggested by Hall.
The "job finding puzzle"
The autocorrelations conditional on technology shocks are close to the unconditional ones. The model lacks some persistence with respect to the job finding rate as the autocorrelation is a bit too low compared to the one in the data. Generally however, the model performs well in replicating the conditional and unconditional autocorrelations. The conditional co-movement of the variables is depicted in panel C of Table 1 and also in the impulse- responses to a one-standard deviation technology shock in Figure 1 17 . Most prominently, job finding falls after a positive technology shock and the conditional correlation between job finding and productivity is negative. Regardless of the job separation rate, unemployment increases after the fall in job finding and the correlation of unemployment and productivity is positive. These two effects are opposite to those in the overall sample and the exact contrary to what the standard model proposes. Hence, this result challenges the conventional dynamics in the standard search-and-matching model in a similar fashion as the results in Galí (1999) , known as the "hours puzzle", have challenged the RBC paradigm with frictionless labor markets. 18 A variance decomposition adds up the impulse-response coefficients from the estimation to a certain conventional business cycle horizon. This statistic reports the respective contribution of each shock to the overall variance and therefore also highlights the importance of the shocks relative to each other. Decomposing the business cycle variance of the Galí identification into the contribution of technology and non-technology shocks, technology shocks explain up to 17% of the business cycle variance of job finding and over 20% of the variance of unemployment. Hence, an appropriate model should take these dynamics into account.
Galí has explained the drop in hours worked within a sticky price New Keynesian framework. Can the natural extension of this framework including search-and-matching on the labor market equally explain the drop in the job 17 The response of unemployment is calculated from the linearized relationship between the approximated unemployment rate and the responses of the job finding and separation rates according
, where s and f are the mean values of the two rates respectively. 18 Researchers have questioned that the identified shocks can in fact be interpreted as technology shocks. Appendix A shows robustness for this finding using an alternative measure of technology derived by Basu et al. (2006) .
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finding rate? In the case of hours, fixed demand in the short run leads firms to adjust hours worked after a positive technology shock. Since it is much more costly to adjust employment rather than hours worked, it is not clear that the same mechanism works equally well in this context. In their specification with real rigid wages, Blanchard and Galí (2006) document that unemployment increases after a positive productivity shock. Here, labor market tightness and hence the job finding rate move together with unemployment replicating the dynamics documented above. Barnichon (2008) uses a similar reasoning to generate the fall in labor market tightness which he documents in a similar SVAR-framework as the one presented here. However, as conjectured, his model is not able to generate the large fall in labor market tightness and strong increase in unemployment that we see in the data. 19
There exist explanations for this empirical finding different from a New Keynesian setup. Balleer and van Rens (2008) document that the shocks that have been identified as neutral technology shocks in the Galí identification are in fact positively biased towards new skills (as they have a positive effect on the wage premium of high to low skilled workers). Consider a framework in which two types of workers are used in production and are to some degree substitutable. After a positive skill-biased technology shock, high-skilled workers become more productive than low-skilled workers and overall labor productivity increases. Low-skilled workers will then be substituted out of employment. The job finding rate for low-skilled workers will drop, while it will potentially increase for high-skilled workers. If the negative effect on low-skilled is larger than the positive effect on high-skilled workers, the overall job finding rate drops and unemployment increases.
Regardless of the mechanism, a model driven by technology shocks is again not suitable to explain the overall dynamics in the data. Rather, nontechnology shocks are needed in order to model the unconditional dynamics in the data. Reconsidering the preference shocks from above, these kinds of shocks have been popular in the RBC-literature in order to explain the empirical correlation of labor productivity with hours 20 . Table 2 documents that the correlations of the job finding rate and unemployment with productivity that are generated by preference shocks in the model are opposed to the ones conditional on non-technology shocks in the data, however. After a positive preference shock, agents want to consume more and hence decrease investments. Capital falls and, after an initial increase, output falls as a consequence. Due to the increase in employment, labor productivity falls which induces a negative correlation of this variable with the job finding rate and a positive one with unemployment. Hence, preference shocks are not suitable to explain the conditional correlations within this setup. It has to be noted that in a New Keynesian setup, the induced correlations are different and preference shocks could replicate the empirical dynamics. A distinction between skill-biased and skill-neutral shocks could also provide two shocks that match the conditional correlations in the data.
As exhibited in Figure 1 , job separation significantly increases after a positive technology shock contributing to an even larger increase in unemployment. A rise in job separation after a positive innovation in technology might be due to the fact that not all of the existing job matches can freely use this new technology. Hence, technological innovation is embodied in new jobs, or specific to existing vintages. Canova et al. (2007) employ a vintage human capital in order to model the "Schumpeterian creative destruction" after a neutral technology shock. As is documented in greater detail in Appendix A, the effect of job separation is not robust neither when considering different sub-samples nor to the in-or exclusion of a trend in the estimation.
Different Shocks: Fisher Identification
Fisher (2006) based on Greenwood et al. (1997) has addressed the issue that fluctuations in labor productivity might be generated not only by factorneutral technological progress, but also by investment-specific technological innovations. Consequently, investment-specific technological progress satisfies the identifying assumption for the Galí technology shocks and hence invalidates the interpretation of these shocks to be factor-neutral. Fisher proposes a strategy to separately estimate neutral and investment-specific technology shocks and documents that the two shocks might have different effects on macroeconomic variables. Further, investment-specific technological progress contributes to a larger extend to growth and cyclical fluctuations of macroeconomic variables (in particular of output and hours worked) than neutral technology. Investment-specific technological progress thus provides a potential additional source of variation in the job finding rate and unemployment.
In the original Shimer framework, it is not possible to distinguish between these two sources of variation in labor productivity, while the model in section 2 does differentiate between these two shocks. As mentioned before, the labor market dynamics that are induced by the two technology shocks are actually very similar, i.e., job finding increases and unemployment falls after both technology shocks. However, since the formation of capital takes time, productivity increases with a lag in response to investment-specific technological progress. This increases the overall standard deviation of the job finding rate and unemployment in the model in which both types of technology shocks operate (see second column of Table 8 in the Appendix) . Further, the correlation between the job finding rate and productivity is smaller than in the model with neutral shocks only. However, these effects are not large enough to replicate the unconditional data moments, hence the Shimer critique still holds. 21
Identification
In order to identify the two types of technology shocks, Fisher imposes the assumption that investment-specific technology shocks are the only shocks that (negatively) affect the relative price of investment in the long-run and that are additionally allowed to affect labor productivity in the long-run. (Investment-)neutral technology shocks are then the only remaining shocks that affect labor productivity in the long run. Note that this assumption is true in the model outlined in section 2.1.
It is easy to implement these two assumptions ordering the first differences of the relative investment price and labor productivity first in the reduced-form VAR and applying a Cholesky decomposition to the long-run forecast revision variance. However, the effect of the investment-specific shocks on labor productivity is estimated to be negative in our baseline specification. This means that all or at least a part of the identified investment-specific shocks are not technology shocks according to the Galí definition and more importantly not positive shocks to labor productivity as the ones in the model and referred to by Shimer. Fisher addresses this problem by introducing the additional assumption that positive investment-specific shocks increase labor productivity by a fixed proportion to their effect on the investment price. Derived from the production function in the model this proportion is set to α (1−α) . This additional assumption comes at a cost as it not only strongly restricts the long-run productivity effect of investment-specific shocks to a certain value but also implies a positive and fixed correlation between the investment-specific and neutral technology shocks. 22
There exist several a few studies that consider the responses of worker flows to both neutral and investment-specific technology shocks based on the Fisher identification. The work by Canova et al. (2006) is closely related to the analysis in this section of the paper. The estimation of the reduced form VAR in a Bayesian framework with a Minnesota prior is taken directly from them. However, Canova et al. employ the Fisher identification without 21 In this simulation of the model, the growth rates and standard deviations of the two types of technology shocks are calibrated to match the moments of labor productivity and the investment price which results in γ = 0.0074 and ν = −0.0117 for our sample. The mean growth rate of labor productivity then equals 1 1−α γ + α 1−α ν. 22 See Figure 6 for a comparison of the responses of the restricted and the unrestricted Fisher identification. See the Technical Appendix for more details and the implementation of this identification scheme. Parallel to the model calibration I use α = 1 3 .
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the additional third restriction. Equally, Ravn and Simonelli (2006) identify technology shocks without the third restriction in a framework which also incorporates fiscal and monetary policy shocks. Adding the third restriction delivers quite different dynamics induced by the investment-specific technology shock. I will discuss this issue further in section 6 in which I also propose a test for the third restriction. Complementary to these studies, there exist many contributions in the literature that estimate medium or large scale DSGE models which incorporate search-and-matching in the labor market.
Here, technology shocks are usually identified based on a combination of short-run sign restrictions as in Fujita (2009) or Braun et al. (2006) . While these shocks should generally depict the same dynamics as the technology shocks identified in this paper, this is not always the case and depends on the fact that the co-movement between labor input and productivity in the short run is explicitly used for identification.
Results
The historical decomposition of the standard deviation supplements the results from the Galí identification, see Table 8 in the Appendix. Both types of technology shocks, as well as both technology shocks taken together, generate standard deviations in the job finding rate and unemployment that are much smaller than the unconditional standard deviations, but quite close to the ones produced from the model. Again, sources other than technology are necessary to understand the unconditional volatility in the data. 23
With respect to the conditional dynamics, Figure 2 depicts the responses of the job finding and separation rate as well as unemployment to positive one standard deviation technology shocks from the Fisher identification. Note that the responses to the neutral shock are very similar to the responses derived from the Galí identification. Job finding drops after both types of technology. This effect is stronger and more persistent after a neutral technology shock than after an investment-specific shock. The job separation rate does not significantly react to an investment-specific technology shock. The falling job finding rate positively affects the unemployment rate, but the effect is again not as strong as for the neutral technology shock. Consequently, the contrast between the conditional dynamics in the data versus the ones in the model still exists, but is weaker in case of the investmentspecific shocks. This is also reflected in the conditional correlations in panel C in Table 8 . The conditional correlation of job finding and productivity is much lower than the one conditional on a neutral shock, the correlation of unemployment with productivity has the same sign as the unconditional one, 23 Note that here, the two technology shocks are not orthogonal. Hence, the historical decomposition is not truly a decomposition. Technology shocks and the residual disturbances are orthogonal, however. both of these figures are insignificant. The investment-specific technology shock therefore moderates the effect of the neutral shock. Both technology shocks taken together however still generate dynamics that are opposite to the unconditional dynamics and that are not replicated in the model. Table 6 in the Appendix exhibits the contribution of the shocks to the forecast error variance of the variables in this small VAR. The neutral shock is much more important for the variances of the labor market variables than the investment-specific shock. This highlights again the importance to replicate the dynamics of this shock in an appropriate model. Together, the technology shocks explain between 45% to 60% of the variance of job finding and unemployment. 24
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Alternative Variables: Job Flows
Instead of worker flows, so-called job flow data have often been used to assess the empirical validity of the standard labor market model (similar to Cole and Rogerson (1999) and Davis et al. (1998) ). Note that from the perspective of the standard model job flows and worker flows are indistinguishable, i.e., when a worker moves into or out of a job, the job match is 21 automatically created or destroyed. In the data, these two concepts show quite different unconditional business-cycle moments however, and hence it is interesting to consider conditional moments in job flows complementary to the above.
Here, I use data from Faberman (2006) which encompasses the fluctuations of jobs defined as small size units ("plants") that are created and destroyed within the U.S. manufacturing sector 25 . The resulting rates are usually referred to as job creation and destruction rates and both are measured in percent of employment. Unemployment dynamics are approximated by unemployment growth which results from taking the difference between the job destruction and creation rate. In the following, the same exercise as in the Fisher identification in section 4 is repeated by using job flows rather than worker flows. Table 3 presents the conditional and unconditional moments from this set of data together with the familiar moments from the model.
Note that in this sample, that job destruction is about twice as volatile as job creation. Both series are less persistent than the worker flows, while the cross-correlations between the variables are qualitatively similar, but quite different in value from the ones in the worker flow series. With regard to the empirical performance of the standard model based on unconditional second moments, this means that while the model now replicates the standard deviation of job creation (in fact the standard deviation is a little too high in the model), it does not mirror the volatility of the job destruction rate and hence unemployment. A natural extension of this model would include endogenous job destruction as in Mortensen and Pissarides (1998) Conditional on investment-specific and neutral technology shocks, the standard deviation in job creation is even smaller than the unconditional one. More importantly, the two technology shocks generate a standard deviation of job destruction and unemployment that is only about a third of the one in the data. Hence, job destruction does move after technology shocks, but most of its volatility stems from non-technological disturbances. This means that endogenous job destruction alone cannot realign the moments from the model with the unconditional moments. Complementary to this result, technology shocks explain only up to 17% of the business cycle variance of job creation and destruction as is exhibited in Table 9 in the Appendix. My result supports the findings from the previous sections that an additional non-technological disturbance is needed in order to explain the fluctuations observed unconditionally. Notes: All series are detrended with the smooth HP-filter as in Shimer (2005a) . The point estimate is the median, the confidence intervals are 68% Bayesian bands from the posterior distribution. The model is calibrated to match the unconditional standard deviation of labor productivity and the same figure that is conditional on both technology shocks (in brackets).
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Panel C of Table 3 depicts the conditional cross-correlations of the labor market variables with each other and productivity. Figure 7 in the Appendix also visualizes the dynamics induced by the two technology shocks. Most importantly, job creation and labor productivity are positively correlated after both technology shocks. As a consequence, the "job finding puzzle" after a neutral technology innovation from before disappears. Unemployment still increases after a positive neutral shock, due to the strong increase in job destruction (This is also reflected in the positive co-movement of these variables with productivity). Even though insignificant, in a model with endogenous job destruction and vintage technologies, job destruction may increase after a positive shock to technology if it can only be used in newly formed jobs rendering many existing job matches technologically obsolete. Then, these effects provide a valid and easy explanation to the rise in unemployment or parallel the fall in hours after a technology shocks and, hence, to the hours puzzle documented by Galí (1999) . Strikingly, investment-specific technology shocks induce dynamics that are different from the ones generated by neutral technology shocks and that are similar to those expected from the standard model: Job creation goes up and job destruction falls after a positive innovation in investment-specific technology. As a consequence, unemployment decreases before converging back to zero. The responses after the investment-specific shocks exhibit greater persistence than the ones after a neutral shock. 26 However, investment-specific technology shocks are not important enough to explain the unconditional moments. Again, an additional source of fluctuations is necessary here.
Are the results from the Fisher identification with worker and with job flows are truly comparable? Plotting the structural shocks from the two estimations and calculating their correlation, it is possible to see that the investment-specific shocks are almost identical in both specifications. The neutral shocks from both estimations are positively correlated (the correlation coefficient is about 0.6), but not identical. Alternatively, both job and worker flow data can be included into one common specification. This is also important in the light of the joint dynamics of these two data concepts which has been an issue in the literature. The results show that the effects of the neutral shock on job creation and job destruction hardly change 27 . To summarize, since the two data concepts not only generate quite different unconditional statistics, but also react differently to the estimated shocks, it seems reasonable to try to distinguish the different concepts and model the empirical dynamics of these two sets of data in a theoretical framework as well.
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6 Alternative Identification
Motivation and Identification
This section investigates to which extend the results outlined above in sections 3.2 and 4.2 strongly rely on the imposed identification assumption for the technology shocks, or whether they are robust to an alternative identification scheme as well. To motivate, let us briefly return to the Galí identification of technology shocks. In fact, the identified Galí shocks have a significant and positive effect on the relative price of investment. These shocks are therefore negatively biased towards new investment and mistakenly labelled factor-neutral, see Figure 8 in the Appendix 28 .
The Fisher identification separates technology shocks that have an effect on the relative price of investment from technology shocks that do not have an effect on the relative price of investment and hence are truly investmentneutral. However, the Fisher identification disregards those shocks that have a positive effect on both productivity and the price. When estimated without the third restriction on the productivity effect of investment-specific shocks, these shocks are incorporated into the investment-specific technology shocks in the Fisher identification. The difference between the results from the Fisher identification with and without the third restriction documents that these shocks may play an important role in the overall dynamics of these two variables. More precisely, labor productivity falls in response to these unrestricted investment-specific technology shocks (see discussion in section 4). Additionally, these unrestricted shocks produce labor market dynamics that are quite different from the ones generated by the restricted shocks. Namely, job finding increases in a hump-shape after a positive investmentspecific technology shock and job separation falls. As a result, unemployment decreases. 29 The unrestricted shocks also play a much larger role for the business cycle variance of the labor market variables than the restricted shocks.
Against this background, I propose an alternative identification of technology shocks which separates investment-specific technology shocks from those other shocks. The identification strategy imposes the following assumptions:
1. Technology shocks are assumed to be the only shocks that affect the relative price of investment and labor productivity in the long run.
2. Out of these shocks, investment-specific technology shocks are those shocks that affect labor productivity positively and the relative price of investment negatively in the long run.
ALTERNATIVE IDENTIFICATION
25
3. Out of these shocks, the remaining shocks may affect labor productivity positively and the relative price of investment positively in the long run.
These assumptions are implemented with a mixture of long-run zero and sign restrictions similar to the Galí and Fisher identifications. I order the relative price of investment and labor productivity first in the VAR and impose zero restrictions on the long-run effects of all but the first two shocks on these variables. Sign restrictions similar as in Peersman (2005) are then applied to the upper left 2-by-2 system of the long-run horizon forecast revision matrix according to the restrictions outlined above. The remaining elements of the long-run effects can then be calculated subsequently. 30 . Figure 10 in the Appendix visualizes the assumed responses of price and productivity to the two newly identified shocks. Not surprisingly, the new shocks turn out to be negatively biased towards investment and may consequently called investment-unspecific technology shocks. Note that the Galí, Fisher and the alternative identification strategies all offer an alternative decomposition of the long-run variance of the investment price and productivity 31 . The Fisher and Galí identification each impose an extra zero restriction on this system. This means that by construction the Fisher identification does not deliver shocks that induce the same effect on the price and productivity as the Galí identification. Thus, the Fisher identification does not provide a decomposition of the Galí technology shocks. My alternative identification is more closely related to the Galí identification as this scheme decomposes Galí's productivity shocks into investment-specific andunspecific shocks. I can now test Fisher's third identifying assumption based on the effect of the first shock in a more general context in which all shocks are in fact orthogonal. Further, I can assess the importance of those shocks that resulting from the unrestricted Fisher identification might have been labelled investment-specific technology shocks by mistake and can explore their properties. However, it is no longer possible to distinguish between investment-specific and investment-neutral shocks in this setup.
What are technology shocks that drive the relative price of investment up?
In the model outlined in section 2, shocks that have a positive effect on the relative price of investment negatively affect labor productivity and, hence, are not technology shocks. As a consequence, the model outlined above does not accommodate these shocks and it is therefore not clear how to interpret them in this context. Balleer and van Rens (2008) suggest to identify technology shocks which originate in the labor market. More precisely, they document that technology shocks that are biased towards skilled labor have a positive effect on the relative price of investment and could therefore capture the variation of the data documented here. 32 Once more, this points to the use of a more complex production function with which it is possible to distinguish between low and high skilled labor in order to replicate the empirical dynamics. Table 11 in the Appendix exhibits the historical decompositions for this identification scheme. Regarding volatility, the standard deviations conditional on investment-specific technology shocks are very close to the results from the Fisher identification. The two identified technology shocks together generate a conditional standard deviation that is again less than half of the unconditional standard deviation in job finding, separation and unemployment. This is not surprising, since the alternative identification is just a different decomposition of the technology shocks from the other identification schemes.
Results
More interesting in this respect are the labor market dynamics induced by the two new shocks documented in Figure 3 and Table 11 . For both types of shocks, job finding drops and unemployment increases supporting the findings of the Fisher and Galí identification. There are significant differences between the responses of the two shocks however. After an investmentspecific productivity shock job separation does not move significantly. Note that the dynamics of this shock are very similar to the ones I have documented for the restricted Fisher investment-specific technology shocks. Indeed, the estimated relationship between the effect of this shock on the price and productivity is very close to the one imposed via the third restriction.
After an investment-unspecific shock job finding does not react on impact and subsequently decreases in a hump-shape, job separation significantly rises and the rising unemployment inherits the hump-shape from the effects on the job finding rate 33 .
The variance decomposition in Table 10 in the Appendix sheds light on the relative importance of investment-specific -unspecific technology shocks. The investment-unspecific technology shock is more important for the business cycle variance of labor productivity than the investment-specific tech-32 The identification of these shocks originates in the effect of technological progress on the skill premium in a model which allows for both skilled and unskilled labor in production. The fact that the investment price increases in responses to these shocks provides evidence for capital-skill substitutability in the data. 33 Note that the inverse of this shock is an investment-specific technology shock with a negative effect on productivity. The resulting dynamics are strikingly close the the ones from the unrestricted Fisher identification, see Figure 9 in the Appendix or Canova et al. (2007) . This means that the major part of the unrestricted investment-specific technology shocks consists of shocks that do not positively affect labor productivity and are consequently not in line with our model. Notes: Responses in percentage points to a one-standard deviation shock. Confidence intervals are 68% Bayesian bands. nology shock. The investment-specific technology shock explains more of the variance of the relative investment price in the first two horizons, while the investment-unspecific shock is more important in the longer run. This means that a substantial part of the dynamics in the unrestricted investmentspecific shocks are not driven by positive productivity shocks and this highlights the importance of distinguishing between the two types of shocks. The investment-unspecific shock explains a substantial fraction of the job finding and separation rate and consequently unemployment. This shock is generally more important for the business cycle variation of the labor market variables than the investment-specific technology shock. Together, both shocks explain about 20% of the business cycle variation in job finding and unemployment.
Investment-unspecific technology shocks have not been identified so far. The reason clearly lies in the fact that they are difficult to interpret in the context of a standard model as the one outlined in section 2. Here I have shown that they carry some weight with respect to the dynamics on the labor market. As argued above, these shocks reflect skill-biased technology shocks as identified in Balleer and van Rens (2008) . Skill-biased technology shocks have a negative effect on total hours worked and thus induce similar dynamics to the shocks identified here.
CONCLUSION
7 Conclusion
Starting from the recent ongoing debate on the empirical performance of the Mortensen-Pissarides search-and-matching model, this study provides an important contribution to the debate as it judges the empirical performance of the model on basis of moments conditional on technology shocks rather than on unconditional moments. My analysis breaks down the second moments of labor productivity, the job finding, job separation and unemployment rate into the contribution of technology and non-technology shocks. These shocks are identified within a SVAR framework with conventional long-run restrictions and a combination of long-run zero and sign restrictions.
I find that technology shocks cannot be the source of the high volatility in the job finding rate and unemployment present in the data. As a result, the standard deviation of these variables that is generated from a standard model replicates the volatility conditional on technology shocks. A large part of the volatility remains unexplained in the residual from the structural estimation. This residual might be called non-technology or demand shock. In order to mirror the overall volatility in the data, the model should be augmented with an additional non-technological source of volatility rather than with respect to the propagation of technology shocks as proposed by Shimer. Ravn and Simonelli (2006) identify government spending shocks in a similar SVAR. Their shocks indeed mirror the dynamics of our "residual" disturbances as they drive labor productivity and labor market tightness up and unemployment down. Barnichon (2008) argues that these shocks are shocks to monetary policy. Here, I investigate an idea by Hall (1997) that preference shocks in the form of shocks to the marginal rate of substitution between consumption and leisure are important for labor market dynamics. These shocks in fact add a lot of volatility to the model. Technology shocks induce a negative co-movement between job finding and productivity and a positive co-movement between unemployment and productivity, while the respective figures in the overall sample are directly the opposite. Put differently, job finding falls and importantly contributes to an increase in unemployment after a positive technology shock. This result contradicts the effects generated in the standard search-and-matching model. The study by Balleer and van Rens (2008) contains evidence that these effects may be explained through a distinction between high-and lowskilled labor in production. Since the identified technology shocks are (possibly) biased towards the productivity of high-skilled labor, low-skilled labor gets substituted out of production. Further results in this paper show that the "job finding puzzle" vanishes when job flow data rather than worker flow data are employed in the specification. In any case, additional nontechnological disturbances are needed in order to replicate the unconditional 7 CONCLUSION 29 correlation between productivity, the job finding rate and unemployment.
In different specifications, I distinguish technology shocks that are factorneutral or investment-specific as in Galí (1999) and Fisher (2006) . I document that the two main results are robust to these extensions. The role of technology shocks for labor market dynamics is further assessed through a distinction of positive productivity shocks that have either a negative or a positive effect on the relative price of investment. The latter my be called investment-unspecific technology shocks. First, this identification tests and verifies a critical assumption in the Fisher identification on the effect of investment-specific technology shocks on labor productivity. Second, this procedure investigates the relationship between constrained and unconstrained investment-specific technology shocks. I find that investmentunspecific technology shocks might by mistakenly labelled investment-specific in the unconstrained identification. In addition, these shocks play a significant role for labor market fluctuations. However, these shocks cannot be interpreted in the context of the standard model. From Balleer and van Rens (2008) , it is reasonable to assume that these shocks are the same as skill-biased technology shocks in their paper. Technology shocks that are skill-biased induce similar dynamics in the investment price and the labor market as the shocks identified here. This result again provides empirical foundation to allowing for a more sophisticated production function in this class of model in which low-and high-skilled labor are substitutable in production.
Many researchers have questioned that the structural residuals that are identified from a Galí-style VAR are in fact estimates of technological progress. Supporting the findings from Galí, a recent piece of evidence from Basu et al. (2006) has documented that their measure of technological progress, derived as a "sophisticated" Solow residual from a very different exercise, also induces a contractionary effect on hours worked. Here, I use this measure in order to support the effect of technology on the job finding and separation rate from my estimation in two different ways. First, I incorporate "true" total-factor-productivity (TFP) instead of labor productivity into my SVAR with long-run restrictions. Neutral technology shocks are then the only shocks that move TFP in the long run. As depicted in Figure 4 , the effects of these shocks on the job finding rate, the job separation rate and unemployment are very similar to the ones from the estimation with labor productivity. Second, as suggested by Basu et al. (2006) , I regress four lags of their technology measure (dz) on job finding and job separation. Here, I detrend the two rates as in the VAR by regressing them on a dummy trend broken at 1973:2 and 1997:1. Table 4 shows the results, for impulse-responses, one could simply add the estimated coefficients. Here, TFP has a negative effect on the job finding rate. The effect on the job separation rate is also negative, but since this effect is small (and insignificant) , unemployment still increases after a shock to TFP. 
A.2 Specification
This section investigates the robustness of the main results from the Fisher identification. As documented above, the neutral shocks from the Fisher identification and the Galí identification are very similar in fact. The robustness analysis focusses on the two main results: The low standard deviation conditional on neutral and invest-ment-specific technology shocks in job finding and unemployment and the drop in the job finding rate after positive innovations of both types of technology. Table 5 summarizes the results.
The first set of robustness checks deals with the prior and the lag length in the estimation of the reduced form VAR. Clearly, the baseline specification with the Minnesota prior is different from a standard OLS specification with 2 to 4 lags in the VAR. In the Minnesotay prior, a high decay parameter is necessary for a large number of lags to generate both significant and sensible results. Using a smaller number of lags together with a smaller decay on these lags, or similarly a flat prior (OLS equivalent) for the estimation of the reduced form VAR, qualitatively supports the findings in the baseline specification, but is not significant, however. Further, the results are robust to relaxing the assumption of a fixed residual variance within a Normal-Wishart prior structure. The prior suggested by Kadiyala and Karlsson (1997) employs the same mean for the coefficients as the Minnesota prior and generalizes the Minnesota prior in terms of a non-diagonal, unknown residual variance. Compared to the Minnesota prior, the coefficient variance additionally weights the effect of the exogenous variables on a variable with its respective variance and fixes φ 1 = 1.
The baseline specification includes a broken dummy-trend into the specification which is not uncontroversial. In fact, the question of whether or not to include a trend into the specification is closely related to the debate on how to specify hours worked in a similar structural VAR. Here, it has been shown that if specified in first differences or HP-filtered, hours worked fall after a positive Galí-type technology shock, while they increase after the same type of shock if specified in levels (see Galí (1999) and Christiano et al. (2003) respectively). The fall in hours worked after a positive technology shock contradicts the standard RBC paradigm and has become famous as the "hours puzzle" in the literature. In fact, a trend as the one applied here takes out slow-moving components from the series and is therefore related to taking first differences of the labor market variables. Canova et al. (2006) argue that if the variables are specified in levels, long-run restrictions may pick up the slowly moving components of the variables, even though they aim at explaining business cycles fluctuations. Figure 11 shows the results for the baseline specification without the dummy breaks. The job finding rate still decreases after positive innovations of both technology shocks. This means that the "job finding" puzzle is is robust to including a trend or not in the specification. Note further that job separation now falls significantly after both shocks. In fact, it falls by such a large extend that the unemployment rate falls in the longer horizon which reflects the result from the hours debate. In addition, the results from the entire sample are compared to results for subsamples suggested by Fisher (2006) . Here, no trend is incorporated into the specification, the results are robust to an inclusion of trend breaks as in the baseline specification, however. In the latter sample, investment-specific technology shocks induce an initial fall in the job finding rate and a subsequent, (borderline) significant increase. Job separation does not react to a neutral shock, but decreases significantly after an investment-specific technology shock. Hence, these shocks do generate dynamics different from the neutral shocks in this sample. 
A.3 Data
The worker flow data of Shimer and the respective business-cycle facts are not uncontroversial in the literature. Fujita and Ramey (forthcoming) have also calculated worker flows from the CPS. The Fujita and Ramey dataset does not encompass the same sample as the one by Shimer; it ranges from 1976:3 to 2004:4 34 . As stated by the authors, the standard deviation of the 34 I thank Shigeru Fujita for making the data available to me. job separation rate is higher and the one of job finding is lower in their data series compared to Shimer. This suggests a larger role for the first series in the dynamics of unemployment. Job separation is also more persistent. The correlations of the job finding and separation rates with productivity are much lower than in the Shimer series. Figure 5 shows that the responses in both datasets are quite similar. Note that job separation decreases after a positive technology shock. However, this is mainly due to the subsample rather than the difference in the measurement of the data. In fact, results for the job separation rate are not robust to subsample choices or different specifications. The values for the investment-specific shock, the neutral shock and the (omitted) residual disturbances add up to 100 for each variable at each time horizon. The point estimate is the median, the confidence intervals are 68% Bayesian bands from the posterior distribution. All numbers are percent. Notes: All series are detrended with the smooth HP-filter as in Shimer (2005a) . The point estimate is the median, the confidence intervals are 68% Bayesian bands from the posterior distribution. The model is calibrated to match the unconditional standard deviation of labor productivity and the same figure that is conditional on both technology shocks (in brackets). The values for the investment-specific shock, the neutral shock and the (omitted) residual disturbances add up to 100 for each variable at each time horizon. The point estimate is the median, the confidence intervals are 68% Bayesian bands from the posterior distribution. All numbers are percent. The values for the investment-specific shock, the investment-unspecific shock and the (omitted) residual disturbances add up to 100 for each variable at each time horizon. The point estimate is the median, the confidence intervals are 68% Bayesian bands from the posterior distribution. All numbers are percent. Notes: All series are detrended with the smooth HP-filter as in Shimer (2005a) . The point estimate is the median, the confidence intervals are 68% Bayesian bands from the posterior distribution. 
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