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En contemplant un buccin, - un seul -, Esteban pensait à la présence de la spirale, au
long des millénaires, devant le regard quotidien de peuples pêcheurs, incapables
encore de la comprendre ni de percevoir même la réalité de sa présence. Il méditait
sur le flacon de l’oursin, l’hélice du couteau, les stries de la coquille Saint-Jacques,
stupéfait devant cette science des formes si longtemps déployée devant une humanité
aveugle encore pour la penser. Que peut-il y avoir autour de moi qui soit désormais
défini, inscrit, présent, et que je ne puisse pas encore comprendre ? Quel signe, quel
message, quel avertissement, dans les boucles de la chicorée, l’alphabet des
mousses, la géométrie de la pomme de rose ? Regarder un buccin. Un seul. Te Deum.
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Rappelons qu’une « donnée » est la représentation d’un objet ou d’une forme qui peut être
traitée dans l’ordinateur. Elle est présentée en groupes ou ensembles et elle est normalement
composée de plusieurs dimensions ou axes de variabilité.
Un ensemble de données peut subir divers types d’analyse dans ce que l’on appelle le
traitement des formes ou l’apprentissage automatique : on peut s’intéresser à sa structure, il
peut également servir à tester des hypothèses ou l’on peut vouloir prédire son comportement.
Lorsque l’on est confronté à une tâche d’analyse des données, il y a un certain nombre de
questions qui se posent : est-ce que la représentation des formes que l’on a choisi est la plus
appropriée pour accomplir la tâche proposée ? Est-ce que les données que l’on a sont adéquates
en nombre et en représentativité ?. Bien sûr, ces questions ne sont pas faciles à régler. Il y a, en
fait, beaucoup de recherche pour trouver des techniques de paramétrisation, de transformation
et de sélection des données appropriées à des tâches spécifiques [Sha96]. Même si elles sont
fortement intéressantes, ce ne sont pas les questions qui motivent notre travail.
Nous nous concentrons sur une problématique : la dimensionnalité des données à traiter
dans l’apprentissage automatique. On suppose d’abord qu’il nous faut analyser un ensemble
de données de haute dimensionnalité. Est-ce qu’il existe une transformation qui affecte la di-
mensionnalité de données qui peut nous aider à simplifier l’analyse à faire ? C’est la question à
laquelle nous essayerons de répondre tout au long de ce mémoire.
Ce travail est fondé sur deux approches mathématiques : l’apprentissage de variétés et les
fonctions noyaux. Le signal que nous avons choisi pour nos expériences est principalement la
parole, obtenue à partir de divers corpus.
2 La parole
La communication verbale est la méthode la plus utilisée et la plus facile pour transmettre
l’information et les connaissances entre humains. Elle est effective si l’émetteur et le récepteur
utilisent les mêmes composants de base : phonèmes (sons), lexique (mots) et syntaxe (règles
entre les mots) dans un canal adéquat. Les avantages de la parole sur d’autres moyens de
communication sont [Sim00] :
– la parole est flexible par rapport à l’environnement. On peut parler dans l’obscurité, à
distance, sans se fixer sur quelqu’un en particulier...
– on peut parler pendant que l’on exécute d’autres tâches.
– pour produire la parole on a juste besoin de notre corps.
– la parole peut véhiculer des émotions.
3
Introduction générale
En dehors de la formulation et de la compréhension de la signification d’un message verbal
dans un processus de communication, nous allons nous concentrer sur l’information acoustique
transmise dans la voix (que l’on va considérer comme un signal de haute dimensionnalité), sans
prendre en compte l’interaction entre l’émetteur et le récepteur du message.
2.1 Les sons de la parole
Parler est la capacité d’effectuer de manière coordonnée et contrôlée des mouvements d’or-
ganes du tracte vocal (glotte, gosier, cordes vocales, langue, lèvres). Ces organes génèrent et
modifient l’air dans les passages respiratoires pour produire les sons de la parole [Ste99]. Les
sons produits sont :
1. les vibrations quasi-stationnaires à partir des mouvements périodiques des cordes vocales.
2. les sons transitoires (similaires au bruit) produits par une semi-fermeture de la cavité
orale.
3. les segments courts dont l’origine est une relâche subite d’air après une obstruction totale
de la cavité orale.
La complexité de la structure des sons de la parole n’est pas due seulement à la position des
articulateurs pendant sa génération, mais aussi aux caractéristiques du conduit vocal, dont la
configuration (longueur, volume) change avec les mouvements de ses organes en fonction des
sons que l’on veut produire. La forme du flux d’air produit et modulé alors dans la glotte et le
gosier détermine la qualité de la voix (« sa couleur » selon [Tra96]).
Un modèle simple du conduit vocal est une combinaison des tubes de différentes longueurs
et volumes. Chaque tube subit différentes pressions d’air, ce qui produit un mouvement très
complexe des molécules d’air. Dans ce cas, une description linéaire échoue pour décrire la
dynamique du système. Les démarches non-linéaires produisent des modélisations plus pré-
cises mais souffrent du problème nommé « acoustic-to-articulatory mapping », qui consiste à
définir des multiples configurations possibles pour générer un même son [Esp05], alors on ne
peut pas associer une configuration unique des articulateurs à un son précis. Néanmoins, des
modèles non-linéaires avec certaines simplifications semblent offrir de bonnes approximations
au problème.
La relation entre la cavité vocale et nasale, la variabilité de la source d’énergie acoustique,
l’évolution des cordes vocales pendant leur cycle oscillatoire et d’autres non-linéarités de la
production acoustique sont difficiles à prendre en compte par les modélisations du tracte vo-
cal, normalement basées sur les paramètres d’un filtre inverse. Différents modèles de filtrage
adaptatif qui introduisent des transformations non-linéaires ont été proposées dans [Rot73].
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3. Fonctions noyaux
Une fois produit, le signal de parole est représenté de diverses manières dans les ordinateurs.
Il est d’abord numérisé puis traité pour extraire ses principales caractéristiques [Rab93]. Les
représentations paramétriques de la parole sont basées normalement en analyses de courte durée
(segments de 10-30 ms) où le signal est considéré stable.
Dans le domaine temporel, les analyses les plus courantes sont la détection de pics, le calcul
d’énergie, le nombre de passages par zéro et la fonction d’autocorrélation. Dans le domaine
spectral, on utilise une banque de filtres ou la transformée rapide de Fourier, mais il y a aussi
l’analyse homomorphique (cepstrum) de la parole qui essaie de séparer la source d’excitation
de la configuration du tracte vocal. Un autre traitement possible est la prédiction linéaire, qui
considère que la parole est la sortie d’un filtre variable dont la fonction de transfert approche les
propriétés spectrales du tracte vocal et du pulse glottal. Néanmoins, il y a une grande quantité
de processus qui ne sont pas considérés dans les paramètres décrits : - dans les segments, la
dynamique de la source transitoire pendant la production des consonnes et la variation des
fréquences formantiques pendant la production des voyelles ; - au delà des segments, la variation
du débit de la parole, de l’énergie et de la fréquence fondamentale.
Le signal de parole est donc un signal où plusieurs facteurs interviennent dans sa production.
La représentation paramétrique que nous utilisons dans nos calculs est multidimensionnelle et
elle représente de manière approximative des phénomènes non-linéaires complexes.
3 Fonctions noyaux
Les fonctions noyaux définissent une projection (normalement non-linéaire) des données
d’un espace vectoriel dit d’« attributs » vers un autre espace appelé de « caractéristiques ».
En pratique, elles calculent les produits scalaires des arguments dans ce nouvel espace. Les
arguments sont passés à la fonction en format de l’espace original et elle calcule implicitement
leur produit scalaire dans l’espace de caractéristiques.
Il y a plusieurs fonctions noyaux disponibles [Cri00]. Chacune définit, avec ses paramètres,
un espace de caractéristiques unique.
L’utilisation des fonctions noyaux implique :
– la projection de données vers un espace vectoriel de caractéristiques.
– la validité des opérations linéaires entre données projetées.
– les algorithmes qu’utilisent des fonctions noyaux sont conçus de telle manière que les
coordonnées des projections ne sont pas nécessaires. On exprime la relation entre données
en termes de produits scalaires et distances dans l’espace de caractéristiques.
– les produits scalaires des projections sont calculés à partir des données originales.
5
Introduction générale
Plusieurs algorithmes de reconnaissance de formes peuvent être développés de manière à
intégrer des fonctions noyaux et ainsi opérer des algorithmes simples (linéaires) dans l’espace
de caractéristiques qui, grâce aux fonctions noyaux, deviennent non-linéaires dans l’espace
original.
3.1 Relation entre les fonction noyaux et les variétés
Le concept principal suggéré par l’utilisation des fonctions noyaux est la projection des
données vers un espace de caractéristiques. Nous allons voir que cette projection est définie sur
une variété, parfois très complexe et emboîtée dans un espace de haute dimensionnalité. C’est
une première connexion entre les fonctions noyaux et les variétés, mais ce n’est pas ce qui nous
intéresse le plus.
On avait mentionné précédemment qu’il existe plusieurs fonctions noyaux valables. Il s’agit
de fonctions définies (fixes) qui ont certaines propriétés et dont on connaît le type de projection
qu’elles réalisent.
En fait, les méthodes d’apprentissage de variétés que nous allons étudier peuvent être consi-
dérées comme des algorithmes qui utilisent des fonctions noyaux non définies a priori, sinon
construites à partir des données de départ. Nous allons nous focaliser sur les caractéristiques
et les propriétés des projections de ces fonctions.
4 Variétés
Les variétés sont des généralisations de surfaces. Elles sont des espaces topologiques loca-
lement euclidiens (point de vue intrinsèque), mais, dans une échelle plus large, elles sont un
peu différentes (point de vue extrinsèque) [Bri07b]. Un exemple de variété est la surface d’une
sphère en R3, qui localement est topologiquement équivalent au R2 mais dont les propriétés
globales sont très différentes deR2.
Selon la physique newtonienne, tout ce qui passe dans le monde est emboîté dans un espace
en 3 dimensions. Mais avec la théorie de Einstein l’espace prend un rôle plus actif : la distance
d’un point à un autre est influencée par la quantité de matière et d’énergie présentes à proximité.
Pour décrire ces espaces, où les structures géométriques sont différents de celles décrites par
la géométrie euclidienne, on utilise la généralisation de l’idée de surface n-dimensionnelle
proposée entre autres par Bernhard Riemann, et, particulièrement les concepts de variétés diffé-
rentiables, c’est à dire, les variétés de structure analytique où l’on peut utiliser le calcul vectoriel
pour définir des directions, des tangentes et des fonctions.
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5. Organisation du mémoire
4.1 Données discrètes appartenant aux variétés
Certains données de haute dimensionnalité peuvent être représentées par des points sur une
variété. Dans [Seu00], les auteurs mentionnent que le cerveau humain représente certaines infor-
mations perceptuelles en forme de variétés, c’est pourquoi nous pouvons extraire des invariants
des données complexes (par exemple, la détection de variations dans des images sans avoir
besoin de les évaluer pixel par pixel) d’une manière relativement simple.
Nous allons étudier des méthodes qui permettent de découvrir les variétés où des données
complexes se trouvent. L’étude des variétés permet, dans un première temps, de réduire la
dimensionnalité des variables à traiter et de travailler avec des solutions plus robustes, moins
sensibles au bruit et aux données aberrantes. Dans une deuxième application, on a la possibilité
d’analyser visuellement la structure de l’information, normalement inaccessible quand elle est
multidimensionnelle. Une troisième possibilité est d’utiliser la structure manifeste des données
en tâches de regroupement, de régression et de classification.
Pour traiter les vecteurs de parole avec ces techniques, nous formulons l’hypothèse que, en
dépit de sa haute complexité, les sons de la parole sont groupés en variétés non-linéaires dont
la géométrie est liée au processus de production du signal acoustique.
5 Organisation du mémoire
Ce mémoire comprend deux parties. La première partie (chapitres 1 à 3) présente un état de
l’art des méthodes spectrales et des fonctions noyau. La deuxième partie (chapitres 4 à 7), décrit
les contributions apportées par cette thèse et expose divers cadres expérimentaux proposés afin
de valider ces idées.
Le chapitre 1 décrit la théorie des fonctions noyaux et son utilisation en applications de ré-
gression, de classification et de regroupement.
Le chapitre 2 présente certaines méthodes spectrales, leurs fondements théoriques, leurs ca-
ractéristiques principales et leurs principales limitations.
Le chapitre 3 analyse l’interprétation des méthodes d’apprentissage des variétés comme des
fonctions noyaux.
Le chapitre 4 décrit les corpus et la paramétrisation qui ont été utilisés dans les expériences.
Le chapitre 5 présente des raisonnements conçus pour valider les variétés de parole.
Le chapitre 6 montre une manière de segmenter des signaux temporels en utilisant le regroupe-




Le chapitre 7 décrit diverses analyses automatiques en faible dimensionnalité des bases de
données acoustiques.
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Les fonctions noyaux permettent de dépasser les limitations des algorithmes d’apprentis-
sage linéaires et fournissent des espaces d’hypothèses expressives pour traiter des problèmes
complexes. Elles permettent aussi d’établir les notions de similarité entre données vectorielles,
structurées et symboliques. Elles se trouvent à la base des travaux menés dans cette thèse et
nous rappelons au cours de ce chapitre leur définition et leurs propriétés principales.
1.2 Espace de caractéristiques et fonctions noyaux
Dans le cadre de l’apprentissage automatique et de la reconnaissance de formes, une obser-
vation potentielle appartient à l’espace vectoriel X ⊆ Rp et l’analyse repose sur un ensemble
fini d’échantillons X = {x1, x2, . . . , xn} ⊆ X . Pour les tâches supervisées, à chaque échan-
tillon xi est associée une étiquette oi ∈ R pour concrétiser l’appartenance de cette échantillon
à une classe. On note O = {o1, o2, . . . , on} ⊆ O ⊆ R.
Si x est un élément de l’espace X , x ∈ Rp, on notera xj le j-ième coordonnée de x. Il en
résulte que par convention, xji est le j-ième coordonnée de l’échantillon xi.
En analyse de données, il est classique de procéder à un changement d’espace afin d’ac-
céder à une représentation des données plus informative. Ce changement d’espace implique
l’utilisation d’une fonction Φ et d’un espace F :
Φ : X → F
Les données de l’espace original (ou de départ) sont appelées « attributs » et les données
transformées « caractéristiques ». L’objectif de cette transformation est de faciliter les analyses
ultérieures (voir figure 1.1). La transformation en échelle logarithmique d’une ou plusieurs
dimensions est un exemple simple qui est associé à des connaissances a priori du problème
(en audition, il est préférable d’utiliser le décibel et l’octave). Des transformations plus com-
plexes peuvent permettre de projeter ou plonger l’espace initial dans un espace de dimension
différente [ST04].
Exemple 1 Un espace de départ X ⊆ R2 peut avoir un espace de caractéristiques F ⊆ R3 :
Φ : x = [x1, x2] 7→ Φ(x) = [(x1)2, (x2)2,√2x1x2]
Dans cet exemple, les relations linéaires de l’espace de caractéristiques deviennent quadra-
tiques dans l’espace de départ. Le produit scalaire peut être évalué de deux manières :
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FIG. 1.1 – Un changement de représentation peut clarifier une tâche de classification.








= (x1)2(z1)2 + (x2)2(z2)2 + 2x1x2z1z2
ou
κ(x, z) = 〈x · z〉2
= (x1z1 + x2z2)2
L’espace de caractéristiques est défini à partir des monômes [xixj]2i,j=1. Cette formulation
permet de définir un espace de caractéristiques plus général en posant :























On peut en déduire Φ en répertorient les différents monômes.
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De manière générale, quand κ(x, z) = (〈x · z〉+ c)d, la dimension de F ainsi obtenue est
(p+d)!
d!p!
. Le calcul qui utilise l’expansion en monômes pour évaluer le produit scalaire est dit
explicite. Si l’on utilise les vecteurs originaux dans une fonction du type κ(x, z) le calcul est dit
implicite.
Si l’on a une manière de calculer le produit scalaire 〈Φ(x) · Φ(z)〉 dans l’espace de caracté-
ristiques avec une fonction qui utilise comme arguments des vecteurs de l’espace de départ, on
appelle cette fonction une fonction noyau.
Définition 1 Fonction noyau.
Soit κ : X × X 7→ R. κ est une fonction noyau s’il existe un espace de caractéristiques F
et une fonction Φ : X 7→ F telle que, pour tout x, z ∈ X ,
κ(x, z) = 〈Φ(x) · Φ(z)〉
Une conséquence de la définition 1 est que la dimensionnalité de l’espace de caractéristiques
n’affecte pas le calcul implicite du produit scalaire en F .
En [Sch02] sont mentionnées les deux premières utilisations des fonctions noyaux. En 1964,
Aizerman, Braverman et Rozonoer appellent F « l’espace de linéarisation » et utilisent les
fonctions noyaux pour définir des fonctions discriminantes dans cet espace. En 1992 Boser,
Guyon et Vapnik les utilisent pour généraliser le « classificateur d’hyperplan » de Vapnik et
Chervonenkis (1974) et annoncer les « Séparateurs à vaste marge » (SVM) non-linéaires.
1.3 Le théorème de Mercer
On pourrait croire que la procédure pour trouver les fonctions noyaux qui vérifient la dé-
finition 1 est d’abord de choisir un espace euclidien F et la fonction Φ, puis de trouver son
produit scalaire et de concevoir une fonction équivalente en termes des données de départ. Or,
l’étude des propriétés des fonctions noyaux montre que l’on peut éviter la définition explicite
d’un espace de caractéristiques.
Les propriétés des fonctions noyaux sont liées à la notion du produit scalaire dans l’espace
de caractéristiques. Puisque F est un espace vectoriel, muni d’un produit scalaire. Cela engage
déjà certaines propriétés :
1. symétrie. κ(x, z) = 〈Φ(x) · Φ(z)〉 = 〈Φ(z) · Φ(x)〉 = κ(z, x)
2. inégalité de Cauchy-Schwarz. κ(x, z)2 = 〈Φ(x) · Φ(z)〉2 ≤ ||Φ(x)||2 ||Φ(z)||2
Un espace euclidien muni d’un produit scalaire est connu aussi comme un espace de Hilbert.
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1.3.1 Espaces de Hilbert
Définition 2 Espace de Hilbert.
Un espace de Hilbert est un espace vectoriel euclidien complet dont la norme est dérivée
d’un produit scalaire. Un espace de HilbertH est complet si toute séquence de Cauchy [vn]n∈N
d’éléments enH converge vers un point h ∈ H.
Rp est un exemple d’espace de Hilbert de dimension p. Mais il y a des espaces de Hilbert
de dimension infinie. La complétude est la clé pour gérer les éléments h de dimension infinie et
considérer les espaces de Hilbert comme des espaces de fonctions.
Un espace complet peut être doté d’un système de coordonnées utilisable pour calculer des
projections.
Définition 3 Si T est un ensemble orthonormal dans un espace de Hilbert H et s’il n’y a pas
un autre ensemble orthonormal qui contienne T comme sous-ensemble, alors T est maximal.
T est appelé base hilbertienne deH.
Théorème 1 Chaque espace de HilbertH possède une base hilbertienne. Supposons que :
T = {fα}α∈A









Ce théorème montre que chaque élément d’un espace de Hilbert peut être exprimé comme la
combinaison linéaire des éléments d’une base hilbertienne. Les coefficients 〈h · fα〉 sont appelés
les coefficients de Fourier de h par rapport à la base fα.





où le produit scalaire des séquences x et z est :





1.3. Le théorème de Mercer
Exemple 3 L’espace de Hilbert L2(X ) est l’ensemble des fonctions f continues d’un sous-





où le produit scalaire des fonctions f et g est :




Cet espace de Hilbert joue un rôle important dans la théorie des fonctions noyau.
En résumé, les espaces de Hilbert généralisent la notion d’espace euclidien à des espaces de
dimension infinie.
1.3.2 Théorème de Mercer
D’après ce qui précède, il serait intéressant de travailler avec le noyau κ en le considérant
comme un produit scalaire, sans évaluer explicitement la fonction Φ dans l’espace F de carac-
téristiques. Le théorème de Mercer définit à quelle condition une fonction κ est une fonction
noyau et donc dans quel cas κ est un produit scalaire.
Définition 4 Matrice de Gram.
Si l’on a un ensemble X = {x1, x2, . . . , xn} ⊆ Rp et une fonction noyau, la matrice
symétrique :
KX = (κ(xi, xj))
n
i,j=1
est appelé la « matrice noyau » associée à κ et X . Si κ est une fonction noyau et donc
assimilable à un produit scalaire, cette matrice noyau est une matrice de Gram.
Remarques :
1. Par définition,KX est une matrice symétrique. Alors, il existe une matrice diagonale Λ et
une matrice orthogonale V tel que,






Si vt est le vecteur propre deKX associé à la valeur propre λt, t = 1, . . . , n,
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2. κ est une fonction noyau donc,
KX(i,j) = 〈Φ(xi) · Φ(xj)〉







αiαjκ(xi, xj) ≥ 0
Ce qui implique que KX est une matrice semidéfinie-positive, c’est-à-dire :
λt ≥ 0, ∀t = 1, . . . , n.
Le théorème de Mercer conduit à la réciproque.
Théorème 2 Caractérisation d’une fonction noyau.
Soit κ : X × X 7→ R une fonction symétrique, κ est une fonction noyau ssi la matrice :
KX = (κ(xi, xj))
n
i,j=1
est semidéfinie-positive (elle n’a pas de valeurs propres négatives), pour tout ensembleX =
(xi)i=1,...,n, ∀n.
Théorème 3 Décomposition d’une fonction noyau (théorème de Mercer).
Si κ est une fonction noyau sur X × X , pour toute f ∈ L2(X ), alors,
∫
X×X
f(x)κ(x, z)f(z)dxdz ≥ 0





Les suites (λj) et (ψj) sont les valeurs propres et fonctions propres de l’opérateur Tκ de






1.3. Le théorème de Mercer
L’équation 1.2 est une généralisation de la décomposition spectrale d’une matrice semidéfinie-
positive. Les conditions de Mercer donnent ainsi l’existence d’une représentation des vecteurs x
de l’espace de départ par des images Φ(x) dans l’espace de caractéristiques, avec un produit
scalaire défini par les valeurs et fonctions propres de l’opérateur Tκ (ces valeurs peuvent être en
nombre infini).
Il n’est pas évident de savoir si une fonction satisfait les conditions deMercer. Dans [Bur98b]
on démontre que la fonction κ = 〈x · y〉p les accomplit. En [Min06] sont traités des exemples de
valeurs et fonctions propres pour deux types de fonctions noyaux (polynomiale et gaussienne)
en deux domaines : la sphère unitaire Sn−1 et l’hypercube {−1, 1}n. En [Wil00] les auteurs
étudient les effets sur les fonctions propres des fonctions noyaux lorsque le domaine de départ
n’est pas un sous-ensemble deRp, mais un sous-espace de probabilités p(x).
Définition 5 « L’astuce du noyau ».
Suppose que nous avons un algorithme (par exemple, le perceptron, les k-plus proches
voisins, etc) qui dépend exclusivement des produits scalaires des données de départ xi. Si l’on
applique cet algorithme aux données transformées x → Φ(x) ∈ F , il utilise alors les produits
scalaires 〈Φ(xi) · Φ(xj)〉. F est un espace vectoriel et il est possiblement de dimensionnalité
infinie. Admettons qu’il existe une fonction noyau κ(xi, xj) symétrique et semidéfinie-positive
telle que pour tout xi, xj ∈ Rp, κ(xi, xj) = 〈Φ(xi) · Φ(xj)〉 (conditions de Mercer). Comme
l’algorithme dépend des produits scalaires, on n’a pas besoin de calculer Φ(x) explicitement,
on a qu’a substituer l’expression du produit scalaire par la fonction noyau.
De ce fait, l’algorithme peut être linéaire dans l’espace de caractéristiques F , et non-
linéaire dans l’espace de départ, à cause de la transformation Φ(x). Différentes types de non-
linéarités peuvent être obtenues au moyen de diverses fonctions noyaux.
1.3.3 Un cas particulier : les espaces de Hilbert à noyau reproduisant
Un espace de Hilbert à noyau reproduisant (RKHS en anglais) est un cas particulier d’es-
pace de caractéristiques : est l’association d’un espace de Hilbert à une fonction noyau et à un
ensemble fini de données de départ [Sch99].
Par exemple, dans le cas du noyau gaussien (figure 1.2), le RKHS est un espace de fonctions
définies sur X à valeur dansRp, et l’idée est que chaque vecteur x de départ a pour image Φ(x)
dans l’espace de caractéristiques, une forme traduisant sa similarité par rapport à tous les autres
vecteurs de X (les fonctions définies ainsi sont donc une combinaison linéaire d’un domaine
sous la transformation d’une fonction noyau) :
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Φ : X → RX
x→ ΦX (1.3)
FIG. 1.2 – Un exemple d’un espace de caractéristiques F , associe à la fonction Φ : x 7→ κ(·, x).
Dans la figure on définit κ comme une fonction gaussienne κ(x, z) = exp(− ||x− z||2 /2σ2).
Pour construire un espace de caractéristiques associé à un espace X ⊂ Rp et un noyau κ :
1. on considère que la projection Φ appartient à un espace vectoriel.
2. on défini un produit scalaire dans cette espace.
3. on montre que le produit scalaire possède la propriété κ(x, z) = 〈Φ(x),Φ(z)〉.




αiκ(·, xi), m ∈ N , αi ∈ R et xi ∈ X = {x1, . . . , xm}
Le produit scalaire entre deux fonctions f et g de Fκ se définit de la façon suivante :
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βjκ(·, xj), m ∈ N , βj ∈ R et xj ∈ X






0 ≤ 〈f · f〉 = ||f ||2κ
Si l’on « complète » cet espace, c’est à dire, si l’on s’assure que les fonctions f sont conti-
nues (f(·) =∑∞i=1 αiκ(·, xi)), on peut définir formellement les RKHS.
D’après le théorème de Mercer, soient ψi ∈ L2 des fonctions propres orthonormées conti-
nues, si f(x) =
∑∞























〈f(z), κ(z, x)〉 = f(x)
〈f(·), κ(·, x)〉 = f(x) ∀f ∈ Fκ (1.4)
Cette propriété des fonctions noyaux est appelée « reproduisante ».
Définition 6 Espace de Hilbert à noyau reproduisant (RKHS).
Un RKHS F est un espace de fonctions de X dans R tel qu’il existe une fonction noyau
κ(x, z) de X × X vers les réels tel que [Evg99] :
1. κ(x, z) est symétrique.
2. κ(·, x) est une fonction de F pour tout x ∈ X fixé.
3. κ(x, z) accomplit le théorème de Mercer.
4. Tout x ∈ X possède un unique « représentant » κ(·, x) ∈ Fκ (théorème de représentation
de Riesz).
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À chaque RKHS correspond donc une unique fonction noyau. La famille de fonctions (ψi)i∈N
est alors une base hilbertienne pour le RKHS et K = κ(x, z) est la matrice de corrélation
associée aux fonctions de base.
On appelle {(ψi(x))∞i=1, x ∈ X} l’espace de caractéristiques généré par la fonction noyau κ.
Quand κ est gaussienne, la dimensionnalité du RKHS est infinie, mais quand κ est polynomiale,
la dimensionnalité du RKHS est finie.






1.4 Construction de fonctions noyaux
1.4.1 Exemples élémentaires
Selon la section précédente, la condition nécessaire et suffisante pour qu’une fonction κ(x, z)
soit considérée comme une fonction noyau est que la matrice de Gram KX soit semidéfinie-
positive pour tous les ensembles X possibles. Les deux familles de fonctions noyaux les plus
utilisées sont les noyaux « projectifs », définies à partir d’un produit scalaire, et celle des noyaux
« radiaux », dérivant d’un calcul de distance entre vecteurs, représentées par le noyau polyno-
mial et gaussien, respectivement.
Dans un espaceRp muni d’un produit scalaire et de la norme euclidienne, on définit :
noyau polynomial κ(x, z) = (〈x · z〉+ c)d
noyau gaussien κ(x, z) = e−
||x−z||2
2σ2
Pour le noyau polynomial, plus c est élevé, plus le noyau donne de l’importance aux mo-
nômes de degrés faibles. En général, l’effet d’un c non nul et de monter le degré d revient à
augmenter la complexité des fonctions du RKHS associée au noyau. Dans la pratique, pour
éviter que les composantes de la matrice de Gram varient énormément, les donnés de départ
sont bornés dans un intervalle du type [−1, 1] sur chaque dimension.
Le noyau gaussien correspond à des fonctions κ(x, ·) centrées en x avec un maximum
local en ce centre. La zone d’influence de chaque fonction est paramétrée par le facteur σ.
Normalement, la complexité du RKHS associé a ce noyau augmente quand σ diminue. Une
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valeur typique de ce paramètre est σ =
√
pv, où v est la moyenne quadratique des écart types
des dimensions xp de l’espace de départ.
En combinant ces fonctions noyaux simples et en exploitant certaines propriétés, on peut
construire de nouvelles fonctions, plus complexes [Bis06]. Soient κ1 et κ2 des fonctions noyaux
définies surX×X , X ⊆ Rp, c > 0 une constante et f(·) une fonction quelconque deX dansR.
Les fonctions κ suivantes :
κ(x, z) = cκ1(x, z)
κ(x, z) = f(x)κ1(x, z)f(z)
κ(x, z) = exp(κ1(x, z))
κ(x, z) = κ1(x, z) + κ2(x, z)
κ(x, z) = κ1(x, z)κ2(x, z)
sont des fonctions noyaux.
Le noyau gaussien n’est pas limité à l’utilisation de distances euclidiennes. Si l’on développe
le carré ||x− z||2 = x′x+ z′z − 2x′z, on peut remplacer x′x par un autre noyau :
κ(x, z) = exp{− 1
2σ2
(κ1(x, x) + κ1(z, z)− 2κ1(x, z))}
Une contribution importante à la théorie des fonctions noyaux est l’extension vers des en-
trées de type symbolique. Désormais, les fonctions noyaux peuvent être utilisées pour traiter de
graphes, ensembles, chaînes de caractères ou documents de texte [ST04].
1.4.2 Noyau de produit de probabilités
Typiquement, l’évaluation d’une fonction noyau entre deux objets d’entrée x et z équivaut à :
1. appliquer la projection Φ à chaque objet.
2. calculer le produit scalaire entre Φ(x) et Φ(z) dans un espace de HilbertH.
Mais si l’on considère que Φ(x) est une distribution de probabilité, l’évaluation du noyau
correspond à un produit scalaire entre deux distributions qui donne des estimations de « dis-
tance » entre modèles génératifs de probabilité [Jeb04].
Quand les distributions sont connues, leur produit scalaire correspond à un classifieur li-
néaire dans l’espace de distributions. Si l’on ne connaît pas les distributions mais on dispose
des ensembles de réalisations, on utilise des estimateurs fréquentists ou bayesiens pour calculer
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les distributions de probabilité avant d’évaluer la fonction noyau. De cette manière, on projette
les vecteurs Xi → p(x|Xi) et Xj → p(x|Xj).
L’objective de cet approche est de combiner l’apprentissage discriminatif (séparateurs à
vaste marge, fonctions noyaux) avec l’apprentissage génératif (distributions de probabilité, mo-
dèles graphiques). L’apprentissage discriminatif optimise directement une tâche de classifica-
tion ou de régression tandis que l’apprentissage génératif modélise des densités de probabilité
et applique les règles de Bayes pour déterminer le critère de décision d’un problème.
En traitement de la parole, l’étude de séquences de taille variable pose des problèmes,
puisque l’espace d’observation n’est pas un espace vectoriel de type Rp. Un pré-traitement
consiste à représenter une séquence par un vecteur de taille fixe [Mor00]. Lorsque la séquence
est longue, elle peut être représentée par une densité de probabilité. D’où l’idée d’étudier les
espaces de densité de probabilité et les noyaux associés.
Soient p1 et p2 des distributions de probabilité définies sur X et ρ une constante positive.







ρdx = 〈(p1(x))ρ · (p2(x))ρ〉
L2(x) est un espace de Hilbert donc pour un ensemble P de distributions de probabilité sur
X le noyau κ(p1, p2) est semidéfini-positif. Quand ρ = 1/2 le résultat est connu comme le noyau
de Bhattacharyya. Quand ρ = 1, on obtient le « noyau de l’espérance de la vraisemblance ».
Quand on manipule des espaces discrètes X = {x1, x2, . . .}, le noyau de produit de pro-
babilités possède une interprétation géométrique simple. Dans ce cas, p est représenté par un
vecteur p = (p1, p2, . . .) où pl = Pr(X = xl). Ainsi, le noyau devient le produit scalaire entre
pi et pj .
Plusieurs techniques d’estimation de paramètres sont utilisées pour calculer les distributions







1.4.3 Le noyau de Fisher
La technique connue comme le noyau de Fisher [Jaa99] établit une relation de distance entre
deux ensembles de données issues d’un modèle génératif de probabilité paramétré :




1.5. L’espace de caractéristiques vu comme une variété
L’ensemble X est appelé « données du monde » et les séquences Xi = {x1, . . . , xm, . . .}
contiennent des vecteurs issues de X .
D’abord, on passe à l’espace du gradient d’un modèle de probabilité : le gradient de la vrai-
semblance d’une séquence par rapport à un paramètre du modèle décrit comment ce paramètre
contribue au processus de génération de la séquence.
Une classe paramétrique de modèles de probabilité p(X|θo), θo ∈ Θ génère la transforma-
tion :
φ(Xi, θo) = ∇θ log p(Xi|θ)|θ=θo
On appelle φ(Xi, θo) le « score de Fisher » et log p(Xi|θo) « la vraisemblance » de la sé-
quence Xi par rapport au modèle du monde. Le score de Fisher représente la transformation
d’une séquence Xi en un vecteur dans l’espace de caractéristiques. Chaque composante du
vecteur φ est la dérivée de la vraisemblance par rapport à un paramètre particulier du modèle de
probabilité. Sa valeur montre comment ce paramètre contribue à la génération de la séquence.
Chaque composante a un rang dynamique différent, donc le noyau est défini comme un produit
scalaire normalisé par I , la matrice d’information de Fisher. Le noyau permet une comparaison
basique entre séquences.
κFISHER(Xi, Xj) = φ(Xi, θo)
′I−1φ(Xj, θo)






I = E{φ(X, θo) φ(X, θo)′}
La transformation implicite dans le noyau de Fisher est étudiée en [Smi03]. Dans [Mor00]
est décrit un système pratique de traitement de séquences acoustiques fondé sur le noyau de
Fisher.
1.5 L’espace de caractéristiques vu comme une variété
L’utilisation de fonctions noyaux est interprétée comme le plongement de données de l’es-
pace de départ X ⊆ Rp vers un espace de haute dimensionnalité F ⊆ H, un espace de Hilbert.
La projectionΦ possède un rang k (normalement k = p), alors, les projectionsΦ(X) se réalisent
sur des surfaces k-dimensionnelles S en F [Bur98a].
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Définition 7 Variété.
Pour que S soit considerée comme une variété :
1. elle doit exister dans un espace de Hilbert séparable.
2. elle doit être localement euclidienne.
Étant donné que la projection Φ possède partout un rang k, S est localement euclidienne.
Pour que S soit une variété différentiable, il est nécessaire et suffisant que les dérivées (jusqu’à
la troisième) de la projection Φ existent et soient continues.
Sous ce point de vue de l’espace de caractéristiques, on peut considérer la géométrie intrin-
sèque de S ⊃ Φ(x), de type riemannienne : la métrique de Riemann associée s’exprime à l’aide
de la fonction noyau et permet de calculer les distances géodésiques sur la variété.
De fait, trois mesures de distance (figure 1.3) peuvent être utilisées sur S. Le premier cas
considère la distance entre deux points de S mesurée tout au long de la surface S en utilisant la
métrique de Riemann, nommé distance « géodésique ». Le deuxième cas est la distance eucli-
dienne entre deux points en F . Le troisième cas est la distance (positive ou négative) des points
à un hyperplan séparateur. Cette dernière mesure est principalement utilisée en la classification
SVM.
FIG. 1.3 – Mesures de distance en F .
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Définition 8 Métrique de Riemann.
La métrique de Riemann associe à chaque point de S un produit scalaire dans l’espace
tangente de la variété et elle est définie de telle manière que la distance entre deux points x(t0)












Le choix d’un noyau sdp implique un tenseur gij qui peut être déterminé par le calcul des
trois premiers termes de la série de Taylor de la distance carrée entre deux vecteurs x et z
comme une fonction de x = z + dx sur la surface S [Cri00].
ds2 = ||Φ(z + dx)− Φ(x)||2




















































Le tenseur qui définit la métrique de Riemann est trouvé à partir de la fonction noyau et
donne des informations sur la structure de l’espace de caractéristiques.
Pour des noyaux qui sont fonctions d’un produit scalaire κ(x, z) = 〈x · z〉 l’expression
générale de la métrique gij est :
gij = δijκ
′(||x||2) + xixjκ′′(||x||2)
où ′ représente la dérivée par rapport à ||x||2. Pour les noyaux κ(x, z) = 〈x · z〉d, la métrique
est :
gij = δijd(||x||2)d−1 + xixjd(d− 1)(||x||2)d−2
Exemple 4 Pour le noyau polynomial 〈x · z〉2 où dim(X ) = 2, les vecteurs x de départ en R2
sont projetés versR3 comme ceci :
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La figure 1.4 montre la manière de voir cette projection : l’image Φ(X) existe dans l’espace
R3, mais c’est une surface dont la dimension intrinsèque est celle de X (R2).
FIG. 1.4 – Image, en F , de X ∈ R2 sous la projection Φ
Pour le noyau gaussien, κ(x, z) = exp(− ||x− z||2 /2σ2), le tenseur de la métrique devient
gij = δij/σ
2. Dans ce cas la dimensionnalité de F est infinie, et même si la surface S semble
être une sphere car ||Φ(x)||2 = 1, S, S n’est sûrement pas une dim(X )-sphere.
1.6 Les fonctions noyaux en action
Les fonctions noyaux ont été employées principalement pour des tâches « d’apprentissage
à partir d’exemples » (régression et classification). Le cadre de cette utilisation est la théorie
d’apprentissage statistique de Vapnik [Vap95], qui fournit les fondements généraux de l’ap-
prentissage en combinant éléments d’analyse fonctionnelle et statistique.
L’apprentissage à partir d’exemples revient à créer une fonction par approximation à partir
des échantillons. C’est un problème mal posé résolu avec la théorie de la régularisation, qui
trouve une fonction f qui minimise une certaine fonctionnelle F sur un espace de HilbertH :
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min
f∈H





(oi − f(xi))2 + λ ||f ||2κ (1.5)
H est un espace de Hilbert RKHS défini à partir d’un noyau κ, ||f ||2κ est la norme de
la fonction dans ce RKHS, n est le nombre d’exemples d’apprentissage (xi, oi) et λ est un
paramètre dit de régularisation. Selon le théorème de représentation [Evg99], la solution de








Les coefficients ci et bα dépendent des données. b est associé à un sous-espace de fonctions
f qui ont une norme ||f ||2κ égale à zéro.
La théorie de Vapnik est très proche de celle de la régularisation : étant donné un ensemble
fini d’exemples, la recherche du meilleur modèle ou fonction d’approximation doit être res-
treinte à un espace d’hypothèses « réduit ». Si l’espace de recherche est grand, les modèles que
l’on peut y trouver vont très bien s’ajuster aux données mais ils auront une faible capacité de
généralisation, c’est à dire, une performance limitée pour prédire les données de test.
La structure unifiée des exemples d’utilisation des fonctions noyaux que nous allons réviser
considère la fonctionnelle F :





V (oi, f(xi)) + λ ||f ||2κ (1.7)
on appelle V (·, ·) la fonction de perte. F est un ensemble de fonctions f issues d’un RKHS.
Il s’agit de minimiser le risque empirique 1
n
∑n
i=1 V (oi, f(xi)) en respectant la contrainte :
||f ||κ ≤ A. A est une constante positive. L’équation 1.7 est un Lagrangien [Boy04] qui doit être
minimisé par rapport à f et maximisé par rapport au multiplicateur λ ≥ 0.
1.6.1 Régression
Pour définir une fonction de perte appropriée à la régression, on néglige les erreurs à l’in-
térieur d’une certaine distance des valeurs exactes. Ce type de fonction de perte s’appelle ε-
insensible.
La figure 1.5 est un exemple de fonction non-linéaire de régression unidimensionnelle avec
une bande ε-insensible. Les variables ξ mesurent le coût des erreurs sur les vecteurs d’appren-
tissage.
Définition 9 La fonction de perte ε-insensible est définie par :
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FIG. 1.5 – La bande insensible d’une fonction non-linéaire de régression.
V (x) = |o− f(x)|ε = max(0, |o− f(x)| − ε)
où f est une fonction réelle définie sur un domaine X ⊆ Rp, x ∈ X et o ∈ R.
D’après la définition précédente, la fonction de perte ne donne pas de poids aux erreurs plus
petites que ε. L’équation 1.7 devient,





|o− f(x)|ε + λ ||f ||2κ (1.8)
Un problème équivalent consiste à minimiser la somme des erreurs (positifs ξi et néga-
tifs ξ∗i ) :









avec les contraintes :
(f(xi) + b)− oi ≤ ε+ ξi i = 1, . . . , n
oi − (f(xi) + b) ≤ ε+ ξ∗i i = 1, . . . , n
ξi, ξ
∗
i ≥ 0 i = 1, . . . , n
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i ) est une borne supérieure du nombre d’erreurs à l’apprentissage.
Le fait de choisir une valeur pour le paramètre C revient donc à définir une valeur pour la
norme de f . La solution est trouvée en reformulant le problème via les multiplicateurs de
Lagrange [Vap95] à partir de la fonctionnelle L (équation 1.9) et des contraintes correspon-
dantes. Le Lagrangien associé est :

























i − oi + (f(xi) + b))
avec αi, α∗i ≥ 0, ri, r∗i ≥ 0. Les dérivées partielles deW par rapport à f , b, ξ et ξ∗ s’annulent
sur le point optimal. On considère les propriétés des fonctions f du RKHS vues dans la sec-






(α∗i − αi)κ(·, xi) = 0
∂W
∂ξi
= C − αi − ri = 0
∂W
∂ξ∗i






(αi − α∗i ) = 0
Si l’on substitue ces équations dans le Lagrangien nous arrivons à l’exprimer en termes
des coefficients αi et α∗i , ce que l’on appelle l’expression « duale » de W (équation 1.10).
Désormais il s’agit de chercher par programmation quadratique les coefficients αi et α∗i que
maximisentW :













(α∗i − αi)(α∗j − αj)κ(xi, xj) (1.10)
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avec les contraintes :
0 ≤ α∗i , αi ≤ C
n∑
i=1
(αi − α∗i ) = 0




(α∗i − αi)κ(xi, x) + b
Le calcul de b se réalise en considérant les conditions de Karush-Kuhn-Tucker (KKT) [Cri00],
qui établissent qu’au point solution le produit entre les coefficients de Lagrange et les contraintes
doivent s’annuler :
αi((f(xi) + b)− oi + ε+ ξi) = 0 i = 1, . . . , n
α∗i (oi − (f(xi) + b) + ε+ ξ)i∗ = 0 i = 1, . . . , n
ξiξ
∗
i = 0, αiα
∗
i = 0 i = 1, . . . , n
(C − αi)ξi = 0, (C − α∗i )ξ∗i = 0 i = 1, . . . , n
Alors, pour n’importe quel vecteur xj pour lequel 0 < αj < C, ξj = 0 :
b = oj − f(xj)− ε
L’analyse des conditions KKT permet la formulation de certaines conclusions. D’abord,
seulement les exemples (xi, oi) avec le correspondant αi, α∗i = C, ξi, ξ
∗
i 6= 0 sont situés en
dehors de la bande ε-insensible autour de f . Également, αi·α∗i = 0, car ces coefficients duales ne
peuvent pas être simultanément non zéro (cela impliquerait des erreurs ξi, ξ∗i non zéro dans les
deux directions). Les vecteurs d’apprentissage (xi, oi) pour lesquels αi, α∗i ∈ (0, C), ξi, ξ∗i = 0
sont appelés vecteurs de support. Ces vecteurs sont les points xi dont l’erreur |oi − f(xi)| est
supérieure ou égale à ε (voir figure 1.6).
1.6.2 Classification
1.6.2.1 Classifieur binaire
Les séparateurs binaires à vaste marge (SVM) non-linéaires ont été proposés en [Cor95].
Cette technique construit un hyperplan de séparation optimal dans un espace de caractéristiques
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FIG. 1.6 – Exemple de régression avec une fonction noyau gaussienne (σ = 15, C = 30, ε = 5).
Les vecteurs encerclés sont les vecteurs de support. Ceux marqués avec un 2 possèdent un
α = C et un ξi 6= 0.
RKHS qui devient une fonction non-linéaire dans l’espace de départ. De la même manière que
pour la régression, on utilise la formulation de l’équation 1.7 avec une fonction de perte adaptée.
Le fait ||f ||κ ≤ A contrôle le pouvoir discriminant (ou complexité) de la fonction séparatrice de
classes, ce qui dans le contexte de la classification est connu comme la « dimension de Vapnik-
Chervonenkis » de la fonction [Sch02].
La figure 1.7 montre le problème de classification dans un cadre linéaire. La « marge » ζ
est la distance entre la frontière d’une classe et le plan séparateur optimal (celui qui passe au
milieu des classes). Les variables ξ pénalisent les erreurs de classification ou les vecteurs situés
à l’intérieur de la marge.
Définition 10 La fonction de perte de Hinge pour la classification SVM est définie par :
V (x) = |1− of(x)|+ = max(0, 1− of(x))
où f est une fonction des réels sur un domaine X ⊆ Rp, x ∈ X et o ∈ {−1,+1}.
Cela veut dire que la marge ζ = 1 a été normalisé et que l’on pénalise les vecteurs mal
classifiés et ceux à l’intérieur de la marge. L’équation 1.7 devient,





|1− oif(xi)|+ + 1
2C
λ ||f ||2κ (1.11)
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FIG. 1.7 – Exemple de classification par une fonction linéaire. Les deux classes sont non sépa-
rables linéairement.
Encore une fois, le problème n’est pas différentiable alors on trouve une solution équivalente
pour minimiser les erreurs ξi, en minimisant la fonctionnelle :







avec les contraintes :
oi(f(xi) + b) ≥ 1− ξi i = 1, . . . , n
ξi ≥ 0 i = 1, . . . , n
Le Lagrangien associé est :
W (f, b, ξ, α, r) =
1
2










avec αi ≥ 0 et ri ≥ 0.
L’expression duale (W en termes des αi) est trouvée en dérivantW par rapport à f , b et ξi :
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oiαiκ(·, xi) = 0
∂W
∂ξi







On substitue ces équations dans le LagrangienW . Maintenant on trouve par programmation









avec les contraintes :
n∑
i=1
oiαi = 0 i = 1, . . . , n
0 ≤ αi ≤ C i = 1, . . . , n




oiαiκ(xi, x) + b
Le calcul de b se réalise en considérant les conditions de Karush-Kuhn-Tucker :
αi(oi((f(xi) + b)− 1 + ξi) = 0 i = 1, . . . , n
ξi(αi − C) = 0 i = 1, . . . , n
Alors, quel qui soit le vecteur xj pour lequel 0 < αj < C, ξj = 0 :
b = oj − f(xj)
Les vecteurs d’apprentissage xi pour lesquels les αi sont différents de zéro sont appelés
vecteurs de support. Dans la figure 1.8 on voit la représentation d’une frontière de décision
déterminée à partir d’une fonction noyau gaussienne. .
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FIG. 1.8 – Exemple de classification avec une fonction noyau gaussienne (σ = 2, C = 100).
Les vecteurs encerclés sont les vecteurs de support.
1.6.2.2 Classifieur multiclasse
Le SVM a été conçu comme un classificateur binaire, néanmoins, il y a différentes manières
d’appliquer l’algorithme de base en problèmes de classification qui concernent k classes.
Le problème désormais se pose de la façon suivante : étant donné un ensemble d’échan-
tillons {(x1, o1), . . . , (xi, oi)} , xi ∈ Rp, i = {1, . . . , n} et oi = {1, . . . , k}, il faut trouver une
fonction de décision tel que f : X → O.
Différents solutions ont été proposées [Rif04] :
– Utiliser k « one vs. all » classificateurs. C’est la solution la plus simple. k classificateurs
binaires sont construits, un pour chaque classe. Le kie`me classificateur sépare les données
de la classe k de tout le reste de données d’apprentissage. Pour prendre une décision de




« one vs. one » classificateurs. Dans ce cas là, chaque classificateur est
entraîné avec un sous-ensemble des données d’apprentissage qui contient les vecteurs
de deux classes. Les classificateurs sont combinés dans un système de vote pour définir
une sortie de classification. Pour un exemple x de test, si le classificateur Cij dit que
x appartient à la classe oi, le vote pour la classe oi est incrémenté en 1. Cette stratégie
assigne x à la classe qui a reçu le plus grand nombre de votes.
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En [Has98] les auteurs ont proposé la variante multiclasse appelée « pairwise coupling »,
où les probabilités a posteriori générées à partir de la sortie des classificateur binaires sont
utilisées pour faire la classification multiclasse. Une distribution de probabilité gaussienne
de chaque classe est estimé avec les valeurs de la fonction de décision de tous les exemples
de la classe.
– Étendre la formulation SVM pour gérer les k-classes au même temps [Wes99, Cra01].
C’est une manière naturelle de résoudre le problème multiclasse. Dans ce cas, une fonc-
tion de décision est calculée pour chaque classe. Le problème d’optimisation SVM est
généralisé et il considère toutes les fonctions de décision au même temps. Les contraintes
sont aussi relâchées. Au lieu de forcer les fonctions de décision à avoir une valeur zéro sur
la frontière de décision, c’est désormais suffisant que la fonction pour la classe correcte
aie une valeur plus grande que pour le reste des classes.
Le problème avec cette formulation est que, d’abord, les résultats de la classification ne
sont nettement améliorés et en plus, l’optimisation devient trop compliquée.
1.6.3 Regroupement
Selon le travail de [BH01], la formulation SVM d’une seule classe définie dans [Sch00]
peut être utilisée comme base d’un algorithme de regroupement. Soit X = {x1, . . . , xn} ⊆ Rp
un ensemble de n points. En utilisant la transformation non-linéaire Φ de X vers un espace
de caractéristiques de haute dimensionnalité, on cherche la plus petite sphère de rayon R qui
contient les données projetées. Le problème se pose comme suit,
||Φ(xi)− a||2 ≤ R2 ∀i
avec a le centre de la sphère. Si l’on introduit les variables d’écart ξ qui gèrent des données
aberrantes, le problème consiste à chercher (a,R) telle que :
||Φ(xi)− a||2 ≤ R2 + ξi (1.13)
avec les conditions ξi ≥ 0, i = 1, . . . , n. Comme le but est de minimiser R2 sur tous les
choix de a qui remplissent les conditions, on construit le Lagrangien :
minW (R, a, ξ, r, α) = R2 −
n∑
i=1







où αi ≥ 0 et ri ≥ 0 sont les multiplicateurs de Lagrange, C est une constante et C
∑
ξi est
un terme pénalisant. Les dérivées deW par rapport à R, a et ξi sont :
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αiΦ(xi)− a = 0 (1.16)
∂W
∂ξi
= C − αi − ri = 0
On utilise ces équations pour substituer les variables R et a de l’équation 1.14 et arriver à









Comme les variables ri n’apparaissent pas dans le Lagrangien, elles sont prises en compte
avec les conditions : 0 ≤ αi ≤ C, i = 1, . . . , n.
La maximisation deW par rapport aux αi définit trois types de points dans l’ensemble. Les
xi correspondants à αi = 0, ξi = 0 sont les points situés à l’intérieur de la sphère. Les points
associés à 0 < αi < C, ξi = 0 sont ceux sur la frontière de la distribution, appelés vecteurs
de support (SV). Finalement, ceux dont αi = C, ξi 6= 0 sont les points aberrants, localisés à
l’extérieur de la sphère, appelés vecteurs de support « bornés » (BSV) (pour lesquels d’ailleurs
les ri sont nuls). Les vecteurs de support définissent le centre de la sphère, comme l’établit
l’équation 1.16. Quand C ≥ 1, aucun BSV n’est permis, selon l’équation 1.15.
Les conditions de Karush-Kuhn-Tucker pour ce problème sont :
ξiri = 0 i = 1, . . . , n
(R2 + ξi − ||Φ(xi)− a||2)αi = 0 i = 1, . . . , n
Si l’on utilise l’expression du noyau (définition 5), l’équation 1.17 du Lagrangien devient,








Dans la pratique les noyaux polynomiaux ne donnent pas de contours serrés des clusters,
donc on utilise normalement des noyaux gaussiens. Pour chaque point x on définit la distance
de sa projection dans l’espace de caractéristiques vers le centre de la sphère :
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R2(x) = ||Φ(x)− a||2
Avec la définition du noyau on a :







Le rayon de la sphère est :
R = {R(xi) | xi est un vecteur de support}
Les contours qui encerclent les points sont déterminés par l’ensemble :
{x | R(x) = R}
Ces points forment les frontières des groupes (voir figure 1.9). Les SV reposent sur ces
limites, les BSV se trouvent à l’extérieur et tous les autres points sont à l’intérieur des clus-
ters. Néanmoins, cette description ne différencie pas les points qui appartiennent à des groupes
distincts. Cette différentiation se fait avec un argument géométrique qui utilise R(x). En effet,
étant donné une paire de points qui appartiennent à des groupes différents, tout trait d’union
entre eux doit sortir de la sphère définie dans l’espace de caractéristiques. Par conséquent, cette
trajectoire contient un segment de points y tel que R(y) > R. Cela amène à la définition de la
matrice de similarité Aij entre les points xi et xj dont les projections sont à l’intérieur ou sur la
sphère de l’espace de caractéristiques :
Aij =
{
1 si, pour tout y du trait d’union entre xi et xj , R(y) ≤ R
0 sinon
Les groupes sont définis comme les composants connectés du graphe construit par A. La
vérification du segment de ligne entre xi et xj se réalise à l’aide d’un échantillonnage régulier.
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FIG. 1.9 – Exemple d’un regroupement de données. Les vecteurs encerclés sont les vecteurs de
support. La forme des contours est définie par le paramètre du noyau σ et la constante C.
1.7 Conclusion
Nous avons présenté une introduction à la théorie et à l’utilisation des fonctions noyaux.
Le concept principal de leur fonctionnement est la projection (implicite) des données vers un
espace de caractéristiques (également décrite comme une variété différentiable dans un espace
de haute dimension).
Les fonctions noyau agissent dans les espaces de caractéristiques F . Chaque élément de
l’espace de départ x possède une image Φ(x) ∈ F . Normalement les images Φ(x) ne sont pas
connues, mais leur produit scalaire est obtenu en utilisant la fonction noyau.
Les espaces F sont considérés comme des espaces de Hilbert. Ils généralisent la notion
d’espace euclidien à des espaces de dimension infinie. Un espace de Hilbert est un espace aux
propriétés suivantes :
1. il est muni d’un produit scalaire.
2. toute suite de vecteurs tend vers une limite.
3. il possède un sous-ensemble dénombrable dont tous les éléments peuvent être déterminés.
4. il peut être vu comme un espace de fonctions.
5. chacun de ses éléments est déterminé par les coordonnées d’une base orthonormée.
Un espace de Hilbert contient un vaste ensemble de fonctions. Une manière de restreindre
ces espaces est de les construire à partir d’une fonction noyau et d’un ensemble X ⊂ X p. Ces
espaces sont appelés « Espaces de Hilbert à noyau reproduisant (RKHS) ».
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1.7. Conclusion
Le choix des fonctions noyaux est vaste. En effet, n’importe quelle fonction qui peut être
calculée efficacement et qui correspond au calcul du produit scalaire des projections appropriées
de ses deux arguments, est potentiellement une fonction noyau. Dans la pratique, l’application
d’une fonction noyau implique de sélectionner celle qui reflète le mieux les connaissances
a priori que nous avons des données et des formes que nous voulons identifier.
Nous avons présenté certains exemples d’utilisation des fonctions noyau en tâches de ré-
gression, de classification et de regroupement. La procédure de résolution est celle-ci :
1. définir une fonction de perte.
2. décrire le problème et ses contraintes.
3. déterminer le Lagrangien.
4. exprimer le Lagrangien en termes des coefficients de Lagrange (« expression duale »).
5. maximiser l’expression duale avec l’optimisation quadratique.
6. définir des paramètres à l’aide des conditions de complémentarité de Karush-Kuhn-Tucker.
De cette manière, on peut trouver l’hyperplan séparateur de marge maximale dans l’espace
de caractéristiques qui sépare deux classes de données, on peut trouver une fonction de régres-
sion qui établisse un compromis entre la fonction de perte et la complexité de la solution et on
peut trouver la plus petite hypersphère qui encercle tous les points dans F . Il est important de
remarquer le caractère flexible et non-linéaire des solutions obtenues.
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Actuellement, il est très courant de traiter des données de haute dimensionnalité avec les
algorithmes d’apprentissage automatique. Ceci s’applique par exemple aux images (définies en
termes de pixels), aux documents textuels (qui se distinguent entre eux par des mots clés) ou
aux gènes (considérés comme des chaînes de caractères). La complexité de ces algorithmes est
liée à la dimension p et à la taille n de l’ensemble de données de départ.
Une approche pour réduire la dimensionnalité des données et améliorer l’efficacité des algo-
rithmes est l’apprentissage non supervisé des variétés [Bur05]. Ces techniques considèrent que
les données de haute dimensionnalité sont des échantillons d’une variété de faible dimension.
Elles nous permettent d’obtenir cette structure et de travailler avec des solutions plus robustes
(moins sensibles au bruit et aux données aberrantes). Elles sont aussi utiles pour analyser vi-
suellement la structure de l’information. La représentation de données en faible dimension nous
aide à interpréter leur processus de génération, leurs inter-relations et leurs regroupements.
L’étude de variétés peut être utilisée également en apprentissage supervisé [Bel06]. Elle
permet de découvrir des invariants et l’information géométrique associée à la distribution des
données dans l’espace original.
Les méthodes présentées dans ce chapitre sont fondées sur les décompositions dites spec-
trales. Le principe des algorithmes spectraux d’estimation de variétés repose, pour un ensemble
de vecteurs de départ X = {x1, x2, . . . , xn}, X ⊂ X ⊆ Rp, sur le calcul d’une matrice de
similarité Kn×n, et sur la recherche des principaux vecteurs et valeurs propres de K. Pour la
construction de cette matrice, on utilise des algorithmes connus : optimisation, parcours de
graphes, méthode de moindres carrés ou programmation semidéfinie [Ben04].
La représentation en faible dimension yi de chaque vecteur xi de départ est obtenue avec la
n-ième coordonnée des q premiers vecteurs propres de K(q  p), où avec la projection de xi
sur ces q vecteurs propres, selon l’algorithme utilisé. Idéalement, un algorithme de réduction de
la dimensionnalité doit estimer la valeur q optimale, mais ce n’est pas toujours le cas.
2.1.1 Dimensionnalité intrinsèque des données
Le concept courant de dimensionnalité est « le nombre de paramètres nécessaires pour
décrire la position d’un objet dans l’espace » [Bri07a]. Par exemple, localiser un point sur
une carte demande deux paramètres : la latitude et la longitude. Cette définition montre que la
dimensionnalité est invariante : même si l’on change le système de coordonnées (par exemple de
rectangulaire à polaire), on aura toujours besoin de deux paramètres pour exprimer la position
d’un objet sur la carte. L’espace associé à l’exemple précèdent est appelé euclidien et il est
en général n-dimensionnel. La dimensionnalité d’un espace euclidien est celle de l’objet qui
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peut séparer complètement un groupe d’éléments du reste, plus un. Par exemple, un plan est un
espace de dimension 2 car il peut être divisé par une ligne, qui est un objet de dimension 1.
Si l’on observe la figure 2.1, on voit que la position des données peut être décrite avec
deux variables, t1 et t2 (dimensionnalité ambiante) mais aussi avec un seul paramètre, l’angle ϕ
(dimensionnalité intrinsèque). On définit alors la dimensionnalité intrinsèque d’un ensemble
comme « le nombre minimal de variables nécessaires pour décrire la position des vecteurs sans
ambiguïtés » [Fuk90]. Si les composantes d’un ensemble sont indépendantes, alors la dimen-
sionnalité intrinsèque est la même que la dimensionnalité ambiante.
FIG. 2.1 – Exemple d’un ensemble de données en 2 dimensions qui possède une dimension
intrinsèque unitaire (ϕ).
La dimensionnalité intrinsèque est invariante aux transformations homomorphiques. Un
homomorphisme est une déformation souple qui n’implique pas des coupures, des unions ou
des perforations d’un ensemble de données. Par exemple, en R3, la déformation d’une sphère
vers un carré est homomorphique et les deux objets possèdent la même dimensionnalité intrin-
sèque (dim-2) qui est en fait différente de la dimensionnalité (dim-3) de l’espace euclidien où
ces objets « habitent ». La description de certains algorithmes de calcul de la dimensionnalité
intrinsèque est donnée dans l’annexe A.
2.1.2 La malédiction de la dimensionnalité
Plusieurs tâches statistiques et d’apprentissage automatique sont sujettes à la « malédiction
de la dimensionnalité » : en espaces de haute dimension, la représentativité d’un ensemble
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d’apprentissage est toujours compromise car le nombre d’échantillons nécessaires pour couvrir
un hypervolume est en relation exponentielle avec la dimensionnalité des variables concernées.
En plus, les intuitions géometriques développées en espaces de faible dimension se révèlent
parfois trompeuses en espaces de haute dimension [Bis06]. Par exemple, si on considère une
sphère de rayon 1 dans un espace de D dimensions et si l’on se demande quel est la fraction
du volume de la sphère compris entre le rayon r = 1 et r = 1 − , nous pouvons évaluer cette
quantité à l’aide de l’expression du volume d’une sphère, VD(r) = ArD :
VD(1)− VD(1− )
VD(1)
= 1− (1− )D (2.1)
L’expression 2.1 est présentée comme une fonction de  pour quelques valeurs deD dans la
figure 2.2. On voit que pour de valeurs élevées de D le taux tend vers 1 même pour des valeurs
petites de . Alors, on peut dire qu’en espaces de haute dimensionnalité, le volume d’une sphère
est concentré près de leur surface !
FIG. 2.2 – Graphique de la fraction du volume d’une sphère entre le rayon r = 1 et r = 1 − 
pour plusieurs valeurs de la dimension D.
Pour éviter ce type de paradoxes et améliorer la performance des algorithmes (en termes de
précision et de rapidité), on essaie de réduire la dimensionnalité des données tout en gardant le
maximum d’information sur la structure des données originales pour retrouver des représenta-
tions fiables de dimension réduite.
Plusieurs approches existent :
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Fonctions noyaux. Avec l’utilisation des fonctions noyaux, on est tenté de contourner les al-
gorithmes de réduction de la dimensionnalité. Comme on a vu dans le chapitre précédent,
l’utilisation des fonctions noyaux nous permet de comparer des vecteurs de haute di-
mensionnalité de manière efficace. L’ordre de complexité des évaluations d’une fonction
noyau est le même qu’un calcul de distance où celui d’un produit scalaire entre deux
vecteurs. Néanmoins, un nombre important de dimensions peu significatives dans les
vecteurs de départ peut gêner la performance des SVM [Kri04].
Sélection des variables. Ces méthodes choisissent à travers des analyses exhaustives les va-
riables les plus appropriées ou pertinentes pour effectuer une tâche spécifique. Pour faire
la sélection, on a besoin de données d’entraînement (ou « étiquetées ») et d’exécuter les
tâches d’apprentissage avec des sous-ensembles de variables pour identifier celles qui
donnent les meilleurs taux de précision.
Normalement, une recherche combinatoire à travers de tout l’espace de variables est
nécessaire, mais des méthodes heuristiques ont été adoptées pour que la sélection soit
réalisable [Rau91]. Parfois, on essaie aussi des techniques indépendantes du problème
(algorithmes génétiques, réseaux de neurones, etc.) pour pondérer certaines dimensions et
améliorer ainsi les taux de précision des problèmes d’apprentissage automatique [Jai97].
La sélection de variables est une procédure utile s’il y a des dimensions qui apportent peu
d’information au problème ou s’il y a de fortes corrélations entre les variables.
Extraction de caractéristiques. Avec ces méthodes, un nouvel ensemble de données de faible
dimension est construit à partir des vecteurs d’origine de haute dimensionnalité. Il s’agit
d’une transformation générale de variables réalisée de manière linéaire ou non-linéaire,
qui peut utiliser des données étiquetées ou pas.
Dans ce chapitre, nous allons étudier l’extraction de caractéristiques en utilisant les mé-
thodes non supervisées linéaires (section 2.2) et non-linéaires (section 2.3).
Parmi les méthodes supervisées, on trouve l’analyse discriminante de Fisher (FDA), les
moindres carrées partiels (PLS) et la corrélation canonique (CCA). Originalement li-
néaires, ces méthodes deviennent non-linéaires avec l’aide d’une fonction noyau [ST04].
L’analyse discriminante donne des directions de projection des données de départ tel que
le taux entre les variances intraclasses et les variances interclasses soit maximal. Les
moindres carrés partiels sont la contrepartie en régression du FDA. L’analyse PLS utilise
la covariance des variables pour guider la génération des composantes orthogonales et
réalise ensuite une régression par moindres carrés des variables de départ dans cet espace
de faible dimension. Le CCA cherche les projections en faible dimension où les couples




L’analyse en composantes principales (PCA) et l’algorithme d’échelle multidimensionnelle
(MDS) sont des méthodes linéaires équivalentes de réduction non supervisée de la dimensionna-
lité. Nous utilisons ces méthodes car elles sont fondées sur considérations géométriques utiles
pour les algorithmes non-linéaires d’apprentissage de variétés. Ces derniers sont parfois plus
recommandés car généralement les données de haute dimensionnalité appartiennent aux variétés
non-linéaires.
2.2.1 Analyse en composantes principales
L’analyse en composantes principales [Alp04] est une méthode projective non supervisée
dont le critère à maximiser est la variance originale dans les données projetés. On fait l’hypo-
thèse que les données de départ se trouvent dans un hyperplan et que l’on peut les exprimer au
moyen des vecteurs qui définissent cet hyperplan. Si l’hypothèse se révèle vraie, on trouve la
dimensionnalité intrinsèque des données.
Les vecteurs centrés de départ X ⊂ Rp sont projetés vers le sous espace q-dimensionnel
Y ⊂ Rq, q < p tel que Y = XW , avecW ∈ Rp×q.
E[XW ] = E[X]W = µW
Var(XW ) = E[(XW − µW )2] = E[W ′(X − µ)′(X − µ)W ] =W ′ΣW (2.2)
La composante principale de la projection est w1. Comme la direction de ce vecteur est




On cherche w1 tel que Var(Y1) soit maximisée en respectant la contrainte w
′




1Σw1 − α(w′1w1 − 1)
En dérivant par rapport à w1 et égalisant à 0 :
2Σw1 − 2αw1 = 0
Σw1 = αw1 (2.3)
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La relation 2.3 est valable si w1 est un vecteur propre de Σ et α est la valeur propre corres-
pondante. On a alors : w′1Σw1 = αw
′
1w1 = α. On choisit le vecteur propre avec la valeur propre
la plus grande pour que la variance soit maximale.
La deuxième composante principale doit aussi maximiser la variance, posséder une norme
unitaire et en plus, être orthonormale à w1. Alors,
maxL(α) = w
′
2Σw2 − α(w′2w2 − 1)− β(w′2w1 − 0)
En dérivant par rapport à w1 et égalisant à 0 :
2Σw2 − 2αw2 − βw1 = 0 (2.4)
Si l’on multiplie l’équation 2.4 par w′1 on s’aperçoit que β = 0. On a : Σw2 = αw2. Alors,
w2 est aussi un vecteur propre de Σ dont la valeur propre est la 2-ème plus grande. La q-ième
composante principale peut être dérivée de la même manière.
FIG. 2.3 – L’analyse en composantes principales centre les données de départ et tourne les axes
pour les aligner avec les directions de variance maximale.
Σ est symétrique. Si elle est singulière, son rang (la dimensionnalité intrinsèque des don-
nées) est q avec q < p. On centre les données de départ avant la projection en faible dimension
(voir figure 2.3), alors :
Y = (X − µ)W
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Après cette transformation linéaire, nous avons un espace q-dimensionnel dont les dimen-
sions sont les vecteurs propres de Σ et les variances sur ces dimensions sont leurs valeurs
propres associées. Les vecteurs {wi}qi=1 définissent une base orthonormée pour l’espace de
départ.
Si l’on regarde le spectre des valeurs propres, on obtient une indication de la dimensionna-
lité intrinsèque des données. Les directions qui correspondent aux valeurs propres petites sont
normalement interprétées comme du bruit, bien que pour certaines tâches de classification, elles
puissent devenir utiles.
L’analyse PCA est une méthode optimale dans le sens de l’erreur de reconstruction de carré
minimal  car les vecteurs propres wi sont ordonnés en ordre décroisant des valeurs propres
correspondantes [Bur05]. CommeWW ′ = I :
Y = (X − µ)W
X̂ = YW + µ
 =
∣∣∣∣∣∣X̂ −X∣∣∣∣∣∣2
Exemple 5 Dans [Tur91], Turk et Pentland ont proposé un système de classification d’images
normalisées fondé sur l’approche PCA. Ils considèrent une image de p = r × r pixels comme
un vecteur de dimension p.
En considérant chaque image comme un vecteur, ils ont réalisé une analyse PCA et créé
un espace de vecteurs propres pour chaque classe d’une base de données. Dans cet espace, un
vecteur propre est de dimension p et peut être visualisé comme une image.
Pour classifier de nouvelles images, on projette l’image test vers les q vecteurs propres
principaux de chaque classe et on étiquette l’image avec la classe qui donne une erreur de
reconstruction minimale. Voir figure 2.4.
2.2.2 PCA probabiliste. Modèle de variables latentes
Comme nous l’avons déjà vu, il est usuel de travailler sur la distribution de n vecteurs
X = {x1, x2, . . . , xn} de dimension p. Le modèle le plus utilisé est la distribution normale ou
Gaussienne, exprimé par :
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FIG. 2.4 – Une image test (en haut) est projetée vers les quatre premiers vecteurs propres d’une
classe (au milieu), puis reconstruite à partir de ces informations (en bas) et classifiée.
où les paramètres sont la moyenne µ et la matrice de covariances Σ. Une manière d’obtenir
les valeurs de ces paramètres est de maximiser la fonction de vraisemblance L,
Soit L(µ,Σ) = ln p(X|µ,Σ)




si l’on suppose que les vecteurs sont indépendants. Si l’on voit L comme une fonction de µ
et de Σ, la maximisation de cette fonction de vraisemblance est une procédure analytique qui
obtient des valeurs pour ces paramètres, les plus adaptées aux données observées (pour réviser
la définition de ces paramètres dans le cadre d’inférence bayésienne, voir [Bis95]).
Σ est constituée de p(p + 1)/2 ≈ p2 termes indépendants et µ de p termes, ce qui fait en
total p(p + 3)/2. Une manière de réduire cette quantité de termes est de considérer la matrice
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Σ comme diagonale. Ainsi, le nombre de termes est alors égal à 2p et les directions principales
sont alignées avec les axes de coordonnées, les composantes des vecteurs sont considérées
comme indépendantes et la distribution multivariable peut devenir le produit de p distributions
monovariables.
Considérer Σ diagonale est une affirmation trop optimiste car elle implique que les coor-
données des vecteurs sont indépendantes et un modèle comme celui-là n’arrive pas à exprimer
les corrélations entre les différents composants. En fait, les surfaces équiprobables générées
par l’équation 2.5 sont des hyperellipsoïdes. Les axes principaux des ellipses sont les vecteurs
propres de Σ dont les valeurs propres indiquent la variance sur les axes principaux.
Une autre solution pour réduire le nombre de termes du modèle normal et faire ressortir
certaines corrélations, est le modèle des variables latentes (LVM) [Bis99]. Ce modèle est utilisé
pour réduire la dimensionnalité d’un ensemble tout en calculant une estimation de sa densité de
probabilité.
Le but du LVM est d’exprimer la distribution p(x) des variables « observées » centrées,
x ⊂ Rp en fonction de variables « latentes » y ⊂ Rq, où q < p. On suppose une distribu-
tion conjointe p(x, y) qui est en fait le produit d’une distribution marginale p(y) des variables
latentes et de la distribution conditionnelle p(x|y). On suppose aussi que la distribution condi-
tionnelle est factorisable par rapport aux variables observées.




La distribution conditionnelle p(x|y) représente la loi des projections des variables latentes
vers les variables observées :
On suppose que x = t(y;W ) + η
t(y;W ) est une fonction des variables latentes y avec paramètres W ∈ Rp×q et η est un
processus de bruit (si les composants de η ne sont pas corrélés, p(x|y) se factorise toujours
comme dans l’équation 2.6). La fonction g 7→ t(y;W ) définit une variété dans l’espace observé
S à partir de l’espace latent (figure 2.5).
Pour définir un LVM on a besoin de spécifier :
1. une distribution du bruit p(η).
2. une fonction t(y;W ).
3. une distribution marginale p(y).
Le LVM le plus simple est celui utilisé dans l’analyse factorielle. Il définit une projection
linéaire t(y;W ) du type :
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Si l’on considère cette projection plus un modèle de bruit gaussien centré dont la covariance
est isotropique, η ≈ N (0, β−1I), la distribution de probabilité conditionnelle de x étant donné
un ensemble y est :







Si les variables latentes Y = {y1, y2, . . . , yn} sont définies par une distribution gaussienne
isotropique :
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La covariance du modèle est : C = β−1I +WW ′, Z est une constante de normalisation.
C est reconnue comme une représentation de rang réduit de la covariance. W ∈ Rp×q alors la
matrice WW ′ ∈ Rp×p possède un rang maximal q. Si l’on suppose l’indépendance entre les
points, p(X) =
∏n
i=1 p(xi). On obtient la probabilité a posteriori p(y|x) avec le théorème de
Bayes :




(y − y˜)′(β−1M)−1(y − y˜)
}
Dans ce cas, la covariance est β−1M = β−1(β−1I +W ′W )−1 et la moyenne de la distribu-
tion est y˜ =M−1W ′x.M a une dimensionnalité q × q pendant que C est de dimension p× p.














avec la matrice de covariance S = n−1X ′X . La vraisemblance est maximisée si [Tip99] :
W = Uq(Λq − βI)1/2R
où Uq ∈ Rp×q est la matrice des q principaux vecteurs propres de S, Λq est la matrice
diagonale avec les valeurs propres correspondantes et R est une matrice (q× q) orthogonale de




i=q+1 λi. C’est la solution du PCA probabiliste. Pour visualiser les variables latentes,
nous faisons appel à la moyenne de la distribution a posteriori y˜.
Le nombre de paramètres indépendants de ce modèle LVM est : (p+ 1)(q + 1)− q(q + 1)/2.
Désormais le nombre de paramètres augmente linéairement par rapport à p.
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2.2.3 Algorithme d’échelle multidimensionnelle
En 1938, Young et Householder [Bor97] ont montré qu’à partir d’une matrice de distances
entre vecteurs dans un espace euclidien, on peut retrouver un système de coordonnées qui
préserve ces distances. Cette idée a évolué pour considérer des « dissimilarités » ou d’autres
types de vraisemblances entre points à la place des distances euclidiennes.
L’idée fondamentale de l’algorithme classique d’échelle multidimensionnelle (classic MDS
en anglais) est le calcul d’un produit scalaire à partir de la distance entre vecteurs. Pour que
cette relation soit valable, les vecteurs doivent être centrés.
Si on considère n vecteurs dans un espace p dimensionnel, regroupés dans une matrice
X = (x1, . . . , xn). La distance entre deux vecteurs xa et xb est :
d2(a, b) = d2ab = (xa − xb)(xa − xb)
′
(2.9)




a,b=1. Donc, à partir des distances d
2
ab, on
va définir la matrice de produits scalaires B, et à partir de B, les coordonnées inconnues. Pour








Soit d2ab la distance entre xa et xb après centrage des données,
d˜2ab = (xa − µa)(xa − µa)
′



























































































La distance d˜2ab entre deux vecteurs « centrés » en termes de d
2





















Définition 11 Produit scalaire en termes de distances.
Le produit scalaire entre deux vecteurs xa et xb non centrés (k est la coordonnée du centre)
en termes de distances est [Bor97] :







Si les données sont centrées, les distances d2ka, d
2
kb = 0 et d
2
ab → d˜2ab :




















L’expression 〈xa · xb〉 dépend non seulement des distances 2-à-2 d2ab mais de toutes les
autres distances entre points de l’ensemble.
La matrice de produits scalaires B = XX ′ est symétrique, semidéfinie positive et de
rang ≤ q, donc elle possède au plus q valeurs propres non négatives et au moins n− q valeurs
propres égales à zéro. B peut être écrite en termes de sa décomposition spectrale : B = V ΛV ′ ,
où Λ = diag(λ1, λ2, . . . , λq) et V ∈ Rn×q, avec viv′i = 1.
La matrice des coordonnées X est alors :
X = V Λ1/2
Ainsi, les coordonnées des points ont été récupérées à partir des distances entre points. Le
signe arbitraire des vecteurs propres {vi} amène à un invariant de la solution par rapport à une
réflection sur l’origine.
Fondé sur une approche différente du PCA, MDS obtient une solution équivalente. La ma-
trice de produits scalaires B = XX ′ de MDS a le même rang que la matrice de covariance
Σ = X
′
X du PCA, selon l’algorithme de décomposition en valeurs singulières (SVD) [Gol83].
2.3 Méthodes non-linéaires
Le spectre de valeurs propres obtenu avec les méthodes linéaires indique la dimensionnalité
intrinsèque des données... quand elles se trouvent (incluses approximativement) dans un sous-
espace orthonormal. Mais, parfois les données de départ appartiennent à des sous-espaces non-
linéaires. Dans ce cas, la structure de données n’est pas dévoilée avec PCA, PPCA ou MDS.
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Les méthodes non-linéaires d’apprentissage de variétés récemment développées sont alors un
outil intéressant pour analyser les données de haute dimensionnalité.
Le principe général de ces méthodes est de considérer l’ensemble des données de départ
comme des échantillons d’une variété de Riemann. À partir de là, est construite une solution
approchée de la métrique de la variété qui est utilisée pour « dérouler » la variété et éliminer les
dimensions peu significatives de variabilité de l’ensemble. Le but reste d’obtenir les structures
de faible dimension existant dans les espaces de haute dimensionnalité.
2.3.1 Isomap
Isomap [Ten00] est une généralisation non-linéaire de l’algorithme MDS. Comme l’on a
vu dans la section 1.5, quand un ensemble de données appartient à une variété, les distances
euclidiennes peuvent être une mesure inexacte de la proximité entre données car seules les
distances géodésiques respectent la géométrie de la variété (voir figure 2.6).
FIG. 2.6 – Distance euclidienne (gauche) et géodésique (droite) entre deux points appartenant
à la variété appelée « Le bras de Venus (swiss roll) ».
L’algorithme Isomap essaie de découvrir cette géométrie en trois étapes :
Définition 12 Algorithme Isomap.
1. Recherche des vecteurs de l’ensemble X = (x1, . . . , xn) ⊂ Rp voisins. D’après les
distances euclidiennes dij on détermine un « voisinage » pour chaque point xi, soit avec
le critère des k-plus proches voisins soit en considérant tous les points à l’intérieur d’une
sphère de rayon  centré sur xi. On considère que les distances euclidiennes approchent
les géodésiques quand les vecteurs se trouvent à petite distance.
2. On fait une estimation des distances géodésiques dGij entre tous les points xi. Isomap
construit un graphe dont les sommets sont les points et les arêtes les distances entre eux.
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Un sommet est adjacent à un autre seulement s’ils ont été définis comme voisins (étape 1).
La distance géodésique est estimée entre chaque paire de données par la distance la plus
courte parcourue sur le graphe (algorithme de Floyd ou Djikstra).
3. Finalement, la méthode MDS est appliquée à la matrice de distances (dGij)ni,j=1 pour
obtenir un nouveau système de coordonnées euclidiennes Y ⊂ Rq, (q < p) qui préserve
la géométrie intrinsèque de la variété. Parfois, des valeurs propres de petite magnitude
sont obtenues (et ignorées) à la sortie du MDS : elles sont dues à des inconsistances
mineures du calcul des distances géodésiques et/ou au bruit dans X .
FIG. 2.7 – Algorithme Isomap appliqué aux images. Deux modes de variation (rotation du
poignet, déploiement des doigts) ont été détectés dans l’ensemble [Ten00].
Isomap récupère (voir figure 2.7) la structure d’une large classe de variétés non-linéaires si
en dépit d’une géométrie pliée, tordue ou courbe en haute dimension leur géométrie intrinsèque
est celle d’une région convexe de l’espace euclidien. Quand le nombre de points grandit, les
distances mesurées sur le graphe donnent de meilleures approximations aux géodésiques. Par
contre, la complexité des algorithmes de parcours de graphes (étape 2 de l’algorithme) devient
une contrainte à considérer :
– O(n3) pour l’algorithme de Floyd. n est le nombre de données de départ.
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– O(kn2 log n) pour l’algorithme de Dijkstra. k est le nombre des plus proches voisins
utilisés pour définir le graphe.
La précision des géodésiques dépend de la courbure de la variété et de la densité des échan-
tillons [Ber00]. La complexité de l’étape 1 est dans le pire des cas O(pn2), avec des méthodes
naïves, ou de O(n log n) en utilisant des arbres k − d.
La complexité de l’étape 3 est O(n3) mais grâce à la procédure « Landmark Isomap »
[Sil02], elle peut être réduite à O(pnr+ r3), où r est la taille d’un sous-ensemble deX , k est le
nombre des voisins et p la dimensionnalité des vecteurs (l’étape 2 passe aussi de O(kn2 log n)
à O(knr log n)).
Landmark Isomap (décrit dans la définition 13) utilise une variante de MDS qui travaille
avec un nombre limité de données de départ (nommées « marqueurs », voir la figure 2.8) pour
réduire la complexité de calcul de l’algorithme. Le principe est d’approcher la projection en
faible dimension de (n− r) vecteurs à partir de celles des r marqueurs. Pour effectuer cette ex-
trapolation, on a besoin des distances géodésiques entre les vecteurs à projeter et les marqueurs.
Il s’agit d’une procédure de triangulation des distances interprétée aussi comme application de
l’algorithme de Nyström [Pla05, Fow04] (décrit dans l’annexe B) aux données.
Définition 13 Algorithme Landmark Isomap.
1. Étape 1 et 2 d’Isomap.
2. On choisit un nombre r, (r  n) des vecteurs représentatifs de X avec une procédure
aléatoire ou « gourmande » (Greedy).
3. On applique MDS à la matrice E = (dGij)ri,j=1 pour obtenir les coordonnées de faible
dimension des marqueurs (Lr×q = UΛ1/2).
4. On regroupe dans la matrice Fr×(n−r) les distances géodésiques entre les vecteurs X
restants et les marqueurs. Er×1 est la moyenne des distances géodésiques entre les mar-




Dans [Don05] les auteurs définissent un cadre théorique du fonctionnement d’Isomap. Ils
prouvent que, si les données d’une variété sont générées à partir d’une fonction différentiable,
d’un paramètre q-dimensionnel et si elles résultent d’un échantillonnage régulier et uniforme,
Isomap récupère avec succès la structure de faible dimension (q) des données.
Pour tester cette hypothèse, les auteurs ont construit des ensembles d’images artificiels où
une caractéristique de l’image est liée à la variation d’un paramètre. En fait, si la distance
géodésique entre images sur la variété est proportionnelle à la distance euclidienne de l’espace
de paramètres, Isomap donne de bons résultats.
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FIG. 2.8 – À gauche, le résultat de l’algorithme Isomap standard appliqué à l’ensemble «Le bras
de Venus », avec n = 1000. À droite, il s’agit du résultat de Landmark Isomap avec k = 100
marqueurs (vecteurs encerclés) sur le même ensemble.
Exemple 6 Soit une base d’images incluant :
1. la translation d’un objet noir simple sur un fond blanc (figure 2.9).
2. le pivotement d’un objet simple auteur d’un point fixe.
3. la déformation de la frontière d’un objet noir sur un fond blanc.
4. l’articulation des doigts d’une main de synthèse.
5. l’articulation des gestes d’un visage animé.
FIG. 2.9 – Collection non ordonnée d’images de test pour Isomap.
[Don05] Définissons une image simple composée par une région noire B(b, θ) sur un fond
blanc. Les composants de B sont :
– b, équation qui définit sa frontière.
– θ, coordonnées du centre de la région.
Le disque B(b, θ) possède un vecteur normal à sa frontière défini par n(b, θ).
La translation deB est conçue comme sa transformation par un vecteur de mouvement ν(b, t).
Pendant une translation, la frontière de la région ne change pas. La translation s’effectue par
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FIG. 2.10 – Un ensemble d’images comme celles de la figure 2.9, appartenant à une variété
découverte par Isomap (droite), a été généré à partir des coordonnées du centre d’un objet
simple (gauche) [Don05].
la variation des paramètres du centre, qui suivent une courbe ϑ(t) : t ∈ [0, 1] dans son espace













〈n(b), ν(b, t)〉2 db
]1/2




〈n(b), νi(b, θ)〉 · 〈n(b), νj(b, θ)〉 db (2.13)
Dans le cas de l’image composée d’un disque noir sur fond blanc (figure 2.9), les points de
la frontière du disque b peuvent être définis par les coordonnées du centre θ et l’équation de
l’arc du périmètre :
b = θ + (cos(ω), sin(ω))
alors






(1, 0) i = 1,
(0, 1) i = 2,
Une translation de θ0 à θ1 est un chemin linéaire ϑ(t) = θ0 + t(θ1 − θ0) et
ν(b, t) = (θ1 − θ0)




〈n(b), ν(b, t)〉2 db = ||θ1 − θ0||2
∫ 2pi
0
cos(ω)2dω = pi · ||θ1 − θ0||2
et
ρ(θ) = C ||θ1 − θ0||
La métrique Riemannienne devient Euclidienne avec g11 = g22 = pi et g12 = g21 = 0. C’est
pourquoi Isomap fonctionne bien dans l’exemple de la figure 2.10 : la variété des images est
isométrique à un sous-ensemble de l’espace euclidien de paramètres. Néanmoins, la structure
locale de cet espace ϑ doit être convexe pour que les chemins plus courts soient définis par la
structure métrique infinitésimale elle même.
La non-convexité (par exemple, l’existence des trous dans la variété) annule la propor-
tionnalité entre l’espace de paramètres ϑ(t) = θ0 + t(θ1 − θ0) et la distance géodésique entre
images ||θ1 − θ0||.
Dans la figure 2.10 il y a un exemple de correspondance entre un espace de paramètres
(les coordonnées du centre de disque) et les distances géodésiques (récupérées avec Isomap) de
l’ensemble de test représenté par la figure 2.9. Analytiquement (voir l’exemple 6), la distance
géodésique entre les images est proportionnelle à la distance euclidienne entre les paramètres
qui les ont générées.
2.3.2 Locally Linear Embedding
L’algorithme Locally Linear Embedding (LLE) [Row00] utilise une approche différente à
Isomap mais partage la même philosophie : les points dans un espace de haute dimensionnalité
étant voisins doivent se retrouver proches dans une projection de faible dimension. On souhaite
que la disposition des plus proches voisins soit préservée.
LLE n’a pas besoin de calculer les distances entre tous les points de la variété. Il agit sur le
voisinage de chaque vecteur pour découvrir la structure globale de l’ensemble. Cet algorithme
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modélise une variété comme l’union de petits traits linéaires centrés sur chacun des n points
X ⊂ Rp de l’espace de départ (on considère que l’échantillonnage de la variété est dense et
uniforme1). Ces géométries locales sont caractérisées par un groupe de coefficients linéaires et
reproduites dans une représentation de faible dimension Y ⊂ Rq, (q < p).
Chaque point xi a un voisinage N(i) (pas forcement symétrique) qui est trouvé avec l’al-
gorithme de k-plus proches voisins ou le critère |xi − xj| < . L’idée principale de LLE est
d’exprimer xi comme une combinaison linéaire de ses voisins et de construire la projection yi
en respectant cette relation.
Définition 14 Algorithme LLE.
1. Détermination des voisins N(i) pour chaque point xi.
2. Calcul des pondérations Wij qui déterminent le mieux chaque xi à partir de ses voi-
sins. Les vecteurs xi sont alors décrits comme une combinaison linéaire des voisins.
L’information de la géométrie intrinsèque locale de la variété est codée dans les pon-
dérationsWij .
3. Calcul des projections de faible dimension yi en respectant les mêmes relations de voi-
sinage Wij . Pendant que le calcul des pondérations Wij se fait indépendamment pour
chaque voisinage, les coordonnées yi sont calculées à partir de la diagonalisation d’une
matrice n × n : il s’agit d’une opération globale qui couple tous les vecteurs. De cette
manière, LLE découvre la structure globale de la variété, en intégrant l’information des
voisinages locaux qui se chevauchent. Un schéma de ces étapes est présenté dans la
figure 2.13.
Après avoir déterminé les k voisins de chaque vecteur, on calcule les coefficients W qui















L’erreur i ne doit être affectée par aucune translation globale du type x
′
i → xi + t. On
définit alors la contrainte
∑
j∈N(i)Wij = 1, ∀i. Les poids Wij déterminent la contribution du
voisin xj dans la reconstruction de xi (voir la figure 2.11) et par définition, ils sont invariants
aux changements d’échelle et à la rotation des xi.
Définition 15 Propriétés invariantes des poidsW .
Soit xi le vecteur original et x˜i = Wijxj le vecteur reconstruit.
1Pour une variété p-dimensionnelle, on considère que la courbure intrinsèque et la densité d’échantillonnage
sont telles que chaque point possède approximativement 2d voisins pour définir un bout linéaire de la variété.
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i = Wij(Sxi) = S(Wijxi) = Sx˜i






i = Wij(Rxi) = R(Wijxi) = Rx˜i
Translation par la coordonnée t
x
′
i = xi + It
x˜
′
i = Wij(xi + It) =Wijxi +WIt = x˜i + It. WI = I
FIG. 2.11 – Un vecteur xi, ses voisins xj et sa reconstruction locale linéaire
∑
jWijxj .





















Comme la somme est composée de termes indépendants, on peut minimiser chaque Ji
séparément : xi devient x,Wij devientWj , etc. En forme matricielle :
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(x−Wjxj)′(x−Wjxj)− λ(Wj − 1)
∂J
∂W
= −x · x′j +Wjxj · x
′
k − Iλ = 0
Wjxj · x′k = x · x
′
j + Iλ
On définit Cjk = xj · x′k, j, k ∈ N(i) et bj = x · x′j, j ∈ N(i). Le résultat pourWj est :
Wj = C
−1(Iλ+ b)




W est une matrice éparse de taille n × n. Alors, les poids caractérisent les propriétés
géométriques intrinsèques de chaque voisinage. Cette approximation est raisonnable quand la
densité des échantillons permet aux traits linéaires d’approcher la courbure de la variété. Quand
le nombre des voisins est plus grand que la dimensionnalité des données d’entrée (k > p), la
matrice C risque d’être singulière et l’équation 2.14 présente de multiples solutions. La solution
proposé pour ce problème dans [Sau03] est d’ajouter une constante à la diagonale de C, ceci
agit comme un terme de régularisation ; avec lui on pénalise les valeurs élevées en W et on
introduit aussi une certaine insensibilité au bruit et aux données aberrantes.
Dans la troisième étape de LLE, on cherche l’ensemble Y = {y1, y2, . . . , yn} tel que
yi ≈
∑
j∈N(i)Wijyj , Y ⊂ Rq, (q < p). Les vecteurs de faible dimension yi représentent














Par commodité on considèreW comme une matrice n× n oùWij = 0 si j 6∈ N(i).
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FIG. 2.12 – Étapes de LLE [Row00].












ϕ(Y ) = Tr
[
(Y − YW )(Y − YW )′
]
ϕ(Y ) = Tr
[
Y (I −W )(I −W )′Y ′
]





oùM = (I −W )′(I −W ).
La fonction ϕ (de la même manière que l’équation 2.14) est fondée sur les erreurs de
la reconstruction linéaire locale. Désormais, on fixe les poids W et on optimise les coor-
données Y ⊂ Rq. La minimisation est soumise à deux contraintes qui évitent les solutions
dégénérées : (a) les sorties sont centrées,
∑
i yi = 0 (la fonction de coût est invariante à
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i = I = δij (1 si i = j) (on enlève le degré de liberté de rotation et on fixe l’échelle).
La contrainte (b) lie toutes les variables et le problème d’optimisation ne peut pas être
décomposé pour chaque i comme dans l’étape 2 de l’algorithme. La minimisation de l’équa-
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Le théorème de Rayleigh-Ritz [Hor90] montre que le minimum de Y dans l’équation 2.16
est trouvé au moyen des vecteurs propres associés aux plus petites valeurs propres non nulles
deM . La valeur propre la plus petite (0) correspond au vecteur propre unitaire
−→
1 . Comme tous
les autres vecteurs propres sont orthogonaux à ce vecteur, en l’omettant on obtient
∑
i yi = 0
car les composantes des autres vecteurs propres doivent sommer 0 en vertu de l’orthogonalité.
Si l’on normalise les vecteurs propres, la contrainte (b) est vérifiée et Y ′Y = I .
L’étape 2 de LLE (le calcul des pondérations) présente une complexitéO(k3n). Pour l’étape 3,
étant donné que (I −W )′(I −W ) est une matrice éparse, des méthodes efficientes de diago-
nalisation peuvent être utilisées. LLE a la propriété que les pondérations Wij sont toujours les
mêmes quand les données de départ ont été mises en échelle, en rotation ou translatées. La
figure 2.13 montre un exemple de l’application de LLE à un ensemble de visages.
Une des limitations de Isomap et de LLE est qu’ils ne sont pas adaptés pour traiter des
ensembles non convexes. L’algorithme Hessian LLE est une alternative conçue pour ce type de
problèmes, même si son application pratique reste limitée (leur calcul demande des dérivées
secondes pas toujours faciles à estimer).
Définition 16 Hessian locally linear embedding (HLLE).
Dans l’exemple 6, on a parlé de variétés S = ψ(Θ) générées à partir des variations d’un
ensemble de paramètres Θ ∈ Rq projetées par ψ : Θ 7→ Rp. Ils existent plusieurs situations où
ce type de variétés apparaissent :
1. variations de pose et des gestes en visages.
2. modifications dans la position de la lumière et des couleurs en images.
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FIG. 2.13 – Images de visages dans un espace construit avec les deux premières coordonnées
du LLE [Sau03]. Les points encerclés montrent certaines images représentatives. Les images
en bas correspondent au chemin marqué en rouge et montrent un mode particulier de variabilité
dans la pose et l’expression.
3. changements de la distance d’une source acoustique.
4. variations de la position d’un locuteur, etc.
Les échantillons xi appartenant à ces variétés se situent à des distances géodésiques équi-
valentes aux distances euclidiennes des paramètres qui les ont générés [Don05]. Isomap et
LLE essaient de trouver les valeurs de ces paramètres et ces méthodes fonctionnent bien quand
l’espace Θ est un sous-ensemble convexe deRq.
Néanmoins, dans la même étude [Don05], les auteurs ont montré que quand on commence
à considérer des exemples plus élaborés, les espaces de paramètres « générateurs de variétés »
deviennent facilement non convexes. Ainsi, ils ont proposé la méthode Hessian locally linear
embedding (Hessian LLE)[Don03]. Hessian LLE est très proche algorithmiquement de LLE et
ses fondements théoriques ressemblent à ceux des Laplacien Eigenmaps, traités dans la section
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suivante. Cette nouvelle approche trouve un ensemble connecté de paramètres mais pas force-
ment convexe associé (de manière alors localement isométrique) à une variété Riemannienne.
L’idée derrière Hessian LLE est de définir un voisinage pour chaque xi et obtenir son es-
pace tangent Ti(S). Les coordonnées de l’espace tangent sont utilisées comme les coordonnées
orthonormées locales du voisinage N(i). À l’aide de ces coordonnées, on construit l’opérateur
Hessian2 d’une fonction C2 définie dans la variété f : S 7→ R, de telle manière que le Hessian
de f , exprimé avec les coordonnées tangentes des xi, est calculé comme un Hessian ordinaire





où g(y) = f(x), g(y) = U 7→ R. U est un voisinage autour de l’origine du système tangent
de coordonnées. Chaque point xi de la variété est substitué par le système de coordonnées tan-
gent Ti pour pouvoir différentier une fonction définie sur la variété. Cette construction s’appelle





Dans [Don03], il est montré que les variétés du type S = ψ(Θ), où ψ est une projection
localement isométrique de Θ vers Rp, possèdent un espace (q + 1)-dimensionnel des fonctions
pour lesquelles le Hessian s’annule. Les coordonnées θ sont définies quand on trouve une base
de fonctions orthogonales pour l’espace nul de H(f). Un exemple de HLLE est présenté dans
la figure 2.14.
2.3.3 Laplacian Eigenmaps
On considère toujours un ensemble X = {x1, x2, . . . , xn}, X ⊂ Rp de données appar-
tenant à une variété S de dimensionnalité intrinsèque inférieure à celle de l’espace où elle se
trouve.
L’algorithme Laplacian Eigenmaps [Bel03b] calcule une représentation de faible dimension
Y de l’ensembleX en préservant les relations de proximité des données dans l’espace de départ.
L’algorithme ressemble un peu au LLE, cependant il possède un fondement théorique différent :
l’information de voisinage est récupérée à l’aide d’un graphe mais les coordonnées de faible
dimension sont obtenues à partir de la notion du Laplacien du graphe [Chu97].
2La matrice Hessian d’une fonction multivariable f(x1, x2, . . . , xp) est une matrice carrée avec les dérivées
partielles de deuxième ordre de la fonction : (H(f))ij = ∂
2f
∂xi∂xj
, i, j = 1, . . . , p.
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FIG. 2.14 – Comparaison entre Isomap et Hessian LLE. Lors du traitement d’une variété non
convexe (l’ensemble « Bras de Venus » avec un trou au milieu), Isomap déforme l’espace in-
trinsèque résultant, tandis que Hessian LLE le récupère correctement.
La justification de l’algorithme vient du rôle de l’opérateur Laplace Beltrami3 dans la des-
cription de la géométrie des variétés Riemanniennes. Le Laplacien pondéré est considéré comme
l’équivalent discret de cet opérateur continu.
Les projections de faible dimension Y ⊂ Rq, (q < p) obtenues avec le Laplacien sont en
fait des approximations aux « eigenmaps » définis pour l’opérateur Laplace Beltrami.
Définition 17 Opérateurs des fonctions.
Un opérateur L appliqué à une fonction f ∈ X est décrit comme Lf et donne lieu à
une autre fonction en X . Une fonction propre d’un opérateur L est une fonction f telle que
Lf = λf . λ ∈ R est une valeur propre de L. L’application de l’opérateur à une de ses
fonctions propres signifie une mise à l’échelle de la fonction par la valeur λ.
Un opérateur linéaire est Hermitien si 〈Lf, g〉 = 〈f, Lg〉. Les fonctions propres associées
aux opérateurs Hermitiens possèdent des valeurs propres réelles et sont orthogonales. Par
conséquent, les fonctions propres d’un opérateur Hermitien peuvent définir une base ortho-
gonale pour une espace de fonctions en X . L’opérateur Laplace Beltrami est Hermitien.
3Le Laplacien est un opérateur qui mesure la différence entre la valeur d’un champ scalaire en un point P
quelconque et la valeur moyenne du champ au voisinage de P . Le Laplacien d’une fonction peut aussi être inter-
prété comme la courbure moyenne locale de la fonction. Cet opérateur peut être étendu aux fonctions définies en
surfaces, ou plus généralement en variétés Riemanniennes. Cette extension est connue comme l’opérateur Laplace
Beltrami.
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Définition 18 Algorithme Laplacian Eigenmaps.
1. Détermination des voisins pour chaque point (avec les techniques définies pour Isomap
et LLE). Dans la construction du graphe, les sommets sont les points et les arêtes sont
non nulles seulement si xi et xj sont « proches ».
2. Pondération des arêtes4. Il y a deux possibilités :





b) Noyau de chaleur avec le paramètre t =∞. Si les sommets i et j sont reliés,
Wij = 1
3. Calcul des eigenmaps. D’après le graphe G(s, a) défini auparavant, on calcule les vec-
teurs et valeurs propres du système :
Lf = λDf (2.17)
où D est une matrice diagonale des poids dont les éléments sont la somme de chaque
ligne deW , Dii =
∑
jWij . L est la matrice du Laplacien L = D −W .
L est une matrice symétrique semidéfinie positive qui peut être considérée comme l’opé-
rateur Laplacien des fonctions définies dans le graphe G.





0 = λ0 ≤ λ1 ≤ . . . ≤ λk
Le vecteur f0 correspondant à la valeur propre 0 n’est pas pris en compte. Les q vecteurs
propres suivants définissent un espace euclidien q-dimensionnel :
xi → (f1(i), . . . , fq(i))
4D’après [Bel03a], les pondérations exponentielles pour les arêtes du graphe dérivées du noyau de chaleur
conduisent à la convergence du Laplacien du graphe vers l’opérateur Laplace-Beltrami en variétés.
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Le graphe G(s, a) résume les relations de proximité entre les vecteurs xi. Pour chaque
dimension Yk, k = 1, . . . , q de la sortie, on projette les sommets G(s) vers un nombre réel,
de telle sorte que les vecteurs liés dans le graphe restent proches pendant la transformation
G→ Rq.
On cherche alors les fonctions orthogonales fk(·) : s → R. Comme le domaine de f(·) est
fini, les fonctions peuvent être représentées par le vecteur fk(si) = yik. Le critère pour trouver





en respectant les mêmes contraintes que LLE (les sorties yi sont centrées et de covariance
unitaire).
Les poids Wij mesurent la similarité entre vecteurs voisins (Wij est grand si ||xi − xj||
est réduit). La différence entre f(si) − f(sj) est petite si f(·) est une fonction lisse. De cette
manière, la fonction de coût ϕ donne une forte pénalisation si les points voisins xi et xj sont
projetés loin l’un de l’autre.

































Le problème est désormais la minimisation de l’équation 2.18 sous les contraintes Y ′DY = I
et Y ′D
−→
1 = 0. Étant donné que la valeur Dii détermine l’importance du i-ème sommet, le
produit scalaire entre deux fonctions f1 et f2 définies dans le graphe est 〈f1, f2〉 = Y1′DY2.
Avec la première contrainte, la norme des fk(·) est uniformisée et grâce à la deuxième elles
sont orthogonales à la fonction constante (en pourtant invariantes à la translation).
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avec a, b = 1, . . . , q et i, j = 1, . . . , n.
∂J
∂Y
= LY − ΛDY = 0
LY = ΛDY (2.19)
En général, q fonctions orthogonales lisses fq(xi) projettent les sommets de G vers Rq.
Les fonctions les plus lisses sont obtenues à partir des vecteurs propres correspondants aux plus
petites valeurs propres de l’équation 2.19 (on ignore la fonction constante
−→
1 associée à la valeur
propre 0). Une fonction lisse f(·) qui projette xi vers yi donne des valeurs proches à yi et yj si
la différence ||xi − xj|| est petite.
Le Laplacien d’un graphe ressemble à l’opérateur Laplace Beltrami d’une variété. Si S est
une variété riemannienne, et si l’on cherche une fonction continue f qui projette les points
voisins de la variété vers une ligne réelle :
|f(0)− f(τ)| ≤ dGS(x, y) ||∇f(x)||
Le gradient∇f(x) est un vecteur de l’espace tangent de la variété centré dans x. La distance
géodésique dGS(x, y) entre deux points x et y est une courbe c(t) ∈ S qui connecte x = c(0)
et y = c(τ). c(t) est paramétrée par t ∈ (−1, 1), f(c(t)) : (−1, 1)→ R.
On voit que ||∇f(x)|| donne une estimation de la projection f entre points voisins. En






où∆S est l’opérateur Laplace-Beltrami. Ce dernier terme ressemble à f
′
Lf , qui est la fonc-
tion objective à minimiser (équation 2.18) dans le cas d’un graphe. Le problème est désormais
de trouver les fonctions propres de l’opérateur ∆Sf , de manière similaire au cas discret.
Définition 19 Apprentissage semi-supervisé.
La géométrie d’une distribution de probabilité marginale PX peut être exploitée dans le
cadre de la théorie de la régularisation, ce qui donne une nouvelle version du théorème de
représentation révisé dans la section 1.6. Cet apprentissage « transductif » intègre des exemples
avec et sans étiquettes aux algorithmes de classification et de régression [Bel06].
Dans l’équation 1.5, on ajoute de l’information sur la structure géométrique intrinsèque










V (oi, f(xi)) + λA ||f ||2κ + λI ||f ||2I (2.20)
||f ||2I est un terme de pénalisation qui révèle la structure intrinsèque de PX . λA contrôle
la complexité de la fonction dans l’espace ambiant et λI contrôle la complexité de la fonction







α(y)κ(x, y)dPX (y) (2.21)
où S est le support de la distribution PX . Ce nouveau théorème de représentation exprime
la solution f en termes de données étiquetées, du noyau « ambiant » κ(x, y) et de la distribu-
tion PX .
Normalement PX est inconnue. Donc on doit trouver une estimation empirique pour PX




||∇Sf ||2dPX (x), où ∇S est le gradient de f sur la variété S et l’intégration
est faite sur la distribution marginale. Ce dernier terme peut être approché avec les données


























où Wij sont les pondérations des arêtes du graphe, f = (f(xi), . . . , f(xl+u)) et L est le
Laplacien du graphe L = D −W . Dii =
∑l+u
j Wij .





Selon l’équation 2.20, la fonction f se trouve dans un RKHS Fκ, mais aussi dans une distri-
bution de probabilité supportée par une variété S ⊂ X . Les propriétés de S et des fonctions fS
définies dans la variété sont :
1. S est un sous espace de Hilbert complet. Dans le RKHS Fκ, l’espace des fonctions res-
treintes à la variété fS : S → R est aussi un RKHS avec un noyau κS .
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3. ||f ||2I = ||fS ||2κS , et donc la solution f se trouve en S. Aussi ||f ||
2
κ = ||f ||2I , c’est
pourquoi on a la même solution (équation 2.23) que la régularisation standard, avec
des paramètres de régularisation différents (λA + λI).
Exemple 7 Régression par moindres carrés régularisés « Laplaciens ».
La régression par moindres carrés régularisés Laplaciens résout l’équation 2.22 avec la
fonction de coût :
min
f∈H











La solution f de l’équation 2.24 est une expansion des fonctions noyaux en termes de














où α = {α1, . . . , αl+u}, K est la matrice de Gram (κ(xi, xj))l+ui,j=1, O est le vecteur des






(O − JKα)′(−JK) + λAKα+ λI
(u+ l)2
KLKα = 0
La solution est :





Quand λI = 0, l’équation 2.25 attribue des coefficients zéro aux données non étiquetées,
et les coefficients des données étiquetées sont les mêmes que les moindres carrés régularisés
standards.





FIG. 2.15 – Régression par moindres carrés régularisés. Dans (a), seulement les points marqués
sont pris en compte pour calculer la fonction de régression. Dans (b), on utilise le Laplacien
pour intégrer l’information géométrique dans la solution.
2.3.4 GPLVM. Modèle non-linéaire des variables latentes
Dans la section 2.2.2, nous décrivons un modèle linéaire de variables latentes (PPCA).
Selon la formulation LVM, la distribution de probabilité conjointe p(X, Y ) qui explique la
relation entre les variables latentes (Y ) de faible dimensionnalité et les variables observées (X)
se décompose en une distribution marginale p(Y ) et une distribution conditionnelle p(X|Y ),
qui représente une projection des variables latentes vers les variables observées du type :
xi = t(yi;W ) + ηi (2.26)




La solution du PPCA (équation 2.8) est une distribution de probabilité gaussienne p(X) qui
modélise les données observées. La covariance du modèle dépend des paramètres W calculés
au moyen des variables observées. La probabilité a posteriori p(Y |X) permet de visualiser les
variables latentes à partir des variables observées et des paramètresW .
Dans le modèle LVM linéaire la distribution marginale des variables latentes est une dis-
tribution gaussienne sphérique. Si l’on considère chaque dimension des paramètres wd comme
des variables aléatoires issues aussi d’une distribution sphérique,
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Pour obtenir p(X) dans le PPCA les variables latentes Y ∈ Rn×q sont marginalisées, car ce
facteur était d’une dimensionnalité plus grande que W ∈ Rp×q, mais on peut aussi décider de
marginaliserW : les deux approches sont équivalentes [Law05].
Si l’on marginalise W avec la probabilité conditionnelle linéaire du PPCA p(xi|yi) (équa-



























où K = β−1I + Y Y ′ . La distribution marginale des variables observées p(X) se factorise
sur le nombre p de dimensions deW , qui est en relation avec les colonnes de X (X ∈ Rn×p).











où S = p−1XX ′ . Selon l’équation 2.27, L est reconnue comme le produit de p processus
gaussiens [Wil98] indépendants. Chaque processus est associé à une dimension différente des
variables observées.
La maximisation de la vraisemblance équivaut à minimiser son négatif. Les gradients de la





K−1 − pK−1 (2.29)
Dans le cas où K = β−1I + Y Y ′ , ∂K
∂Y





K−1Y − pK−1Y (2.30)
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où Uq est une matrice n × q dont les colonnes sont les vecteurs propres de S. L est une
matrice q× q diagonale avec éléments lj = (λj − β−1)1/2, λj est la valeur propre associée au lj
vecteur propre de S et V est une matrice q × q de rotation arbitraire.
Ce modèle d’estimation de p(X) est nommé GPLVM (Gaussian Process Latent Variable
Model). Quand les matricesK et S sont des matrices de produits scalaires, la fonction objective
du GPLVM est comparable à celle du PPCA et P (X) est considéré comme un processus gaus-
sien (décrits dans l’annexe C) qui projette les points d’un espace latent Y vers l’espace observé
X .
On va considérer le modèle GPLVM de l’équation 2.28, quand la matrice K n’est pas une
matrice linéaire de covariance. Les gradients de la fonction de vraisemblance par rapport aux
variables latentes peuvent être calculés si l’on combine l’équation ∂L
∂K
(2.29) et les gradients du
noyau par rapport aux variables latentes ∂K
∂yi
avec la règle de la chaîne. Un algorithme d’optimi-
sation non-linéaire, du type gradients conjugués, peut maximiser en même temps les positions
des variables latentes et les paramètres du noyau utilisé. Au départ de l’optimisation, des valeurs
d’initialisation sont nécessaires pour les variables latentes. Quand il s’agit d’apprentissage de
variétés (figure C.2), les sorties d’Isomap sont utilisées comme les valeurs initiales des variables
Y . Dans le cas de séparation de classes (figure 1.3), le PCA est normalement employée.
Les fonctions noyaux les plus utilisées comme fonctions de covariance sont le noyau li-
néaire, le noyau gaussien ou le noyau MLP (perceptron multi-couches) :
κ(yi, yj) = α1yiy
′
j




(yi − yj)(yi − yj)′
σ2
)
κ(yi, yj) = α1 sin
−1
 wyiy′j + b√
(wyiy
′
i + b+ 1)(wyjy
′
j + b+ 1)

L’utilisation des processus gaussiens (GP) pour modéliser les variables latentes signifie que
nous pouvons exprimer l’incertitude sur la position des points dans l’espace de départ. D’après
la formulation 2.27, le niveau d’incertitude est partagé parmi les p dimensions de l’espace de
départ et peut être visualisé dans l’espace latent. Même si la vraisemblance est le produit de
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FIG. 2.16 – Visualisation des variables latentes du modèle GPLVM pour l’ensemble d’entrée
« bras de Venus ». L’échelle des gris indique la précision avec laquelle les variables latentes sont
projetées. Le modèle utilise une fonction de covariance gaussienne et il a été initialisé avec la
méthode d’Isomap.
p processus gaussiens, on considère que chaque dimension est indépendante et identiquement
distribuée et on utilise une unique fonction de covariance pour toutes les dimensions.
La complexité O(n3) de l’algorithme limite son application pratique. Néanmoins, l’expres-
sion des GP a posteriori permet d’utiliser des sous-ensembles de variables dans les étapes
d’optimisation et d’étendre les résultats au reste des variables. Soit I un sous-ensemble de d
points « actifs » pour lesquels on a calculé des valeurs des paramètres du noyau et des positions













σ2j = κ(yj, yj)− kj,IK−1I,I kj,I
2.3.5 Kernel PCA
L’analyse en composantes principales (PCA) détermine un ensemble réduit d’axes ortho-
gonaux sur lesquels on peut projeter les données de départ tout en gardant le maximum de
80
2.3. Méthodes non-linéaires
FIG. 2.17 – Visualisation des variables latentes du modèle GPLVM pour l’ensemble d’entrée
« oil » (trois classes de 12 dimensions à séparer). Le modèle utilise une fonction de covariance
MLP et il a été initialisé avec la sortie du PCA.
variance de l’ensemble. Les axes où la variance des données est réduite peuvent être éliminés
pour obtenir une réduction de la dimensionnalité avec perte minimale d’information. La trans-
formation est, par définition, linéaire (matrice de passage orthogonale). Néanmoins, pour des
vecteurs représentant des phénomènes complexes, nous obtenons généralement des relations
non-linéaires entre les différentes dimensions.
Lors de la définition des fonctions noyaux, nous avons vu que plusieurs méthodes linéaires
d’apprentissage statistique pouvaient être généralisées pour avoir des comportements non-linéaires
en utilisant « l’astuce du noyau », qui substitue les produits scalaires euclidiens dans l’espace
de départ. La généralisation non-linéaire du PCA est obtenue de cette manière.
Étant donné les vecteurs de départX = {x1, . . . , xn}, xi ∈ Rp, Kernel PCA [Sch98] calcule
les composants principaux des vecteurs de caractéristiques {Φ(x1), . . . ,Φ(xn)}, Φ(xi) ∈ H.
Il est possible que H soit de dimensionnalité infinie, dans ce cas, on ne peut pas construire
explicitement une matrice de covariance dans l’espace de caractéristiques. On doit reformuler le
problème et le présenter avec une fonction noyau κ(x, z). La transformation non-linéaire Φ(x)
implicite dans la fonction noyau permet au Kernel PCA de trouver un sous-espace qui, plus
qu’une réduction de dimensionnalité, est le résultat d’un processus d’extraction d’information.
La matrice de covariance des données de départ X dans l’espace de caractéristiques est :
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où µ = 1
n
∑
iΦ(xi). On cherche donc les vecteurs propres u :
Cu = λu
Selon la décomposition en valeurs singulières [Hor90], il y a une relation étroite entre la ma-
trice de covariance des données centrées dans l’espace de caractéristiques nC = Φ(X)′Φ(X)
et la matrice noyau K = Φ(X)Φ(X)′ de l’ensemble X [ST04]. Si u est un vecteur propre de
nC et v est un vecteur propre de K :
nC = UΛpU
















ce qui implique que Φ(X)′v est un vecteur propre de nC (et donc les vecteurs propres deK
s’étendent dans l’espace défini par les coordonnées {Φ(x1), . . . ,Φ(xn)}). Le carré de la norme
de ce vecteur est ||Φ(X)v||2 = v′Φ(X)Φ(X)′v = λ. De cette manière, on obtient une relation










λ est une valeur propre de K et de nC. Nous avons ainsi une expression pour le j-ième











Pour utiliser le Kernel PCA, un vecteur x de l’espace de départ est d’abord transféré à
l’espace de caractéristiques. La projection de Φ(x) sur la direction uj est donnée par :












où αj = 1√
λj
vj , j = 1, . . . , q. Pour garder le maximum de variance de l’espace de caractéris-
tiques, les coefficients αj correspondent aux valeurs et vecteurs propres deK les plus élevés.
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Un problème intéressant lié au Kernel PCA est le calcul de z˜, l’estimation dans l’espace de
départ de la projection de Φ(z) sur les premiers vecteurs propres de l’espace de caractéristiques.
La recherche du meilleur z˜ est connue comme le « problème de la pré-image » et plusieurs
solutions ont été envisagées [Kwo03].
Définition 20 Pseudo-code de l’algorithme Kernel PCA.
1. Calcul de la matrice noyau des données d’entrée.K = κ(xi, xj), i, j = 1 . . . n.
2. Centrage de K. K˜ = K −−→1 nK −K−→1 n +−→1 nK−→1 n. (−→1 n)ij = 1
n
∀ i, j.
3. Diagonalisation de K˜. [V,Λ] = eig(K˜).
4. Calcul des coefficients αj =
1√
λj
vj, j = 1 . . . q.
5. Pour un vecteur x d’entrée, la projection vers les q premières composantes de l’espace








κ˜(x, xi) = (Φ(x)− Φ(x))′(Φ(xi)− Φ(x))
















FIG. 2.18 – Application du Kernel PCA avec noyau gaussien à l’ensemble « Bras de Venus ».
L’algorithme est impropre pour donner la structure intrinsèque des données.
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Comme les projections du Kernel PCA sont réalisées dans un espace de dimensionnalité
parfois beaucoup plus grand que p, le nombre de projections utiles peuvent excéder p. Kernel
PCA est souvent utilisé avec le noyau polynomial ou gaussien. Il faut remarquer que ces noyaux
ne sont pas adaptés pour l’apprentissage des variétés. La figure 2.18 montre les résultats erronés
de l’application de Kernel PCA avec un noyau gaussien à l’ensemble « bras de Venus ». Par
contre, il est performant pour séparer les classes de l’ensemble de test « Oil » (figure 2.19).
Néanmoins, dans le chapitre suivant, on va considérer les matrices dérivées d’Isomap et LLE
comme des matrices noyau générées à partir des graphes pondérés au lieu des fonctions noyau
prédéterminées.
FIG. 2.19 – Application du Kernel PCA avec noyau gaussien à l’ensemble d’entrée « oil ».
L’algorithme sépare les classes présentes dans l’ensemble tout en réduisant la dimensionnalité




Les méthodes spectrales s’appliquent au problème de la réduction de la dimensionnalité en
considérant que les données font partie d’une variété dans un espace euclidien. L’objectif des
méthodes est de produire des coordonnées de faible dimensionnalité en préservant la structure
du voisinage de la variété. Autrement dit, les points qui sont voisins dans la variété sont aussi
voisins dans la paramétrisation réduite des données.
Chaque méthode spectrale de réduction de la dimensionnalité présente des avantages et des
inconvénients.
Isomap est une généralisation du MDS dans laquelle la projection de faible dimensionnalité
préserve les distances géodésiques (distances au long de la variété dont les données sont échan-
tillonnées) entre paires de données. Les distances sont estimées par le calcul des plus proches
chemins entre les maillages des données.
Les travaux théoriques [Ber00] montrent que dans la limite n → ∞, si les données sont
issues d’une variété convexe enRp, Isomap donne la structure intrinsèque de faible dimension-
nalité de l’ensemble. Les variétés d’images générées par des translations et des rotations font
partie de cette catégorie [Don05].
LLE, comme Isomap, définit aussi un système de coordonnées global de faible dimension-
nalité. Les pondérations de reconstruction de LLE saisissent les propriétés intrinsèques des
voisinages, les propriétés invariantes à la translation, à l’échelle et à la rotation. L’analyse col-
lective des voisinages locaux qui se chevauchent donne alors une information sur la géométrie
globale des données.
Isomap essaie de préserver les propriétés géométriques globales de la variété (caractérisées
par les distances géodésiques entre points lointains) tandis que LLE essaie de préserver les
propriétés locales de la variété (caractérisées par les coefficients linéaires des reconstructions
locales).
Il y a une variante d’Isomap qui tente de conserver les angles des données de départ (« confor-
mal embedding ») [Sil03], ce qui permet de gérer certaines non convexités de l’ensemble.
La variante de LLE appelée Hessian LLE donne aussi la représentation correcte des données
en faible dimension sans que la variété d’origine ne soit obligée d’être convexe. Néanmoins,
Hessian LLE est sensible à la dimensionnalité des données de départ, car il doit estimer les
dérivées secondes dans l’espace local de chaque point, ce qui est difficile avec des données de
haute dimensionnalité.
Le tableau 2.1 présente un résume des propriétés des méthodes.
Quand la taille des données devient importante, tous les algorithmes spectraux présentent
des problèmes de calcul car les méthodes de diagonalisation de matrices, de recherche des
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TAB. 2.1 – Comparaison entre les algorithmes de réduction non-linéaire de la dimensionnalité.
Isomap LLE Laplacian Eig Kernel PCA
Aperçu de la dimension intrinsèque Oui Non Non Non
Matrice noyau creuse Non Oui Oui Non
Traitement de variétés non-convexes Non Hessian LLE Non Non
voisins les plus proches et de parcours de graphes atteignent leurs limites. LLE et les Laplacian
eigenmaps utilisent des matrices éparses et peuvent gérer beaucoup plus de données que Kernel
PCA, GPLVM ou Isomap (n < 10000). En ce qui concerne Isomap, le temps de calcul le plus
important est pris par l’évaluation des distances dans le graphe, situation qui a été allégée dans
la version Landmark Isomap et pour l’algorithme de Nyström [Pla05]. Les algorithmes fondés
sur le calcul des graphes ont besoin d’une méthode pour trouver les voisins les plus proches des
données, dont les versions plus simples présentent une complexité O(n2), mais des solutions
plus efficaces peuvent être envisagées pour obtenir de meilleures performances.
La recherche actuelle sur les méthodes spectrales se concentre sur :
1. le traitement de variétés à géométrie complexe.
2. la maîtrise de la sensibilité au bruit.
3. la projection des données non vues dans l’apprentissage (« out of sampling extension »).
4. l’échelle des ensembles de taille plus importante.
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Les méthodes d’apprentissage non supervisé ont pour but d’extraire les caractéristiques les
plus importantes d’un ensemble d’échantillons. Par exemple, l’apprentissage de variétés dé-
couvre des surfaces de haute densité et de faible dimensionnalité à l’intérieur d’une distribution.
Les algorithmes de regroupement détectent aussi la concentration des données en zones de haute
densité, nommées « clusters » (groupes). Dans ce chapitre, nous allons analyser une méthode
spectrale de regroupement appelée « spectral clustering » dont l’interprétation est une variante
du Kernel PCA et des Laplacian Eigenmaps. Nous allons également nous intéresser à d’autres
équivalences entre les méthodes spectrales : le LandmarkMDS, considéré comme un algorithme
de Nyström (décrit dans l’annexe B), et le Kernel PCA, vu comme une variante du MDS.
Les méthodes spectrales peuvent être assimilées à des fonctions noyaux construites à partir
d’un ensemble de données d’apprentissage, selon la vision de [Ham04]. Plus généralement, on
estime que ces méthodes extraient les fonctions propres d’une distribution, donc une extension
aux données de test est possible [Ben04].
3.2 Regroupement spectral
L’utilisation des méthodes spectrales en tâches de regroupement est relativement récente et
leurs résultats sont très intéressants car ils sont proches de ceux obtenus par les humains. Le
regroupement spectral (spectral clustering) est capable de définir des groupes qui ne constituent
pas des régions convexes dans l’espace, ce qui est presque impossible avec les méthodes de re-
groupement classiques (k-means, single linkage, etc.). Différents algorithmes de regroupement
spectral ont été proposés utilisant les vecteurs propres de diverses manières.
En général, l’objectif des algorithmes de regroupement est d’identifier, dans une distribution
de données, les sous-ensembles qui manifestent un « comportement » similaire.
Définition 21 Graphes de similarité.
Étant donné un ensemble de données {x1, . . . , xn} et une notion de similarité cij ≥ 0 entre
toutes les paires des données xi et xj , l’idée intuitive du regroupement est de diviser les vecteurs
en plusieurs groupes de telle manière que les vecteurs d’un même groupe soient considérés
« similaires » tandis que des vecteurs situés dans des groupes distincts soient définis comme
« différents ».
Si la seule information que l’on a est la similarité entre vecteurs, une manière de repré-
senter les données est en forme de graphe de similarité G = (s, a). Les sommets si du graphe
représentent les vecteurs xi. Deux sommets sont connectés si la similarité cij entre les points
correspondants est positive, et l’arête a d’union est pondéré par cij .
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Nous admettons que les graphes sont pondérés, c’est-à-dire que chaque arête entre deux
sommets est associée à un poids non négatif wij ≥ 0. La matrice de similarité du graphe est la





La matrice de degréD est définie comme une matrice diagonale avec les degrés d1, d2, . . . , dn






3.2.1 Le regroupement spectral vu comme la partition d’un graphe
Quand les données sont présentées en forme de graphe de similarité, le problème du regrou-
pement est reformulé : maintenant nous voulons trouver une division (« cut ») du graphe de telle
sorte que les arêtes entre les groupes possèdent une faible pondération et les arêtes à l’intérieur
d’un groupe aient un poids important.





Étant donné un graphe de similarité et une matrice de pondérations W , la façon la plus
directe de construire une partition est de résoudre le problème dit de mincut, qui est défini
comme le choix de la partition A1, . . . , Ak qui minimise :




A est le complément du sous-ensemble A ⊂ S. Pour k = 2, le mincut est facile à ré-
soudre, mais très souvent les résultats sont décevants car on a tendance à séparer seulement un
sommet du reste du graphe (il est toujours moins coûteux d’isoler un sommet que de trouver
une partition équilibrée). Pour remédier à ce problème, Shi et Malik [Shi00] ont proposé une
nouvelle définition du coût d’une coupure, en demandant que les sous-ensembles A1, . . . , Ak
soient « raisonnablement » grands. Ils ont proposé la coupure normalisée :







Cette nouvelle fonction prend une valeur faible si la taille des groupes Ai n’est pas trop
petite. En fait, le minimum de la fonction
∑k
i=1(1/vol(Ai)) est obtenu si tous les vol(Ai)
sont identiques. Elle essaie alors de produire des groupes équilibrés en fonction de leur degré.
Malheureusement, l’introduction des contraintes de balance fait que le problème devient NP-
hard et que la seule approche efficace de solution passe par une modification du problème vers
une version plus facile à résoudre.
Définition 22 Matrice laplacienne L d’un graphe.
Il existe tout un domaine consacré à ces matrices, décrit en [Chu97].
La matrice laplacienne non normalisée est définie ainsi :
L = D −W
Les propriétés les plus importantes sont :






































wij(fi − fj)2 (3.1)
– la matrice L est symétrique et semidéfinie-positive (sdp). La symétrie de L vient de la
symétrie deW etD. Le fait qu’elle soit sdp est une conséquence de f
′
Lf ≥ 0, ∀f ∈ Rn.
– la plus petite valeur propre de L est 0 et correspond au vecteur propre constant
−→
1 .
– L possède des valeurs propres non négatives 0 = λ1 ≤ λ2 ≤ . . . ≤ λn.
La matrice laplacienne normalisée est définie comme suit :
L˜ = D−1/2LD−1/2 = I −D−1/2WD−1/2
Les propriétés les plus importantes sont :
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– 0 est une valeur propre de L correspondant au vecteur propre D1/2
−→
1 .
– L est une matrice sdp et possède n valeurs propres non négatives 0 = λ1 ≤ λ2 ≤ . . . ≤ λn.




Étant donné un sous-ensemble A ⊂ S, on définit un vecteur indicateur des groupes f =
(f1, . . . , fn)





si si ∈ A
− 1
vol(A)
si si ∈ A
(3.3)


















































































Cela signifie que le vecteur (Df)′ est orthogonal au vecteur constant
−→
1 . Ncut pose un
problème d’optimisation combinatoire NP-hard quand les coordonnées du vecteur solution f
prennent seulement deux valeurs possibles. Il faut s’affranchir de cette condition en écartant les
valeurs discrètes de fi, ce qui permet que fi ∈ R. Cela revient à minimiser f
′
Lf
f ′Df en respectant
la condition f ′D
−→










et y ⊥ D1/2−→1 , ||y||2 = vol(S). La matrice sdp L˜ = D−1/2LD−1/2 est le Laplacien
normalisé. On sait que D1/2
−→
1 est un vecteur propre de L˜ correspondant à la valeur propre
minimale 0.






est atteint quand y est un
vecteur propre correspondant à la deuxième plus petite valeur propre de L˜. 0 peut être une
valeur propre multiple si G a plus d’un composant connecté.
On a trouvé une solution au problème Ncut avec deux groupes : c’est le deuxième plus
petit vecteur propre du Laplacien normalisé. Néanmoins, pour obtenir la partition du graphe
on a besoin de transformer le vecteur solution y et de changer ses valeurs réelles en valeurs
discrètes correspondants au vecteur indicateur des groupes. On peut écrire :{
si ∈ A à condition que yi ≥ 0
si ∈ A à condition que yi < 0
Dans la configuration de k > 2 groupes, les vecteurs indicateurs sont définis ainsi : fi =













LH) sous réserve que H
′
DH = I








La solution de ce problème se fait avec la matrice U qui contient les k plus petits vecteurs
propres de L˜. Pour reconvertir la solution vers une partition discrète, on applique l’algorithme
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3.2.2 Le regroupement spectral selon la théorie de perturbation de ma-
trices
On a mentionné que si un graphe consiste en k composants non connectés, chaque compo-
sant possède un Laplacien avec une valeur propre égale à 0. Dans ce cas, l’espace propre est
couvert par les vecteurs indicateurs des k composants. La théorie de perturbation de matrices
stipule que même si l’on n’a pas une situation idéale où la similarité entre clusters est nulle,
mais une valeur faible, les vecteurs propres correspondants aux k premières valeurs propres
doivent être proches du cas idéal, et on doit pouvoir trouver des groupes à partir de ces vecteurs.
L’algorithme proposé par [Ng01] est fondé sur les arguments de la théorie de perturbation.
Pour l’expliquer on considère le cas idéal où :
1. les données sont ordonnées par rapport au groupe auquel elles appartiennent.
2. les groupes sont infiniment loin les uns des autres.
Dans cette situation W˜ est composé des blocs diagonales et chaque blocW ii représente les




0 W 22 0
0 0 W 33






Comme L˜ est composé de blocs diagonaux, ses vecteurs et valeurs propres sont l’union des
vecteurs et valeurs propres des blocs complétés par zéros. Si l’on récupère le premier vecteur

















Alors, chaque ligne Yj correspond à un groupe original. Dans le cas réel, où il n’a pas de
distances infinies entre groupes, on espère encore retrouver une configuration stable de regrou-
pement. Dans l’exemple, ça doit arriver si la différence entre la 3me et 4me valeur propre de L˜
est importante. Cette différence est appelée eigengap.
Définition 23 Algorithme de regroupement spectral normalisé de Ng, Jordan et Weiss [Ng01].
Étant donné un ensemble X = {x1, . . . , xn} dans Rp, on veut trouver un regroupement en
k groupes.
1. construire la matrice d’affinités W ∈ Rn×n définie par : Wij = e−
||xi−xj||2




2. D est une matrice diagonale dont l’élément (i, i) est la somme de la W -ième ligne.
Construire la matrice L = D−1/2WD−1/2.
3. calculer v1, . . . , vk, les k plus grands vecteurs propres de L. Rassembler ces vecteurs
orthogonaux dans la matrice V = (v1, . . . , vk) ∈ Rn×k.
4. Y est la matrice qui résulte de la normalisation de V . Désormais chaque ligne de V est






5. traiter chaque ligne de Y comme un vecteur en Rk et les regrouper en k clusters via
l’algorithme des k-means.
6. associer à chaque point original xi le groupe j si et seulement si la ligne i de la matrice
Y a été couplée avec le groupe j.
Dans la figure 3.1 on montre un exemple de l’utilisation de cet algorithme, avec deux
groupes à séparer.
La théorie de perturbation analyse le problème de la variation des valeurs et vecteurs propres
d’une matrice A après une petite perturbation H , A˜ = A + H . Les théorèmes de perturbation
(par exemple le théorème 4) établissent que la distance entre A et A˜ est limitée par la norme de
H multipliée par une constante. Cette constante dépend de la valeur propre que l’on est en train
d’observer et de la différence entre cette valeur et le reste du spectre.
Théorème 4 Théorème de Davis-Kahan.
Soient A,H ∈ Rn×n des matrices symétriques, et ||·|| la norme de Frobenius de matrices.
Considérez A˜ = A+H comme une version perturbée de A. Soit T1 ⊂ R un intervalle. σT1(A)
est l’ensemble des valeurs propres deA contenues en T1 et V1 est l’espace propre correspondant
à ces valeurs. σT1(A˜) et V˜1 sont les quantités analogues de A˜. La distance entre T1 et le spectre
de A hors T1 est :
δ = min{|λ− t|; λ valeur propre de A, λ 6∈ T1, t ∈ T1}
Alors la distance d(V1, V˜1) entre les deux sous espaces V1 et V˜1 est bornée par :
d(V1, V˜1) ≤ ||H||
δ
Pour interpréter le théorème 4, on considère que A correspond à la matrice laplacienne du
cas idéal et que le graphe est constitué par k composants non connectés. La matrice A˜ est la
version perturbée du Laplacien, où à cause du bruit les k composants du graphe ne sont pas
complètement déconnectés, ils sont désormais reliés par quelques arêtes de faible pondération.
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Pour le regroupement spectral, on considère les k premiers vecteurs et valeurs propres de
L˜. En fait, le choix de l’intervalle S1 est critique. Pour que le regroupement fonctionne, les k
premières valeurs propres de L˜ et de L doivent se retrouver dans S1. Cette condition est relative-
ment facile à accomplir si la perturbation H = L− L˜ est petite et si l’eigengap |λk − λk+1| est
grand. Le théorème de Davis-Kahan nous dit que l’espace propre idéal (L) et l’espace perturbé
(L˜) sont proches car leur distance est limitée à ||H|| /δ.
FIG. 3.1 – Application du regroupement spectral. Deux groupes non convexes sont identifiés en
utilisant les deux plus grands vecteurs propres du Laplacien normalisé du graphe. L’eigengap
montre l’existence de deux groupes dans l’ensemble.
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3.3 Définition du regroupement spectral dans le cadre des
Laplacian Eigenmaps
La réduction de la dimensionnalité obtenue par les Laplacian Eigenmaps dans la section 2.3.3
utilise les projections fournies par les vecteurs propres du Laplacien du graphe, qui approchent
les fonctions propres de l’opérateur Laplace-Beltrami sur une variété. Curieusement, cette solu-
tion a une forte relation avec la technique de regroupement spectral décrite dans le paragraphe
précédant.
Dans le cadre des Laplacian Eigenmaps, on cherchait la solution :
min
y
y′Ly avec y′Dy = 1 et y′D1 = 0
obtenue par les vecteurs propres associés aux plus petites valeurs propres de :
Ly = λDy









avec y′D1/21 = 0
qui a aussi comme solution le vecteur propre correspondant à la deuxième plus petite valeur
propre de L˜.
L’observation principale est celle-ci : le processus de réduction de la dimensionnalité qui
préserve la localité entre voisins a la même solution que celle du regroupement spectral. Donc,
les Laplacian Eigenmaps peuvent être considérés comme une procédure qui impose un « re-
groupement léger » ou « naturel » aux données d’entrée.
3.4 Landmark MDS est un algorithme de Nyström
La définition 13 décrit l’algorithme Landmark MDS. C’est une méthode qui permet l’exé-
cution rapide de l’algorithme d’échelle multidimensionnelle (MDS). Ces méthodes reçoivent
comme point de départ une matrice de distances entre points. On aboutit à un vecteur de
coordonnées euclidiennes pour chacun de ces points.
L’annexe B explique l’algorithme de Nyström, qui a été conçu à partir d’une autre pro-
blématique. Il s’agit de l’approximation des éléments d’une matrice de produits scalaires à
partir d’un sous-ensemble de données originales. L’approximation de Nyström est utilisée soit
pour accélérer la solution des séparateurs à vaste marge (SVM) soit dans les problèmes de
regroupement spectral.
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Dans [Pla05], l’auteur établit une claire relation entre l’algorithme Landmark MDS et celui
de Nyström. Elle permet de les interpréter dans un cadre commun : celui de l’approximation des
vecteurs propres d’une matrice de taille considérable à partir d’une sous matrice qui contient
des éléments originaux choisis aléatoirement.
Les matrices K et D (représentant des produits scalaires 〈xi · xj〉) utilisées par Nyström et















Nyström permet le calcul des coordonnées xi en utilisant l’information des matrices A et B.
Il considère que K est semidéfinie-positive, et donc exprimable en termes de produits scalaires
des deux matrices X et Y :
K =
[
XX ′ XY ′
Y X ′ Y Y ′
]
on voit que :A = XX ′ etB = XY ′. Selon MDS, la solution pour trouverX s’obtient par la
décomposition de A (A = UΛU ′) et donc les coordonnées ainsi déterminées sont X = UΛ1/2.
En conséquence, Y devient :
Y = B′X−1 = B′UΛ−1/2




λqUiq quand 0 < i ≤ r∑
r BriUrq/
√
λq quand r < i ≤ m
(3.4)
Pour observer l’équivalence entre Nyström et Landmark MDS, les matrices A et B doivent
















































E2gh) est annulé car il entraîne
un déplacement non pertinent de l’origine. Dans l’expression de Landmark MDS le deuxième
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F 2gj) n’est pas non plus présent, ceci s’explique car il signifie une










L’équation obtenue par Landmark MDS dans la définition 13 était :
Xq×r = Λ1/2U ′ quand 0 < i ≤ r
Xq×m = −1
2
(UΛ1/2)−T (F − EI) quand r < i ≤ m
Elle est donc équivalente à l’approximation de Nyström de l’équation 3.4 quandA etB sont
calculées avec les matrices MDS des équations 3.5 et 3.7 respectivement.
3.5 Équivalence entre Kernel PCA et MDS métrique
Jusqu’à maintenant, chaque fois que l’on a fait référence à l’algorithme d’échelle multidi-
mensionnelle, on a parlé de la version de MDS qui utilise une matrice de distances dij entre n
points. Cette version est nommée « échelle classique ».
Dans la version de MDS appelée « métrique », la forme dij est remplacée par une fonction
f(δij), où δij représente une mesure de dissimilarité entre deux objets xi et xj . Selon [Wil01],
quand Kernel PCA utilise une fonction noyau « isotropique » (fondée sur la distance euclidienne
de ses arguments, tel le noyau gaussien), ce que l’on est en train d’appliquer aux données est en
fait l’algorithme MDS métrique.
3.5.1 MDS classique et PCA
La notation simplifiée de MDS classique (révisé dans la section 2.2.3) est :
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B = (xi − x)(xj − x)′
B = (HX)(HX)′ B est symétrique et semidéfinie-positive




H est appelée « la matrice de centrage » (c’est pourquoi on appelle parfois l’opération
B = HAH comme le « double centrage » de A). Pendant l’analyse de PCA (section 2.2.1)
et Kernel PCA (section 2.3.5) on avait déjà établit que, étant donné un ensemble X :
1. les valeurs propres de la matrice de covariance sont les mêmes que celles dérivées de la
matrice de produits scalaires.
2. le produit deX par les vecteurs propres de la matrice de produits scalaires B est égal aux
vecteurs propres de la matrice de covariance nC.
Avec la notation simplifiée, on démontre ces affirmations comme suit. La matrice de cova-
riance C est :
nC = (HX)′(HX)
soit vi un vecteur propre de B,
Bvi = λivi
si l’on multiplie cette expression par (HX)′,
(HX)′(HX)(HX)′vi = λi(HX)′vi
λi est alors une valeur propre de nC avec le vecteur propre correspondant yi = (HX)′vi.
y
′









En analogie, on observe que la projection deX sur les vecteurs propres de nC est la solution
du MDS classique.
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3.5.2 MDS métrique
MDS métrique est aussi connu comme un algorithme « d’échelle métrique par moindres
carrés » car cette méthode analyse les valeurs d’une fonction monotone de dissimilarité f(δij)
pour trouver une représentation des points xi en utilisant les moindres carrés. MDS métrique
définit une fonction d’erreur :
S =
∑





Les wij sont des pondérations choisies convenablement. Par exemple, si wij = δ−1ij , les
points avec petites dissimilarités reçoivent des pondérations importantes. Au moyen des dé-
rivées de S par rapport aux coordonnées xi (qui définissent les dij) on peut appliquer des
techniques de minimisation du gradient pour trouver les valeurs des xi qui minimisent S. Les
distances dij ne doivent pas être forcement euclidiennes.
Si f(δij) possède certains paramètres θ, elle est aussi adaptable et les valeurs optimales des
paramètres peuvent être obtenus avec la régression par moindres carrés. Un exemple de fonction
avec paramètres est : f(δij) = α+ βδij .
Exemple 8 La projection de Sammon.
La projection de Sammon [Sam69] est un exemple de MDS métrique par moindres carrés.
Elle définit des projections non-linéaires sur un espace euclidien à partir de valeurs de dissimi-
larité.
Étant donné une matrice n × n de dissimilarités δij , on veut projeter n « objets » vers n
vecteurs (x1, . . . , xn) appartenant à un espace de faible dimensionnalité, de telle manière que
la distance entre xi et xj soit aussi proche de δij que possible. L’efficacité de cette estimation










où dij = ||xi − xj|| est la distance entre xi et xj . La quantité (dij−δij)2 mesure l’écart entre
la dissimilarité observée et la distance calculée. Elle est pondérée par δ−1ij car si la dissimilarité
est grande, on doit être plus tolérant envers l’écart. La division par
∑
ij δij permet de rendre
S indépendante de l’échelle. Sammon propose une formule itérative pour trouver les xi qui
minimisent S :
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D’autres procédures d’optimisation non-linéaire peuvent être utilisées. Il est aussi possible
de calculer la projection de Sammon avec un réseau de neurones non récurrents.
La projection de Sammon est « globale ». Elle considère toutes les distances entre les n
objets. Cela peut être un désavantage pour récupérer la structure de variétés non-linéaires
(par exemple, « Le bras de Venus », voir figure 3.2), où les distances euclidiennes entre points
lointains n’apportent pas d’informations fiables sur leur vrai forme.
FIG. 3.2 – Exemples de la projection de Sammon.
3.5.3 Relation entre Kernel PCA et MDS métrique
Dans la section 2.3.5 on a étudié la formulation de l’algorithme Kernel PCA. Il utilise la re-
lation entre B et nC mentionnée auparavant sauf que désormais la matrice de produits scalaires
est remplacée par une matrice noyau K = κ(xi, xj), i, j = 1, . . . , n. Normalement NF 6 > n
6dimensionnalité de l’espace de caractéristiques F
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donc l’utilisation de K est plus efficace que celle de nC dans l’espace de caractéristiques (de
toute manière nC serait une matrice singulière).K doit être centrée, K˜ = HKH . On peut voir
que la projection de données sur les vecteurs propres de K correspond à la mise en œuvre de
MDS classique dans l’espace de caractéristiques.
Une fonction noyau κ(xi, xj) est stationnaire si elle dépend seulement du vecteur τ = xi − xj .
Une fonction stationnaire de covariance est isotropique si κ(xi, xj) dépend seulement de la
distance δij , avec δ2ij = τ · τ , alors on peut écrire κ(xi, xj) = r(δij). On considère que le noyau
est normalisé et que r(0) = 1. Un exemple de noyau isotropique est le noyau gaussien.
Considérez la distance euclidienne dans l’espace de caractéristiques. On observe :
δ˜2ij = (Φ(xi)− Φ(xj))(Φ(xi)− Φ(xj))′
Avec un noyau isotropique, cela peut être exprimé par δ˜2ij = 2(1−r(δij)). La matriceA possède





1 ′, par conséquence HAH = HKH .
On voit que la configuration de points dérivant de l’application de MDS classique à K
donne des valeurs approchées des distances de l’espace de caractéristiques calculées avec δ˜ij =√
2(1− r(δij)). Les δ˜ij sont donc une fonction non-linéaire des δij . Kernel MDS est donc un
exemple de MDS métrique.
Pour des noyaux non stationnaires (par exemple le noyau polynomial), on peut voir que la
procédure Kernel MDS opère aussi sur la matriceHKH , cependant la distance δ˜ij dans l’espace
de caractéristiques n’est pas une fonction de δij , et la relation dij ≈ f(δij) n’est pas vérifiée.
3.6 Kernel PCA et Regroupement spectral définissent des fonc-
tions propres
Dans [Ben03b], les auteurs révèlent une équivalence directe entre le regroupement spec-
tral et Kernel PCA. Ils montrent que ces algorithmes sont des cas particuliers d’un problème
d’apprentissage plus général, celui de l’estimation des fonctions propres principales d’un noyau
quand ces fonctions font partie d’un espace de Hilbert dont le produit scalaire est défini par
rapport à un modèle de densité.
3.6.1 Décomposition des fonctions noyaux
[Wil00] montre que la formule de Kernel PCA est proportionnelle à l’équation de Nyström
(la justification de la procédure de Nyström est la convergence des vecteurs et valeurs propres
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quand le nombre d’exemples augmente, voir annexe B). Dans le même esprit, le travail de [ST03]
définit les bornes de l’erreur de convergence de Kernel PCA. À partir de ces résultats, il est
possible d’établir que la limite d’un vecteur propre issue d’une méthode spectrale est la fonction
propre d’un opérateur linéaire, et donc le i-ème élément du vecteur propre vk converge vers
l’évaluation de la fonction propre φk en xi.
Soit X = {x1, . . . , xn} un ensemble échantillonné de manière indépendante et identique-
ment distribuée (i.i.d.) à partir d’une distribution de probabilité p(x) de densité continue. p˜(x)
est la distribution empirique correspondante. Considérons l’espaceHp de fonctions f 7 continues
et intégrables : ∫
f 2(x)p(x)dx < +∞
Le produit scalaire enHp est :
〈f · g〉p =
∫
f(x)g(x)p(x)dx (3.9)
ce qui définit la norme des fonctions telle que ||f ||2 = 〈f · f〉. Étant donné que la densité
p(x) est inconnue, on rappelle que dans l’espace de Hilbert « empirique »Hep :




Si κ(x, z) est une fonction noyau (pas nécessairement semidéfinie-positive) avec un spectre










L’opérateur (κepf)(x) converge vers (κpf)(x) quand n → ∞. Selon [Wil00], les fonctions
propres de l’opérateur linéaire correspondant à une fonction noyau sont définies par les solutions
du système : ∫
κ(x, z)p(x)φk(x)dx = λkφk(z) (3.10)
7On parle en termes de fonctions pour simplifier. On ne travaille pas vraiment avec des fonctions, mais avec
des « classes ou ensembles d’équivalence » : on dit que deux fonctions continues f et g appartiennent à la même
classe d’équivalence (par rapport à une densité p) si et seulement si
∫
(f(x)− g(x))2p(x)dx = 0.
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κ(xi, z)φk(xi) ' λkφk(z) ∀z ∈ X (3.11)
Cette équation est l’approximation de Nyström de la k-ième fonction propre de l’opéra-
teur κ. Nous considérons que les vecteurs et fonctions propres sont normalisés et ordonnés de
manière non croissante par rapport à sa valeur propre correspondante. SiK est la matrice n×n
de Gram obtenue à partir de X par Kij = κ(xi, xj) et V est la matrice contenant les vecteurs
propres orthonormés vk de K dans ses colonnes, alors, V ′V = I et :
n∑
j=1
κ(xi, xj)Vjk = λ˜kVik
3.6.2 Fonctions propres principales et regroupement spectral
Selon la formulation du regroupement spectral (section 3.2), la projection en faible dimen-
sion yi d’un vecteur d’entrée xi est obtenue à partir des vecteurs propres principaux vk du
Laplacien :
yik = Vik
Définition 24 La projection de faible dimension yi d’un vecteur d’entraînement xi obtenue par





où φk est la k-ième fonction propre principale du Laplacien L. Le Laplacien est consideré
comme un opérateur κep normalisé.
[Ben03b] démontre qu’il n’y a qu’une fonction f associé à un scalaire λ qui minimise
l’expression : ∫
(κ˜(x, z)− λf(x)f(z))2p(x)p(z)dxdz
tel que ||f || = 1. Cette fonction est une solution de l’équation 3.10. Alors, λ et f sont
respectivement la valeur et la fonction propre principales du κ˜, qui peut être une fonction noyau
normalisée comme celle utilisée par le regroupement spectral. Dans le cadre d’une densité
empirique, l’équation à employer est la 3.11, où on substitue chaque valeur de x par xi.
Si l’on considère ui = f(xi) et K˜ = κ˜(xi, xj), on peut écrire :
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K˜u = nλu
Le regroupement spectral résout le même problème (à part la mise en échelle de la valeur
propre par n). On obtient donc pour le vecteur propre principal le résultat attendu :
Vi1 = φ1(xi)
Pour les autres coordonnées, on ne considère pas seulement la première mais les k premières
fonctions propres qui rapprochent le mieux la fonction noyau dans le sens de la moyenne de
l’erreur carrée (cela en analogie avec les vecteurs propres du PCA) :





Et donc Vi2 = φ2(xi), Vi3 = φ3(xi), etc.
On montre ainsi l’équivalence entre les vecteurs propres principaux d’une matrice de Gram
normalisée et les fonctions propres principales d’un noyau, quand l’espace de Hilbert est défini
avec un produit scalaire tel celui de l’équation 3.9, et la densité dans le produit scalaire est la
densité empirique.
3.6.3 Fonctions propres principales et Kernel PCA
D’après le développement fait pour Kernel PCA (section 2.3.5), la projection d’un vecteur
de test x sur la k-ième composante principale dans l’espace de caractéristiques est :





où les uk sont les vecteurs propres principaux de la matrice de covariance. Ces vecteurs sont







Définition 25 Si pik(x) est la projection d’un vecteur de test x sur la k-ième composante prin-




où λk est la k-ième valeur propre de κp et φk est la fonction propre correspondante.
106
3.6. Kernel PCA et Regroupement spectral définissent des fonctions propres














































Φ(x) · (C 〈φk,Φ〉) = Φ(x) · (λk 〈φk,Φ〉)
〈φk,Φ〉 sont des vecteurs dans l’espace de caractéristiques définis par l’intégrale :∫
φk(y)Φ(y)p(y)dy
Cette affirmation est vraie pour tout x, par conséquent :
Cvk = λkvk
où vk = 〈φk,Φ〉 est le k-ième vecteur propre de C. La projection d’un vecteur de test sur ce
vecteur propre est :








La mise en relation des deux dernières définitions révèle l’équivalence entre la projection
réalisée par le regroupement spectral et celle du Kernel PCA (à part la mise en échelle des
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valeurs propres et la normalisation différente du noyau). On peut alors conclure que ces deux
méthodes font essentiellement la même chose, avec des noyaux différents : elles estiment les
fonctions propres d’un opérateur linéaire associé à une fonction noyau et à une distribution
sous-jacente de données.
Certaines méthodes spectrales (MDS, Laplacian eigenmaps, Isomap ou LLE) génèrent par-
fois des matrices noyaux non définies-positives. En fait, les définitions 24 et 25 sont toujours
valables même si les noyaux impliqués possèdent des valeurs propres négatives. Si ces valeurs
sont petites (par rapport aux plus grandes), on peut écarter leurs vecteurs propres associés. Si
elles sont grandes, on peut utiliser les vecteurs propres correspondants [Lau04].
3.6.4 Extensions à des échantillons nouveaux (« out-of-sample extension »)
La définition 25 montre une façon de généraliser les projections obtenues par les méthodes
spectrales aux données de test. Normalement, le regroupement spectral, Isomap, Laplacian
Eigenmaps et LLE obtiennent les coordonnées en faible dimension d’un ensemble de données
d’entraînement. Mais une fois que l’on a approché les fonctions propres principales d’un noyau,
on peut les évaluer et ainsi estimer les projections des nouveaux vecteurs non vus aupara-
vant [Ben03a].
Théorème 5 Les fonctions propres φk de l’opérateur κep (non nécessairement défini-positif)








où x est une donnée de test. La matrice V est constituée par des vecteurs propres orthonor-
més vk issus de la matrice de GramK, avec des valeurs propres correspondantes λ˜k. La valeur
propre associée à φk est λk = λ˜k/n.
Pour les données d’entraînement xi ∈ X , les fonctions propres coïncident avec les vecteurs
propres correspondants, φk(xi) =
√
nVik.
D’abord, les φk coïncident avec les vecteurs propres de K en xi ∈ X . Pour les φk définis














ces fonctions constituent une base orthonormée enHep :
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ce qui montre que φk est une fonction propre de κep avec une valeur propre correspondante
de λk = λ˜k/n.
De cette manière, les méthodes spectrales fournissent des projections aux données de test.
Mais il est nécessaire de valider les matrices générées par ces méthodes comme étant des ma-
trices de Gram et de définir une fonction noyau explicite pour chaque méthode avant d’appliquer
l’équation 3.12. Cette analyse sera présentée dans la section suivante.
3.7 Lesméthodes de réduction de la dimensionnalité sont aussi
des fonctions noyau
Les méthodes spectrales peuvent être interprétées comme des méthodes à noyau « dépen-
dantes des données », car à la différence des noyaux traditionnels, l’élément Kij de la matrice
de Gram des noyaux spectraux ne dépend pas uniquement des entrées xi et xj , mais de tous les
vecteurs d’entraînement. En fait, les méthodes spectrales sont des variantes de Kernel PCA qui
utilisent des matrices de Gram calculées à partir des graphes pondérés et non d’une fonction
prédéfinie.
3.7.1 MDS
Dans la section 3.5.1 on a décrit l’équivalence entre MDS classique et PCA, ainsi que la
validité des matrices de Gram générées par ces méthodes. Le noyau MDS est défini par :




















où d représente la distance euclidienne entre données. Les moyennes sont calculées par
rapport à toutes les données d’entraînement x, z ∈ X . En pratique, l’extension de MDS à
un nouveau vecteur selon l’équation 3.12 est la projection du vecteur sur les composantes
principales de X .
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3.7.2 Isomap
Dans la section 3.5.1 on a mentionné que, en notation simplifiée, MDS est l’application du
« double centrage » à la matrice de distances euclidiennes entre les données d’entrée xi ∈ X .

















Il n’existe pas de certitude que cette matrice est semidéfinie-positive. Néanmoins, la distance
géodésique entre les vecteurs de la variété est proportionnelle à la distance euclidienne des vec-
teurs sur la projection de faible dimensionnalité de la variété. Ainsi, quand n → ∞, la matrice
est semidéfinie-positive. Dans la définition de la fonction noyau Isomap on évite le calcul à
nouveau de toutes les distances géodésiques de l’ensemble en utilisant la distance euclidienne
des vecteurs d’entrée vers leur plus proche voisin, ainsi, dG(a, x) ≈ d(a, z) + dG(z, x).




















FIG. 3.3 – Noyau Isomap. Une fois que la projection d’un ensemble d’entrée est réalisée (points
en couleur jaune), le noyau Isomap permet de projeter un ensemble de données de test (points
en couleur foncée).
La figure 3.3 montre un exemple d’utilisation du noyau Isomap. Une autre alternative est
d’utiliser l’algorithme Landmark Isomap (définition 13) pour obtenir une approximation directe
de la projection en faible dimension d’un vecteur de test a.
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3.7.3 Regroupement spectral et Laplacian Eigenmaps
On a fait remarquer (section 3.3) que le regroupement spectral et les Laplacian Eigenmaps
résolvent essentiellement le même problème, à l’aide une fonction noyau gaussienne normalisée
qui est semidéfinie-positive. Pour les Laplacian Eigenmaps on cherchait les vecteurs propres
correspondants aux plus petites valeurs propres du Laplacien, mais la solution peut aussi être
interprétée comme la recherche des vecteurs propres associés aux plus grandes valeurs propres
de la matrice pseudo-inverse du Laplacien L′.
















′), ce qui correspond
au centrage de la matrice L′ (équation équivalente à une formulation Kernel PCA qui utilise L′
au lieu de K).
Dans [Ham04], la matrice L′ est interprétée en termes d’une métrique génératrice des dis-
tances euclidiennes qui correspond à l’évolution dans le temps d’un champ de diffusion sur le
graphe représenté par L.








i κ(a, xi) · 1n
∑
j κ(b, xj)




L’algorithme LLE (section 2.3.2) construit d’abord une matrice des pondérationsW dans la-
quelle chaque ligne
∑
jWij = 1 et sert à reconstituer le vecteur xi à partir de ses k plus proches
voisins. La solution de LLE est la diagonalisation de la matriceM = (I−W )′(I−W ), qui pos-
sède une valeur propre maximale λmax et une valeur propre minimale 0, cette dernière associée
au vecteur propre unitaire
−→
1 . Les valeurs des q plus petits vecteurs propres vn−q, . . . , vn−1 de
M définissent la projection des vecteurs d’entrée vers un espace de faible dimensionnalité Rq.
On définit la matrice noyau LLE comme suit :
KLLE = (λmaxI −M)
Par construction, KLLE est semidéfinie-positive. Son vecteur propre principal est
−→
1 et donc
les coordonnées des vecteurs propres v2, . . . , vq+1 fournissent la projection LLE. De la même
manière que pour les Laplacian Eigenmaps, on peut extraire le vecteur propre unitaire de la
matrice KLLE pour utiliser les vecteurs propres v1, . . . , vq et retrouver une équivalence avec
Kernel PCA :
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En analogie avec les Laplacian Eigenmaps, la matrice pseudo-inverse des pondérationsKLLE
est considérée comme un opérateur qui agit sur la diffusion (ou la contraction) d’un champ
sur un graphe représenté par M [Ham04]. La différence principale entre L et M est que cette
dernière peut contenir des éléments négatifs, ce qui demande la définition d’un champ qui exerce
des forces d’attraction et de répulsion. Dans les deux cas, la solution de l’équation de diffusion
est le noyau de chaleur sur un graphe (Kt = e−Lt pour les Eigenmaps etKt = e−Mt pour LLE).
Définition 26 Dans LLE, une manière d’obtenir une approximation directe de la projection en
faible dimension d’un vecteur de test a est la suivante :
1. identifier les k plus proches voisins du point a.
2. calculer les pondérations wj qui reconstituent mieux le point a à partir de ses voisins, de
telle manière que
∑
j wj = 1.
3. calculer s =
∑
j wjSj où Sj sont les projections des voisins de a en faible dimension.
Une projection de l’espace de faible dimensionnalité vers l’espace d’entrée peut être
envisagée de manière similaire.
De cette manière, le noyau κLLE(a, b) est défini par :
– si x, z ∈ X , κLLE(x, z) =Wxz.
– si a, b 6∈ X , κLLE(a, b) = 0.




Le regroupement spectral a été découvert et redécouvert plusieurs fois depuis les années 90,
mais il est devenu célèbre après les travaux de Shi et Malik [Shi00] et de Ng [Ng01]. Le succès
des algorithmes est fondé sur le fait qu’ils ne font aucune supposition sur la forme des clusters.
En plus, ils peuvent être appliqués efficacement car les matrices de similarité utilisées sont
éparses. Néanmoins, le regroupement spectral est très sensible aux choix des paramètres qui
définissent la construction du graphe. C’est donc une méthode qui est loin de détecter automa-
tiquement le regroupement exact sur n’importe quel ensemble d’entrée.
Les Laplaciens dérivés de graphes ne sont pas utilisés seulement en tâches de regroupe-
ment, ils sont aussi utiles en apprentissage semi-supervisé et en reconstruction de variétés.
Les Laplaciens indiquent que, si deux points sont proches (wij grand), ils possèdent une éti-
quette similaire (fi ≈ fj). Avec cette intuition, f ′Lf est utilisé comme terme de régularisation
en problèmes de classification transductive. Une autre manière d’interpréter l’utilisation des
Laplaciens est l’information de « souplesse » qu’ils contiennent. Une fonction f qui génère une
valeur faible de f ′Lf possède la propriété de variation réduite en régions de haute densité de
données (graphes fortement connectés) et de variation ample en régions de faible densité. De
cette manière, une valeur petite de f ′Lf reflète l’information d’appartenance des points aux
clusters.
La relation entre le regroupement spectral et les Laplacien eigenmaps vient de considérer
le Laplacien comme équivalent à l’opérateur continu de Laplace-Beltrami. Pour voir cela, on
transforme la similarité locale wij en une distance dij par la relation wij = 1/d2ij . De cette
manière l’équation du Laplacien ressemble à l’opérateur continu de Laplace-Beltrami 〈g,Lg〉 =∫ |∇g|2dx. Cette relation a été proposée par Belkin [Bel03a], en même temps que le lien entre
LLE et le Laplacien, en disant que les deux approches pouvaient être traitées dans un cadre
unifié de regroupement et de réduction de la dimensionnalité.
Dans ce chapitre a été montré l’équivalence entre le regroupement spectral, les Laplacien
Eigenmaps et le Kernel PCA. Toutes ces méthodes se révèlent comme des calculs approchés
de fonctions propres d’un opérateur associé avec le noyau et avec les données. Nous avons
également vu la convergence des fonctions propres principales quand la quantité de données
augmente. Ces fonctions de base, dérivées d’une décomposition en fonctions propres d’un
noyau, sont dépendantes de la densité des données, et seules les fonctions ayant une valeur
propre relativement grande peuvent être évaluées approximativement à partir d’un ensemble
fini de données d’entrée.
L’existence d’une formulation « noyau » des méthodes spectrales indique que ces algo-
rithmes sont une transformation d’un espace d’entrée en un espace de caractéristiques où les
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variétés sont plates. Pour Isomap, la fonction noyau est liée à la plus courte distance parcourue
sur un graphe ; pour les Laplacien Eigenmaps, le noyau est apparenté aux temps de commutation
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Le signal acoustique est un signal complexe. Il s’agit d’une perturbation d’air qui ne peut pas
être comparée directement avec une autre dans l’échelle du temps : ses variabilités en amplitude
et en phase peuvent rendre deux signaux différents même s’ils portent la même information.
La parole est le résultat d’une « phonation » (source) et d’une « articulation » (filtre) selon un
modèle simple de la théorie acoustique de la production de la parole. La composante « source »
est un signal composé d’une partie périodique (vibration des cordes vocales) et d’une partie
bruitée, utilisée séparément ou conjointement. Le conduit vocal est une cavité acoustique de
forme compliquée. Sa fonction est de transformer le signal « source » par des phénomènes de ré-
sonance et anti-résonance. La parole est donc une alternance de sons voisés (quasi-périodiques)
et de sons non voisés (bruit).
Par équivalence, la musique se décompose en une multiplicité de tons (avec une unique
distribution harmonique pour chaque instrument). La bande passante de la production musicale
est étendue jusqu’à la limite supérieure de réponse de l’ouïe (environ 20 kHz), alors que pour
la parole les limites sont autour de 8 kHz.
4.2 Paramétrisation cepstrale
La paramétrisation des fichiers audio utilisée tout au long de ce travail est obtenue par une
analyse cepstrale. Le calcul des coefficients cepstraux (MFCC) est un processus connu que nous
appliquons de manière classique. Le cepstre peut être utilisé pour la séparation source-filtre du
modèle de production acoustique car, si les deux composantes occupent des domaines distincts,
on peut espérer les séparer.
On considère que le signal de parole résulte de la convolution entre une source g(n) et un
filtre b(n) :
s(n) = g(n) ∗ b(n)
La transformation homomorphique, décrite dans la figure 4.1, permet de transformer la
convolution en une somme : s˜(n) = g˜(n)+ b˜(n). Dans le cepstre s˜(n) de la parole, les premières
coefficients correspondent à l’information relative au seul conduit vocal, sans interaction avec
la période fondamentale.
Avant le calcul de la transformée de Fourier, le signal est découpé en trames à l’aide d’une
fenêtre de Hamming. Les paramètres sont calculés à partir de ces trames (une trame est définie
comme un groupe d’échantillons voisins de longueur entre 10 et 40 ms) où l’on considère le
signal comme stationnaire. L’utilisation d’une fenêtre de Hamming permet d’éviter les effets
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de bord durant la transformation du domaine temporel au domaine fréquentiel. L’accentuation
vise à renforcer l’importance des hautes fréquences par analogie avec le traitement effectué
par l’homme au niveau de la cochlée, et l’utilisation de l’échelle non-linéaire de Mel prend en
compte des connaissances acoustiques sur la perception humaine.
Les canaux sur l’échelle de Mel sont répartis de manière à réduire le nombre de coeffi-
cients utilisés pour décrire le signal tout en conservant une définition suffisante pour les basses
fréquences (où le pouvoir discriminant humain est important). Les canaux sont obtenus par
l’application de filtres triangulaires.
FIG. 4.1 – Création de coefficients cepstraux. Plusieurs opérations sont appliquées au signal
acoustique s(n) : une transformée rapide de Fourier (FFT), un filtrage non régulier calculé à
partir de l’échelle perceptive de Mel [Rab93], une transformation logarithmique et finalement
une FFT inverse. Les composantes g(n) et b(n) sont ainsi décorrélés dans le domaine temporel.
En général, nous choisissons entre 8 et 15 coefficients cepstraux pour effectuer les trai-
tements automatiques de l’audio, auxquels nous ajoutons parfois les dérivées premières, voir
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les secondes. Une fois que les coefficients cepstraux ont été calculés, ils peuvent être cen-
trés. Cette opération est appelé « soustraction de la moyenne cepstrale ». La motivation pour




La base de données OGI-MLTS (Multi-language Telephone Speech Corpus) est une réfé-
rence dans la communauté de traitement de la parole, notamment par les experts en identifi-
cation de langues [Mut92]. Ce corpus a été utilisé régulièrement dans les campagnes d’éva-
luation NIST8. Il est composé de parole téléphonique spontanée, monocanal, le plus souvent
bruitée, présentée en séquences d’environ 45 secondes (le sous-ensemble « story ») et échan-
tillonnée à 8 kHz et 16 bits. Dans ce protocole d’enregistrement, le locuteur cible était appelé
par téléphone et on lui demandait de parler sur n’importe quel sujet pendant une minute.
Nous utilisons un sous-ensemble de six langues des données OGI-MLTS pour réaliser nos
tests : Anglais, Allemand, Hindi, Mandarin, Japonais et Espagnol.
Le corpus est étiqueté manuellement par des experts, qui ont suivi les règles du CSLU9
[Lan97]. Les transcriptions phonétiques comprennent des classes majeures : voyelle, semi-
voyelle, nasale, occlusive, fricative, liquide et silence ou occlusion. En réalité, elles on été
réalisées par une procédure automatique et corrigées manuellement par un expert. L’étiquetage
obtenu se révèle parfois inexact ou ambigu, par exemple des bruits ambiants sont parfois éti-
quetés comme des occlusives.
4.3.2 ANITA
ANITA (Audio eNhancement In secured Telecom Applications) est un projet de l’entreprise
EADS Telecom pour créer des enregistrements de parole et de bruit en différentes conditions.
Une partie du corpus est consacrée à des enregistrements multicanaux de la parole avec le bruit
d’une sirène de véhicule d’urgences. La partie que nous utilisons est un ensemble d’enregistre-
ments monocanaux en studio de 41 locuteurs « en langue maternelle » (hommes et femmes) en
4 langues (Anglais, Français, Allemand et Espagnol).
8National Institute of Standards and Technology
9Center for Spoken Language Understanding
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Les séquences de parole (« phonétiquement équilibrées » selon l’ELRA10) sont présentées
en segments d’une durée d’environ 7 secondes et sont échantillonnées à 16 kHz. Dans la plupart
des séquences, la parole est présentée de manière « posée », mais il y a un petit sous-ensemble
de phrases où la voix est stressée ou en condition de panique.
Les séquences sont de ce type :
– Anglais. « It seemed as if a water balloon had been hurled at the pan because we were all
wet ».
– Français. « Je ne sentis ni le coup ni la chute ni rien de ce qui s’ensuivit jusqu’au moment
où je revins à moi ».
– Allemand. «Alle Auszubildenden nach bestandener Abschlußprüfung in ein Dauerarbeitsverhältnis
zu übernehmen ».
– Espagnol. « Cuando la mujer le propuso tomar una copa en su piso se despidió de un
grupo de amigos ».
4.3.3 ARGOS
La campagne d’évaluation ARGOS [Jol07] a été conçue pour développer des ressources
de comparaison des outils d’analyse des contenus vidéo. Le corpus est hétérogène, composé
de trois types d’émissions : journaux TV (10h), documentaires (10h) et scènes de vidéo sur-
veillance (20h), fournis par l’INA11, le SFRS-CERIMES12, l’IRIT13 et le LABRI 14 respective-
ment. Les documents sont des fichiers en format MPEG-1 avec une résolution de 352 × 288
pixels.
Le corpus est étiqueté selon certaines règles de production et les annotations manuelles de
la vérité terrain indiquent la segmentation en plans, les effets de transition, le mouvement de la
caméra, la localisation de l’enregistrement (en intérieur/extérieur) et la présence de personnes
ou de texte dans les images. Ces annotations dépendent du contenu de la vidéo car par exemple,
dans le corpus de vidéo surveillance la segmentation en plans et le mouvement de caméra non
pas de sens.
10European Language Resources Association
11Institut National de l’Audiovisuel
12Centre de resources et d’information sur les multimédias pour l’enseignement supérieur
13Institut de Recherche en Informatique de Toulouse
14Laboratoire Bordelais de Recherche en Informatique
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4.3.4 Musique, voix chantée
Dans le laboratoire nous avons constitué une base de données musicale, d’environ 70 fichiers
de musique de différents styles. Dans le corpus on peut trouver de la voix chantée (9 fichiers),
de la musique classique (19 fichiers), du rock et du jazz (44 fichiers).
Les fichiers se trouvent en format WAV, échantillonnées à 16 kHz et présentés en séquences
d’une durée d’environ une minute.
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La première étape du traitement des documents sonores est en général l’extraction de carac-
téristiques pertinentes à partir d’un ensemble de paramètres « bruts ». Lors de ce pré-traitement,
une réduction de la dimensionnalité peut-être réalisée, tout en préservant les signatures in-
formatives qui par exemple, différencient les phonèmes de la parole ou identifient les tons
d’un instrument de musique. Si la variabilité acoustique est décrite par un ensemble réduit
de caractéristiques, on peut imaginer que les données font partie d’une variété de faible dimen-
sionnalité emboîtée dans un espace de haute dimension. Ces représentations peuvent fournir
des informations utiles sur la nature et l’organisation des données et être exploitées en tâches
de classification ou de regroupement.
En fait, les traitements classiques sur l’audio (FFT, LPC, filtrage, entropie, etc) sont consi-
dérés comme des outils pour extraire des informations du type fréquentiel sur le signal, mais
ils génèrent des séquences de trames de haute dimension. Ces vecteurs peuvent être considérés
comme des points dans un espace de haute dimensionnalité. Avec les méthodes spectrales, la
variabilité sous-jacente éventuelle des vecteurs peut être paramétrée par un nombre réduit de
caractéristiques. Des corrélations entre les différentes composantes de l’information acoustique
peuvent apparaître grâce à un processus d’exploration et de visualisation et on peut repérer, par
exemple, la localisation et les distances entre les différents phonèmes d’une séquence de parole
ou l’évolution temporelle d’un ton musical.
Du fait de la complexité des sons de la parole, la paramétrisation cepstrale qui caractérise
le conduit vocal à l’origine de la production, utilise une certaine quantité de coefficients (entre
8 et 45). Nous faisons l’hypothèse que, en dépit de leur haute dimension, ces vecteurs sont
groupés en variétés non-linéaires de faible dimensionnalité rendant compte du processus de
production du signal acoustique.
Au cours de ce cinquième chapitre, nous faisons une analyse des signaux acoustiques à
l’aide des méthodes spectrales de réduction de la dimensionnalité. Nous décrivons l’utilisation
de ces méthodes lorsque l’information acoustique en entrée se traduit en des séquences de para-
mètres cepstraux et nous examinons les projections obtenues. Nous étudions la dimensionnalité
intrinsèque des vecteurs ainsi que le poids de la variance originale retenue dans les composantes
principales de leurs représentations de faible dimensionnalité. Grâce à la disponibilité de l’éti-
quetage phonétique du corpus OGI, nous analysons aussi la distribution des principales classes
phonétiques dans les projections.
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5.2 Dimension intrinsèque
Par analogie avec les images, où en dépit de toutes les valeurs que leurs pixels peuvent
prendre, seulement un sous-ensemble des possibilités produit des images qui ont du sens, nous
considérons que parmi tous les sons que les humains peuvent générer, seulement une partie est
effectivement utilisée. À l’aide des méthodes spectrales, nous étudions le nombre de variations
pertinentes de l’espace de production acoustique.
5.2.1 Cas d’école
Pour mieux comprendre le concept de dimension intrinsèque développé théoriquement dans
la section 2.1.1, avant de l’étudier sur le signal acoustique, nous estimons cette valeur (voir
tableau 5.1) dans trois ensembles utilisant les algorithmes décrits dans l’annexe A. Il s’agit
des données suivantes : le « Bras de Venus », les visages artificiels (« faces ») utilisés dans la
présentation de l’algorithme Isomap et les chiffres de la base de données USPS du service postal
américain.
Le « Bras de Venus » (figure 5.1(a)) est une variété bidimensionnelle emboîtée dans un
espace 3D.
La base de données de visages consiste en images d’un visage artificiel généré sous trois
conditions changeantes : l’illumination et l’orientation verticale et horizontale (figure 5.1(b)).
La dimension intrinsèque de cet ensemble est donc 3, mais comme au lieu des images en 3D
nous utilisons des projections en 2D, l’existence d’autre axe de variabilité est nécessaire pour
représenter la position du visage. Cette dimension semble être celle qui caractérise la vision
frontale et de profil du visage. La dimension intrinsèque qui sera estimée à 4 est donc logique.
La base de données USPS contient des chiffres manuscrits (de 0 à 9) extraits d’enveloppes
de courrier (figure 5.1(c)). Chaque chiffre est une image de 16 × 16 pixels dont la valeur est
comprise entre 0 et 1. Pour cet ensemble, la dimension intrinsèque révélée par les algorithmes
est en relation avec le nombre des classes représentées (10).
Pour l’estimation de la dimensionnalité intrinsèque nous avons utilisé l’algorithme de maxi-
mum de vraisemblance (MLE), celui de Corrélation, l’arbre géodésique d’extension minimale
(GMST) et l’algorithme de Pettis. Les paramètres utilisés sont :
– pour MLE, on réalise le calcul en utilisant les 6, 7, 8, 9, 10, 11 et 12 k-plus proches voisins
de chaque vecteur (k1 = 6, k2 = 12), et on fait la moyenne des résultats.
– pour l’algorithme de Corrélation, on utilise la distance de chaque point vers ses 5 (k = 5)
plus proches voisins pour définir r1 et r2. r1 est la médiane de ces 5 valeurs et r2 est plus
grande distance d’entre elles (r1 = médiane(dk), r2 = max(dk)). On fait le calcul de r1





FIG. 5.1 – (a) Bras de Venus. (b) Faces. (c) Chiffres USPS
– on utilise les 6 k plus proches voisins (k = 6) pour le calcul de l’arbre géodésique GMST.
– pour l’algorithme de Pettis, on utilise les 1, 2, 3 et 4 plus proches voisins (kmin = 1,
kmax = 5) pour calculer la moyenne de la distance entre points.
TAB. 5.1 – Estimation de la dimensionnalité intrinsèque de trois ensembles connus.
Ensemble Dimension globale Taille MLE Corrélation GMST Pettis
Bras de Venus 3 1000 2.113 1.883 2.01 2.365
Faces 64 × 64 698 3.851 3.871 3.66 4.087
USPS 16 × 16 2007 11.128 4.352 7.439 14.923
Comme prévu dans la description de l’algorithme de Corrélation, cette méthode donne des
estimations de la dimensionnalité systématiquement en dessous des valeurs exprimées par les
autres méthodes. L’algorithme GMST présente des variations dans ses résultats pendant des
exécutions sur le même ensemble, il convient donc de prendre ces estimations avec réserve.
129
Chapitre 5. Réduction non-linéaire de la dimensionnalité
5.2.2 Dimensionnalité des séquences acoustiques
Nous faisons l’estimation de la dimensionnalité intrinsèque de plusieurs séquences tirées des
corpus. Ce sont des suites de vecteurs constituées des 15 premiers coefficients cepstraux (C0
inclus). Les résultats sont présentés dans le tableau 5.2. Les algorithmes utilisent les mêmes
paramètres que dans les cas d’école.
TAB. 5.2 – Estimation de la dimensionnalité intrinsèque des séquences de parole et de musique.
Séquence Type Taille MLE Corrélation GMST Pettis
ENcall-100-G.story-bt OGI(Anglais) 6137 8.6342 5.6809 7.6546 10.3371
ENcall-103-G.story-bt OGI(Anglais) 5974 8.1384 4.6502 8.3338 10.0872
ENcall-12-G.story-bt OGI(Anglais) 5426 8.1987 5.0997 7.9643 9.4111
GEcall-101-G.story-bt OGI(Allemand) 6102 8.0113 5.1972 8.4538 9.6855
GEcall-10-G.story-bt OGI(Allemand) 5656 8.0788 4.65 6.5787 9.4572
GEcall-12-G.story-bt OGI(Allemand) 6123 8.1018 5.511 7.3965 9.4474
HIcall-102-G.story-bt OGI(Hindi) 6195 8.9711 5.8346 12.5056 10.7875
HIcall-13-G.story-bt OGI(Hindi) 6125 8.6262 4.2335 9.2097 10.5275
HIcall-14-G.story-bt OGI(Hindi) 6187 8.997 4.5606 7.6683 10.7418
JAcall-13-G.story-bt OGI(Japonais) 6032 9.2459 5.3053 8.3645 11.842
JAcall-15-G.story-bt OGI(Japonais) 6194 9.0798 5.3493 10.1385 11.2673
JAcall-17-G.story-bt OGI(Japonais) 5849 8.3275 5.1612 7.7547 10.0384
MAcall-101-G.story-bt OGI(Mandarin) 5674 8.8324 4.9677 8.244 11.376
MAcall-13-G.story-bt OGI(Mandarin) 6072 8.4832 4.1807 7.9726 10.3548
MAcall-14-G.story-bt OGI(Mandarin) 5679 8.1046 4.8134 7.6426 10.4684
SPcall-100-G.story-bt OGI(Espagnol) 5811 8.4193 4.8299 8.2532 9.9255
SPcall-10-G.story-bt OGI(Espagnol) 6145 9.4215 4.0566 7.6773 11.3735
SPcall-12-G.story-bt OGI(Espagnol) 5414 9.046 4.7765 9.8726 10.7046
musc-lechner-1min Musique(Voix chantée) 7499 7.9148 4.4869 8.3363 9.653
musc-malicorne-1min Musique(Voix chantée) 7499 8.7669 5.7512 7.0791 11.3306
musc-deller-1min Musique(Voix chantée) 7499 7.1285 5.7121 9.6863 8.8853
musi-artzoyd-1min Musique(Instrumentale) 7499 8.0885 4.3188 7.6585 10.7207
musi-beethoven-1min Musique(Instrumentale) 7499 7.0042 6.2701 7.2448 7.9833
musi-dvorak-1min Musique(Instrumentale) 7499 6.8032 5.5517 6.0773 8.1739
mus-katerine-1min Musique(Rock) 7499 7.7639 6.0288 8.53 9.7983
mus-keziah-1min Musique(Rock) 7499 8.6841 6.5729 7.4042 10.3501
mus-pariscombo-1min Musique(Rock) 7499 7.7242 6.1683 8.6612 9.2391
Plusieurs études pratiques [Cal07] ont démontré qu’un nombre réduit de coefficients ceps-
traux est nécessaire pour le codage des données audio. L’analyse des résultats du tableau nous
indique aussi que parmi les 15 coefficients calculés il n’y en a que 8 ou 10 (selon la méthode
de calcul) qui sont vraiment utiles pour caractériser l’information acoustique. À partir de ces




Bien que la dimension intrinsèque de la parole et la musique soit à peu près égale, il est
possible que l’importance relative des coefficients soit différente. Selon [Mub05], les premiers
coefficients cepstraux caractérisent mieux la parole tandis que les coefficients d’ordre supérieur
sont plus adaptés pour modéliser la musique.
Dans un deuxième test, on a augmenté le nombre de coefficients cepstraux de départ de
10 à 20 pour observer l’évolution de la dimensionnalité intrinsèque de l’ensemble des vec-
teurs acoustiques. Les résultats obtenus avec les méthodes MLE et Pettis sont visibles dans le
tableau 5.3.
TAB. 5.3 – Variation de la dimensionnalité intrinsèque par rapport au nombre des coefficients
cepstraux utilisés. Les premières séquences appartiennent à la base OGI et pour le deuxième
ensemble il s’agit de séquences de musique.
10 MFCC 20 MFCC
Séquence MLE Pettis MLE Pettis
ENcall-100-G.story-bt 7.11 8.79 9.63 11.06
ENcall-103-G.story-bt 6.71 8.49 8.95 10.92
GEcall-100-G.story-bt 7.1 9 9.8 11.5
GEcall-101-G.story-bt 6.85 8.81 8.7 9.96
HIcall-102-G.story-bt 7.28 8.92 9.98 11.91
HIcall-104-G.story-bt 6.66 7.76 9.05 9.9
JAcall-13-G.story-bt 7.46 9.36 10.48 13.28
JAcall-15-G.story-bt 7.26 9.25 10.22 12.59
MAcall-100-G.story-bt 6.45 7.91 8.8 9.74
MAcall-101-G.story-bt 7.17 9.37 9.93 12.68
SPcall-100-G.story-bt 7.01 8.67 9.44 11.04
SPcall-102-G.story-bt 6.67 8.21 8.89 10.5
musc-lechner-1min 6.82 8.48 8.56 10.27
musc-malicorne-1min 7.31 9.4 9.59 12.06
musi-artzoyd-1min 6.91 8.99 8.77 11.53
musi-beethoven-1min 6.65 7.79 7.14 8.13
mus-katerine-1min 6.74 8.37 8.21 10.4
mus-keziah-1min 7.21 8.84 9.53 11.09
Selon le tableau 5.3, la plupart des informations se trouvent encodées dans les premiers co-
efficients cepstraux. D’après ces résultats, seul un sous-ensemble de coefficients est nécessaire
pour caractériser l’information acoustique. Néanmoins, il est possible que vu la complexité du
signal, les dimensions actives changent en fonction de la source (langue parlée, environnement,
information acoustique transmise, âge et sexe du locuteur) et aussi que le pouvoir discriminant
des dimensions soit différent selon la tâche proposée.
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5.2.3 La parole en conditions de stress
Un exemple de la variation des coefficients acoustiques en fonction des conditions du locu-
teur est présenté dans le tableau 5.4. Les séquences du corpus ANITA sont paramétrées avec 15
coefficients cepstraux. On utilise alors des séquences enregistrées en conditions normales et des
séquences où le locuteur manifeste un certain niveau de stress quand il parle.
Les résultats montrent que le nombre de coefficients cepstraux actifs diminue quand le
locuteur se trouve en conditions de stress. En effet, l’augmentation de la tension dans le conduit
vocal modifie la qualité du signal acoustique. Ainsi, la conversion d’une intention linguistique
vers une commande neuromusculaire est affectée et exprimée par un mouvement moins libre
des articulateurs.
TAB. 5.4 – Estimation de la dimensionnalité intrinsèque de séquences de parole « normale » et
de parole en condition de stress. Les séquences sont tirées de la base de données ANITA.
Séquence Locuteur Taille MLE Pettis
f-01-fr-c-se02 Femme 1982 6.6645 9.0939
f-01-fr-c-se09 Femme 1513 6.0076 9.4872
f-08-fr-c-se03 Femme 1715 6.0306 9.0748
f-08-fr-c-se04 Femme 1787 5.5981 8.452
f-42-fr-p-se01 Femme/Stress 1039 4.7063 5.7238
f-42-fr-p-se02 Femme/Stress 1133 4.9716 5.7801
f-42-fr-p-se03 Femme/Stress 934 5.1745 6.2194
m-03-fr-c-se05 Homme 2279 6.9132 9.7721
m-03-fr-c-se06 Homme 2112 6.8301 9.8464
m-05-fr-c-se07 Homme 1221 5.9681 8.061
m-05-fr-c-se08 Homme 1264 5.5722 8.2953
m-46-fr-p-se08 Homme/Stress 833 4.8868 6.1443
m-46-fr-p-se09 Homme/Stress 966 5.7936 7.5014
m-46-fr-p-se10 Homme/Stress 904 6.1569 7.5324
On a divisé la présentation des résultats et on montre d’abord les estimations de la dimen-
sionnalité intrinsèque des séquences issues de locuteurs femmes. Quand elles parlent naturelle-
ment, l’estimation des algorithmes est proche de 6 pour la méthode MLE et 9 pour la méthode 9
Pettis, tandis qu’en conditions de stress elle est autour de 5 pour MLE et 6 pour Pettis. Pour les
hommes, les séquences en conditions normales présentent à peu près la même dimensionnalité
intrinsèque que les femmes, mais la réduction des dimensions en conditions de stress est moins
importante, en moyenne autour de 5.5 pour la méthode MLE et 7 pour la méthode Pettis.
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5.3 Espaces de faible dimensionnalité
L’utilisation des méthodes spectrales avec l’audio est limitée par le nombre de vecteurs
que ces algorithmes peuvent traiter. Quand le nombre de vecteurs MFCC s’approche de 8000
(environ 1 minute de parole échantillonnée à 8 kHz et paramétrée en trames de 16 ms avec un
recouvrement de 8 ms), la quantité de mémoire et le temps de calcul commencent à devenir
importants pour Isomap et son algorithme de parcours de graphes. De la même manière, les
algorithmes de diagonalisation de matrices implémentés par les logiciels scientifiques néces-
saires à PCA et Kernel PCA atteignent leurs limites (ces limites peuvent être repoussées en
utilisant des approches comme la décomposition de Cholesky [Gol83] ou la « sparsification »
des données à l’aide de l’Informative Vector Machine [Law05]). Les méthodes relativement
épargnées par la taille de données d’entrée sont d’une part LLE, qui utilise des matrices creuses
dans ses calculs, et d’autre part Landmark Isomap, qui utilise un ensemble réduit de points
aléatoirement choisis appelés « représentants ».
Une autre manière d’étendre cette contrainte est de se servir de l’étiquetage phonétique
manuel pour réduire la quantité d’information à traiter. On utilise donc le vecteur MFCC qui se
trouve au milieu de chaque segment phonémique comme représentant de tout le segment. Étant
donné qu’une séquence du corpus OGI de 45 secondes possède en moyenne 600 segments
phonémiques, les 8000 vecteurs potentiels à traiter par les méthodes spectrales représentent
alors à peu près 10 minutes de parole.
5.3.1 Variétés
Nous avons fait des expériences de réduction de la dimensionnalité des séquences de vec-
teurs acoustiques. Pour visualiser les différents composants phonétiques de la parole, on utilise
l’étiquetage manuel du corpus OGI pour identifier les vecteurs à l’intérieur des projections.
De cette manière nous sommes en mesure de visualiser la distribution et les relations entre les
différentes classes phonétiques, et de valider a posteriori l’approche.
On présente 4 schémas enR3 obtenus d’une séquence en anglais du corpus OGI paramétrée
avec 15 coefficients cepstraux :
– les trois principaux coefficients MFCC sur la figure 5.2.
– le résultat d’un traitement avec la méthode PCA (figure 5.3).
– les projections obtenues avec la méthode LLE (figure 5.4).
– les projections obtenues avec la méthode Isomap (figure 5.5).
Ces traitements permettent de distinguer une organisation consistante en groupes d’unités
phonétiques avec différents degrés de précision. En dessous de chaque projection, le centroïde
des principales classes étiquetées est affiché : Nasales, Fricatives, Occlusives, Voyelles [ou],
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Voyelles [ea], Voyelles [i] et Silences (dans l’annexe D on définit la transformation des labels
phonétiques du format CSLU vers la notation décrite dans les figures).
FIG. 5.2 – Les trois premiers coefficients MFCC d’une séquence de parole.
On voit dans les projections que la séparation des groupes phonétiques est plus nette avec
des traitements non linéaires comme LLE et Isomap. Les trois principaux modes de variation
représentés dans les figures montrent à une extrémité les silences suivis des consonnes nasales
et fricatives, ensuite les consonnes occlusives suivis des voyelles.
La différence entre les consonnes nasales et fricatives est que l’articulation pendant la pro-
duction des consonnes nasales consiste en un passage d’air à travers la cavité nasale, ce qui est
distinct pour les fricatives, où l’articulation se compose d’un passage d’air oral. Cette différence
est peut être mise en évidence dans la projection.
Un peu plus en arrière de ces classes phonétiques se trouve le groupe des consonnes occlu-
sives (on sait que les occlusives sont plus fortes en termes d’énergie que les fricatives et nasales,
ce qui explique leur détachement). À l’autre extrémité de la projection se trouvent les segments
sonores de la parole, organisés dans une structure qui reproduit le triangle vocalique.
5.3.2 Composantes Parole/Musique
Dans la recherche des méthodes de discrimination Parole/Musique, on s’intéresse aux diffé-
rences acoustiques entre les deux types de sons. Par exemple, les systèmes [Sau96] et [Sch97]
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FIG. 5.3 – Projection PCA.
FIG. 5.4 – Projection des trois premières dimensions d’une analyse LLE d’une séquence de
parole.
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FIG. 5.5 – Projection Isomap.
fondent leur discrimination sur un ensemble de paramètres tels que le taux de passage à zéro,
la variation de flux spectral et les mesures de rythmicité. Néanmoins, la majorité des systèmes
sont fondés sur la paramétrisation cepstrale.
À partir d’une analyse en faible dimensionnalité réalisée avec Isomap et les Laplacian
Eigenmaps d’une séquence de vecteurs MFCC contenant de la parole et de la musique (fi-
gure 5.6), nous observons que les deux composantes appartiennent à une même variété. Pourtant,
les vecteurs de musique sont situés dans une zone de variabilité différente.
La séquence de test est un enregistrement radio paramétré avec 15 coefficients cepstraux où
un locuteur parle pendant 15 secondes et est suivi de 5 secondes d’une musique instrumentale.
Ces projections mettrent en évidence les différences acoustiques entre les deux classes de
sons et expliquent la séparabilité observé (et exploitée) dans les systèmes de discrimination
parole/musique.
5.3.3 Extraction d’information
Nous avons observé les projections des séquences de parole en faible dimensionnalité gé-
nérées par le regroupement spectral (équivalentes au traitement par Kernel PCA, selon la sec-
tion 3.6). Comme nous utilisons un noyau gaussien dans l’algorithme, les données sont trans-
formées de manière non-linéaire. Cette transformation fait ressortir des corrélations entre les
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(a) (b)
FIG. 5.6 – (a) Projection des trois premières composantes d’une analyse Isomap d’une séquence
contenant de la parole (vecteurs en jaune) et de la musique (vecteurs en bleu). (b) Projection
issue des Laplacian Eigenmaps.
différentes dimensions non vues auparavant. Le regroupement spectral nous aide à séparer les
groupes phonétiques présents dans l’ensemble original, même si l’on perd la structure de la
variété originale.
Ensuite, nous présentons un cas de séparation des grandes classes phonétiques d’une sé-
quence de parole. Nous utilisons une séquence en espagnol du corpus OGI et, à l’aide de
l’étiquetage manuel, nous choisissons les vecteurs MFCC qui représentent chaque segment
phonémique de la séquence. Nous appliquons ensuite l’algorithme de regroupement spectral.
Les vecteurs propres principaux de leur matrice d’affinité fournissent la représentation affichée
dans la figure 5.7 (pour des raisons de visibilité des étiquettes seuls les 70 premiers vecteurs de
la séquence sont affichés).
Nous observons que la configuration de variété obtenue par Isomap ou LLE est perdue
dans cette analyse car on retrouve plus l’organisation des groupes phonétiques comme dans les
figures 5.4 ou 5.5. Nous avons désormais une projection où les unités vocaliques se trouvent
plus éloignées des silences, les segments consonantiques se situant au milieu. Dans cette confi-
guration, les grandes classes phonétiques (Silences, Consonnes et Voyelles) sont facilement
séparables, comme nous allons le montrer dans le chapitre suivant.
Dans la figure 5.8 nous présentons quelques projections obtenues à partir de séquences en
différentes langues : anglais, mandarin et espagnol. Toutes suivent le même modèle :
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FIG. 5.7 – Projection de 60 segments d’une séquence de parole obtenue à partir d’une analyse
par regroupement spectral. Les étiquettes sont ’0’ pour les occlusives, ’F’ pour les fricatives,
’N’ pour les nasales, ’#’ pour les silences et ’Vx’ pour les voyelles, avec « x » représentant la
voyelle.
1. la majorité des vecteurs représentant les silences et les occlusions est située dans le bras
court des projections.
2. dans l’extrémité la plus longue se trouvent représentés la plupart des segments vocaliques.
3. au milieu des projections, les segments consonantiques décrivent des regroupements par-
ticuliers. Nous avons essayé d’identifier l’origine de la déformation centrale des projec-
tions, sans succès.
Les représentations produites par les méthodes spectrales peuvent poser un problème. En
effet, une rotation aléatoire (à 180˚) des axes de variation peut se produire lors de la diagona-
lisation des matrices de similarité. Cette situation empêche alors de comparer directement les
projections en les modélisant comme des distributions de probabilité. Nous avons traité cette
contrainte avec les algorithmes développés dans le chapitre suivant.
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FIG. 5.8 – Vecteurs propres principaux d’une matrice d’affinité du regroupement spectral pour
des séquences en trois langues : anglais (en haut), mandarin (au milieu) et espagnol (en bas).
5.4 Variance retenue dans les projections
Dans cette section nous présentons des exemples de projection en faible dimensionnalité
d’une séquence de parole obtenue par les méthodes spectrales. Nous décrivons également les
histogrammes de valeurs propres indiquant le pourcentage de variance retenue dans chaque
dimension (excepté pour LLE, car cette projection est fondée sur les vecteurs propres associés
aux plus petites valeurs propres et l’histogramme ne fournit alors aucune indication de ce type).
Dans la figure 5.9 nous présentons la projection PCA, Kernel PCA, LLE et Isomap d’une
suite de vecteurs cepstraux d’une phrase en anglais du corpus OGI. Les paramètres utilisés pour
générer les projections sont les suivants :
– 15 MFCC.
– Kernel PCA avec σ = 5.
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– 5 plus proches voisins pour le calcul du graphe dans LLE.
– 10 voisins pour le calcul des k-plus proches voisins de Isomap.
À droite de chaque projection on affiche aussi la valeur propre associée aux dix premières
dimensions des projections. Ces valeurs représentent la quantité de variance retenue par chaque
coordonnée. Dans le tableau 5.5 nous présentons la somme des 6 premières valeurs propres
calculées par les méthodes : PCA, Kernel PCA et Isomap.




Kernel PCA 86.84 %
Isomap 89.80 %
La comparaison entre les pourcentages de la variance originale retenue, que ce soit au
moyen du PCA ou d’Isomap, nous permettent d’affirmer qu’avec les méthodes non-linéaires
nous sommes capables de détecter une structure de faible dimensionnalité dans les vecteurs
cepstraux, ceci en concordance avec la dimension intrinsèque estimée auparavant. En fait, une
variance retenue de presque 90 % pour Isomap avec seulement 6 dimensions est très promet-
teuse. En effet, en améliorant un peu ces techniques nous pourrions faire du traitement de la
parole en espaces de faible dimensionnalité : les vecteurs acoustiques seraient visualisés et les
algorithmes guidés par les utilisateurs.
Le « prix à payer » pour la réduction non-linéaire de la dimensionnalité est coûteux en temps
de calcul et en mémoire. Ceci nous impose des limites précises dans la quantité de données à
traiter, limites que nous avons poussées jusqu’à 10 minutes de parole environ par séquence en
utilisant la trame centrale des segments phonétiques comme le représentant de l’information de
tout le segment.
5.5 Visualisation de l’espace de caractéristiques
La particularité la plus remarquable des fonctions noyau est la projection de l’espace de dé-
partX vers l’espace de caractéristiquesF par l’application d’une transformation non-linéaireΦ.
On a mentionné précédemment que ce processus dépend uniquement des produits scalaires
Φ(xi)
′Φ(xj) dans l’espace de caractéristiques (xi, xj ∈ X ).
En utilisant Isomap initialisé avec les distances entre points dans l’espace de caractéris-
tiques (SVM-Isomap), nous obtenons une représentation en coordonnées euclidiennes de la
projection Φ. Nous présentons des exemples de ce traitement dans la figure 5.10, où l’ensemble
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FIG. 5.9 – Projections spectrales et histogrammes des valeurs propres associés. Dans les pro-
jections, chaque groupe phonétique (silence, fricative, nasal, occlusive, voyelles : ou, ea, i) est
identifié par une couleur. Les histogrammes ont été normalisés par rapport à la valeur propre la
plus importante.
de départ est constitué de l’échantillonnage de 4 lois gaussiennes et projeté par un noyau poly-
nomial homogène d’ordre 2, et dans la figure 5.11, où on montre des ensembles jouets projetés
par un noyau RBF. Dans le premier cas, la projection explicite du noyau est visualisable car les
données de départ possèdent 2 dimensions et les données Φ(x) se trouvent en un espace de 3
dimensions.
Bien que la projection Φ soit d’une importance fondamentale pour les méthodes à noyau,
la projection inverse (de l’espace de caractéristiques vers l’espace de départ) est aussi utile.
Considérez, par exemple, l’utilisation du Kernel PCA pour le débruitage de formes : étant
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FIG. 5.10 – Visualisation de l’espace des caractéristiques d’un noyau polynomial homogène
d’ordre 2. À gauche se trouvent les données d’entrée, au milieu la projection explicite et, à
droite, la projection obtenue au moyen de SVM-Isomap. On constate que les deux projections
sont équivalentes.
donné des échantillons bruités, Kernel PCA applique d’abord un PCA sur les données trans-
formées Φ(x) et après il les projette dans le sous espace défini par les principaux vecteurs
propres. Néanmoins, ces projections se trouvent dans l’espace de caractéristiques et il faut les
renvoyer dans l’espace de départ pour récupérer les formes débruitées. Un autre exemple est
la visualisation de la solution du regroupement au moyen des fonctions noyau. Encore un fois,
il s’agit de retrouver les coordonnées euclidiennes correspondantes aux centroïdes des clusters
dans l’espace de caractéristiques.
Nous pouvons donc nous servir de la projection SVM-Isomap pour visualiser la transfor-
mation non-linéaire induite par le noyau et ainsi établir les correspondances nécessaires entre
les deux ensembles pour obtenir les pré-images des données Φ [Kwo03]. SVM-Isomap peut
aussi nous aider à mieux comprendre les traitements effectués dans l’espace de caractéristiques
(par exemple, l’emplacement de l’hyperplan séparateur de la solution SVM et les vecteurs de
support) et la géométrie de cet espace.
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FIG. 5.11 – Espace de caractéristiques d’un noyau RBF pour des ensembles connus. Le degré
de la déformation dépend du paramètre σ.
5.6 Conclusion
Dans ce chapitre nous avons appliqué des algorithmes d’estimation de la dimensionnalité
intrinsèque et de réduction de la dimensionnalité aux vecteurs MFCC issus des enregistrements
acoustiques.
La première analyse nous permet de dire que, au lieu de 20 coefficients cepstraux, un espace
de dimension mineur à 10 est nécessaire afin de caractériser effectivement la parole et la mu-
sique. L’analyse de la dimensionnalité intrinsèque nous indique aussi que la parole en condition
de stress réduit d’une à deux dimensions sa variabilité par rapport à la parole spontanée.
L’étude des projections obtenues par les méthodes spectrales montre que la parole possède
une structure où les vecteurs acoustiques se trouvent ordonnés selon la classe phonétique à
laquelle ils appartiennent. Ces classes montrent entre elles une relation explicable par la nature
de la production acoustique humaine qui les a générées.
Nous avons observé que, si à l’intérieur des suites de vecteurs acoustiques se trouvent des
signaux de parole et de musique, ces classes appartiennent à la même variété mais ils possèdent
des zones de variabilité différenciées pour chaque type de son.
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La deuxième partie du chapitre démontre que la représentation de la parole trouvée par
le regroupement spectral « sépare » les principales classes phonétiques (silences, consonnes et
voyelles), une procédure qui semble plus associée à l’extraction d’information qu’à l’apprentis-
sage des variétés.
Dans le chapitre suivant nous proposons certains algorithmes qui exploitent les structures
de faible dimensionnalité de la parole découvertes tout au long de ce chapitre. On travaille
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Dans ce chapitre nous appliquons la théorie du regroupement spectral aux séquences tempo-
relles (audio et vidéo). Ainsi, nous définissons une nouvelle mesure de similarité, fondée sur la
distance euclidienne et la proximité temporelle entre les vecteurs. Cette métrique est utile pour
adapter les matrices classiques du regroupement spectral aux séquences de vecteurs. Un des
résultats de cette modification est la détection de variations abruptes de la séquence d’entrée, ce
qui permet de définir une segmentation temporelle du signal.
Normalement, les algorithmes de segmentation automatique dépendent d’une certaine connais-
sance du modèle statistique du signal. Les solutions existantes sont liées à des hypothèses
complexes comme les modèles autorégressifs, les optimisations des séparateurs à vaste marge,
la programmation dynamique, les algorithmes génétiques ou la théorie de Bayes [AO88, Dav02,
Car00].
La segmentation proposée est appelée « regroupement spectral temporel ». Il s’agit d’une
méthode non supervisée, rapide et facile à mettre en œuvre.
Lorsque l’entrée de l’algorithme de segmentation est un signal de parole, nous traitons
les segments résultants à l’aide du Kernel PCA pour les étiqueter avec le nom de la classe
phonétique la plus proche selon leur énergie : silence, consonne ou voyelle. Quand l’entrée est
une séquence de vidéo, l’algorithme détecte les changements de plans dans une suite d’images.
6.2 Regroupement spectral temporel
L’algorithme proposé se découpe en trois étapes. D’abord, une séquence de paramètres est
générée à partir d’un signal d’entrée. Les paramètres sont les couleurs dominantes des images
vidéo ou les coefficients cepstraux des signaux acoustiques. Ensuite, on traite ces descripteurs
avec une mesure de similarité euclidio-temporelle pour obtenir la matrice d’affinités nécessaire
afin de réaliser un regroupement spectral. Finalement, on organise les résultats pour présenter
les segments du signal d’entrée.
La construction de la matrice d’affinités d’une séquence de vecteurs s’inspire du fait que les
vecteurs de paramètres peuvent être considérés comme les sommets d’un graphe pondéré. Le
poids des arêtes dépend de la similarité et de l’ordre temporel entre vecteurs. Conformément
à cela, deux vecteurs semblables éloignés dans l’échelle temporelle sont considérés comme
« différents » alors que deux vecteurs dissimilaires proches en temps peuvent être utilisés pour
définir une frontière sur le signal.
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6.2.1 Similarité Euclidio-Temporelle
Nous changeons la formulation originale du regroupement spectral (décrit dans la sec-
tion 3.2) pour prendre en compte l’information temporelle entre les vecteurs d’une séquence.
Ainsi, nous éliminons les composants qui se trouvent distants de la diagonale principale de la
matrice d’affinités typique du regroupement spectral. Cette modification nous permet de réaliser
la segmentation temporelle du signal.
Suite au calcul de la matrice d’affinité A d’une séquence X = {xi, i = 1, . . . , n} par une
fonction noyau RBF, nous analysons la dissimilarité entre chaque élément aii de la diagonale
et ses voisins vers l’avant [ai,i+1, ai,i+2, ai,n], i = 1, . . . , n. Quand la différence entre aii et
un voisin aij est supérieure à un seuil prédéfini ε, la suite d’éléments ai,j+1, . . . , ain est mise
à zéro (voir figure 6.1). De cette manière nous isolons un segment temporel « pseudo stable »
Si = [xi, xi+1, . . . , xj] de la diagonale de A associée à l’élément xi. Tous les éléments d’un
segment partagent la même frontière.
FIG. 6.1 – Métrique pour la modification de la matrice d’affinité du regroupement spectral stan-
dard. Depuis l’élément diagonal aii, si sa différence par rapport à un voisin ai,i+j est supérieure
à un seuil ε, la suite de la séquence est considérée « infiniment » loin de aii (trames noires de la
figure).
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La matrice du regroupement temporel A˜ est définie par :









A˜ est composé de p blocs situés sur sa diagonale principale. La figure 6.2 montre une matrice
d’affinités calculée avec l’algorithme du regroupement spectral classique utilisant une séquence
de vecteurs cepstraux. La figure montre aussi les blocs diagonaux et symétriques qui composent
la matrice du regroupement temporel correspondante.
Les vecteurs propres de A˜ définissent les unités temporelles stables de la séquence d’entrée,
tel qu’il est montré dans la figure 6.3. En fait, la valeur 1 de chaque vecteur propre est associée
à un segment temporel du signal.
En fait, la segmentation temporelle est accomplie par la diagonalisation de A˜, la normali-
sation et l’arrondissement de ses vecteurs propres principaux. Les paramètres d’échelle σ et ε
contrôlent la définition d’affinité entre vecteurs. Ils sont choisis par validation croisée.
6.2.2 Algorithme de segmentation
On obtient une segmentation temporelle à partir de A˜. Le rang de A˜ donne une idée du
nombre de blocs sur la diagonale de la matrice (égal au nombre potentiel de segments stables
dans la séquence d’entrée). En général, nous utilisons un seuil sur les valeurs propres associées
aux vecteurs propres de A˜ pour choisir les q plus importants. En effet, selon la théorie du
regroupement spectral, seuls ces vecteurs sont pertinents pour définir les clusters d’un ensemble.
Chaque vecteur propre vq définit un segment temporel Sq. L’union de tous les segments
donne la segmentation résultante. La relation entre un signal d’entrée et les segments temporels
détectés par l’algorithme est montrée dans la figure 6.4. Les périodes de haute variabilité du
signal sont enregistrées comme une suite de segments courts. Nous rassemblons ces unités pour
définir des segments appelés « transitoires ».
En résumé, l’algorithme comprend les étapes suivantes :
1. paramétrisation de la séquence (par exemple : une analyse cepstrale pour l’audio, et un
calcul d’histogrammes pour les images d’une vidéo).
2. calcul de la matrice d’affinité A en utilisant une fonction noyau RBF et la variable σ.
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FIG. 6.2 – Matrice de regroupement temporel évaluée avec des paramètres cepstraux. En haut,
la matrice d’affinités A du spectral clustering. En bas, la matrice A˜, modifiée avec la métrique
définie dans l’équation 6.1.
3. modification de A avec l’équation 6.1 pour isoler les blocs diagonaux et constituer la
matrice A˜. On utilise la variable ε, le seuil qui définit d’appartenance d’un vecteur à un
segment.
4. diagonalisation de A˜. Normalisation et arrondissement des vecteurs propres correspon-
dants aux q plus grandes valeurs propres.
5. association de chaque vecteur propre à un segment temporel du signal. Lissage pour
fusionner les segments trop petits.
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FIG. 6.3 – Vecteurs propres principaux (arrondis) de A˜. L’intervalle non nul de chaque vecteur
propre définit un segment temporel de la séquence d’entrée.
FIG. 6.4 – Signal de parole segmenté avec le regroupement spectral temporel. Les segments
courts sont fusionnés postérieurement pour créer des segments dénommés « transitoires ».
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Une fois que la segmentation temporelle du signal est établie, nous pouvons choisir un
ou plusieurs vecteurs représentatifs de chaque segment afin de les traiter et ainsi trouver une
étiquette qui identifie tout le segment. Pour cela nous pouvons réaliser un regroupement spec-
tral classique [Ng01] ou un traitement par Kernel PCA [Sch02] sur ces vecteurs, suivi d’un
regroupement avec l’algorithme des k-means [ST04].
6.3 Segmentation de parole et étiquetage SCV
Quand l’entrée de l’algorithme de segmentation est une séquence de parole, la connaissance
a priori de la nature acoustique du signal peut nous aider à classifier les segments décou-
verts. Nous savons que la parole est un signal continu, composé par des unités transitoires
et stationnaires que nous définissons grossièrement comme des voyelles, des consonnes ou des
silences. En fait, une classification plus juste des segments du point de vue du traitement du
signal serait : silences, pauses, segments sous-phonémiques de parole voisée et segments sous-
phonémiques de parole non voisée. En fait, la qualité consonantique consiste des abstractions
comme la dynamique des formants à l’intérieur d’un segment et le délai de voisement après
une occlusion (voice onset time - VOT), entre autres. Nous prenons donc une certaine liberté
dans la dénomination des unités de la parole. Dans l’annexe D nous présentons l’équivalence
entre l’étiquetage phonétique OGI et les unités que nous appelons approximativement silences,
consonnes et voyelles.
Avec la création de ce type de méta-données nous allons au-delà de la simple paramétri-
sation cepstrale ; ces résultats sont utiles pour des systèmes de reconnaissance de la parole, de
vérification du locuteur, d’identification de la langue ou pour l’indexation de documents audio.
6.3.1 Algorithme
Nous définissons une étape d’étiquetage des segments à l’aide d’une représentation en faible
dimensionnalité obtenue au moyen d’une analyse Kernel PCA (qui utilise un noyau RBF où
σ = 3) exécutée sur les vecteurs cepstraux situés au milieu de chaque segment identifié.
Nous utilisons les trois premières composantes de la projection Kernel PCA. Ensuite, nous
exécutons l’algorithme classique de regroupement par k-means (k = 3) dans cet espace. Dans
une première étape d’étiquetage, nous nous focalisons sur la détection des trois classes pho-
nétiques majeures : silences, consonnes et voyelles. Après l’application de l’algorithme des k-
means, l’identification des trois clusters résultants est réalisée en regardant l’énergie moyenne
de chaque cluster. L’énergie la plus élevée correspond au cluster des voyelles (V), la plus basse
est associée aux silences (S) et le cluster des consonnes (C) correspond à une énergie médiane.
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FIG. 6.5 – Regroupement spectral temporel + Kernel PCA + k-means sur une séquence de 45s
du corpus OGI. À gauche, les segments et les étiquettes sont définis manuellement. À droite, les
segments sont déterminés automatiquement par le regroupement spectral temporel. Les classes
phonétiques (SCV) sont définies par l’algorithme des k-means appliqué à la projection KPCA,
et identifiées selon leur énergie moyenne.
Dans la figure 6.5, un exemple d’étiquetage SCV dans l’espace de regroupement en 3D est
réalisé. La projection Kernel PCA ordonne les vecteurs correspondants aux silences, consonnes
et voyelles dans une configuration lisse où les groupes sont facilement séparables en utilisant un
regroupement par k-means. La quantité de segments déterminés par l’algorithme automatique
est supérieure aux segments définis manuellement. Une procédure de lissage est mise en place
pour fusionner les segments voisins qui possèdent la même étiquette. De cette manière, la
segmentation automatique « sous-phonétique » s’approche d’une segmentation en unités pho-
nétiques.
Trois algorithmes sont utilisés pour comparer l’approche proposée : deux démarches non
supervisées et une supervisée. La référence de l’évaluation est la segmentation et l’étiquetage
manuel du corpus OGI-MLTS.
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Nous utilisons un sous-ensemble du corpus pour réaliser les tests : 8 séquences d’environ
45 secondes par langue (anglais, allemand, hindi, mandarin, japonais et espagnol), ce qui fait
en total près de 40 minutes de parole spontanée multilingue, de qualité téléphonique, pour
nos tests. La configuration de la paramétrisation cepstrale utilisée est de 14 coefficients plus
l’énergie ainsi que les dérivées premières et secondes. Les trames ont une durée de 16 ms avec
un chevauchement de 12.5 ms. Nous utilisons une soustraction cepstrale : chaque coefficient
cepstral est diminué de la valeur moyenne des coefficients cepstraux. Nous avons ainsi un
vecteur d’observation de 45 paramètres.
Les coefficients sont normalisés par la soustraction de la moyenne.
L’évaluation est réalisée par un outil utilisé lors des campagnes NIST d’indexation audio. Il
calcule la précision d’une segmentation audio. Les étiquettes de référence et celles générées par
les systèmes automatiques sont présentés dans le format décrit au tableau 6.1.
TAB. 6.1 – Format d’un fichier issu d’une segmentation et de l’étiquetage des segments.











Nous avons utilisé l’étiquetage manuel d’OGI pour nos comparaisons. Cela veut dire que
nous avons modifié les étiquettes phonétiques des six langues par une notation simplifiée «SCV».
Un exemple (pour l’anglais) est exposé dans le tableau 6.2. Une description complète de cette
simplification se trouve dans l’annexe D.
Système 1. Le premier système, développé précédemment dans l’équipe, utilise l’algorithme
de divergence « forward - backward » (fbd) [AO88] pour effectuer la segmentation tempo-
relle du signal. Cet algorithme cherche des différences importantes dans le modèle auto-
regressif gaussien, de deux fenêtres d’analyse qui parcourent le signal. Le modèleM0 est
calculé sur une fenêtre de longueur croissante débutant à l’instant de la rupture précédente
tandis que l’autre,M1, est une fenêtre glissante de longueur fixe qui commence à parcourir
le signal à partir de cette dernière frontière. Quand le critère de divergence de Kullback
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TAB. 6.2 – Exemple de la simplification des étiquettes OGI pour l’évaluation SCV.
















. . . . . .
entre les deux modèles change au-delà d’une certaine limite, une nouvelle frontière est
définie sur le signal.
Ce système possède une étape de détection d’activité vocale pour classifier les segments
en parole/silence. Ensuite, il utilise l’énergie de la bande spectrale 350 Hz - 1 kHz pour
identifier les segments de parole qui possèdent une structure formantique et les classifie
comme des « segments vocaliques » [Pel99]. Ainsi, les segments sont classés en :
– silence.
– consonne, si le segment est détecté comme de la « parole », alors qu’aucune voyelle
n’est présente dans le segment.
– segment vocalique, lorsque une structure formantique est détectée.
Système 2. Mon premier système « de base » [Ari05] utilise aussi l’algorithme fbd pour réaliser
la segmentation temporelle. La classification SCV des segments se fait à partir de la pro-
jection de faible dimensionnalité obtenue par un regroupement spectral classique [Ng01]
des vecteurs représentants des segments. L’étiquetage des segments est fait de la même
manière que dans l’approche proposée : l’algorithme des k-means identifie 3 clusters, qui
sont identifiés phonétiquement grâce à leur énergie moyenne.
Système 3. Le troisième système est une approche supervisée, dite de « référence » ; il s’agit
d’un système fondé sur les Modèles de Markov Cachées (HMM). L’entraînement est
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réalisé avec une partie différente du corpus (mais équivalente en termes de minutes de pa-
role). Les tests s’effectuent avec les mêmes fichiers que les deux systèmes non supervisés.
Le système comprend trois modèles phonémiques HMM (silence, consonne et voyelle)
composés de trois états avec des transitions gauche-droite (figure 6.6). Chaque état est
modélisé par un mélange de lois gaussiennes à 8 composantes. Leur précision (81.22%)
est considérée comme une référence pour tous les systèmes non supervisés, même si ces
derniers n’ont pas besoin d’un phase d’entraînement.
(a) (b)
FIG. 6.6 – Système HMM. (a) Modélisation des unités phonétiques par 3 états. (b) Description
de la grammaire utilisée pour l’indexation.
Les résultats des systèmes non supervisés de segmentation et d’étiquetage SCV sont pré-
sentés dans le tableau 6.3.
TAB. 6.3 – Précision (« accuracy ») de la segmentation et de l’étiquetage SCV des trois sys-
tèmes non supervisés.
Système Précision
Système 1 72.66 %
Système 2 73.14 %
Système proposé 74.66 %
Mon premier travail (Système 2), avait déjà amélioré légèrement les résultats du précédent
système de l’équipe. Le système proposé permet de gagner 2 % en terme d’accuracy.
Pour avoir une idée des erreurs du système proposé par rapport à l’étiquetage manuel,
nous réalisons une matrice de confusion avec un sous-ensemble des résultats (2 fichiers par
langue, donc environ 10 minutes de parole). D’après son analyse (tableau 6.4), la détection des
silences semble précise et les erreurs commises sont dues principalement à la discrimination
consonne/voyelle. Sur la figure 6.5, les différences entre la configuration des classes donné par
la référence manuelle et le système automatique sont visibles.
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TAB. 6.4 – Matrice de confusion de la segmentation SCV.
Identification automatique \Manuel(OGI) Silence Consonne Voyelle
Silence 177.6 s 20.72 s 5.58 s
Consonne 23.54 s 76.92 s 27.27 s
Voyelle 3.16 s 59.67 s 171.54 s
6.3.2 Analyse des segments obtenus
Dans tout le procédé de segmentation/étiquetage, un seul paramètre est nécessaire : il s’agit
de la variable σ du noyau gaussien pour le calcul du regroupement spectral temporel et le Kernel
PCA. Sa valeur est fixée expérimentalement à σ = 3 dans les deux cas.
Comme il avait été mentionné précédemment, la segmentation obtenue par le regroupement
spectral temporel donne des segments de taille sous-phonémique. Une procédure de lissage est
nécessaire pour arriver à une segmentation de taille phonémique et être en mesure de compa-
rer les résultats avec la segmentation manuelle du corpus OGI. Un exemple de segmentation
automatique après lissage est montré dans la figure 6.7.
FIG. 6.7 – Segmentation temporelle et étiquetage en trois classes phonétiques (SCV) de la
parole. La première ligne des étiquettes montre la référence manuelle (simplifiée) d’OGI et la
deuxième ligne donne les résultats du système non supervisé proposé.
L’algorithme de lissage est simple. Nous classifions tous les segments en SCV et nous
fusionnons les segments voisins qui possèdent la même étiquette. Cela permet de créer des
segments transitoires, résultant de la fusion de petits segments courts de même nature. Ainsi, la
première version de la segmentation, correspondant à des entités sous-phonémiques, s’approche
après le lissage d’une segmentation en phonèmes. Les histogrammes de la taille des segments
issus du système proposé, présentés dans la figure 6.8, en sont un exemple.
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(a) (b)
(c) (d)
FIG. 6.8 – Histogrammes de la taille des segments. Segmentation manuelle d’une séquence en
(a) anglais et (c) Hindi. En (b) et (d), il s’agit de la segmentation automatique correspondante.
6.3.3 Classification des consonnes voisées/non voisées
Quand nous appliquons les techniques d’apprentissage de variétés à la parole, nous obser-
vons (à l’aide des étiquettes manuelles du corpus) une structure particulière des groupes d’unités
phonétiques superposées. Dans ces projections de faible dimensionnalité des vecteurs cepstraux,
les phonèmes sont « organisés » naturellement par rapport à leurs propriétés acoustiques, et nous
observons certains regroupements. Par exemple, dans les ensembles de consonnes, les groupes
d’occlusives, fricatives et nasales sont superposés mais bien différenciés. Dans les voyelles, les
groupes que l’on peut observer sont le [i], le [o,u] et le [a,e], ce qui est une approximation au
triangle vocalique.
À l’aide donc d’une méthode spectrale, les consonnes peuvent être séparées en deux groupes
nettement définis : celui des consonnes voisées (liquides, nasales, fricatives voisées et glides) et
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celui des consonnes non voisées (occlusives, fricatives non voisées). Nous utilisons la projection
en faible dimension d’Isomap et l’étiquetage SCV pour séparer les unités consonantiques du
reste des vecteurs. Nous définissons deux clusters dans cet ensemble à l’aide d’un regroupement
spectral classique. Pour identifier les groupes résultants, nous associons les consonnes voisées
au groupe qui possède la variance de l’axe principal la plus élevée. Un exemple du regroupement
des unités consonantiques est présenté dans la figure 6.9.
L’algorithme utilisé pour les séparer est décrit ci-dessous :
1. segmentation d’une séquence de parole avec le regroupement spectral temporel.
2. étiquetage SCV à l’aide du Kernel PCA et du k-means.
3. application d’une technique d’apprentissage de variétés (Isomap).
4. regroupement spectral classique (k = 2) des vecteurs considérés dans l’étape 2 comme
appartenant au groupe des consonnes.
5. étiquetage Voisée (N) - Non voisée (O) des groupes de consonnes fondé sur leur forme
géométrique.
FIG. 6.9 – Identification des groupes de consonnes voisées (jaune) et non voisées (noir) ob-
tenue à partir d’une représentation Isomap. Étiquetage et segmentation manuels (à gauche) et
automatiques (à droite) d’une phrase en espagnol.
Avec l’incorporation des nouvelles classes de consonnes à l’étiquetage, la précision de
l’algorithme par rapport à OGI est de 67.08 %. La figure 6.10 montre l’étiquetage manuel et
automatique de 5 classes phonétiques dans une séquence de parole.
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FIG. 6.10 – Exemple de l’identification automatique de 5 classes phonétiques. La première ligne
des étiquettes montre la référence manuelle d’OGI et la deuxième ligne montre l’étiquetage
automatique.
6.4 Alignement des projections
Dans le chapitre précédent nous parlions de la rotation aléatoire générée pendant la projec-
tion en faible dimensionnalité des vecteurs acoustiques. Avec la segmentation et l’étiquetage
automatique des séquences de parole, nous avons trouvé une manière d’aligner les trois pre-
mières dimensions des projections.
En observant les centroïdes des trois groupes phonétiques SCV dans les projections (voir
figure 6.11), on peut déduire que la première dimension (X) des silences où des voyelles peut
nous aider à orienter toute la projection. En fait, ces groupes se trouvent en extrémités opposées
de la projection donc on a décidé de placer les silences systématiquement du coté positif et les
voyelles du coté négatif du nouveau système de coordonnées.
Pour la deuxième coordonnée (Y), nous avons remarqué que les groupes de voyelles et de
consonnes se trouvent opposées sur cet axe. On prend donc la décision de situer les voyelles
toujours du coté positif et les consonnes coté négatif. La troisième dimension (Z) devient plus
difficile à identifier. Après plusieurs tests on a vu que la moyenne des silences se trouve toujours
du coté positif où négatif de cette axe ; alors on a décidé de le situer dans le plan positif.
Malheureusement, dans les dimensions supérieures des projections les groupes SCV se
trouvent pratiquement centrés. Par conséquent, la position de leur centroïde ne fournit aucune
information fiable pour détecter s’ils ont tourné ou pas. On doit alors utiliser trois axes pour
représenter les séquences de parole en faible dimensionnalité.
Dans la figure 6.12 nous présentons plusieurs projections alignées des séquences de parole.
Il est désormais possible de modéliser ces vecteurs comme des distributions de probabilité et
de les comparer. En plus, on peut pondérer différemment chaque composante phonétique SCV.
La seule contrainte est qu’avec trois dimensions il est encore difficile de garder un pourcentage
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acceptable de la variance originale des coefficients cepstraux, même si l’on utilise des méthodes
comme LLE, Isomap où les Laplacien Eigenmaps pour effectuer les projections.
6.5 Segmentation vidéo et regroupement
Quand l’algorithme traite un flux vidéo, le regroupement spectral temporel détecte les chan-
gements de plans dans la séquence d’images. Les segments ainsi obtenus peuvent être regroupés
pour constituer des catégories homogènes. Dans ce cas nous ne connaissons pas le nombre de
catégories/classes présentées dans le document et on essaie de les découvrir automatiquement.
Nous utilisons une métrique d’évaluation de la segmentation qui ne prend pas en compte les
images de transition entre plans, donc les segments détectés comme « transitoires » (qui suivent
le même principe de variabilité décrit dans la segmentation de parole) sont écartés pendant le
calcul de la précision du système. Cela signifie que l’on peut trouver des « trous » dans le plan
de montage chronologique de la séquence résultante. La segmentation temporelle est évaluée
avec la métrique définie pour le projet ARGOS [Jol07] et les résultats sont présentés dans le
tableau 6.5.
TAB. 6.5 – Précision de la segmentation en plans pour différentes émissions de la base de
données ARGOS.
Émission Durée Précision
INAO1 35 min 55 %
INA02 35 min 61 %
SFR01 30 min 58 %
INA06 35 min 62 %
Pour l’étape de regroupement on choisit d’abord une image représentative de chaque seg-
ment. Nous prenons celle qui se trouve au milieu du segment et qui est appelée désormais
« image-clé ». Ensuite, nous appliquons, en prenant toutes les images-clés retrouvées, l’algo-
rithme de regroupement spectral proposé par [San05]. Il s’agit d’une version de l’algorithme
standard [Ng01] où les vecteurs propres de la matrice d’affinité ne sont pas normalisés et où la
métrique euclidienne pour effectuer le regroupement final par k-means est remplacée par une
métrique de Mahalanobis. Ces modifications permettent de découvrir le nombre de clusters pré-
sents dans le regroupement, car cette version du k-means détecte la présence des données dans
les axes orthogonaux de la représentation de faible dimensionnalité donnée par le regroupement
spectral. Un exemple de cette représentation est montré par la figure 6.13.
Une fois que l’on a attribué un cluster à chaque image-clé on le généralise à tout son seg-
ment, et on fusionne tous les segments appartenant au même groupe. De cette manière nous
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construisons des séquences vidéo homogènes. Des exemples de ces séquences sont « l’isole-
ment » du présentateur du journal dans un seul segment vidéo ou la construction d’un segment
avec toutes les cartes géographiques montrées au long du journal. Sur la figure 6.14 sont visua-




Dans ce chapitre nous présentons l’algorithme de regroupement temporel, qui est une modi-
fication de l’algorithme spectral classique. Cette nouvelle version est plus adaptée au traitement
des séquences de paramètres temporels. Il s’agit d’un algorithme non supervisé, utilisé pour
segmenter les unités stables des suites d’entrée.
Dans le cas des séquences de parole, nous présentons une approche originale pour l’identi-
fication et l’étiquetage des segments, à partir d’une analyse Kernel PCA et un regroupement par
la méthode des k-means. De cette manière, on classe grossièrement les segments de parole en :
silence, consonne ou voyelle.
Nous comparons la procédure proposée par rapport à trois systèmes de référence et nous
montrons que le résultat de la segmentation automatique et du lissage est équivalent à l’étique-
tage manuel. Un post-traitement des segments consonantiques, utilisant Isomap et le regroupe-
ment spectral classique, permet de les étiqueter approximativement en « consonnes voisées » et
« consonnes non voisées ». Des applications d’extraction d’information de ce type sont utiles
aux tâches qui vont de l’analyse prosodique à l’identification de locuteurs.
L’étiquetage SCV peut être utilisé pour aligner les projections de faible dimensionnalité
des séquences de parole. Malheureusement, seules trois dimensions ont pu être identifiées et
les modélisations des projections obtenues par GMM ne sont pas encore comparables à celles
obtenues avec les 15 coefficients cepstraux d’origine.
Si l’on travaille avec des suites d’images, la segmentation est suivie par une variante du re-
groupement spectral réalisée avec les images-clés des segments. Le résultat est la décomposition
des émissions TV en sujets homogènes.
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FIG. 6.11 – Histogrammes des six premières coordonnées de la projection Isomap d’une sé-
quence de parole. (a) Silences. (b) Consonnes. (c)Voyelles.
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FIG. 6.12 – Projections alignées des séquences de parole du corpus ANITA. La couleur des
vecteurs montre leur appartenance à un groupe phonétique SCV.
165
Chapitre 6. Regroupement spectral temporel
FIG. 6.13 – Graphe 3D des vecteurs propres représentant les images-clés d’une émission dans
un espace de regroupement. Chaque image-clé est associé à un segment vidéo.
FIG. 6.14 – Résultats d’une segmentation et d’un regroupement vidéo. Les segments vidéo de
caractéristiques similaires sont groupés pour construire des histoires homogènes.
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Les collections de données audio sont en constante croissance et nécessitent des procédures
automatiques pour structurer leur contenu [Zha98]. Ces études conduisent à définir des mesures
de similarité entre séquences de vecteurs acoustiques : chaque vecteur correspond à l’analyse
d’une trame de signal de l’ordre de la centiseconde. Pour faire face à la dimension élevée de l’es-
pace de représentation des trames et à la longueur variable des suites de vecteurs, il est d’usage
de représenter une séquence de parole par les paramètres d’une distribution probabiliste, le plus
souvent un mélange de lois gaussiennes (GMM). La dimension de l’espace de représentation
de la suite est alors fixée, mais elle reste élevée. La réduction de la dimensionnalité s’avère
nécessaire pour ne traiter que l’information utile et atteindre des signatures fiables, comme dans
tout problème d’analyse des données. Une très forte réduction peut également aider à visualiser
une collection de séquences et à relier a posteriori des regroupements trouvés automatiquement
à des connaissances que l’on avait a priori. Au cours de notre étude nous recherchons si une
réduction très forte de la dimensionnalité peut avoir un intérêt en traitement automatique de la
parole pour guider un traitement ultérieur.
Vu la complexité des données acoustiques, la plupart des approches proposées sont spé-
cifiques, composées d’architectures parallèles et issues de la fusion d’une multitude de para-
mètres. Il y a un manque de méthodes générales d’exploration et de classification des contenus
audio.
Dans ce chapitre nous allons présenter une démarche permettant de transformer des sé-
quences audio de longueur variable en vecteurs de taille fixe. Cette transformation nous permet
d’explorer les contenus des bases de données acoustiques. D’abord, on modélise les paramètres
cepstraux de chaque séquence de la base de données par un GMM, ensuite, on fait l’estimation
de la divergence symétrique de Kullback-Leibler entre deux GMM à l’aide d’un échantillon-
nage de Monte-Carlo [Fuk90]. Ces dissimilarités statistiques sont utilisées comme entrées de
l’algorithme d’échelle multidimensionnelle (MDS), qui produit un système de représentation
de faible dimensionnalité pour chaque GMM donc pour chaque séquence d’entrée. Dans ces
espaces, les vecteurs-séquences sont traités avec des algorithmes à noyau et des méthodes de
regroupement. On montre les résultats obtenus sur trois bases de données : musique/parole,
locuteurs et langues. Certaines variantes du système original sont aussi développées.
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7.2 État actuel de l’analyse automatique de l’information au-
dio
La recherche actuelle sur l’analyse automatique de bases de données acoustiques est centrée
sur la discrimination parole/musique [Car99], la classification automatique ou semi-automatique
(celle qui prend en compte les préférences de l’utilisateur) de la musique [Kne07] et les sys-
tèmes d’identification des langues [TC02] ou des locuteurs [Bim04]. La plupart de ces tech-
niques utilise comme paramètres : les coefficients cepstraux, l’analyse de prédiction linéaire,
le taux de passage à zéro, l’entropie, le flux spectral, la modulation de l’énergie dans cer-
tains bandes de fréquence, etc. Dans l’étape de classification, les Modèles de Markov Cachées
(HMM), les Modèles de Mélanges de Lois Gaussiennes (GMM), les Séparateurs à Vaste Marge
(SVM) ou des combinaisons de ces modèles sont utilisés.
Comme nous l’avons mentionné auparavant, l’extraction de paramètres pour le traitement
audio est encore un problème ouvert. Certains paramètres ont prouvé leur efficacité dans des
tâches spécifiques avec quelques bases de données, mais le choix d’un ensemble de paramètres
liés à une méthode de classification qui donne des bonnes performances dans un cadre géné-
ral de traitement audio est encore un pari à gagner. Nous délimitons notre étude en utilisant
l’analyse cepstrale standard pour caractériser les données audio.
En ce qui concerne les algorithmes de classification, leur utilisation avec les données audio
les confronte à deux problèmes importants : d’abord, la taille et la quantité de fichiers à traiter
sont importantes (les bases de données audio peuvent contenir des milliers de fichiers ; par
exemple, deux minutes de musique échantillonnée à 16 kHz génère 1920000 vecteurs de signal
numérique), ensuite, on va comparer des séquences audio qui possèdent des longueurs diffé-
rentes, sachant que la plupart des mesures de similarité s’appliquent à des vecteurs de même
taille.
7.3 Système de base KL : modélisation de séquences audio
par GMM et MDS
Le système de base est présenté dans la figure 7.1. Partant de l’hypothèse énoncée précé-
demment à savoir qu’une séquence sn est décrite par un mélange de lois gaussiennes GMMn,
nous recherchons un nouvel espace dans lequel seules quelques coordonnées pourraient être
significatives en terme de regroupement.
D’abord, on calcule les coefficients cepstraux et leurs dérivées de chaque séquence de la
base de données. Avec ces paramètres on définit un GMM par séquence. Une fois que les GMM
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FIG. 7.1 – Système de base. Il transforme des séquences de taille variable en vecteurs de taille
fixe de faible dimensionnalité.
ont été définis, la divergence symétrique de Kullback-Leibler entre chaque paire de GMM est
calculée.
La dissimilarité statistique δij, i, j = 1, . . . , N entre deux lois GMMi et GMMj est obte-
nue avec la divergence symétrique de Kullback-Leibler. Cette divergence est la somme de deux





Pour déterminer KL(GMMi/GMMj) nous utilisons l’échantillonnage de Monte-Carlo
qui génère un ensemble aléatoire X à partir de GMMi et puis nous calculons la moyenne
du logarithme des taux de vraisemblance GMMi(X)/GMMj(X). On fait du même avec
le GMMj et KL(GMMj/GMMi) pour obtenir la distance statistique δij . Nous regroupons
toutes ces dissimilarités dans une matrice carrée, qui est fournie comme entrée de l’algorithme
MDS. Le résultat de MDS est un lot de vecteurs de faible dimensionnalité qui représentent les
séquences audio de la base de données (un vecteur par séquence). Bien que cette représentation
soit déjà intéressante, nous pouvons encore appliquer des méthodes à noyaux pour améliorer la
séparation entre les classes découvertes, ou des algorithmes de regroupement pour établir des
conclusions sur la configuration et le type d’informations contenues dans la base de données.
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Les vecteurs obtenus par MDS sont situés dans un espace euclidien et offrent la possibilité
d’être visualisés. Ainsi, le traitement qu’ils subissent ensuite est potentiellement supervisé par
l’utilisateur, ce qui est un grand avantage par rapport à d’autres méthodes de traitement des
séquences comme les Modèles de Markov Cachées, le noyau de Fisher ou les Réseaux de
neurones.
Nous avons testé le système proposé en plusieurs tâches et avec différentes bases de données.
Certaines modifications ont été nécessaires pour s’adapter aux conditions de test et améliorer
les performances. La paramétrisation cepstrale utilisée est constituée des quinze premiers coef-
ficients (C0 inclus) et leurs dérivées, calculés en trames de 16 ms avec un chevauchement de 8
ms entre trames. Sauf cas exceptionnels, les GMM utilisés possèdent 16 composantes.
7.4 Discrimination parole/musique
Dans un premier test nous traitions 9 fichiers qui contiennent de la voix chantée, 17 fichiers
de musique instrumentale, 30 segments de musique rock/jazz et 30 séquences de parole du
corpus OGI (15 en anglais et 15 en allemand). Le résultat d’utilisation du système de base
avec cet ensemble est la formation de deux groupes bien définis de vecteurs, affiché dans la
figure 7.2(a). Ces groupes sont facilement détectés par n’importe quel algorithme de regrou-
pement. Pour cet exemple nous avons utilisé la méthode d’association agglomérative dont le
critère d’arrêt est le nombre de clusters à identifier, égal à deux dans ce cas. L’un des groupes
est composé de vecteurs qui représentent des séquences de musique et de voix chantée tandis
que l’autre rassemble les vecteurs correspondants aux séquences de parole.
Il n’est pas surprenant que la voix chantée soit assimilée à la musique plutôt que à la parole,
cette association a été déjà observée par d’autres systèmes de discrimination parole/musique [Lac07].
Néanmoins, à l’intérieur du cluster de la musique on peut observer des sous-ensembles corres-
pondants à la voix chantée, à la musique instrumentale et au rock/jazz, selon la figure 7.2(b).
7.5 Identification de langues
L’identification de langues est une tâche très difficile à accomplir en utilisant seulement
la modélisation de l’espace acoustique. Normalement on le fait avec des systèmes phonotac-
tiques et prosodiques, mais nous appliquons la méthode décrite pour observer leurs résultats.
Néanmoins, nous changeons la paramétrisation cepstrale standard. On utilise désormais un dé-
tecteur de parole pour éliminer les silences dans les séquences. Ensuite les dérivées des vecteurs
cepstraux sont arrangées de la manière connue comme « shifted delta cepstra (SDC) » [TC02]
avec la configuration 7-1-3-3.
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(a) (b)
FIG. 7.2 – Discrimination parole - musique. (a) Deux groupes sont identifiés automatiquement
lors de l’application du système proposé. (b) À l’intérieur du cluster de la musique, des sous-
ensembles sont établis, mais ils sont difficiles à identifier par des méthodes automatiques (on
les présente ici avec les étiquettes manuelles).
Le premier test montre 60 fichiers du corpus OGI (20 séquences en Anglais, 20 en Italien
et 20 en Mandarin, figure 7.3(a)), le deuxième affiche 40 séquences (20 en Hindi et 20 en
Portugais, figure 7.3(b)). Dans les deux exemples nous observons un certain regroupement par
langue. Il est intéressant car nous pouvons mettre en relation, par exemple, les caractéristiques
acoustiques et phonotactiques des séquences et leur position dans les groupes, et étudier les
représentants qui se trouvent prés du centroïde de chaque classe pour déterminer certaines
caractéristiques distinctives des langues.
Une autre possibilité du traitement serait d’appliquer des méthodes à noyau et de regroupe-
ment automatique sur ces projections. Nous le faisons dans le prochain exemple d’utilisation de
l’algorithme proposé, celui du regroupement des locuteurs.
7.6 Regroupement des locuteurs
Dans cette section nous traitons une collection de séquences de parole avec comme objectif
le regroupement en locuteur. La base de données de test est composée de 150 fichiers audio (25
séquences de 6 locuteurs différents, 3 hommes et 3 femmes) tirés du corpus ANITA.
En plus du système de base (dénommé « Système KL »), deux variantes ont été étudiées. La
première (Système KL-CV, détaillé en la section 7.6.2) utilise la procédure d’étiquetage SCV
développée dans le chapitre antérieur pour séparer les unités consonantiques des unités voca-
liques et effectuer une modélisation différenciée de l’espace acoustique. La deuxième variante
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(a) (b)
FIG. 7.3 – Identification des langues. (a) Séquences en Anglais, Italien et Mandarin. (b) Hindi
et Portugais.
(Système SV, détaillé en la section 7.6.3) fait appel à la définition et à l’adaptation d’une modèle
GMM universel ainsi que à l’analyse en composantes principales (PCA) traditionnelle dès lors
qu’un GMM est assimilé à un supervecteur.
Le regroupement spectral est utilisé pour mettre en évidence le nombre de clusters dans le
nouvel espace, là où les séquences ont été projetées. Nous cherchons une différence importante
entre les valeurs propres de la matrice du regroupement spectral, « l’eigengap », car l’identifica-
tion de cette caractéristique donne le nombre de groupes présents dans l’ensemble des données.
Nous utilisons aussi les méthodes à noyau pour définir une étape de classification supervisée
multiclasse dans chaque système présenté.
7.6.1 Système KL
7.6.1.1 Description
Comme dit précédemment, ce premier système résulte de la paramétrisation d’une séquence
de parole par un GMM et du fait qu’un GMM est avant tout une loi de probabilité qui modélise
une distribution de paramètres acoustiques. La distance entre modèles est calculée approxi-
mativement par la divergence symétrique de Kullback-Leiber et représentée dans un espace
euclidien au moyen de l’algorithme MDS. Le résultat de MDS est un ensemble Y de vecteurs
tri-dimensionnels, et chaque vecteur yn représente une séquence audio de la base de données
(voir figure 7.1).
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7.6.1.2 Analyse non supervisée
La représentation Y ∈ R3 des séquences est montrée dans la figure 7.4. Les meilleurs
résultats sont obtenus avec 32 composantes par GMM. L’échantillonnage de Monte-Carlo pour
estimer la divergence KL est fixé à 5000 vecteurs par modèle. Pour connaître le regroupement
des 6 locuteurs de test dans l’espace, la matrice du regroupement spectral est obtenue à l’aide de
la fonction RBF (σ = 100) et diagonalisée pour observer ses valeurs propres. L’eigengap signale
6 groupes dans l’ensemble, mais leur identification visuelle dans l’espace Y ne correspond pas
exactement aux groupes de locuteurs du corpus. La configuration des paramètres est tolérante
aux variations du nombre de composantes des GMM et à la taille de la fenêtre d’analyse MFCC.
FIG. 7.4 – Représentation en faible dimension de la divergence de Kullback-Leiber entre GMM.
En haut, chaque point représente une séquence de parole et chaque symbole signale un locuteur.
En bas, les principales valeurs propres du regroupement spectral montrent la présence de 6
clusters dans l’ensemble.
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7.6.1.3 Analyse supervisée
Nous utilisons un classifieur SVMMulticlasse en configuration « one vs all » pour effectuer
une analyse supervisée des représentations obtenues par le système KL. Dans l’étape d’ap-
prentissage, 6 classifieurs (utilisant un noyau polynomial avec σ = 140) sont entraînés, avec
15 fichiers par locuteur (90 en total). Lors de l’apprentissage, la plupart des vecteurs de chaque
classe sont considérés comme des vecteurs de support (points encerclés dans la figure 7.5(a)), ce
qui indique que les frontières entre les classes sont extrêmement complexes. La liste du nombre
de vecteurs de support par classe est affiché dans le tableau 7.1.
(a) (b)
FIG. 7.5 – Système SVMMulticlasse. (a) Entraînement. Chaque symbole représente une classe,
les vecteurs de support sont encerclés. (b) Test. Les vecteurs de test sont présentés en noir et les
vecteurs d’entraînement en couleur claire.
Pour l’étape de test nous utilisons 10 fichiers par locuteur (60 au total). Le système ne
commet aucune erreur de classification. Dans la figure 7.5(b), nous présentons les vecteurs de
test en couleur foncée tandis que les vecteurs qui ont servi à l’apprentissage sont montrés en
couleur claire. Chaque symbole représente un locuteur différent.
7.6.2 Système KL-CV : Modélisation différenciée consonnes-voyelles de
séquences audio par GMM et MDS
7.6.2.1 Description
Dans cette approche nous ajoutons une étape de pré-traitement au système de base pour
extraire des unités élémentaires différenciées et les caractériser par autant de GMM que de
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TAB. 7.1 – Nombre de vecteurs de support par classe du Système KL.








catégories d’unités. Ce pré-traitement s’apparente à une classification grossière du signal de
parole. Dans cette expérience on utilise les classes consonnes et voyelles.
À partir des unités C et des unités V extraites sur chaque séquence sn de parole, sont trouvés
deux modèles GMM (GMMnC,GMMnV ). Les calculs de la distance de KL sur chaque sous-
ensemble GMMnC et GMMnV permettent par la méthode MDS de projeter l’ensemble de
séquences dans deux espaces différents YC et YV . Un synoptique du système est reproduit sur
la figure 7.6.
FIG. 7.6 – Système KL-CV. Une étape de pré-traitement est ajoutée au Système KL pour
modéliser séparément les unités phonétiques « vocaliques » (V) et « consonantiques » (C).
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7.6.2.2 Analyse non supervisée
Étant donné la « spécialisation » des GMM, il est désormais suffisant d’utiliser 8 compo-
santes par modèle, au lieu de 32 dans le Système KL, ce qui accélère les calculs de la divergence
de Kullback-Leibler. La matrice A du regroupement spectral est calculée avec le paramètre
σ = 30.
La projection YC correspondant aux GMMC (voir figure 7.7) est similaire à celle du
Système KL. Les eigengaps de ces deux systèmes se ressemblent. Visuellement, les résultats
de la projection YV montrent une meilleure séparation de locuteurs que le Système KL et le
Système GMMC ; néanmoins, deux locuteurs font pratiquement partie du même groupe, et
deux autres sont assez proches. L’eigengap du Système GMMV est le mieux défini, mais il
indique 4 clusters au lieu de 6.
7.6.2.3 Analyse supervisée
Nous avons crée un système SVM Multiclasse pour traiter les projections des Systèmes
GMMC et GMMV . Dans les deux analyses on utilise le même paramètre σ = 140 pour le
noyau RBF. Dans l’étape d’apprentissage nous utilisons 90 vecteurs (15 par classe) et dans la
phase de test 60 (10 par classe).
L’entraînement du Système GMMC (figure 7.8(a)) définit 22 vecteurs de l’ensemble (ta-
bleau 7.2) comme des vecteurs de support tandis que le Système GMMV (figure 7.8(c)) déter-
mine 17 vecteurs de support pendant son apprentissage, listés dans le tableau 7.3. On constate
alors une importante réduction, par rapport au Système KL supervisé, du nombre de données
considérés comme des vecteurs de support, ce qui indique que les frontières qui séparent les
classes sont plus souples et par conséquent le système supervisé possède une meilleure capacité
de généralisation.
TAB. 7.2 – Nombre de vecteurs de support par classe du Système GMMC.
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FIG. 7.7 – Modélisation GMM différenciée. À gauche, les modèles GMMC sont déterminés
par les segments « consonantiques » des séquences de parole. À droite, lesGMMV modélisent
les segments « vocaliques ». Un eigengap mieux défini est obtenu par les GMMV .
Pendant les tests, le SystèmeGMMC classifie les vecteurs avec 3.33% d’erreur. Le Système
GMMV présente aussi 3.33 % d’erreur, ce qui signifie deux vecteurs sur soixante mal classifiés
(affichés en rouge sur les figures figure 7.8(b) et 7.8(d)).
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(a) (b)
(c) (d)
FIG. 7.8 – Approches SVM Multiclasse pour les projections des Systèmes GMMC et
GMMV . (a) Entraînement GMMC. (b) Test GMMC. (c) Entraînement GMMV et (d) Test
GMMV .
TAB. 7.3 – Nombre de vecteurs de support par classe du Système GMMV .
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7.6.3 Système SV : Modélisation des séquences audio par supervecteurs
GMM et MDS
7.6.3.1 Description
Le calcul de la divergence KL est très coûteux en temps d’exécution et, si le nombre
d’échantillons de l’estimation de Monte-Carlo est limité, il est peu fiable. Une alternative de
l’utilisation des GMM comme représentants de séquences acoustiques est de concaténer des
vecteurs moyennes et créer ainsi un « supervecteur » par GMM. Plusieurs mesures de similarité
sont proposées pour comparer ces vecteurs [Cam06], mais une simple analyse PCA nous donne
une information pertinente sur la position de chaque vecteur dans l’ensemble.
Ce troisième système fondé sur des supervecteurs GMM et une analyse PCA est illustré
dans la figure 7.9. Néanmoins, la méthode pour définir les GMM a été modifiée pour rendre les
GMM compatibles entre eux en terme de supervecteurs.
FIG. 7.9 – Système SV. Un GMM issu de l’adaptation MAP d’un modèle universel apporte
ses moyennes pour créer un supervecteur qui le représente. Une analyse PCA permet leur
visualisation.
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Un modèle GMM global caractérise la répartition « totale » des données acoustiques d’en-
trée ; il est appelé Modèle du Monde (UBM-GMM). La technique d’adaptation la plus ré-
pandue du modèle UBM-GMM aux données d’entrée est l’adaptation par Maximun a poste-
riori [Gau94]. Nous utilisons cette technique dans le but d’adapter le modèle UBM-GMM à
chaque séquence sn de parole analysée et fournir leur modèle GMMn : seules les moyennes
des lois gaussiennes sont adaptées. Dans l’espace des supervecteurs est appliquée une analyse
PCA pour visualiser les séquences dans un espace de plus faible dimension.
7.6.3.2 Analyse non supervisée
Plusieurs tailles du modèle UBM-GMM sont testées (de 16 à 128 composantes), mais les
meilleurs résultats sont obtenus avec un modèle UBM-GMM à 32 composantes. L’analyse
PCA a été comparée à d’autres méthodes (Projection de Sammon, Isomap) pour réduire la
dimensionnalité des supervecteurs GMM avec les mêmes résultats. La projection montre une
bonne séparation de locuteurs, proche de celle obtenue avec le Système KL-CV(GMMV )
(voir figure 7.10). Les valeurs propres du Laplacian (σ = 0.055) reflètent cette configuration,
néanmoins l’eigengap suggère 9 groupes dans l’ensemble.
7.6.3.3 Analyse supervisée
Nous utilisons les projections du Système SV avec un UBM à 32 composantes pour analyser
les données de faible dimensionnalité en tâches d’apprentissage supervisé. Le classifieur SVM
multiclasse emploie le même nombre de données d’entraînement (15) et de test (10) par classe
que les systèmes précédents, avec le paramètre du noyau RBF σ = 0.4.
Le tableau 7.4 montre que presque la moitié des données d’apprentissage considérés comme
des vecteurs de support (vecteurs encerclés dans la figure 7.11(a)). Cela représente une situation
intermédiaire entre les Systèmes KL et KL-CV, en termes de complexité de l’apprentissage et
capacité de généralisation.
La figure 7.11(b) montre les fichiers de test (en noir) et les fichiers d’apprentissage (en
couleur claire). Les résultats de la classification des 60 fichiers montrent 6.66 % d’erreur,
c’est-à-dire, 4 vecteurs mal classifiés (en couleur rouge dans la figure). On peut augmenter
la complexité des frontières entre classes pour essayer de diminuer le taux d’erreur, mais cet
exemple montre le compromis à faire entre le nombre des vecteurs de support et la capacité de
généralisation d’un système supervisé.
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FIG. 7.10 – Représentation en 3D des supervecteurs GMM à l’aide d’une analyse PCA. Le
modèle UBM est composé de 32 gaussiennes.
TAB. 7.4 – Nombre de vecteurs de support par classe du Système SV.
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(a) (b)
FIG. 7.11 – Système SVM. (a) Entraînement. Les vecteurs de support sont encerclés. (b) Test.
Les 4 vecteurs mal classifiés sont affichés en rouge.
7.7 Conclusion
Nous présentons diverses possibilités de visualisation des séquences de parole en espaces
3D, fondées sur une procédure qui transforme des séquences acoustiques de longueur variable
en vecteurs de dimension faible et fixe, situés dans un espace euclidien. Cette perspective est
intéressante car des traitements ultérieurs à cette transformation (regroupement automatique,
classification supervisée, etc.) peuvent être facilement contrôlés par l’utilisateur.
Trois applications sont explorées : la discrimination parole-musique, l’identification de langues
et le regroupement de locuteurs.
1. La discrimination parole-musique est simple : quand on applique le Système KL à une
base de données, deux clusters sont facilement repérables, un cluster contient les repré-
sentations des séquences de parole et un autre celles de la musique (les séquences de
parole chantée sont regroupées dans le cluster de la musique).
2. L’identification de langues par le système KL donne des résultats mitigés, même si l’on
essaie d’adapter la paramétrisation cepstrale pour incorporer de l’information à plus long
terme.
3. Pour le regroupement des locuteurs, on modifie l’architecture KL originale afin de tester
d’autres algorithmes de traitement audio et de modélisation statistique (par exemple,
la modélisation différenciée de la parole et diverses mesures de dissimilarité entre des
modèles acoustiques).
Pour avoir une idée plus précise de la qualité des résultats, nous proposons une analyse
non supervisée fondée sur le calcul d’une matrice Laplacienne et l’étude de la variation de
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ses valeurs propres, de manière à identifier le plus grand écart entre elles -l’eigengap- et
le nombre de clusters stables dans l’ensemble. Plus grand est l’eigengap, mieux les clus-
ters sont définis. Les résultats montrent que la projection du Système KL-CV(GMMV )
présente l’eigengap le mieux défini de toutes les approches. Le Système KL présente un
eigengap précis, mais ses clusters ne correspondent pas exactement aux locuteurs de la
base de données.
Nous proposons une analyse supervisée pour étudier les résultats du regroupement des
locuteurs, fondée sur la complexité des frontières entre classes. Nous pouvons affirmer
que les projections Y issues du Système SV et du Système KL-CV(GMMV ) sont les
plus appropriées à l’identification des locuteurs.
Il faut aussi considérer le temps d’exécution des systèmes car le calcul de la divergence de
Kullback-Leibler dans le Système KL est extrêmement coûteux (il est allégé dans le Système
KL-CV grâce à la réduction d’information du pré-traitement). Le Système SV est plus économe
en temps de traitement, car il n’utilise pas la divergence de Kullback-Leibler. Dans ce système
le temps de calcul le plus important est dédié à la détermination et à l’adaptation du modèle du
monde.
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Les méthodes spectrales sont des outils puissants pour la réduction non-linéaire de la dimen-
sionnalité et pour l’apprentissage de variétés. Leur fonctionnement dépend de la diagonalisation
de matrices de « similarité » spécialement conçues, très souvent définies à partir des graphes
pondérés dont les sommets représentent les données à analyser et dont les arêtes indiquent
des relations de voisinage. Nous avons présenté ces matrices comme des matrices « noyaux »
construites à partir des données d’entrée. Une perspective intéressante de poursuite de ce travail
serait d’étendre les procédures de régression, classification et regroupement aux espaces de
caractéristiques générés par ces matrices.
Nous avons présenté les fondements théoriques et les équivalences entre les algorithmes
PCA, MDS, regroupement spectral, Kernel PCA, Isomap, LLE, GPLVM et Laplacian eigen-
maps. Ces méthodes possèdent des propriétés très intéressantes que nous avons exploitées pour
étudier les documents acoustiques dans des espaces de faible dimensionnalité.
En utilisant ces méthodes avec un étiquetage manuel des séquences de parole, nous sommes
capables de visualiser la structure phonémique de la parole, et nous profitons de cette connais-
sance pour développer des algorithmes capables de l’identifier automatiquement. À l’aide de
cette étude, nous avons aussi découvert que la parole et la musique partagent le même espace
acoustique, mais chaque signal possède un sous-espace spécifique de variabilité.
Une étude sur la dimensionnalité intrinsèque des séquences de parole est réalisée. Elle est
utile pour énoncer certaines observations sur la dimensionnalité de la paramétrisation cepstrale
appliquée à la parole et à la musique. Par exemple, nous avons mis en évidence que des espaces
MFCC de dimension réduite sont envisageables pour caractériser effectivement l’information
acoustique. L’analyse de la dimensionnalité intrinsèque nous indique également que la parole
en condition de stress réduit sa variabilité par rapport à la parole spontanée. Une perspective
à ce travail serait d’identifier les coefficients cepstraux « intrinsèques » où indispensables dans
un espace réduit d’analyse de la parole. Une autre étude pourrait analyser les conditions de
production vocale qui font augmenter ou diminuer l’importance des coefficients MFCC.
Nous avons examiné les unités phonétiques qui composent les séquences de parole. Un
algorithme non supervisé de segmentation et d’identification automatique de ces unités a été dé-
veloppé. Nous avons obtenu une précision acceptable au niveau de l’identification de ces unités
par rapport à un expert humain, surtout pour la classification SCV (grandes classes phonétiques :
silence, consonne et voyelle). La précision de l’identification des consonnes voisées et non voi-
sées est moins bonne, mais elle est peut être utile pour certaines applications. L’étiquetage SCV
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est aussi utilisé pour aligner les projections de faible dimensionnalité des séquences de parole.
C’est une apport qui pourrait devenir très important lorsque les méthodes d’apprentissage de
variétés concentreront plus de variance dans leurs axes principaux. On pourra à ce moment là
comparer statistiquement des séquences de parole dans des espaces de faible dimensionnalité,
tout en pondérant les sous-ensembles silence, consonne ou voyelle déjà identifiés.
Une autre conséquence du regroupement spectral temporel est l’identification rapide des
unités stables majeures d’une suite de vecteurs. Alors, par analogie avec la segmentation d’images,
on pourra utiliser le regroupement spectral temporel pour extraire d’une manière rapide et fiable
les segments stables les plus importants présents dans un signal acoustique. On pourra ainsi
utiliser ces segments comme descripteurs qui permettraient de comparer deux séquences de
vecteurs.
Dans une approche de « fouille de données », nous sommes arrivé à visualiser les densités
de probabilité qui représentent des suites de parole et de musique. Pour la tâche d’identification
de locuteurs, nous proposons une analyse non supervisée de ces projections pour découvrir le
nombre de clusters stables dans l’ensemble, et une analyse supervisée pour étudier le degré de
séparabilité de ces clusters et la complexité de leurs frontières.
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Annexe A. Algorithmes de calcul de la dimensionnalité intrinsèque
A.1 Présentation
Plusieurs techniques on été proposées pour estimer la dimensionnalité intrinsèque d’un
ensemble de données.
Les algorithmes « locaux » sont fondés sur l’observation suivante : le nombre de points
encerclés par une hypersphère de rayon r, centrée sur un point x, augmente proportionnellement
à la quantité rD, où D est la dimensionnalité intrinsèque de la variété de données autour de x.
La dimensionD est estimée en mesurant le nombre de points couverts par une hypersphère d’un
rayon r croissant.
Les algorithmes « globaux » considèrent la totalité des données pour estimer la dimension-
nalité de l’ensemble.
La dimension intrinsèque varie selon la courbure et le bruit des distributions de données
(voir figure A.1).
FIG. A.1 – Dimension intrinsèque pour différentes échelles [Keg02]. (a) À petite échelle, les
données semblent être de dimension zéro.(b) Si l’échelle est comparable au niveau du bruit,
la dimension intrinsèque paraît plus grande que celle attendue. (c) Voici l’échelle « correcte »
en termes de bruit et de courbure. (d) À grande échelle, la dimension globale de l’espace est
dominante.
A.2 Description des algorithmes
Algorithme de corrélation [Cam02] Issue de la théorie des fractales, cette méthode considère
que dans un espace de dimension D, le nombre de paires de données dont la distance est
inférieure à r est proportionnel à rD. Étant donné un ensemble X = {x1, . . . , xn} ⊂ X :
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IA est la fonction indicatrice de l’événement A. La valeur C(r) est proportionnelle à rD.





La limite zéro ne peut pas être atteinte, alors la valeur deD est estimée en calculant C(r)




Il est connu que D̂ < D. La valeur estimée est fiable seulement si la distribution des
données sur la variété est uniforme.
Estimation de la dimensionnalité par maximum de vraisemblance [Lev04] De la mêmema-
nière que l’algorithme de corrélation, cette méthode évalue le nombre de points cou-
verts par une hypersphère croissante Sx(r) de rayon r autour de x, mais elle modélise
le nombre de points dans la sphère comme les observations d’un processus de Poisson
homogène. Si l’on fixe une observation xz issue de la densité f(x), le processus binomial





est estimé par un processus de Poisson de taux λ(t) :
λ(t) = f(x)V (D)DtD−1
où V (D)DtD−1 est la surface de la sphère Sxz(t). Si f(x) = eθ, la log-vraisemblance du


















Tk(xz) est la distance euclidienne d’un point xz à son k-ième plus proche voisin. Si l’on
fixe le nombre de voisins à k au lieu d’utiliser le rayon r, on trouve :
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Le choix de k affecte le calcul de la dimensionnalité. Ainsi, on doit calculer D̂ pour
un ensemble de valeurs de k = k1, . . . , km et faire la moyenne des résultats. On doit
également résoudre l’équation A.1 en plusieurs points xz de l’ensemble et calculer une
valeur moyenne.
Estimation de la dimensionnalité à l’aide des « packing numbers » [Keg02] Cet algorithme
est fondé sur l’hypothèse que le « r−covering number »N(r) est proportionnel à r−D. Le
r−covering number est le nombre minimal d’hypersphères de rayon r qui est nécessaire
pour couvrir tous les points xi d’un ensemble X . Comme N(r) est proportionnel à r−D,
la dimensionnalité intrinsèque de l’ensemble X est :




Cette quantité (dérivée aussi de la théorie des fractales) est connue aussi comme la « ca-
pacity dimension », et possède un avantage par rapport à la dimensionnalité estimée par
la corrélation : elle ne dépend pas de la distribution de données sur la variété.
En général, la procédure pour trouver le r−covering number d’un ensemble est incal-
culable. Mais on peut contourner cette restriction en utilisant des packing numbers à la
place des covering numbers. Le r−packing number M(r) est défini comme le nombre
maximal de points en X qui peuvent être couverts par une hypersphère de rayon r. Pour
des ensembles de taille modérée, le calcul de M(r) est réalisable. La dimensionnalité
intrinsèque de X est donc trouvée par l’évaluation de la limite :




De la même façon que l’estimation de la dimensionnalité par corrélation, cette limite ne




Algorithme de Pettis [Pet79] Selon cette approche, si les vecteurs d’un ensemble sont distri-
bués localement de manière uniforme, la dimensionnalité intrinsèque de l’ensemble est :
D̂ =
T k
(T k+1 − T k)k
où T k est la moyenne des distances entre chaque point et son k-ième plus proche voisin.
Cette méthode présente certaines difficultés : d’abord, il est difficile de fixer une valeur
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de k, il n’y a aucune règle pour le faire ; ensuite, les résultats sont faux, même pour des
exemples simples.
Si T k est calculé pour k = kmin, . . . , kmax, une droite de régression (déterminée par
moindres carrés) peut être ajustée à T k comme fonction de (T k+1 − T k)k. De cette







(T k+1 − T k)2
Cette estimation est généralement non entière, mais on l’arrondit à l’entier le plus proche.
Les auteurs indiquent que les valeurs kmin et kmax doivent être les plus petites possibles,
et ils suggèrent aussi que si les données sont bruitées il faut ignorer le plus proche voisin
donc kmin > 1. L’existence des données aberrantes perturbe fortement le résultat. C’est
également le cas lorsqu’il y a une présence statistiquement importante des données aux
bords de la distribution. En effet, dans ces zones les données ne sont pas distribuées
uniformément.
Arbre géodésique d’extension minimale (GMST) [Cos04] UnGMST est un graphe construit
à partir des relations de voisinage d’un ensemble X . Par définition, il passe par tous les
sommets (points de l’ensemble) et possède une longueur (somme des arêtes) minimale
(en noir dans la figure A.2).
FIG. A.2 – Arbre géodésique d’extension minimale d’un ensemble. La pondération des arêtes
est la distance entre les sommets.
L’estimation de la dimension au moyen d’un GMST est fondée sur l’observation de la
forte relation de dépendance entre la longueur du chemin L d’un GMST et la dimension-
nalité intrinsèqueD de l’ensemble à partir duquel il est construit. Le GMST T est définie







Annexe A. Algorithmes de calcul de la dimensionnalité intrinsèque
où T est l’ensemble de sous arbres du grapheG(s, a), a est une arête d’un arbre T et dGa
est la distance correspondante à l’arête a.
Pour l’estimation de la dimensionnalité, plusieurs sous-ensembles Ai ⊂ X de différentes
cardinalités mi sont définis. Ensuite, les GMST des Ai sont calculés et leur longueur du
chemin L(Ai) est déterminée. Théoriquement, le taux
logL(Ai)
logmi
est linéaire et peut être
obtenu par une fonction du type z = bx + c. Les variables b et c sont calculées par
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Annexe B. L’algorithme de Nyström
B.1 Présentation
Si une matrice K, de taille n × n, est de rang r, r  n, la méthode de Nyström offre la
possibilité d’obtenir les approximations des vecteurs et des valeurs propres de K à partir d’une
sous matrice A. Si A est d’un rang r, alors le résultat est exact.
B.2 L’algorithme de Nyström
La méthode de Nyström est une technique pour trouver des solutions numériques appro-
chées aux problèmes de fonctions propres de la forme :∫ b
a
k(x, y)u(y)dy = λu(x)





k(x, xi)u(xi) ≈ λu(x) (B.1)
A est une matrice r × r d’affinités entre r points d’un sous-ensemble de K, avec une
diagonalisation A = UΛU ′ . Soit B la matrice r × m d’affinités entre les points xr du sous-
ensemble et le reste des points xm. La forme matricielle de l’extension de Nyström pour u(x)
dans l’équation B.1 est alors B′UΛ−1, où B′ correspond aux pondérations de l’interpolation
k(x, xi), U au u(xi) et Λ−1 au 1λi .
Pour comprendre la nature des extensions de Nyström, on peut considérer le fait de complé-









B contient la similarité entre les points du sous-ensemble vers le reste des points. C contient
la similarité entre le reste des points. Étant donnée que A est de rang maximale, les r lignes
[Arr Brm] sont linéairement indépendantes et, puisqueK est de rang r, lesm lignes [B
′
mr Cmm]
peuvent être exprimées en fonction de A.










B.3. Code MATLAB de l’algorithme de Nyström
K est exprimée ainsi [Bur05] :






































L’algorithme de Nyström donne une valeur approchée C en utilisant B′A−1B. La qualité de
l’approximation peut être quantifiée avec la norme du complément de Schur :
∣∣∣∣C −B′A−1B∣∣∣∣.










US et ΛS sont issues de la diagonalisation de S (au lieu de A),






Ainsi K = V ΛV ′ et V V ′ = In.
B.3 Code MATLAB de l’algorithme de Nyström
Exemple pour trouver les k premiers vecteurs propres deK avec l’approximation de Nyström
en utilisant des affinités définies positives. Les entrées de l’algorithme sont les matrices Arr et
Brm.
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% normalisation
d1 = sum([A ;B’],1) ;
d2 = sum(B,1) + sum(B’,1)*pinv(A)*B ;
dhat = sqrt(1./[d1 d2])’ ;
A = A.*(dhat(1 :r)*dhat(1 :r)’) ;
B = B.*(dhat(1 :r)*dhat(r+(1 :n))’) ;
% Pseudoinverse de A pour prévenir la dépendance linéaire des échantillons
Asi = sqrtm(pinv(A)) ;
% Matrice S à diagonaliser
S = A + Asi*B*B’*Asi ;
[Us,Ls,T] = svd(S) ;
% Approche des vecteurs propres
V = [A ;B’]*Asi*Us*pinv(sqrt(Ls)) ;
% Sortie E
for i = 2 :k+1,
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Annexe C. Processus gaussiens
C.1 Présentation
Un processus gaussien (GP) est la généralisation d’une distribution de probabilité gaus-
sienne [Ras06]. Tandis qu’une distribution de probabilité décrit des variables aléatoires (sca-
laires ou vecteurs, dans le cas multivariable), les GP sont des processus stochastiques qui
définissent des distributions de probabilité sur des fonctions. Ils sont spécifiés par une fonction
moyenne m(x) et une fonction de covariance κ(x, z). Bien que l’idée de travailler avec des
objets de dimensionnalité infinie puisse paraître étrange, pour déterminer les processus on a
seulement besoin des objets de dimensionnalité finie (on approche les fonctions avec des longs
vecteurs, et chaque élément du vecteur x représente la valeur de la fonction f(x) évaluée en ce
point).
Les GP sont considérés comme des méthodes à noyaux pour l’apprentissage automatique in-
ductif : à partir d’un ensemble de données d’apprentissage, on obtient des fonctions approchées
qui font des prédictions pour d’autres données non vues auparavant.
On se sert du problème de régression avec les GP pour aborder certaines définitions.
C.2 GP a priori
Un GP a priori représente l’hypothèse initiale du type de fonctions que l’on s’attend à obser-
ver avant de connaître les données d’apprentissage. Par exemple, dans un domaine X , un GP a
priori avec une fonction moyennem(x) = 1
4
x2 et une fonction de covariance κ(x, z) = e−
(x−z)2
2∗0.2
génère aléatoirement les fonctions de la figure C.1.
La fonction de covariance détermine une matrice de produits scalaires du même type que
celles des fonctions noyaux [Sch02]. Selon le théorème de Mercer, une fonction de covariance
psd possède une expansion (possiblement infinie) en termes des fonctions de base.
Dans l’exemple, les fonctions générées présentent des variations souples (on suppose que
des entrées proches auront des prédictions similaires), contrôlées par le paramètre de la longueur
du noyau, σ2 = 0.2. Le terme 2 ∗ 0.2 est alors la distance dans l’espace de départ qu’il faut
parcourir avant de trouver une variation significative de la fonction f .
Un GP est une collection finie de variables aléatoires (une pour chaque xi ∈ X) qui
ont une distribution gaussienne conjointe (voir figure C.3). Ils possèdent alors la propriété
de consistance (marginalité). Ainsi, si un GP spécifie (x1, x2) ∼ N (µ,Σ), il spécifie aussi
x1 ∼ N (µ1,Σ11), où Σ11 est une sous matrice de Σ.
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fonction de covariance favorise les fonctions à variations « souples ».
C.3 GP a posteriori
Les GP a priori ne dépendent pas des données d’apprentissage, ils spécifient seulement
certaines propriétés des fonctions souhaitées. Les GP a posteriori intègrent les connaissances
d’un ensemble d’apprentissage et permettent de faire des prédictions sur les données de test.
Le but de la régression est de faire des prédictions sur les valeurs des fonctions f∗ corres-
pondants aux entrées de test x∗. On suppose que l’on connaît les valeurs de f1, . . . fn relatives
aux données d’apprentissage x1, . . . xn et que l’on veut trouver la valeur f∗ pour l’entrée x∗.
On a donc besoin de la distribution « prédictive » f∗|f . La distribution conjointe des sorties












K(x, x) K(x, x∗)
K(x∗, x) K(x∗, x∗)
])
où µ = m(xi), i = 1, . . . , n est l’évaluation de la fonction moyenne avec les données
d’apprentissage x, tandis que µ∗ l’est avec les données de test x∗. K(x, x) est la matrice
de covariance de l’ensemble d’apprentissage, K(x, x∗) sont les covariances entre l’ensemble
d’apprentissage et les données de test, et K(x∗, x∗) est la matrice de covariance de l’ensemble
de test.
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Étant donné que l’on connaît les valeurs des données d’apprentissage, on peut trouver la
probabilité conditionnelle f∗|f à partir de la formule du conditionnement d’une distribution
gaussienne. Cette distribution a posteriori restreint la distribution conjointe et contient seule-
ment des fonctions qui sont conformes aux données observées (voir figure C.2) :
FIG. C.2 – Cinq fonctions sorties aléatoirement du GP a posteriori f |D. 11 points d’apprentis-
sage sont marqués avec un .
f∗|f ∼ N
(
µ∗ +K(x∗, x)K(x, x)−1(f − µ), K(x∗, x∗)−K(x∗, x)K(x, x)−1K(x, x∗)
)
(C.1)
Ainsi, les valeurs des fonctions f∗, correspondants aux données de test x∗, peuvent être
obtenues à partir de la distribution a posteriori f∗|f , avec l’évaluation de la moyenne et de la
matrice de covariance indiqués dans l’équation C.1. La régression avec un GP a posteriori sans
bruit est défini par :
f |D ∼ GP(mD, KD)
mD = m(x∗) + κ(x∗, xi)κ(xi, xi)−1(fi −mi)
KD = κ(x∗, x∗)− κ(x∗, xi)κ(xi, xi)−1κ(xi, x∗)
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La moyenne est une combinaison linéaire de n fonctions noyau centrées en chaque donnée
d’apprentissage, mD = m(x∗) +
∑n
i αiκ(x∗, xi). αi = κ(xi, xi)
−1(fi − mi). La variance
a posteriori est égale à la variance a priori moins un terme positif qui dépend des données
d’apprentissage, donc la variance a posteriori est toujours moindre que la variance a priori
(l’ensemble d’apprentissage apporte de l’information au problème).
Très souvent il y a du bruit dans les observations d’apprentissage. La manière la plus cou-
rante de le traiter est de le considérer gaussien et additif, de cette manière chaque f(x) a une
covariance de plus avec elle même (car le bruit est censé être indépendant). y(x) = f(x) + η,
η ∼ N (0, β−1), y ∼ GP(m,K + β−1I). Alors la covariance d’un GP est la somme de la
covariance du signal plus la covariance du bruit.
En pratique, il n’est pas évident de choisir un GP a priori. On a donc besoin de tester
plusieurs GP et de les adapter à chaque problème. On introduit alors des paramètres dans les
fonctions de moyennes et de covariances et on leur trouve des valeurs avec des techniques d’op-
timisation. Il y a aussi des modèles de GP qui considèrent des solutions éparses, car l’inversion
de la matrice de covariance dans l’expression du GP a posteriori est coûteuse en termes de
calcul : O(n3).
En phases de classification, les vraisemblances ne sont pas gaussiennes et l’apprentissage
devient plus compliqué : on utilise alors des approximations aux modèles gaussiens les plus
proches ou l’approximation de Laplace dans les GP [Ras06].
FIG. C.3 – Mécanisme de régression par GP. Deux variables gaussiennes t1 (donnée d’appren-
tissage) et t2 (donnée de test) ont une distribution conjointe p(t1, t2). Si l’on fixe la valeur de t1,
on obtient la probabilité conditionnelle p(t2|t1).
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Annexe D. Simplification des étiquettes phonétiques OGI
D.1 Présentation
Cette annexe présente la transformation des étiquettes phonétiques du corpus OGI en un
codage S (silence), C (consonne) et V (voyelle).
D.2 Anglais
D.2.1 Étiquette ’S’
.bn # background noise
.br # breath noise
.ln # line noise
.ls # smacking noise of lips or tongue
.ns # non speech
































i : Vi # beet
I Vi # bit
E Ve # bet
@ Va # bat
& Va # abov
U Vu # book
^ Vo # ab>o<ve
> Vo # c>au<ght
A Va # f>a<ther
3r Ve # b>ir<d
&r Va # butt>er<
5 Vo # pot
u Vu # boot
u : Vu # boot
# english diphtongs
ei Vei # bay : e => i
aI Vai # bye : a => I
>i Voi # boy : > => i
aU Vau # ab>ou<t : a => U
oU Vou # b>oa<t : o => U
Ix Vix
iU Viu # few : i => U
209
Annexe D. Simplification des étiquettes phonétiques OGI
i& Via # h>ere< : i => &
e& Vea # th>ere< : e => &








ph O # >p<an
t O # >t<an
th O # >t<an
th( O
kh O # >c<an
b O # >b<an
d O # >d<an
d( O
g O # >g<ander
tS O # >ch<urch
dZ O # >j<udge
# fricatives
f F # >f<ine
T F # >th<igh
s F # >s<ign
S F # a>ss<ure
h F # >h<ope
v F # >v<ine
D F # >th<y
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z F # re>s<ign
Z F # a>z<ure
# nasals
m N # >m<e
n N # >kn<ee
n( N
N N # si>ng<
# liquids
l L # >l<imb
9r L # >r<ight
# semi-vowel
j J # >y<et
w J # >wh<en
D.3 Allemand
D.3.1 Étiquette ’S’
.bn # background noise
.br # breath noise
.ln # line noise
.ls # smacking noise of lips or tongue
.ns # non speech


































i : Vi # bieten
y : Vi # Güte
I Vi # bitten
Y Vi # Mütter
7 Ve # Goethe
E Ve # Betten
E : Ve # b>äte<
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8 Ve # Götter
e : Ve # beten
a Va # Ratte
A : Va
a : Va # raten
> Vo # Rotte
^ Vo
o : Vo # rot
U Vu # Kutte
u : Vu # Rute
Va # G>e<setz
ax Va # bess>er<
@ Va # Stähle
# german diphthongs
iax Via # Tier
yax Via # Tür
7ax Vea # Gehör
Eax Vea # er
eax Vea # Gewehr
ai Vai # leite
aU Vau # Laute
aax Vax # Jahr
>Y Voi # Leute
oax Voa # Tor
uax Vua # Ruhr
# nasals
m= N # haben
n= N # hatten
N= N # Haken
# liquids
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l= L # Kessel
D.3.3 Étiquette ’C’
# stops (plosive)
p O # passe
b O # Bass
t O # Tasse
d O # das
kh O # Kasse
g O # Gasse
pf O # Pfennig
th O
ts O # Zeit
tS O # Deutsch
dZ O # Dschungel
# voiced fricatives
v F # wasser
z F # Satz
Z F # Genie
# voicless fricatives
f F # fasse
s F # Satin
S F # Schat
C F # Reich
x F # Rauch
h F # hasse
# liquids
rr L # brauchen
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D.4. Hindi
K L # brauchen
r L # rasse
R L # Narren
l L # lasse
# nasals
n~ N # Kognak
m N # Masse
n N # nasse
N N # hangen
# semi-voyelles
j J # Jacke
D.4 Hindi
D.4.1 Étiquette ’S’
.bn # background noise
.br # breath noise
.ln # line noise
.ls # smacking noise of lips or tongue
.ns # non speech
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Résumé
Plusieurs problèmes de traitement audio sont liés à l’extraction de caractéristiques perti-
nentes à partir des ensembles de paramètres « bruts ». Une étape de ce pré-traitement peut être la
réduction de la dimensionnalité des données en préservant les signatures informatives du signal.
Celles-ci, par exemple, permettent de différencier les phonèmes de la parole et d’identifier les
tons d’un instrument de musique. Si la variabilité acoustique est décrite par un ensemble réduit
de caractéristiques, on peut imaginer que les données font partie d’une variété de faible dimen-
sionnalité emboîtée dans un espace de haute dimension. Ces représentations peuvent fournir
des informations utiles sur la nature et l’organisation des données et être exploitées en tâches
de classification ou de regroupement.
Dans une première partie, nous faisons une analyse des signaux acoustiques à l’aide des mé-
thodes spectrales et d’estimation de la dimensionnalité intrinsèque. Nous décrivons l’utilisation
de ces méthodes avec l’information acoustique en entrée (séquences de paramètres cepstraux).
Nous étudions la dimensionnalité intrinsèque des vecteurs ainsi que la variance originale conser-
vée dans les composantes principales de leurs représentations de faible dimensionnalité. Grâce
à la disponibilité de l’étiquetage phonétique du corpus OGI, nous analysons aussi la distribution
des principales classes phonétiques dans les projections.
Notre seconde contribution consiste à appliquer la théorie du regroupement spectral aux sé-
quences audio. Ainsi, nous définissons une nouvelle mesure de similarité, fondée sur la distance
euclidienne et la proximité temporelle entre les vecteurs. Cette métrique est utile pour adapter
les matrices classiques du regroupement spectral aux séquences de vecteurs. Un des résultats
de cette modification est la détection de variations abruptes de la séquence d’entrée, ce qui
permet de définir une segmentation temporelle du signal. Ensuite, nous traitons les segments
résultants à l’aide des méthodes Kernel PCA et Isomap, ce qui permet de les associer à la classe
phonétique la plus proche, selon leur énergie : silence, consonne voisée, consonne non voisée
ou voyelle.
Nous proposons enfin une démarche permettant de transformer des séquences audio de
longueur variable en vecteurs de taille fixe (trois dimensions). Cette transformation nous permet
d’explorer les contenus des bases de données acoustiques. D’abord, on modélise les paramètres
cepstraux de chaque séquence de la base de données par un GMM. Ensuite, on fait l’estimation
de la divergence symétrique de Kullback-Leibler entre deux GMM à l’aide d’un échantillonnage
de Monte-Carlo. Ces dissimilarités statistiques sont utilisées comme entrées de l’algorithme
d’échelle multidimensionnelle (MDS), qui produit un système de représentation de faible di-
mensionnalité pour chaque GMM donc pour chaque séquence d’entrée. Dans ces espaces, les
vecteurs-séquences sont traités par des algorithmes à noyau et des méthodes de regroupement.
On obtient des résultats dans trois bases de données : parole/musique, locuteurs, langues.
Mots-clés:Méthodes spectrales, fonctions noyaux, réduction de la dimensionnalité, segmenta-
tion du signal, regroupement, classification.
Abstract
Many problems in audio processing are related to the extraction of meaningful information
from raw data. One of these pre-processing steps can be a data dimensionality reduction process
that preserves important characteristics of audio information. If most of the data variability is
described by a reduced set of characteristics, we suppose that the acoustic vectors are part of a
low dimensional manifold embedded in a high dimensional space. Low dimensional projections
can reveal useful information about the structure and nature of high dimensional data, informa-
tion that can be exploited in classification and clustering tasks.
In a first contribution, we study audio signals with the aim of spectral and intrinsic di-
mensionality estimation methods. We develop some strategies to apply these algorithms to
MFCC vectors. The intrinsic dimensionality study lets us affirm that only a subset of MFCC
coefficients is necessary to parameterize effectively speech and music information. We also
notice some spontaneous dimensionality reduction process in speech sequences under stress.
We analyze the variance retained by the principal components of low dimensional projections
obtained from audio data. Using OGI phonetic labeling, we visualize the distribution of the
main phonetic classes under low dimensional transformations.
In a second contribution, we apply spectral clustering theory to audio sequences. We define a
novel similarity measure based on euclidean distance and temporal proximity between vectors.
We use this metric to modify the affinity spectral clustering matrices computed with temporal
vectors. In this way, we detect abrupt changes on the signal. We can define boundaries and
specify stable segments on it. Afterwards, we identify the phonetic nature of segments (silence,
voiced consonant, unvoiced consonant, vowel) using Kernel PCA, Isomap and k-means algo-
rithms.
Finally, we propose an approach to transform time series of variable length into 3D vectors.
We explore the contents of audio databases with this transformation. First, we model the cepstral
vectors of each sequence with a GMM. Then, we estimate the symmetric Kullback-Leibler
divergence between GMM using a Monte Carlo sampling. We submit these statistical dissimi-
larities to Multi-dimensional scaling (MDS) algorithm. MDS provides a low dimensional vector
for each GMM (and therefore for each file in the database). At the end of the process, the
resulting vectors are processed with unsupervised (eigengap analysis) and supervised (multi
class svm) methods. We show some results obtained with speech/music, speakers and languages
databases.
Keywords: Spectral methods, kernel functions, dimensionality reduction, signal segmentation,
clustering, classification.

