ABSTRACT The liver segmentation in CT scan images is a significant step toward the development of a quantitative biomarker for computer-aided diagnosis. In this paper, we propose an automatic feature learning algorithm based on the deep belief network (DBN) for liver segmentation. The proposed method was based on training by a DBN for unsupervised pretraining and supervised fine tuning. The whole method of pretraining and fine tuning is known as DBN-DNN. In traditional machine learning algorithms, the pixelby-pixel learning is a time-consuming task; therefore, we use blocks as a basic unit for feature learning to identify the liver, which saves memory and computational time. An automatic active contour method is applied to refine the liver in post-processing. The experiments on test images show that the proposed algorithm obtained satisfactory results on healthy and pathological liver CT images. Our algorithm achieved 94.80% Dice similarity coefficient on mixed (healthy and pathological) images while 91.83% on pathological liver images, which is better than those of the state-of-the-art methods.
I. INTRODUCTION
Liver segmentation is an important step toward different kinds of clinical applications, such as segmentation of a tumor, transplantation, and other liver diagnoses [1] . However, given the large variability in the liver shape, similar intensity in nearby organs, tissue linkage, low contrast, and overlapping of different organs are major challenging problems. In the last few years, a variety of methods have been proposed for liver segmentation from CT images. A review of different methods can be found in the literature [2] , [3] . Another comparative study with different techniques of liver segmentation based on a publicly available dataset can be found in the reference [4] . Several methods have been proposed for liver segmentation which are, region growing [5] , level-set [6] , thresholding [7] , and graph cutbased methods [8] , have been proposed. Preventing segmentation from boundary leaks and under segmentation are the major challenges for gray level methods where organs have
The associate editor coordinating the review of this manuscript and approving it for publication was Po Yang. similar intensity. Automatic methods are usually initialized with a certain threshold and morphological operations to deal with these issues [9] . However, semi-automatic methods with minimal user interaction and initialization can obtain better results. A semi-automatic method in which blood vessels are used to segment the liver from CT images was proposed [10] . Peng et al. [11] , introduced a method, which is a combination of surface smoothness, regional appearance, and combined intensity methods, to deal with heterogeneous background and fuzzy boundaries [12] . Although these methods have promising results, user initialization and selection are the main drawbacks. Model-based methods, in which the typical shape of the liver is used to carry out the segmentation process, are robust. Some current model-based methods that rely on the statistical shape model (SSM) have been reported in the literature [13] . The small datasets are a real problem in SSMbased methods because of the large variation in the shape of a liver where each slice is different from the previous one; therefore, deformable models are used with a combination of SSM to overcome this problem [14] or merged in levelset method [15] and SSC [16] were used to design a better model that can deal with complex variations in the liver shape. A local composition-based SSC method is proposed [17] to build a repository at a local level for each region and blood vessel-based initialization of a liver that can make the initial shape patient specific. Atlas-based methods [10] , [18] are initiated by registering the single or multiple atlases with a target image and deforming the labelled image of the atlas by fusing the labels. These methods are difficult due to the large variation in the shape of the liver that heavily depends on the registration process. The complexity of atlas selection and computation was addressed in recent works [19] .
In recent years, progress on deep-learning methods has been made in the field of image processing. Significant advances in clinical effects and medical imaging were acknowledged in [20] . There are three main primitives or building blocks of deep learning. These are Convolutional Neural Network (CNN), Auto Encoder (AE) and Deep Belief Network (DBN). These deep learning architectures already have been applied in many fields like bio-informatics, speech and audio recognition and computer vision [21] . An important benefit of various deep learning algorithms is to deal with unlabeled data. The most common architecture that can be trained in unsupervised fashion are Deep Belief Network (DBN) and Auto encoder (AE) [22] . DBN [29] model is a deep learning model that has achieved a popularity as a more successful implementation of a proficient learning method that stacks a simpler models which is known as Restricted Boltzmann Machine (RBM) [29] . A deep convolutional neural network is used for different tasks, such as image classification [23] and visual object recognition [24] . A study based on a deep belief network (DBN) is proposed in the literature for unsupervised feature learning, and the network was fine tuned to segment vertebrae from CT images [25] , [43] . Skin segmentation was performed using a stacked autoencoder that represents high-level features of an image [26] . A stacked sparse autoencoder was proposed for unsupervised feature learning for pedestrian gender classification, and outstanding results were obtained [27] . Recent work on liver segmentation is presented in [28] where unsupervised features learned from stacked autoencoder and classification is performed to obtain the initial probability map. The background was removed by using a post-processing method. This work performed well on normal liver images, but unsatisfactory results were obtained on abnormal liver images.
In this work, we proposed a DBN-DNN model where training is completed in two steps: DBN unsupervised pretraining and supervised fine tuning. Pretraining relates to a highly proficient learning technique that stacks RBMs, which are individually trained layer by layer. The RBM parameters can be adjusted; for example, probability distribution can be made to fit the distribution of the training data. The pretraining of a DBN is unsupervised. The second step is supervised finetuning, in which all the layers, together with backpropagation neural network, are fine tuned to perform the classification task; this process is known as DBN-DNN. The sigmoid layer at the end is composed of two units: background of a liver and foreground. We designed a DBN-DNN network with a limited number of layers and hidden nodes within each layer. This methodology reduced the training time and improved the overall accuracy. For noise removal, we utilized a fully automatic Chen-Vase (CV)-based 3D active contour method [30] . Next section demonstrates the methodology of our proposed framework.
II. METHODOLOGY
The framework of liver segmentation in CT images involves training and testing steps. In the training step, DBN-DNN is trained as an initial liver detector. In test images, the DBN-DNN model is used to detect the liver from CT scan image, and the volumetric CT image is refined by using CV based 3D Active contour method.
A. DATA PREPROCESSING
Preprocessing is a vital part of image segmentation, in which raw CT images are converted into a processed form to distinguish the liver features from the other abdominal parts of the human body. The Hounsfield units for each organ are different from those in the liver. A preprocessing step is manipulated in slice by slice manner and the Hounsfield unit is applied in window range [−100, 400] to exclude irrelevant organs from CT images. Then, we enhanced the contrast of images by using histogram equalization and normalized by using zero mean and unit variance. To remove noise, we used a Gaussian filter, which can smoothen the image, and we utilized a sigma value of 0.2. The preprocessing step is given in Fig. 1 .
We cropped the training images at a level that will not affect the liver and rotated the dataset according to our problem. We distributed each image into blocks; these blocks were used as input for our experiment. In the test images, we performed the same preprocessing steps, except cropping and rotation. Thus, the block was considered a basic unit for our experiment. Positive training blocks referred to the area or block from the liver, and we treated this as a foreground. However, negative blocks were the samples obtained from the background, as explained in Fig. 2 . After preprocessing, we processed the datasets for further experimentation. We trained our DBN-DNN network on the balanced class of features concerning its background and foreground. We extracted 2,099,712 overlapping blocks from our training dataset, where half of the block represents the background and the remaining half belongs to the foreground. The size of each block is 23 × 23 pixels.
B. TRAINING THE DBN-DNN MODEL
DBN [29] network is the stacked network of multiple restricted Boltzmann machines (RBMs). Each RBM [29] consists of a hidden layer and a visible layer. The visible layer obtains the input data and transfers that data to the hidden layer. The state of the visible unit v and hidden unit h of RBM are represented by the following equations
The energy function of RBM is given by the following equation
where n and m are the hidden and visible units, a i andb j represents the biases and w ij is the weight between visible and hidden unit. The joint probability of visible unit v and hidden unit h is given by
where,
The visible and hidden units are autonomous, so the conditional probabilities of them are given in equation 6 and 7 respectively.
So there are no visible-visible, and hidden-hidden connections, the distribution of conditional probability of units represented in the following equation.
The training process of RBM is described as follows. The visible unit is responsible for accepting the training samples to produce v i and the hidden unit h j is sampled similar to Eq. 8.
To repeat this process, the hidden and visible units are updated to produce the reconstructed states h j and v i . Steps to create a DBN using greedy layer-wise pre-training and the whole network convert it into DBN-DNN. First Restricted Boltzmann machine with weights W1 represents its hidden binary unit. After this step weights are frozen and the first output is generated and this output gives an input to the next RBM and weights W2 are optimized to represent the correlation between its visible units. All these weights are combined to get a DBN. Then all the layers undergo fine-tuning to build a DNN.
The equation updates for w ij is given as
where η ∈ (0, 1) is the learning rate, and < · > denotes the mean over training data. The construction of DBN is based on RBM, where the output of the lower layer of RBM is used as input for the next RBM layer. The visible layer (input layer) and the first hidden layer build the first RBM (RBM1). The first and second hidden layers construct the second RBM (RBM2). The same process is repeated until the last hidden layer in the network. In our case, we only had two hidden layers in our network; hence, RBM1 and RBM2 are the units for construction of the DBN. The sigmoid layer is added to diagnose the liver in the CT images. Sigmoid is used as a binary classifier, and we refer to the whole method as DBN-DNN. When the unsupervised training is completed successfully layer by layer, the fine-tuning process is started and accomplished by using backpropagation neural networks. Supervised fine tuning is a method that further trains the network to reduce and recover the training error of the DBN. In unsupervised DBN training process, only one RBM is considered at a time. The backpropagation training process considers all the DBN layers concurrently. The training procedure of DBN-DNN model is given in Fig. 3 .
C. POST-PROCESSING FOR LIVER SEGMENTATION
Initial segmentation is achieved through DBN-DNN-based method. Some limitations exist in the initial probability map, especially in the CT images that exhibit a tumor inside the liver that leaves holes. These holes are filled by morphological operations. The median filter is used to smoothen the segmented liver. We obtained the initial results from the DBN-DNN model and then passed these findings to CV-based 3D active contour method because initial segmentation revealed slight noise in the beginning and ending slices of the CT image in some cases. To refine the liver, we constructed a CV based 3D active contour method. For this purpose, we automatically defined a 2D mask for initial seed slice to initialize the algorithm. We determined the liver slice with the most pixels in the whole image and set it as an initial seed point for this method. These methods have advantages of smooth boundaries and uncertain definition by the gradient. The second advantage is that it does not need smoothing of images, thereby proficiently processing images with noise. In our case, we applied this method to 3D image where data are noisy from initial segmentation.
III. EXPERIMENTATION A. DATASETS
MICCAI-Sliver07 and 3Dircadb01 CT datasets were used for the experiments. Sliver07 is a publicly available dataset containing 20 training samples with labels. Each sample varies by the number of slices from 64 to 512 while slice thickness and pixel spacing varied from 0.5mm to 5.0mm and 0.54mm to 0.87mm respectively. This dataset is available on the organizer of MICCAI-SLiver07 website [31] . The 3Dircadb01 dataset is also publicly available 20 CT images with target [32]. It is highly complex due to pathologies and a large number of variations in it. In 3Dircadb01 dataset having 15 patients and 120 lesions which make the segmentation task very difficult. Slice thickness and pixel spacing varied from 1mm to 5.0mm and 0.55mm to 0.95mm respectively. Both datasets have the axial dimension of 512 × 512. We selected 30 CT scan images for the training of the DBN-DNN model and 10 CT scan images for testing. These datasets have normal and abnormal (hemangioma, hepatoma, cysts, and so on) images. This work was performed in MATLAB 2017a with Intel Core i7, 3.60 GHz CPU, and 32 GB of RAM. Experimental testing of CT images consisted of normal and pathological, in which former images displayed different types of tumors and cavities.
B. PARAMETRIC SETTINGS
After preprocessing, we set up the DBN-DNN model for the experiment as follows: all biases and weights were initially set to zero. Different algorithms on several datasets show that random search experimentation is more efficient for the optimization of hyper-parameters [33] . In our DBN-DNN model, we performed random search experiments to identify the range of hyper-parameters and then selected its values randomly until we get the best performance. Random search found better network training and required less computational time. Based on hyper-parameter values, random experimentation is more efficient because all hyper-parameters are not equally important for tuning. During pretraining, the learning rate was set at 0.052 and momentum at 0.9 with 70 epochs to train RBM layers. Each RBM was trained with contrastive divergence in a layer-wise greedy manner. The input 23 × 23 block size was flattened to obtain 529 neurons, which was the input vector of our RBM1, and the total number of samples was M. Fig. 2 demonstrates the whole input criteria. To train the first RBM, the whole dataset M × 529 was transformed through the first RBM, resulting in a new RBM of size M × 100. The second RBM was trained on the output of the first RBM. The feedforward neural network was initialized where weights and biases were used in pretraining with three layers of sizes 100-42-2, and the last two neurons were the output of our model. The hidden layers were 100 and 42 units. In this study, our model was trained using a stochastic gradient descent (SGD) algorithm during pretraining. Fig. 4 shows the pretraining visualization results of the first RBM layer. We set up the learning rate at 0.0061, momentum at 0.9, and weight decay at 0.00005 using backpropagation. Weight decay was used to prevent the network from overfitting. Sigmoid was used as an activation function where the mini-batch size of 512 was used for training. The output of our model was the foreground and background of the liver in CT images. Our model took 5 hours to complete the pre-training and 43 hours took to complete the fine-tuning by the backpropagation algorithm. In total, our entire approach took 48 hours for the training. In this study, our DBN-DNN model was based on MATLAB library ''Deep learning Toolbox.'' [34] . From the weights in Fig. 4 , we can see that RBM learned on a large degree blobs detectors and strokes. Some detectors are less meaningful where they either learned more or no learning at all. We trained a backpropagation neural network where the criterion for error measurement adopted was mean squared error (MSE). During the experiment, our training error was 0.020 and the validation error was 0.022 with 10,000 = 10 4 epochs; no convergence was recorded during training and validation. We trained our DBN-DNN models with the combination of different activation functions and output layers. Fig. 5 shows the training and validation errors of our model on different parameters. A learning rate of 0.0061 yielded the best training and validation results with sigmoid layer as a classifier. The most important finding in our model was that the low learning rate with sigmoid output provided robust results. The top right portion of Fig. 5-b shows a low error rate, which was helpful to efficiently segment the liver from the CT images. Figs. 5-c and 5-d, with the softmax output layer, exhibited a large difference in training and validation error, and no smoothness was observed. Initial segmentation was performed using the DBN-DNN model. After segmentation of each 2D CT scan slice, the 5 × 5 2D median filter was applied to smoothen the liver in each segmented 2D image.
C. LIVER REFINEMENT
We acquired all the 2D slices to stack them into 3D form and then applied CV-based 3D active contour method to refine segmentation. The selection of initial seed slice was automatic in our work. We obtained satisfactory results of segmentation from our DBN-DNN model. Therefore, in the beginning and ending slices, our algorithm mis-segmented the small parts of other organs, which created noise in volumetric CT images. These errors were automatically removed by CV-based 3D active contour method and considered tiny errors. The detection of initial seed selection for the active contour method was based on most liver pixel slices in the whole volumetric image.
The red circle in Fig. 6 (large liver slice) points out the initial seed slice of the 3Dircadb01 dataset where beginning VOLUME 7, 2019 slices displayed noise in both the CT scan images; in second case (right), few ending slices showed noise. To detect the large liver in the CT scan image which is the initial seed slice for 3D active contour method. From the segmentation of liver with the DBN-DNN model, we obtained tiny errors around the surface of the liver; this surface was not connected to the liver area where we applied the CV-based 3D active contour model to remove such errors. For this purpose, we initialized the active contour model automatically based on the initial seed slice with 300 iterations to run the algorithm. 7 shows the tiny error region in a 3D volumetric image, which was efficiently refined by our post-processing method.
IV. RESULTS AND DISCUSSION
Before we further examine our results, some common methods for statistical performance measurement are presented. True Positive (TP) denotes all the pixels related to the liver, True Negative (TN) shows all the pixels related to the background. False Negative (FN) is the liver pixels that does not classify accurately and false positive (FP) denotes the pixels which belong to the background but not classified as a background. Dice similarity coefficient (DSC) [35] represents the overall performance of the segmentation correctly where each pixel in the ROI is mapped individually with the original labels. The higher number represents the good performance. The following equation represents the DSC.
Jaccard similarity coefficient (JSC) [36] is a common statistical measurement method to comparing the similarity of the two sets, higher value represents a best performance.
Symmetric volume difference (SVD) provides a symmetric measure of the difference in segmented image and the ground truth image as calculated in [37] .
Relative volume difference (RVD) is a statistical method used to measure the size between segmented image (S) and ground truth image (T), as calculated in [4] . The negative value of RVD represents under-segmentation and a positive value represents over-segmentation. S represents the segmentation and T represents the ground truth. RVD is given in the following equation. The volumetric overlap error (VOE) is based on the division of intersection of segmented image (S) and ground truth (T) by the total number in the union. A 0 score means there is no error and 100 means there is no similarity between T and S. The following equation represents the VOE as in [38] .
The results were presented using different statistical performance measurement methods in the following section. We categorized our testing datasets into two categories: pathological and mixed. Former datasets comprised normal and pathological CT images, whereas the pathological dataset only included abnormal images. Tables 1 and 2 represent different performance measurements of our DBN-DNN model on testing images as compared with the radiologist's segmentation. We selected 10 CT scan images for testing (5 from the MICCAI-Sliver07 training dataset and 5 from the 3dircadb01 dataset), which were not used to train the DBN-DNN model. The segmentation results achieved from the DBN-DNN method are presented in Fig. 8 . From a statistical performance viewpoint, our model was the most accurate segmentation method developed and tested on the liver that achieved comparable results with the semi-automatic and automatic methods. In the case of the Sliver07 dataset, the proposed model obtained 94.80% DSC and VOE of 4.31. The average RVD, SVD, and Jaccard similarity coefficients were 1.28%, 5.19%, and 90.12%, respectively. VOE and DSC showed that our model was consistent on the SLiver07 dataset when we discussed both the overlapping errors. The standard deviations for VOE and DSC were 0.77 and 0.60, respectively. The standard deviations of RVD, SVD, and Jaccard similarity coefficients were 1.61, 0.60, and 1.09, respectively. The mean Jaccard similarity coefficient was 90.12%. Both overlapping and size-based comparison methods achieved robust results on the SLiver07 dataset (Table 1) .
Therefore, the 3Dircadb dataset is highly complex due to the different types of tumors within the images and on the boundary of the liver. The chances of mis-segmentation in this dataset are higher than those in SLiver07. The average DSC and VOE were 91.83% and 6.09%, respectively. The proposed algorithm was less sensitive against the tumors on the boundary of CT images. The standard deviations for VOE and DSC were 1.21% and 1.37%, respectively. RVD and SVD were 5.59% and 8.16%, respectively. The mean Jaccard similarity coefficient was 84.93%, which was low because of the irregularity of the 3Dircadb01 dataset. The standard deviations of RVD, SVD, and Jaccard similarity coefficient were 6.49, 1.37, and 2.34, respectively. These observations revealed a large variation in each image of the 3Dircadb01 dataset. Table 2 presents the results of the 3Dircadb01 dataset. We validated our model on mixed and pathological images, and we found that our model had limitations on pathological images where the tumor was on the boundary of the liver. On normal CT images, DBN-DNN performed well. The DSC of the proposed method on mixed images was high and comparable with sophisticated methods published recently. Statistical performance on Sliver07 CT images revealed a combination of pathological and normal CT images. The mean DSC was 94.80%, which was comparable with recently published methods [40] , [42] in the literature. For this observation, our model performed well, especially on normal CT images. The 3dircadb01 CT images constrained by lesions made automatic segmentation challenging. The proposed method obtained a DSC of 91.83%, whereas another method [39] obtained 92% on the pathological liver using the semi-automatic approach on the private dataset. Thus, our method was less sensitive to the pathological liver. RVD and VOE are important validation techniques to calculate and determine the liver volume than other segmentation methods. The mean RVD and VOE noted on the Silver'07 dataset were 1.28% and 4.31%, respectively, whereas those on the 3Dircadb01 dataset were 5.59% and 6.09%, respectively. Table 3 represents the comparative results with other wellknown techniques.
The DBN-DNN model can detect the tumor region within the liver very well due to accurate feature learning, but it was less sensitive to the tumor on the boundary of a liver. Fig. 9 shows the segmentation results on normal and abnormal livers. The limitation of DBN-DNN model on pathological images at the liver boundary is due to the weak edges, low contrast and almost the same intensities of the background pixels that caused misclassification. Our model can't recognize the boundaries of the liver very well where a tumor lies. We deal with two class problems in our model, non-liver (background) and a liver (foreground). In our future work, we will try to solve this problem by using three classes, background, liver and one more class from the boundary region. The addition of third class can solve this limitation which can learn the blocks from boundaries and liver tumor on the boundary region can be easily discriminated.
In our future work, we will focus on the limitations that were identified in our work and use the newest python libraries (Pytorch, Tensorflow, etc.) with GPU support.
V. CONCLUSION
In this paper, we propose a 3D liver segmentation model using DBN. The algorithm can overcome problems caused by the tumor within the liver. DBN-DNN is used to segment the liver from CT scan images. We applied an automatic CV-based 3D active contour method to refine the liver, which improved the DSC and volumetric error. Without any human interaction, the algorithm learned the robust representation of the liver among other abdominal organs. The overall DSC of our model was 94.80% on mixed CT images and 91.83% on pathological CT images; these values are better than the comparing state-of-the-art methods.
