This technical repon consists of two papers describing the GARP concurrent programming system. Garp: Graph Abscractions for Concurrenl Programming investigates construction of dynamic process topologies in parallel processing languages. It proposes the use of a graphgrammar based formalism to control the complexities arising 仕om 町ring to program such dynamic networks. Garp: A Graphica/ Language for Concurrenc Programming describes the GARP system, a programming environment that implements 由 is graph-grammar approach , and gives solutions to ex缸ηple problems in which the topologies of concurrent systems dynamically change.
\{esaage handlers are an abetraction buìlt 00 top of baga. Tbe operatioos on mesaage handlers , together with their semantia, &r e given in fìgure 1. Tbωe operationa are atorruc. An additional level o( detail 山 needed i( sending a meuage to a port ï. to be a 6ra.tlclUt operatioo; this is a simple extension and the det &.i la &r e omitted.
Agentl communicate by reading (rom and writing to 阴阳. They can be irnplemented in any language, butπlUlt 8uppon tbe (oUawin, minimal 剧。f portbandling ∞DJltructa (with behaviour in tuma of the meeeage handlinc ∞mman也山 6 gu.re 1:
• (..nd port …·吨.) ï. interpre也ed u (M-rec1.,.e port …",e).
• (11,1 port) 山山terpreted U (J1Ot (M… Pt 1 P。民)) .
• (on port bod，.)山 interp~ted u wait until (..,! port) 山 true ， then apply bod,. to the result of (M… nd port).
With th... operationa , more IIOphi.aticated operatiotl.l can be deñned , IUch u:
• (on-and portUat body). WlÙt until ea.ch port in the portliat haa a m臼aage， a.nd then apply the body 阳 the m倒age(s).
• (on-or ({(port body)} 叫). Nondetermínistically choose a port with a m蝴age ， and apply the corre叩onding body to the m四8age.
• Looping veraions of OD, on -or and on -ud.
An agent can be thought of aa a cloaure wboae pa.rametera include the portø through which it w让l communicate witb otber agenta , and i.s simila.r to a procesa in CSP [10] or NIL, an actor in Actor Sy阳田， an obj创 in Cantor, a gua.rdian in Argu.s or a taak in Ada 1 [1] . Åß in Actor Syøtema, Cantor a.nd NIL, commurucatlon among agenta 国 aaynchronous ， and the &rrival order o( m饵aag四川 a port iø nondetermin.i.stic.
By cu归 claronotU we me&n tbat the sending proc剧 d。倒 not know tbe state of the intended reciever, aa 。ppoeed to a "nelaronotU communication, in wbich tbe reciever must be ready and w山insωrecieve a meeaage before tbe IM!nder c皿 tranamit it.
The interconn配tions amons asenta 时e determined usins tbe grapb gr&lIUIla.r formaliøm dωcribed in tbe folJowinS aection.
Graph Grammars
Graph gr &lIlIll&n a.re simil&r in I~ructure t.o Itrins sram皿町... Tbere 山 an alpbabet of symbola, divided into three (仙.j oint) aeta e&lJ ed 山 term皿血， nonterm皿&la and portaymbola. Productio!l4 have a nonterminal øymbol u the goal (tbe aame nonterminω Ill&J be the &0&1 of m.a.ny productiona) , and tbe 吨ht.-band lIide of the production hu two pvt.:' çapb (called the bodyçapb) and an embeddin& rule. Each vertex in tbe bod y& raph 山 labeled by a tenn皿ω 。r nonterminallymbol , and bu u舶ciated with it a aet of portlymbola.
Any portlymbol m.&J be u献>CÍated wi 山m&DJ t.ermin a.t. or nOn termin a.t.. Because we use these graph gramm an abstraction construct for concurrent programming , we c&l..\ them concurrent abetra.ction gramma.rs (CAGs).
E缸h symbol in the alphabet of terminals a.nd nonternùnals has a880C iated with it a set of symbola called 
The aame 町mbol m&y 呼p.ar ..ver创 t ïme. in a bodY lTaph; tha a r髓。lved by IUbeeriptinS tbe 町mbol witb &n i:a dex 叫 ue to &ll何也em to b4 diJtin l'1且ed [22] . • T1a e raeigUorlaoo~ )1. ù i~，，，ti.βeé.
• Tlae ve,tu v ...é &ll e~，u i" c;~，.， 0" it .rt remov ，~ Irom G.
• T1ae l>oé"ro,1& B, ù iul &A ti&t，~ to 10""
• Note there are two ways to sp民ify an embedding pair, using 0 or 0 notation. The former 山 often more convenient, but more restrictive &8 it giv回∞ way to t&ke a port-identifìer with several inputa and 叩 lit th帽e over the vertic四 in the bodygraph when rewriting.
The m佣t importa.nt property that CAGs should have Î8 conftue"ce. Such a property would mean that any vertices in the graph ca.n be rewritten in parallel. Unfortunately, we will prove that two vertices that are in one another's oeighborhOO<iA饵nnot be 陀written in parallel (a.lthoush the graph.a are othe~ confluent). (1t (not (eq? in eof-object)) Cbegin (it (< 1n aeed) (send 10 in) (aend h1 1n))) (begin (aend hi eot-object) (..nd 10 tof-object) (brea.k)))))) Cporta hi ae.d 10 out) (on-and (hi… td 10)
C..nd 。的(呼pend 10 (1iat .eed) h1))))) 
There is a large body of literature on graph grammars (酬， Cor example, [7] ). Some resea.时era have developed veηpσwerful Cormalism.s where graphs can be rewritten to graphs rather tha.n juat rewriting ve叫ω [8] [17] . Thiswork Ùl quite 川剧ive on the surf叽 but would be &1m倒也 imp铺ible to implement:
identifying the graph to be rewritten is NP-hard , and it is not clear how to synchronize the mutual rewriting of the vertices in the graphs. The primary COCU8 of the臼 r回earchers ha.s been on theoretical i88Ues such as the con.fluence of varÎous cla属回 of graph grammars and the hardn四I! of the r民ognizability problem.
We have i.natead baøed CAGs on a more limited Corm of graph grammar, Node L&bel Control1ed (NLC) grammars [11] . The basic diJference between CAG and NLC gramma.ra ia e础 CAG production h&8 its own embedding rule. Our "自由-confluence" 他回rem do回 not ，也o our knowledge, appe缸山 the literature.
GARP can be view时 as an exteIlJlion of NLC grammar reøe町d 山也。 a more pr缸tical domain.
Kahn and M缸Queen [12] have inv回tigated a parallel progr&mming model in which individual proc臼翩 &re replaced by networkaj while our work 山 similar ， the major düference 山 that 响 have a Cormal way of modelliq the network topologies that are created.
Degano &nd Montanari [5] have uaed a graph gr &m皿ar Cormaliam similarωCAG &8 the vehicle for modeling datributed øystema. A1though 咄咄 work diffen from oun in seve叫 resp饵ta-a more reeiricted model of embedding 山 taed ， there ia no model of ∞mmunication &mong pr饵眉酶:11， graphs in their formωism car叮 history information , and the gr&lIl..lll&n ar曹 uaed to model programa rather than &8 a programming formal.血m in their OW11 right一 it 山 It诅&n inter四ting ∞ mplement to our work , and we believe that many 。f their n!IIulta w诅 be tran.fer' ble. can be used to a.id the "structured progra.mming" of dynamic concurrent systems in much the sa.me way as while and f or 1∞p constructs were introduced to structure sequentia.l progra.ms. However, in at lea.st one r回pect ， the problem of structuring dyna.mic concurrent systems is more complicated than that of the goto problem. Because concurrent system.s a.re nondeterministic, errors a.re 。白 en hard to reproduce. Thus ，也 he activities of debugging and ma.inta.ining dynamic concurrent systems can be many times more difficult tha.n the sequentia.l ana.logy if a. notation for structuring the progr缸丑ming of the system is not used.
The problems of progr &IIlII让.n g dyna.mic concurrent systema is exemplifìed in the fol- The method that specifì四 dyn 创卫ic topologies in G ARP sep町 ates the issues of programming agents (both proce回倒也 d r阔。 urc臼山 G ARP are called agents) from the problem of specifying the changing topology of the dynamic concurrent system. Each agent has a set 。 f ports through which it communicates with other agents. These ports are abstractions for (sets of) other agents. A pa.rticular topology is sp配迫ed by mea.ns of a graph that describes the 阴阳 ble communications (the edg髓。f the graph) between the agents (the vertices of the graph) in an implementati ∞ independent manner. A 州 llc ∞。mmu 川uni 江皿山 ni 丘 lcaωa 剖 ti 阳。臼∞ n ar盯 mo 础ynchron ∞ 1 归 ous. The set of grapha that repr四ent valid topologies of the concurrent system 臼 described by mea.na of a graph gr&IIUIla.r. A valid change to the topology of the concurrent system 山 spec埠ed by the application of a production of the graph gramrnar to an agent of the system. That 泪， a c.hange corr~pon~ to a reWl'ite rule that modifìes a process or resource of the underlying concurrent systemωthat it confOrIIlß to the graph created by applying the production.
A gr.aph gra.mma.r is simila.r to a string gra皿皿町， except that the right hand side of the productions are graphs rather than trees. Each vertex 山 the productions is labeled by a 3 terminal or nonterminal symbol, representing an agent. The left hand side of a production IS a nonterminal symbol. The rewriting action on graphs replaces a vertex labeled by a nonterminal with the body (岳阳 hand 仙) of a production for which tha.t no阳minal is the goal syrnbol. This replacement involves the connection of the instantia.tion of the body to the vertic臼 already in the graph (a proc酬 known as embedding); we restrict this embedding to be to v圳倒也hat were in the neighbourhood (connected by a pa.th of length 1) of the vertex being rewritten.
The theory behind GARP is presented in [11] . This paper exten也 previous work ∞ GARP by enhancing the a.gent language with an object-oriented style in order to reduce the effort needed to write progra.m.s. (The earlier work used a CSP-like [7] appr。叫 to reading from and writing on p。由.) We believe the ÌS8ues of programmi吨 agents and progra.mming topologi臼町e orthogonal; GARP progra.Dl8 agents independently 仕om the topology of the system (the communications through the ports.) The 国e of a graph grammar based notation provides a rnethod of declaring the specification of a dynamic concurrent system in a manner that can be readily analyzed. Each production of the gra.ph grarnmar repr四ents an abetr缸 tion of the ways in which the systern can change; it d臼cribes the manner in which an agent and its communications can be transformed.
The G ARP system provid四 a structured way of building concurrent systerns. The graph grarnmar simultaneously 缸ts aa a d四ign document , a proc酬 interconnection langua.ge a.nd an abstraction rnechaniøm.
We should note tha也 few languages that currently supp 。目 concurrent progranu咀吨， such a. In the body of the paper we tùe a bottom-up approac.h to the rnotivation and introduction of the G ARP system. S配tion 2 d.i配uaa倒 agent8， and giv回 some examples. Section 3 overvieW8 graph gram皿町'皿d d.iacu.saes their application to topology control. Section 4 4 illustrates the 四e of the GARP approach with some ex缸nples. Section 5 discusses the implementation and section 6 discusses related work.
Agents
All computation in G ARP is carried out by agents. An agent
• is an independent entity that computes asynchronously from all other entities.
• communicates with other agents by sending messages. This message sending 创SO lS asynchronous.
• irnplernents a set of method8, which defìne the messages to which the agent can r四pond.
• h 国 a set of ports on which messages for other agents are written, and through which the replies to those messages are returned. Each port ca.n be connected to a set of agents , and a sophisticated selection mecha.nism is provided for choosing subsets of the agents connected to a port.
We will define agents more completely in the body of the section.
Agents are most similar to Actors; the major clifferences 町e (1) that agents do not explicitly know or deal with address回 of other a.ctors; a.nd (2) agents have a port concept that acts as an abstra.ction of other a.ctors. The qUe5tion of how topology control is achieved in G ARP is deferred to the following 臼ction.
A且 agent 山 defìned Wling the synt a.x山 figure 1. An agent a 国 a n&Illed, parameterized object with a set of porta 凡， a set of methods Mo , internal definitions and a list of initialization expr四aions. The methods de6ne the set of m回8ag回 to which the agent can respond. The ports 缸 t &s abstr缸tions of (阴阳。f) other agents with which this agent can communicate. The internal defin..i tiorul allow the declaration of 1。ωstorage ("instance variables" in object-oriented jargon) a.nd procedur回. The initialization expressions are executed when an inst a.ntiation of the agent 山 created. The par&Illeters to the agent allow the pa.ssing in of state information when a.n insta.ntiation is created. ezpression .,. )
Figure 1: Syntax for Agents
In order to e国e the implementa.tion of the GARP langua.ge we built the implementa.tion on top of Scheme [15] . GARP therefore inherits the featur四 of Scheme including 川ic scopmg and the ability to pass and return procedur目也。 and 丘。m other procedur四"
values; the l a.mbda-expressiona in the definition of an agent are just Scheme lambdaexpressions, and are 岛st class v&lu四.
The set of methods .M o defined in an agent sp民诅回 the m四sag回 to which the agent can respond , and the expected arity (nw由 er of arguments) of eac.h message. For simplicity in th臼 paper ， we a.ssume that all methods are explicit1y given in the agent definition.
In practice it is po臼ible to a.dd an inheritance hierarchy to the language to permit code sharing and the development of common interfac四 among groups of functionally sir四 lar agents. In object-oriented terIIlJ!l, the graph constructed during a GARP program ex民ution is an in"tance interconnection structure; adding inheritance is therefore an or也吨。nal issue which we d。∞t d.iacusa further here.
Each port p E 凡 in an 80gent a is typed by 80 翩。fm倒80ge nam髓， denoted Íp. or Íp if the sp民i.6c asent is irrelevent or determinable from the context. This typing imposes the foll而且 g restriction on a leg 叫 G ARP graph: when an agent a 响itea a measage m on a port p to which are connected a 则。 f agenta A 8uch that m E iλ ， the predicate 'Vaε A : m E Mo mU.!t hold , i.e all the agents must be able to reapond to m回aage m.
When an agent ia inatantiated, each port ia connected to a (poaaibly empty) set oí agents. When a meaaage is written on a port , it is íorwarded to the set oí agents connected to the port, and the results oí the procesaÍng oí the message at the remote agents are passed back to the sending agent. Often the agent wishes to communicate wi也h some subset oí the agents connected to the portj to support this a ßexible selection mechanism is provided, which we will describe below. Each message sent is encoded with the addresa oí the sender, to ía.cilitate replies.
Ports can thus be thought of as a.cting as abstractiona of (aets of) agents. From the viewpoint of the programmer writing the code for an age时， the ports themselves 町e active objectsj the interfacing to the system, naming of remote agents, and identi印mg their locations are a11 hidden from the programmer.
Messages are sent out of a port using the form (portexp message arg ...)
where the portexp is either a port name, in which case it n a.皿es a.ll the agents connected to the port , or ít is a select expreaaion as defined belσw ， in which case the subset of the agents connected to the port which satisfy the selection critena are named by the portexp.
The mes8age indicates which m回sage is being sent a.nd the arg ... are the arguments to the method responding to the m四8age. The portexp 山 evaluated ， yielding a list of agents.
These are then each 臼 nt the m四8age a.nd arguments. how they are wired together to produce a working concurrent system; this is 也he subject of the next section. Later we wiU use these agents in a solution to the dynamic dining philosopher problem, in which the number of phil。回 phers (and forks) can change.
Using Graph Grammars to Interconnect Agents
Thus far we have introduced and explai.ned our concept of an agent. Agents 88Bume that there is an underlying networì: into which they have been spliced in some w町， which takes care of naming 四u四 for them. The purpoøe of thùs section of 也 he paper Í8 to introduce graph gram皿缸I and explai.n how they are used to ach.ieve thi.s. Section 3.1 briefly reviews formal graph gram.皿ar isau饵， and section 3.2 cfucu.e.sea the integration of gramm町s and agents. Eumpl回町e deferred to section 4.
Graph Gram.mars
Graph gr a.m.mar芭町 esl.In且 ar in structure to string gramma.rs. There i.s an alphabet of symbols , divided into thr回(也j 。回) sets called the tenn山山， nonterminals and portsymbols.
Productions have a nonterminal ay础。1 as the goal (the aame nonterminal m町 be the go&l 。f many productions) , and the 吨ht-hand aide of the production has two parta: a graph (c&lled the bodygraph) and an embedding rule. Each vertex in the bodygraph is labeled by a termin&l or nonterminal symbol, and has associated with it a aet of portaymbola. Any portaymbol may be associated with many terminals or nonterminalß.
Edges in the graphs are directed, and always g。丘。m a port associated with a vertex to some vertex (possibly the same vertex). This captur刨出e notion that a port on an agent 15 conn民ted to some other agent.
The rewriting action on a :rraph (the hoet graph) is the replacement of a vertex labeled with a nonterminal by the bodygraph of a production for which that nontem让n &l is the goal, and the embedding of the bodygraph into the h08t graph. This embedding process involves pl缸ing edg四告。皿 porta associated with vertic回 in the bodygraph to vertic四 10 the host graph, or from ports 皿80ciated with vertic国 in the h08t graph to vertic臼 in the bodygraph. The embedding procesø is r臼tricted 四 that when a vertex υ 臼 rewritten ， only vertices that a.re in the neigh60rhood of tJ-th铺e conn民ted to tJ by a path of unit length-侃n be connected to the vertic四 in the bodygraph that replac回 υ.
Because we use these graph gra皿皿ars 回 M 皿 abstr缸tion c ∞。∞ n 田 struct fl。臼 r c ∞。 ncu 旧 ur 陀 en 川 t P 严 rc 伽 忡 gr 阳 ran 创町 Iπmm 卫 1
Each s 叮 ymbol in the alpha 仙 be 剖 t of termi 血且ala 皿dn ∞。E 川 l 比阳 b 问 e 町 rmi 血 na.剖 18 has 皿盹cia 剖 te 创 d wit 也 h i 沁 t a set of symbol! ca.lled port. ymbolø. The sa.me portaymbol may be associated with !!ever&l term血础。r nonterminala. We denote tenninal.s and nonterminala by uppercase cbar缸ters X , Y,… and portnam回 by Gr回k cha.r缸tersα ，{3，…. Vertices a.re denoted υ ， ω ，… and the symbol1abeling a vertex tJ is identüied by Lab ll • PSx d凹的回 the set of portsymbola &S8O Cl 叫 with the (termin&l or nontermin &l)町mbol X. by pairs, the 肚'也 element of which is a p。同 identifier a.nd the second is a vertex, for example (川， ω). This indic80tes a.n edge from p。目 αon vertex t) to vertex ω. For any vertex tJ in a graph G , the neighborh∞d of tJ，儿， is {ωI (υ ， ω) E EG}. 
the 8pecial wildcard character U>> or Y is the specio1 8ymbol 窍， αε PSx ， ß ε PSY ， ï ε PSL,. These ter m8 are explained below.
The same symbol may appe缸 sever a.l times in a bodygraph; this is resolved by 8Ub-sc呻 ting the symbol with an index va.l ue to allow them to be distinguished [17] . Deflnit10n 3 The rewriting (or r仙 m 叫 01 a 川 ex tI in a graph G con8tructed from a CA G by a production p lor which Lab" Í8 the goaJ i.t perlormed in the lollowing steps:
• The neigla60rhood }/u u identified.
• Th.e vertez tI and fII 1 edge, incident on it 4re remo tJ ed Irom G.
• The bodygraph Bp Ü inøtantiated to lorm 4 d4ughter-graph， ωhich ;s inserted ;nto G.
• where nue Î8 the label of a production that has the name of the agent about to be rewntten a.s goal and the exp ... are parameters to the production. The interpretation of t h.is operation 山 the definition of rewritins given in section 3. 1. The rewr位，皿tion must be the agent'!! last, because the model of rewriting r叫wr回 that the agent be replaced by the agents in the bodygraph of the production used in the rewriting. We will write of nonterminal and terminal agents, depending on the symbol to which the agent is bound in the grarnmar
We extend the production labels of graph gram.mars to have a list of formal paramete~.
Each element of the list is a pair (agen乞， parueter) , which identm臼 the agent in the bodygraph of the production to which the p町缸neter must be pa.ssed, and the apecmc formal parameter for that agent that should be used. When rewriting, the agents specifìed in the p町创neter list are pa.sseà the appropriate a.ctual par缸neter when they are created.
This ability to pass 町 guments 击。m an agent to the agents that repla.ce it provides a way to pass the state of the agent to its replacements. ThiB feature is not unique to our agent sy阳m and can be found in Actors and Cantor[4j.
The graph grammar productions give us a way of determining (in polynomial time) exactly which agents might potentially be conn创ed to some port p; this allowa 句P 民h民king of the ports to ensure that all th回e potentially connected agents suppo剖 the correct set of methocls.
With this machinery we can detìne the way that computation 山 achieved in G ARP .
When a GARP program begins execution , all the agents in the bodygraph of the production with axiom a.s the goal are instantiated (instantiation consists of creating an instance of the agent and starting its ex配 ution) ， and ports are connected 8.! indicated by the edges in the bodygraph. When a nonterminal agent cho佣倒也。 rewrite itself, it ex民utes a rewri te operation , which modifì回 the graph by removing the agent and all incident edgea, instantiates the agents in the bodygraph of the production being used in the rewrite and connects these new agenta into the r础。f the graph using the embedding rule. Note that conn民 tio D.8 are made to sp钝迫c ports; in this way the "n&m.in g" of agents in the graph chang四 dyna皿ie&lly.
Rewriting i.s an atomic action within a neighbourhood, so agents must enter into a dialog with their neighbours to indicate that a rewrite will be beginning. If any edge to be removed in the 肚前 stage of the rewrite i.s being used in a select operation, then the rewrite must wait unti1 the selection i.s complete or the edge i.s removed from contention in 13 the selection proc四8.
Whenm倒sages are sent to an agent , they are queued in an input buffer. An agent repeatedly nondetermi.nistic&l.ly selects a message from the bu.ffer and applies the appropriate method (or returns an error if no appropriate method exists). When an agent is r叫"盹 80y messages waiting in the input bu.ffer are distributed according to the following sche囚e:
For e缸h message, determine its 阳山ce (must be a n叫hbour of 也e agent being rewritten) 80d then determi.ne the new agents to which the port of the 四urce through which the message w国盹nt are being connected. The m四8age is then placed in the input buffer of each of these agents. Thus 证 an agent a w回 connected to 80me agent b through some port P, 80d b rewrit回 it臼旺， 80y m四sag四丘。m a to b that have n。也 yet been proc田sedw诅 be duplicated as m80y tim回国 newedg回 are placed from p to new agents. The converse situati∞ (having to d创 with replies coming b配k to a.n agent that has been re町tten) cannot occur; An agent cannot rewrite it回lf while waiting for a reply to a m回sage ， b回ause it 山的ill in the m四sage-回nd expre臼ion. It Ì! p佣aible that 80 agent ca.n send a. m回sage 80d rewrite itself in case that the bre lÙt operator Ì! used, but 阳 this c国e the reply is irrelevent.
Examples
We now illustrate GARP with several ex &mpl回. We fìnt pr回ent two solutions to the dining philosophers problem. The 岛'St Ì! the tr ad.i tion叫 problem with a fìxed number of philosopher'S. The 眠。nd &l.lOW8 philosophers to join the table at random tim回. The S民 ond eX lUIlple 山ustratee a variab怜de08ity curve plotting algorithm. ln thÌ! problem we wish to plot • nu皿b缸。f pointa repreeenting a curve, with the proviao that the more rapid the rate o( c:hanle o( the curve, the greater the number of pointa that should be plotted.
Wel∞k 岛，也 at two vemona of the dining phil惕。phera problem ，咀ing the agenta defìned in section 2. The 岛'S t Ì! the traditional problem with a fìxed number of philoωpher'S. The graph grammar is trivial in thia ca.se (oo1y one production 回 a剧创 This il1ustra.tes the ease in which dyna皿ic topologies can be specified in GARP , with no need to change any of the agent code.
The fìrst example is to be found in figure 4 . The single production is instantiated , which takes the philosopher and fork code given above and creates 国 many copi回国 there a.re vertices with the appropriate labels, and generates instances, making the binding of fork ports in philosopher agents to the appropriate fork agents. From then on the system runs independently.
The extension of this example to one in which there is a static topology but the number of philosophers can be fìxed at instantiation time is simple but sp缸ed。因 not permit its consideration. figure 7 , and the agent code in figure 8 . Initially, we start with thr饵"田.ta ， the beginning, end and middle of the curve, as sh拥而 in the fir!t production in the fìgure. The second production is used to add more points if needed.
Implementation
GARP is implemented wring Sc.heme &nd X windows. It haa been run on Suns, RTs, Vax回 and HP workatationa. The working 町，ωm currently conaista of two parts:
• A graphical programmjng environment for creating gramman. This includ回 inter active typ~民king of the çamman ag&inst a data dictionary of agent information.
The environment ia implemented in Scheme &nd X for port抽出ty.
• A simulator oí the runtime behaviour of the system. This ，也。0 ， is written in Scheme and haa been in use íor approximately one year.
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A truly pa.r&llel implementation of the system is under development for the Encore Multimax. Once complete a distributed implementation on the Hypercube is planned.
Related Work
There is a large body of literature on graph grammars (see, for example, [5] ). The primary fOCU8 of previous work h国 been on theoretical Ïssues such as the confluence of various cl 幽es of graph grammars and the hardness of the rec。但zability problem. We have instead focused on pr缸tial application of the thωry to concurrent programming. CAGs are based on a graph grammar formalism called Node Label Controlled (NLC) grammars [8] . The basic difference between CAG and NLC gram皿ars 15 e叫 CAG production has its own embedding rule.
An earlier paper on GARP [11] introduces a more primitive agent model (at approximately the level of CSP, but with dynamic topologies) , a.nd focuses more on t 出 he 阳 o 创 r 川 e issues. This paper differs from its predecessor in that it presents a more sophiaticated, object oriented agent model in which ports are abstr缸tions of sets of agents, introduces a model of selection on ports a.nd shows how G ARP allows an abstract na.ming model in the face of dynamically cha.nging process networks.
Kahn and MacQueen [9] have investigated a parallel progr a.m皿ing model in which individua.I processes 町e repl缸ed by networks; while our work Îß simil町， the major difference is th80t we h80ve & form&.l way of modelling the network topologi四 th80t are created. There are seve川的 her approach回 to concurrent programming: Ada [11 fOCU8回 on providing a good language model for a proce圃， and all but ignor四 interproce88 topology issueøj Cantor ie inter倒也ed in p&rallel obj 削-oriented programming and giv倒 the same support for topol。盯 control u d。倒 Actor 5y阳møj 皿d Argus [12] fl 。ω倒。n 四ueø of atonUcity and robuetn四8. Th四e lMU倒町e orthagonal to th幅eaddr回配d in thiø paper.
Credits
GARP 臼 principally the work of the firat auth町， who also b山lt the prototype. Campbell, Goering and Kai.øer have contributed øubetantially to the d四ign of the syøtem. Loyall is respon.sible for the parallel implementation on the Multim&X and H且richø and J缸keIø have built the X-baaed proça皿皿ing environment. Scheme i.ø uaed a8 the implementation language throu&.hout the project.
ConcluøioDø
Thiø paper hu introduced the concurrent programming øyøtem GARP. GARP uaes a multip&radigm approach to øolving the proble;n of building concurrent syøtemø with dyn&mÏc interprocess topologi饵， in w hic.h i.øsu目。fna皿ing and topology control are described graph- 18 ically using a CAG graph grammar, a.nd individu&l proc四se8 are Sp民诅ed~ing a textual programming la.nguage (our current base la.nguage is Scheme). This &llows a separation of concerns when programming; the programmer ca.n fOCUB on the ∞de for the proc臼8which he is developing , without being di8tracted by naming isaues, a.nd the designer of the system can spec迂Y all interconnections econ。因cally wi也 a graph grammar, and not have to rely on the programmer implementing the correct addr四smg 也o m &ke the naming in the system work properly.
