Abstract. An implementation for parametric snakes used for object tracking is proposed via generalized deterministic annealing (GDA). Given an arbitrary energy functional that quantifies the quality of the contour solution, GDA computes the snake position by approximating the solution given by stochastic simulated annealing. First, the Markov chain representing the solution space for the snake position is broken into N smaller, local Markov chains representing the position of each discrete snake sample. At each annealing temperature, GDA directly approximates the stationary distribution of the local Markov chains using a mean field approximation for neighboring snake sample positions, and the final distribution reveals the solution. In contrast to the typical implementation via gradient descent, annealing methods can avoid suboptimal local solutions and can be used to compute snakes that are effective in the presence of severe noise and distant initial positions. Unlike simulated annealing, GDA does not utilize random moves to slowly locate a high quality solution and is thus appropriate for time critical applications. In the paper, synthetic experiments (on 231 images) are provided that compare the edge localization performance of snakes computed by GDA, simulated annealing and gradient descent for conditions of varying noise and varying initial snake position. The effectiveness of GDA is also demonstrated in a challenging real-data application (on 910 images) in which white blood cells are tracked from video microscopy.
Introduction
Parametric snakes, pioneered by Kass, Witkin and Terzopoulos in 1987, 1 have proven to be effective tools for image analysis and have enjoyed a remarkable impact on the medical image analysis area [2] [3] [4] [5] in particular. A snake is an active contour that deforms itself based on external forces such as the image intensity gradient and on internal forces such as contour smoothness.
Snakes via Gradient Descent
Typically, a snake energy functional is formed that encapsulates the desirable properties, and then, the principles of variational calculus 6 are applied to derive Euler equations that are satisfied at local minima in the energy functional. The Euler equations are then discretized and used to update the positions of discrete points/samples in the parametric snake. The updates are essentially providing a gradient descent on the energy surface that always makes changes that reflect the direction of maximal energy reduction locally. This traditional gradient descent approach 1 does have merit. First, it is inexpensive computationally and may be implemented using standard linear algebra techniques. Second, there indeed exist situations where the locally optimal, not the globally optimal, snake configuration is desired. Consider the application of delineating tumors from a radiograph. First, the radiologist may coarsely delineate a tumor by hand and use a snake to refine and smooth the boundary. If a global optimization technique were employed, then the snake may select a different tumor, violating the radiologist selection. In this case, and in other cases where the initial snake is always near the desired boundary, local solutions may be adequate.
In contrast, if the initial snake is not proximal to the desired contour, then poor image quality ͑noise͒ and lack of local features ͑in which the snake cannot ''see'' the true contour since it does not exist in the local neighborhood͒ may render the gradient descent solution ineffective.
Snakes via Dynamic Programming
Therefore, alternate methods for minimizing the snake energy have been investigated. For snake paradigms that can be broken down into multistage decision processes, dynamic programming solutions are possible. [7] [8] [9] Using hard constraints, the admissible snake movements are determined. Then, the locally optimal configuration within the set of admissible movements is selected. As the dynamic programming method uses energy differences, the authors of Ref. 7 make the argument that the dynamic programming solution is less vulnerable to instability due to computation of higher order derivatives. ͑The traditional variational solution of Ref. 1 requires computation of fourth order derivatives, for example.͒ Another advantage is the ability to enforce hard constraints that preclude undesirable configurations such as loops in the snake contour. On the negative side, dynamic programming does not guarantee an optimal solution, and for some snake energy functionals, it may be impossible to break the optimization down into stages. 10 As noted by Grzeszczuk and Levin, the dynamic programming approach also precludes the use of global parameters such as snake perimeter or the enclosed area into the computation of the snake. 10 
Snakes via Simulated Annealing
Whereas gradient descent and other approaches such as the Hopfield network 11 are deterministic methods, stochastic methods such as simulated annealing 12, 13 ͑SA͒ may also be used to minimize the snake energy. Such methods make random moves that may include moves to higher energy states. The method holds the advantage of finding optimal solutions at a high ͑usually prohibitive͒ cost. Friedland and Rosenfeld 14 used an energy functional to recognize certain shapes, and the energy functional was minimized using a practical-time ''fast'' SA algorithm. Their work bears similarity to snake-based methods, as their energy functional contains both external energy ͑an edge detector͒ and internal energy ͑smoothness͒ terms.
In Ref. 10 , ''Brownian strings'' derived by simulated annealing are introduced for image segmentation. With this approach, contour energy is formed that enacts a stochastic version of region growing. The energy contains terms that maximize the probability of the contour coinciding with an edge and terms that control the geometric characteristics of the boundary. The method uses training ͑from previous segmentation results͒ to determine the possible ''cracks,'' which are the possible edges in the boundary. A contribution of this work is the design of a ''move generator,'' which is used to perturb the boundary into permissible neighboring configurations. The move generator is essentially the generation function needed for simulated annealing. Comparing their method to snakes, Grzeszczuk and Levin cite the added control their method provides for preserving contour topology. Snakes, on the other hand, when unconstrained, may lead to self-overlap. In contrast, the deterministic annealing approach presented in this paper allows ''illegal'' configurations including self-intersection, but depends on the snake energy functional and the minimization technique to converge to a meaningful ''legal'' configuration.
Similar to Ref. 10, Storvik utilizes stochastic SA to compute the boundary of a homogeneous image region. 15 The contour is moved based on information from a binary classification of the image data such that the contour attempts to enclose pixel conforming to a certain graylevel distribution. Moves are made by adding or deleting pixels from the interior region, similar to the traditional region growing process. It is shown that optimality can be achieved by implementation via SA, albeit at a high cost. ͑One example required 100,000,000 iterations.͒ Of the energy minimization techniques mentioned, only SA holds the potential for deriving optimal snake configurations in the case of nonconvex energy functionals. And, due to the conflicting constraints ͑internal energy versus external energy terms͒, the snake energy functional is almost certainly nonconvex. So, if one is to implement a snake via SA, one must utilize randomly generated moves to sample minima in the energy functional. At each temperature in the annealing process, the Markov chain representing the solution space converges in distribution ͑mean-ing that a stationary distribution is reached for each annealing temperature͒. Many moves are ''wasted'' in the sense that they do not lead to an improved snake position and may include illegal snake configurations such as loops or kinks in the contour. To guarantee convergence to the global minimum, millions of these stochastic jumps must be applied, which may preclude real-time applications.
Organization of the Paper
This paper focuses on a snake implementation based on generalized deterministic annealing ͑GDA͒, which yields high quality solutions with improvements in efficiency over SA. As such, the main contribution of the paper is formulation of the active contour technique in a deterministic annealing framework that can be used for object tracking. In Sec. 2, the requisite background on stochastic SA, the derivation of the GDA method for parametric snakes, and the accompanying implementation of GDA for snakes are presented. The paper uses a radial snake model to demonstrate the GDA implementation, which is appropriate for cell tracking but may be inappropriate for objects with more complex geometries. Note that the method presented in this paper is not intended for application to geometric snakes or level set methods such as Refs. 16 and 17. Section 3 will give results for both synthetic and real data and will provided comparisons to snakes computed by gradient descent and SA.
Theory
An alternative to the standard gradient descent method of computing snake movement for tasks such as image segmentation and object tracking is proposed. The solution proposed in this paper exploits GDA to enact snake movement. Instead of making millions of random moves at each annealing temperature in order to reach a stationary distribution as in the case of SA, GDA directly computes the stationary distribution of local Markov chains at each temperature in a deterministic manner. Here, each snake has N discrete points ͑the snake samples͒. Each local Markov chain represents the solution space ͑the set of possible positions for that sample͒. GDA retains the ''hill climbing'' ability that allows SA to escape local minima at high temperatures, but does not require an exorbitant amount of updates to reach steady state ͑convergence͒ at each annealing temperature. And, also like SA, GDA becomes a greedy local search algorithm at lower temperatures, guaranteeing convergence.
GDA tracks the probability of a given solution and therefore does not have explicit intermediate solutions. In the process of approximating the stochastic SA stationary distribution ͑the probabilities for each state in a local Markov chain͒, GDA uses a mean field approximation ͑the expected position of the individual snake sample positions͒ to update the different solution probabilities. Unlike other binary mean field annealing methods, GDA allows multistate solutions and does not require binary ''neuron'' multiplexing ͑hence, the generalized in generalized deterministic annealing͒. GDA was first defined by Acton and Bovik in Ref. 18 for image enhancement and has been used for image restoration. 19 This study represents the first use of deterministic annealing for active contours/snakes.
In order to define GDA for snakes, the relevant basics of SA must first be limned.
Background: Simulated Annealing
In the stochastic SA optimization process, the solution space ⍀ is represented by a Markov chain. In this case, consider one snake C, which corresponds to one state in the Markov chain. For a Markovian C, it is required that the probability P(CϭC j )Ͼ0 ᭙C j ⍀ and that new solutions are generated only within a neighborhood N(C j ). Then the Markov chain representing the solutions for C can be modeled by the Gibbs distribution 13 P͑CϭC
where the partition function is given by
and T is the annealing temperature and E is the energy functional that quantifies the solution quality ͑lower E is preferable in our convention͒. At high values of T, the SA Markov chain has a uniform distribution in which all solutions are equally likely. If annealed properly 12 according to a slow logarithmic temperature decrease T(t)уT 0 /log(1 ϩt) for iteration t, the SA Markov chain will converge to a uniform distribution over the global minima in the energy functional E. Typically, a fast geometric schedule 12 is employed in practical implementations where T(t)ϭT(t Ϫ1) and is a reduction factor slightly less than 1.
Moves in SA are first generated and then accepted or rejected based on the energy change and temperature. The probability of generating a move from one solution C 1 to another neighboring solution C 2 is given by the generation function. For a uniformly distributed generation function, the generation function is given by G(C 1 ,C 2 ) ϭ1/͉N(C 1 )͉, where ͉N(C 1 )͉ is the cardinality of the neighborhood of solution C 1 . Other distributions, such as the Gaussian are possible. In fact, the SA implementation of Sec. 3 utilizes a Gaussian distribution with a variance of ten pixels as the generation function.
After a potential neighboring solution is generated, the solution is accepted or rejected based on the acceptance function
͑3͒
If one were to implement SA on a computer, the acceptance function value A would be computed and then a uniformly distributed random variable ͑RV͒ with range ͓0,1͔ could be used to decide acceptance. If the RV has a value equal to or less than A, then the move is accepted. Essentially, the SA algorithm is started at a temperature where ''bad'' moves ͑moves to states of higher energy͒ are likely. At each temperature, the SA algorithm makes enough moves to achieve the stationary distribution. Theoretically, SA needs O(K N ) moves to achieve this stationary distribution at each temperature, where N is the number of variables ͑snake samples in our study͒ and K is the number of potential solution for each variable ͑snake sample positions͒. A more practical rule of thumb is the O(KN) iterations suggested by Ref. 12 , so that the number of stochastic moves at each temperature is at least equal to the cardinality of one solution neighborhood. The SA algorithm can be halted when a temperature is reached in which the SA algorithm behaves as a greedy algorithm and is unable to escape local minima.
Generalized Deterministic Annealing
In this section, GDA is adopted as a tool for computing the positions of the N discrete samples in the snake contour. Instead of making random moves to sample the solution space, a deterministic method that tracks the probabilities of each possible snake configuration is applied. The basic strategy of GDA is threefold.
Subdivide the solution space Markov chain into local
Markov chains that represent local variables ͑the position of each snake sample, in this case͒.
Approximate the stationary distribution of the local
Markov chain at each annealing temperature using the SA transition probabilities.
When updating the stationary distribution of a local
Markov chain, utilize the mean field approximation ͑the expected value͒ for the state of neighboring local Markov chains.
So, the SA dynamics are used to compute P(C 1 ,C 2 ,T), the probability of moving from solution C 1 to solution C 2 at temperature T. Given a generation function G(C 1 ,C 2 ) and an acceptance function A(C 1 ,C 2 ,T), the transition probabilities are given by
or, in the case of a self-transition ͑where the move results in no change in snake position͒
Note that it is assumed that all solutions have nonzero probability, that any solution is reachable ͑can be reached by a finite series of moves in the Markov chain͒, and that the generation function is symmetric:
Given an initial distribution over the solution space, 0 , one can use ͑4͒ and ͑5͒ to recursively compute a stationary distribution for a fixed annealing temperature T. However, since evaluating this distribution over the solution space for all snakes would be as expensive as an exhaustive search itself, the problem should be localized. For one GDA snake, N local Markov chains representing the positions of the N samples of the discretized contour are created. So, consider a fixed center (x,y); the sample positions in the snake are denoted by the polar (r,) position with respect to the center (x,y). ͑Note that the center does not change while evolving the GDA snake.͒ Each of the N snake samples can be indexed ͑parameterized͒ by the angle . Then, a local Markov chain tracks the distance C()ϭr of the curve at angle from the initial center position. For each snake sample, K positions are allowed. Note that the (r,) representation used here is employed for the sake of notational convenience and because it is well-matched with the application of tracking quasicircular objects, as demonstrated in Sec. 3. Alternatively, a local solution space containing a finite number of Cartesian pairs is also possible ͑and has been implemented͒ for the GDA snake. The attraction of the radial (r,) model lies in the simplicity of the energy terms ͑as only one variable for each snake sample is computed͒, in the avoidance of reparameterization due to bunching/spreading of adjacent contour samples, and in the match for the application of delineating cell boundaries. The radial model also avoids exploring illegal solutions such as self-intersections and loops. A limitation of the radial model is that it assumes ''star-shaped'' boundaries.
To evaluate the probability of a transition within a local Markov chain, evaluation of the change in the complete snake energy functional is not required. Instead, only the change in the local energy functional, ⌬E (r 1 ,r 2 ), is computed. Actual examples of ⌬E (r 1 ,r 2 ) are provided in Sec. 3.3 for the cell tracking application. The local energy functional contains only the terms that depend on C(), viz. the snake sample position at angle with respect to fixed center (x,y). Thus, ⌬E (r 1 ,r 2 ) is the change in energy induced by changing C() from r 1 to r 2 . Taking the sigmoidal acceptance function of ͑3͒ results in
for each local Markov chain. So, in GDA, one needs to estimate the stationary distribution . One element, (r 1 ), represents the probability of the snake sample at angle having a distance of r 1 from the contour center. The probabilities ͑simulating one stochastic move via SA͒ can be updated using the transition
where t denotes the tth iterative update, and R denotes the K-member set of possible radial positions at sample . In ͑7͒, P (r 1 ,r 2 ,T) represents the transition probability within the local Markov chain at sample for a transition from r 1 to r 2 at temperature T. Using ͑4͒ and ͑5͒, assuming sigmoidal acceptance function, where A (r 1 ,r 2 ,T)ϭ1ϪA (r 2 ,r 1 ,T), and assuming a uniform generation function, then tϩ1 ͑ r 2 ͒← 1
which is the GDA update function. So, only ⌬E (r 1 ,r 2 ) needs to be computed in order to update the probabilities for each state. Unfortunately, the local Markov chains are not independent. In fact, they are locally dependent in general, since the samples of a given snake are dependent upon each other. And in GDA, since the probabilities of the various snake sample positions are being tracked, the positions of neighboring samples are not known explicitly.
Therefore, GDA utilizes a mean field approximation. 18, 20 To evaluate the local energy functional ⌬E (r 1 ,r 2 ) for a given local Markov chain, the remaining local Markov chains are taken at the mean field position-the expected value. The mean field position is computing by taking a weighted average ͑weighted by t ) of the K possible positions corresponding to the K local Markov chain states. The mean field approximation for the position of the snake at angle is
after the tth update using ͑8͒ where round(x) rounds the x to the nearest integer xϩ0.5 . While the distribution of each local Markov chain is being computed, the position C() is unknown, so the mean field approximation C () is used.
Implementation

Annealing schedule
The approach to annealing with GDA is essentially similar to that of the practical SA algorithm detailed in Ref. 12 . An initial and final temperature are computed. Then, at each annealing temperature, a predetermined set of updates ͑in this paperϭK for local Markov chains of length K͒ are implemented. So, each of the N snake samples has a local Markov chain of length K that is updated K times per temperature using ͑8͒. Alternatively, one can track the convergence of the GDA distribution and require uniform convergence with X% ͑typically, Xϭ5 or less͒.
The main parameters in the annealing process are the initial and final temperatures. The acceptance function of ͑6͒ can be exploited to determine these temperatures. If the initial temperature is chosen that is too low, the algorithm will be unable to escape local minima and will behave in the manner of gradient descent. So, a reasonable percentage of these bad ͑positive energy change͒ moves should be accepted. Likewise, if the final temperature is too high, the GDA process may be halted before it converges to a local minimum in the energy. So, the probability of an increase in the energy should be very low at the final temperature.
Since the energy functionals and the weights used in the energy functionals will change for different snake implementations, the initial and final temperatures for an arbitrary functional should be derived. Assume that the energy functional has a minimum ͑nonzero͒ positive energy change ⌬E (r 1 ,r 2 ) associated with one move ͑one change in one snake sample position͒ is ␣, and the maximum energy change is ␤. By algebraic manipulation of ͑6͒, if the worst ͑highest energy͒ change of ␤ should be accepted with probability p 1 , then
The ''rule of thumb'' used in our experiments ͑for p 1 Ϸ0.25) is that the initial temperature T init should be set equal to the maximum energy change ␤.
If the probability for an uphill ͑positive energy change͒ move at the lowest temperature is p 2 ͑for SA and GDA, this probability can never be zero͒, then the final temperature T final is bounded by
The basic rule used in our experiments ͑for p 2 Ϸ0.05) is that the final temperature T final should be set equal to one third of the minimum energy change ␣. Now, to complete the GDA implementation, the energy changes ⌬E (r 1 ,r 2 ) used in the GDA update function ͑8͒ need to be computed. The special case of using a snake to find and track cells is used to illustrate this procedure.
An example energy functional and computation of local energy differences
To demonstrate the implementation of the GDA snake, the snake is applied to the delineation and tracking of a cell boundary in a sequence of images. In this application, a smooth snake that overlaps with the ridge of high gradient magnitude surrounding the cell is desired. Also, since the cells are nearly circular and are of a known scale, shape and size constraints are added to the problem. The resulting energy functional is similar to the functional used in Ref.
22 ͑implemented by gradient descent͒, with a few exceptions that will be noted. This energy functional contains five terms corresponding to constraints for tension, rigidity, correspondence with the gradient magnitude ͑external energy͒, shape, and size. Each energy term will be described individually and the local energy change function needed for GDA will be given. The first three energy terms ͑tension, rigidity, and external energy͒ are the typical energy terms used in any parametric snake such as in Ref. 1 . Essentially, the tension and rigidity terms are manifested as first and second derivatives of the curve with respect to the curve parameter. To solve for the snake position using gradient descent, the variational analysis yields second and fourth order derivatives in the snake update equations. The fourth order terms require special caution and typically lead to implicit, rather than explicit, update schemes. A drawback of the typical smoothness terms ͑i.e., the tension and rigidity terms͒ is that the absolute minimization of these energy terms leads to a snake that reduces to a single point. For implementation, this means that the external energy term ͑that enforces conformity with the image edges͒ must counteract the smoothness terms in order to avoid a ''vanishing'' snake. So, for the (r,) implementation presented here, these energy terms are altered so that the first and second derivatives of the distance from the center ͑the r portion͒ are penalized. The tension, or first derivative term, is given in discrete form as
where the summation is computed for the N samples of the snake in angular steps of 2/N. The energy difference term, needed for the GDA update Eq. ͑8͒, is then
So, ͑13͒ gives the change in tension energy for changing the snake position at angle from r 1 to r 2 . The second snake smoothness term, called the rigidity term here, can be written as
Then, the energy difference term used in the GDA update is
͑15͒
With GDA, the tension and rigidity terms presented here do not bias the snake toward contracting. Also note that although energy terms such as ͑15͒ contain higher order differences, these higher order differences cannot lead to an unstable or unbounded solution, as with the explicit solution of the traditional parametric snake. The GDA solution is bound to the range prescribed by the local Markov chain topology and is not sensitive to a time step parameter. Probably the most important term in a snake energy functional is the external force that guides the snake to coexist with image edges. Typically, this force is realized by maximizing the contour integral of the gradient magnitude for the contour specified by the snake. If I͓C(),͔ is the image intensity at the polar ͑snake͒ position ͓C(),͔, then
and, the corresponding energy difference needed for ͑up-date͒ is
It is worth noting here that the difficulty in locating a distant object using a gradient descent approach is caused by ͑16͒. Unless the initial position of the snake is very close ͑within a few pixels͒ to the desired boundary, the snake computed by gradient descent will not be attracted to the boundary. Due to this dilemma, modifications to ͑16͒ that extend the influence of the boundaries have been explored. Xu and Prince, 21 for example, constructed a method of diffusing the gradient vectors that guide the snake to the boundary. Of course, regularization of the external force through simply smoothing the gradient magnitude is possible ͑and would improve the results obtained by the gradient descent approach͒, but is implemented at the cost of edge localization and oversmoothing of detailed image features. In this paper, I take an alternate approach in leaving the external energy unmodified but modifying the optimization technique in order to evaluate potential snake positions not in the immediate neighborhood of the initial snake.
The experiments presented in Sec. 3 compare snakes computed by GDA, SA, and gradient descent in capturing a cell boundary. For this application, additional energy constraints tailored to the approximately known size and shape of the cells are required. The shape constraint, as introduced in Ref. 22 for implementation via gradient descent, is written as
where rϭ ͚ ϭ 0 NϪ1 C()/N and is referred to as the average radius. In a circular shaped object, each C() would be close to r. The accompanying energy difference term is then
Note that while E shape and E tension both share minimum energy solutions when the contour is a circle, E shape introduces the ''global'' knowledge of the average radius. Without E shape , it may be observed that a gradual drift in the radial length from point-to-point leads to distortion of the circular shape.
For implementation by gradient descent, the shape constraint of ͑18͒ is successful, since the initial snake is always close to the final snake. But, for SA and GDA, where radical moves are possible at high temperatures, ͑18͒ allows illegal configurations such as a ''C''-shaped contour that has doubled over itself. To remedy this problem, the shape constraint is modified as follows:
where C()ϩC ͓(ϩ) mod 2 ͔ measures the diameter with respect to a given snake sample at . For many applications, such as the cell tracking application used in Sec. 3, the approximate size of the desired object is known a priori. In such circumstances, given an expected radius , a size constraint can be implemented as follows:
The energy difference for changing a snake position from r 1 to r 2 is
For the update of a GDA local Markov chain representing a given snake sample position, the energy difference terms described in this section ͓͑13͒,͑15͒,͑17͒,͑21͒,͑23͔͒ are weighted and summed and then used as the input to ͑8͒.
Algorithm flow
For the cell detection and tracking application, the GDA snake algorithm flow is described by the following nine steps.
Step 1. Set K the number of possible radii at each angle and fix R, the set of possible radii.
Step 2. Select T init and T final for the annealing schedule using ͑10͒ and ͑11͒ for a given energy functional.
Step 3. Obtain frame f of the F frame video sequence. For the first frame, initialize the center position (x,y) manually. After the first frame, the initial center position can be determined by the center of mass of the final snake computed for the previous frame.
Step 4. Initialize the K-length stationary distribution estimate for each of the N contour samples to the trivial state:
Step 5. Compute the mean field estimate for the position of each of the N contour samples using ͑9͒.
Step 6. For each of the N contour samples, compute the K 2 possible energy changes using a linear combination of ͑13͒, ͑15͒, ͑17͒, ͑21͒, and ͑23͒. Note that only 1/2 K 2 energy changes need to be computed in reality, since ⌬E (r 1 ,r 2 )ϭϪ⌬E (r 2 ,r 1 ).
Step 7. Using the energy changes computed in step 7, compute the K elements of the stationary distribution estimate for each of the N samples using ͑8͒.
Step 8. Reduce the temperature geometrically: T new ϭT old . If T new ϽT final , then stop. Else, return to step 5.
These eight steps are depicted in the flowchart of Fig. 1 .
Computational cost
In the implementation of the gradient descent snake, the snake is allowed to converge to a local minimum. In the case of SA and GDA, I attempt to ''equalize'' the computational expense. Given K possible positions for each snake sample in GDA, each GDA update effectively evaluates K 2 moves. With both GDA and SA, the main cost lies in evaluating the energy difference incurred by a potential move. In one GDA update, (1/2)K 2 such computations are required ͓noting that ⌬E (r 1 ,r 2 )ϭϪ⌬E (r 2 ,r 1 )]. So, a GDA update would be roughly equivalent in expense to (1/2)K 2 simulated annealing moves. Obviously, if SA were allowed to have infinitely many moves at each temperature, the SA result would equal or exceed the solution quality given by GDA. The experiments presented in Sec. 3 restrict the number of moves taken by SA to demonstrate the difference in quality for a fixed reasonable computational expense.
As discussed in Ref. 18 , the number of updates enacted at a fixed temperature for a practical implementation of SA is O(NK) updates; the ideal implementation requires a computational cost on the order of exhaustive search, O(K N ). Of course, for both SA and GDA, convergence depends on the temperature, T, ͑and upon the maximum possible energy change for a single contour sample change, ␤͒. Given that the local Markov chains are finite, irreducible and aperiodic, one can model the reduction in total Pratt figure of merit for synthetic experiments in which a circular target was captured by a snake using gradient descent (grad.), SA, and GDA. The first column in the table provides the distance of the initial snake center from the center of the circle, in terms of the circle radius. The additive Gaussian distributed noise is increased from a normalized variance of 0 [signal-to-noise ratio (SNR)ϭϱ] to a normalized variance of 0.2 (SNRϭ3 dB). variation ͑the error in the estimate͒ exponentially. If
͉ is the variation of the current stationary distribution estimate with respect to the final stationary distribution f for sample at iteration
18 To compute the number of iterations required, M can be given such that ͕͓(KϪ2)/2K͔exp(ϪT/␤)ϩ1/2͖
M is less than some upper bound, say 1/K. In this case, a worst Fig. 2 Results from the noise-free experiments showing Pratt figure of merit vs distance from target for grad., SA, and GDA. The distance is measured in radii, so that a distance of 1.0 means that the initial snake was one radius from the circular target center. Fig. 3 Results from the noisy synthetic experiment (SNRϭ3 dB) showing Pratt figure of merit vs distance from target for grad., SA, and GDA. The distance is measured in radii, so that a distance of 1.0 means that the initial snake was one radius from the circular target center. case convergence is given by M Ϸ͕ln(1/K)/ln͓(KϪ1)/K͔ ϩ1/2͖, which behaves as O͓K log(K)͔ ͓using the approximation that ln(1Ϫ1/K)ϷϪ1/K for small 1/K]. So, in problems where KϽN, the GDA approach is more expedient than the O(K N ) SA convergence and the O(NK) compromise for practical implementation of SA.
Results
The results from 231 single-image synthetic experiments are provided that demonstrate the edge localization given in image segmentation by the GDA snake for varying initial snake positions and varying amounts of noise. Ten tracking experiments on real data sets of 91 frames each ͑3 s of video at 30 fps͒ provide 910 images that reveal the ability of the GDA snake to capture a moving object. Both the synthetic and real data experiments have the goal of delineating a cell boundary.
Experiments with Synthetic Data
The synthetic experiments are set up as follows. First, an ideal cell is created ͑with known radius r͒ using a filled circle of constant intensity of 10. The background has an initial intensity of 0, before white Gaussian noise of variance v is added. The variance v is normalized by the maximum intensity of 255, so that vϭ0.2 would correspond to a variance of 51 intensity levels. In the experiments, the normalized variance v is varied from 0.0 to 0.2 in increments of 0.05. For each method ͑gradient descent, SA and GDA͒, the initial snake is placed ͑centered͒ a distance of dr away from the true cell center. The distance factor d is varied from 0 to 2.0 in increments of 0.1. So, testing three methods ͑gradient descent, SA and GDA͒ on 11 different intensities of noise and 21 different initial positions yields 693 experiments.
The success of the synthetic experiments is evaluated using Pratt's figure of merit 24 for edge localization. The Pratt figure of merit is given by
where N is the number of edge pixels in the segmentation, N ideal is the number of edge pixels surrounding the synthetic ideal cell, and d i is the distance between the ith seg- mented edge pixel and the nearest ideal edge pixel. 24 The Pratt figure of merit is given for each method on each level of noise and initial position in Table 1 . Figures 2 and 3 show the Pratt figure of merit for the three methods in the extreme cases of no noise ͑Fig. 2͒ and noise with 20% normalized variance ͑Fig. 3͒. The results for the GDA snake are consistently high for all amounts of image degradation and the entire range of starting positions. Although a figure of merit of one would indicate a ''perfect'' segmentation, GDA yields a maximum of 0.92 due to the rounding error of allowing the GDA snake to exist only at integervalued locations in the image. Over all experiments, the average figure of merit for GDA is 0.89, while for SA and gradient descent, the average is 0.59 for both.
To obtain an idea of how each experiment progresses, Figure 4 gives the images corresponding to the synthetic experiment with noise of 20% normalized variance and a starting position of 0.75 radii from the actual center. In Fig. 5 , the noise is the same, but the starting position is more aggressive ͑2 radii from the actual center͒. Note that the poor results obtained by gradient descent could be improved by regularization or prefiltering. The noise level ͑20% normalized variance͒ is sufficient to stop the gradient descent snake at a suboptimal local configuration. I chose to evaluate the algorithms without prefiltering so as to compare the optimization procedures instead of image filtering procedures.
In Figs. 4 and 5, the SA algorithm did utilize a sufficient number of moves to find the more global minimum in energy in the presence of local minima due to noise and partial contours. As discussed in Sec. 2.3.4, the results for SA are obtained by using the equivalent number of moves as expended with GDA. If the number of moves associated with SA were increased by two orders of magnitude, the SA results in Figs. 4 and 5 would match or exceed the quality of the results given by GDA. Also, it is important to note that SA is stochastic-so the results shown in Figs. 4 and 5 are only examples of results given by SA with the given parameters.
The same energy functional ͑described in Sec. 2.3͒ is utilized by SA, GDA, and gradient descent. Also, the weighting of energy terms is fixed. The weights applied for tension, rigidity, external energy, shape, and size are 6, 1, 20, 15, and 10, respectively. These weights represent empirical choices and are not optimal in any sense. The goal of the experiments is the comparison of the three imple- mentations for a fixed energy functional and fixed set of weights. For all three methods, the number of samples is Nϭ64. The number of possible solutions for GDA is set so that the sample can be located from 1 pixel away from the initial center to 2r pixels away from the initial center ͑where r is the expected radius of the cell͒, which equates to Kϭ17 in both the synthetic and real experiments.
As to computational expense, the three algorithms are compared using a Matlab ͑Mathworks, Natick, MA͒ simulation on a Pentium IV with 1 GB of RAM. For gradient descent, one update of the N samples required approximately 0.1 s of processing time. For SA, the evaluation of a single move for N samples also required approximately 0.1 s. With GDA, the evaluation of K 2 moves for each of the N samples needed 1.3 s of processing time with Kϭ17. To evaluate the same number of moves through the solution space, SA requires 14.5 s, which is 11 times more expensive than GDA ͑where GDA gives superior solution quality͒. For real-time implementation ͑at frame rate͒, the GDA approach is promising. Recent experiments in our laboratory with cell tracking implemented on a Mercury Adapdev multiprocessor indicate that a 100ϫ speed-up is possible.
Experiments with Real Data
A similar approach is taken with the real data tracking experiments. Here, leukocytes ͑white blood cells͒ are observed in vivo as they move through postcapillary venules. For the study of the inflammatory response and of antiinflammatory drugs, many laboratories record the position of these leukocytes manually in order to compute such features as leukocyte velocity, which is an indicator of the level of leukocyte activation. 23 In ten videos of 91 frames each ͑ϭ3 s at 30 fps͒, the center of the cell is identified in each frame manually ͑which is the current method of finding ''ground truth'' 23 ͒. Then, snakes computed via gradient descent, SA and GDA are used to track the cell contour. The same energy functional and weights used in the synthetic are applied in each of the three optimization techniques. In each 91 frame experiment, the initial position in the first frame is set to be equal to the initial position identified in manual analysis. In subsequent frames, the snake computed on the previous frame is used as the initial snake.
The real data experiments provide challenges to the snake-based tracking technique that are not tested in the synthetic experiments. In the real data, the leukocytes are not perfect circles and thus the shape term in the energy functional is not perfectly satisfied; a similar observation can be made about the varying leukocyte size. Furthermore, the real data present the problems of blurry imagery, partial occlusion and inhomogeneous interior intensity profiles. And, the real microscopic imagery tests the tracking technique in the presence of clutter-where strong edges from other cells and from the vessel boundary can attract the snakes away from their intended targets.
Sample frames from a typical 91 frame sequence are shown in Figs. 6 -7. The tracking methods based on GDA, SA, and gradient descent successfully capture the leukocyte boundary in the first 16 frames. At the time in which frame 17 is acquired ͑see Fig. 6͒ , motion blur occurs due to motion ͑respiratory͒ of the subject. This motion thwarts the tracking algorithm based on gradient descent ͑see Fig. 7͒ . However, the SA and GDA snakes are able to reacquire the cell after the abrupt movement ͑see Fig. 7͒ .
For each of the 910 frames tracked by the gradient descent snake, the SA snake, and the GDA snake, the centroid of the snake is compared to the center identified manually. I then compute the root mean squared error ͑RMSE͒ in Fig. 6 Original frame 17 in a video sequence (upper-left) (note the blur due to motion); tracking result using GDA (upper-right); tracking result using SA (lower left); tracking result using gradient descent (lower right).
Fig. 7
Original frame 20 in a video sequence (upper-left); tracking result using GDA (upper-right); tracking result using SA (lower left); tracking result using gradient descent (lower right). position for each sequence. These RMSE values ͑in microns͒ are listed in Table 2 . The overall RMSE for the GDA snake is 1.53 m, compared to 2.37 m for gradient descent, and 4.40 m for SA. For a time critical application such as tracking, GDA provides both high quality results and low computational expense. So, the synthetic experiments show the robustness of the GDA in terms of varying initial positions and varying amounts of image degradation. The real experiments show that the GDA snake is efficacious for a difficult in vivo cell tracking problem.
Conclusions
In summary, GDA is a deterministic method for approximating the stationary distribution of the SA Markov chain. This paper develops and demonstrates the use of GDA for computing the position of a parametric snake and provides an application of the GDA-driven snake to cell tracking. GDA holds several advantages over the traditional gradient descent approach. GDA can escape local minima, while gradient descent seeks the closest local minimum in the energy functional, which may lead to inferior solutions in the case of noisy imagery. GDA is able to simultaneously evaluate multiple snake positions, while the gradient descent only ''sees'' the spatial neighbors to the current position, which is problematic in the case where the initial snake is distant from the final desired position. In contrast to stochastic methods such as SA, GDA is repeatable and is appropriate for real-time applications such as tracking objects in video.
