Abstract. Time-delay and integration (TDI) arrays are of great interest, especially in connection with civilian applications such as document scanning and industrial product inspection. We consider here a staggered TDI system, in which the even field is delayed with respect to the odd field by 29 pixels. Because of cooling system vibrations and the field differences, pictures become distorted as a result of motion blur. The proposed algorithm improves image quality. We build an analytical model of this system to describe all motion in the picture, including object motion in addition to cooling system vibrations, or either type of motion. We present a number of approaches that can be useful to solve such problems. These solutions are based on different applications of a blockmatching algorithm (BMA). Full-search BMA yields the lowest complexity but not necessarily the best image quality. Interpolation BMA yields the best image quality.
Introduction
The time-delay and integration ͑TDI͒ image sensor offers significant improvement in performance over linear CCDs and complementary metal-oxide semiconductor ͑CMOS͒ sensors with respect to sensitivity. Many potential applications, such as web inspection, pose a problem for TDIbased control, since the object, the web, is vibrating. This is a more significant problem for TDI cameras than for normal line scan cameras, because of the longer integration time. In the case discussed here, the main degradation source is field misalignment due to staggered topology. It is therefore important to study the effects caused by vibrations, such as those from cooling systems in infrared cameras. Most of this vibration is eliminated by special arrangements such as mechanical tension against a roller or squeezing against a suckbox by underpressure. But in spite of these arrangements, the distance between the web surface and the imaging optics tends to vary severely during inspection in some applications. We consider nonlinear vibrations and various moving objects, such as cars, people, and tree motion, that are not measured by simple detectors. It can be a significant waste of resources to use an expensive high-resolution sensor in a system where resolution is drastically limited by mechanical vibration. Solutions for uniform velocity motion correction were developed in Refs. 1 and 2 by using an analytical optical transfer function ͑OTF͒ unique to motion causing the blur. Other types of image motion can now be dealt with by a method of numerical calculation of a modulation transfer function ͑MTF͒ according to modulation contrast. [3] [4] [5] [6] The calculation of modulation transfer function of vibration ͑MTFV͒ was dealt with by the method developed according to Ref. 4 that uses the probability density function ͑PDF͒ of vibrations. 8, 9 The current distortion problem is not space invariant ͑SI͒; hence, not every linear solution is appropriate. TDI construction was described in Refs. 10 and 11. In this work the effects of vibrations are formulated and the solution is unusual, because it is spatially dependent and is not based on any concrete a priori motion model. The various methods described in this article are intended to improve staggered TDI systems. Vibrations of this system were measured. This data is very different from blockmatching algorithm ͑BMA͒ results, which give us information about the nonlinearity of vibrations. The explanation for this disagreement is that motions of the whole system and the TDI detector may be different. Restoration of the picture is still possible because of the stagger effect or ''staircase effect.'' 12 Here, we proposed different approaches for interlace correction and vibration blur correction. The motion-based segmentation algorithm ͑MBSA͒ detects regions of moving objects and estimates its movement with time delay between the fields. The obtained block motion vector confirms that there is sufficient interlace correction. Adaptive BMA yields optimal block size to be used with minimum mean absolute difference ͑MAD͒. Among the various criteria that can be used as a measure of the match between two blocks, 13 the MAD is favored because it requires no multiplication and yields performance similar to that of the mean-squared error ͑MSE͒. For an instantaneous field n, we denote the intensity of the pixel with coordinates (i, j) by F n (i, j). We refer to a block of M ϫN pixels by the coordinate (k,l) of its upper left corner. The MAD between the block (k,l) of the instantaneous field and the block (kϩx,lϩy) of the previous field can then be written as:
The motion vector v(k,l) of the block (k,l) is given by:
where the vectors (kϩx,lϩy) are valid block coordinates. For each location I in the previous field to be tested, the calculation of MAD requires 3M N operations, i.e., M N additions, M N subtractions, and M N absolute. In most cases, it is possible to limit maximum displacement to w pixels in this article. This is a 1-D search, i.e., (2wϩ1) locations to search for the best match to the present block. The total number of iterations is 3M N(2wϩ1) for the 1-D full-search BMA. Alternative algorithms are presented here to reduce the computational complexity of block-based motion estimation and to increase displacement recognition probability. The interpolation block-matching algorithm ͑IBMA͒ yields an optimal motion vector ͑MV͒ by use of a priori information of wide block motion vectors. First we describe the imaging system and the problem. This work deals with interlace distortion caused by target motion and system vibration. The second part of the research is the presentation of possible algorithms of motion detection. The final part is restoration algorithms, which help to correct the distorted picture from the data, using motion detection algorithms.
Vibrations Description
Vibrations were produced with a microphone. The results are presented in Fig. 1 . The measured vibration frequency is f Ϸ400 Hz. The filtered signal is presented in Fig. 1͑b͒ , and was obtained with a Butterworth low-pass filter of the 10th order, with a cutoff frequency of 144 kHz. This measurement is insufficient to analyze the system and restore the given image, because it contains no information about vibration amplitude. Furthermore, vibration of the whole system and vibration of the TDI sensor is not the same, since the object may vibrate too, but this measurement give us information about upper limits of vibration frequency. 14 
Motion Estimation by Block-Matching Algorithm
We used a Tadir thermal imaging system in the 8-to 13-m wavelength range manufactured by Elop Electro Optic Systems Limited, Rehovoth, Israel, with very high resolution ͑960ϫ640 pixels and high zoom͒ in which the detectors are cooled electrically. The cooling causes camera vibrations, which blur the image somewhat. In lower resolution systems such blur is not noticeable. However, in this system vibration blur becomes more and more noticeable as the field of view is decreased by the zoom optics.
The vibration direction is horizontal, and is identical to the scanning direction. To avoid interlace problems, we need to fit even and odd fields to obtain a noninterlaced picture. BMA can be useable for correction of this kind of picture distortion. This algorithm supplies estimated information about motion in the image. It is useful to split picture correction processes to 1. motion detection, and 2. correction of the distorted picture by using information detected previously. In the motion vector detection process, the MAD criterion described in Eq. ͑1͒ was used. In can be described by:
Here Iodd is the odd field intensity, Ieven is the even field intensity, and N mn is the given block neighborhood. We use BMA as a tool to define motion of the even field relative to the odd field. The examination of block optimal motion was performed by minimum MAD. The measured frequency period is 2.5 ms; hence, to prevent aliasing, maximum block size must be equivalent to 1.25 ms. Measurement noise is described as the sum of quantization noiseϩpicture gradientϩthermal noise ͑salt and pepper noise͒. A description of such noise is presented in Ref. 15 . Block size is very important because in regions of low picture gradient detection error increases. Changing block size permits desirable precision. A picture divided into four rows of blocks 60ϫ20 pixels is presented in Fig. 2 .
Because of the stagger problem, we have a constant timing difference of 29 pixels or 1.5 ms between even and odd fields of the system image. Thus the location of a moving or vibrating object is different in each field. Length of the scanning is 640 columns, and the scanning frequency is 30 Hz. Consequently, each column is scanned in 52 s. This information is very useful to approximately define the vibration period to optimize block size. Block motions do not necessarily monitor exact camera vibrations, because of ad- ditional motions in the image such as moving cars, tree branch motion, and moving people, but do give us precise information about total image motion.
Block size is important because in high vertical gradient areas, differences between two fields may be insufficient. We can vary the block width to obtain desirable precision. Full-search block-matching algorithm ͑FSBMA͒ results are presented in Fig. 3 . In this figure block motion vectors are presented with constant time propagation. We assume constant scanning velocity and relatively slow motions compared to scanning. As is shown, block size depends on camera motion and moving object velocity. The block size is 60ϫ20 pixels. This result is very useful to understand the nature of picture distortion. First, we consider vibration nonlinearity, and then external image motion. The complexity of FSBMA 16, 17 can be calculated by:
Here Ops is operations per second, M N is the block size, w is the search area, n is the number of blocks, f is the frame rate ( f ϭ60 Hz in this case, because this algorithm works with fields, two in each frame͒. The obtained Ops Ϸ2.4*10 9 operations per second is very high, consequently this algorithm cannot be realized in real time. For example, an industrial product published on the Texas Instruments Internet site http://www.ti.com is limited by 600 mega operations per second ͑MOPS͒, and this is a reason to improve algorithm performance. Real-time realization means incoming data to outgoing data equalization. This is possible if the total complexity of the algorithm is less than maximum capacity of digital signal processing the ͑DSF͒ platform, i.e., 600 MOPS. This is not realizable here. A second reason for algorithm improvement is to improve the quality of the restored picture.
Advanced Motion Detection Algorithms

Motion-Based Segmentation Algorithm
This part is based on Refs. 18 and 19. MBSA can be a good tool to reduce the complexity of the BMA algorithm, but it is still not good enough for commercial real-time realization. It certain can be possible with high-cost technology or smarter algorithms. Computing the motions of several moving objects in image sequences involves simultaneous motion analysis and segmentation. This task can become complicated when the image motion changes significantly between frames, as with camera vibrations. The accuracy of the proposed method is not perfect, but acceptable. The advantage of this method is detection of different motion regions that help to define optimal block size. To detect objects moving differently in an image pair ͑for example, a couple of frames in a video͒, a single motion is first computed and the object, which corresponds to this motion, is identified. We call this motion the dominant motion and the corresponding object the dominant object. Once a dominant object has been detected, it is excluded from the region of analysis, and the process is repeated on the remaining region to find other objects and their motions. In this case, the purpose is to describe motions with a minimum of information ͑two fields͒. This is the reason for upgraded MBSA.
Mathematical Description of the Method
If we assign object velocity x-y components by:
then,
where I x and I y are correspondingly x and y components of the intensity gradient, and I t is the time derivative of the image intensity. In vector form this equation will be:
can describe the absolute mean of the motion vector: In a more expanded form, Eq. ͑7͒ is developed in Ref. 18 as
͑8͒
M (x,y,t) is a measure of motion and is used as the weighted average of the normal flow magnitudes over a small neighborhood N(x,y). This solution can be sufficient for linear motion detection, even in the two-field case, and can be very useful to differentiate between vibrations and linear motion. Here the constant is used to avoid numerical instabilities. This method can detect linear motion but is unuseable to detect vibrations, because segmentation reduces all motions inside the segment, and vibration vectors will subtract each other. Results of MBSA detection are presented in Fig. 4 . In the moving car region there appears a peak that gives information about the location of this car in the picture. To estimate the car region, we apply a threshold ␥, obtained in the experiment. Different thresholds were used for motion detection; this one yields the best results. A search was made by using Eq. ͑9͒, with i varying from 1 to 10.
The decision function is:
The accepted B matrix is an information matrix of logical 1 and 0, but it still does not give us precise information about the moving object. We must find a region with high motion. This is a region of high energy produced by direct product M ЈϭB•M . This step is used to avoid detection error problems. It depends on picture noise and mathematical model problems. Because of the first order approximation, this model is very imprecise. To determine this region, a fast search algorithm was proposed. The motion map matrix M Ј was divided into regions, and the intensity of region motion was integrated, i.e., we calculate
where N i is region number i. Division of the image by rectangle regions was performed in order as presented in Fig. 5 . Finally, division of the image into eight rectangles is obtained. The area of each of them is a quarter of the image, and none of the rectangles has a borderline with each other. We choose a maximum motion region corresponding to max(g i ).
After the first decision, this process is repeated until g i max Ϸg i . To improve the final image, we used a me- 
The results of the MBSA algorithm are presented in Fig. 6 . The improvement in image quality after restoration is clearly noticeable, with the final moving car image after MBSA being sharper than that with FSBMA restoration. The complexity of this algorithm can be easily calculated, and the final result is 2,044,467,000 or approximately 2 giga operations per second ͑GOPS͒.
Block Size Changes
As was shown in Sec. 3.2, the approximation of this problem to 1-D is beneficial. The mathematical description of vibration detection by block matching can be presented by:
where S(t) is the vibration sample, S o (t) is the original vibration, T is the sampling period or block size t iϩ1 Ϫt ϭT, and t is the pixel number. Time propagation direction is along the horizontal axis because of the scanning. Here S designates block motion value and S o designates one pixel motion inside this block. The total block motion can be presented as a summation of its pixel motions. For different size objects and different motions, the optimal block size changes. Small block size can be more adaptive to low image velocity motions, but its detection error is higher than that of the high block size. In Fig. 7 , we can see the statistical optimal block probability distribution. As can be seen, small block size usually gives better results than large block size.
Adaptive Algorithm
Adaptive BMA can be used to choose block size by using MAD minimization. This is to improve image restoration. Schematic presentation of this algorithm is given in Fig. 8 . This algorithm helps to prevent possible distortions followed by ordinary BMA restoration. The number of iterations here is definitely low, but the output quality is much better than in the ordinary BMA case. Figures 9-11 demonstrate FSBMA and adaptive BMA comparison for different fields of view. Here, the adaptive algorithm gave better results than FSBMA. The best results of improvement for restoration from vibration blur are obtained in Figs. 9 and 10 for the buildings, because maximum picture zoom causes higher apparent vibration amplitude, and lower quantization makes block motion detection more precise. In Fig. 10 the field of view is smaller, and improvement is clearly noticeable, for example, in the lamppost area. In Figs. 9 and 11, the moving car blur is also corrected. Complexity of this algorithm is around 6.4 GOPS, which is three times the complexity of FSBMA. Hence, this is not a real-time algorithm, but it yields good results. 
Interpolation BMA
Interpolation block-matching algorithms ͑IBMAs͒ are used to obtain better accuracy of motion vector estimation. This algorithm is similar to that described in Refs. 13 and 16 but the principle of interpolation is original. Each macroblock ͑large-size block that contains an odd number of microblocks͒ is divided by an odd number of parts to maintain interpolation prediction quality. Otherwise, the predicted motion vector will not fit its block. A block diagram of the IBMA description is presented in Figs. 12 and 13. In Fig.  12 , the general interpolation algorithm is presented. Figure  13 presents the realized algorithm. The interpolation used is spline interpolation. The motion function is the result of block motion. In Fig. 14, the solid line is an interpolated first step of a block-size 40ϫ45 pixel search, and the dotted line is a second step of a block-size 40ϫ15 pixel search. The search performed by the block ''center of gravity'' involves intensity of grayscale levels. Movement of the block is a motion vector ͑MV͒. The basic assumption is that the searching of pictures is homogeneous and changing of grayscale levels is permanent. Accordingly, where I i is one-pixel intensity and d i is a pixel pan ͑move-ment͒. If a block is divided into three equal parts as in Fig. 13 ,
M Vϭ
It is sufficient to prove that the mean vector is a closed macroblock motion vector, i.e., MV, where M V is a mean motion vector and is equal to
Then, using the assumption of picture homogeneity, we obtain:
and, therefore,
͑19͒
This is a theoretical description of M V of macroblocks in a ''center of gravity'' movement approach. The M V i microblock motion vectors must be close in their value to that of M V. Advantage of this algorithm compared to FSBMA is demonstrated in Fig. 15 . IBMA gives us more stable results than FSBMA, the obtained vibration frequency is closer to the measured frequency, and detection probability increases and prevents a false image appearance. The second stage of IBMA is presented in Fig. 16 . The advantage of IBMA is lower variance of data, which makes BMA results more stable. Error in motion vector detection can cause picture distortion. In Fig. 17 , possible phantom images are presented in Figs. 17͑a͒, 17͑b͒ , and 17͑c͒ as white lines. Figure  17 is an enlarged part of Fig. 18 . The error probability is decreased because of initial conditions. Using macroblocks helps to decrease statistical errors of background ͑camera͒ movement. The complexity of this algorithm is around 4.15 GOPS, which is difficult for ordinary real-time adaptation. Nevertheless, in experiments this algorithm yielded the best results.
Block Moving Restoration Algorithm
To obtain best quality restoration, a block moving restoration algorithm ͑BMRA͒ was performed. The major problem of this kind of system is regions of pixel overlap and regions of missing information. This algorithm was intended to obtain maximum information from the picture. The odd field was not changed. The intensity image distribution of the even field after removing the even field blocks corresponding to transformation matrix T is Numbers under the pictures designate block width, i.e., 40ϫ9, 40ϫ10, 40ϫ11, 40ϫ12, corresponding to each number. This is enlarged in Fig. 18 .
Fig. 18
This picture presents a problematic part of picture displacement, which is distorted after wrong motion detection.
, where I 2 f is the even field generated from the first, with summation performed in the regions of overlap, I is the initial intensity image, T is the transformation operator, B is a matrix of ones of the same size as I from the type
and B f is an auxiliary matrix. B f contains all useful information about image holes and overlapping regions. I final is the final restored image. Holes represent zeros regions of B f . B f is presented in Fig. 19 as an image map, in which white regions are overlapped, and black regions are holes. Every region that is not a hole can be considered as overlap. The difference between holes and overlap is important because of division by zero. Holes are found by the decision function:
where No is a binary matrix that signifies hole placement when equal to 1, and 0 elsewhere, where 0 is a sign of the region of overlap. We can estimate system efficiency by calculating the number of holes or unuseable areas in the frame. This efficiency designates estimated active frame information and stays constant after interlace correction. It is useful to know the frame efficiency for a given zoom.
where FS is the field size or half of the image size. A normalization matrix will look like:
The final result is presented in Eq. ͑25͒
The complexity calculation of this algorithm is the number of iterations multiplied by picture size, in this case of resolution 240ϫ640ϭ153,600 pixels. Final Opsϭ156,672,000 operations per second. This is possible in real time by using low-cost processors. However, to use this algorithm to improve the distorted picture, we need a high-speed motion detection algorithm, because total complexity is the sum of motion detection and restoration algorithms. The upper limit of the motion detection algorithm is around 450 MOPS. That is almost impossible for real-time realization for these high-resolution pictures. Hence, one of the possible ways to realize it in real time is to reduce the picture resolution.
Experimental Results
An original image is given in Fig. 20 , and an example of a restored image is presented in Fig. 21 . Zoom here is at maximum, making the system very sensitive to vibration because of high optical magnification. Note that the roof edges in Fig. 20 are not straight. Also, the pole of the road sign in the middle foreground in Fig. 20 is thickened and blurred by the vibrations or atmospheric turbulence. How- ever, restoration by IBMA is more precise and obvious in the presented results. In Fig. 21 , both the roof vibration blur and car motion blur as well as the road sign pole blur are corrected. This algorithm ͑IBMA͒ is used to obtain the high-quality picture. It is very stable and yields improved results, with the efficiency calculated in Eq. ͑23͒. Efficiency here also indicates limits of active image resolution. This number depends on picture zoom and total picture motion. For example, efficiency of the image in Fig. 20 is equal to 0.79. The vertical lampposts in the left-center foreground in Fig. 22 are not straight, because of the cooling system vibrations or turbulence. These are corrected in Fig.  23 . The zoom of the image in Fig. 22 is half of the image zoom in Fig. 20 . Figure 22 is much more complicated because of the smaller objects in it. The lower vibration amplitude causes vibration detection by block matching to be more difficult. Nevertheless, the improvement presented in Fig. 23 is very noticeable. Estimated picture efficiency increases from 0.79 in Fig. 20 to 0.85 in Fig. 23 because of decreased vibration amplitude.
Discussions
The main purpose of these discussions is to compare the proposed algorithms. The basic direction is to reduce the complexity and to improve picture quality. It is not always possible to achieve both, but relations between complexity and picture quality must be optimal. Comparison between the algorithms is presented in Table 1 . Complexity is calculated for a given resolution that is 144,000 pixels. MBSA yields directly moving object restoration only and not that of the whole the picture. FSBMA yields the lowest complexity, but its restoration quality is not always sufficient. IBMA yields the best image quality. Complexity of the al- Fig. 22 . The result yields improvement, for example, in the lamppost and electrical pillars. Table 1 Comparing the proposed algorithms. Complexity is calculated for a given resolution that is 144,000 pixels. MBSA yields directly moving object restoration only and not that of the whole picture. FSBMA yields minimum complexity, but its restoration quality is not always sufficient. IBMA yields the best results relative to the proposed algorithms.
Algorithm Complexity Picture quality FSBMA 2.4 GOPS Sufficient, depends on block size. This algorithm acts on the whole picture and is very simple for realization. MBSA 2 GOPS Highest picture quality for a moving object. This algorithm corrects high picture distortions caused by linear motion. Adaptive BMA 6.4 GOPS Picture quality is sufficient. This algorithm acts on the whole picture, butits complexity is very high, causing it to not be optimal. IBMA 4.15 GOPS High picture quality. This algorithm acts on the whole picture. It is a possible way to reduce complexity andat the same time to obtain best pictureimprovement.
gorithm must be inversely proportional to the accepted picture quality. This relation can be a good criterion for algorithm optimization.
Conclusions
We present several possible ways to improve infrared images distorted by interlaced motion. The simultaneous results yield clearly improved picture quality, and the proposed algorithms are very stable. New applications of BMA methods 13, 16 are proposed for TDI systems. The proposed solutions cause BMA algorithms to be faster and more effective. For example, using MBSA allows us to detect moving object regions with a smaller number of BMA steps. The complexity of the algorithms is relatively high and the goal of future research will be to reduce it. As is illustrated in Fig. 17 , changing the block size in FSBMA can influence picture reconstruction. IBMA can be used to correct it. Improvement of IBMA was proved by experiments on 100 pictures. Several examples are presented in Figs. 20-23. Complexity of the algorithm is not always inversely proportional to picture improvement. Using interpolation yields the best results with minimum time, but reduction of the complexity is still possible. Using block-moving restoration algorithms produces clear improvements in image quality and can be useful to estimate system efficiency for given fields of view. The corrections can be for camera motion, object motion, or both. Possible directions of future research are reducing complexity and improvement of motion detection algorithms. 2-D motion detection can be a complex and effective solution for this problem.
