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Práce se zabývá návrhem a implementací metodiky pro testování pamětí RAM 
připojených k obvodu FPGA na kartách Combo. V teoretické části práce jsou chyby pamětí 
RAM rozděleny podle způsobu, kterým ovlivňují práci paměti, a jsou uvedeny algoritmy 
k jejich odhalení. Na základě těchto informací byla v praktické části navržena, 
implementována a ověřena metodika pro testování pamětí RAM na kartách Combo-20G 
a Combo-80G. Při realizaci bylo využito vývojové prostředí NetCOPE. V rámci jeho 
struktury byl projekt rozdělen na hardwarovou aplikaci pro obvod FPGA a softwarovou 
aplikaci pro hostitelský počítač. Projekt byl navržen univerzálně s možností snadného přenosu 




This work deals with design and implementation of a methodology for testing RAM 
memories connected to an FPGA circuit on Combo cards. In theoretical part of the work 
RAM faults are sorted by the way they affect the function of the memory and the algorithms 
to detect them are specified. In practical part, the methodology for testing RAM memories 
located on Combo cards are proposed, implemented and verified. The NetCOPE framework 
was used for the implementation. Within the NetCOPE structure, the project was divided 
into a hardware accelerated application for an FPGA circuit and a software application for 
a host computer. The project was designed with respect to an easy transfer to other versions 
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Při používaní hardwarově akcelerovaných síťových karet Combo jsou zpravidla kladeny 
vysoké nároky na spolehlivost a nízkou odezvu celého systému. V rámci snížení odezvy 
se proto při práci s pamětmi RAM neprovádí kontrola a oprava chyb pomocí 
technologie ECC. Jediný chybně uložený bit v obvodu paměti přitom může mít na práci 
celého systému závažné důsledky. Při běžném provozu se chyba paměti nemusí vůbec 
projevit, k přístupu do dané oblasti paměti může dojít jen v limitních situacích. Je proto 
důležité mít možnost paměti RAM otestovat algoritmem, který by jejich případné chyby 
odhalil ještě před nasazením karet Combo v reálném provozu. 
Cílem diplomové práce bylo navrhnout, implementovat a otestovat metodiku pro 
testování pamětí RAM připojených k obvodu FPGA na kartách Combo. Text práce 
je rozčleněn do pěti kapitol. 
První kapitola je zaměřena na chyby pamětí RAM a problematiku jejich testování. 
Typy chyb pamětí RAM jsou rozděleny podle způsobu, kterým ovlivňují práci paměti. 
Hlavní část kapitoly tvoří rozbor algoritmů pro odhalování chyb. U každého algoritmu 
je popsán princip jeho funkce, typy chyb, které je schopen odhalovat, a jeho časová složitost. 
Druhá kapitola je zaměřena na stručný popis karet Combo-20G a Combo-80G, které jsou 
v současnosti nejvíce využívané a pro něž byl projekt primárně vyvíjen. Jsou zde uvedeny 
informace o obvodech pamětí QDRII, QDRII+, DDR3 a RLDRAM 3, které jsou na kartách 
Combo osazeny včetně vzájemného porovnání jejich vlastností. Dále jsou uvedeny informace 
o obvodech FPGA Xilinx Virtex-5 a Virtex-7 a další základní parametry karet Combo. 
Ve třetí kapitole je uveden popis vývojového prostředí NetCOPE. NetCOPE je rozdělen 
na firmware určený pro karty Combo s obvodem FPGA a softwarovou část, která běží 
na hostitelském počítači. Zvláštní prostor je věnován popisu komunikace mezi softwarovou 
částí a hardwarovým aplikačním modulem přes sběrnici MI32 a ovladačům pamětí RAM. 
Na tato rozhraní je totiž přímo napojen hardwarový aplikační modul s vyvinutým testerem 
pamětí. 
Čtvrtá kapitola je věnována implementaci projektu. Na základě teoretických informací 
z předchozích kapitol byl zvolen konkrétní algoritmus pro testování pamětí RAM. V kapitole 
jsou podrobně popsány hardwarové aplikační moduly pro karty Combo-20G a Combo-80G, 
jejich dílčí části a sběrnice, kterými jsou propojeny včetně zapojení celého modulu 
do prostředí NetCOPE. Dále je v kapitole popsána softwarová aplikace včetně ukázek výpisu 
z jejího běhu. Uveden je i způsob komunikace mezi softwarovou aplikací a hardwarovým 
aplikačním modulem pomocí čtení a zápisu registrů na sběrnici MI32. 
Pátá kapitola popisuje způsob testování projektu. Pro účely testování byl vytvořen modul 
pro vkládání chyb. Ten byl implementován do hardwarového aplikačního modulu 
a na základě požadavků uživatele dokáže cíleně vkládat chyby na rozhraní připojené 
k ovladači paměti. Funkčnost projektu byla ověřena přímo v hardwaru na kartě Combo 
a pomocí simulace v programu Xilinx ISim. 
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1 Metodika testování pamětí RAM 
Výroba pamětí tvoří jedno z nejdůležitějších odvětví polovodičového průmyslu. 
Paměti tvoří přibližně třetinu všech vyrobených polovodičových součástek. 
Převahu má výroba vestavěných (tzv. embedded) pamětí, které jsou součástí složitějších 
funkčních celků v jednom integrovaném obvodě, tzv. System on a Chip (SOC). [1] 
Stejně jako celý polovodičový průmysl procházejí i paměti v posledních několika 
desítkách let prudkým rozvojem. Kapacita jednoho paměťového obvodu se během posledních 
třiceti let zvýšila ze stovek kilobytů na jednotky gigabytů. Obdobně vzrostla přenosová 
rychlost pamětí. [2] 
Vzhledem k rostoucímu počtu tranzistorů a celkové složitosti paměťových obvodů rostou 
i nároky na jejich testování. Současně je cílem maximální možné snížení výrobních 
i provozních nákladů. Je proto snahou vymyslet takové metody testování pamětí, které budou 
rychlé, schopné detekovat co největší množství chyb a vyžadovat jen minimum 
lidské obsluhy. [1] 
1.1 Typy chyb pamětí RAM 
Poruchy pamětí RAM lze rozdělit do několika kategorií: 
1.1.1 Statické chyby 
Statické chyby se projeví po konkrétní operaci v paměti bez ohledu na všechny 
předchozí. Podle počtu ovlivněných paměťových buněk lze statické chyby rozdělit na ty, 
které ovlivňují jen jednu nebo dvě (a více) buněk. 
Statické chyby ovlivňující jednu buňku 
 SAF (Stuck-At Fault) — Hodnota uložená v paměťové buňce nebo na celém 
řádku je trvale v log. 0 nebo log. 1. Příčinou vzniku této chyby může být porucha 
paměťové buňky, driveru, trvalá hodnota log. 0, log. 1 nebo rozpojení 
na datových vodičích. [2] 
 TF (Transition Fault) — Paměťová buňka nedokáže změnit svůj obsah z log. 0 
do log. 1 nebo naopak. [2] 
 RDF (Read Disturb Fault) — Při čtení paměťové buňky je současně přepsán její 
obsah. Dělí se na [2] 
 Read Disturb Fault (RDF) — Čtení paměťové buňky vrací jinou než 
zapsanou logickou hodnotu, současně je přepsán obsah paměťové 
buňky. 
 Deceptive Read Disturb Fault (DRDF) — Čtení paměťové buňky 
vrací zapsanou logickou hodnotu, současně je přepsán obsah paměťové 
buňky. 
 IRF (Incorrect Read Fault) — Čtení paměťové buňky vrací jinou než zapsanou 
logickou hodnotu, v buňce je uložena správná hodnota. [2] 
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Statické chyby ovlivňující dvě buňky 
 CF (Coupling Fault) — Stav nebo zápis do jedné paměťové buňky změní obsah 
jiné. Chyby typu CF se dělí do několika podkategorií, přičemž definice některých 
se vzájemně překrývají: [2]  
 State Coupling Fault (CFst) — Pokud je paměťová buňka v určitém 
stavu, je do jiné paměťové buňky zapsána log. 0 nebo log. 1. 
 Inversion Coupling Fault (CFin) — Při zápisu do paměťové buňky 
s přechodem (z log. 0 do log. 1 a naopak) se do jiné buňky zapíše 
opačná než zapisovaná logická hodnota. 
 Idempotent Coupling Fault (CFid) — Při zápisu s přechodem (z log. 0 
do log. 1 a naopak) do jedné paměťové buňky se do jiné buňky zapíše 
log. 0 nebo log. 1. 
 Dynamic Coupling Fault (CFdyn) — Při čtení nebo zápisu z jedné 
paměťové buňky se do jiné buňky zapíše log. 0 nebo log. 1. 
 Write Disturb Coupling Fault (CFwd) — Při zápisu do paměťové 
buňky bez přechodu se invertuje obsah jiné paměťové buňky. 
 Read Disturb Coupling Fault (CFrd) — Pokud je paměťová buňka 
v určitém stavu a čteme obsah jiné buňky, je obsah této buňky zničen. 
 Incorrect Read Coupling Fault (CFir) — Pokud je paměťová buňka 
v určitém stavu, čtení jiné buňky vrací špatnou chybnou logickou 
hodnotu. 
 AF (Address Decoder Fault) — do kategorie AF patří všechny chyby, 
které ovlivňují dekódování adres. Mohou nastat následující čtyři případy: [2] 
 Na dané adrese nelze přistupovat k žádné paměťové buňce. 
 Danou paměťovou buňku nelze adresovat. 
 Na dané adrese je přistupováno k několika paměťovým buňkám 
současně. 
 K dané paměťové buňce lze přistupovat pomocí několika různých 
adres. 
 BF (Bridging Fault) — Zkrat mezi dvěma nebo více paměťovými buňkami nebo 
jejich vodiči ovlivní logické hodnoty uložené v buňkách. Chyby typu BF se dělí 
do dvou skupin: [2] 
 Typu AND (ABF) — Logická hodnota uložená v paměťových buňkách 
je výsledkem logické operace AND hodnotami původně uloženými 
v buňkách. 
 Typu OR (OBF) — Logická hodnota uložená v paměťových buňkách 
je výsledkem logické operace OR hodnotami původně uloženými 
v buňkách. 
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 NPSF (Neighborhood Pattern Sensitive Fault) — Obsah paměťové buňky 
či schopnost změnit její obsah je ovlivněn obsahem či změnou obsahu jiné buňky 
v paměti. Chyby typu NPSF se dělí do tří podkategorií: [5] 
 ANPSF (Active NPSF) — Paměťová buňka změní svůj obsah 
na základě změny obsahu některé z okolních buněk. 
Příklad: Hodnota v paměťové buňce nalevo od sledované je přepsána 
z log. 0 do log. 1, vlivem této změny se hodnota v sledované buňce 
invertuje. 
 PNPSF (Passive NPSF) — Obsah paměťové buňky nelze při určitém 
obsahu okolních buněk změnit. 
Příklad: Pokud je v paměťové buňce nalevo od sledované uložena 
log. 0, pak nelze změnit obsah sledované buňky. 
 SNPSF (Static NPSF) — Obsah paměťové buňky je vlivem určitého 
obsahu okolních buněk přepsán do určité hodnoty 
Příklad: Pokud je v paměťové buňce nalevo od sledované uložena 
log. 0, je do sledované buňky zapsána log. 1. 
1.1.2 Dynamické chyby 
Dynamické chyby pamětí se projeví až po dvou či více konkrétních operacích. S ohledem 
na časovou složitost algoritmů je proto velmi obtížné je v praxi odhalit. 
 RF (Recovery Fault) — Dělí se na: [1]  
 Sense Amplifier Recovery Fault (SARF) — Čtecí zesilovač paměti 
se při čtení dlouhé sekvence log. 0 nebo log. 1 dostává do saturace. 
 Write Recovery Fault (WRF) — Zápis do paměťové buňky 
následovaný čtením nebo zápisem do paměti na jiné adrese vyústí 
v čtení nebo zápis na původní adrese. 
 DRF (Data Retention Fault) — Paměťová buňka po čase ztrácí uloženou 
logickou hodnotu. Důvody mohou být parazitní svodové proudy, chyba 
obnovovací logiky dynamických pamětí RAM apod. [2] 
1.2 Časová složitost algoritmů 
V dalším textu se práce zabývá algoritmy pro testování pamětí RAM. Ty lze obecně 
posuzovat podle několika základních hledisek — schopnosti odhalovat chyby, rychlosti, 
s jakou daný algoritmus paměť zkontroluje, nebo programové paměti, kterou algoritmus 
potřebuje ke svému běhu. Rychlost běhu algoritmu a požadavky na programovou paměť 
se klasifikují pomocí složitosti. Složitost určuje operační náročnost algoritmu v závislosti 
na velikosti vstupních dat. V případě problematiky testování pamětí RAM je velikost 
vstupních dat definována celkovou kapacitou testované paměti.  
Jak vyplývá z výše uvedeného, složitost algoritmů se dělí na prostorovou a časovou. 
Prostorová složitost se zabývá celkovým počtem potřebných datových struktur k běhu 
algoritmu. Datovými strukturami je myšleno množství paměti, které algoritmus potřebuje 
ke svému běhu. Časová složitost se zabývá celkovým počtem kroků vykonaných algoritmem. 
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Krokem algoritmu je myšlena jedna v čase konstantní operace, například zápis do nebo čtení 
z paměťové buňky. Při rozboru algoritmů pro testování pamětí RAM se práce zabývá pouze 
časovou složitostí. [6] 
U časové složitosti záleží především na řádu, podle kterého se zvyšuje celkový počet 
kroků algoritmu pro rostoucí velikost vstupních dat (zvětšující se kapacitu testované paměti). 
Tuto závislost vyjadřuje asymptotická časová složitost. U algoritmů pro testování pamětí 
se nejčastěji objevují asymptotické časové složitosti lineární, lineárně-logaritmické 
a kvadratické. [4] 
V Tab. 1 je uveden přehled celkové doby testu paměti při použití algoritmů s různými 
asymptotickými časovými složitostmi v závislosti na kapacitě testované paměti. Ve všech 
případech byla uvažována paměť s přístupovou dobou pro čtení i zápis 10 ns. Z tabulky 
je jasně patrné, že zatímco algoritmy s lineární asymptotickou složitostí jsou použitelné i pro 
testování velkých paměťových obvodů, algoritmy s kvadratickou asymptotickou složitostí 
nejsou vzhledem k enormní časové náročnosti vhodné ani pro testování malých pamětí 
s kapacitou v řádu jednotek megabitů. U algoritmů s linérnělogaritmickou složitostí jejich 
praktická použitelnost závisí na konkrétní situaci (kapacitě paměti, časových možnostech). 
Tab. 1: Čas testu paměti v závislosti na její kapacitě a asymptotické časové složitosti algoritmu 
  O(n) O(n.log2(n)) O(n
2) 
1 Mb 10 s 0,2 s 3 hod 
64 Mb 0,7 s 17 s 1,4 roky 
512 Mb 5,4 s 2,6 min 91 let 
1 Gb 10,7 s 5,4 min 366 let 
4 Gb 43 s 23 min 5849 let 
1.3 Klasické algoritmy pro testování pamětí 
Algoritmy pro testování pamětí definují konečnou posloupnost testovacích prvků. 
Testovací prvky se skládají z jednotlivých paměťových operací. 
1.3.1 Zero-One 
Zero-One (bývá označován také jako MSCAN) je nejjednodušším typem algoritmu pro 
testování pamětí. Do všech paměťových buněk je nejprve postupně zapsána log. 0. Na pořadí 
adres nezáleží, zapisovat lze vzestupně (od nejnižší adresy k nejvyšší) i sestupně (od nejvyšší 
adresy k nejnižší). Po dokončení zápisu je ze všech paměťových buněk přečtena log. 0. 
Na pořadí adres opět nezáleží. Celý proces zápisu a čtení je následně zopakován pro log. 1. 
Výhodou algoritmu Zero-One je jeho lineární složitost 4n a jednoduchost pro 
implementaci. Nevýhodou je malé množství odhalených chyb, algoritmus dokáže spolehlivě 
odhalit pouze chyby typu SAF. [5] 
1.3.2 Checkerboard 
Algoritmus Checkerboard vychází ze Zero-One. Všechny paměťové buňky jsou střídavě 
rozdělené do dvou skupin (stejná struktura jako na šachovnici, viz Tab. 2). Do první skupiny 
buněk je postupně zapsána log. 0 a do druhé log. 1. Poté jsou hodnoty v jednotlivých buňkách 
přečteny a ověřena jejich správnost. Následně je do první skupiny buněk zapsána log. 1, 
do druhé log. 0 a celá paměť je opět přečtena. [2] 
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Tab. 2: Ukázka rozložení dat v paměti při testování algoritmem Checkerboard 
1 0 1 
0 1 0 
1 0 1 
Výhodou algoritmu Checkerboard je stejná složitost jako u testu Zero-One. 
1.3.3 GALPAT 
Na začátku běhu algoritmu GALPAT (Galloping Pattern) je celá paměť označena jako 
pozadí a naplněna log. 0. Následně se první paměťová buňka stává testovací, je do ní zapsána 
log. 1 a střídavě její hodnota přečtena s každou sousední buňkou v paměti. Po otestování 
všech osmi kombinací je do testované paměťové buňky opětovně zapsána log. 0 a přechází 
se k testování následující buňky. Tímto způsobem je postupně otestována celá paměť. 
Algoritmus GALPAT lze upravit i tak, že celá paměť (pozadí) je naplněna log. 1 a testovací 
buňka má hodnotu log. 0. Ukázka možného rozložení dat v paměti je uvedena v Tab. 3. [1] 
Tab. 3: Ukázka rozložení dat v paměti při testování algoritmem GALPAT 
0 0 0 
0 1 0 
0 0 0 
Algoritmus GALPAT dokáže lokalizovat všechny chyby typu SAF, TF, CF a AF. 
Jeho nevýhodou je kvadratická složitost 4n2, kde n udává počet testovaných paměťových 
buněk. 
1.3.4 Walking 1/0 
Algoritmus Walking 1/0 je podobný algoritmu GALPAT. Jediný rozdíl spočívá ve čtení 
hodnoty testovací paměťové buňky, která je přečtena pouze jednou po přečtení všech 
sousedních buněk. Proti algoritmu GALPAT má Walking 1/0 jen poloviční kvadratickou 
složitost 2n2. [2], [5] 
1.3.5 Sliding Diagonal 
Algoritmus Sliding Diagonal (v literatuře též uváděný jako Galloping Diagonal) je další 
z algoritmů vycházejících z GALPAT. Princip jeho funkce je podobný. Místo jedné buňky 
se však současně testuje celá úhlopříčka, která je vyplněna log. 1 (ukázka rozložení dat 
viz Tab. 4). Algoritmus čte postupně zleva doprava a shora dolů jednotlivé paměťové buňky. 
Jakmile je tímto způsobem přečtena paměť v nejbližším okolí úhlopříčky, testovací 
úhlopříčka se v horizontálním směru posune o jedno paměťové místo. Tento postup 
se opakuje, dokud úhlopříčka log. 1 neprojde všemi místy v paměti. Výhodou algoritmu 
Sliding Diagonal je ve srovnání s GALPAT nižší exponenciální složitost 4n1,5, na rozdíl 




 - 7 -  
 
 
Tab. 4: Ukázka rozložení dat v paměti při testování algoritmem Sliding Diagonal 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
1 0 0 0 0 0 
0 1 0 0 0 0 
1.3.6 Butterfly 
Algoritmus Butterfly stejně jako Walking 1/0 a Sliding Diagonal vzniknul úpravou 
GALPAT. Celá paměť je naplněna log. 0, pouze do testované buňky je zapsána log. 1 
(lze i naopak). Následně je postupně čten obsah buněk nahoře, vlevo, dole a vpravo 
od testované buňky ve vzdálenosti 1, 2, 4 atd. Obsah testované buňky je přečten vždy 
po přečtení okolní čtveřice. Pro lepší orientaci je pořadí čtení uvedeno v Tab. 5. 
Testovaná buňka postupně prochází celou pamětí. [5] 
Tab. 5: Ukázka pořadí čtení buněk při testování algoritmem Butterfly 
    6     
    1     
9 4 5, 10 2 7 
    3     
    8     
Algoritmus Butterfly má ve srovnání s algoritmy GALPAT, Walking 1/0 a Sliding 
Diagonal nízkou lineárně-logaritmickou složitost 5n.log2(n), dokáže však lokalizovat pouze 
chyby typu SAF a některé AF. [5] 
1.3.7 Výhody a nevýhody klasických algoritmů 
Výhodami klasických algoritmů jsou jejich srozumitelnost, jednoduchost praktické 
implementace a schopnost lokalizovat chyby, tj. přesně určit adresu a typy chyby. 
Tato schopnost však už dnes ztrácí na svém významu. Při současných cenách pamětí 
a nemožnosti opravy integrovaných obvodů se v praxi při zjištění chyby nejčastěji provádí 
výměna celého paměťového obvodu. Znalost konkrétního místa a typu chyby proto 
není potřebná. 
 Jak je patrné z Tab. 6, jsou z hlediska schopnosti odhalování chyb nejlepší algoritmy 
GALPAT a Walking 1/0, které umí lokalizovat všechny chyby typů AF, SAF, TF a CF. [5] 
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Tab. 6: Schopnost odhalování chyb klasických algoritmů 
  AF SAF TF CF složitost testu 
Zero-One — L — — 4n 
Checkerboard — L — — 4n 
GALPAT L L L L 4n2 
Walking 1/0 L L L L 2n2 
Sliding Diagonal LN L L — 4n1,5 
Butterfly LN L — — 5n.log(n) 
Vysvětlivky: L — lokalizace chyby, LN — lokalizace některých chyb 
Největší nevýhodou klasických algoritmů je jejich velká složitost, ze které plyne 
extrémní časová náročnost. Jak už bylo řečeno výše, jsou nejlepšími algoritmy z hlediska 
schopnosti odhalovat chyby GALPAT a Walking 1/0. Tyto algoritmy však mají kvadratickou 
složitost a i na pamětech s kapacitou pouze v řádu desítek megabitů by běžely minimálně 
několik měsíců (viz Tab. 7). 
Z časového hlediska jsou prakticky použitelné pouze algoritmy s lineární nebo lineárně-
logaritmickou složitostí, které i při testování velkých pamětí trvají maximálně desítky minut. 
Patří mezi ně algoritmy Zero-One, Checkerboard a Butterfly. Jak je ovšem patrné z Tab. 6, 
dokážou tyto algoritmy spolehlivě lokalizovat pouze chyby typu SAF. V praxi se proto 
klasické algoritmy vůbec nepoužívají a nahrazují se krokovými testy.  
Tab. 7: Doba trvání testu paměti v závislosti na její kapacitě a složitosti testu, přístupová doba paměti 10 ns [1] 
  N 10n n.log2(n) n
1,5 n2 
16 Mb 0,2 s  1,6 s 3,9 s 11,0 min 33 dní 
64 Mb 0,7 s 6,7 s 17 s 1,5 hod 1,43 let 
256 Mb 2,6 s 26 s 73,8 s 12 hod 23 let 
1 Gb 10,8 s 108 s 5,3 min 4 dny 366 let 
4 Gb 42,9 s 429 s 22,4 min 32 dní 91 000 let 
Výpočty v Tab. 7 jsou dány rovnicí 1.1 
                                         
          (1.1) 
kde b je kapacita paměti v bitech, O je složitost testu a tacc je přístupová doba k paměti 
v nanosekundách. 
1.4 Krokové testy pamětí 
V krokových testech algoritmus pro každou paměťovou buňku vykoná předepsané 
operace čtení a/nebo zápisu (kroky), přičemž kroků může být v daném testu větší množství. 
Například krok ↑(w0, r0) říká, že algoritmus do každé paměťové buňky nejprve zapíše log. 0, 
kterou z buňky následně vyčte. Paměť je adresována vzestupně od nejnižší po nejvyšší 
a adresa se zvyšuje až po dokončení operace čtení. Přehled způsobu zápisu jednotlivých kroků 
je uveden v Tab. 8. 
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Tab. 8: Přehled způsobu zápisu kroků [5] 
r0 přečtení log. 0 z paměťové buňky 
r1 přečtení log. 1 z paměťové buňky 
w0 zápis log. 0 do paměťové buňky 
w1 zápis log. 1 do paměťové buňky 
 paměť je adresována vzestupně 
 paměť je adresována sestupně 
↕ na způsobu adresování nezáleží 
1.4.1 Přehled krokových testů 
V Tab. 9 je uveden přehled nejčastěji používaných krokových testů pro testování pamětí. 
Některé z testů přímo vycházejí z klasických algoritmů, například test MATS je shodný 
s algoritmem Zero-One.  
Tab. 9: Přehled algoritmů krokových testů [2] 
Test Algoritmus 
MATS {↕(w0); ↕(r0, w1); ↕(r1)} 
MATS+ {↕(w0); (r0, w1); (r1, w0)} 
MATS++ {↕(w0); (r0, w1); (r1, w0, r0)} 
Marching 
1/0 
{↕(w0); (r0, w1, r1); (r1, w0, r0); ↕(w1), (r1, w0, r0); (r0, w1, r1)} 
March X {↕(w0); (r0, w1); (r1, w0); ↕(r0)} 
March Y {↕(w0); (r0, w1, r1); (r1, w0, r0); ↕(r0)} 
March C- {↕(w0); (r0, w1); (r1, w0); (r0, w1), (r1, w0), ↕(r0)} 
March A {↕(w0); (r0, w1, w0, w1); (r1, w0, w1); (r1, w0, w1, w0), (r0, w1, w0)} 
March B {↕(w0); (r0, w1, r1, w0, r1, w1); (r1, w0, w1); (r1, w0, w1, w0), (r0, w1, w0)} 
1.4.2 Výhody a nevýhody krokových testů 
Zatímco klasické algoritmy umí chyby lokalizovat a určit přesnou adresu i typ chyby, 
krokové testy dokážou chybu pouze detekovat (nahlásí přečtení jiné než očekávané hodnoty, 
nedokážou však určit, o který typ chyby se jedná). Jak už však bylo řečeno v kapitole 1.3.7, 
nejde v současnosti o velkou nevýhodu. Vadné paměti se v praxi opravují jejich výměnou. 
Velkou výhodou krokových testů je naopak jejich lineární složitost (viz Tab. 10). 
Například s testem March C- by test paměti s kapacitou 1 Gb trval necelé dvě minuty 
(viz Tab. 7). 
V Tab. 10 je dále uveden přehled schopností jednotlivých krokových testů odhalovat 
chyby typu AF, SAF, TF a CF. Z hlediska úspěšnosti jejich detekce je nejlepší test March C-, 
který jako jediný umí detekovat všechny zmiňované typy chyb. 
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Tab. 10: Schopnost odhalování chyb klasických algoritmů a krokových testů [5] 
  AF SAF TF CF složitost testu 
MATS DN D — — 4n 
MATS+ D D — — 5n 
MATS++ D D D — 6n 
Marching 1/0 D D D — 7n 
March X D D D DN 6n 
March Y D D D DN 8n 
March C- D D D D 10n 
March A D D D DN 15n 
March B D D D DN 17n 
Vysvětlivky: D — detekce chyb, DN — detekce některých chyb 
1.5 Testy pro odhalení chyb NPSF 
Klasické algoritmy a krokové testy dokážou odhalit všechny typy chyb kromě 
Neighborhood Pattern Sensitive Faults (NPSF). Jde o chyby, kdy je obsah paměťové buňky 
či schopnost změny jejího obsahu ovlivněna obsahem či jeho změnou okolních buněk. 
K odhalení chyb NPSF je nutné používat testy, které jsou zaměřené na vzájemný vztah 
paměťových buněk. 
1.5.1 Pozadí typu 1 a 2 
V praxi se vždy uvažuje jen nejbližší okolí testované paměťové buňky, tj. buňky, které 
s testovanou buňkou přímo sousedí. Na Obr. 1 jsou ilustrované dva typy uvažovaných okolí 
(žlutá) testované buňky (zelená). U typu 1 se za okolí považují pouze čtyři buňky, které 
s testovanou buňkou sousedí celou hranou. U typu 2 se k nim přidávají ještě další čtyři buňky, 
které se s testovanou buňkou dotýkají rohy. [3][2] 
          
  
          
          
  
          
          
  
          
          
  
          
          
  
          
Obr. 1: Okolí paměťových buněk při testech NPSF; vlevo typ 1, vpravo typ 2 
1.5.2 Způsob detekce chyb NPSF 
Jak je uvedeno v kapitole 1.1, dělí se chyby typu NPSF na aktivní, pasivní a statické. 
Každá z chyb se projevuje odlišným způsobem, liší se proto i způsoby jejich odhalování: [2] 
 ANPSF (Active NPSF) — Každá testovaná buňka musí být přečtena v log. 0 
a log. 1 pro všechny možné změny obsahu okolních buněk; (k-1).2k možných 
kombinací pro každou testovanou buňku (k = 5 pro pozadí typu 1, k = 9 pro 
pozadí typu 2). 
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 PNPSF (Passive NPSF) — do každé testované buňky musí být zapsána 
a přečtena log. 0 a log. 1 pro všechny permutace v okolních buňkách; 2k možných 
kombinací pro každou testovanou buňku. 
 SNPSF (Static NPSF) — Každá testovaná buňka musí být přečtena v log. 0 
a log. 1 pro všechny permutace v okolních buňkách; 2k možných kombinací pro 
každou testovanou buňku. 
Snížení počtu zápisů 
Je zřejmé, že při praktické implementaci budou tyto algoritmy pro odhalování chyb typu 
NPSF vlivem obrovského množství operací čtení a zápisu pro každou testovanou buňku velmi 
náročné na čas. Je proto snahou počet operací maximálním možným způsobem snížit. 
Ke snížení počtu zápisů se proto používá hamiltonianské (SNPSF) nebo eulerianské sekvence 
(ANPSF, PNPSF). [2] 
Dalším způsobem snížení počtu zápisů je testování více buněk současně. Paměť lze pro 
tyto účely rozdělit dvěma možnými způsoby. Při rozdělení na dlaždice (tzv. tilling method) 
je celkový počet zápisů při testování vydělen číslem k (k = 5 pro pozadí typu 1, k = 9 pro 
pozadí typu 9). Tento přístup je vhodný při použití pozadí typu 1 i 2. Ukázka rozdělení paměti 
na dlaždice při použitá pozadí typu 2 je uvedena na Obr. 2. Zeleně jsou obarvené testované 
buňky, žlutě jejich okolí. [2] 
                      
                      
                      
                      
                      
                      
                      
                      
                      
                      
                      
Obr. 2: Rozdělní paměti na dlaždice, pozadí typu 2 
Druhá metoda rozdělení paměti je na dvě skupiny (tzv. two group method). 
Jde o rozdělení podobné algoritmu Checkerboard (viz kapitola 1.3.2) a je znázorněna na Obr. 
3. Zeleně jsou obarvené testované buňky, žlutě jejich překrývající se okolí. Nejprve je paměť 
otestována při rozdělení do skupiny 1, následně je přepsána a otestována při rozdělení 
do skupiny 2. Metoda dvou skupin je vhodná pouze při použití pozadí typu 1 a počet 
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Obr. 3: Rozdělení paměti metodou dvou skupin, vlevo skupina 1, vpravo skupina 2 
1.5.3 Přehled algoritmů k odhalení chyb NPSF 
V Tab. 11 je uveden přehled algoritmů schopných odhalovat chyby typu NPSF. 
Název algoritmu vždy začíná písmenem T. Následující písmeno značí, zda algoritmus umí 
chyby pouze detekovat (D), nebo je přímo lokalizovat (L). Následuje pět až šest písmen 
označení typu algoritmu ANPSF, PNPSP, SNPSF (princip jejich činnosti viz kapitola 1.5.2) 
následované označením rozdělení paměti/typu pozadí. 1T značí rozdělení paměti na dlaždice 
při pozadí typu 1, 2T značí rozdělení na dlaždice při pozadí typu 2 a 1G značí rozdělení 
paměti metodou dvou skupin při pozadí typu 1. 
Tab. 11: Schopnost algoritmů odhalovat chyby typu NPSF [2] 
Algoritmus SAF TF 
NPSF 
složitost testu 
Active Passive Static 
TDANPSF1G L — D — — 163,5n 
TLAPNPSF1G L L L L L 195,5n 
TLAPNPSF2T L L L L — 5122n 
TLAPNPSF1T L L L L — 194n 
TLSNPSF1G L — — — L 43,5n 
TLSNPSF1T L — — — L 39,2n 
TLSNPSF2T L — — — L 569,8n 
TDSNPSF1G L — — — D 36,125n 
Poznámka: L — lokalizace chyb, D — detekce chyb 
Z hlediska efektivity je dle Tab. 11 nejlepší algoritmus TLAPNPSF1G. 
Algoritmus kombinuje aktivní a pasivní způsob detekce chyb NPSF při rozdělení paměti 
metodou dvou skupin při pozadí typu 1. Test je schopný lokalizovat všechny chyby typu 
NPSF, přičemž jeho složitost je 195,5n. Test paměti s velikostí 1 Gb a přístupovou dobou 
10 ns tímto testem bude podle rovnice 1.1 (1.1trvat přibližně 35 minut. 
1.6 Testování pamětí s přístupem ke slovům 
Klasické algoritmy a krokové testy jsou navrženy pro testování pamětí, které mají 
na každé adrese uložený jeden bit. V praxi se ale v dnešní době takové paměti téměř 
nepoužívají, většina pamětí na každou adresu ukládá celá slova o velikosti několika bitů. 
Pro odhalení chyb typu SAF, TF, AF, které nejsou ovlivněné interakcí mezi 
sousedními buňkami, stačí klasické algoritmy a krokové testy upravit tak, že místo čtení 
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(respektive zápisu) log. 0 nebo log. 1 z jednoho bitu se log. 0 nebo log. 1 čte (respektive 
zapisuje) z celého slova. [1] 
U chyb typu CF, kdy zápis do jedné paměťové buňky ovlivní obsah jiné, mohou nastat 
dvě situace. Obsah některého paměťového bitu v testovaném slově je ovlivněn paměťovým 
bitem v jiném slově (tzv. chyba inter-word CF) nebo paměťovým bitem v testovaném slově 
(tzv. chyba intra-word CF). Chyby inter-word CF lze odhalit klasickými algoritmy 
a krokovými testy upravenými výše uvedeným způsobem pro detekci chyb SAF, TF a AF. [3] 
Pro detekci chyb intra-word CF je potřeba algoritmy rozšířit o log2(m) + 1 krokových 
testů, kde m udává počet bitů ve slově. Jednotlivé krokové testy se následně skládají kroků 
{↕(wx), (wy), (ry), (wx), (rx)}, kde x je zapisované pozadí a y je jeho doplněk. Jako první 
testované pozadí slova se použije stejné rozložení jako pro odhalení chyb typu SAF, TF a AF 
se čtením (respektive zápisem) log. 0 nebo log. 1 z celého slova. Jako druhé se použije 
šachovnicové rozložení log. 0 a log. 1, přičemž počet spolu sousedících logických hodnot 
stejné úrovně se v každém dalším kroku zvyšuje o mocninu dvou. Například u paměti 
s přístupem ke slovům o šířce 8 bitů budou pro odhalení chyb typu intra-word CF potřeba 
čtyři krokové testy (log2(8) + 1 = 4), přičemž jednotlivá pozadí x a k nim příslušející doplňky 
y budou: (x = "00000000"; y = "11111111), (x = "01010101"; y = "10101010), 
(x = "00110011"; y = "11001100) a (x = "11110000"; y = "00001111). [1] 
V Tab. 12 je uveden příklad několika krokových testů upravených pro testování pamětí 
s přístupem ke slovům o šířce 8 bitů. Jak je vidět ze srovnání s krokovými testy pro testování 
paměti s přístupem k jednotlivým bitům v Tab. 9, základní koncept testů zůstal shodný. 
Rozdílem je, že místo log. 0 nebo log. 1 do jedné paměťové buňky se daná logická hodnota 
zapisuje do celého slova. Dále v každém testu shodně přibyly tři průchody pamětí, 
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Tab. 12: Krokové testy upravené pro testování pamětí s přístupem ke slovům o šířce 8 bitů 
Test Algoritmus 
MATS++ 
{↕(w00000000); (r00000000, w11111111); (r11111111, w00000000, 
r00000000); 
↕(w01010101, w10101010, r10101010, w01010101, r01010101); 
↕(w00110011, w11001100, r11001100, w00110011, r00110011); 
 ↕(w00001111, w11110000, r11110000, w00001111, r00001111)} 
March X 
{↕(w0); (r0, w1); (r1, w0); ↕(r0);  
↕(w01010101, w10101010, r10101010, w01010101, r01010101); 
↕(w00110011, w11001100, r11001100, w00110011, r00110011); 
↕(w00001111, w11110000, r11110000, w00001111, r00001111)} 
March Y 
{↕(w0); (r0, w1, r1); (r1, w0, r0); ↕(r0); 
↕(w01010101, w10101010, r10101010, w01010101, r01010101); 
↕(w00110011, w11001100, r11001100, w00110011, r00110011); 
↕(w00001111, w11110000, r11110000, w00001111, r00001111)} 
March C- 
{↕(w0); (r0, w1); (r1, w0); (r0, w1), (r1, w0), ↕(r0); 
↕(w01010101, w10101010, r10101010, w01010101, r01010101); 
↕(w00110011, w11001100, r11001100, w00110011, r00110011); 
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2 Karty Combo 
Praktická realizace projektu proběhla na síťových kartách Combo vyvíjených 
společností Invea-Tech. Implementace proběhla na kartách Combo-20G a Combo-80G. 
Jedním z cílů bylo navrhnout projekt tak, aby jej bylo možné projekt v budoucnu snadno 
přenést i na další karty Combo, především Combo-100G. 
2.1 Karty Combo-20G a Combo-80G 
Karty Combo-20G (na Obr. 4) a Combo-80G (viz Obr. 5) jsou dvouportové síťové karty 
s podporou technologie 10 Gigabit Ethernet (Combo-20G i Combo-80G) a 40 Gigabit 
Ethernet (Combo-80G). Karty používají hardwarovou akceleraci a s hostitelským počítačem 
komunikují přes rozhraní PCI Express. [7], [8] 
2.1.1 Parametry karty Combo-20G 
 
Obr. 4: Karta Combo-20G [8] 
 Obvod FPGA Xilinx Virtex-5 
 2× QSFP+ klec s možností použití monomódu, multimódu, CWDM nebo 
metalických transceiverů 
 Rozhraní PCI Express ×8 1.1 s propustností do software 16 Gb/s 
 2× obvod paměti QDRII+ SRAM s kapacitou 72 Mb 
 Synchronizace externím PPS (Pulse per Second) signálem 
 Bootování firmwaru za chodu (bez nutnosti restartování hostitelského počítače) 
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2.1.2 Parametry karty Combo-80G 
 
Obr. 5: Karta Combo-80G [7] 
 Obvod FPGA Xilinx Virtex-7 
 2× QSFP+ klec s možností použití monomódu, multimódu, CWDM nebo 
metalických transceiverů 
 Převodník 4× 10G na 40G pro připojení technologie 10 Gigabit Ethernet 
 Rozhraní PCI Express ×8 3.0 s propustností do software 50 Gb/s 
 2× obvod paměti QDRII+ SRAM s kapacitou 72 Mb 
 2× obvod paměti RLDRAM 3 s kapacitou 576 Mb 
 16× obvod paměti DDR3 SDRAM s kapacitou 4 Gb 
 Synchronizace externím PPS (Pulse per Second) signálem 
 Bootování firmwaru za chodu (bez nutnosti restartování hostitelského počítače) 
2.2 Obvody FPGA Virtex-5 a Virtex-7 
Karty Combo-20G a Combo-80G jsou osazeny obvody FPGA rodiny Virtex 
od společnosti Xilinx. Karta Combo-20G je osazena obvodem Virtex-5 (XC5VTX240T-
2FF1759), karta Combo-80G obvodem Virtex-7 (XC7VX690T-FFG1157). 
Obvody FPGA tvoří kompromis mezi obvody ASIC navrženými pro konkrétní aplikaci 
(vysoký výkon, nízká spotřeba, několikaletý vývoj, vyplatí se jen v obrovských sériích) 
a obvody složenými z diskrétních součástek (nízký výkon, vysoká spotřeba, krátký vývoj, 
vhodný pro malé série). [9] 
Základním prvkem obvodů FPGA je pole programovatelných logických buněk. 
Konfigurace a propojení logických buněk v obvodech FPGA pomocí matice spojů 
se na základě požadavků na zapojení od uživatele provádí elektronicky. Velkou výhodou 
je možnost snadné a rychlé rekonfigurace. K programování obvodů FPGA se nejčastěji 
používají jazyky VHDL a Verilog, pomocí kterých se návrhy popisují na RTL úrovni. 
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Jednodušší zapojení je možné nakreslit v grafických editorech nebo popsat pomocí 
stavových diagramů. [9] 
Programovatelné logické buňky v obvodech FPGA se skládají z kombinační a sekvenční 
části. Kombinační část logické buňky tvoří tabulka hodnot LUT, která má u rodin Virtex-5 
a Virtex-7 šest vstupů. Sekvenční část logické buňky tvoří klopný obvod typu D. 
Čtyři tabulky LUT a osm klopných obvodů D se v FPGA Virtex-5 a Virtex-7 slučují 
do větších celků zvaných Slice. Dvě Slice tvoří konfigurovatelný logický blok (CLB). [10] 
Kromě programovatelných logických buněk jsou obvody FPGA vybavené 
vstupně/výstupními buňkami k připojení periferií. Dále mohou mít blokové paměti RAM, 
hardwarové bloky pro digitální zpracování signálu (DSP), hardwarové procesory atd. 
Přesné konfigurace obvodů FPGA Virtex-5 a Virtex-7 osazených na kartách Combo-20G 
a Combo-80G lze vyčíst z příslušných katalogových listů. [11], [12] 
2.3 Paměti RAM osazené na kartách Combo 
Pro ukládání dočasných dat jsou karty Combo vybaveny několika typy pamětí. 
Nejrychlejší a nejsnadněji přístupné jsou registry a blokové paměti RAM vytvořené přímo 
v obvodech FPGA. Nevýhodou těchto pamětí je však jejich nízká kapacita. Na kartách 
Combo jsou proto osazeny paměťové obvody RAM, ke kterým lze z obvodu FPGA 
přistupovat. Karta Combo-20G je osazena pouze obvody typu QDRII SRAM, karta Combo-
80G je pamětmi QDRII+ SRAM, DDR3 SDRAM a RLDRAM 3. 
2.3.1 Paměti QDRII a QDRII+ SRAM 
Zkratky QDRII a QDRII+ SRAM značí druhou (rozšířenou) generaci synchronní statické 
paměti RAM s čtyřmi přenosy dat během jednoho cyklu hodinového signálu. 
Toho je dosaženo použitím samostatných rozhraní pro čtení a zápis z/do paměti. Ty jsou 
řízené vlastními hodinovými signály, přičemž ke čtení nebo zápisu dochází podobně jako 
u pamětí DDR při vzestupné i sestupné hraně hodinového signálu. [13] 
Z výše popsané logiky vyplývá, že paměť QDR SRAM pracuje nejefektivněji ve chvíli, 
kdy jsou operace čtení a zápisu ve vzájemné rovnováze. Tím se liší od paměti DDR3 
SDRAM, která pracuje nejefektivněji při opakujících se požadavcích stejného typu. 
Výhodami paměti QDR SRAM jsou nízké přístupové doby, které se typicky pohybují 
okolo 1-2,5 cyklu hodinového signálu, vysoké frekvence pamětí dosahující až 600 MHz 
a statičnost paměti. Nevýhodami jsou velmi vysoká cena paměťových obvodů a jejich 
nízká kapacita. Ta se u největších modelů pohybuje okolo 100 Mb. Díky svým 
vlastnostem jsou paměti QDR vhodné pro využití v síťových aplikacích a vysokorychlostní 
komunikaci. [14] 
Karta Combo-20G je osazena dvěma samostatně zapojenými obvody paměti QDRII 
SRAM s označením CY7C1513AV18-200BZC od společnosti Cypress. Každý paměťový 
obvod má kapacitu 72 Mb rozložených do čtyř milionů slov po 18 bitech. 
Maximální pracovní frekvence paměti je 200 MHz. Více informací o obvodech je uvedeno 
v katalogovém listu. [15] 
Karta Combo-80G je osazena dvěma obvody paměti QDRII+ SRAM s označením 
GS8662DT20/BGD-550 od společnosti GSI Technology. Každý paměťový obvod 
má kapacitu 72 Mb rozložených do čtyř milionů slov po 18 bitech. Obvody jsou na kartě 
zapojeny paralelně a tvoří celek s kapacitou 144 Mb a šířkou slova 36 bitů. 
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Maximální pracovní frekvence paměti je 550 MHz. Více informací o obvodech je uvedeno 
v katalogovém listu. [16] 
2.3.2 Paměť DDR3 SDRAM 
DDR3 SDRAM je zkratkou používanou k označení třetí generace synchronní dynamické 
paměti RAM s přenosem dat při vzestupné i sestupné hraně hodinového signálu. Díky tomuto 
dvojímu přenosu (Dual Data Rate) mají paměti DDR ve srovnání s pamětmi SDR s přenosem 
dat jen při vzestupné hraně hodinového signálu dvojnásobnou datovou propustnost při stejné 
frekvenci. [17] 
Druhá generace DDR2 standard rozšířila tím, že umožnila dvojnásobnou frekvenci 
vstupně/výstupní paměťové sběrnice ve srovnání s frekvencí pamětí. Standard DDR3 tento 
rozdíl zvyšuje na čtyřnásobek. [18] 
Výhodami paměti DDR3 SDRAM jsou vysoké přenosové rychlosti při použití relativně 
pomalých pamětí, nízká cena obvodů DDR3 a jejich vysoká kapacita dosahující až 8 Gb. 
Nevýhodou je dynamičnost paměti, z ní plynoucí nutnost pravidelného obnovování dat 
a dlouhé přístupové doby. Kvůli principu své činnosti totiž paměť vyžaduje osm instrukcí 
velký prefetch (dvě za přístup při obou hranách hodinového signálu a čtyřnásobek 
za čtyřnásobný rozdíl ve frekvenci vstupně/výstupní sběrnice a samotného paměťového 
obvodu). [18] 
Vzhledem k výrazně vyšší kapacitě než u pamětí RLDRAM 3 a QDRII+ SRAM 
a výrazně nižší ceně se paměť DDR3 hodí k ukládání větších objemů dat, která nemusejí být 
okamžitě k dispozici. Karta Combo-80G je osazena šestnácti obvody paměti Micron 
MT41K512M8RH-125E. Maximální pracovní frekvence obvodů je 880 MHz. 
Každý paměťový obvod má kapacitu 4 Gb rozložených do 512 milionů slov po 8 bitech. 
Obvody jsou rozdělné do dvou skupin po osmi. Paměti v jedné skupině jsou zapojeny 
paralelně, z adresy lze přistupovat k 64 bitům. Více informací o obvodech je uvedeno 
v katalogovém listu. Karta Combo-20G pamětmi DDR3 osazena není. [19] 
2.3.3 Paměť RLDRAM 3 
RLDRAM 3 je zkratka označující třetí generaci synchronní dynamické paměti RAM 
se sníženou přístupovou dobou. Paměti RLDRAM mohou současně pracovat na vysoké 
frekvenci až okolo 1000 MHz, v důsledku čehož mají i vysokou datovou propustnost. 
Kapacita paměťových obvodů je nižší než u pamětí DDR3, největší obvody mají kapacitu 
přibližně 1 Gb. Nevýhodou pamětí RLDRAM 3 je jejich vysoká cena a dynamičnost. [20] 
Díky velmi nízké přístupové době a vysoké datové propustnosti jsou paměti RLDRAM 3 
vhodné pro použití ve vysokorychlostních síťových aplikacích, například jako vyrovnávací 
paměť pro pakety. Karta Combo-80G je osazena dvěma obvody paměti RLDRAM 
s označením MT44K32M18RB-125 od společnosti Micron. Každý paměťový obvod 
má kapacitu 576 Mb rozložených do 32 milionů slov po 18 bitech. Maximální pracovní 
frekvence paměti je 800 MHz. Obvody jsou zapojené paralelně. Tvoří tak celek s kapacitou 
1152 Mb a šířkou slova 36 bitů. Více informací o obvodech je uvedeno v katalogovém listu. 
Karta Combo-20G pamětmi DDR3 osazena není. [20] 
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2.4 Rozhraní PCI Express 
PCI Express je vysokorychlostní sériová sběrnice založená na point-to-point topologii 
se vzájemně oddělenými linkami spojujícími zařízení s hlavní sběrnicí zvanou root complex. 
Každá linka se skládá ze dvou diferenciálních přenosových párů. Jeden z párů slouží pro 
příjem a druhý pro vysílání dat. Komunikace na lince probíhá formou zapouzdřených paketů, 
přičemž je možný současný přenos dat oběma směry. [21] 
PCI Express sloty mohou mít jednu (×1), dvě (×2), čtyři (×4), osm (×8), šestnáct (×16) 
nebo třicet dva linek (×32). Při komunikaci po více linkách současně je vysílaný paket 
rozdělen a přenášen po několika linkách současně. 
Karta Combo-20G používá ke komunikaci a pro napájení své spotřeby rozhraní 
PCI Express 1.1 ×8. Jde o první rozšířenou generaci PCI Express s osmi linkami. Rozhraní 
používá 8/10b enkódování a jeho datová propustnost činí 250 MB/s na linku. Celková 
maximální datová propustnost PCI Express 1.1 ×8 je 2000 MB/s.  
Karta Combo-80G používá ke komunikaci a pro napájení své spotřeby rozhraní 
PCI Express 3.0 ×8. Jde o třetí generaci PCI Express s osmi linkami. Proti PCI Express 1.1 ×8 
se liší enkódováním 128/130b a vyšší datovou propustností 985 MB/s na linku. Celková 
maximální datová propustnost PCI Express 3.0 ×8 je 7880 MB/s. [21] 
2.5 Transceiver QSFP+ 
Pro připojení do sítě jsou karty Combo-20G a Combo-80G shodně osazeny dvěma 
QSFP+ transceivery. Transceiver je síťový prvek, který umožňuje převod jednoho typu 
datového toku na jiný. V případě QSFP+ transceiverů osazených na kartách Combo jde 
o převod optických signálů na elektrické a naopak. Transceivery u karty Combo-20G 
podporují technologii 10 Gigabit Ethernet, u karty Combo-80G pak 40 Gigabit Ethernet. [22] 
 - 20 -  
 
 
3 Vývojové prostředí NetCOPE 
NetCOPE je framework určený k vývoji aplikací pro hardwarově akcelerované karty 
Combo. Jsou v něm implementované řadiče a rozhraní pro práci s periferiemi karet Combo. 
Nad těmito řadiči je vytvořena abstraktní vrstva pro vývoj uživatelských aplikací. Ty je proto 
možné jen s minimálními úpravami přenášet mezi různými typy karet Combo. 
Zjednodušené blokové schéma celého prostředí NetCOPE je znázorněno na Obr. 6. 
Z obrázku je patrné, že se framework skládá ze dvou částí. Firmware NetCOPE určený pro 
hardwarově akcelerovanou kartu s obvodem FPGA a software NetCOPE určený pro 
hostitelský počítač. Firmware a software NetCOPE spolu vzájemně komunikují přes rozhraní 
PCI Express. [23] 
 
Obr. 6: Blokové schéma vývojového prostředí NetCOPE [23] 
3.1 Vrstvy prostředí NetCOPE 
Framework NetCOPE lze rozdělit na několik vrstev, jejichž struktura je znázorněna 
na Obr. 7. Komunikaci s hardwarem zajišťuje hardwarová vrstva frameworku NetCOPE, 
která vytváří na hardwaru nezávislou abstraktní vrstvu. Do ní se implementuje uživatelem 
napsaná hardwarově akcelerovaná aplikace určená pro obvod FPGA. Nad touto vrstvou 
je softwarová část frameworku NetCOPE, která přes rozhraní PCI Express zajišťuje přenos 
dat z hardwarově akcelerované aplikace v obvodu FPGA do hostitelského počítače a snadný 
přístup k nim z nejvyšší vrstvy. Ta je určena pro uživatelem napsanou softwarovou část 
aplikace, pomocí které lze v hostitelském počítači zpracovávat přenesená data. [23] 
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3.2 Firmware NetCOPE 
Část frameworku NetCOPE určenou pro karty Combo tvoří firmware, jehož obecné 
blokové schéma je znázorněno na Obr. 8. Uživatelem vyvíjená aplikace se implementuje 
do aplikačního modulu, přičemž modifikace jiných bloků není nutná. Za tímto účelem 
je ve firmwaru předpřipravená struktura s řadiči a ovladači, pomocí které lze z aplikačního 
modulu snadno přistupovat k paměťovým obvodům osazeným na kartě, paketům ze síťového 
provozu a podobně. Firmware NetCOPE dále zajišťuje komunikaci mezi aplikačním 
modulem a PCI Express rozhraním (hostitelským počítačem). [23] 
 
Obr. 8: Obecné blokové schéma firmwaru NetCOPE pro karty Combo [23] 
3.3 Software NetCOPE 
Komunikaci mezi aplikací běžící na hostitelském počítači a firmwarem NetCOPE 
běžícím na kartě Combo zajišťuje softwarová část frameworku NetCOPE. Její architektura 
složená ze tří vrstev je znázorněna na Obr. 9. 
 
Obr. 9: Architektura softwaru NetCOPE pro hostitelský počítač [23] 
Nejnižší vrstvu softwarové části frameworku tvoří ovladače, které zajišťují základní 
komunikaci mezi operačním systémem hostitelského počítače a kartou Combo s firmwarem 
NetCOPE. Druhou vrstvu tvoří knihovny, které abstrahují uživatelskou softwarovou aplikaci 
z nejvyšší vrstvy a předávají data ovladačům. Nejvyšší vrstvu softwarové části NetCOPE 
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tvoří uživatelem vytvořená softwarová aplikace, která slouží pro zpracování informací 
zaslaných z hardwarově akcelerované aplikace v obvodu FPGA na kartě Combo. 
Pro zjednodušení vývoje softwarové aplikace, testování nebo ladění lze použít nástroje, 
které jsou součástí softwarové části NetCOPE. [23] 
3.4 Komunikace mezi firmwarem a softwarem NetCOPE 
Komunikace mezi firmwarem a softwarovou aplikací probíhá ve frameworku NetCOPE 
přes rozhraní PCI Express. Pro zjednodušení a unifikaci komunikace přes rozhraní PCI 
Express pro různé typy karet Combo jsou ve frameworku vytvořeny sběrnice MI32, Internal 
Bus a protokol FrameLink. MI32 je sběrnice s nízkou propustností, možností adresování 
a snadnou režií vhodná pro občasný přenos registrů malé velikosti. Internal Bus je sběrnice 
s vysokou propustností, možností adresování a složitou režií vhodná pro přenos konkrétních 
velkých objemů dat. Protokol FrameLink má vysokou propustnost bez možnosti adresování 
a je vhodný pro kontinuální přenos velkých objemů dat. [23] 
Potřebám diplomové práce na přenos malých registrů mezi firmwarem a softwarem 
s možností jejich adresování nejlépe odpovídá sběrnice MI32. Při praktické realizaci projektu 
byla využita právě ona. V dalším textu proto budou sběrnice Internal Bus a protokol 
FrameLink opomenuty. 
3.4.1 Sběrnice MI32 
Komunikace po sběrnici MI32 se z hlediska softwarové aplikace skládá z operací čtení 
a zápisu registrů o pevné délce 32 bitů. Zápis na sběrnici MI32 znamená přenos registru 
s řídícími signály ze softwarové aplikace do firmware. V případě diplomové práce může být 
příkladem zápisu na sběrnici MI32 vyslání registru s požadavky na reset nebo start testu 
paměťového obvodu. Čtení ze sběrnice MI32 znamená odesílání registru s informacemi 
z firmwaru do softwarové aplikace. Příkladem čtení ze sběrnice MI32 je dotaz na registr 
se stavem testu paměťového obvodu. Přehled signálů používaných při komunikaci po sběrnici 
MI32 je uveden v Tab. 13. 




Vlastník Určen pro operaci Význam 
MI32_ADDR 32 software čtení i zápis adresa registru 
MI32_WR 1 software Zápis požadavek na operaci zápisu 
MI32_DWR 32 software Zápis obsah registru pro zápis 
MI32_RD 1 software Čtení požadavek na operaci čtení 
MI32_DRD 32 firmware Čtení obsah registru pro čtení 
MI32_DRDY 1 firmware Čtení vystavena platná data pro čtení 
MI32_ARDY 1 firmware čtení i zápis firmware zaznamenal požadavek na čtení/zápis včetně adresy 
MI32_BE 4 software čtení i zápis platnost bytů v registru MI32_DWR, MI32_DRD; nepoužívá se 
Komunikace po sběrnici MI32 je vždy inicializována softwarovou aplikací, která vystaví 
požadavek na zápis (log. 1 na signálu mi32_wr) nebo čtení (log. 1 na signálu mi32_rd). 
Současně s tímto požadavkem je vystavena adresa mi32_addr. ta u diplomové práce určuje 
konkrétní paměťový obvod a typ registru. 
Pokud software vykonává operaci zápisu, vystaví současně ještě obsah registru pro zápis 
na signálu mi32_dwr. Firmware na zaznamenání a zpracování požadavku reaguje vystavením 
signálu mi32_ardy. Příklad zápisu tří registrů na sběrnici MI32 je znázorněn na Obr. 10. 




Obr. 10: Zápis tří registrů na sběrnici MI32 [23] 
Pokud software požaduje čtení ze sběrnice MI32, odpovídá firmware na zaznamenání 
požadavku vystavením signálu mi32_ardy. Následně požadavek na čtení zpracuje. 
Jakmile firmware na signálu mi32_drd vystaví registr pro čtení, iniciuje tuto skutečnost 
aktivním signálem mi32_drdy. Příklad čtení tří registrů ze sběrnici MI32 je znázorněn na Obr. 
11. 
 
Obr. 11: Čtení tří registrů ze sběrnice MI32 [23] 
Kromě všech výše zmiňovaných signálů se ve specifikaci sběrnice MI32 nachází ještě 
signál mi32_be o velikosti 4 bity. Ten určuje, které ze čtyř bytů signálu mi32_dwr při zápisu 
(resp. mi32_drd při čtení) jsou platné. V praxi se navzdory průběhům na Obr. 10 a Obr. 11 
tento signál ignoruje a je vždy nastaven na hodnotu 0xF, kdy jsou platné všechny byty. 
V souladu s touto konvencí se adresa sběrnice MI32 inkrementuje po násobcích čtyř. 
Adresy sběrnice MI32 (bez absolutního offsetu) se proto inkrementují dle vzoru 0x00, 0x04, 
0x08, 0x0C, 0x10, 0x14 atd. 
3.5 Ovladače pamětí 
Jednou z částí firmwaru NetCOPE jsou ovladače paměťových obvodů (tzv. wrappery). 
Wrapper je modul, který je jedním rozhraním připojen přímo k paměťovému obvodu 
a provádí operace čtení a zápisu z/do paměťového obvodu při dodržení všech potřebných 
časování a vystavení řídících signálů. Druhým rozhraním je wrapper připojený 
k hardwarovému aplikačnímu modulu, od kterého přijímá pokyny pro vykonání operací. 
Komunikační protokol a signály tohoto rozhraní jsou navrženy tak, aby byla obsluha 
wrapperu z hardwarového aplikačního modulu co nejjednodušší. 
Součástí wrapperu může být asynchronní oddělení mezi rozhraním pro připojení 
k hardwarovému aplikačnímu modulu a rozhraním připojeném k paměťovému obvodu. 
V takovém případě nemusejí být požadavky na čtení a zápis z hardwarového aplikačního 
modulu a rozhraní připojené k paměťovému obvodu vzájemně synchronní a používat stejnou 
hodinovou doménu. 
Wrappery pro paměti RAM na kartách Combo jsou vytvořené pomocí nástroje Memory 
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a Xilinx Vivado Design Suite používaných při práci s frameworkem NetCOPE. V některých 
případech mohou být na rozhraní wrapperů ve frameworku NetCOPE připojeny další moduly, 
které komunikační rozhraní paměti dodatečné upravují (modifikace uživatelského rozhraní, 
asynchronní oddělení apod.). 
Pro praktickou realizaci projektu testeru pamětí RAM není nutné znát vnitřní obvodové 
zapojení wrapperu a části jeho rozhraní připojenou mezi wrapper a samotný paměťový obvod. 
Podstatná je pouze znalost části rozhraní wrapperu, která je určena pro připojení 
k hardwarovému aplikačnímu modulu. 
3.5.1 Wrappery pamětí karty Combo-20G 
Uživatelské komunikační rozhraní wrapperů pamětí QDRII 
Karta Combo-20G je osazena dvěma shodnými samostatně zapojenými paměťovými 
obvody typu QDRII SRAM. Signály tvořící komunikační rozhraní mezi wrapperem těchto 
pamětí a hardwarovým aplikačním modulem jsou uvedeny v Tab. 14. Z wrapperu jsou 
vyvedeny ve dvou sadách (jedna pro každý paměťový obvod) s indexy qdr_0 a qdr_1. 
Všechny signály rozhraní jsou synchronní a běží na hodinové frekvenci hardwarového 
aplikačního modulu. Komunikační rozhraní je rozdělené na část se signály pro čtení 
z paměťového obvodu a část se signály pro zápis do paměťového obvodu. [24] 
Tab. 14: Signály uživatelského komunikačního rozhraní wrapperu paměti QDRII na kartě Combo-20G 
Signál Šířka v bitech Vlastník Význam 
QDR_WR_RDY 1 Wrapper Paměť připravena k zápisu 
QDR_WR_REQ 1 Uživatel Požadavek na zápis 
QDR_WR_DATA 72 Uživatel Data k zápisu 
QDR_WR_ADDR 20 Uživatel Adresa pro zápis dat 
QDR_RD_RDY 1 Wrapper Paměť připravena ke čtení 
QDR_RD_REQ 1 Uživatel Požadavek na čtení 
QDR_RD_ADDR 20 Uživatel Adresa pro čtení 
QDR_RD_DV 1 Wrapper Platnost přečtených dat 
QDR_RD_DATA 72 Wrapper Data přečtená z paměťového obvodu 
QDR_CAL_DONE 1 Wrapper Správná kalibrace paměti 
Při čtení z paměťového obvodu musí být vystavena adresa na signálu qdr_rd_addr. 
Současně je vyslán požadavek na provedení operace je do wrapperu vystavením log. 1 
na signál qdr_rd_req po dobu jednoho hodinového taktu. Přečtená data jsou po několika 
hodinových taktech vystavena na signálu qdr_rd_data, přičemž jejich platnost je po dobu 
jednoho hodinového taktu indikována log. 1 na signálu qdr_rd_dv. Připravenost wrapperu pro 
přijmutí požadavku na operaci čtení je indikována log. 1 na signálu qdr_rd_rdy. 
Příklad časového průběhu operace čtení jednoho slova z paměti je znázorněn na Obr. 12. [24] 




Obr. 12: Časový průběh signálů uživatelského rozhraní wrapperu při čtení jednoho slova [24] 
V případě požadavku na zápis jsou společně s adresou qdr_wr_addr na signál 
qdr_wr_data vystavena zapisovaná data. Požadavek na provedení operace je vyslán 
vystavením log. 1 na signál qdr_wr_req. Připravenost wrapperu pro přijmutí požadavku 
na operaci zápisu je indikována log. 1 na signálu qdr_wr_rdy. Příklad časového průběhu 
operace zápisu dvou slov do paměti je uveden na Obr. 13. [24] 
 
Obr. 13: Časový průběh signálů uživatelského rozhraní wrapperu při zápisu dvou slov [24] 
Signál qdr_cal_done indikuje správné kalibrování paměti a jeho hodnota je nezávislá 
na probíhajících operacích čtení a zápisu. 
3.5.2 Wrappery pamětí karty Combo-80G 
Uživatelské komunikační rozhraní wrapperu paměti QDRII+ 
Karta Combo-80G je osazena dvěma paralelně zapojenými paměťovými obvody typu 
QDRII+ SRAM, ke kterým se přistupuje jako k jedné paměti s dvojnásobnou šířkou slova. 
Signály tvořící komunikační rozhraní mezi wrapperem pamětí a hardwarovým aplikačním 
modulem jsou uvedeny v Tab. 15. Z důvodu paralelního zapojení pamětí je z wrapperu 
vyvedena pouze jedna sada signálů. Všechny signály rozhraní jsou synchronní a běží 
na hodinové frekvenci hardwarového aplikačního modulu. [24] 
Protože obvod paměti QDRII+ SRAM pracuje na výrazně vyšší frekvenci než 
je frekvence hardwarového aplikačního modulu, je wrapper navržen tak, aby bylo možné 
do paměti během jednoho hodinového taktu (hardwarového aplikačního modulu) zaslat dva 
vzájemně nezávislé požadavky na čtení nebo zápis. Z tohoto důvodu mají adresová, datová 
a sběrnice požadavků/platnosti dat dvojnásobnou bitovou šířku. Při vysílání dvou požadavků 
současně musí vždy jít buď o dva požadavky na čtení, nebo o dva požadavky na zápis. 
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Tab. 15: Signály uživatelského komunikačního rozhraní wrapperu paměti QDRII+ na kartě Combo-80G 
Signál Šířka v bitech Vlastník Význam 
QDR_REQUEST_IN_RD 40 Uživatel adresa pro čtení 1, adresa pro čtení 0 
QDR_REQUEST_IN_RD_VLD 2 Uživatel požadavek na čtení 1, požadavek na čtení 0 
QDR_REQUEST_IN_WR 328 Uživatel 
adresa pro zápis dat 1, data k zápisu 1, adresa pro zápis dat 0, data 
k zápisu 0 
QDR_REQUEST_IN_WR_VLD 2 Uživatel požadavek na zápis 1, požadavek na zápis 0 
QDR_REQUEST_IN_ACK 1 Wrapper oznámení o přijetí požadavků na čtení nebo zápis 
QDR_DATA_OUT 288 Wrapper data přečtená z paměti 1, data přečtená z paměti 0 
QDR_DATA_OUT_VLD 2 Wrapper platnost přečtených dat 1, platnost přečtených dat 0 
QDR_REG_CAL_DONE 1 Wrapper Správná kalibrace paměti 
Při čtení z paměťového obvodu jsou na signálu qdr_request_in_rd vystaveny jedna nebo 
dvě adresy a současně jsou na jeden hodinový takt vystaveny příslušné bity signálu 
qdr_request_in_rd_vld do log. 1. Wrapper na přijetí požadavku reaguje okamžitým 
vystavením log. 1 na signálu qdr_request_in_ack. Pokud tento signál nebyl vystaven, wrapper 
požadavek nepřijal a je nutné jej opakovat. Po úspěšném přijetí požadavku jsou přečtená data 
po několika hodinových taktech vystavena na signálu qdr_data_out, přičemž jejich platnost 
je po dobu jednoho hodinového taktu indikována log. 1 na příslušných bitech signálu 
qdr_data_out_vld. Příklad časového průběhu operace současného čtení dvou slov z paměti 
je znázorněn na Obr. 14. [24] 
 
Obr. 14: Časový průběh signálů uživatelského rozhraní wrapperu při současném čtení dvou slov [23] 
Data a adresy pro zápis do paměti se přiřazují na signál qdr_request_in_wr. Do paměti 
je možné zapsat různá data na dvě adresy současně, přičemž na signál se přiřazují v pořadí 
adresa 1, data 1, adresa 0 a data 0. Platnost přiřazených dat je indikována vystavením 
příslušných bitů signálů qdr_request_in_wr_vld do log. 1. Podobně jako při čtení wrapper 
na přijetí požadavku reaguje okamžitým vystavením log. 1 na signálu qdr_request_in_ack. 
Pokud signál nebyl vystaven, wrapper požadavek nepřijal a je nutné jej opakovat. 
Příklad časového průběhu dvou operací současného zápisu dvou slov do paměti je znázorněn 
na Obr. 15. [23] 
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Signál qdr_reg_cal_done indikuje správné kalibrování paměti a jeho hodnota je nezávislá 
na probíhajících operacích čtení a zápisu. 
Uživatelské komunikační rozhraní wrapperů pamětí DDR3 
Karta Combo-80G je osazena šestnácti paměťovými obvody typu DDR3. Obvody jsou 
rozděleny do dvou skupin po osmi. Moduly v každé skupině jsou zapojeny paralelně 
a přistupuje se k nim jako k jedné paměti s osminásobnou šířkou slova. 
Wrapper pamětí DDR3 není prozatím v prostředí NetCOPE plně funkční. 
Vytvořen je pomocí nástroje Memory Interface Generator (viz kapitola 3.5), při implementaci 
se však nedaří plnit požadavky na časování. Komunikační rozhraní wrapperu a způsob jeho 
zapojení je známé a je možné jej popsat navzdory chybějící plně funkční implementaci. 
Signály tvořící komunikační rozhraní mezi wrapperem paměti a hardwarovým 
aplikačním modulem jsou uvedeny v Tab. 16. Z důvodu paralelního zapojení pamětí jsou 
z wrapperu vyvedeny dvě sady signálů s vícenásobnou šířkou slova lišící se indexy c0 a c1. 
Všechny signály rozhraní jsou synchronní a běží na hodinové frekvenci generované 
wrapperem. Na výstupu rozhraní je proto vyveden i tento hodinový signál společně 
se signálem reset. [25] 
Tab. 16: Signály uživatelského komunikačního rozhraní wrapperu paměti DDR3 na kartě Combo-80G 
Signál Šířka v bitech Vlastník Význam 
DDR3_CLK 1 Wrapper hodinový signál rozhraní 
DDR3_RST 1 Wrapper reset signál rozhraní 
DDR3_CMD 3 Uživatel index operace (000 pro čtení nebo 001 pro zápis) 
DDR3_EN 1 Uživatel požadavek na vykonání operace 
DDR3_RDY 1 Wrapper Indikace přijetí požadavků pro čtení nebo zápis 
DDR3_ADDR 30 Uživatel adresa pro čtení nebo zápis 
DDR3_WDF_DATA 512 Uživatel 8× data pro zápis 
DDR3_WDF_MASK 64 Uživatel 8× maska dat pro zápis 
DDR3_WDF_END 1 Uživatel Platnost dat pro zápis 
DDR3_WDF_WREN 1 Uživatel Platnost dat pro zápis 
DDR3_WDF_RDY 1 Wrapper Indikace přijetí dat pro zápis 
DDR3_RD_DATA 512 Wrapper 8× data přečtená z paměti 
DDR3_RD_DATA_VALID 1 Wrapper Platnost přečtených dat 
DDR_INIT_CALIB_COMPLETE 1 Wrapper Správná kalibrace paměti 
Protože paměť DDR3 SDRAM pracuje na vyšší frekvenci než je frekvence 
hardwarového aplikačního modulu, je wrapper navržen v tzv. Burst Length 8 režimu. V něm 
je možné do paměti během jednoho hodinového taktu komunikačního rozhraní zapsat nebo 
vyčíst data z osmi po sobě jdoucích adres. Z tohoto důvodu mají datové sběrnice bitovou 
šířku osmkrát vyšší, než je šířka slova jedné skupiny pamětí. 
Při čtení z paměťového obvodu je na signál ddr3_addr vystavena nejnižší adresa pro 
čtení, na signál ddr3_cmd je přiřazen index požadavku na čtení a současně je na jeden 
hodinový takt vystavena log. 1 na signálu ddr3_en. Wrapper na přijetí požadavku reaguje 
držením signálu ddr3_rdy v log. 1. Pokud tento signál při vystavení požadavku spadne 
do log. 0, wrapper požadavek nepřijal a je nutné jej opakovat. Po úspěšném přijetí požadavku 
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jsou přečtená data po několika hodinových taktech vystavena na signálu ddr3_rd_data, 
přičemž jejich platnost je po dobu jednoho hodinového taktu indikována log. 1 na signálu 
ddr3_rd_data_valid. Příklad časového průběhu operace čtení z paměti je znázorněn na Obr. 
16. [25] 
 
Obr. 16: Časový průběh signálů uživatelského rozhraní wrapperu při čtení z paměti [25] 
Při požadavku na zápis do paměťového obvodu je na signál ddr3_addr vystavena nejnižší 
adresa pro zápis, na signál ddr3_cmd přiřazen index požadavku na zápis a současně 
je na jeden hodinový takt vystavena log. 1 na signálu ddr3_en. Wrapper na přijetí požadavku 
reaguje držením signálu DDR3_RDY v log. 1. Pokud tento signál při vystavení požadavku 
spadne do log. 0, wrapper požadavek nepřijal a je nutné jej opakovat. [25] 
Data pro zápis je možné přiřadit nezávisle na přiřazení adresy a vyslání požadavku 
pro zápis. Je možné je přiřadit ještě před požadavkem (neomezeně), současně s požadavkem, 
nebo po zadání požadavku (nejpozději dva takty). Zapisovaná data pro zadanou a sedm 
vyšších adres se přiřazují na signál ddr3_wdf_data. Pokud je požadován zápis jen do části 
prostoru (například jen část slova na nejnižší adrese), je možné zbylá data maskovat 
přiřazením log. 1 na příslušné bity signálu ddr3_wdf_mask. Tento signál má šířku 64 bitů 
a každý z bitů povoluje/zakazuje zápis příslušného bytu datové sběrnice. Platnost dat pro 
zápis je indikována vystavením log. 1 na řídící signály ddr3_wdf_wren a ddr3_wdf_end 
po dobu jednoho hodinového taktu. Wrapper na přijetí požadavku reaguje držením signálu 
ddr3_wdf_rdy v log. 1. Pokud tento signál při vystavení požadavku spadne do log. 0, 
wrapper požadavek nepřijal a je nutné jej opakovat. Příklad časového průběhu dvou operací 
zápisu do paměti je znázorněn na Obr. 17. [25] 
 






















 - 29 -  
 
 
Signál ddr3_init_calib_complete indikuje správné kalibrování paměti a jeho hodnota 
je nezávislá na probíhajících operacích čtení a zápisu. 
Wrappery paměti RLDRAM 3 
Karta Combo-80G je osazena dvěma paralelně zapojenými paměťovými obvody typu 
RLDRAM 3, ke kterým se přistupuje jako k jedné paměti s dvojnásobnou šířkou slova. 
Wrapper pamětí RLDRAM 3 není prozatím v prostředí NetCOPE implementován. 
Důvodem je chybějící plná podpora pamětí tohoto typu v nástroji Memory Interface 
Generator (viz kapitola 3.5). Pro obvody RLDRAM 3 na kartě Combo-80G proto nebylo 
možné IP Core s wrapperem vytvořit. V technické dokumentaci k MIGu rozhraní již 
popsáno je. Práce se mu proto věnuje navzdory chybějící implementaci. 
Signály tvořící komunikační rozhraní mezi wrapperem pamětí a hardwarovým 
aplikačním modulem jsou uvedeny v Tab. 17. Z důvodu paralelního zapojení pamětí 
je z wrapperu vyvedena pouze jedna sada signálů. Všechny signály rozhraní jsou synchronní 
a běží na hodinové frekvenci hardwarového aplikačního modulu. [25] 
Tab. 17: Signály uživatelského komunikačního rozhraní wrapperu paměti DDR3 na kartě Combo-80G 
Signál Šířka v bitech Vlastník Význam 
RLD_USER_CMD 4 Uživatel 2× index operace (01 pro čtení, 00 pro zápis, 1X NOP) 
RLD_USER_CMD_EN 1 Uživatel požadavek na vykonání operace 
RLD_USER_ADDR 40 Uživatel 2× adresa pro čtení nebo zápis 
RLD_USER_BA 4 Uživatel 2× číslo banky pro čtení nebo zápis 
RLD_USER_WR_EN 1 Uživatel Platnost dat pro zápis 
RLD_USER_WR_DATA 576 Uživatel 4× data pro zápis 
RLD_USER_WR_DM 72 Uživatel 4× maska dat pro zápis 
RLD_USER_AFIFO_EMPTY 1 Wrapper paměť FIFO s adresami je prázdná 
RLD_USER_AFIFO_FULL 1 Wrapper paměť FIFO s adresami je plná 
RLD_USER_AFIFO_AEMPTY 1 Wrapper paměť FIFO s adresami je téměř prázdná 
RLD_USER_AFIFO_AFULL 1 Wrapper paměť FIFO s adresami je téměř plná 
RLD_USER_WDFIFO_EMPTY 1 Wrapper paměť FIFO s daty pro zápis je prázdná 
RLD_USER_WDFIFO_FULL 1 Wrapper paměť FIFO s daty pro zápis je plná 
RLD_USER_WDFIFO_AEMPTY 1 Wrapper paměť FIFO s daty pro zápis je téměř prázdná 
RLD_USER_WDFIFO_AFULL 1 Wrapper paměť FIFO s daty pro zápis je téměř plná 
RLD_USER_RD_VALID 2 Wrapper Platnost přečtených dat 
RLD_USER_RD_DATA 576 Wrapper 4× data přečtená z paměti 
RLD_INIT_CALIB_COMPLETE 1 Wrapper Správná kalibrace paměti 
Protože paměť RLDRAM 3 pracuje na vyšší frekvenci než je frekvence hardwarového 
aplikačního modulu, je wrapper navržen tak, že je do paměti možné během jednoho 
hodinového taktu (hardwarového aplikačního modulu) zaslat dva vzájemně nezávislé 
požadavky na čtení nebo zápis. Při vysílání dvou požadavků současně musí jít o dva 
požadavky na čtení, nebo o dva požadavky na zápis. Vyslat současně v jednom taktu jeden 
požadavek na čtení a jeden požadavek na zápis není možné. 
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Každý z požadavků je v tzv. Burst Length 4 režimu, kdy se kromě zadané nejnižší adresy 
čte/zapisuje ze tří vyšších adres. Z tohoto důvodu mají datové sběrnice osminásobnou bitovou 
šířku. Sběrnice adres a požadavků mají dvojnásobnou bitovou šířku.  
Při čtení z paměťového obvodu jsou na signál rld_user_addr vystaveny jedna nebo dvě 
nejnižší adresy pro čtení, na signál rld_user_ba jedna nebo dvě čísla banky paměti, na signál 
rld_user_cmd přiřazen jeden nebo dva indexy požadavků na čtení a současně je na jeden 
hodinový takt vystavena log. 1 na signálu rld_user_cmd_en. Přečtená data jsou po několika 
hodinových taktech vystavena na signálu rld_user_rd_data, přičemž jejich platnost je po dobu 
jednoho hodinového taktu indikována log. 1 na příslušných bitech signálu rld_user_rd_valid. 
Příklad časového průběhu operace čtení z paměti je znázorněn na Obr. 18. [25] 
 
Obr. 18: Časový průběh signálů uživatelského rozhraní wrapperu při čtení z paměti [25] 
Při požadavku na zápis do paměťového obvodu jsou na signál rld_user_addr vystaveny 
jedna nebo dvě nejnižší adresa pro zápis a na signál rld_user_ba jedna nebo dvě čísla banky. 
Na signál rld_user_cmd jsou přiřazeny indexy jednoho nebo dvou požadavků na zápis 
a současně je na jeden hodinový takt vystavena log. 1 na signálu rld_user_cmd_en. [25] 
Zapisovaná data pro zadanou a tři vyšší adresy každého požadavku se přiřazují na signál 
rld_user_wr_data. Pokud je požadován zápis jen do části prostoru (například jen část slova 
na nejnižší adrese), je možné zbylá data maskovat přiřazením log. 1 na příslušné bity signálu 
rld_user_wr_dm. Každý ze 72 bitů povoluje/zakazuje zápis jednoho bytu datové sběrnice. 
Platnost dat pro zápis je indikována vystavením log. 1 na řídící signál rld_user_wr_en 
po dobu jednoho hodinového taktu. Signály platnosti adresy a dat pro zápis musí být aktivní 
ve stejném hodinovém taktu. Příklad časového průběhu dvou operací zápisu do paměti 
je znázorněn na Obr. 19. [25] 
 
















W4, W0 W12, W8
A4, A0 A12, A8
RLD_USER_BA BA4, BA0 BA12, BA8
RLD_USER_WR_EN
RLD_USER_WR_DATA D7-D4, D3-D0 D15-12, D11-D8
RLD_USER_WR_DM M7-M4, M3-M0 M15-M12, M11-M8
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Připravenost wrapperu na přijímání požadavků na čtení a zápis lze kontrolovat pomocí 
stavu pamětí FIFO pro ukládání dat pro zápis a adres. Do uživatelského rozhraní wrapperu 
jsou proto z obou pamětí FIFO vyvedeny stavové signály empty, aempty, full a afull. 
Signál rld_init_calib_complete indikuje správné kalibrování paměti a jeho hodnota 
je nezávislá na probíhajících operacích čtení a zápisu. 
 - 32 -  
 
 
4 Implementace testeru pamětí RAM pro karty Combo 
V souladu se strukturou frameworku NetCOPE popsané v kapitole 3 byla praktická 
realizace projektu rozdělena na dva samostatné celky — hardwarový aplikační modul určený 
pro obvod FPGA na kartě Combo a softwarovou aplikaci běžící pod operačním systémem 
Linux na hostitelském počítači. Záměrem bylo implementovat převážnou části řídící 
a veškerou testovací logiku do obvodu FPGA. Pro hostitelský počítač byla připravena 
jednoduchá softwarová aplikace, pomocí které je možné spouštět testy jednotlivých 
paměťových obvodů, sledovat jejich průběh a analyzovat výsledky. 
4.1 Výběr algoritmu pro testování pamětí RAM 
Při výběru algoritmu pro testování paměťových obvodů RAM osazených na kartách 
Combo se vycházelo z teoretického rozboru problematiky, který je uveden v kapitole 1. 
Obecně lze testy pamětí RAM rozdělit do tří skupin na klasické algoritmy, krokové testy 
a testy pro odhalení chyb typu NPSF. 
Klasické algoritmy nejsou pro praktické použití vhodné. Základní verze lokalizují jen 
minimum chyb pamětí, pokročilé pak mají příliš vysokou časovou složitost. Kvůli ní by test 
nebylo možné dokončit v reálním čase. Nahrazují se proto krokovými testy. 
Z hlediska efektivity je nejlepším krokovým testem March C-, který je schopen detekovat 
největší množství typů chyb a současně má v reálném čase zvládnutelnou časovou složitost. 
Protože všechny paměťové obvody osazené na kartách Combo přistupují do paměti 
po slovech, byl test March C- implementován v upravené verzi pro testování pamětí 
s přístupem ke slovu.  
Test pro odhalení chyb typu NPSF není v současné verzi projektu implementován. 
Krokový test March C- dokáže část chyb typu NPSF detekovat. Zbylé, algoritmem 
nedetekovatelné chyby typu NPSF se vyskytují jen ojediněle. Algoritmy pro systematické 
detekování všech chyb typu NPSF jsou současně složité a implementace některého z nich 
by byl přesažen rozsah diplomové práce. Implementace testu pro detekování chyb typu NPSF 
je proto jedním z možných rozšíření práce. Nejvhodnější by bylo použití algoritmu 
TLAPNPSF1G, který je schopen lokalizovat všechny chyby typu NPSF a současně 
má akceptovatelnou časovou složitost. 
4.2 Hardwarový aplikační modul 
Hardwarový aplikační modul určený pro obvod FPGA tvoří stěžejní část 
praktické realizace. Navržen byl tak, aby jej bylo možné zapojit do prostředí NetCOPE tak, 
jak bylo popsáno v kapitole 3. Modul zajišťuje fyzické testování paměťových obvodů, sleduje 
průběh testů a vyhodnocuje je. Informace o průběhu a výsledku testů je schopen na vyžádání 
zasílat ve formě registrů do softwarové aplikace přes sběrnici MI32. Po této sběrnici 
hardwarový modul od softwarové aplikace současně přijímá požadavky na start a reset testů 
jednotlivých paměťových obvodů. Hardwarový aplikační modul je napsán v jazyce VHDL. 
4.2.1 Koncept hardwarového aplikačního modulu 
Hardwarový aplikační modul je jako celek závislý na konkrétní verzi karty Combo. 
Jedním z cílů práce bylo navrhnout jej tak, aby byl přenos aplikačního modulu z jedné karty 
na druhou co možná nejsnazší. Na Obr. 20 je znázorněno blokové schéma hardwarového 
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aplikačního modulu pro vzorovou kartu Combo, která by byla osazena jedním paměťovým 
obvodem typu QDR, dvěma paměťovými obvody typu DDR a jedním obvodem 
typu RLDRAM. 
 
Obr. 20: Blokové schéma hardwarového aplikačního modulu s jednou pamětí QDR, dvěma DDR a jednou 
RLDRAM 
Jak je vidět z obrázku, lze aplikační modul rozdělit na tři velké funkční celky — ovladač 
sběrnice MI32 (MI32 Controller), moduly pro testování jednotlivých paměťových 
obvodů (Memory Tester) a modifikátory rozhraní pro připojení k paměti (Memory 
Interface Modifier). 
Ovladač sběrnice MI32 
Ovladač sběrnice MI32 řídí komunikaci se softwarovou aplikací a má v sobě zapojeny 
moduly pro přípravu registrů. Každý modul pro přípravu registrů je přes sběrnici Test_Info 
(viz kapitola 4.2.3) připojen k jednomu paměťovému testeru. Na základě adresy vystavené 
na sběrnici MI32 ovladač aktivuje příslušný modul pro přípravu registrů a předá mu informaci 
o požadavku na čtení nebo zápis konkrétního registru. 
V případě požadavku na zápis na sběrnici MI32 ovladač do modulu pro přípravu registrů 
současně předá obsah zapisovaného registru. Modul jej zpracuje a příslušné řídící signály 
zapíše na sběrnici Test_Info. Pokud se jedná o požadavek na čtení ze sběrnice MI32, modul 
přečte požadované informace ze sběrnice Test_Info a přiřadí je do registru. Tento registr 
je zaslán do nadřízeného ovladače sběrnice MI32, který provede samotný zápis na sběrnici 
MI32 a současně vystaví příslušné řídící signály. 
Ovladač sběrnice MI32 i modul pro přípravu registrů jsou zcela nezávislé na konkrétní 
verzi karty Combo, počtu připojených pamětí, jejich typu i kapacitě. V závislosti na kartě 
se liší pouze počet modulů pro přípravu registrů, které jsou uvnitř ovladače zapojeny. 
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Počet modulů pro přípravu registrů uvnitř ovladače sběrnice MI32 je určen generic 
parametrem memory_count. V případě vzorového hardwarového aplikačního modulu 
(viz Obr. 20) by byl tento parametr nastavený na hodnotu 5. 
Testery pamětí 
Tester paměti zajišťuje zápis a čtení testovacích vzorů z/do připojeného paměťového 
obvodu. Pomocí sběrnice Test_Info je tester z jedné strany připojen k modulu pro přípravu 
registrů, od kterého dostává instrukce k resetování a startu testu. Současně mu předává 
informace o připojeném paměťovém obvodě, aktuálním stavu a výsledku jeho testování. 
Druhou část rozhraní tvoří sběrnice Memory_Interface, pomocí které je tester paměti 
připojen k modifikátoru rozhraní pro připojení k paměti. Po této sběrnici tester kontroluje 
připravenost paměti k přijímání požadavků a zasílá po ní do paměti požadavky na čtení/zápis. 
Díky použití unifikované sběrnice Test_Info na straně komunikace s ovladačem sběrnice 
MI32 a unifikované sběrnice Memory_Interface na straně modifikátorů rozhraní pro připojení 
k paměti bylo možné tester pamětí navrhnout jako zcela nezávislý na konkrétním typu 
paměťového obvodu, jeho kapacitě, rozhraní a časování. 
Údaje o typu a kapacitě paměťového obvodu se do modulu zadávají jako generic 
parametry. Kapacita je reprezentována parametry Addr a Width, které udávají bitovou šířku 
adresového prostoru paměti a bitovou šířku slova. Parametr Width je dále předáván 
do generátoru testovacích vzorů, který je zapojen uvnitř testeru pamětí a připravuje 
testovací vzory. Typ paměti se zadává jako generic parametr Type. Pro funkčnost testeru jako 
takového je tento parametr nepotřebný. Zasílán je v jednom z registrů do softwarové aplikace, 
kde je využit pro snadnější orientaci mezi pamětmi připojenými ke kartě. 
Přizpůsobení testeru rozdílnému rozhraní a časování paměťových obvodů zajišťují 
modifikátory rozhraní pro připojení k paměti (viz dále v této kapitole) a v prostředí NetCOPE 
zapojené wrappery pamětí (viz kapitola 3.5). 
Modifikátory rozhraní pro připojení k paměti 
Modifikátory rozhraní pro připojení k paměti převádějí signály unifikované sběrnice 
Memory_Interface na signály wrapperu paměti. Pokud signály wrapperu paměti a sběrnice 
Memory_Interface nejsou synchronní s hodinovým taktem hardwarového aplikačního 
modulu, obsahuje modifikátor rozhraní pro připojení k paměti ještě paměti FIFO, 
které zajišťují přechod mezi jednotlivými hodinovými doménami. 
Modifikátory rozhraní pro připojení k paměti jsou závislé na připojeném wrapperu paměti 
a pro různé typy wrapperů paměti (resp. přímo paměťových obvodů) je potřeba použít odlišné 
modifikátory. 
4.2.2 Adresování testerů paměti a rozložení registrů na sběrnici MI32 
Aby bylo možné mít v hardwarovém aplikačním modulu zapojené různé množství 
paměťových testerů a současně byla i softwarová aplikace nezávislá na konkrétní verzi karty 
Combo, byl vymyšlen univerzální způsob adresování testeru každého paměťového obvodu. 
Při čtení základní adresy 0x00 (bez absolutního offsetu) na sběrnici MI32 obdrží 
softwarová aplikace registr s číslem odpovídajícím počtu pamětí, které jsou na kartě Combo 
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připojeny. Toto číslo je odvozeno z generic parametru memory_count, který současně udává 
počet modulů pro přípravu registrů uvnitř ovladače sběrnice MI32 (viz kapitola 4.2.1). 
Registry jednotlivých paměťových testerů jsou na sběrnici MI32 připojené vždy 
po násobcích hodnoty 0x20 počínaje adresou 0x20. V případě vzorového hardwarového 
aplikačního modulu by byly jednotlivé paměťové testery připojeny na adresách 0x20 
(tester paměti qdr_0), 0x40 (ddr_0), 0x60 (ddr_1) a 0x80 (rldram_0). 
S každým paměťovým testerem může softwarová aplikace komunikovat pomocí 
univerzální sady registrů. Jejich přehled včetně offsetů je uveden v Tab. 18. K ovládání 
paměťového testeru slouží registr pro zápis s offsetem 0x00. Ke zjišťování informací 
o paměťovém testeru slouží registry pro čtení s offsety 0x00 (dokončení, nalezení chyby 
během testu), 0x04 (stav, ve kterém se tester aktuálně nachází) a 0x08 (základní informace 
o připojené paměti). 
Tab. 18: Adresy a obsah registrů každého paměťového testeru 
Bit registru 
Offset 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
Registry pro zápis 
0x00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 S R 
Registry pro čtení 
0x00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Ft Fl F 
0x04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Addr_WR_UP Addr_RD_UP 0 0 0 State 
0x08 0 0 0 0 0 Type 0 0 0 Word_Bits 0 0 0 Addr_Bits 
Zkratky: s — Start, R — Reset_CM, F — Test_Finished, Fl — Test_Failed_Read, Ft — Test_Failed_Timeout, Type — Memory_Type 
Při přístupu k registrům se offsety paměťových testerů a konkrétních registrů sčítají. 
V případě vzorového hardwarového aplikačního modulu (viz Obr. 20) by zápis registru 
s hodnotou 0b10 na adresu 0x40 znamenal požadavek na spuštění testu paměti ddr_0. 
Čtení registru z adresy 0x88 by znamenalo požadavek na zaslání základních informací 
o připojené paměti rldram_0 apod. 
4.2.3 Sběrnice Test_Info 
Sběrnice Test_Info je rozhraní, kterým jsou propojeny modul pro přípravu registrů 
a tester paměti. Tvoří ji signály, které jsou využity při komunikaci po sběrnici MI32 mezi 
hardwarovým aplikačním modulem a softwarovou aplikací. Signály sběrnice Test_Info lze 
rozdělit na ty, které vlastní modul pro přípravu registrů a na ty, které vlastní tester paměti.  
Signály vlastněné modulem pro přípravu registrů jsou v testeru paměti použity jako řídící. 
Zbylé signály jsou vlastněné testerem pamětí a jsou přiřazeny na sběrnici MI32 při čtení 
patřičných registrů. Složení a význam signálů na sběrnici Test_Info je uveden v Tab. 19, 
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Tab. 19: Složení a význam signálů na sběrnici Test_Info 
Signál Šířka v bitech Vlastník Význam 
Reset_CM 1 Registrový modul Reset signál 
Start 1 Registrový modul Požadavek na start testu paměťového obvodu 
Test_Finished 1 Tester paměti Ukončení testu paměti 
Test_Failed_Read 1 Tester paměti Chyba při čtení dat z paměti 
Test_Failed_Timeout 1 Tester paměti Chyba při kalibraci; paměť neodpovídá 
Memory_Type 3 Tester paměti Informace o typu připojené paměti (QDR, DDR, RLDRAM) 
State 5 Tester paměti Aktuální číslo stavu stavového automatu 
Addr_Bits 9 Tester paměti Počet bitů adresové sběrnice paměťového obvodu 
Word_Bits 9 Tester paměti Šířka slova paměťového obvodu 
Memory_RD_Addr 4 Tester paměti Horní čtyři bity aktuální adresy pro čtení 
Memory_WR_Addr 4 Tester paměti Horní čtyři bity aktuální adresy pro zápis 
4.2.4 Sběrnice Memory_Interface 
Sběrnice Memory_Interface je rozhraní, kterým jsou propojeny modul logiky testeru 
paměti a modul modifikátoru rozhraní pro připojení paměti. Tvoří ji řídící i datové signály pro 
čtení a zápis testovacích dat z/do paměťového obvodu. Z hlediska pojmenování signálů 
a jejich funkce vychází sběrnice Memory_Interface z uživatelského komunikačního rozhraní 
wrapperu paměti QDRII na kartě Combo-20G. Odlišné jsou pouze bitové šířky datových 
a adresových signálů, které jsou proměnné a závislé na kapacitě testovaného paměťového 
obvodu. Přehled signálů rozhraní a jejich funkce je uveden v Tab. 20. Podrobný popis 
rozhraní včetně časových průběhů signálů při čtení a zápisu je uveden v kapitole 3.5.1. 
Tab. 20: Složení a význam signálů na sběrnici Memory_Interface 
Signál Šířka v bitech Vlastník Význam 
MEMORY_WR_RDY 1 Memory Interface Modifier Paměť připravena k zápisu 
MEMORY_WR_REQ 1 Memory Tester Požadavek na zápis 
MEMORY_WR_DATA proměnná Memory Tester Data k zápisu 
MEMORY_WR_ADDR proměnná Memory Tester Adresa pro zápis dat 
MEMORY_RD_RDY 1 Memory Interface Modifier Paměť připravena ke čtení 
MEMORY_RD_REQ 1 Memory Tester Požadavek na čtení 
MEMORY_RD_ADDR proměnná Memory Tester Adresa pro čtení 
MEMORY_RD_DV 1 Memory Interface Modifier Platnost přečtených dat 
MEMORY_RD_DATA proměnná Memory Interface Modifier Data přečtená z paměťového obvodu 
MEMORY_CAL_DONE 1 Memory Interface Modifier Správná kalibrace paměti 
4.2.5 Hardwarový aplikační modul pro kartu Combo-20G 
Hardwarový aplikační modul pro kartu Combo-20G byl navržen podle obecného 
konceptu uvedeného v kapitole 4.2.1. Blokové schéma aplikačního modulu je znázorněno 
na Obr. 21. 




Obr. 21: Blokové schéma hardwarového aplikačního modulu pro kartu Combo-20G 
Hardwarový aplikační modul pro kartu Combo-20G se skládá z ovladače sběrnice MI32 
a modulů pro testování jednotlivých paměťových obvodů. Karta Combo-20G je osazena 
dvěma obvody paměti QDRII a žádnou pamětí DDR3 nebo RLDRAM 3. V aplikačním 
modulu jsou proto použity dvě instance testeru pamětí, přičemž každý z modulů testuje jednu 
paměť QDRII. Testery paměti jsou přes sběrnici Test_Info z jedné strany připojeny 
do modulu pro přípravu registrů v ovladači sběrnice MI32. Z druhé strany jsou testery pamětí 
přes sběrnici Memory_Interface připojeny přímo do wrapperů v prostředí NetCOPE. 
Použití modifikátorů rozhraní pro připojení k paměti nebylo u těchto pamětí potřeba, protože 
sběrnice Memory_Interface je signály, jejich funkcí a hodinovou doménou shodná se signály 
uživatelského komunikačního rozhraní wrapperu paměti. 
Moduly pro přípravu registrů jsou podobně jako testery pamětí dva a řízeny jsou 
nadřazeným ovladačem sběrnice MI32. Ten odpovídá na požadavky na čtení a zápis 
na sběrnici vysílané softwarovou aplikací z hostitelského počítače. Absolutní offset sběrnice 
MI32 u karty Combo-20G je 0x80000. Údaj o počtu připojených pamětí se nachází na adrese 
0x80000, registry samotných paměťových testerů začínají na adresách 0x80020 (qdr_0) 
a 0x80040 (qdr_1). 
4.2.6 Hardwarový aplikační modul pro kartu Combo-80G 
Hardwarový aplikační modul pro kartu Combo-80G byl navržen podle obecného 
konceptu uvedeného v kapitole 4.2.1. Blokové schéma aplikačního modulu je znázorněno 






























Obr. 22: Blokové schéma hardwarového aplikačního modulu pro kartu Combo-80G 
Hardwarový aplikační modul pro kartu Combo-80G se skládá z ovladače sběrnice MI32 
a modulů pro testování jednotlivých paměťových obvodů. Karta Combo-80G je osazena 
dvěma paralelně zapojenými obvody paměti QDRII, šestnácti obvody pamětí DDR3 paralelně 
zapojených do dvou skupin po osmi a dvěma paralelně zapojenými obvody 
paměti RLDRAM 3. V aplikačním modulu jsou proto použity čtyři instance testeru pamětí, 
které testují skupinu pamětí QDRII+, dvě skupiny pamětí DDR3 a skupinu 
pamětí RLDRAM 3. Testery paměti jsou přes sběrnici Test_Info z jedné strany připojeny 
do modulu pro přípravu registrů v ovladači sběrnice MI32. Z druhé strany jsou testery pamětí 
přes sběrnici Memory_Interface připojeny do modifikátorů rozhraní pro připojení k paměti. 
Výstup z modifikátorů je dále vyveden do prostředí NetCOPE a zapojen do vlastních 
wrapperů paměti. 
Moduly pro přípravu registrů jsou čtyři a řízeny jsou nadřazeným ovladačem sběrnice 
MI32. Ten odpovídá na požadavky na čtení a zápis na sběrnici vysílané softwarovou aplikací 
z hostitelského počítače. Absolutní offset sběrnice MI32 u karty Combo-80G je 0x2000000. 
Údaj o počtu připojených pamětí se nachází na adrese 0x2000000, registry samotných 
paměťových testerů začínají na adresách 0x2000020 (qdr_0), 0x2000040 (ddr_1), 0x2000060 
(ddr_2) a 0x2000080 (rldram_0). 
4.2.7 Detailní popis VHDL modulů 
Výše v kapitole 4.2 byl hardwarový aplikační modul popsaný z hlediska komunikace 
se softwarovou aplikací přes sběrnici MI32 včetně způsobu adresování jednotlivých 
paměťových testerů a jejich registrů. Byly vysvětleny sběrnice Test_Info, Memory_Interface 
a způsob unifikace jednotlivých VHDL modulů tak, aby je bylo možné použít pro testování 
různých typů pamětí na více kartách. V dalším textu kapitoly bude vysvětlena vnitřní logika 
jednotlivých modulů a význam jejich jednotlivých vstupů a výstupů. 
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Ovladač sběrnice MI32 
Modul ovladače sběrnice MI32 (MI32 Controller) ovládá komunikaci po sběrnici MI32. 
Blokové schéma modulu je znázorněno na Obr. 23. 
 
Obr. 23: Blokové schéma ovladače sběrnice MI32 
Vstupy a výstupy modulu ovladače sběrnice MI32 lze rozdělit na rozhraní připojené 
ke sběrnici MI32 a rozhraní připojené k paměťovým obvodům. Rozhraní připojené 
ke sběrnici MI32 je definované prostředím NetCOPE a signály mají vždy stejnou bitovou 
šířku nezávisle na počtu připojených paměťových testerů. Podrobněji bylo popsáno v kapitole 
3.4.1. 
Rozhraní připojené k paměťovým testerům tvoří sběrnice Test_Info (podrobnější popis 
sběrnice viz kapitola 4.2.3). Protože je na rozhraní modulu ovladače sběrnice MI32 přivedena 
sběrnice Test_Info ze všech paměťových testerů, mají jednotlivé signály sběrnice šířku 
několikanásobku základní hodnoty uvedené v Tab. 19. Počet násobků odpovídá celkovému 
počtu paměťových testerů. Toto číslo je do modulu ovladače sběrnice MI32 zadáno coby 
generický parametr Memory_Count. Uvnitř modulu je sběrnice Test_Info rozvedena 
do modulů pro přípravu registrů. Jejich počet je opět daný generickým parametrem 
Memory_Count. 
Logika modulu je vyřešena rychlou kombinační sítí. Na požadavek na čtení nebo zápis 
na sběrnici MI32 ovladač ihned odpoví vystavením příslušných řídících signálů (viz kapitola 
3.4.1). Hodinový signál je do modulu přiveden pouze pro uvnitř zapojené moduly pro 
přípravu registrů. 
Současně s vystavením řídících signálů je dekódována adresa požadavku. Pokud se jedná 
o požadavek na zápis, je u modulu při přípravu registrů připojeného na příslušné adrese 
aktivován signál Enable. Pakliže softwarová aplikace požaduje čtení na sběrnici MI32, 
je na výstupní sběrnici MI32_DRD připojen výstup adresovaného modulu pro přípravu 
registrů. Jedinou výjimkou je požadavek na čtení na základní adrese. Ne ten odpovídá přímo 
ovladač sběrnice MI32 odesláním čísla o počtu připojených modulů pro testování paměti. 
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Modul pro přípravu registrů 
Modul pro přípravu registrů vyřizuje požadavky na čtení a zápis softwarové aplikace 
do paměťového testeru, který je k modulu připojen. Blokové schéma modulu je znázorněno 
na Obr. 24. 
 
Obr. 24: Blokové schéma modulu pro přípravu registrů 
Modul pro přípravu registrů je zapojen uvnitř ovladače sběrnice MI32. Vstupy a výstupy 
modulu tvoří na jedné straně sběrnice Test_Info, pomocí které je modul připojen 
k paměťovému testeru. Z druhé strany je k modulu připojena část sběrnice MI32 se zúženou 
šířkou adresového prostoru (připojeny jsou nižší bity 4:2, které jsou použity k adresování 
konkrétních registrů) a bez řídících signálů mi32_rd, mi32_drdy a mi32_ardy. 
Třetím vstupem je povolovací signál enable, který generuje logika ovladače sběrnice MI32 
na základě vyšších bitů adresového prostoru sběrnice MI32. 
Logika modulu pro přípravu registrů je podobně jako u nadřazeného modulu ovladače 
sběrnice MI32 realizována rychlou kombinační sítí bez využití hodinového signálu. 
Pakliže modul zaznamená požadavek na zápis (aktivní signál mi32_wr), zkontroluje současně 
stav povolovacího signálu enable. Pokud jsou oba signály aktivní, je přečtena adresa registru 
mi32_addr a zapisovaná data mi32_dwr. Na základě těchto údajů modul vygeneruje řídící 
signály start a/nebo reset_cm a synchronně je odešle do paměťového testeru. 
Požadavek na čtení není v modulu nijak detekován a výstupní signál mi32_drd je neustále 
přiřazován pouze na základě dekódování adresy registru na vstupním signálu mi32_addr. 
Na základě adresy je dekódován konkrétní registr a jsou přiřazeny příslušné signály 
ze sběrnice Test_Info. Adresy registrů a rozložení signálů v registrech je uvedeno v Tab. 18. 
Pokud adresa na mi32_addr neodpovídá žádnému registru, je na výstup mi32_drd přiřazen 
vektor log. 1. 
Modul pro testování paměti 
Modul pro testování pamětí (Memory Tester) zajišťuje zápis a čtení testovacích dat 
























Obr. 25: Blokové schéma modulu pro testování paměti 
Vstupy a výstupy modulu pro testování paměti lze rozdělit na rozhraní pro připojení 
k paměťovému obvodu a rozhraní pro připojení modulu pro přípravu registrů. Rozhraní pro 
připojení k paměťovému obvodu je unifikované a vyžaduje zapojení wrapperu mezi 
paměťový obvod a testovací modul. Wrapper uzpůsobuje obecné požadavky testovacího 
modulu rozdělené na signály pro čtení (předpona memory_rd), zápis z paměti (předpona 
memory_wr) a kalibrační signál (memory_cal_done) pro konkrétní paměťový obvod. 
Podrobněji bylo vše vysvětleno v kapitole 4.2.1. Rozhraní pro připojení k modulu pro 
přípravu registrů tvoří sběrnice Test_Info. Její podrobnější popis je uveden v kapitole 4.2.3. 
Modul pro testování paměti je popsán genericky, nezávisle na konkrétním typu paměti 
a její kapacitě. Tyto údaje se do modulu zadávají coby generic parametry Addr, Width 
a Type. Podrobněji bylo vše vysvětleno v kapitole 4.2.1. 
Vnitřní logika modulu pro testování paměti je tvořena stavovým automatem. 
Při resetování celého obvodu je stavový automat nastaven do stavu idle. Přijetí aktivního 
signálu Start po sběrnici Test_Info značí požadavek na spuštění testu paměťového obvodu. 
Při jeho přijetí modul začne vykonávat jednotlivé kroky testovacího algoritmu March C-. 
Tyto kroky rozdělit do dvou částí. 
První část algoritmu March C- paměť testuje čtením a zápisem konstantních vektorů 
log. 0 a log. 1 s měnícím se způsobem (rostoucí/klesající) adresování paměti. Tuto část testu 
lze rozdělit na šest podčástí, přičemž jejich počet je nezávislý na velikosti adresového 
prostoru a šířce slova testovaného paměťového obvodu. Jednotlivé podčásti jsou tvořeny 
dílčími stavy automatu.  
Druhá část algoritmu March C- paměť testuje čtením a zápisem testovacích vzorů. 
Ty jsou získané pomocí generátoru testovacích vzorů, který je zapojen uvnitř modulu pro 
testování paměti. V druhé části testu se počet podčástí mění v závislosti na šířce slova. 
Modul se při vykonávání této části testu střídavě přepíná mezi stavem pro čtení vzoru 
z paměti a zápis vzoru do paměti. Logika vysílání požadavku pro nový testovací vzor, 
výpočet čísla aktuálního stavu a kontrola dokončení testu je zajišťována pomocnými registry. 
Pokud je při čtení v první nebo druhé části algoritmu přečtena jiná než očekávaná hodnota, 
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Kromě testování algoritmem March C- kontroluje modul také správnou kalibraci paměti 
a je schopný detekovat výpadky v komunikaci. Kalibrace je kontrolována pomocí signálu 
memory_cal_done, který je do testeru přiveden z wrapperu. Výpadky v komunikaci 
na vstupních řídících signálech memory_wr_rdy, memory_rd_rdy a memory_rd_dv jsou 
kontrolovány čítačem. Při přetečení čítače nebo log. 0 na signálu memory_cal_done je test 
vyhodnocen jako chybný, pozastaven a vystaven signál test_failed_timeout. 
Generátor testovacích vzorů 
Generátor testovacích vzorů (Pattern Generator) připravuje pro paměťový tester data 
k zápisu do paměťových obvodů. Blokové schéma generátoru testovacích vzorů 
je znázorněno na Obr. 26. 
 
Obr. 26: Blokové schéma generátoru testovacích vzorů 
Po resetování generátor vystaví na výstupní sběrnici pattern log. 0. Tato hodnota 
je na výstupu držena do doby, než je aktivní vstupní signál pattern_next. Při jeho aktivaci 
(na právě jeden hodinový cyklus) se stavový automat generátoru přepne do dalšího stavu 
a na výstupní sběrnici pattern vystaví vzor skládající se ze střídajících log. 0 a log. 1. 
Tento vzor je na výstupu držen do další aktivace signálu pattern_next, kdy se na výstup 
vystaví vzor skládající se ze střídajících se dvojic log. 0 a log. 1 atd. 
Vnitřní logika generátoru testovacích vzorů je tvořena stavovým automatem. 
Ke generování vzorů dochází v jednotlivých stavech, přičemž řídící signál pattern_next slouží 
k přepínání mezi stavy. 
Modul je navržen genericky se vstupním parametrem width, který určuje šířku výstupní 
sběrnice pattern. Nejvýše dokáže modul generovat vzory o velikosti 128 střídajících se log. 0 
a log. 1. Modul je proto vhodný pro testování paměťových obvodů s maximální šířkou slova 
256 bitů, přičemž šířka slova nemusí být mocninou dvojky. Při zadání menší než maximální 
hodnoty šířky slova jsou v logice modulu současně nastaveny limity tak, aby nedocházelo 
ke generování sekvencí větších, než je nejbližší vyšší mocnina dvojky. Například při zadání 
šířky slova 14 bitů bude mít největší generovaná sekvence tvar "11111100000000". Při další 
aktivaci signálu pattern_next se automat přepne do základního stavu a na výstup vystaví 
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Tab. 21: Přehled generovaných vzorů pro paměť s šířkou slova 14 bitů 
Číslo stavu Generovaný vzor 
0 00 0000 0000 0000 
1 10 1010 1010 1010 
3 00 1100 1100 1100 
4 11 0000 1111 0000 
5 11 1111 0000 0000 
Modifikátory rozhraní pro připojení k paměti 
Modifikátory rozhraní pro připojení k paměti převádějí signály unifikované sběrnice 
Memory_Interface na signály wrapperu paměti. Pokud signály wrapperu paměti a sběrnice 
Memory_Interface nejsou synchronní s hodinovým taktem hardwarového aplikačního 
modulu, obsahuje modifikátor rozhraní pro připojení k paměti ještě paměti FIFO, 
které zajišťují přechod mezi jednotlivými hodinovými doménami. 
Modifikátor rozhraní paměti QDRII 
Modifikátor rozhraní paměti QDRII na kartě Combo-20G nebyl potřeba, protože signály 
sběrnice Memory_Interface a uživatelského rozhraní wrapperu paměti jsou shodné svým 
významem, šířkou i hodinovou doménou.  
Modifikátor rozhraní paměti QDRII+ 
Modifikátor rozhraní paměti QDRII+ na kartě Combo-80G (QDR Memory Interface 
Modifier) převádí signály sběrnice Memory_Interface na signály uživatelského rozhraní 
wrapperu paměti. Blokové schéma modifikátoru je znázorněno na Obr. 27. 
 
Obr. 27: Blokové schéma modifikátoru rozhraní paměti QDRII+ 
Wrapper paměti QDRII+ je navržen tak, že v jednom hodinovém taktu dokáže zpracovat 
dva vzájemně nezávislé požadavky. Modul modifikátoru rozhraní paměti QDRII+ toho 
z důvodu přesného vykonávání jednotlivých kroků testovacího algoritmu March C- nevyužívá 
a vysílá vždy pouze jeden požadavek. Signál platnosti druhého požadavku je trvale nastaven 
do log. 0. 
Vnitřní logika modulu pro vysílání požadavků na čtení a zápis je tvořena stavovým 
automatem s čítačem. V stavu nečinnosti modul na sběrnici Memory_Interface indikuje 
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z paměťového obvodu modul na sběrnici Memory_Interface okamžitě indikuje 
zaneprázdnění. Současně s tím modul vystaví požadavek na sběrnici připojenou k wrapperu 
paměti a sleduje signál oznamující zaznamenání požadavku. Pokud byl požadavek 
zaznamenán, modul se přepne do stavu nečinnosti a je připraven k přijetí nového požadavku. 
Pokud požadavek zaznamenán nebyl, je spuštěn čítač 16 hodinových taktů. Při jeho přetečení 
je požadavek opětovně vystaven. Celý cyklus se opakuje, dokud není daný požadavek 
zaznamenán. Při operací čtení jsou přečtená data kombinační logikou ihned vystavena 
na výstup včetně signálu platnosti dat. 
Modifikátor rozhraní paměti DDR3 
Modifikátor rozhraní paměti DDR3 na kartě Combo-80G (DDR3 Memory Interface 
Modifier) převádí signály sběrnice Memory_Interface na signály uživatelského rozhraní 
wrapperu paměti. Blokové schéma modifikátoru je znázorněno na Obr. 28. 
 
Obr. 28: Blokové schéma modifikátoru rozhraní paměti DDR3 
Wrapper paměti DDR3 je navržen tak, že u každého požadavku přistupuje na zadanou 
a sedm vyšších adres. Modul modifikátoru rozhraní paměti DDR3 tohoto rozšíření z důvodu 
přesného vykonávání jednotlivých kroků testovacího algoritmu March C- nevyužívá. 
Při zápisu se proto data sedmi vyšších adres maskují a při čtení se přečtená data sedmi vyšších 
adres zahazují. 
Protože jsou signály sběrnice a Memory_Interface a uživatelského rozhraní wrapperu 
paměti vzájemně asynchronní, je vnitřní logika modifikátoru paměti DDR3 rozdělena 
na modul pro převod signálu mezi hodinovými doménami (Clock Domain Crossing) a modul 
pro převod signálů mezi rozhraními (Interface Modifier). 
Modul pro převod signálu mezi hodinovými doménami tvoří asynchronní oddělení pro 
signály uživatelského rozhraní wrapperu paměti. Uvnitř modulu jsou zapojeny dvě paměti 
FIFO, které se využívají pro převod signálů z hodinové domény hardwarového aplikačního 
modulu do hodinové domény wrapperu paměti DDR3 a naopak (jedna paměť FIFO pro 
každý směr). Signály uživatelského rozhraní wrapperu paměti, jejich bitová šířka a význam 
se v modulu nijak nemění. Využité paměti FIFO byly převzaty z rozhraní NetCOPE. 
Jejich výhodou je optimalizace pro obvody FPGA Virtex-7. 
Modul pro převod signálů mezi rozhraními vzájemně převádí datové a řídící signály mezi 
jednotlivými rozhraními. Vnitřní logika modulu je tvořena čistě kombinační sítí. Připravenost 
na přijímání nových požadavků je na sběrnici Memory_Interface indikována přepojením 
příslušných signálů wrapperu paměti. Při přijetí požadavku na čtení ze sběrnice 
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Memory_Interface je na sběrnici připojenou k wrapperu paměti okamžitě vystaven index 
operace pro čtení včetně požadavku na vykonání operace. Současně je předána adresa. 
Analogicky je tomu při požadavku na zápis, kdy se kromě samotného požadavku a adresy 
předávají ještě zapisovaná data a vystavuje řídící signál pro zápis dat. 
Data přečtená z paměťového obvodu jsou další kombinační logikou ihned vystavena 
na výstup včetně signálu platnosti dat. 
Modifikátor rozhraní paměti RLDRAM 3 
Modifikátor rozhraní paměti RLDRAM 3 na kartě Combo-80G (RLDRAM Memory 
Interface Modifier) převádí signály sběrnice Memory_Interface na signály uživatelského 
rozhraní wrapperu paměti. Blokové schéma modifikátoru je znázorněno na Obr. 29. 
 
Obr. 29: Blokové schéma modifikátoru rozhraní paměti RLDRAM 3 
Wrapper paměti RLDRAM 3 je navržen tak, že v jednom hodinovém taktu dokáže 
zpracovat dva vzájemně nezávislé požadavky a současně u každého požadavku přistupuje 
na zadanou a tři vyšší adresy. Modul modifikátoru rozhraní paměti RLDRAM 3 těchto 
rozšíření z důvodu přesného vykonávání jednotlivých kroků testovacího algoritmu March C- 
nevyužívá a vysílá vždy pouze jeden požadavek na jednu zadanou adresu. Index druhého 
požadavku je proto pevně nastaven na operaci NOP. Při zápisu prvního požadavku se data 
tří vyšších adres maskují a při čtení prvního požadavku se přečtená data tří vyšších 
adres zahazují. 
Vnitřní logika modulu pro vysílání požadavků na čtení a zápis je tvořena čistě 
kombinační sítí. Připravenost na přijímání nových požadavků je na sběrnici 
Memory_Interface indikována přepojením signálů full a afull pamětí FIFO pro data a adresy. 
Při přijetí požadavku na čtení ze sběrnice Memory_Interface je na sběrnici připojenou 
k wrapperu paměti okamžitě vystaven index operace pro čtení včetně požadavku na vykonání 
operace. Dále je předána adresa rozdělená na číslo banky (horní čtyři bity adresy rozhraní 
Memory_Interface) a samotnou adresu (zbylé bity adresy). Analogicky je tomu při požadavku 
na zápis, kdy se kromě samotného požadavku a adresy předávají ještě zapisovaná data 
a vystavuje řídící signál pro zápis dat.  
Data přečtená z paměťového obvodu jsou další kombinační logikou ihned vystavena 
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4.3 Softwarová aplikace 
Softwarová aplikace pro hostitelský počítač tvoří druhou část praktické realizace. 
Aplikace na základě pokynů uživatele řídí testery pamětí v hardwarovém aplikačním modulu 
a vypisuje průběh a výsledky testů. Aplikace je zcela nezávislá na konkrétním typu karty 
Combo. Navržena byla v souladu se strukturou frameworku NetCOPE. S hardwarovým 
aplikačním modulem komunikuje přes sběrnici MI32. Softwarová aplikace je napsána 
v jazyce C. Ovládá se při pomocí sady parametrů, které se zadávají při jejím spuštění. 
4.3.1 Hlavní kroky algoritmu 
Po svém spuštění softwarová aplikace analyzuje vstupní parametry zadané při 
spuštění uživatelem. Pomocí parametrů uživatel určuje jak čísla pamětí, které se mají testovat, 
tak způsob vypisování průběhu a výsledku testů. Pakliže program při analýze parametrů 
zaznamená požadavek na výpis nápovědy, vypíše ji na obrazovku a bez ohledu na všechny 
ostatní parametry ukončí svůj běh. Na Obr. 30 je znázorněn vývojový diagram softwarové 
aplikace. 
 
Obr. 30: Vývojový diagram softwarové aplikace 
Pokud požadavek na zobrazení nápovědy zadán nebyl, inicializuje aplikace kartu Combo 
připojenou v hostitelském počítači a po sběrnici MI32 z hardwarového aplikačního modulu 
vyčte počet pamětí, které je možné testovat. Současně probíhá verifikace požadavků na test 
pamětí a v případě jejich nesouhlasu (požadavek na test paměti, která není dostupná) jsou 
vyhodnoceny jako chybné. V takovém případě aplikace vypíše chybové hlášení s odkazem 
na konkrétní parametr, odpojí kartu Combo a ukončí se.  
Pokud jsou všechny parametry v pořádku, vypíše aplikace úvodní obrazovku. 
Z paměťových testerů přes sběrnici MI32 vyčítá registry s informacemi o šířce adresové 
sběrnice, šířce slova a typu každého připojeného paměťového obvodu. Současně aplikace 













































 - 47 -  
 
 
Z údaje o bitové šířce adresové sběrnice a šířce slova paměti je spočtena kapacita paměti 
v bitech. Výpočet je dán rovnicí 4.1 
         (4.1) 
kde W je bitová šířka slova paměti a A bitová šířka adresového prostoru paměti. 
Spočtená kapacita je převedena na nejvhodnější formát (kilobyty, megabyty nebo gigabyty) 
a společně s typem paměti vypsána na obrazovku. Všechny informace jsou uloženy 
v nadefinovaném poli struktur, které popisuje každý paměťový tester a příslušnou paměť. 
Pokud nebyl zadán požadavek na test žádného paměťového obvodu, aplikace odpojí 
kartu Combo a ukončí svůj běh. V opačném případě vypíše parametry testu zadané při 
spuštění aplikace uživatelem a postupně do hardwarového aplikačního modulu přes sběrnici 
MI32 vyšle požadavky na spuštění testů všech požadovaných paměťových obvodů.  
Po startu všech testů aplikace periodicky zjišťuje jejich stav (úspěšné dokončení/nalezení 
chyby/aktuální krok testu) a tyto informace vypisuje na obrazovku. V této smyčce je aplikace 
do doby, než jsou dokončeny testy všech pamětí. Poté aplikace odpojí kartu Combo a skončí. 
4.3.2 Knihovna libcombo 
Pro přístup ke kartě Combo a hardwarovému aplikačnímu modulu využívá softwarová 
aplikace příkazy z knihovny libcombo. Přehled použitých příkazů a jejich význam je uveden 
v Tab. 22. 
Tab. 22: Přehled příkazů knihovny libcombo použitých v softwarové aplikaci 
Příkaz Význam 
cs_attach_noex inicializace struktury zařízení, otevře soubor zařízení neexkluzivním přístupem 
cs_identify vyčtení informací o zařízení, přídavných modulech a čipu 
cs_space_map mapování adresového prostoru 
cs_space_read_4 čtení čtyř bytů ze sběrnice 
cs_space_write_4 zápis čtyř bytů na sběrnici 
cs_space_unmap odmapování adresového prostoru 
cs_detach uzavření zařízení 
4.3.3 Přehled parametrů 
Softwarová aplikace se ovládá pomocí sady parametrů, které se zadávají při jejím 
spuštění. Přehled parametrů je uveden v Tab. 23. 
Tab. 23: Přehled parametrů softwarové aplikace a jejich významu 
parametr význam 
bez parametru zobrazí úvodní obrazovku se základními informacemi o pamětech 
-d výběr čísla karty Combo (pokud je v serveru více karet) 
-h výpis nápovědy 
-m [indexy] požadavek na test pamětí; indexy se oddělují čárkami; -m a nebo -m all pro test všech pamětí 
-p primitivní režim aplikace, vypisován je pouze stručný výsledek testu 
-s [indexy] měření času testu uvedených pamětí; indexy se oddělují čárkami; -s a nebo -s all pro všechny paměti 
-t [ms] nastaví obnovovací dobu obrazovky v milisekndách 
-w okenní režim aplikace, informace o testech jsou vždy vypisované na čistou obrazovku 
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4.3.4 Režimy aplikace 
Režim běhu softwarové aplikace se určuje pomocí zadaných parametrů. Aplikace může 
běžet v režimu výpisu základních informací, režimu nápovědy, režimu záznamu, primitivním 
režimu a okenním režimu. 
Režim výpisu základních informací 
Při spuštění aplikace bez použití parametru -h (zobrazení nápovědy) nebo -m (spuštění 
testů paměti) se aplikace spustí v režimu výpisu základních informací a na obrazovku vypíše 
základní informace o připojených pamětech. Příklad režimu výpisu základních informací 
na kartě Combo-20G je zobrazen na Obr. 31. 
Memory tester application for DDR, QDR and RLDRAM memories on Invea-Tech Combo Cards 
Basic memory information: 
There are 2 memories on attached Combo-20G card available to test 
There is a QDR memory with capacity 9 MB at position 1 
There is a QDR memory with capacity 9 MB at position 2 
Use -h parameter for help 
Obr. 31: Režim výpisu základních informací 
Režim nápovědy 
Režim nápovědy se spouští parametrem -h. Při jeho zaznamenání aplikace zobrazí 
nápovědu a ukončí se bez ohledu na ostatní parametry. Výpis nápovědy je na všech typech 
karet Combo stejný. Výpis nápovědy je zobrazen na Obr. 32. 
 
************************************************************************************************** 
*           * 
*    Memory tester for Invea-Tech Combo Cards    * 
*           * 
************************************************************************************************** 
*   Application can be controlled by using set of parameteres explained below   * 
************************************************************************************************** 
*     Parameter explanation    * 
*           * 
* no parameter         * 
* Show Welcome screen with basic information       * 
*           * 
* -d          * 
* Use along with number to select number of combosix device      * 
* Use only if there are more than one Combo card attached in host computer    * 
* Default value without using this parameter is /dev/combosix/0      * 
*           * 
* -h          * 
* Show this help screen         * 
*           * 
* -m          * 
* Use along with memory position numbers to run test of corresponding memory    * 
* Separate multiple numbers by commas or dots       * 
* Write in "a" or "all" to run test of all available memories      * 
* Examples:           * 
* -m 1,3   runs tests of memories at positins 1 and 3      * 
* -m 2 -m 5  runs tests of memories at positins 2 and 5      * 
* -m all   runs tests of all available memories      * 
*           * 
* -p          * 
* Primitive mode. Only information application prints is simple finish test log    * 
*           * 
* -s          * 
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* Use along with memory position numbers to measure time of test of corresponding memory   * 
* Parameter syntax is same as with parameter m       * 
*           * 
*  -t          * 
* Use along with time in miliseconds to set running test information log refresh delay    * 
* Default value without using this parameter is 100 ms       * 
*           * 
*   -w          * 
* Window mode. Information about all tests is periodically refreshed at same position on screen   * 
* This mode is recommended for human reading on LCD monitors     * 
************************************************************************************************** 
* Examples of typical configurations       * 
*           * 
* ./memory_tester -m a -w -s a -t 30       * 
* Test all available memories, measure time of all tests, show results in window mode and   * 
* refresh test information every 30 ms        * 
*           * 
* ./memory_tester -m 3 -m 5 -p        * 
* Test memories at position 3 and 5, show results in primitive mode     * 
*           * 
* ./memory_tester -m 2 -t 5000 > memory_tester_log.txt      * 
* Test memory at position 2, print test information into file memory_tester_log.txt every 5 sec   * 
************************************************************************************************** 
*  About: Project is part of diploma's Thesis of Tomas Sulc, FEEC Brno University of Technology, 2014 * 
************************************************************************************************** 
 
Obr. 32: Výpis nápovědy softwarové aplikace 
Režim záznamu 
Při spuštění testu jedné nebo více pamětí bez použití parametru -p (primitivní režim) nebo 
-w (okenní režim) se jejich průběh zobrazuje v režimu záznamu. Informace o průběhu testů 
jsou periodicky vypisovány pod sebe. Na Obr. 33 je uveden příklad takového výpisu během 
testování paměti QDR na pozici 2 na kartě Combo-20G. Test byl spuštěn pomocí příkazu 
./memory_tester -m 2 -s 2 -t 300. Informace v záznamu se aktualizují každých 300 ms 
(parametr -t 300) a je vypisován i čas testu. Informace o paměti QDR na pozici 1, jejíž test 
nebyl v příkazu požadován, je v záznamu vypsána pouze jednou na počátku běhu programu. 
 
Position: 2 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Running... 
Test running time: 0.6 sec 
Test progress: 15.3 
Address: Decreasing 
Activity: Reading zeroes and writing ones 
Position: 2 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Running... 
Test running time: 0.9 sec 
Test progress: 20.8 
Address: Increasing 
Activity: Reading zeroes 
Position: 2 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Running... 
Test running time: 1.2 sec 
Test progress: 26.4 




Activity: Writing pattern, writing inverted pattern, reading inverted pattern, writing pattern, reading pattern 
Pattern: 101010101010101010101010101010101010101010101010101010101010101010101010 
Obr. 33: Výpis testu paměti QDR v režimu záznamu 
Pokud by byl spuštěn test více pamětí a některé testy skončily dříve než jiné, 
byla by informace o jejich dokončení (úspěšném či nalezené chyby) vypsána v záznamu 
pouze jednou bezprostředně po dokončení testu. V dalším záznamu by se vypisovaly 
informace pouze o stále běžících testech. 
Primitivní režim 
Primitivní režim výpisu testů se zapíná pomocí parametru -p. Po spuštění testu aplikace 
na obrazovku nevypisuje žádné informace a čeká na dokončení všech spuštěných testů. 
Následně na obrazovku vypíše stručnou informaci o průběhu testů všech pamětí. Na Obr. 34 
je uveden příklad takového výpisu při testu všech pamětí na kartě Combo-20G. Test byl 
spuštěn příkazem ./memory_tester -m a -p. Test paměti QDR na pozici 1 skončil chybou při 




Obr. 34: Výpis testů pamětí v primitivním režimu 
Okenní režim 
Okenní režim výpisu testů se zapíná pomocí parametru -w. Po spuštění testu aplikace 
periodicky maže obrazovku a vypisuje na ni informace o stavu všech dostupných 
testerů pamětí. U běžících testů je kromě jejich stavu vypisován také průběh testu. Na Obr. 35 
je uveden příklad takového výpisu při testu všech pamětí na kartě Combo-20G. Test byl 
spuštěn příkazem ./memory_tester -m a -w -t 50 -s a. Test paměti QDR na pozici 1 skončil 
chybou při kalibraci, test paměti QDR na pozici 2 stále probíhá a dokončeno je 68,8 %. 
Informace se aktualizují každých 50 ms a je zapnuto měření času obou testů. 
 
Running memory tests... 
Position: 1 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Timeout error (wrong calibration or waiting too long for read/write operation) 
Test total time: 0.0 sec 
Position: 2 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Running... 
Test running time: 3.0 sec 
Test progress: 68.8 
Address: Increasing 
Activity: Writing pattern, writing inverted pattern, reading inverted pattern, writing pattern, reading pattern 
Pattern: 1111111111111111 00000000000000001111111111111111000000000000000011111111 
Obr. 35: Výpis testů pamětí v okenním režimu 
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4.3.5 Výpočet procentuálního kroku testu 
Jednou z funkcí softwarové aplikace schopnost určit, jak velká část testu je již hotova. 
Při výpočtu procentuální hodnoty si aplikace musí vystačit s informacemi, které je schopna 
vyčíst z hardwarového aplikačního modulu (viz Tab. 19 v kapitole 4.2.3). 
Výpočet hotové části testu je založen na určení počtu již provedených operací čtení 
a zápisu a jejich vydělení celkovým počtem operací čtení a zápisu, které jsou potřeba 
k otestování dané paměti. Pro zjednodušení se při výpočtu vychází z předpokladu, že operace 
čtení i zápisu trvají stejnou dobu. 
Výpočet celkového počtu operací 
Výpočet celkového počtu operací čtení a zápisu vychází z bitové šířky adresového 
prostoru a bitové šířky slova testovaného paměťového obvodu. Jak bylo uvedeno v kapitole 
4.2.7, lze testování paměťového obvodu algoritmem March C- rozdělit na několik podčástí. 
Počet podčástí při testování paměti pomocí vektorů konstantních log. 0 nebo log. 1 je vždy 
šest bez ohledu na parametry paměti. Počet podčástí při testování paměti pomocí vzorů 
se mění v závislosti na bitové šířce slova paměti. Závislost je dána podle rovnice 4.2 
  W+=S 2log1  (4.2) 
 kde W je šířka slova paměťového obvodu v bitech. V případě neceločíselného výsledku 
se počet podčástí zaokrouhluje dolů. Oba počty podčástí vycházejí z teorie testování pamětí 
s přístupem ke slovu krokovými testy, viz Tab. 12 v kapitole 1.6. 
Počet operací v jednotlivých podčástech při testování pomocí vektorů konstantních log. 1 
a log. 0 závisí na tom, zda se v dané podčásti do paměti pouze čte, zapisuje, nebo čte 
i zapisuje. V podčástech 1 (resp. 6) se z paměti jednou čte (resp. zapisuje) z každé adresy. 
Počet operací v těchto podčástech proto odpovídá rovnici 4.3  
       
  (4.3) 
kde A je bitová šířka adresového prostoru paměti. 
V podčástech 2-5 se z paměti jednou čte a jednou zapisuje z každé adresy. Počet operací 
v těchto podčástech odpovídá rovnici 4.4 
          
  (4.4) 
Celkový počet operací při testování pomocí vektorů konstantních log. 1 a log. 0 odpovídá 
rovnici 4.5 
           
  (4.5) 
Při testování vzory se vzor na každé adresní místo paměti třikrát zapíše a třikrát se z něj 
přečte. Celkově se tedy na každé adresní místo přistupuje pětkrát a počet operací v těchto 
podčástech proto odpovídá rovnici 4.6 
         
  (4.6) 
Z rovnic (4.2 a (4.6 lze odvodit vzorec pro celkový počet operací čtení a zápisu při 
testování paměti. Vztah je vyjádřen rovnicí 4.7 
                           
    (4.7) 
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Výpočet vykonaných operací 
Výpočet již vykonaných operací vychází ze znalosti čísla aktuálně vykonávané podčásti 
testu a přibližné adresy, na které tester v dané chvíli pracuje. Tyto informace může softwarová 
aplikace přes sběrnici MI32 vyčíst z hardwarového aplikačního modulu. 
Na základě rovnic uvedených v předchozím textu je možné podle čísla podčásti spočítat 
počet operací, které již tester vykonal. K nim je nutné přičíst počet již vykonaných operací 
v právě testované podčásti. Toto je násobkem aktuální adresy čtení nebo zápisu (podle toho, 
která operace se v dané podčásti vykonává). Při určení násobku je možné vyjít z koeficientů 
rovnic 4.3, 4.4 a 4.6 (například 2×Addr_wr u podčásti 2). Výjimkou jsou podčásti 4 a 5, 
ve kterých se během testování adresa dekrementuje. V těchto případech je nutné při výpočtu 
již vykonaných operací vycházet z rovnice 4.8 
          
         (4.8) 
kde Aa je aktuální adresa, na které probíhá testování. 
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5 Testování praktické realizace 
Během praktické realizace projektu nebyla odhalena žádná karta Combo s defektní 
pamětí RAM. Aby bylo možné ověřit funkčnost projektu pro odhalování různých typů chyb, 
byl pro obvod FPGA vytvořen modul, který dokáže vkládat chyby na signály unifikované 
sběrnice zapojené mezi tester paměti a wrapper příslušného paměťového obvodu. 
Chyby se na signály vkládají podle pokynů uživatele zadaných přes sběrnici MI32. 
5.1 Hardwarový modul pro vkládání chyb 
Hardwarový modul pro vkládání chyb (Error Maker) vkládá na základě požadavků 
uživatele zadaných přes sběrnici MI32 chyby na řídící a datové signály připojené mezi tester 
paměti a wrapper paměťového obvodu (viz kapitola 4.2.1). Blokové schéma modulu 
je znázorněno na Obr. 36. 
 
Obr. 36: Blokové schéma modulu pro vkládání chyb 
Modul pro vkládání chyb je složen z modulu pro dekódování požadavků na vložení 
chyby ze sběrnice MI32 a několikrát instancovaného modulu pro generování chyb. Vzájemně 
jsou tyto moduly propojené sběrnicí Error_Data. V implementované verzi je modul pro 
vkládání chyb schopen vložit chybu na kalibrační signál (memory_cal_done), signál 
oznamující přečtení dat z paměťového obvodu (memory_rd_dv) a jeden bit datové sběrnice 
pro zápis do paměti (memory_wr_data). Modul je pro případ potřeby vkládání chyb na jiné 
signály/vícebitové signály navržen tak, aby jej bylo možné snadno rekonfigurovat. 
Funkce modulu 
Funkce modulu pro vkládání chyb je založena na čítání vzestupných hran hodinového 
signálu v závislosti na nastavené maximální hodnotě čítání. Maximální hodnotu čítání 
společně s hodnotou, do které má být výstupní signál v případě naplnění čítače trvale přepnut, 
se zadává zápisem do příslušného registru na sběrnici MI32. Každý signál, na který je možné 
vložit chybu, je kontrolován samostatným čítačem a je připojen k vlastnímu registru 
na sběrnici MI32. 
Pokud je maximální hodnota čítání nastavena na nulu, funguje modul pro vkládání chyb 
jako buffer a na výstup kopíruje vstup daného signálu. Pokud je čítač nastaven na nenulovou 
hodnotu, začne se čítat hodinový signál. Během této doby modul funguje jako buffer. 
ERROR MAKER
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Jakmile je čítač naplněn, je výstupní signál trvale přiřazen do log. 0 nebo log. 1 a vstupní 
hodnota signálu je ignorována. 
5.1.1 Sběrnice Error_Data 
Dekodér požadavků na vložení chyby je s moduly pro generování chyb propojený 
pomocí sběrnice Error_Data. Data na jednotlivé signály sběrnice zapisuje dekodér požadavků 
na základě zápisu na sběrnici MI32 a adres příslušných registrů. Každý modul pro generování 
chyb je připojen ke své vlastní sběrnici. Význam jednotlivých signálů Error_Data je uveden 
v Tab. 24. Povolovací signál count_limit_en je generovaný přímo modulem, signály 
count_limit a hold_value jsou přiřazeny při zápisu na platnou adresu na sběrnici MI32. 
Tab. 24: Složení a význam signálů na sběrnici Error_Data 
Signál Šířka v bitech Vlastník Význam 
Count_Limit_EN 1 Dekodér Platnost signálu Count_Limit a Hold_Value 
Count_Limit 31 Dekodér Maximální hodnota čítání, přiřazení signál MI32_DWR(31:0) 
Hold_Value 1 Dekodér Trvalé přepnutí do log. 0 nebo log. 1, přiřazen signál MI32_DWR(32) 
5.1.2 Dekodér požadavků na vložení chyby 
Dekodér požadavků na vložení chyby zapisuje data na sběrnice Error_Data připojené 
k modulům pro generování chyb. Blokové schéma dekodéru je znázorněno na Obr. 37. 
 
Obr. 37: Blokové schéma dekodéru požadavků na vložení chyby 
Dekodér požadavků na vložení chyby na svém vstupu sleduje operace zápisu na sběrnici 
MI32. Pokud modul zaznamená požadavek zápis na adrese některého z registrů pro vložení 
chyby, vyšle tyto informace přes sběrnici Error_Data do příslušného modulu pro 
generování chyb. Rozpis adres registrů na sběrnici MI32 (bez absolutních offsetů v závislosti 
na verzi karty Combo) je uveden v Tab. 25. 
Tab. 25: Rozložení registrů modulu pro vkládání chyb na sběrnici MI32 
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5.1.3 Generátor chyb 
Modul generátoru chyb vkládá chyby na připojený signál. Blokové schéma modulu 
je znázorněno na Obr. 38. 
 
Obr. 38: Blokové schéma generátoru chyb 
Logika generátoru chyb je založena na čítači hodinového signálu. Pokud je limit čítače 
nastavený na nulu, čítač je pozastaven a na výstup output_signal přiřazuje vstupní signál 
input_signal. Pokud je limit čítače nenulový, čítač čítá hodinový signál a na výstup 
output_signal přiřazuje vstupní signál input_signal. Po načtení požadované hodnoty se čítač 
zastaví a výstup trvale nastaví do log. 0 nebo log. 1. Limit čítače je nastaven signálem 
count_limit a hodnota chyby signálem hold_value. Platnost obou signálů je značena signálem 
count_limit_en. 
Generátor chyb je univerzální a je možné jej modifikovat parametry generic. 
Parametr Signal_Width nastavuje bitovou šířku vstupního a výstupního signálu, 
parametr Counter_Width bitovou šířku čítače. Parametr Signal_Width je u všech tří 
implementovaných instancí modulu nastaven na 1, parametr Counter_Width na 31. 
5.2 Simulace chyb 
Odezva testeru pamětí RAM na vložené chyby byla testována jak v simulátoru pomocí 
software Xilinx ISim, tak přímo v hardwaru na kartě Combo-20G. V simulátoru byl pro 
testování použit model paměťového obvodu QDR osazený na kartě Combo-20G. Vzhledem 
k časové náročnosti simulace byla při testování v ISim zúžena šířka adresové sběrnice 
z 20 na 6 bitů. Na testovací algoritmus March C- neměla tato změna žádný vliv, 
pouze se o několik řádů snížil celkový počet operací čtení a zápisu. 
5.2.1 Výpadek kalibračního signálu 
Simulace výpadku kalibračního signálu qdr_0_cal_done znamená jeho trvalé přepnutí 
do log. 0. Tester pamětí tento signál během testování nepřetržitě sleduje a na chybu reaguje 
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Simulace v Xilinx ISim 
Na Obr. 39 je znázorněn časový průběh simulace testování paměti QDR. 
V čase 80 180 ns se test nachází ve stavu state_r01, kdy z paměti na adrese 0x39 čte dříve 
zapsaný vzor. V čase 80 200 ns přichází po sběrnici MI32 požadavek na vložení chyby 
na kalibrační signál qdr_0_cal_done s prodlevou pěti hodinových taktů. K této chybě dochází 
v čase 80 250 ns, kdy je signál qdr_0_cal_done přepnut z log. 1 do log. 0. Tester na tuto 
skutečnost obratem reaguje a v následujícím hodinovém taktu se přepíná do stavu 
state_fail_timeout. V dalším hodinovém taktu vystavuje signál test_failed_timeout a zastavuje 
test paměti. 
 
Obr. 39: Simulace výpadku kalibračního signálu v Xilinx ISim 
Testování v hardwaru 
Při testování v hardwaru je test včetně požadavku na vložení chyby spuštěn shellovým 
skripem vypsaným na Obr. 40. Nejprve je na pozadí spuštěn test paměti číslo 1 v režimu 
záznamu s požadavkem na měření času testu, obnovení informací každých 200 ms a zápisem 
záznamu do souboru cal_done_error.txt. Následně je na sběrnici MI32 zapsán požadavek 
na přepnutí signálu cal_done do log. 0 po uplynutí přibližně 268 milionů taktů hodinového 
signálu. 
#!/bin/bash -  
./memory_tester -m 1 -s 1 -t 200 >> cal_done_error.txt & 
csbus -f 90000 10000000 
Obr. 40: Shellový skript pro testování výpadku kalibračního signálu 
Záznam testu na Obr. 41 ukazuje, že až do času 3,6 s probíhal test korektně. Poté došlo 
k přetečení čítače pro vložení chyby, obvod detekoval a chybu kalibračního signálu 
qdr_0_cal_done a výpis z času 3,8 s oznamuje ukončení testu s chybou timeout error. 
Position: 1 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Running... 
Test running time: 3.4 sec 
Test progress: 77.8 
Address: Increasing 
Activity: Writing pattern, writing inverted pattern, reading inverted pattern, writing pattern, reading pattern 
Pattern: 0000000000000000000000000000000011111111111111111111111111111111 
Position: 1 
Memory type: QDR 
Capacity: 9 MB 
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Test Status: Running... 
Test running time: 3.6 sec 
Test progress: 82.6 
Address: Increasing 
Activity: Writing pattern, writing inverted pattern, reading inverted pattern, writing pattern, reading pattern 
Pattern: 0000000000000000000000000000000011111111111111111111111111111111 
Position: 1 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Timeout error (wrong calibration or waiting too long for read/write operation) 
Test total time: 3.8 sec 
Obr. 41: Výpis záznamu testu při výpadku kalibračního signálu 
5.2.2 Chyba signálu Data Valid při čtení 
Simulace chyby signálu qdr_0_rd_dv znamená jeho trvalé přepnutí do log. 0. 
Tester pamětí signál qdr_0_rd_dv sleduje při čtení, kdy v log. 1 indikuje správnost dat 
na datové sběrnici. Pokud je signál modulem pro vkládání chyb trvale nastaven do log. 0, 
tester paměti nikdy nezaznamená přečtení dat, dojde k přetečení jeho vnitřního čítače 
kontrolujícího odezvu paměti na požadavky a ohlášení chyby timeout error.  
Simulace v Xilinx ISim 
Na Obr. 42 je znázorněn časový průběh simulace testování paměti QDR. V čase 
80 180 ns se test nachází ve stavu state_r01, kdy z paměti na adrese 0x39 čte dříve 
zapsaný vzor. V čase 80 200 ns přichází po sběrnici MI32 požadavek na vložení chyby 
na signál qdr_0_rd_dv s prodlevou deseti hodinových taktů. V čase 80 300 ns tester zapisuje 
vzor do paměti na adresu 0x3a a obratem v čase 80 330 ns vysílá požadavek na přečtení 
tohoto vzoru (aktivní signál qdr_0_rd_req). Přestože jsou v čase 80 450 ns přečtená data 
vystavena na sběrnici qdr_0_rd_data, není tato skutečnost vlivem indikována na signálu 
qdr_0_rd_dv. V čase 80 730 ns proto dochází k přetečení vnitřního čítače testeru (pro účely 
simulace byl limit čítače snížen na 50 hodinových cyklů). Test je přepnut do stavu 
state_fail_timeout a vystaven signál test_failed_timeout. 
 
Obr. 42: Simulace chyby signálu qdr_0_rd_dv v Xilinx ISim 
Testování v hardwaru 
Při testování v hardwaru je test včetně požadavku na vložení chyby spuštěn shellovým 
skriptem vypsaným na Obr. 43. Nejprve je na pozadí spuštěn test paměti číslo 1 v režimu 
záznamu s požadavkem na měření času testu, obnovení informací každých 200 ms a zápisem 
záznamu do souboru read_dv_error.txt. Následně je na sběrnici MI32 zapsán požadavek 
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na přepnutí signálu cal_done do log. 0 po uplynutí přibližně 67 milionů taktů hodinového 
signálu. 
#!/bin/bash -  
./memory_tester -m 1 -s 1 -t 200 >> read_dv_error.txt & 
csbus -f 90004 3FFFFFF 
Obr. 43: Shellový skript pro testování chyby signálu qdr_0_rd_dv 
Záznam testu na Obr. 44 ukazuje, že do času 1,0 s probíhal test korektně. Poté došlo 
k přetečení čítače pro vložení chyby, obvod při čtení nul nedostal oznámení o přečtení dat 
a výpis z času 1,2 s oznamuje ukončení testu s chybou timeout error. 
 
Position: 1 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Running... 
Test running time: 0.8 sec 
Test progress: 19.7 
Address: Decreasing 
Activity: Reading ones and writing zeroes 
Position: 1 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Running... 
Test running time: 1.0 sec 
Test progress: 20.7 
Address: Increasing 
Activity: Reading zeroes 
Position: 1 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Timeout error (wrong calibration or waiting too long for read/write operation) 
Test total time: 1.2 sec 
Obr. 44: Výpis záznamu testu při chybě signálu qdr_0_rd_dv 
5.2.3 Chyba na datové sběrnici při zápisu do paměti 
Simulace chyby bitu 0 signálu qdr_0_wr_data znamená trvalé přiřazení hodnoty tohoto 
signálu do log. 0 (resp. log. 1). Signál qdr_0_wr_data má význam datové sběrnice při zápisu, 
kdy se při vložení chyby do paměti na pozici bitu 0 vždy zapíše log. 0 (resp. log. 1) bez 
ohledu na požadavek nadřízené logiky. Tester paměti tuto chybu odhalí při čtení z paměti, 
kdy se budou lišit přečtená a očekávaná hodnota. Tato skutečnost bude vyhodnocena jako 
chyba read error. 
Simulace v Xilinx ISim 
Na Obr. 45 je znázorněn časový průběh simulace testování paměti QDR. V čase 
80 180 ns se test nachází ve stavu state_r01, kdy z paměti na adrese 0x39 čte dříve 
zapsaný vzor. V čase 80 200 ns přichází po sběrnici MI32 požadavek na vložení chyby 
na signál qdr_0_wr_data s prodlevou osmi hodinových taktů. V čase 80 320 ns tester zapisuje 
vzor 0xAA…AA do paměti na adresu 0x3a a v čase 80 330 ns vysílá požadavek na přečtení 
tohoto vzoru. V čase 80 450 ns jsou však vlivem chyby vložené na signál qdr_0_wr_data 
přečtena data 0xAA…AB. Logika testeru tuto skutečnost vyhodnocuje jako chybu při čtení, 
přepíná se do stavu state_fail a je vystaven signál test_failed_read. 




Obr. 45: Simulace chyby bitu 0 na datové sběrnici pro zápis do paměti qdr_0_wr_data v Xilinx ISim 
Testování v hardwaru 
Při testování v hardwaru je test včetně požadavku na vložení chyby spuštěn shellovým 
skriptem vypsaným na Obr. 46. Nejprve je na pozadí spuštěn test paměti číslo 1 v režimu 
záznamu s požadavkem na měření času testu, obnovení informací každých 200 ms a zápisem 
záznamu do souboru write_data_error.txt. Následně je na sběrnici MI32 zapsán požadavek 
na trvalé přiřazení log. 0 na bit 0 signálu qdr_0_wr_data po uplynutí přibližně 134 milionů 
taktů hodinového signálu. 
#!/bin/bash -  
./memory_tester -m 1 -s 1 -t 200 >> write_data_error.txt & 
csbus -f 90008 7FFFFFF 
Obr. 46: Shellový skript pro testování chyby na bitu 0 datové sběrnice qdr_0_wr_data 
Na záznam testu na Obr. 47 test do času 1,6 s probíhal korektně. Poté došlo k přetečení 
čítače pro vložení chyby a obvod při čtení vzoru přečetl na bitu 0 signálu qdr_0_rd_data log. 0 
místo očekávané log. 0. Výpis z času 1,8 s oznamuje ukončení testu s chybou při čtení. 
Position: 1 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Running... 
Test running time: 1.4 sec 
Test progress: 31.2 
Address: Increasing 
Activity: Writing pattern, writing inverted pattern, reading inverted pattern, writing pattern, reading pattern 
Pattern: 0101010101010101010101010101010101010101010101010101010101010101 
Position: 1 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Running... 
Test running time: 1.6 sec 
Test progress: 36.1 
Address: Increasing 
Activity: Writing pattern, writing inverted pattern, reading inverted pattern, writing pattern, reading pattern 
Pattern: 0011001100110011001100110011001100110011001100110011001100110011 
Position: 1 
Memory type: QDR 
Capacity: 9 MB 
Test Status: Read error (read other than expected value) 
Test total time: 1.8 sec 
Obr. 47: Výpis záznamu testu při testu chyby na bitu 0 datové sběrnice qdr_0_wr_data 




Cílem diplomové práce bylo navrhnout, implementovat a otestovat metodiku pro 
testování pamětí RAM připojených k obvodu FPGA na kartách Combo. Na základě 
teoretického rozboru chyb pamětí a algoritmů pro jejich testování byl pro testování vybrán 
algoritmus March C-, který dokáže odhalit velké množství chyb při akceptovatelné časové 
složitosti. 
Pro praktickou realizaci projektu bylo využito vývojové prostředí NetCOPE, v rámci nějž 
byl projekt rozdělen na hardwarový aplikační modul určený pro obvod FPGA a softwarovou 
aplikaci, která běží na hostitelském počítači. Hardwarový aplikační modul zajišťuje samotné 
testování pamětí RAM v podobě čtení a zápisu testovacích vzorů do jednotlivých 
paměťových obvodů. Přečtená data modul současně kontroluje a tím ověřuje správnou funkci 
paměti. 
Hardwarový aplikační modul byl navržen jako téměř nezávislý na konkrétním typu 
karty Combo. Jedinými hardwarově závislými moduly jsou modifikátory rozhraní pro 
připojení k paměti, které požadavky testovací logiky pro čtení a zápis testovacích vzorů 
do paměti převádějí na signály ovladače paměti v prostředí NetCOPE včetně případného 
převodu požadavků mezi hodinovými doménami aplikačního modulu a ovladače paměti. 
Hardwarový aplikační modul byl navržen pro karty Combo-20G a Combo-80G, přičemž 
je schopen testovat všechny typy pamětí RAM, které jsou na těchto kartách osazeny. 
V prostředí NetCOPE v současnosti chybí ovladače pamětí DDR3 a RLDRAM 3 pro kartu 
Combo-80G. Pro tyto paměti proto nebylo možné vygenerovat firmware. Plánované rozhraní 
těchto ovladačů je známé, pro budoucí testování těchto pamětí je proto hardwarový aplikační 
modul plně připraven včetně modifikátorů rozhraní pro připojení k paměti. 
Softwarová aplikace pro hostitelský počítač je plně nezávislá na verzi karty Combo 
i testovaných pamětí. Slouží ke spouštění testů a sledování jejich průběhu. Aplikace se ovládá 
při spuštění pomocí sady parametrů a nabízí několik různých režimů zobrazování proběhu 
a výsledku testů. S hardwarovým aplikačním modulem komunikuje softwarová aplikace přes 
sběrnici MI32 pomocí sady registrů. 
Pro účely testování projektu byl vytvořen modul pro vkládání chyb, pomocí kterého lze 
cíleně simulovat různé typy chyb pamětí. Detekce takto vložených chyb byla následně 
zkoušena jak v samotném hardwaru, tak v simulaci pomocí programu Xilinx ISim. 
Těmito způsoby byla dostatečně ověřena funkčnost hardwarového aplikačního modulu 
i softwarové aplikace. 
Výhodami implementovaného testeru paměti je zvolený algoritmus testování March C-. 
Ten je schopen odhalit většinu běžných chyb pamětí, přičemž test paměti v závislosti na její 
kapacitě trvá od několika sekund (paměti QDRII s kapacitou v řádu jednotek MB) 
do několika desítek minut (paměti DDR3 s kapacitou v řádu jednotek GB). Další výhodou 
je velká nezávislost hardwarového aplikačního modulu na verzi karty Combo a typu 
testovaných pamětí RAM a úplná nezávislost softwarové aplikace. Přenos projektu na jiné 
karty Combo je proto velmi snadný. Pouze pro případ, kdy je na kartě zapojena paměť 
s odlišným komunikačním rozhraním, je vyžadována úprava modifikátoru rozhraní pro 
připojení k paměti. Dalšími výhodami jsou snadné ovládání softwarové aplikace pomocí sady 
parametrů a možnost výběru způsobu zobrazení průběhů a výsledků jednotlivých testů. 
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V implementovaném testeru paměti chybí algoritmus pro systematickou detekci chyb 
typu NPSF. Použitý algoritmus March C- však dokáže část těchto chyb, které se v praxi 
objevují nejčastěji, odhalit. Pravděpodobnost výskytu zbylých chyb je v praxi jen 
poměrně malá. Implementace druhého testovacího algoritmu by současně přesáhla rozsah 
diplomové práce. 
Mezi možná rozšíření práce patří zmíněná implementace algoritmu pro vyhledávání chyb 
typu NPSF. Po zprovoznění ovladačů pamětí DDR3 a RLDRAM 3 v prostředí NetCOPE 
na kartě Combo-80G bude možné rozběhat testy těchto pamětí, hardwarový aplikační modul 
je pro to připraven. Dalším možným rozšířením je přenos celého projektu na ostatní verze 
karet Combo, jako je například Combo-100G. 
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Seznam zkratek, symbolů a veličin 
AF Address Decoder Fault 
BF Bridging Fault 
CF Coupling Fault 
DDR Dual Data Rate 
DRF Data Retention Fault 
ECC Error Checking and Correcting 
FPGA Field-Programmable Gate Array 
GALPAT Galloping Pattern 
IRF Incorrect Read Fault 
LUT Lookup Table 
MIG Memory Interface Generator 
NPSF Neighborhood Pattern Sensitive Fault 
QDR Quad Data Rate 
RAM Random Access Memory 
RDF Read Disturb Fault 
RF Recovery Fault 
RLDRAM Reduced-Latency Dynamic Random Access Memory 
RTL Register-Transfer Level 
SAF Stuck-At Fault 
SDRAM Synchronous Dynamic Random Access Memory 
SOC System on a Chip 
SOF Stuck-Open Fault 
SRAM Static Random Access Memory 
SSF Stuck-Short Fault 
TF Transition Fault 
VHDL VHSIC (Very High Speed Integrated Circuit) Hardware Description Language 
 - 66 -  
 
 
Příloha A — Obsah přiloženého DVD 
DVD přiložené k diplomové práci obsahuje následující soubory a adresáře. 
20g_firmware/ adresář s firmwarem pro kartu Combo-20G 
20g_sources/ adresář se zdrojovými kódy k hardwarovému aplikačnímu modulu pro kartu Combo-20G 
80g_firmware/ adresář s firmwarem pro kartu Combo-80G 
80g_sources/ adresář se zdrojovými kódy k hardwarovému aplikačnímu modulu pro kartu Combo-80G 
error_sources/ adresář se zdrojovými kódy k hardwarovému modulu pro vkládání chyb 
scripts/ adresář se skripty pro testování praktické realizace 
sw_sources/ adresář se zdrojovými kódy k softwarové aplikaci 
dp.pdf elektronická verze textu diplomové práce 
 
