Abstract: This work discusses the problem of selecting methods for valuing the costs and estimating the time of implementing computer systems in cases when system modification is necessary. The methods presented in literature are reviewed and the stages of strategic phase of implementation characterised. On the basis of the analysis of data required by each method and the data obtained at different stages, appropriate selection of methods for each stage was proposed.
Introduction
The first ERP-class information systems (IS) were available in large companies only [1] . High implementation and maintenance costs were a barrier for their proliferation. With the decrease of costs, the group of users also covered medium and small companies. The first systems were tailor-made for individual customers. Their functions suited the organisations they were made for but their production costs were excessively high. Gaining experience from work with different clients, the producers selected a set of functions that reappeared in most versions and offered it as a standard version of their product. At the moment, all significant producers have their standard product: SAP, Business Suite; Microsoft, Dynamix AX; JD Edwards, EntrepriseOne; and so on.
During trade talks while selling standard ERP systems, the parties (suppliers and clients) reach a conclusion that the organisation of processes in the company does not fully overlap with the processes supported by the computer system that is available [2] . There are a group of processes that are not represented in any functionality in standard ERP system. This generates a need for adapting IS to a company. The costs of modifications increase the value of the contract (implementation). In some cases, it is the company that adapts processes to the system; however, the costs of organisational changes are an additional burden to the client. It is only when clients recognise the costs of system implementation (including adaptations) that they incline to consider changes in their organisations. In such cases, either the value of contract will be higher and the system will overlap with the processes in the company or the value of contract (costs for the client) will be lower and the client will need to adapt the organisation to the IS to a certain extent. For this reason, cost estimation at very early stages of implementation is crucial for system suppliers. Employing appropriate methods at each stage will allow the suppliers make earlier and more precise estimations of costs. As a result, they will generate lower costs of concluding a contract and increase the chances for a successful implementation of the project.
The aforementioned adaptations of IS to the company are the modifications that involve redefinition or broadening processes or structures of data implemented in IS. Standard sets of functionalities are similar for all software providers. The differences concern additional functionalities for different businesses.
For instance, margin analysis in construction industry may be based on projects (revenue and project costs), whereas in metal production it can be defined on the basis of assortment groups (income from selling articles from a given group and production costs). It is important to define standard functionalities, as they will be the object of modifications [3] . These changes do not concern any other than ERP-class systems. Singleactivity IS (e.g. sales with limited and closed functionality) do not need to be modified. Prospective clients (small companies) select readily available software by analysing correspondence with the processes in their company.
The methods facilitating valuation of software production are known and discussed in literature, e.g. by McConell [4] . However, due to changes in information technologies, the popularity of their use also Przemysław Plecka, Krzysztof Bzdyra changes. The use of algorithmic methods at initial stages of information projects is difficult.
At this stage, there are no analytic or project documentations whose components facilitate estimating algorithms. Despite the fact that the uses of algorithmic methods at early stages of information projects can be found in literature [5, 6] the practice of information project suppliers indicates a common use of nonalgorithmic methods as faster (i.e. cheaper) and easier. One can find suggestions for using cost evaluation methods for information projects, starting with statements that any combinations of methods should be used, through views about when and what methods should be used, and finishing with "step by step" procedures [7] . There are however, no guidelines advising a given method depending on the stage of implementation.
Negotiations with ERP system suppliers and clients concern implementation costs and time. For estimating the cost of software, one may use such timeconsumption measures as man hours, man days or man months. With a given cost of a working unit of time for implementation, it is possible to calculate the cost in a given currency and the time (dates) of implementation, with consideration for possible simultaneousness of works.
What is known are the stages of software lifecycle [8] and software valuation methods [4] . The range of the problem was limited to ERP-class IS. The question is which of the evaluation methods produces most appropriate results of costs and time at a given stage of project implementation. The limitation is in the quality of necessary input data at given stages.
Section 2 of this article includes the description of stages in the strategic phase of implementation project with consideration for the data available for valuation. Section 3 is a review of algorithmic valuation methods. Section 4 includes the description of nonalgorithmic methods. The final section presents the conclusions resulting from the connection of effects from lifecycle stage and the data necessary for software valuation. This is how alternative uses of methods at each stage are proposed. 
Lifecycles stages of ERP system implementation
Numerous authors describe software lifecycles focusing on software production or writing software on an individual client's order [8, 10] . None of the presented models corresponds entirely to implementation process of ERP-class software in a middle-sized company. They do not consider "movability" of the end of strategic phase (concluding a contract) and possibilities of having one additional stage -feasibility study. Feasibility study is not significant for software lifecycle; however, it provides information for project valuation.
The stages of IS implementation may be categorised as follows: The grouping of the stages in phases is presented in Figure 1 .
Considering cost evaluation, one should remember that in the sales process, the moment of contract conclusion is significant. Up to this moment, the supplier estimates the costs, while later they verify and predict the costs hoping that they will not exceed the income. Contract conclusion may happen right after stage 1 but not later than stage 4. This period is called the strategic phase. It is in IS supplier's interest to get the contract signed as soon as possible, as the implementation of subsequent stages increases the costs with the risk of failure of concluding the agreement. However, early estimation of costs involves higher risk of estimation error. A convenient situation, from the supplier's point of view, in which the client agrees to sign an agreement for implementation analysis is very rare. It is only after its completion (and valuation) that the parties sign an implementation agreement for other stages. For this reason, stages 1-3 are important and these are the ones that are going to be discussed in subsequent sections of the present work. 
Initial trade talks
The supplier has meetings with a prospective client in order to define the range and value of the contract. Usually, it is conducted in one or two initial meetings followed by two or three presentation meetings. Some of the elements of work range are identified quickly and precisely. These concern primarily the computer hardware, network infrastructure and licences for individual ERP modules. Some elements, e.g. IS modifications that result from non-typical users' requirements are difficult to define.
At this stage, the supplier cannot fully identify the needs that are not satisfied by the standard version of ERP system. As clients' knowledge on IS comes from trade presentations, they cannot define precisely which requirements are not standard. As an example, the general range of contract is presented below:
A. Except for part D, the supplier has sufficient information to present a price offer to the client. Moreover, using the description of the range in such a form as e.g. in part E or F, they secure against the client's changes in requirements for this range. If it happens in the course of implementation that the client will need 45, rather than 25 hours of assistance, and the amount in the contract stipulated at 25 hours, the supplier will have the right to additional pay.
The situation is different with IS modifications from part D in the above range of contract. At this stage, the supplier holds a set of client's general and specific requirements. The reason for non-uniformity of specificity of the requirements (general and specific) is the client's lack of experience and knowledge. Specific requirements are encountered sporadically and are most frequently related to presentation of data in the system (prints, listings, etc). One should remember that the aim of this stage is not collecting the requirements but concluding a contract. The requirements are obtained, as if "by chance", from presentations and talks with the client. Thus, the supplier is aware that there is still a subset of undisclosed requirements.
The supplier who decides to evaluate IS adaptation must consider the above "faults", including undisclosed requirements. Estimation error and the risk of underestimation are usually high.
Feasibility study and pre-implementation analysis
If the supplier was unable to evaluate system adaptation (modifications), works aimed at clarifying and specifying client's needs must be conducted. Then, a preimplementation analysis or feasibility study is done [11] . Although both solutions are aimed at specifying the data for the evaluation, the basic purpose of each is different. If the supplier estimates the chances for signing a contract as high, they order a feasibility study. The work is less expensive and in case of concluding the contract, some effects may be used in preimplementation analysis.
Feasibility study includes information on the company in a form of a systematic document based on economic facts [12] . The information concerns economic, organisational and technical aspects [13] . The aim of the study is to define the range of works (including modifications) and the costs of the project. The document is used by supplier's decision-makers while analyzing economic aspects of project implementation.
Pre-implementation analysis includes exclusively the information concerning the computer system in the context of a given company. The result is a report including the following components: functional range of the implementation, list and description of business processes, functions and data advised to be included in the functional range of the system, organisational range of the implementation, proposed aims of the implementation, expected business benefits, and schedule of work [14] . For example, two requirements may appear as in the following:  L.03.12.02 -invoice for clients from outside EU should include an amount to pay in the client's currency with the number of Polish National Bank currency exchange table that was used to calculate the amount in the field "comments",  L.03.12.05 -operator issuing VAT invoice should be able to print the document, save it as PDF file or e-mail as an attachment in PDF file to the address from "e-mail" field in client's database.
The numbering of requirements from the example is in accordance with WBS 2 [15] and may mean: Llogistics, 03 -group of requirements concerning sales processes, 12 -subgroup of sales invoices and 02 -the number of subsequent requirement in subgroup 12.
Even in a medium-sized production company, the recording all user requirements would be very timeconsuming and expensive (from a few up to over a thousand requirements). Moreover, in most cases, they would overlap with the records in ERP system documentation. Therefore, suppliers make a differential analysis that includes only those elements that are not covered in a standard IS. Such a procedure shortens the time of stage implementation but also allows the client to see the documentation of a standard version with the pre-implementation analysis in order to get an idea of the future system. At this stage, the supplier assumes that the requirements are complete and the level of their specificity meets the deed of the designers to whom the document is addressed. At the same time, the documentation of implementation analysis (specification of requirements) is going to be used for labour valuation.
Project of system changes
Project of IS is an intermediate phase between defining the requirements and the implementation. The documentation that is produced is indented exclusively for internal use of the supplier (software departments). Depending on the methods of implementation (structured, object-oriented programming, agile software development, etc), project documents may include different elements [8] . Some ERP system developers worked out their own specific methodologies. In such cases, the documentation will be specific. One such example is Select Perspective methodology 3 [16, 17] or ARIS 4 [18] . However, there are always common elements for evaluating software.
The first element of software developing is to specify the requirements resulting from implementation character. The level of requirement specificity must determine the manner of implementation in an unambiguous way. Despite this, project documents include the elements describing data structures and procedures of processes. There are a number of methods for presenting project information: from DFD, Entity-Relationship Diagrams [19] , through Unified Modelling Language (UML) models [20] . Each of them is an appropriate source of data for software evaluation.
Summary of lifecycle stages
With subsequent stages of software lifecycle, the supplier's knowledge of the client's organisation enlarges. In the first two stages, only requirements are obtained and after the project stage such elements as data objects (tables, fields) and interface windows are also known.
At the same time, the supplier's costs will be rising. If a contract with client is concluded, the costs will be included in the contract value; if not, they will be the supplier's cost. Input information necessary for making valuation at the first three stages of project lifecycle is presented in Figure 2 .
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Algorithmic methods of software evaluation
COCOMO II method
Constructive cost model (COCOMO) method was proposed by Barry Boehm in 1981 [22] . Since then, a number of versions and types of this method have been developed, e.g. COCOMO81 and COCOMO II [22] . It is used to calculate Person per Month (PM) on the basis of Kilo Source Line of Code (KSLOC) (process 1 in Figure 3 ). KSLOC calculation is done on the basis of project components. Because for many contemporary uses, the use of source lines does not correspond with PM, the method was modified by using function point (FP) analysis, as presented in section 3.2 [23] (process 2 in Figure 3 ). The complete sequence of process realising COCOMO method is presented in Figure 3 .
The first activity is defining five scale factors (SFs) (process 3 in Figure 3 ), whose value is determined empirically in five classes, depending on the level of complexity (from very low to very high), which is presented in Table 1 .
Przemysław Plecka, Krzysztof Bzdyra Knowing the SFs, one may determine the indicator adapting effort E in accordance with formula (1):
where:
B -a constant 0.91 for COCOMO II model [23] .
For instance, for the project in which typicality is low, flexibility must be high, risk management is very low and team maturity is normal and process maturity, the adapting factor, will equal: Then, PM nom nominal PM is calculated in accordance with formula (2) (process 5 in Figure 3 ):
Size -the number of code lines in KSLOC unit
A -a constant determined on the basis of previous projects = 2.94 [23] . Figure 3 ) in accordance with formula (3).
M adjs PM nom • ∏ EM i
EM i -effort multiplier.
For the models in another lifecycle stage, PostArchitecture Model (when system project is known), the formula for nominal PM was enriched by indicators. They define PM nom changes, depending on system reliability, database size, product complexity, recycling level, analysts' and developers' skills, and so on. Similar to SF values, EM was determined empirically. The complete list can be found in method documentation [23] . The literature includes a number of examples of adapting COCOMO method [24, 25] with the use of fuzzy logic, inter alia [26] [27] [28] . In practice [29] , the COCOMO method is not used often. The reason for this is the need to use the size of code, which is known only at the stage of project documentation. Moreover, in project implementation, it is more frequent that the existing code is modified, rather than written from scratch. In case of code changes, COCOMO does not produce correct estimations. However, if the supplier uses FPs, evaluation can be started earlier -at the stage of implementation analysis.
On the other hand, knowing the number of FPs inclines towards using evaluation by analogy method (presented in section 4.5), rather than COCOMO. This is because the supplier operates in known developer environment, in similar conditions and it is easier to determine multiplication factor and use it for every evaluation, rather than to do calculation according to COCOMO method each time.
FP analysis
The evaluation method proposed by A. Albrecht [30] requires the calculation of the number of FPs on the basis of specific requirements. FPs are a conventional measure complexity of function offered by the program. The number of FPs depends on the number of distinguished objects (reports, interfaces, etc), with the possibility of objects from one class (e.g. enquiries to database) having different values due to the level of complexity. For example, the value of FPs of a report referring to one table and two fields will be lower than the report referring to ten tables and eight fields. In the subsequent stage, COCOMO method, presented in section 3.1 or evaluation by analogy presented in section 4.5 can be used to calculate PM or costs. FP analysis is used to only to estimate software complexity or costs and its effects are not used at next stages of implementation (e.g. in the project). The method may be used for:
 finished software product.
The evaluation process with the use of FP analysis is presented in Figure 4 .
The FPs method is based on selecting five classes of objects in requirements or the ready program. Relations between classes of objects in the context of the environment are presented in Figure 5 . The first two classes are related to data, and the other three to transactions. To make estimations in the first stage, the following indicators are used:  RET (Record Element Type) -a unique, recognisable subgroup of elements given in ILF or EIF, which correspond to the record in the table;  DET (Data Element Type) -a unique, identifiable field in ILF or EIF, which corresponds to the field in record;  FTR (File Type Referenced) -recognisable by users, logically related data, which corresponds to files or relationally connected files.
All objects in classes must be identified and attributed with appropriate value of indicators (process 3 in Figure 4) . ILF and EIF are described with RET and DET, while EO, EI and EQ with FTR and DET. For example: ILF #1: RET=3, DET=15. In this way, the values of unadjusted FP of a given object are read from table of weights (Table 2 ). For example, the aforementioned ILF #1 will have a value of 10 UFP. Summing UFP values of all objects in all classes, the total value of unadjusted FPs is obtained (process 4 in Figure 4 ).
Value Adjustment Factor (VAF) considers the internal system complexity, unrelated to its functionality. Defining the value entails giving the impact of 14 factors, which may raise the system complexity (process 5 in Figure 4 ). The list of factors can be found in method documentation [31] . The estimation is done by an expert. Impact estimation requires attributing each of 14 categories with an impact factor from 0 to 5 (where 0 -no impact, 5 -strong impact). VAF value is calculated from formula (4):
B -empirically determined constant value 0.65 [31] , C i -impact value of i-th factor.
On the basis of VAF, the final values of FPs are calculated by correcting the unadjusted FPs (process 6 in Figure 4 ) according to formula (5):
Knowing the FP value, efficiency can be determined with two methods (process 7 in Figure 4 ):  calculating into KSLOC with empirically determined values from the calculation table [32] and then using the COCOMO method to define PM  if the organisation owns historic data, FP value can be directly calculated into PM, using Estimation by Analogy method.
The source of complete and updated documentation of the method is the website of International Function Point Users Group [33] . The idea of FPs was used in User Case Point [34] that is reliant on modelling agreeing with UML 6 .
The condition of using FP is knowing the complete set of specific requirements. Thus, it can be used only from the stage of implementation analysis onward. The algorithm guarantees objective and repeatable evaluations. Unfortunately, the level of evaluation complexity, in comparison with non-algorithmic methods, is a barrier for its common use.
4
Non-algorithmic methods of software evaluation
Summing, computing and evaluating
The method concerns searching the available documentation (e.g. pre-implementation analysis, feasibility studies) and quantifiable objects, e.g. requirements, functions, use cases, stories, reports, windows, database tables and classes. Each identified object that can be summed is attributed (computed) with estimation constituent (cost or time). The estimated values are the function (6) of the objects constituting an information project:
x -calculated object, N -the number of summed objects, C -computer cost of the object.
An example of its use can be the valuation of developing a sales reporting module. If the authors managed to select the premises, such as SQL queries, interface windows, users and printouts, it is possible to define a unit PM. Thus, one can evaluate the costs of developing the whole module, as presented in Table 3 The cost of works depends on their value, in the above case, man hours in a given supplier's organisation.
The method is complex provided the source documentation allows determining the summed objects. One of the failures is the high risk of omitting objects or ranges of work that influence the value of the whole project, for example, ignoring supplementary tables or costs of developing filtering inquiries while evaluating the costs of interface windows. An important stage in this method is the evaluation of individual objects' costs. This can be done with individual expert evaluation method or group expert evaluation method. The method is efficient in projects with a small number of object types identified but are plentiful, e.g. 30 reports, 25 SQL inquiries and 18 interfaces. These types of data are infrequent in the stage of trade talks, but often present in feasibility studies and preimplementation analysis.
Individual expert evaluation
The method of valuation by individual expert estimation is the most frequently used method, not only in software development [35] , but also in other IT enterprises such as implementations and modifications.
Research conducted in the USA in 2002 showed that as many as 72% of the valuations are done with this method [36] . In the first stage, the method requires selecting experts with appropriate knowledge and experience. Then experts evaluate the ranges they were bestowed. In order to reduce the evaluation errors, the method was modified with multiple evaluations for different versions of implementation. Such a technique, called PERT (Program Evaluation and Review) [15, 37] , involves analyses of the most optimistic case, the most probable case and the worst case. However, it is different from critical path analysis (CPM [38] ) because it is used to evaluate independent tasks only. After previous decomposition processes, the information about relations between tasks was lost.
The expected evaluation has the following form:
or, considering experts' tendencies to lower their evaluation:
Cp -the most optimist value of the i-th task
Co -the most likely value of i-th task Ck -the most probable value of i-th task N -the number of tasks in the project.
Valuation of sales reporting module can be an example of the method. If the authors managed to select the premises, such as SQL queries, user interface windows and printouts, the expert can estimate the most optimistic, the most likely and the least favourable amount of work load. Then, one can determine the costs of programming work on the module (additionally, considering the inclination to lower the evaluation), as presented in Table 4 .
The precision of results depends exclusively on expert's experience. The criteria of expert selection are determined imprecisely. The influence of personality has such importance that longer experience does not guarantee more precise evaluations. It happens that experts who are known for overvaluation or undervaluation are unpredictable.
Group expert evaluation
The method involves presenting the same range of work to more than one expert. In an unstructured version of the method (group review), the experts decide about the valuation or its range as a group. In a structured version called Wideband Delphi [15, 16] , the experts' work is done in a formalised way and its result is a scoring evaluation. The work of experts in groups is more expensive than individual work; however, a method's advantage over individual evaluation is the decrease of personality factors' importance. In spite of different experience, characters and inclinations, experts will either reach a common ground or, as in case of Widebrand Delphi type, the conclusion of problem is reached by attributing pre-selected points. Wanting to minimise the costs of first stages of implementation, suppliers decide to engage a larger number of experts to do the same calculations.
The estimation method is used frequently at initial stages of IT projects in situations of high uncertainty of requirements.
Decomposition and reconstruction
Decomposition and reconstruction is a popular method due to its intuitiveness and universality. It is used in situations when whole project evaluation generates difficulties, e.g. resulting from work heterogeneity. In the practice of IT project implementation [29] , there are very few projects that can be evaluated without this method.
The method involves decomposing the range into a number of components. The method of division is arbitrary and depends on project specifics. Consultants frequently undertake evaluation with the Work Breakdown Structure (WBS) method. Having done the division, the parts of objects are estimated and undergo further division with the same or another method. Even though the literature lists this method as equal to others [4] , its role in the evaluation process is different. Project evaluation is started in this method, but after decomposition, other methods of elemental evaluation are selected. The depth of division depends on the method that is going to be used at another stage. A detailed description of decomposition method according to WBS can be found in literature [15, [39] [40] [41] [42] .
One example of this approach is the evaluation of IT system version change. The works can be decomposed in the manner presented in Table 5 .
A significant element in this method is the manner of division. Suppliers with little experience in cost evaluation can do this division in a way that will generate significant errors in elemental evaluations. If the ranges of works in basic parts of the project are too excessive or heterogeneous in terms of the technology of development, the methods will generate unreliable results. The practice of modification estimation [29] suggests that the effects of decomposition method should be the works evaluated in a few or a dozen man hours.
Evaluation by analogy
This method involves dividing the project into components that already exist in a completed project. Evaluating the selected parts, one may calculate the ratio of two project sizes (new and the completed one). Knowing the relations between the sizes and the costs of the completed project, one may estimate the value of the new project.
One example of this method is presented in Table 6 . The average multiplication factor for the above example is 0.57. Knowing this result and the value of the completed project, one can estimate the value of works.
The difficulty lies in collecting historic data from similar projects and structure as the evaluated project. An additional problem is the selection of a representative part of the decomposed project, which is a basis for multiplicity factor. Ignoring significant objects may increase the evaluation error.
The input data for this method come from project documentation, e.g. interfaces, reports and SQL queries.
Only for this type of objects can the multiplication factor be calculated. The use of requirements, even the specific ones, does not allow for calculating the multiplication factor, and thus the whole evaluation must be performed. Evaluation by analogy is also used to calculate PM on the basis of FPs.
Valuation based on substitution
Similar to the previous method, this method requires the knowledge of costs of previously completed projects in the organisation of standard objects (interfaces, reports, etc). Depending on the version of method, the objects can be grouped differently. For example, Putnam [37] and Humphrey [43] If the IS system supplier uses extreme software or close to Agile methods [44] , the so-called "stories" might be a standard element.
Then, the groups of objects are attributed with average cost values, e.g. number of lines of code, man hours or man days. The objects from a new project must be classified in the same manner. Then their sum can be calculated.
An example of such an approach is the project of white goods' sales. The cost estimation is presented in Table  7 . The supplier determines the average cost of works in a given class, e.g. the cost of building one static website -2 man hours -on the basis of previous historic data. In a new project, the works are attributed with appropriate classes, e.g. dynamic websites -5 pcs. Reports -9 pcs. Then the old objects are substituted with the new ones.
It is only the experienced organisations that are able to use this method. Not only does it require having historic data but also weights must be attributed to them. One should remember that the weights will be valid only till the developer's tools or programming style is changed.
As in the previous method, this should be used when classes of programming objects are known. One exception is the organisations using extreme or agile software. In this case, the cost of "stories" documented at the stage of talks to clients may be substituted with historic data. The practice of evaluations [29] indicates that the method can be incidentally used at an earlier stage (pre-implementation analysis), when only the requirements are known.
Conclusions
In conclusion, one should notice that implementation of the first stages of software lifecycle provides more and more information about the planned solution, on the one hand, and there are a number of evaluation methods available, on the other.
At the stage of trade talks, the supplier holds a complete list of client's requirements. The set includes general requirements, a few specific requirements and a subset of undisclosed requirements. Specific requirements, such as specific printouts, reports and inquiries, may be evaluated in summing, computing and evaluating method. Other requirements, especially undisclosed ones, will be appropriate only for the individual expert method and group expert method. Experts, who have historic knowledge, may predict that if the client specifies one requirement, it will implicate a set of other functions that might be revealed only at another stage of works.
After completing feasibility study or a preimplementation analysis, the suppliers hold a complete set of specific requirements. COCOMO methods are used in case of lack of reasons for using KSLOC.
For FP analysis there are sufficient input data. Summing, computing and evaluating and evaluation by substitution can be used in project valuation; however, using requirements as input data will generate significant errors. Individual expert analysis and group expert analysis with complete requirements generate significant errors in results. At this stage, it is too early for evaluation by analogy because requirements as input data will generate errors.
Project of changes provides additional information related to implementation -data structure, information on processes, objects and so on. Only from this stage can KSLOC be estimated in order to use COCOMO method. For summing, computing and evaluating and evaluation by substitution methods, input data significantly limit the errors of results. Only at this stage can evaluation by analogy be used. For other methods, the quality of estimation is increased only slightly by including additional data. For individual expert analysis and group expert analysis, the data taken in project documentation are inappropriate. Deliberate use of these methods causes significant errors.
By classifying the possibility of using evaluation methods in the following way, we can present them in a table (Table 8): 0 -impossible to use, lack of data, 1 -usable but generating significant errors, because the data are inappropriate, 2 -usable and generating satisfactory results
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Przemysław Plecka, Krzysztof Bzdyra An alternative use of the evaluation method is presented In Figure 6 . Because method usability depends on input data, quality and type of requirements and project components can be the basic criteria for choosing a given method.
Due to different characters of elements constituting IS (business rule software, data interface software, reports, etc), evaluation of cost and implementation time should start with decomposition of work into tasks and groups of tasks. Then, still in the phase of trade talks, they can make attempt evaluation by experts (group of experts), if the data obtained from client are of appropriate quality. If specific requirements are identified, the supplier can additionally use summing, computing and evaluating method.
Fundamentally, the data of quality that allow for evaluation of cost and implementation time are obtained in subsequent stages, i.e. feasibility study and preimplementation analysis. Then, FP analysis or evaluation by analogy can be used.
At the system development stage, the analysis of implementation costs can be based on very detailed data, and thus it is burdened by serious errors. The array of methods can be supplemented by evaluation by analogy or COCOMO.
The methods of selecting the manners of evaluating costs of IS implementation in the context of input data quality are going to be the topic of future research. The authors will also search for methods for quick definition of precise input data, even before the stage of feasibility study. 
