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Abstract
In this paper we propose a new approach for sequential monitoring of a general
class of parameters of a d-dimensional time series, which can be estimated by ap-
proximately linear functionals of the empirical distribution function. We consider
a closed-end-method, which is motivated by the likelihood ratio test principle and
compare the new method with two alternative procedures. We also incorporate self-
normalization such that estimation of the long-run variance is not necessary. We
prove that for a large class of testing problems the new detection scheme has asymp-
totic level α and is consistent. The asymptotic theory is illustrated for the important
cases of monitoring a change in the mean, variance and correlation. By means of a
simulation study it is demonstrated that the new test performs better than the cur-
rently available procedures for these problems. Finally the methodology is illustrated
by a small data example investigating index prices from the dot-com bubble.
AMS subject classification: 62M10, 62G10, 62G20, 62L99
Keywords and phrases: change point analysis, self-normalization, sequential monitoring,
likelihood ratio principle
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1 Introduction
An important problem in statistical modeling of time series is the problem of testing for
structural stability as changes in the data generating process may have a substantial impact
on statistical inference developed under the assumption of stationarity. Because of its
importance there exists a large amount of literature, which develops tests for structural
breaks in various models and we refer to Aue and Horva´th (2013) and Jandhyala et al.
(2013) for more recent reviews of the literature. There are essentially two ways how the
problem of change point analysis is addressed. A large portion of the literature discusses
a-posteriori change point analysis, where the focus is on the detection of structural breaks
given a historical data set [see Davis et al. (1995), Cso¨rgo¨ and Horva´th (1997), Aue et al.
(2009b), Jirak (2015) among many others]. On the other hand, in many applications, such
as engineering, medicine or risk management data arrives steadily and therefore several
authors have addressed the problem of sequentially monitoring changes in a parameter.
Page (1954), Hinkley (1971), Moustakides (1986), Nikiforov (1987), and Lai (1995) among
others developed detection schemes for models with an infinite time horizon. These methods
always stop and have been partly summarized by the term ’statistical process control’
(SPC). SPC-statistics, for example CUSUM- or Shewart-Controlcharts, have then been
traditionally compared by the average run length (ARL). Our approach differs from this
literature substantially as we work under the paradigm introduced by Chu et al. (1996).
These authors proposed an alternative monitoring ansatz in the context of testing the
structural stability of the parameters in a linear model, which on the one hand allows
to control (asymptotically) the type I error (if no changes occur) and on the other hand
provides the possibility of power analysis. Horva´th et al. (2004), Fremdt (2014) extended
this approach for linear models with infinite time horizon, while Aue et al. (2012), Wied
and Galeano (2013), Pape et al. (2016) developed monitoring procedures for changes in a
capital asset pricing model, correlation and variance under the assumption of a finite time
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horizon.
In this paper we propose a general alternative sequential test in this context, which
is applicable for change point analysis of a p-dimensional parameter of a d-dimensional
time series if a historical data set from a stable phase is available and then data arrives
consecutively. Our approach differs from the current methodology as it is motivated by a
likelihood ratio test for a structural change. To be precise, Wied and Galeano (2013) pro-
posed to compare estimates from the historical data set, say X1, . . . , Xm, with estimators
from the sequentially observed data Xm+1, . . . , Xm+k [see also Chu et al. (1996); Horva´th
et al. (2004); Aue et al. (2012); Pape et al. (2016)], while Fremdt (2014) and Kirch and
Weber (2018) suggested to compare the estimate from the historical data set with estimates
from the sequentially observed data Xm+j+1, . . . , Xm+k (for all j = 0, . . . , k − 1). In con-
trast, motivated by the likelihood ratio principle, our approach sequentially compares the
estimates from the samples X1, . . . , Xm+j and Xm+j+1, . . . , Xm+k (for all j = 0, . . . , k− 1).
Moreover, we also propose a self-normalized test, which avoids the problem of estimating
the long-run variance. While the concept of self-normalization has been studied intensively
for a-posteriori change point analysis [see Shao and Zhang (2010), Shao (2015) and Zhang
and Lavitas (2018) among many others], to our best knowledge self-normalization has not
been studied in the context of sequential monitoring.
The statistical model and the change point problem for a general parameter of the
marginal distribution are introduced in Section 2, where we also provide the motivation for
the statistic used in the sequential scheme (see Example 2.1) and a discussion of the alter-
native methods. The asymptotic properties of the new monitoring scheme are investigated
in Section 3. In particular we prove a result, which allows to control (asymptotically) the
probability of indicating a change in the parameter although there is in fact structural sta-
bility (type I error). Moreover, we also show that the new test is consistent and investigate
the concept of self-normalization in this context. These asymptotic considerations require
several assumptions, which are stated in the general context and verified in Section 4 for the
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case of monitoring changes in the mean and variance matrix. In Section 5 the finite sample
properties of the new procedure are investigated by means of a simulation study, and we
also demonstrate the (empirical) superiority of our approach. Here we also illustrate our
approach by a small real data example investigating the log-returns of NASDAQ and S&P
500 during the dot-com bubble. Finally, Section 6 gives a brief conclusion and an outlook
defining subjects for future research. All proofs are deferred to an online supplement.
2 Sequential change point testing
Consider a d-dimensional time series {Xt}t∈Z, where Xt has distribution function Ft, and
denote by θt = θ(Ft) a p-dimensional parameter of interest of the distribution of Ft. We
are taking the sequential point of view and assume that there exists a historical period of
length, say m ∈ N, such that the process is stable in the sense
θ1 = θ2 = · · · = θm . (2.1)
We are interested to monitor if the parameter θm+k changes in the future m+ k ≥ m+ 1.
The sequence X1, . . . , Xm is usually referred to as a historical or initial training data set,
see for example Chu et al. (1996), Horva´th et al. (2004), Wied and Galeano (2013) or Kirch
and Weber (2018), among many others. Based on this stretch of “stable” observations a
sequential procedure should be conducted to test the hypotheses
H0 : θ1 = · · · = θm = θm+1 = θm+2 = . . . , (2.2)
against the alternative that the parameter θm+k? changes for some k
? ≥ 1, that is
H1 : ∃k? ∈ N : θ1 = · · · = θm+k?−1 6= θm+k? = θm+k?+1 = . . . , (2.3)
In order to motivate our approach in particular the test statistic used in the detection
scheme, which will be used in the proposed sequential test, we begin with a very simple
example of a change in the mean.
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Example 2.1 Consider a sequence {Xt}t∈Z of independent, d-dimensional normal dis-
tributed random variables with (positive definite) variance matrix Σ and mean vectors
µt = E[Xt] = θ(Ft) =
∫
Rd
xdFt(x) ∈ Rd , j = 1, 2, . . . . (2.4)
During the monitoring procedure, we propose to successively test the hypotheses
H0 : µ1 = · · · = µm = µm+1 = · · · = µm+k ,
versus H
(k)
A : ∃ j ∈ {0, . . . , k − 1} : µ1 = · · · = µm+j 6= µm+j+1 = · · · = µm+k
(2.5)
based on the sample X1, . . . , Xm+k. Under the assumptions made in this example we can
easily derive the likelihood ratio
Λm(k) =
sup
µ∈Rd
m+k∏
t=1
f(Xt, µ)
sup
j∈{0,...,k−1}
µ(1),µ(2)∈Rd
m+j∏
t=1
f(Xt, µ(1)) ·
m+k∏
t=m+j+1
f(Xt, µ(2))
,
where f(·, µ) denotes the density of a normal distribution with mean µ and variance matrix
Σ (note that the first m observations are assumed to be mean-stable). A careful calculation
now proves the identity
−2 log (Λm(k)) = k−1max
j=0
(m+ j)(k − j)
m+ k
(
µˆm+j1 − µˆm+km+j+1
)>
Σ−1
(
µˆm+j1 − µˆm+km+j+1
)
(2.6)
=
k−1
max
j=0
(m+ k)(m+ j)
(k − j)
(
µˆm+j1 − µˆm+k1
)>
Σ−1
(
µˆm+j1 − µˆm+k1
)
,
where v> denotes the transposed of the vector v (usually considered as a column vector)
and
µˆji =
1
j − i+ 1
j∑
t=i
Xt
is the mean of the observations Xi, . . . , Xj. Consequently the null hypothesis H
(k)
0 should
be rejected in favor of the alternative H
(k)
A for large values of the statistic
k−1
max
j=0
(m+ j)(k − j)(µˆm+j1 − µˆm+km+j+1)>Σ−1(µˆm+j1 − µˆm+km+j+1) . (2.7)
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However, as pointed out in Cso¨rgo¨ and Horva´th (1997), the asymptotic properties of a
likelihood ratio type statistic of the type (2.7) are difficult to study. For this reason we
propose to use a weighted version of (2.7) and consider the statistic
k−1
max
j=0
(m+ j)2(k − j)2(µˆm+j1 − µˆm+km+j+1)>Σ−1(µˆm+j1 − µˆm+km+j+1) (2.8)
=
k−1
max
j=0
(
(k − j)
m+j∑
t=1
Xt − (m+ j)
m+k∑
t=m+j+1
Xt
)
Σ−1
(
(k − j)
m+j∑
t=1
Xt − (m+ j)
m+k∑
t=m+j+1
Xt
)
,
for which (after appropriate normalization) weak convergence of a corresponding sequential
empirical process can be established. Note that the right-hand side in (2.8) corresponds
to the well known CUSUM statistic, which has become a standard tool for change point
detection in a retrospective setting.
Motivated by the previous example we propose to use the statistic
Dˆm(k) = m
−3 k−1max
j=0
(m+ j)2(k − j)2(θˆm+j1 − θˆm+km+j+1)>Σˆ−1m (θˆm+j1 − θˆm+km+j+1) , (2.9)
for monitoring changes in the parameter θj, where θˆ
j
i = θ(Fˆ
j
i ) denotes the estimator ob-
tained from the empirical distribution function
Fˆ ji (z) =
1
j − i+ 1
j∑
t=i
I{Xt ≤ z} (2.10)
of the observations Xi, . . . , Xj and the matrix Σˆm corresponds to an estimator of a long-
run variance based on X1, . . . , Xm. The scaling by m
−3 will be necessary to obtain weak
convergence in the sequel.
We use the sequence {Dˆm(k)}k∈N in combination with an increasing threshold function
w(·) as a monitoring scheme. More precisely, let T ∈ R+ denote a constant factor (with
Tm ∈ N) defining the window of monitoring, then we reject the null hypothesis in (2.2)
at the first time k ∈ {1, 2, . . . , Tm} for which the detector Dˆm(k) exceeds the threshold
function w : [0, T ]→ R+, that is
Dˆm(k) > w(k/m) . (2.11)
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This definition yields a stopping rule defined by
τm = inf
{
1 ≤ k ≤ Tm | Dˆm(k) > w(k/m)
}
,
(if the set {1 ≤ k ≤ Tm | Dˆm(k) > w(k/m)} is empty we define τm = ∞). The threshold
function has to be chosen such that the test has asymptotic level α, that is
lim sup
m→∞
PH0
(
τm <∞
)
= lim sup
m→∞
PH0
(
mT
max
k=1
Dˆm(k)
w(k/m)
> 1
)
≤ α , (2.12)
and is consistent, i.e.
lim
m→∞
PH1
(
τm <∞
)
= 1 . (2.13)
Following Aue et al. (2012) we call this procedure a closed-end method, because monitoring
is only performed in the interval [m+ 1,mT ].
To our best knowledge, the detection scheme defined by (2.11) has not been considered
in the literature so far. However, our approach is related to the work of Chu et al. (1996);
Horva´th et al. (2004); Aue et al. (2012); Wied and Galeano (2013) and Pape et al. (2016),
who investigated sequential monitoring schemes for various parameters (such as the corre-
lation, the variance or the parameters of the capital asset pricing model). In the general
situation considered in this section their approach uses
Qˆm(k) =
k2
m
(
θˆm1 − θˆm+km+1
)>
Σˆ−1m (θˆ
m
1 − θˆm+km+1
)
(2.14)
as a basic statistic in the sequential procedure. Note that a sequential scheme based on
this statistic measures the differences between the estimator θˆm1 from the initial data and
the estimator θˆm+km+1 from all observations excluding the training sample. As a consequence
- in particular in the case of a rather late change - the estimator θˆm+km+1 may be corrupted by
observations before the change point, which might lead to a loss of power. Another related
procedure uses the statistic
Pˆm(k) =
k−1
max
j=0
(k − j)2
m
(
θˆm1 − θˆm+km+j+1
)>
Σˆ−1m
(
θˆm1 − θˆm+km+j+1
)
(2.15)
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and was recently suggested by Fremdt (2014) and reconsidered by Kirch and Weber (2018).
These authors compare the estimate from the data X1, . . . , Xm with estimates from the
data Xm+j+1, . . . , Xm+k (for different values of j). This method may lead to a loss in
power in problems with a small sample of historical data and a rather late change point.
In contrast our approach compares the estimates of the parameters before and after all
potential positions of a change point j ∈ {m+ 1, . . . ,m+ k}.
In this paper, we argue that the performance of the change point tests can be improved
by replacing θˆm1 by θˆ
m+j
1 inside the maximum, which would directly lead to a scheme of
the form (2.9). Here, we would already like to point to our simulation study in Section 5,
which contains many cases where a sequential detection scheme based on the statistic Dˆm
outperforms schemes based on Qˆm or Pˆm.
3 Asymptotic properties
In the subsequent discussion we use the following notation. We denote by `∞(V1, V2)
the space of all bounded functions f : V1 → V2 equipped with sup-norm, where V1, V2 are
normed linear spaces. The symbols
P
=⇒ and D=⇒ mean convergence in probability and weak
convergence (in the space under consideration), respectively. The process {W (s)}s∈[0,T+1]
will usually represent a standard p-dimensional Brownian motion. For a vector v ∈ Rd, we
denote by |v| = (∑di=1 v2i )1/2 its euclidean norm.
3.1 Weak convergence
Throughout this paper we denote by θ = θ(F ) a p-dimensional functional of the d-
dimensional distribution function F and define its influence function (assuming its exis-
tence) by
IF(x, F, θ) = lim
ε↘0
θ((1− ε)F + εδx)− θ(F )
ε
, (3.1)
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where δx(z) = I{x ≤ z} is the distribution function of the Dirac measure at the point
x ∈ Rd and the inequality in the indicator is understood component-wise. Throughout this
section we make the following assumptions, which will be verified for several important
examples in Section 4 [see also Shao and Zhang (2010) for similar regularity conditions].
Assumption 3.1 Under the null hypothesis (2.2) we assume that the times series {Xt}t∈N
is strictly stationary with E[IF(X1, F, θ)] = 0 and that the weak convergence
1√
m
bmsc∑
t=1
IF(Xt, F, θ) D=⇒
√
ΣFW (s) , (3.2)
holds in the space `∞([0, T + 1],Rp) as m → ∞, where the long-run variance matrix is
defined by (assuming convergence of the series)
ΣF =
∑
t∈Z
Cov
(IF(X0, F, θ), IF(Xt, F, θ)) ∈ Rp×p (3.3)
and {W (s)}s∈[0,T+1] is a p-dimensional (standard) Brownian motion.
Assumption 3.2 The remainder terms
Ri,j = θˆ
j
i − θ(F )−
1
j − i+ 1
j∑
t=i
IF(Xt, F, θ) (3.4)
in the linearization of θˆji − θ(F ) satisfy
sup
1≤i<j≤n
(j − i+ 1)|Ri,j| = oP(n1/2) . (3.5)
For the statement of our first result we introduce the notations (throughout this paper we
use the convention θˆuz = 0, whenever z > u)
U˜(`, z, u) := (u− z)(z − `)(θˆz`+1 − θˆuz+1) , (3.6)
U(z, u) := U˜(0, z, u) = (u− z)z(θˆz1 − θˆuz+1) , (3.7)
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and denote by
∆2 = {(s, t) ∈ [0, T + 1]2 | s ≤ t} , (3.8)
∆3 =
{
(r, s, t) ∈ [0, T + 1]3 | r ≤ s ≤ t}. (3.9)
the 2-dimensional triangle and the 3-dimensional oblique pyramid in [0, T + 1]2 and
[0, T + 1]3, respectively.
Theorem 3.3 Let Assumptions 3.1 and 3.2 be satisfied. If the null hypothesis in (2.2)
holds, then as m→∞
{
m−3/2U˜(bmrc, bmsc, bmtc)}
(r,s,t)∈∆3
D
=⇒ Σ1/2F
{
B(s, t) +B(r, s)−B(r, t)}
(r,s,t)∈∆3
(3.10)
in the space `∞(∆3,Rp), where the process {B(s, t)}(s,t)∈∆2 is defined by
B(s, t) = tW (s)− sW (t) , (s, t) ∈ ∆2, (3.11)
and {W (s)}s∈[0,T+1] denotes a p-dimensional Brownian motion on the interval [0, T + 1].
Remark 3.4 As a by-product of Theorem 3.3 and the representation (3.7) we obtain the
weak convergence of the double-indexed CUSUM-process (3.7), that is (m→∞)
{
m−3/2 · U(bmsc, bmtc)}
(s,t)∈∆2
D
=⇒ {Σ1/2F B(s, t)}(s,t)∈∆2 , (3.12)
where ∆2 denotes the 2-dimensional triangle in [0, T + 1]
2 and the process B is defined in
(3.11). In particular the covariance structure of the process B is given by
Cov
(
B(s1, t1), B(s2, t2)
)
= t1t2(s1 ∧ s2)− t1s2(s1 ∧ t2)− s1t2(t1 ∧ s2) + s1s2(t1 ∧ t2) .
Consequently, the process {B(s, t)}(s,t)∈∆2 can be considered as a natural extension of the
standard Brownian bridge as for fixed t the process {B(s, t)}s∈[0,t] is a Brownian bridge on
the interval [0, t].
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Observing the definition (3.7) the statistic (2.9) allows the representation
Dˆm(k) = m
−3 k−1max
j=0
|U>(m+ j,m+ k)Σˆ−1m U(m+ j,m+ k)| , (3.13)
and we obtain the following Corollary as a consequence of Theorem 3.3.
Corollary 3.5 Let the assumptions of Theorem 3.3 be satisfied. If the null hypothesis in
(2.2) holds, and Σˆm denotes a consistent, non-singular estimator of the long-run variance
ΣF defined in (3.3), then as m→∞
Tm
max
k=1
Dˆm(k)
w(k/m)
D
=⇒ sup
t∈[1,T+1]
sup
s∈[1,t]
B(s, t)>B(s, t)
w(t− 1) .
for any threshold function w : [0, T ]→ R+, which is increasing.
By the result in Corollary 3.5 it is reasonable to choose for a given level α a threshold
function wα(·), such that
P
(
sup
t∈[1,T+1]
sup
s∈[1,t]
B(s, t)>B(s, t)
wα(t− 1) > 1
)
= α (3.14)
and to reject the null hypothesis H0 in (2.2) at time k, if
Dˆm(k) > wα(k/m) . (3.15)
By Corollary 3.5 this test has asymptotic level α, that is
lim
m→∞
PH0
(
Tm
max
k=1
Dˆm(k)
wα(k/m)
> 1
)
= α
(if the assumptions of Theorem 3.3 hold and wα satisfies (3.14)). The choice of wα(·) has
been investigated by several authors [see Chu et al. (1996), Aue et al. (2009b) and Wied
and Galeano (2013) among others] and we will compare different options by means of a
simulation study in Section 5. Note that one can take any function (which is increasing
and bounded from below by a positive constant) and multiply an appropriate constant such
that (3.14) is fulfilled. Next we discuss the consistency of the monitoring scheme (3.15).
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For this purpose we consider the alternative hypothesis in (2.3), where the location of the
change point is increasing with the length of the training sample, that is m+k∗ = bmcc for
some 1 < c < T +1. Recalling the definition of Dˆm(k) in (2.9) and observing the inequality
Tm
max
k=1
Dˆm(k) ≥
bmcc2(T (m+ 1)− bmcc)2
m3
·
(
θˆ
bmcc
1 − θˆT (m+1)bmcc+1
)>
Σˆ−1m
(
θˆ
bmcc
1 − θˆT (m+1)bmcc+1
)
wα(T )
it is intuitively clear that the statistic maxTmk=1 Dˆm(k) converges to infinity, provided that
θˆ
bmcc
1 and θˆ
T (m+1)
bmcc+1 are consistent estimates of the parameter θ before and after the change
point m+ k∗ = bmcc and Σˆm converges to a positive definite p× p matrix. The following
Theorem 3.8 makes these heuristic arguments more precise. Its proof requires several as-
sumptions, which are stated first. The result might be even correct under slightly weaker
assumptions. However, in the form stated below we can also prove consistency of a se-
quential scheme based on a self-normalized version of Dˆm(k) (see Theorem 3.10 in Section
3.2).
Assumption 3.6 If the alternative hypothesis H1 defined in (2.3) holds we assume that the
change occurs at position m+ k∗ = bmcc for some c ∈ (1, T + 1). Moreover, let {Zt(1)}t∈Z
and {Zt(2)}t∈Z denote (strictly) stationary Rd-valued processes with marginal distribution
functions F (1) and F (2), respectively, such that
θ(F (1)) 6= θ(F (2)) ,
and that for each m ∈ N
(X1, X2, . . . , Xbmcc)
D
= (Z1(1), . . . , Zbmcc(1)) , (3.16)
(Xbmcc+1, . . . , XbmT c)
D
= (Zbmcc+1(2), . . . , ZbmT c(2)) . (3.17)
Note, that formally the process {Xt}t=1,...bmT c is a triangular array, that is Xt = Xm,t, but
we do not reflect this in our notation. Further, we assume that there exist two (standard)
Brownian motions W1 and W2 such that the joint weak convergence { 1√m∑bmsct=1 IF(Zt(1), F (1), θ)}s∈[0,c]{
1√
m
∑bmsc
t=bmcc+1 IF(Zt(2), F (2), θ)
}
s∈[c,T+1]
 D=⇒
 {√ΣF (1)W1(s)}s∈[0,c]{√
ΣF (2)
(
W2(s)−W2(c)
)}
s∈[c,T+1]

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holds, where ΣF (1) and ΣF (2) denote positive definite matrices defined in the same way as
(3.3), that is
ΣF (`) =
∑
t∈Z
Cov
(IF(Z0(`), F (`), θ), IF(Zt(`), F (`), θ)) ∈ Rp×p , ` = 1, 2 (3.18)
and both phases in (3.16) and (3.17) fulfill Assumption 3.2 for the corresponding expansion.
Remark 3.7
(a) The interpretation of Assumption 3.6 is as follows: There exist two regimes and the
process under consideration switches from one regime to the other.
(b) The assumption of two stationary phases before and after the change point is com-
monly made in the literature to analyze change point tests under the alternative [see
for example Aue et al. (2009b), Dette and Wied (2016), Kirch and Weber (2018)
among others]. Note, that we do not assume that the two limiting processes W1 and
W2 are independent.
(c) Often Assumption 3.6 is directly implied by the underlying change point problem.
For example, in the situation of the mean vector introduced in (2.1) it is usually
assumed that Xt = µt + εt, where {εt}t∈Z is a stationary process and µt = µ(1) if
t ≤ bmcc and µt = µ(2) if t ≥ bmcc + 1. In this case Assumption 3.6 is obviously
satisfied. Further examples are discussed in Section 4.
Theorem 3.8 Let Assumption 3.6 be satisfied and let the threshold function wα satisfy
(3.14). Further assume that Σˆm denotes a consistent estimator of the long-run variance
ΣF (1) based on the observations X1, . . . , Xm. Under the alternative hypothesis H1 we have
lim
m→∞
P
(
Tm
max
k=0
Dˆm(k)
wα(k/m)
> 1
)
= 1 .
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Remark 3.9 We can establish similar results for the statistics (2.14) and (2.15) proposed
by Wied and Galeano (2013) among others and Fremdt (2014) among others, respectively.
For example, if the assumptions of Theorem 3.3 are satisfied we obtain the weak convergence
Tm
max
k=1
Qˆm(k)
w(k/m)
D
=⇒ sup
t∈[1,T+1]
B(t, 1)>B(t, 1)
w(t− 1) ,
Tm
max
k=1
Pˆm(k)
w(k/m)
D
=⇒ sup
t∈[1,T+1]
sup
s∈[1,t]
(
B(1, s) +B(t, 1)
)>(
B(1, s) +B(t, 1)
)
w(t− 1)
under the null hypothesis, which can be used to construct an asymptotic level α monitoring
scheme based on the statistics Qˆm and Pˆm, respectively. Consistency of the corresponding
tests follows along the arguments given in the proof of Theorem 3.8. The details are
omitted for the sake of brevity. The finite sample properties of the three different tests will
be investigated by means of a simulation study in Section 5.
3.2 Self-Normalization
The test proposed in Section 3.1 requires an estimator of the long-run variance Σˆm, and
we discuss commonly used estimates for this purpose in Section 4. However, it has been
pointed out by several authors that this problem is not an easy one as the common estimates
depend sensitively on a regularization parameter (for example a bandwidth), which might
be difficult to select in practice. An alternative to long-run variance estimation is the
concept of self-normalization, which will be investigated in this section. This approach has
been studied intensively for a-posteriori change point analysis [see Shao and Zhang (2010)
and Shao (2015) among many others], but - to our best knowledge - self-normalization has
not been considered in the context of sequential monitoring. In the following we discuss
a self-normalized version of the statistic Dˆm proposed in this paper (see equation (2.9)).
Self-normalization of the statistic Pˆm in (2.15) will be briefly discussed in Remark 3.12.
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To be precise, we define a self-normalizing matrix
V(z, u) =
z∑
j=1
j2(z − j)2(θˆj1 − θˆzj+1)(θˆj1 − θˆzj+1)>
+
u∑
j=z+1
(u− j)2(j − z)2(θˆjz+1 − θˆuj+1)(θˆjz+1 − θˆuj+1)> (3.19)
and replace the estimate Σˆm of the long-run variance in (2.9) by the matrix
1
m4
V(m+j,m+
k). This yields the self-normalized statistic
DˆSN(k) = m
k−1
max
j=0
(m+ j)2(k − j)2(θˆm+j1 − θˆm+km+j+1)>V−1(m+ j,m+ k)(θˆm+j1 − θˆm+km+j+1) .
(3.20)
Theorem 3.10 Let w : [0, T ]→ R+ denote any threshold function, which is increasing and
let the assumptions of Theorem 3.3 be satisfied. If the null hypothesis in (2.2) holds, then
as m→∞
Tm
max
k=1
DˆSNm (k)
w(k/m)
D
=⇒ sup
t∈[1,T+1]
sup
s∈[1,t]
|B˜(s, t)|
w(t− 1) , (3.21)
where
B˜(s, t) = B>(s, t)
(
N1(s) +N2(s, t)
)−1
B(s, t) ,
the process {B(s, t)}(s,t)∈∆2 is defined in (3.11) and {N1(s)}s∈[0,T+1] and {N2(s, t)}(s,t)∈∆2
are given by
N1(s) =
s∫
0
B(r, s)B>(r, s)dr ,
N2(s, t) =
∫ t
s
(
B(r, t) +B(s, r)−B(s, t))(B(r, t) +B(s, r)−B(s, t))>dr .
(3.22)
The monitoring rule is now defined in the same way as described in Section 3.1 determining
a threshold function wα(·), such that
P
(
sup
t∈[1,T+1]
sup
s∈[1,t]
|B˜(s, t)|
wα(t− 1) > 1
)
= α (3.23)
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for a given level α, and rejecting the null hypothesis H0 in (2.2) at the time k, if
DˆSNm (k) > wα(k/m) . (3.24)
By Theorem 3.10 this test has asymptotic level α and our next result shows that this
procedure is also consistent.
Theorem 3.11 Let Assumption 3.6 be satisfied and let the threshold function wα satisfy
(3.23). Under the alternative hypothesis H1 we have
lim
m→∞
P
(
Tm
max
k=0
DˆSNm (k)
wα(k/m)
> 1
)
= 1 .
Remark 3.12 The statistic Pˆm(k) defined in (2.15) can be self-normalized in a similar
manner, that is
Pˆ SNm (k) = m
3 k−1max
j=0
(k − j)2(θˆm1 − θˆm+km+j+1)>V−1(m+ j,m+ k)(θˆm1 − θˆm+km+j+1) . (3.25)
If the null hypothesis holds and the assumptions of Theorem 3.3 are satisfied it can be
shown using (3.12) and similar arguments as given in the proof of Theorem 3.10 that
Tm
max
k=1
Pˆ SNm (k)
w(k/m)
D
=⇒ sup
t∈[1,T+1]
sup
s∈[1,t]
|B˜SN(s, t)|
w(t− 1) , (3.26)
where the process B˜SN is defined by
B˜SN(s, t) =
(
B(1, s) +B(t, 1)
)>(
N1(s) +N2(s, t)
)−1(
B(1, s) +B(t, 1)
)
.
Similarly, consistency follows along the lines given in the proof of Theorem 3.11. The
details are omitted for the sake of brevity.
On the other hand a statistic like Qˆm(k) defined in (2.14) cannot be self-normalized in a
straightforward manner as it does not employ a maximum, which is necessary to separate
points before and after the (possible) change point. In particular one cannot use the
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matrix V in (3.19), which is based on such a separation. Obviously, a self-normalization
approach without separation could be constructed but this would lead to a severe loss in
power and is therefore not discussed here. We refer the reader to Shao and Zhang (2010)
for a comprehensive discussion of this problem. The finite sample properties of both self-
normalized methods DˆSNm (k) and Pˆ
SN
m (k) will be compared by means of a simulation study
in Section 5 .
3.3 Implementation
We will close this section with a description of the algorithm to detect changes in the
functional θ(F ) employing self-normalization. In the following paragraph Sˆm(k) denotes
any of the statistics Dˆm(k), Dˆ
SN
m (k), Pˆm(k), Pˆ
SN
m (k) and Qˆm(k) discussed in Section 3.1 and
3.2.
Algorithm 3.13 Let {X1, . . . , Xm} denote the “stable” training data satisfying (2.1).
(Initialization) Choose the factor T to determine how much longer the monitoring
can be performed. Further choose a threshold function wα such that the probability
of type I error is asymptotically α.
(Monitoring) If Xm+k has been observed, compute the the statistic Sˆm(k) and reject
the null hypothesis of no change in the parameter θ(F ) if Sˆm(k) > wα(k/m). In this
case stop monitoring. Otherwise, repeat this comparison with the next observation
Xm+k+1.
(Stop) If there has been no rejection at timem+mT , stop monitoring with observation
Xm+mT and conclude that no change has occurred within the monitoring period.
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4 Some specific change point problems
In this section we illustrate how the assumptions of Section 3 can be verified for concrete
functionals. Exemplarily we consider the mean, variance and quantiles, but similar argu-
ments could be given for other functionals under consideration. To be precise consider a
time series {Xt}t∈Z, which forms a physical system in the sense of Wu (2005), that is
Xt =
g(εt, εt−1, . . . ) if t < bmcc ,h(εt, εt−1, . . . ) if t ≥ bmcc , (4.1)
where {εt}t∈Z denotes a sequence of i.i.d. random variables with values in some measure
space S such that the functions g, h : SN → Rd are measurable. The functions g and h
determine the phases of the physical system before and after the change at position bmcc
with c > 1, respectively. Under the null hypothesis we will always assume that g and h
coincide, which yields that the (whole) times series {Xt}t∈Z is strictly stationary. In the
case g 6= h the random variables Xt form a triangular array, but for the sake of readability
we do not reflect this in our notation. In order to adapt the concept of physical dependence
to the situation considered in this paper, let ε′0 be an independent copy of ε0 and define
the distances
δ
(1)
t,q =
(
E[|g(εt, εt−1, . . . )− g(εt, εt−1, . . . , ε1, ε′0, ε−1, . . . )|q]
)1/q
,
δ
(2)
t,q =
(
E[|h(εt, εt−1, . . . )− h(εt, εt−1, . . . , ε1, ε′0, ε−1, . . . )|q]
)1/q
,
(4.2)
which are used to quantify the (temporal) dependence within both phases of the physical
system and δ
(`)
t,q measures the influence of ε0 on the random variable Xt. Further let
Θ(`)q =
∞∑
t=1
δ
(`)
t,q , ` = 1, 2 , (4.3)
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denote the sum of the coefficients (which might diverge). Additionally, we define the
(ordinary) long-run variance matrix of the phases before and after the change by
Γ(g) =
∑
t∈Z
Cov
(
g(ε0, ε−1, . . . ), g(εt, εt−1, . . . )
)
,
Γ(h) =
∑
t∈Z
Cov
(
h(ε0, ε−1, . . . ), h(εt, εt−1, . . . )
)
.
(4.4)
4.1 Sequential testing for changes in the mean vector
In this section we are interested in detecting changes in the mean
µ(Ft) = E[Xt] =
∫
Rd
xdFt(x) , t = 1, 2, . . . . (4.5)
of a d-dimensional time series {Xt}t∈Z. Sequential detection schemes for a change in the
mean have been been investigated by Chu et al. (1996), Horva´th et al. (2004) and Aue
et al. (2009b) among others. We consider the closed-end-procedure developed in Section 3
and assume the first m observations X1, . . . , Xm to be mean-stable.
As the mean functional (4.5) is linear the influence function is given by
IF(x, F, µ) = x− µ(F ) = x− EF [X] ,
and therefore Assumption 3.2 is obviously satisfied (note that Ri,j = 0 for all i, j). As-
sumption 3.1 reduces to Donsker’s invariance principle, that is
{ 1√
m
bmsc∑
t=1
(Xt − E[Xt])
}
s∈[0,T+1]
D
=⇒ {Σ1/2F W (s)}s∈[0,T+1] (4.6)
in `∞([0, T + 1],Rd) with ΣF =
∑
t∈Z Cov
(
X0, Xt
)
, which has been derived by Wu (2005)
for physical systems under the assumption that Θ
(1)
2 < ∞ (see See Theorem 3 in this
reference). Note that for this functional the (ordinary) long-run variance matrix Γ(g) and
ΣF coincide (under stationarity).
19
If the alternative of a change in the mean at position bmcc for some c ∈ (1, T +1) holds,
we may assume that
h = g + ∆µ , (4.7)
where ∆µ = E[Xbmcc] − E[Xbmcc−1]. Consequently, we have Θ(1)2 = Θ(2)2 and if Θ(1)2 < ∞,
Assumption 3.6 is also satisfied with W1 = W = W2 (see also the discussion at the end of
Remark 3.7). We summarize these observations in the following proposition.
Proposition 4.1 Assume that (4.1) holds with Θ
(1)
2 < ∞ and further let Σˆm denote a
consistent estimator of the (positive definite) long-run variance matrix ΣF (1) (before the
change) based on the observations X1, . . . , Xm.
(a) If g = h, then the assumptions of Theorem 3.5 and 3.10 are satisfied for the functional
(4.5). In other words: The sequential tests for a change in the mean based on the
statistics Dˆ or DˆSN with θ(Ft) =
∫
Rd xdFt(x) have asymptotic level α.
(b) Let representation (4.7) hold with ∆µ 6= 0, then the assumptions of Theorem 3.8 and
3.11 are satisfied for the functional (4.5). In other words: The sequential tests for a
change in the mean based on the statistics Dˆ or DˆSN are consistent.
The finite sample properties of this test will be investigated in Section 5.1.
4.2 Sequential testing for changes in the variance
In this section, we focus on detecting changes in the variance. Following Aue et al. (2009a),
who investigated this problem in the non-sequential case, we consider a time series {Xt}t∈Z
with common mean µ = EF [X] and define the functional
V (F ) =
∫
Rd
xx>dF (x)−
∫
Rd
xdF (x)
∫
Rd
x>dF (x) . (4.8)
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A careful but straightforward calculation shows that the corresponding influence function
is given by
IF(x, F, V ) = −EF [XX>] + 2EF [X]EF [X>] + xx> − EF [X]x> − xEF [X]>
= (x− EF [X])(x− EF [X])> − V (F ) .
(4.9)
Hence the remainder term (under stationarity with X1 ∼ F ) in equation (3.4) is given by
Ri,j = V (Fˆ
j
i )− V (F )−
1
j − i+ 1
j∑
t=i
IF(Xt, F, V )
=
∫
Rd
xx>dFˆ ji (x)−
∫
Rd
xdFˆ ji (x)
∫
Rd
x>dFˆ ji (x)−
1
j − i+ 1
j∑
t=i
(Xi − E[X1])(Xi − E[X1])>
= −
∫
Rd
xdFˆ ji (x)
∫
Rd
x>dFˆ ji (x) +
∫
Rd
xE[X>1 ]dFˆ
j
i (x) +
∫
Rd
E[X1]x>dFˆ ji (x)− E[X1]E[X>1 ]
= −
(∫
Rd
x− E[X1]dFˆ ji (x)
)(∫
Rd
x> − E[X>1 ]dFˆ ji (x)
)
. (4.10)
Define vech(·) to be the operator that stacks the columns of a symmetric d × d-matrix
above the diagonal as a vector of dimension d(d + 1)/2. As this operator is linear, it is
obvious that expansion (4.10) is equivalent to
vech(Ri,j) = vech(V (Fˆ
j
i ))− vech(V )−
1
j − i+ 1
j∑
t=i
IFv(Xt, F, V ) , (4.11)
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where IFv is defined as
IFv(Xt, F, V ) = vech
(IF(Xt, F, V )) = IF(Xt, F, vech(V )) (4.12)
=

(Xt,1 − E[Xt,1])2 − E
[
(Xt,1 − E[Xt,1])2
]
(Xt,1 − E[Xt,1])(Xt,2 − E[Xt,2])− E
[
(Xt,1 − E[Xt,1])(Xt,2 − E[Xt,2])
]
(Xt,2 − E[Xt,2])2 − E
[
(Xt,2 − E[Xt,2])2
]
(Xt,1 − E[Xt,1])(Xt,3 − E[Xt,3])− E
[
(Xt,1 − E[Xt,1])(Xt,3 − E[Xt,3])
]
(Xt,2 − E[Xt,2])(Xt,3 − E[Xt,3])− E
[
(Xt,2 − E[Xt,2])(Xt,3 − E[Xt,3])
]
(Xt,3 − E[Xt,3])2 − E
[
(Xt,3 − E[Xt,3])2
]
...

,
and Xt,h denotes the h-th component of the vector Xt. We now provide sufficient conditions
such that the general theory in Section 3 is applicable for the functional vech(V ). Assump-
tion 3.1 is satisfied if the time series {Xt}t∈Z is stationary and the invariance principle
1√
m
bmsc∑
t=1
IFv(Xt, F, V ) D=⇒
√
ΣFW (s) , (4.13)
holds in the space `∞(R,Rd∗), where W is a d∗ = d(d+ 1)/2-dimensional Brownian motion
and ΣF is defined in (3.3) with IF = IFv. Invariance principles of the form (4.13) are
well known for many classes of weakly dependent time series. The required assumptions
for the underlying time series {Xt}t∈Z are typically the same as for the mean - except for
some extra moment conditions to cover the product structure of the random variables in
(4.12). Condition (3.5) in Assumption 3.2 reads as follows
sup
1≤i<j≤n
1
j − i+ 1
∣∣∣ j∑
t=i
Xt,k − E[Xt,k]
∣∣∣∣∣∣ j∑
t=i
Xt,` − E[Xt,`]
∣∣∣ = oP(n1/2) (4.14)
(1 ≤ k, ` ≤ d∗). The validity of this assumption depends on the underlying dependence
structure, in particular of the properties of the functions g and h in (4.1), and exemplarily
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we give sufficient conditions in the following result, which is proved in the online supple-
ment.
Proposition 4.2 Assume that (4.1) holds with bounded functions g and h with δ
(1)
t,4 =
O(ρt), δ(2)t,4 = O(ρt) for some ρ ∈ (0, 1). Let Σˆm denote a consistent estimator of the
long-run variance ΣF (1) (before the change) based on the observations X1, . . . , Xm. Further
assume, that the covariance matrices Γ(g) and Γ(h) defined in (4.4) are positive definite.
(a) If g = h, then the assumptions of Theorem 3.5 and 3.10 are satisfied for the functional
(4.8). In other words: The sequential tests for a change in the variance based on the
statistics Dˆ or DˆSN have asymptotic level α.
(b) If h = A · g for some non-singular matrix A ∈ Rd×d with A · V (F (1)) ·A> 6= V (F (1)),
then the assumptions of Theorem 3.8 and 3.11 are satisfied for the variance functional
(4.8). In other words: The sequential tests for a change in the variance based on the
statistics Dˆ or DˆSN are consistent.
Remark 4.3 The assumption of bounded observations in Proposition 4.2 is crucial to prove
the estimate (4.14). Essentially a proof of such a statement requires a version of Theorem 1
in Shao (1995) for dependent random variables. The main ingredient for a proof of Shao’s
result is an Erdo¨s-Renyi-Law of large numbers in the case of dependent random variables,
which - to the authors best knowledge - is only known for bounded random variables [see
Kifer (2017) for example]. On the other hand the assumption of bounded functions g and
h in (4.1) is not necessary for the functional (4.8) in the case of M -dependent time series.
4.3 Quantiles
In this section we consider the quantile functional
ϕβ(F ) = F
−(β) := inf{x ∈ R |F (x) ≥ β} , (4.15)
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where β ∈ (0, 1) is fixed and F− denotes the quantile function (or sometimes called gen-
eralized inverse function) for a distribution function F . Further recall the notation Fˆ ji
defined in (2.10) for the empirical distribution function based on the subset of observations
Xi, . . . , Xj. For the sake of readability, we will simplify the notation and denote the true
and empirical quantiles by
qβ := ϕβ(F ) = F
−(β) and [qˆβ]
j
i := ϕβ(Fˆ
j
i ) = (Fˆ
j
i )
−(β) ,
respectively. Considering a twice differentiable distribution function F having derivative f
with f(qβ) > 0, a straightforward but tedious calculation yields that the influence functional
for ϕβ is given by
IF(x, ϕβ, F ) = β − I{x ≤ qβ}
f(qβ)
=

β − 1
f(qβ)
if x ≤ qβ ,
β
f(qβ)
if x > qβ
[see, for example, Wasserman (2010) for a proof of this statement under slightly stronger
conditions]. This yields that the linearization in (3.4) for ϕβ is given by
ϕβ(Fˆ
j
i )− ϕβ(F ) = [qˆβ]ji − qβ =
1
j − i+ 1
j∑
t=i
IF(Xt, F, ϕβ)−Ri,j
=
β − Fˆ ji (qβ)
f(qβ)
−Ri,j ,
with remainder terms
Ri,j = qβ − [qˆβ]ji −
β − Fˆ ji (qβ)
f(qβ)
.
The linearization stated above is also known as Bahadur expansion [see Bahadur (1966)]
and the investigation of the order of the remainder terms has been a major research topic. In
this section, we restrict ourselves to the case of independent observations, which makes the
arguments less technical [see the discussion in the online supplement]. Given independent
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and identically distributed observations, an application of Donsker’s theorem immediately
shows that Assumption 3.1 is satisfied for ϕβ, where it suffices to use the bound
|IF(Xt, θβ, F )| =
∣∣∣∣β − I{Xt ≤ qβ}f(qβ)
∣∣∣∣ ≤ 2/f(qβ) .
Establishing Assumption 3.2 is substantially more complicated. To the author’s best knowl-
edge uniform estimates for the remainder terms of the Bahadur expansion of the form (3.5)
have not been investigated in the literature. In the online supplement we prove the following
result, which is of independent interest.
Theorem 4.4 Let {Xt}t∈Z be a sequence of i.i.d. random variables with distribution func-
tion F , which is twice differentiable with
sup
x∈R
(
f(x) + |f ′(x)|) <∞ and P(|X1| > x) . x−λ (4.16)
for fixed λ > 18/5. Further let β ∈ (0, 1) be fixed and assume that f(qβ) > 0. It holds that
1√
n
max
1≤i<j≤n
(j − i+ 1)|Ri,j| = 1√
n
max
1≤i<j≤n
(j − i+ 1)
∣∣∣∣[qˆβ]ji − qβ − β − Fˆ ji (qβ)f(qβ)
∣∣∣∣ = oP(1) .
The assumption on the tails of the distribution of |X1| is crucial to control the error of the
quantile estimators in case of small sample sizes, see Lemma A.7 in the online supplement.
The theorem above directly implies the following corollary.
Corollary 4.5 Let {Xt}t∈Z be a sequence of independent random variables and F (1), F (2)
distributions functions fulfilling the assumptions of Theorem 4.4. Assume that for a con-
stant 1 < c < T
Xt ∼
F
(1) if t < bmcc ,
F (2) if t ≥ bmcc .
(4.17)
Further let Σˆm denote a consistent estimator of the long-run variance ΣF (1) (before a possible
change) based on the observations X1, . . . , Xm.
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(a) If F (1) = F (2), then the assumptions of Theorem 3.5 and 3.10 are satisfied for the
functional (4.15). In other words: The sequential tests for a change in the β-quantile
based on the statistics Dˆ or DˆSN have asymptotic level α.
(b) If θβ(F
(1)) 6= θβ(F (2)), then the assumptions of Theorem 3.8 and 3.11 are satisfied
for the functional (4.15). In other words: The sequential tests for a change in the
β-quantile based on the statistics Dˆ or DˆSN are consistent.
5 Finite sample properties
In this section, we investigate the finite sample properties of the new detection schemes
based on the statistics Dˆ and DˆSN in (2.9) and (3.20) and also provide a comparison to
the detection schemes based on Qˆ, Pˆ and Pˆ SN, which are defined in (2.14), (2.15) and
(3.25), respectively. For the choice of the threshold function we follow the ideas of Horva´th
et al. (2004), Aue et al. (2009b) and Wied and Galeano (2013) and consider the parametric
family
w(t) = (t+ 1)2 ·max
{(
t
t+ 1
)2γ
, δ
}
, (5.1)
where the parameter γ varies in the interval [0, 1/2) and δ > 0 is a small constant introduced
to avoid problems in the denominator of the ratio considered in (3.14). For the statistic Qˆ
these threshold functions are motivated by the law of iterated logarithm and are used to
reduce the stopping delay under the alternative hypothesis [see Aue et al. (2009b) or Wied
and Galeano (2013)].
Note that we use the squared versions of the thresholds from the cited references, since
we consider statistics in terms of quadratic forms. To be precise consider three different
threshold functions
(T1) w(t) = cα ,
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(T2) w(t) = cα(t+ 1)
2 ,
(T3) w(t) = cα(t+ 1)
2 ·max
{( t
t+ 1
)1/2
, 10−10
}
,
where the constant cα is chosen by Monte-Carlo simulations, such that
P
(
sup
t∈[1,T+1]
L(t)
w(t− 1) > 1
)
= α . (5.2)
Here L denotes the limit process corresponding to the test statistic under consideration.
The reader should be aware that occasionally in the literature, authors define the threshold
function without cα and then name the product cα · w(t) the critical curve (for test level
α).
For the estimation of the long-run variance of a one-dimensional time series we use the
well-known quadratic spectral kernel [see Andrews (1991)], that is
σˆ2 = γˆ0 + 2
m−1∑
i=1
k
( i
bm
)
γˆi ,
where γˆi denotes the empirical lag i autocovariance of X1, . . . , Xm and bm is the bandwidth
for the underlying kernel k given by
k(x) =
25
12pi2x2
(
sin(6pix/5)
6pix/5
− cos(6pix/5)
)
.
For multivariate data, we use its canonical extension replacing the estimated autocovari-
ances γˆ by its corresponding multivariate counterparts. In our simulations we use the im-
plementation of this estimator contained in the R-package ’sandwich’ [see Zeileis (2004)].
As mentioned before, we only use the data from the stable subset X1, . . . , Xm for the long-
run variance estimate, while the bandwidth is chosen as bm = log10(m), which corresponds
to the rule proposed in Aue et al. (2009a). Note that the long-run variance estimator is the
same for the non self-normalized procedures Dˆ, Pˆ , Qˆ. For the sake of brevity, we will only
display situations where the parameter T is fixed as T = 1, i.e. the monitoring period will
always have the same size as the historical data set. Further the change will always occur
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at the center of the monitoring period, which is k∗ = m/2. For the case T ≥ 2 and other
change locations we obtained a similar picture. The results can be found in Section B of
the online supplement. All results that are presented here and in the online supplement
are based on 5000 independent simulation runs.
5.1 Changes in the mean
For the analysis of the new procedures in the problem of detecting changes in the mean we
look at independent data, a MA(2)- and two AR(1)-processes, defined by
(M1) Xt ∼ εt ,
(M2) Xt = 0.1Xt−1 + εt ,
(M3) Xt = εt + 0.3εt−1 − 0.1εt−2 ,
(M4) Xt = 0.3Xt−1 + et ,
where {εt}t∈Z and {et}t∈Z are sequences of independent standard Gaussian and exp(1)
distributed random variables, respectively. In the case of the alternative hypothesis we
consider the sequence
Xµt =
 Xt if t < m+ b
m
2
c
Xt + µ if t ≥ m+ bm2 c
for various values of µ. For all discussed detection schemes the empirical rejection proba-
bilities for the models (M1) - (M4) and threshold functions (T1) - (T3) are shown in Figure
1 and 2 corresponding to the choice m = 50 and m = 100 as initial sample size. The results
can be summarized as follows. The statistic Dˆ outperforms Pˆ and Qˆ with respect to the
power for all combinations of the model and threshold function. Further the statistic Pˆ
shows a better performance with respect to power as Qˆ in all cases under consideration. For
example, the plot in the left-upper corner of Figure 1 shows, that Dˆ already has empirical
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power close to 1 (0.95) for a change of size 1, while Pˆ and Qˆ have only empirical power
of 0.84 and 0.71, respectively. This relation is basically the same in all plots contained in
Figures 1 and 2.
In Figure 3 we present the average rejection time of the different procedures as a function
of the size of the change for the different choices (T1) - (T4) of the threshold function under
model (M1). For its computation we ignore runs without a rejection and with a rejection
before the actual change. The results basically show that the rejections occur earlier when
using threshold (T3) or (T2) instead of the constant threshold (T1). The threshold (T3)
also yields slightly earlier rejections compared to threshold (T2). This effect may be caused
by a value of γ in the parametric family in (5.1) (γ = 0 and γ = 0.25), which corresponds
to the observations made by Horva´th et al. (2004) or Wied and Galeano (2013), where a
more detailed discussion is given. Basically, the plots illustrate a decreasing rejection with
an increasing size of the change provided that this is larger than 0.5. This corresponds to
intuition. The slight decrease in the empirical time of rejection for small values of µ can
be explained by the fact that this case is close to the null hypotheses. As a consequence
the rejection times are more uniformly distributed, with a greater portion close to the time
m+ k∗.
For the sake of brevity we will only consider the constant threshold (T1) in the remaining
part of this paper (note also that the results in Figure 1 and 2 show no substantial differences
between the different threshold functions). In Figure 4 we display the power of the tests
based on the self-normalized statistics DˆSN and Pˆ SN and non self-normalized statistics Dˆ
and Pˆ . The results are similar as before and the empirical power obtained by the use of
DˆSN is considerably higher than those of Pˆ SN. Further a comparison between the results
of DˆSN and Pˆ SN to those of Dˆ and Pˆ indicates, that self-normalization yields a substantial
loss of power in the sequential detection schemes.
On the other hand the approximation of the nominal level is more stable with respect
to different dependence structures for self-normalized methods. To illustrate this fact we
29
display in Table 1 the type-I error for all five sequential monitoring schemes based on the
statistics Dˆ, Pˆ and Qˆ. The results provide some empirical evidence that the self-normalized
statistics yield a more stable approximation of the nominal level. In particular for model
(M4), which has a stronger dependence structure, the approximation of the self-normalized
methods is clearly superior. This effect is even more visible for stronger dependencies (these
results are not displayed for the sake of brevity).
As pointed out by a reviewer, the method Dˆ and the self-normalized methods DˆSN , Pˆ SN
should require higher computational effort. To offer a comparison of the computational
complexity, we illustrate the run time of the different procedures in Table 2, where we
display the CPU-time of each procedure for for one run. We observe that the computation
of the statistic Dˆ is more expensive than those of Pˆ since it requires updating θˆm+j1 and
θˆm+km+j+1 for all possible change positions j ∈ {0, . . . , k− 1} when a new observation Xm+k+1
arrives. In contrast to this, Pˆ only requires renewing θˆm+km+j+1 (for all possible choices of
j) while the historical estimate θˆm1 is fixed. Note that the procedure based on Qˆ is the
fastest procedure since there is no maximum included and only the estimation θˆm+km has
to be updated when moving to the next observation Xm+k+1. However, one has to keep in
mind that the advantage of Qˆ and Pˆ over Dˆ with respect to computation time comes with
the price of power inferiority described above. As expected, the computation time for the
self-normalized procedures Pˆ and Dˆ is larger, as the process V defined in (3.19) is of a more
complicated structure. However, all procedures are quite fast, such that the observed time
disparities might have an impact in a large simulation study but will not be of importance
in practice when a data set has to be evaluated.
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(T1) (T2) (T3)
(M1)
(M2)
(M3)
(M4)
Figure 1: Empirical rejection probabilities of the sequential tests for a change in the mean
based on the statistics Dˆ (solid line), Pˆ (dashed line) , Qˆ (dotted line). The initial and
total sample size are m = 50 and m(T + 1) = 100, respectively, and the change occurs at
observation 75. The level is α = 0.05. Different rows correspond to different models, while
different columns correspond to different threshold functions.
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(T1) (T2) (T3)
(M1)
(M2)
(M3)
(M4)
Figure 2: Empirical rejection probabilities of the sequential tests for a change in the mean
based on the statistics Dˆ (solid line), Pˆ (dashed line), Qˆ (dotted line). The initial and
total sample size are m = 100 and m(T + 1) = 200, respectively, and the change occurs
at observation 150. The level is α = 0.05. Different rows correspond to different models,
while different columns correspond to different threshold functions.
32
(T1) (T2) (T3)
m = 50
T = 1
m = 100
T = 1
Figure 3: Empirical time of rejection of the sequential tests for a change in the mean based
on the statistics Dˆ (solid line), Pˆ (dashed line), Qˆ (dotted line). The model is chosen as
(M1). The change occurs at observation 75 (first row) and 150 (second row), respectively.
The level is α = 0.05. Different columns correspond to different threshold functions.
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m = 50, T = 1 m = 100, T = 1
(M1)
(M2)
(M3)
(M4)
Figure 4: Empirical rejection probabilities of the sequential tests for a change in the mean
based on the self-normalized statistics DˆSN (solid line), Pˆ SN (long dashed line) compared
to the non self-normalized statistics Dˆ (dotted line) and Pˆ (dashed lined). The initial and
total sample size are m = 50 and m(T + 1) = 100 (upper panel, change at observation 75)
and m = 100 and m(T + 1) = 200 (lower panel, change at observation 150). The level is
α = 0.05 and the threshold function is given by (T1).
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m model \ statistic Dˆ Pˆ Qˆ DˆSN Pˆ SN
50
(M1) 5.6% 5.3% 5.8% 5.0% 5.7%
(M2) 7.8% 7.1% 7.6% 5.7% 6.5%
(M3) 6.4% 6.3% 6.8% 5.2% 6.3%
(M4) 14.2% 12.8% 12.5% 7.0% 7.8%
100
(M1) 5.9% 5.8% 5.9% 5.1% 5.7%
(M2) 7.3% 6.4% 6.6% 6.0% 6.4%
(M3) 5.8% 5.4% 5.7% 5.9% 6.1%
(M4) 11.8% 10.2% 10.3% 6.6% 7.1%
Table 1: Simulated type I error (level α = 0.05) of the sequential tests for a change in the
mean based on the statistics Dˆ, Pˆ , Qˆ, DˆSN and Pˆ SN . The threshold function is (T1) and
the factor T is again set to T = 1.
Dˆ 0.0112 sec DˆSN 0.3194 sec
Pˆ 0.0080 sec Pˆ SN 0.3173 sec
Qˆ 0.0075 sec
Table 2: Computation time for one simulation run of the procedures Dˆ, Pˆ , Qˆ, DˆSN , Pˆ SN
The scenario is the same as in the left column of Figure 4.
5.2 Changes in the variance
In this subsection we present a small simulation study investigating the performance of the
detection schemes for a change in the variance matrix. We consider the following models
(V1) Xt = εt ,
(V2) Xt = A1Xt−1 + εt ,
(V3) Xt = εt + A2εt−1 + A3εt−2 ,
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(V4) Xt = A4Xt−1 + εt ,
where {εt}t∈Z = {(εt,1, . . . , εt,d)>}t∈Z denotes an i.i.d. sequence of centered d-dimensional
Gaussian distributed random variables d is chosen accordingly to the dimension of the
involved matrices, which are defined by
A1 =
0.2 0.1
0.1 0.2
 , A2 =
0.3 0.1
0.1 0.3
 , A3 =
 0.1 0.05
0.05 0.1
 ,
A4 =

0.1 0.05 0.05
0.05 0.1 0.05
0.05 0.05 0.1
 .
(5.3)
For the alternative, we proceed similarly as in Aue et al. (2009a) and define
Cov(εt, εt) = εt · ε>t =
Id if t ≤ m+ b
m
2
c
Id + δ · Id if t > m+ bm2 c
, (5.4)
where Id denotes the d-dimensional identity matrix (the case δ = 0 corresponds to the null
hypothesis of no change). For the sake of brevity we will focus on the non-self-normalized
statistics Dˆ, Pˆ and Qˆ here. In Figure 5 we display the empirical power for the three data
generating processes and the threshold function (T1). The results are similar to those
presented in Section 5.1. The test based on the statistic Dˆ is more powerful than the tests
based on Pˆ and Qˆ. It should be mentioned that the approximation of the nominal level is
less accurate for model (V4).
5.3 Changes in the correlation
We conclude this paper with a brief empirical comparison of the three methods for the
detection of a change in the correlation, which has been considered in Wied and Galeano
(2013). For the sake of brevity we do not provide a detailed proof that the assumptions
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(V1) (V2)
(T1)
(V3) (V4)
(T1)
Figure 5: Empirical rejection probabilities of the sequential tests for a change in the variance
matrix based on the statistics Dˆ (solid line), Pˆ (dashed line), Qˆ (dotted line). The initial
and total sample size are m = 200 and m(T + 1) = 400, respectively, and the change occurs
at observation 300. The level is α = 0.05.
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(V1) (V2) (V3)
(T1)
Figure 6: Empirical rejection probabilities of the sequential tests for a change in the corre-
lation based on the statistics Dˆ (solid line), Pˆ (dashed line) , Qˆ (dotted line). The initial
and total sample size are m = 500 and n = 1000, respectively, and the change occurs at
observation 750. The level is α = 0.05.
of Section 3 are satsified, but restrict ourselves to the numerical comparison. For the
definition of the data generating processes, we use the models (V1) - (V3) introduced in
Section 5.2 but with a different process {εj}j∈Z = {(εj,1, εj,2)>}j∈Z. In this section {εj}j∈Z
is a sequence of independent two-dimensional Gaussian random variables such that
Cor(εj,1, εj,2) =
c1 if j ≤ m+ b
m
2
c ,
c2 if j > m+ bm2 c
and Var(j,1) = Var(j,2) = 1. We use c1 = 0.3 for the correlation before the change and
consider different values of c2. For estimation of the long-run variance matrix we use the
estimator proposed in Wied and Galeano (2013) (the explicit formula for the estimator is
given in the appendix of the referenced paper and omitted here for the sake of brevity).
Figure 6 now compares the power of the non-self-normalized methods for the three models
defined above. As in the previous sections the sequential detection scheme based on Dˆ
yields substantially better results.
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5.4 Data example
In this section we provide a small data example to illustrate potential applications of the
new method based on the statistic Dˆ. For this purpose we consider the log-returns of
the NASDAQ Composite Index and the Sandard & Poor’s 500 Index in the period from
1997-01-02 to 2002-12-31 (rise and burst of dot-com bubble) and investigate this data for
potential changes in the covariance matrix. The log-returns and corresponding prices are
shown in Figure 7.
If the monitoring rejects the null hypothesis of a stable covariance matrix (at time k), we
directly obtain an estimate of the change point location via the formula:
ˆ`= m+
k−1
argmax
j=0
(m+ j)2(k − j)2(Vˆ m+j1 − Vˆ m+km+j+1)>Σˆ−1m (Vˆ m+j1 − Vˆ m+km+j+1) , (5.5)
where Vˆ ji := vech(V (Fˆ
j
i )) is the vectorized covariance functional [see equation (4.8)]. Note
that (5.5) can be directly derived from formula (2.9), where we use the constant threshold
function. To verify stability of the historical/training data set we employ the retrospective
test based on the statistic Λ˜n defined on page 6 in Aue et al. (2009a) with the Newey-West
estimator for the log-run variance using the automatic bandwidth selection contained in
the R-package ’sandwich’ [see Zeileis (2004)].
To be precise, the methodology at hand is applied as follows: If the test of Aue et al. (2009a)
rejects for the potential initial stable sample of m observations (where m = 255 corresponds
approximately to one year), we use the corresponding estimator, say ˆ`A, from this refer-
ence to estimate the change point and consider (next) the set {Xˆ`
A+1
, . . . , Xˆ`
A+m−1} to
investigate stability. Otherwise, we start the monitoring procedure proposed in this paper
with the observations {X1, . . . , Xm} as the stable initial data set. If this monitoring does
not reject, we would simply stop monitoring after m + mT observations (2002-12-31) and
conclude that there was no change in the considered time frame. If sequential monitoring
rejects, we report the day of rejection and the corresponding location estimate ˆ` defined in
(5.5). Next we define the m (≈ one year) data points {Xˆ`+1, . . . , Xm+ˆ`+1} subsequent of the
39
location estimate ˆ` as a new (potential) historic data set and restart with the retrospective
analysis as described above. The level of all tests is 5%. The results of this approach are
listed in Table 3 and the estimated change points are displayed in Figure 7.
For example the first column in Table 3 is obtained as follows. We start by applying the ret-
rospective test to the first 255 observations (1997-01-02 to 1997-12-31). Since this test does
not reject the null hypothesis of a stable covariance matrix, we use this data as first initial
sample and start our monitoring procedure with end point 2002-12-31 (m = 255, T = 4.92).
This sequential monitoring then rejects with observation 534 (1999-02-12) and the corre-
sponding location estimate for the change is 397 (1998-07-29) [see also Table 3]. Next we
check (covariance) stability of the observations 398 to 652(= 398 + 254) with the retro-
spective test. This test does not reject, which means that this set will be the new historic
period. Now the sequential procedure is relaunched with the same end point (2002-12-31)
but an adapted T = 3.36. This procedure is continued until the end of the period under
investigation.
6 Conclusion and outlook
In this paper we have proposed a new closed end sequential monitoring procedure for
changes in the parameter of a d dimensional time series. We have proved that for large
sample sizes the new tests keep its pre-specified level and are consistent. Moreover, we
introduce the concept of self-normalization for sequential change point detection to avoid
the estimation of the long-run variance. Our approach is motivated by the concept of like-
lihood ratio tests and is generally applicable, whenever the estimate of the parameter can
be represented as a linear function of the empirical distribution function with a remainder
satisfying several regularity conditions. These assumptions have to be verified for each case
individually and we do this here for the mean, variance and quantile. An interesting direc-
tion for future research is the investigation if these conditions are also satisfied for other
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Figure 7: Log-returns (upper row) and prices (lower row) of NASDAQ Composite and
Standard and Poor’s 500 indices. The vertical dashed lines mark positions of estimated
change points found by our analysis with threshold function (T3). In brackets we denote if
a change point was detected by the sequential (S) or by the retrospective method (R).
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(T1) (T2) (T3)
change point found at change point found at change point found at
1998-07-29 (S) 1999-02-12 1998-07-29 (S) 1998-10-01 1998-05-29 (S) 1998-09-08
1999-12-31 (S) 2000-04-03 1999-10-14 (S) 2000-03-15 1999-10-14 (S) 2000-03-14
2000-05-03 (R) 2001-01-04 2001-04-23 (S) 2002-01-31 2000-10-18 (S) 2001-01-03
2000-10-11 (R) 2001-05-08 2002-05-15 (S) 2002-07-22 2001-04-23 (R) 2001-10-29
2001-04-23 (R) 2001-10-22 2002-05-14 (S) 2002-07-19
2002-06-14 (S) 2002-07-10
Table 3: Rejection dates (found at) and corresponding estimates of the change point
locations for the (log-return) covariance matrix of NASDAQ Composite and Standard and
Poor’s 500 indices in the time frame 1997-01-02 to 2002-12-31 for different choices of
threshold functions..
functionals such skewness, kurtosis or correlation (for the latter we give some numerical
results).
Our empirical findings provide strong evidence that compared to the currently available
methodology the new sequential detection scheme based on the likelihood ratio approach
yields to a substantial improvement with respect to power. The improvement was observed
in all examples under consideration. It is less visible if the change points occur shortly after
the initial stable sequence but substantial for all other cases, in particular, if the change
point is close to the end of the monitoring period. Thus - although the new approach is
computationally more expensive - it should be preferred to the currently available method-
ology.
An important direction for future research is the development of a corresponding method-
ology for open end procedures as considered by Chu et al. (1996), Horva´th et al. (2004)
or Kirch and Weber (2018), for example. Moreover, it remains to find suitable threshold
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functions for the monitoring procedure based on Dˆ. The functions considered in this work
have been originally developed for other monitoring procedures [see Horva´th et al. (2004)
or Wied and Galeano (2013) among others], and it is likely that the performance of the
new procedure can be further improved by choosing an alternative weight function.
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A Technical details
Proof of Theorem 3.3. From (3.4), (3.6) we obtain the representation
m−3/2U˜(bmrc, bmsc, bmtc) = m−3/2(bmtc − bmsc)(bmsc − bmrc)
(
θˆ
bmsc
bmr+1c − θˆbmtcbmsc+1
)
=
bmtc − bmsc
m3/2
bmsc∑
i=bmrc+1
IF(Xi, F, θ)− bmsc − bmrc
m3/2
bmtc∑
t=bmsc+1
IF(Xi, F, θ)
+
(bmtc − bmsc)(bmsc − bmrc)
m3/2
(
Rbmrc+1,bmsc −Rbmsc+1,bmtc
)
.
1
By Assumption 3.1 we have
{bmtc − bmsc
m3/2
bmsc∑
i=bmrc+1
IF(Xi, F, θ)− bmsc − bmrc
m3/2
bmtc∑
i=bmsc+1
IF(Xi, F, θ)
}
(r,s,t)∈∆3
D
=⇒ Σ1/2F
{(
t− s)(W (s)−W (r))− (s− r)(W (t)−W (s))}
(r,s,t)∈∆3
= Σ
1/2
F
{
B(s, t) +B(r, s)−B(r, t)}
(r,s,t)∈∆3 ,
where we use the definition of the process B in (3.11) and the fact
sup
(s,t)∈∆2
∣∣∣bmtc − bmsc
m
− (t− s)
∣∣∣ ≤ 2
m
= o(1) .
Finally, Assumption 3.2 yields
(bmtc − bmsc)(bmsc − bmrc)
m3/2
(
Rbmrc+1,bmsc −Rbmsc+1,bmtc
)
= op(1) ,
uniformly with respect to (r, s, t) ∈ ∆3 so that the proof of Theorem 3.3 is finished by
Slutsky’s Theorem.
Proof of Corollary 3.5. Define
Dm(k) = m
−3 k−1max
j=0
|U>(m+ j,m+ k)Σ−1F U(m+ j,m+ k)| . (A.1)
Using the fact, that the detection scheme {Dm(bmtc)}t∈[0,T ] is piecewise constant (with
respect to t) and the monotonicity of the threshold function we obtain the representation
Tm
max
k=1
Dm(k)
w(k/m)
= sup
t∈[0,T ]
Dm(bmtc)
w(t)
= sup
t∈[1,T+1]
sup
s∈[1,t]
m−3
∣∣U>(bmsc, bmtc)Σ−1F U(bmsc, bmtc)∣∣
w(t− 1) .
By Remark 3.4 and the continuous mapping theorem we have
Tm
max
k=1
Dm(k)
w(k/m)
D
=⇒ sup
t∈[1,T+1]
sup
s∈[1,t]
B(s, t)>B(s, t)
w(t− 1) ,
2
where the process B is defined in (3.11). The result now follows from Remark 3.4, the fact,
that wα has a lower bound and that Σˆm is a consistent estimate of the matrix ΣF , which
implies (observing the definition of Dˆ in (A.1))∣∣∣ Tmmax
k=1
Dm(k)
w(k/m)
− Tmmax
k=1
Dˆm(k)
w(k/m)
∣∣∣ ≤ Tmmax
k=1
∣∣Dm(k)− Dˆm(k)∣∣
≤ ‖Σˆ−1m − Σ−1F ‖op sup
t∈[1,T+1]
sup
s∈[1,t]
|m−3/2U(bmsc, bmtc)|2
= oP(1) .
Here ‖·‖op denotes the operator norm and we have used the estimate ‖Σˆ−1m −Σ−1F ‖op = oP(1),
which is a consequence of the Continuous Mapping Theorem.
Proof of Theorem 3.8. By the definition of the statistic Dˆ in (2.9), we obtain
Tm
max
k=0
Dˆm(k)
wα(k/m)
≥ m−3
∣∣U>(bmcc,m(T + 1))Σˆ−1m U(bmcc,m(T + 1)∣∣
wα(T )
, (A.2)
where bmcc denotes the (unknown) location of the change. We can apply expansion (3.4)
to X1, . . . , Xbmcc and Xbmcc+1, . . . , XbmT c and obtain
m−3/2U(bmcc,m(T + 1)) = bmcc
(
m(T + 1)− bmcc)
m3/2
(
θˆ
bmcc
1 − θˆm(T+1)bmcc+1
)
=
m(T + 1)− bmcc
m3/2
bmcc∑
i=1
IF(Xi, F (1), θF (1))
− bmcc
m3/2
m(T+1)∑
i=bmcc+1
IF(Xi, F (2), θF (2))
+
bmcc(m(T + 1)− bmcc)
m3/2
(
θF (1) − θF (2) +R(F
(1))
1,bmcc −R(F
(2))
bmcc+1,m(T+1)
)
,
where θF (`) = θ(F
(`)) (` = 1, 2). Using Assumption 3.6 we obtain the joint convergence of
1
m3/2
(m(T + 1)− bmcc)∑bmcci=1 IF(Xi, F (1), θF (1))
bmcc∑m(T+1)i=bmcc+1 IF(Xi, F (2), θF (2))
 D=⇒
 (T + 1− c)√ΣF (1)W1(c)
c
√
ΣF (2)
(
W2(T + 1)−W2(c)
)
3
and
bmccm(T + 1)
m3/2
(
R
(F (1))
1,bmcc −R(F
(2))
bmcc+1,m(T+1)
)
P
=⇒ 0 .
As θF (1) 6= θF (2) this directly implies m−3/2|U(bmcc,m(T + 1))| P=⇒ ∞ , and the assertion
follows from (A.2) and the assumption that Σˆm is a consistent estimate for ΣF (1) .
Proof of Theorem 3.10. Recalling the definition of U˜ and U in (3.6) and (3.7), respec-
tively, we obtain for the normalizing process V in (3.19) the representation
m−4V(bmsc, bmtc) = m−4
bmsc∑
j=1
j2(bmsc − j)2
(
θˆj1 − θˆbmscj+1
)(
θˆj1 − θˆbmscj+1
)>
+m−4
bmtc∑
j=bmsc+1
(bmtc − j)2(j − bmsc)2
(
θˆjbmsc+1 − θˆbmtcj+1
)(
θˆjbmsc+1 − θˆbmtcj+1
)>
= m−4
bmsc∑
j=1
U(j, bmsc)U>(j, bmsc)
+m−4
bmtc∑
j=bmsc+1
U˜(bmsc, j, bmtc)U˜>(bmsc, j, bmtc)
= m−3
∫ s
0
U(bmrc, bmsc)U>(bmrc, bmsc)dr
+m−3
∫ t
s
U˜(bmsc, bmrc, bmtc)U˜>(bmsc, bmrc, bmtc)dr .
By Theorem 3.3 we have
{
m−3/2U˜m(bmrc, bmsc, bmtc)
}
(r,s,t)∈∆3
D
=⇒ Σ1/2F
{
B(s, t) +B(r, s)−B(r, t)}
(r,s,t)∈∆3
(A.3)
in the space `∞(∆3,Rp), where the process B is defined in (3.11). Consequently, the
4
Continuous Mapping Theorem yields (in the space `∞(∆2,Rp × Rp)){( m−3/2 · U(bmsc, bmtc)
m−4 · V(bmsc, bmtc)
)}
(s,t)∈∆2
D
=⇒
{( Σ1/2F B(s, t)
Σ
1/2
F
(
N1(s) +N2(s, t)
)
Σ
1/2
F
)}
(s,t)∈∆2
,
(A.4)
where N1, N2 are defined in (3.22). Now the assertion of Theorem 3.10 follows by a further
application of the Continuous Mapping Theorem.
Proof of Theorem 3.11. By definition of the self-normalized statistic DˆSN in (3.20), we
obtain
Tm
max
k=0
DˆSNm (k)
wα(k/m)
≥ m ·
∣∣U>(bmcc,m(T + 1))V−1(bmcc,m(T + 1))U(bmcc,m(T + 1)∣∣
wα(T )
,
(A.5)
where bmcc denotes the (unknown) location of the change. The discussion in the proof of
Theorem 3.8 shows
m−3/2U(bmcc,m(T + 1)) P=⇒∞ .
The proof will be completed by inspecting the random variable V−1(bmcc,m(T +1)) in the
lower bound in (A.5). Repeating again the arguments from the proof of Theorem 3.3 we
can rewrite
m−4 · V(bmcc,m(T + 1)) = m−3
∫ c
0
U(bmrc, bmsc)U>(bmrc, bmsc)dr
+m−3
∫ T+1
c
U˜(bmsc, bmrc, bmtc)U˜>(bmsc, bmrc, bmtc)dr .
(A.6)
Using Assumption 3.6 and employing the arguments from the proof of Theorem 3.3 we
obtain weak convergence of {U(bmrc, bmsc)}0≤r≤s≤c
{U˜(bmsc, bmrc, bmtc)}c≤s≤r≤t≤T+1
 D=⇒
 {B(1)(r, s)}0≤r≤s≤c
{B(2)(r, t) +B(2)(s, r)−B(2)(s, t)}c≤s≤r≤t≤T+1
 ,
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where we use the extra definition
B(`)(s, t) = tW`(s)− sW`(t) ` = 1, 2
and W1 and W2 are defined in Assumption 3.6. By the Continuous Mapping Theorem and
the representation in (A.6) this implies
m−4 · V(bmcc,m(T + 1)) D=⇒ Σ1/2
F (1)
(
N
(1)
1 (c)
)
Σ
1/2
F (2)
+ Σ
1/2
F (2)
(
N
(2)
2 (c, T + 1)
)
Σ
1/2
F (2)
,
where the processes N
(1)
1 and N
(2)
2 are distributed like N1 and N2 in (3.22) but with respect
to the processes B(1) and B(2), respectively.
Proof of Proposition 4.2. For the sake of readability, we will give the proof only for the
case d = 2. The arguments presented here can be easily extended to higher dimension. In
view of the representation in (4.12), we may also assume without loss of generality that
µ = E[Xt] = 0.
Part (a) of the proposition is a consequence of the discussion after Corollary 3.5 pro-
vided that Assumptions 3.1 and 3.2 can be established. For this purpose we introduce the
notation
Zt := IFv(Xt, F, V ) =

X2t,1 − E[X2t,1]
Xt,1Xt,2 − E[Xt,1Xt,2]
X2t,2 − E[X2t,2]

and note that the time series {Zt}t∈Z can be represented as a physical system, that is
Zt =

g21(εt, . . . )− E[X21,1]
g1(εt, . . . )g2(εt, . . . )− E[X1,1X1,2]
g22(εt, . . . )− E[X21,2]
 := G(εt, εt−1, . . . ) , (A.7)
6
where gi denotes the i-th component of the function g in (4.1). In view of definition (4.2)
introduce the notation
X ′t = g(εt, εt−1, . . . , ε1, ε
′
0, ε−1, . . . ) .
The corresponding physical dependence coefficients δZt,2 in (4.2) are then given by
δZt,2 =
∥∥∥√(X2t,1 − (X ′t,1)2)2 + (X2t,2 − (X ′t,2)2)2 + (Xt,1Xt,2 −X ′t,1X ′t,2)2∥∥∥
2
≤ ‖X2t,1 − (X ′t,1)2‖2 + ‖X2t,2 − (X ′t,2)2‖2 + ‖Xt,1Xt,2 −X ′t,1X ′t,2‖2
≤ 3 ·max
{
‖X2t,1 − (X ′t,1)2‖2 , ‖X2t,2 − (X ′t,2)2‖2 , ‖Xt,1Xt,2 −X ′t,1X ′t,2‖2
}
,
where we used the inequality
√
a+ b ≤ √a + √b for a, b > 0. Now Ho¨lder’s inequality
yields for an appropriate constant C
‖X2t,1 − (X ′t,1)2‖2 ≤ ‖Xt,1 +X ′t,1‖4‖Xt,1 −X ′t,1‖4 ≤ C · δt,4 ,
‖Xt,1Xt,2 −X ′t,1X ′t,2‖2 ≤
∥∥Xt,1(Xt,2 −X ′t,2)∥∥2 + ∥∥X ′t,2(Xt,1 −X ′t,1)∥∥2
≤ ∥∥Xt,1∥∥4∥∥Xt,2 −X ′t,2∥∥4 + ∥∥X ′t,2∥∥4∥∥Xt,1 −X ′t,1∥∥4 ≤ C · δ(1)t,4 .
Combining these results gives
∑∞
t=1 δ
Z
t,2 ≤ C · Θ(1)4 < ∞ and Theorem 3 from Wu (2005)
implies the weak convergence
1√
m
bmsc∑
t=1
IFv(Xt, F, V ) = 1√
m
bmsc∑
t=1
Zt
D
=⇒
√
ΣFW (s)
in the space `∞([0, T +1],R3) as m→∞, where ΣF is the long-run variance matrix defined
in (3.3). Therefore Assumption 3.1 is satisfied.
To finish part (a) it remains to show that Assumption 3.2 holds. Due to (4.14) this is a
consequence of
sup
1≤i<j≤n
1√
j − i+ 1
∣∣∣ j∑
t=i
Xt,` − E[Xt,`]
∣∣∣ = oP(n1/4) (A.8)
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for ` = 1, 2, 3. Since the arguments are exactly the same, we will only elaborate the case
` = 1. For this purpose let
Si =
i∑
t=1
Xt,1 − E[Xt,1] ,
and note that the left-hand side of (A.8) can be rewritten as
max
1≤j≤n
max
1≤k≤n−j
1√
k
|Sj+k − Sj| = max
{
max
1≤j≤n
max
1≤k≤n−j
1√
k
(Sj+k − Sj) ,
max
1≤j≤n
max
1≤k≤n−j
−1√
k
(Sj+k − Sj)
}
.
Thus it suffices to show that both terms inside the (outer) maximum are of order oP(n
1/4) .
For the sake of brevity, we will only prove that
max
1≤j≤n
max
1≤k≤n−j
1√
k
(Sj+k − Sj) = oP(n1/4) (A.9)
and the other term can be treated in the same way. Assertion (A.9) follows obviously from
the two estimates
max
1≤j≤n
max
1≤k≤(n−j)∧blog2(n)c
Sj+k − Sj√
kn1/4
= oP(1) , (A.10)
max
1≤j≤n
max
blog2(n)c≤k≤n−j
Sj+k − Sj√
kn1/4
= oP(1) . (A.11)
Since the function g is bounded, one directly obtains that there exists a constant C such
that |Xj,1 − E[Xj,1]| ≤ C. This gives∣∣∣∣ max1≤j≤n max1≤k≤(n−j)∧blog2(n)c Sj+k − Sj√kn1/4
∣∣∣∣ ≤ max1≤j≤n max1≤k≤(n−j)∧blog2(n)c
√
kC
n1/4
= o(1)
and so (A.10) is shown. To establish (A.11) we will use Corollary 1 from Wu and Zhou
(2011), which implies, that (on a richer probability space) there exists a process {Sˇi}ni=1
and a Gaussian process {Gˇi}ni=1, such that
(Sˇ1, . . . , Sˇn)
D
= (S1, . . . , Sn) and max
1≤i≤n
|Sˇi − Gˇi| = OP
(
n1/4(log n)3/2
)
.
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Additionally, (again on a richer probability space) there exists another Gaussian process
{Gˆi}ni=1 such that
(Gˇ1, . . . , Gˇn)
D
= (Gˆ1, . . . , Gˆn) and max
1≤i≤n
|Gˆi −Gi| = OP
(
n1/4(log n)3/2
)
,
where the process G is given by
{Gi}ni=1 =
{ i∑
t=1
Yt
}n
i=1
,
with i.i.d. Gaussian distributed random variables Y1, . . . , Yn ∼ N (0, (Γ(g))1,1)
)
with Γ(g)
defined in (4.4). Therefore we obtain∣∣∣∣ max1≤j≤n maxblog2(n)c≤k≤n−j Sˇj+k − Sˇj√kn1/4 − max1≤j≤n maxblog2(n)c≤k≤n−j Gˇj+k − Gˇj√kn1/4
∣∣∣∣
≤ max
1≤j≤n
max
blog2(n)c≤k≤n−j
∣∣∣∣ Sˇj+k − Sˇj − Gˇj+k + Gˇj√kn1/4
∣∣∣∣ ≤ 2 max1≤j≤n |Sˇj − Gˇj|log2(n)n1/4 = oP(1)
and by the same arguments∣∣∣∣ max1≤j≤n maxblog2(n)c≤k≤n−j Gˆj+k − Gˆj√kn1/4 − max1≤j≤n maxblog2(n)c≤k≤n−j Gj+k −Gj√kn1/4
∣∣∣∣ = oP(1) .
Now Theorem 1 in Shao (1995) gives
lim
n→∞
max
1≤j≤n
max
blog2(n)c≤k≤n−j
Gj+k −Gj√
kn1/4
= 0
with probability 1, which completes the proof of Part (a).
For a proof of part (b) of Proposition 4.2 let F (1), ΣF (1) and F
(2), ΣF (2) denote the distri-
bution function and corresponding long-run variances in equation (3.18) before and after
the change point, respectively. Note that h = A · g and consider the time series
X˜t =
g(εt, εt−1, . . . ) if t < bmcc ,A−1 · h(εt, εt−1, . . . ) if t ≥ bmcc ,
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which is strictly stationary with distribution function F (1). Using similar arguments as in
the proof of part (a), one easily verifies that
{ 1√
m
bmsc∑
t=1
IFv(X˜t, F (1), V )
}
s∈[0,T+1]
D
=⇒ {
√
ΣF (1)W (s)}s∈[0,T+1] . (A.12)
Next, observe that there exists a matrix A(v) ∈ R3×3, such that for all symmetric matrices
M ∈ R2×2, the following identity holds
vech(A ·M · A>) = A(v) · vech(M) .
Further, using (4.9) one observes
A · IF(X˜t, F (1), V ) · A> = AX˜tX˜t>A> − A · V (F (1)) · A> = IF(Xt, F (2), V )
whenever t ≥ bmcc, which yields
A(v)IFv(X˜t, F (1), V ) = IFv(Xt, F (2), V ) for t ≥ bmcc . (A.13)
Similar arguments give
A(v)ΣF (1)(A
(v))> = ΣF (2) . (A.14)
Now consider the mapping
ΦA :

`∞([0, T + 1],R3)→ `∞([0, c],R3)× `∞([c, T + 1],R3) ,
{f(s)}s∈[0,T+1] 7→
 {f(s)}s∈[0,c]{
A(v)(f(s)− f(c))}
s∈[c,T+1]
 ,
then the Continuous Mapping, (A.12) and (A.13) yield { 1√m∑bmsct=1 IFv(Xt, F (1), V )}s∈[0,c]{
1√
m
∑bmsc
t=bmcc+1 IFv(Xt, F (2), V )
}
s∈[c,T+1]
 D=⇒
 {√ΣF (1)W (s)}s∈[0,c]{
A(v)
√
ΣF (1)
(
W (s)−W (c))}
s∈[c,T+1]

D
=
 {√ΣF (1)W (s)}s∈[0,c]{√
ΣF (2)
(
W (s)−W (c))}
s∈[c,T+1]
 ,
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where the identity in distribution follows from the fact that both components are indepen-
dent and the identity(
A(v)
√
ΣF (1)
)(
A(v)
√
ΣF (1)
)>
= A(v)ΣF (1)(A
(v))> = ΣF (2) .
For the verification of Assumption 3.6 it suffices to show that both, the phase before and
after the change point satisfy Assumption 3.2. This can be done using similar arguments
as in the proof of part (a) of Proposition 4.2 and the details are omitted.
Proof of Theorem 4.4. For a proof of Theorem 4.4 we will require six Lemmas, that are
stated below. Lemmas A.1, A.2, A.3, A.5, A.8 are partially adapted from Lemma 2 and the
proof of Theorem 4 in Wu (2005b) but extended to hold uniformly in sample size. Lemma
A.7 controls the error of the quantile estimators in case of small samples, where the tail
assumptions on the distribution function comes into play.
Lemma A.1 Under the assumptions of Theorem 4.4 for all 0 < r < 1 and ϑ > 1, there
exists a constant Cr,ϑ, such that
P
(
max
1≤i<j≤n
|j−i|≥nr
sup
x∈R
|Fˆ ji (x)− F (x)| > Cr,ϑ
√
r log(n)
nr/2
)
. n−ϑ .
Proof. We have the following upper bounds
P
(
max
1≤i<j≤n
|j−i|≥nr
sup
x∈R
|Fˆ ji (x)− F (x)| > Cr,ϑ
√
r log(n)
nr/2
)
≤
∑
1≤i<j≤n
|j−i|≥nr
P
(
sup
x∈R
|Fˆ ji (x)− F (x)| > Cr,ϑ
√
r log(n)
nr/2
)
≤
∑
1≤i<j≤n
|j−i|≥nr
P
(
sup
x∈R
|Fˆ ji (x)− F (x)| > Cr,ϑ
√
log(j − i+ 1)√
j − i+ 1
)
.
Now choose τ > 0 sufficiently large to fulfill 2 − τr < −ϑ. Applying Lemma 2 from Wu
(2005b), we obtain that Cr,ϑ can be chosen, such that the last term is (up to a constant)
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bounded by ∑
1≤i<j≤n
|j−i|≥nr
|j − i+ 1|−τ ≤
∑
1≤i<j≤n
|j−i|≥nr
n−rτ ≤ n2−rτ ≤ n−ϑ .
The following inequality is a (direct) consequence of inequality 14.0.9 from Shorack and
Wellner (1986).
Lemma A.2 Under the assumptions of Theorem 4.4, let LF := sup f(x) > 0. It holds for
all 0 < a ≤ 1
2LF
, s > 0, n ∈ N that
P
(
sup
|x−y|≤a
∣∣Fˆ n1 (x)− F (x)− (Fˆ n1 (y)− F (y))∣∣ ≥ s√LFa√n
)
≤ c1
a
exp
(
− c2s2ψ
( s√
nLFa
))
,
where c1 and c2 are positive constants (only depending on F ) and ψ is defined by
ψ(x) = 2
(x+ 1) log(x+ 1)− x
x2
for x > 0 .
Proof. Denote by U1, . . . , Un a sample of i.i.d. ∼ U([0, 1]) random variables and note that
by Lipschitz continuity |x − y| ≤ a implies |F (x) − F (y)| ≤ LF · a. Using also that F is
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surjective and continuous by assumption, we obtain by quantile transformation
sup
|x−y|≤a
∣∣Fˆ n1 (x)− F (x)− (Fˆ n1 (y)− F (y))∣∣
= sup
|x−y|≤a
1
n
∣∣∣∣ n∑
i=1
I{Xi ≤ x} − F (x)− I{Xi ≤ y}+ F (y)
∣∣∣∣
D
= sup
|x−y|≤a
1
n
∣∣∣∣ n∑
i=1
I{F−(Ui) ≤ x} − F (x)− I{F−(Ui) ≤ y}+ F (y)
∣∣∣∣
= sup
|x−y|≤a
1
n
∣∣∣∣ n∑
i=1
I{Ui ≤ F (x)} − F (x)− I{Ui ≤ F (y)}+ F (y)
∣∣∣∣
≤ sup
|F (x)−F (y)|≤LF ·a
1
n
∣∣∣∣ n∑
i=1
I{Ui ≤ F (x)} − F (x)− I{Ui ≤ F (y)}+ F (y)
∣∣∣∣
= sup
x,y∈[0,1]
|x−y|≤LF ·a
1
n
∣∣∣∣ n∑
i=1
I{Ui ≤ x} − x− I{Ui ≤ y}+ y
∣∣∣∣ .
The claim now follows from inequality 14.0.9 in Shorack and Wellner (1986) for the uniform
empirical process.
Lemma A.3 Under the assumptions of Theorem 4.4 for all 0 < r < 1 and ϑ > 1, there
exists a constant Cr,ϑ, such that for all positive sequences {an}n∈N with
r log n
nran
= o(1) and an = o(1) (A.15)
it holds that
P
(
max
1≤i<j≤n
|j−i|≥nr
sup
|x−y|≤an
|Fˆ ji (x)− F (x)− (Fˆ ji (y)− F (y))| > Cr,ϑ
√
anr log(n)
nr
)
. n−ϑ
provided that n is sufficiently large.
Proof. First consider m = mn ≥ nr. For n sufficiently large we have an ≤ 1/(2LF ) and so
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choosing a = an and s = Cr,ϑ
√
log(m)/LF in Lemma A.2 we obtain that
P
(
sup
|x−y|≤an
∣∣Fˆm1 (x)− F (x)− (Fˆm1 (y)− F (y))∣∣ ≥ Cr,ϑ√an log(m)√m
)
≤ c1
an
exp
(
− c2C2r,ϑ log(m)ψ
(
Cr,ϑ
LF
√
log(m)
man
))
.
Using that ψ is non-increasing the last expression can be bounded by
c1
an
exp
(
− c2 log(nC2r,ϑr)ψ
(
Cr,ϑ
LF
√
r log(n)
nran
))
. (A.16)
Next note that by the assumption on an we obtain
lim
n→∞
ψ
(
Cr,2
LF
√
r log(n)
nran
)
= 1 .
Thus for n sufficiently large and with an adapted constant c˜2 the term in (A.16) is bounded
by
c1
an
exp
(
− c˜2 log(nC2r,ϑr)
)
=
c1n
−c˜2C2r,ϑr
an
=
c1n
−c˜2C2r,ϑr+r
nran
. n−ϑ−2 ,
where we chose Cr,ϑ sufficiently large in the last estimate and used that (n
ran)
−1 = o(1)
by assumption (A.15). Since the sequence {Xt}t∈Z is i.i.d. we can now finish the proof
P
(
max
1≤i<j≤n
|j−i|≥nr
sup
|x−y|≤an
|Fˆ ji (x)− F (x)− (Fˆ ji (y)− F (y))| > Cr,ϑ
√
anr log(n)
nr/2
)
≤
∑
1≤i<j≤n
|j−i|≥nr
P
(
sup
|x−y|≤an
|Fˆ ji (x)− F (x)− (Fˆ ji (y)− F (y))| > Cr,ϑ
√
anr log(n)
nr/2
)
≤
∑
1≤i<j≤n
|j−i|≥nr
P
(
sup
|x−y|≤an
|Fˆ ji (x)− F (x)− (Fˆ ji (y)− F (y))| > Cr,ϑ
√
an log(j − i+ 1)√
j − i+ 1
)
.
∑
1≤i<j≤n
|j−i|≥nr
n−ϑ−2 ≤ n−ϑ .
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Remark A.4 For the remainder of the chapter we can choose fixed ϑ > 1 and denote by
Cr,1 and Cr,2 the corresponding constants from Lemma A.1 and A.3, respectively. Further
define the sequence
bn,r = Cr,3
√
r log(n)/nr/2 , (A.17)
where Cr,3 is a constant such that Cr,3 > 2(Cr,1 + 1)/f(qβ). Now let ’i.o.’ be a shortcut
for ’infinitely often’ and note that Lemma A.1 and A.3 together with the Borel-Cantelli
Lemma imply
P
(
max
1≤i<j≤n
|j−i|≥nr
sup
x∈R
|Fˆ ji (x)− F (x)| > Cr,1
√
r log(n)
nr/2
i.o.
)
= 0
and
P
(
max
1≤i<j≤n
|j−i|≥nr
sup
|x−y|≤bn,r
|Fˆ ji (x)− F (x)−
(
Fˆ ji (y)− F (y)
)| > Cr,2√bn,rr log(n)
nr/2
i.o.
)
= 0 ,
which we require for the proof of the next Lemma.
Lemma A.5 Under the assumptions of Theorem 4.4 it holds for all r ∈ (0, 1) that
lim sup
n→∞
b−1n,r max
1≤i<j≤n
|j−i|≥nr
|[qˆβ]ji − qβ| ≤ 1
with probability one.
Proof. The claim is equivalent to
P
(
max
1≤i<j≤n
|j−i|≥nr
|[qˆβ]ji − qβ| > bn,r i.o.
)
= 0 . (A.18)
By definition of the empirical quantile max1≤i<j≤n
|j−i|≥nr
|[qˆβ]ji −qβ| > bn,r means that at least one
of the considered e.d.f.s first exceeds the level β outside of the interval [qβ − bn,r, qβ + bn,r].
Thus using also monotonicity of the e.d.f.s statement (A.18) follows if we can establish
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(i) P
(
min
1≤i<j≤n
|j−i|>nr
Fˆ ji (qβ + bn,r)− β < 0 i.o.
)
= 0 ,
(ii) P
(
max
1≤i<j≤n
|j−i|>nr
Fˆ ji (qβ − bn,r)− β > 0 i.o.
)
= 0 .
Let us start with (i). By a Taylor expansion we obtain
min
1≤i<j≤n
|j−i|≥nr
Fˆ ji (qβ + bn,r)− β
= min
1≤i<j≤n
|j−i|≥nr
[
F (qβ + bn,r)− β − Fˆ ji (qβ) + β + Fˆ ji (qβ + bn,r)− F (qβ + bn,r) + Fˆ ji (qβ)− F (qβ)
]
≥ F (qβ + bn,r)− β − max
1≤i<j≤n
|j−i|≥nr
|Fˆ ji (qβ)− β| − max
1≤i<j≤n
|j−i|>nr
sup
|x−y|≤bn,r
∣∣Fˆ ji (x)− F (x)− (Fˆ ji (y)− F (y))∣∣
≥ bn,rf(qβ) +
b2n,r
2
inf
x∈R
f ′(x)− max
1≤i<j≤n
|j−i|≥nr
|Fˆ ji (qβ)− β|
− max
1≤i<j≤n
|j−i|≥nr
sup
|x−y|≤bn,r
∣∣Fˆ ji (x)− F (x)− (Fˆ ji (y)− F (y))∣∣ .
This yields
P
(
min
1≤i<j≤n
|j−i|≥nr
Fˆ ji (qβ + bn,r)− β ≤ 0 i.o.
)
≤ P
(
max
1≤i<j≤n
|j−i|≥nr
sup
|x−y|≤bn,r
∣∣Fˆ ji (x)− F (x)− (Fˆ ji (y)− F (y))∣∣+ max
1≤i<j≤n
|j−i|≥nr
|Fˆ ji (qβ)− β|
≥ bn,rf(qβ) +
b2n,r
2
inf
x∈R
f ′(x) i.o.
)
≤ P
(
max
1≤i<j≤n
|j−i|≥nr
|Fˆ ji (qβ)− β| ≥
bn,r
2
f(qβ) +
b2n,r
4
inf
x∈R
f ′(x) i.o.
)
+ P
(
max
1≤i<j≤n
|j−i|≥nr
sup
|x−y|≤bn,r
∣∣Fˆ ji (x)− F (x)− (Fˆ ji (y)− F (y))∣∣ ≥ bn,r2 f(qβ) + b2n,r4 infx∈R f ′(x) i.o.
)
.
By definition of bn,r in (A.17) we have bn,rf(qβ)/2 > (Cr,1+1)
√
r log(n)/nr/2 and so Remark
A.4 yields that the last two probabilities are zero. To achieve (ii), we proceed similar and
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obtain
max
1≤i<j≤n
|j−i|≥nr
Fˆ ji (qβ − bn,r)− β
= max
1≤i<j≤n
|j−i|≥nr
F (qβ − bn,r)− β − Fˆ ji (qβ) + β + Fˆ ji (qβ − bn,r)− F (qβ − bn,r) + Fˆ ji (qβ)− F (qβ)
≤ F (qβ − bn,r)− β + max
1≤i<j≤n
|j−i|≥nr
|Fˆ ji (qβ)− β|
+ max
1≤i<j≤n
|j−i|≥nr
sup
|x−y|≤bn,r
|Fˆ ji (x)− F (x)−
(
Fˆ ji (y)− F (y)
)|
≤ −f(qβ)bn,r + sup
x∈R
f ′(x)
b2n,r
2
+ max
1≤i<j≤n
|j−i|>nr
|Fˆ ji (qβ)− β|
+ max
1≤i<j≤n
|j−i|≥nr
sup
|x−y|≤bn,r
|Fˆ ji (x)− F (x)−
(
Fˆ ji (y)− F (y)
)|
This leads to
P
(
max
1≤i<j≤n
|j−i|≥nr
Fˆ ji (qβ − bn,r)− β ≥ 0 i.o.
)
≤ P
(
− f(qβ)bn,r + sup
x∈R
f ′(x)
b2n,r
2
+ max
1≤i<j≤n
|j−i|≥nr
|Fˆ ji (qβ)− β|
+ max
1≤i<j≤n
|j−i|≥nr
sup
|x−y|≤bn,r
|Fˆ ji (x)− F (x)−
(
Fˆ ji (y)− F (y)
)| ≥ 0 i.o.)
≤ P
(
max
1≤i<j≤n
|j−i|≥nr
|Fˆ ji (qβ)− β| ≥ f(qβ)bn,r − sup
x∈R
f ′(x)
b2n,r
2
i.o.
)
+ P
(
max
1≤i<j≤n
|j−i|≥nr
sup
|x−y|≤bn,r
|Fˆ ji (x)− F (x)−
(
Fˆ ji (y)− F (y)
)| ≥ f(qβ)bn,r − sup
x∈R
f ′(x)
b2n,r
2
i.o.
)
.
Using again the definition of bn,r and Remark A.4 the two probabilities are zero, which
finishes the proof of Lemma A.5.
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Remark A.6 Note that Lemma A.5 in particular implies that (for all 0 < r < 1) and
c0 < 1
nc0r/2 max
1≤i<j≤n
|j−i|≥nr
∣∣[qˆβ]ji − qβ∣∣ = oP(1) ,
which we require later on.
Lemma A.7 Under the assumptions of Theorem 4.4 it holds for all 0 < r < 1/2− 1/λ
1√
n
max
1≤i<j≤n
|j−i|<nr
(j − i+ 1)∣∣[qˆβ]ji − qβ∣∣ = oP(1) . (A.19)
Proof. Due to minnt=1Xt ≤ [qˆβ]ji ≤ maxnt=1Xt for all i, j ∈ {1, . . . , n}, we observe that the
term on the left-hand side of (A.19) is bounded by
nr−1/2
(
| nmax
t=1
Xt − qβ|+ |
n
min
t=1
Xt − qβ|
)
≤ 2nr−1/2 nmax
t=1
|Xt|+ o(1) .
Now for ε > 0 we can employ the independence and obtain
P
(
nr−1/2
n
max
i=1
|Xt| > ε
)
= 1− P
(
nr−1/2
n
max
i=1
|Xt| ≤ ε
)
= 1− P
(
|X1| ≤ n1/2−rε
)n
= 1−
(
1− P
(
|X1| > n1/2−rε
))n
.
By the assumption (4.16) on the tails of the distribution of |X1| this is now bounded by
1−
(
1− ε−λn−λ(1/2−r)
)n
= o(1) ,
where we used that by assumption λ(1/2− r) > 1.
Lemma A.8 Under the assumptions of Theorem 4.4 it holds for all 2/9 < r < 1
1√
n
max
1≤i<j≤n
|j−i|>nr
(j − i+ 1)
∣∣∣Fˆ ji ([qˆβ]ji )− Fˆ ji (qβ)− (F ([qˆβ]ji )− F (qβ))∣∣∣ = op(1) .
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Proof. Fix ε > 0 and choose δ such that 2/3 < δ < 3
4
r + 1/2 , then it holds that
P
(
1√
n
max
1≤i<j≤n
|j−i|≥nr
(j − i+ 1)
∣∣∣Fˆ ji ([qˆβ]ji )− Fˆ ji (qβ)− (F ([qˆβ]ji )− F (qβ))∣∣∣ > ε)
≤ P
(
1√
n
max
1≤i<j≤n
nδ>|j−i|≥nr
(j − i+ 1)
∣∣∣Fˆ ji ([qˆβ]ji )− Fˆ ji (qβ)− (F ([qˆβ]ji )− F (qβ))∣∣∣ > ε) (A.20)
+ P
(
1√
n
max
1≤i<j≤n
|j−i|≥nδ
(j − i+ 1)
∣∣∣Fˆ ji ([qˆβ]ji )− Fˆ ji (qβ)− (F ([qˆβ]ji )− F (qβ))∣∣∣ > ε) .
We will treat the two summands on the right-hand side separately.
First summand of (A.20): Using δ − 1/2 < 3/4r, we can choose a constant 0 < c0 < 1
sufficiently large, such that δ− 1/2 < (c0/4 + 1/2)r. Further choose an = n−c0r/2. The first
summand of (A.20) is then bounded by
P
(
max
1≤i<j≤n
|j−i|≥nr
nδ−1/2
∣∣∣Fˆ ji ([qˆβ]ji )− Fˆ ji (qβ)− (F ([qˆβ]ji )− F (qβ))∣∣∣ > ε)
≤ P
(
max
1≤i<j≤n
|j−i|≥nr
sup
|x−y|≤an,r
∣∣∣Fˆ ji (x)− F (x)− Fˆ ji (y) + F (y)∣∣∣ > εnδ−1/2
)
+ P
(
max
1≤i<j≤n
|j−i|≥nr
|[qˆβ]ji − qβ| > an,r
)
.
(A.21)
By Remark A.6 the second summand of the right-hand side of (A.21) converges to zero. For
the first summand of (A.21) note that using δ − 1/2 < (c0/4 + 1/2)r, we obtain (provided
that n is sufficiently large)
ε
nδ−1/2
≥ Cr,2
√
r log(n)
nc0r/4+r/2
= Cr,2
√
an,rr log(n)
nr/2
and so the first summand of (A.21) converges to zero by Lemma A.3.
Second summand of (A.20): Due to δ > 2/3, we can choose a constant 0 < c0 < 1
sufficiently large, such that 1/2 < δ/2 + c0δ/4. Next define an,δ = n
−c0δ/2 and obtain the
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bound
P
(
1√
n
max
1≤i<j≤n
|j−i|≥nδ
(j − i+ 1)
∣∣∣Fˆ ji ([qˆβ]ji )− Fˆ ji (qβ)− (F ([qˆβ]ji )− F (qβ))∣∣∣ > ε)
≤ P
(
max
1≤i<j≤n
|j−i|≥nδ
sup
|x−y|≤an,δ
∣∣∣Fˆ ji (x)− F (x)− Fˆ ji (y) + F (y)∣∣∣ > εn1/2
)
+ P
(
max
1≤i<j≤n
|j−i|≥nδ
|[qˆβ]ji − qβ| > an,δ
)
.
(A.22)
Employing again Remark (A.6) the second summand of (A.22) converges to zero. For the
first summand of (A.22), note that we have (for sufficiently large n)
ε
n1/2
≥ Cδ,2
√
δ log(n)
nc0δ/4+δ/2
= Cδ,2
√
an,δδ log(n)
nδ/2
and so Lemma A.3 finishes the proof.
Now we are able to proceed to the actual proof of Theorem 4.4.
Proof of Theorem 4.4:
Since β is fixed, it is easy to see that the claim is equivalent to
1√
n
max
1≤i<j≤n
(j − i+ 1)
∣∣∣∣f(qβ)([qˆβ]ji − qβ)− β + Fˆ ji (qβ)∣∣∣∣ = oP(1) . (A.23)
Further note that (since F is continuous) |Fˆ ji ([qˆβ]ji ) − β| ≤ (j − i + 1)−1 almost surely,
which yields
1√
n
max
1≤i<j≤n
(j − i+ 1)|Fˆ ji ([qˆβ]ji )− β| = oP(1)
and so it remains to prove
1√
n
max
1≤i<j≤n
(j − i+ 1)
∣∣∣∣f(qβ)([qˆβ]ji − qβ)− Fˆ ji ([qˆβ]ji ) + Fˆ ji (qβ)∣∣∣∣ = oP(1) . (A.24)
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Now due to λ > 18/5, we can choose r1 with 2/9 < r1 < 1/2− 1/λ < 1/2. By Lemma A.7
and Fˆ ji ([qˆβ]
j
i ), Fˆ
j
i (qβ) ∈ [0, 1] we only have to verify
1√
n
max
1≤i<j≤n
|j−i|≥nr1
(j − i+ 1)
∣∣∣∣f(qβ)([qˆβ]ji − qβ)− Fˆ ji ([qˆβ]ji ) + Fˆ ji (qβ)∣∣∣∣ = oP(1) .
Now employing Lemma A.8, the statement above follows if we can establish
1√
n
max
1≤i<j≤n
|j−i|≥nr1
(j − i+ 1)
∣∣∣∣f(qβ)([qˆβ]ji − qβ)− F ([qˆβ]ji ) + F (qβ)∣∣∣∣ = oP(1) . (A.25)
By means of a Taylor expansion the term on the left-hand side is (up to a constant almost
surely) bounded by
1√
n
max
1≤i<j≤n
|j−i|≥nr1
(j − i+ 1) sup
x∈R
|f ′(x)|([qˆβ]ji − qβ)2 ,
where the factor supx∈R |f ′(x)| is bounded by assumption. Now since 2/9 < r1 < 1/2, it is
easy to see, that we can choose 0 < c0 < 1 (sufficiently large), such that
1
2c0
≤ r1c0 + 1/2 .
Thus we can select δ that fulfills
r1 <
1
2c0
≤ δ ≤ r1c0 + 1/2 .
We consider the cases nr1 ≤ |i − j| ≤ nδ and nδ ≤ |i − j| separately. For the first one we
obtain
1√
n
max
1≤i<j≤n
nr1≤|j−i|<nδ
(j − i+ 1)|([qˆβ]ji − qβ)2 ≤ max
1≤i<j≤n
nr1≤|j−i|<nδ
nδ−1/2
(
[qˆβ]
j
i − qβ
)2
≤ max
1≤i<j≤n
nr1≤|j−i|<n
nc0r1
(
[qˆβ]
j
i − qβ
)2
= max
1≤i<j≤n
nr1≤|j−i|<n
(
nc0r1/2([qˆβ]
j
i − qβ)
)2
= oP(1) ,
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where we used Remark A.6 for the last estimate. For the other case we obtain similarly
1√
n
max
1≤i<j≤n
nδ≤|j−i|<n
(j − i+ 1)|([qˆβ]ji − qβ)2 ≤ max
1≤i<j≤n
nδ≤|j−i|<n
n1/2
(
[qˆβ]
j
i − qβ
)2
≤ max
1≤i<j≤n
nδ≤|j−i|<n
nc0δ
(
[qˆβ]
j
i − qβ
)2
= max
1≤i<j≤n
nδ≤|j−i|<n
(
nc0δ/2([qˆβ]
j
i − qβ)
)2
= oP(1) ,
where we again employed Remark A.6.
B Additional simulation results
In this section we provide some additional simulation results to allow a more detailed
analysis of the presented detection schemes. We will focus on changes in the mean as
presented in Section 5.1 and study the following aspects:
Section B.1: The influence of the actual change point locations on the power.
Section B.2: Other choices of the factor T , that controls the monitoring window length.
B.1 Influence of change point locations
In this section we report simulation results for the situation considered in Figure 2 except
for the change point locations, for which we consider rather early and late locations. Figure
8 displays the power of the non self-normalized procedures for the different choices of the
model and the threshold considered in Section 5.1, where the change occurs already at
observation X120 and a historical training data ending at X100. This can be considered as
a situation of an early change and the displayed plots can be explained as follows. In all
combinations, the detection scheme based on Dˆ still has a slightly larger power compared
to the methods based on Pˆ and Qˆ, while Pˆ slightly outperforms Qˆ. Compared to Figure
2 the differences with respect to the different schemes are considerably smaller. These
observations may be explained by the different constructions of the detection schemes,
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that are described at the end of Section 2. In particular the performance of the monitoring
schemes based on Qˆ and Pˆ improves if the change occurs closer to the monitoring start,
see also the discussion at the end of Section 2.
In Figure 9 we report the power for a change located close to the end of the monitoring
period. Here the break occurs at observation X180, while the monitoring window ends with
observation X200. Concerning the small number of 20 observations after the change, such an
event is certainly harder to detect. Consequently, all schemes perform inferior compared to
the situations considered in Figure 2 and 8. However, the power superiority of the methods
based on the statistics Dˆ over Pˆ and Qˆ is even more significant now. These results support
our initial conjecture: While all schemes behave more or less equivalent for changes close
to the start, Dˆ offers better characteristics, if changes are located closer to the end.
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(T1) (T2) (T3)
(M1)
(M2)
(M3)
(M4)
Figure 8: Empirical rejection probabilities of the sequential tests for a change in the mean
based on the statistics Dˆ (solid line), Pˆ (dashed line) , Qˆ (dotted line). The initial and
total sample size are m = 100 and m(T + 1) = 200, respectively, and the change occurs
at observation 120. The level is α = 0.05. Different rows correspond to different threshold
functions, while different columns correspond to different models.
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(T1) (T2) (T3)
(M1)
(M2)
(M3)
(M4)
Figure 9: Empirical rejection probabilities of the sequential tests for a change in the mean
based on the statistics Dˆ (solid line), Pˆ (dashed line), Qˆ (dotted line). The initial and
total sample size are m = 100 and m(T + 1) = 200, respectively, and the change occurs
at observation 180. The level is α = 0.05. Different rows correspond to different models,
while different columns correspond to different threshold functions.
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B.2 Larger monitoring windows
In this section we report simulations with the same settings as in Figure 2 but with a
larger monitoring window. More precisely, we operate again with a set of m = 100 stable
observations, while the factor T is set to 2 and 3 for the simulations in Figure 10 and 11,
respectively. The change point is again located at the middle of the monitoring period.
The obtained results are similar to those for the case T = 1 given in Section 5.1 and for
this reason we omit a detailed discussion here.
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(T1) (T2) (T3)
(M1)
(M2)
(M3)
(M4)
Figure 10: Empirical rejection probabilities of the sequential tests for a change in the mean
based on the statistics Dˆ (solid line), Pˆ (dashed line), Qˆ (dotted line). The initial and
total sample size are m = 100 and m(T + 1) = 300, respectively, and the change occurs
at observation 200. The level is α = 0.05. Different rows correspond to different models,
while different columns correspond to different threshold functions.
27
(T1) (T2) (T3)
(M1)
(M2)
(M3)
(M4)
Figure 11: Empirical rejection probabilities of the sequential tests for a change in the mean
based on the statistics Dˆ (solid line), Pˆ (dashed line) , Qˆ (dotted line). The initial and
total sample size are m = 100 and m(T + 1) = 400, respectively, and the change occurs
at observation 250. The level is α = 0.05. Different rows correspond to different models,
while different columns correspond to different threshold functions.
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