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Abstract
We extend the framework of general boundary quantum field theory (GBQFT) to achieve a
fully local description of realistic quantum field theories. This requires the quantization of non-
Kähler polarizations which occur generically on timelike hypersurfaces in Lorentzian spacetimes
as has been shown recently. We achieve this in two ways: On the one hand we replace Hilbert
space states by observables localized on hypersurfaces, in the spirit of algebraic quantum field
theory. On the other hand we apply the GNS construction to twisted star-structures to obtain
Hilbert spaces, motivated by the notion of reflection positivity of the Euclidean approach
to quantum field theory. As one consequence, the well-known representation of a vacuum
state in terms of a sea of particle pairs in the Hilbert space of another vacuum admits a vast
generalization to non-Kähler vacua, particularly relevant on timelike hypersurfaces.
∗email: dcolosi@enesmorelia.unam.mx
†email: robert@matmor.unam.mx
1
ar
X
iv
:2
00
9.
12
34
2v
1 
 [h
ep
-th
]  
25
 Se
p 2
02
0
Contents
1 Introduction 3
1.1 The S-matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Topological quantum field theory (TQFT) . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 General boundary quantum field theory (GBQFT) . . . . . . . . . . . . . . . . . . . 7
1.4 Predictions in GBQFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.5 GBQFT and quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 Perturbation theory and LSZ reduction in standard QFT . . . . . . . . . . . . . . . 12
1.7 GBQFT with observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.8 The present work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 Correlation functions in generalized vacua 16
2.1 Path integral formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Vacuum correlation functions for general observables . . . . . . . . . . . . . . . . . . 18
3 Quantization with Kähler vacua 20
3.1 State spaces and coherent states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Standard example: States in Klein-Gordon theory . . . . . . . . . . . . . . . . . . . 23
3.3 Correlation functions for coherent states . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4 Semiclassical interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4.1 Amplitudes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4.2 Observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5 Composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 Slice observables 28
4.1 Classical slice observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Quantum algebra of slice observables . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3 Vacuum correlation function of a Weyl slice observable . . . . . . . . . . . . . . . . . 32
4.4 Vacuum correlation functions of quadratic observables . . . . . . . . . . . . . . . . . 33
5 Slice observables in Kähler quantization 34
5.1 Quantized slice observables as operators . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.2 ∗-structure and GNS construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.3 Boundary observables as states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6 Quantization without Hilbert spaces 40
6.1 Correlation functions with boundary observables . . . . . . . . . . . . . . . . . . . . 41
6.2 Normal ordering and semiclassical interpretation . . . . . . . . . . . . . . . . . . . . 44
6.3 Changing the vacuum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6.4 Composition via observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.5 Wick’s theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.6 Connected amplitude and multi-particle states . . . . . . . . . . . . . . . . . . . . . 50
6.7 LSZ reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2
7 Inner products and Hilbert spaces of states 54
7.1 General polarizations, real structure and inner product . . . . . . . . . . . . . . . . . 54
7.2 Modified ∗-structure and GNS construction . . . . . . . . . . . . . . . . . . . . . . . 55
7.3 Correlation functions and composition . . . . . . . . . . . . . . . . . . . . . . . . . . 56
7.4 Wave function of vacuum change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
7.5 Vacuum change and Bogoliubov coefficients . . . . . . . . . . . . . . . . . . . . . . . 59
7.6 Return to reality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
7.7 A case of real polarizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
8 Reflection positivity and α-Kähler quantization 64
8.1 Statistical path integral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
8.2 Wick rotated Klein-Gordon theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
9 Application to Minkowski and Rindler space 71
9.1 Splitting the Minkowski vacuum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
9.2 Minkowski vacuum in Rindler space . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
10 Discussion and Outlook 79
A Axioms for classical linear field theory 82
B Axioms for quantum field theory with observables 83
C Composition via inner product 84
References 86
1 Introduction
1.1 The S-matrix
The central construction on which the impressive predictive power of quantum field theory rests is
the S-matrix. From this, collision cross sections may be directly calculated. The S-matrix arises
as an asymptotic transition amplitude. We briefly recall this in the following using a convenient
language and notation. We refer the reader to standard text books such as [1].
Consider a quantum process between an initial time t1 and a final time t2. Let H be the Hilbert
space of states of the system. Denote by U[t1,t2] : H → H the unitary time-evolution operator. The
transition amplitude between an initial state ψ1 ∈ H and a final state ψ2 ∈ H may be represented
via the Feynman path integral as,1
〈ψ2, U[t1,t2]ψ1〉 =
∫
K[t1,t2]
Dφψ1(φ|t1)ψ2(φ|t2) exp
(
iS[t1,t2](φ)
)
. (1)
Here, the integral is over field configurations φ ∈ K[t1,t2] in the spacetime region spanned by the
time interval [t1, t2]. Field configurations restricted to the initial and final time are represented
1For convenience, we use a notation that suggests a scalar field. However, where not explicitly indicated otherwise,
our considerations apply to any type of bosonic field.
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Figure 1: Spacetime picture of transition amplitude.
by φ|t1 and φ|t2 respectively. As factors in the integrand appear the Schrödinger wave functions
of the initial and the final state.2 The action in the same spacetime region is denoted by S[t1,t2].
The predictive content of the transition amplitude lies in providing the probability P (ψ2|ψ1) for
measuring the final state ψ2 (as opposed to an orthogonal state), given the initial state ψ1 was
prepared. This is the modulus square of the transition amplitude,
P (ψ2|ψ1) = |〈ψ2, U[t1,t2]ψ1〉|2. (2)
We can think of the transition amplitude as encoding the physics in the spacetime region [t1, t2]×R3,
as illustrated in Figure 1.
If the field theory in question is free, i.e. has a linear phase space, the Hilbert space H is easily
constructed as a Fock space. Also, the action S is then quadratic and the path integral (1) can be
computed in a straightforward manner. Physically realistic quantum field theories (such as those
of the Standard Model) are non-linear, however. With few exceptions, they can at present only be
handled perturbatively. To this end, the action S = S0 + Sint is split into a free part S0 that is
quadratic, and an interacting part Sint. We then make the assumption that at very early and very
late times in a collision experiment the particles behave as free particles and are in these regimes
well described by the linear theory with action S0. In the linear theory the Hilbert space H of states
is a Fock space, and we have a good understanding of how its states encode asymptotic particle
configurations. The S-matrix is then a unitary operator from an initial copy of the Hilbert space
to a final copy of this Hilbert space, encoding interactions that are idealized to only happen at
intermediate times (by switching on Sint).
In spite of their empirical success, the perturbative methods of quantum field theory have serious
limitations. They work only in certain regimes, while in general the perturbation expansion does
not converge. For example, the understanding of the proton as a bound state of quarks and gluons
is beyond their reach.3 At the same time these methods do only partially generalize from Minkowski
2While ubiquitous in non-relativistic quantum mechanics, the Schrödinger representation is not commonly used
in quantum field theory. But see for example [2]. For a rigorous definition in the linear case see [3].
3There are alternative methods that work better for bound state systems, such as lattice gauge theory. However,
this approach is also approximate and has its own limitations.
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Figure 2: Temporal composition of transition amplitudes.
space to general curved spacetime and have essentially nothing to say in a regime where quantum
properties of gravity would become important.4
1.2 Topological quantum field theory (TQFT)
One of the obstacles to making quantum field theory non-perturbatively well-defined lies in the
notorious problem of making mathematical sense of the path integral (1). However, examining
the empirically successful methods of perturbative quantum field theory one realizes that what
is used is not an actual measure on some measurable space of configurations, but rather certain
properties that such a measure, if it existed, would induce in transition amplitudes and related
objects. This suggests that instead of postulating the existence of such a measure we should
directly axiomatize the relevant properties. One of the most fundamental properties of the path
integral is its composition property. In Feynman’s original non-relativistic setting [5] this is simply
the analogue of the evolution operator composition identity U[t1,t3] = U[t2,t3] ◦ U[t1,t2] for times
t1 < t2 < t3. In terms of transition amplitudes, let {ζk}k∈I be an orthogonal basis of the Hilbert
space H, so we have,
〈ψ3, U[t1,t3]ψ1〉 =
∑
k∈I
〈ψ3, U[t2,t3]ζk〉〈ζk, U[t1,t2]ψ1〉. (3)
This is illustrated in Figure 2. In terms of the path integral (1) this means that the integrals on
the right-hand side over the configuration spaces K[t1,t2] and K[t2,t3] are “glued together” to an
integral over the joint configuration space K[t1,t3]. While this temporal composition property holds
in the non-relativistic as in the relativistic setting, the equal footing of space and time in the latter
suggests a vast generalization.
4Significant perturbative inroads into quantum gravity can be made using effective field theory [4].
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Figure 3: Composition of cobordisms and associated morphisms in TQFT.
At the end of the 1980s work of Edward Witten on understanding aspects of geometry and
topology through quantum field theoretic methods (the path integral in particular) and vice versa
was picked up by mathematicians, notably Graeme Segal and Michael Atiyah. The latter extracted
from this an axiomatic system known as topological quantum field theory (TQFT) [6, 7]. This realizes
precisely an axiomatic implementation of the composition property of the path integral, without
mention of any actual path integral or measure. Concretely, fix a dimension n of “spacetime”.
The basic objects encoding spacetime are (usually just topological) cobordisms of dimension n and
their boundary components. A cobordism is a manifold M of dimension n with a boundary ∂M
presented as the disjoint union of an “incoming” and an “outgoing” closed manifold of dimension
n − 1, ∂M = ∂Min unionsq ∂Mout. These cobordisms are the analogues of the time-interval regions
considered previously in the context of transition amplitudes. Now to each closed manifold Σ of
dimension n − 1 we associate a complex Hilbert (or perhaps just vector) space HΣ of “states”. In
the special case that Σ is the empty set the associated space is the one-dimensional (Hilbert) space
C. We should think of Σ as analogous to an equal-time hypersurface with associated copy of the
Hilbert space H. When a closed n−1 manifold Σ decomposes into a disjoint union Σ = Σ1unionsqΣ2, the
associated state space decomposes into a corresponding tensor product, HΣ = HΣ1 ⊗HΣ2 . This is
the analogue of the usual rule for combining independent systems in quantum theory via the tensor
product. To each cobordismM with boundary ∂M = ∂Minunionsq∂Mout we associate a linear map (that
is required to be unitary in the Hilbert space setting) UM : H∂Min → H∂Mout . Finally, suppose
two cobordisms M,N can be concatenated, i.e., glued to a single cobordism M ∪N by identifying
∂Mout with ∂Nin, see Figure 3. Then, the associated linear maps compose as UM∪N = UN ◦ UM .
This is the composition property motivated from the path integral.5
5An attentive reader might complain that this composition axiom is also analogous to the simple temporal
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Figure 4: Composition of regions and associated amplitudes in GBQFT.
Topological quantum field theory and related developments have been extremely fruitful for
mathematics, leading to a revolution of algebraic topology and low dimensional topology, while also
involving the areas of knot theory, operator algebras, monoidal category theory and quantum groups
to name a few, see e.g. [8]. However, the theories typically described by TQFTs involve “spacetimes”
that are topological manifolds with non-trivial topology while admitting only finitely many degrees
of freedom. For realistic quantum field theories we need spacetime to carry a Lorentzian metric,
and we crucially need the ability to deal with infinitely many degrees of freedom. On the other hand
we are not much interested in non-trivial spacetime topologies, except to a very limited extend in
black hole physics and in cosmology. The possibility of TQFT to work with spacetimes that do not
carry a metric turns into an attractive feature, however, once we are interested in quantum gravity
rather than quantum field theory. This has led to various suggestions that “quantum gravity should
be a TQFT” [9, 10, 11].
1.3 General boundary quantum field theory (GBQFT)
Taking into account the properties of realistic quantum field theories, the success of text book
methods to extract physical predictions from them [12], and motivations from quantum gravity
[13] lead to general boundary quantum field theory (GBQFT) [14] as a modern incarnation of this
axiomatic program. (For a more comprehensive perspective, including from the foundations of
quantum theory, see [15].) In contrast to (non-extended6) TQFT, a much stronger version of the
composition property of the path integral is axiomatized. This reflects the physical principle of
locality as we shall explain. To implement this we drop the in-out structure of TQFT. At the same
time we emphasize that all manifolds are oriented. While this is usually also required in TQFT,
in the interest of simplicity we have omitted to mention this previously. Thus, the oriented n-
manifolds representing pieces of spacetime, called regions in the following, are no longer presented
as cobordisms. That is, the boundary ∂M of a regionM is no longer equipped with a decomposition
into an “incoming” and an “outgoing” part. As before, we associate to an oriented n− 1 manifold
composition of evolution of the standard operator picture and does not necessarily require inspiration from the path
integral. Indeed, it is only with the generalization to be discussed below that the path integral picture becomes
compelling.
6There are also extended versions of TQFT that also implement stronger composition axioms [16].
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Figure 5: Illustration of spacetime locality. The physics in spacetime can be entirely reconstructed
from the physics in regions, into which it may arbitrarily be decomposed.
Σ, now called a hypersurface, a Hilbert space HΣ of “states”. However, we allow Σ to have a
boundary, called corner. To a region M we associate a linear amplitude map ρM : H∂M → C.7 The
composition axiom takes the following form. LetM and N be regions with boundaries decomposing
as ∂M = ΣM ∪Σ and ∂N = Σ ∪ΣN . Here, Σ denotes a copy of Σ with opposite orientation.8 We
glue M and N together along Σ, as illustrated in Figure 4. Then, the amplitude of the composite
region satisfies,
ρM∪N (ψM ⊗ ψN ) =
∑
k∈I
ρM (ψM ⊗ ζk)ρN (ιΣ(ζk)⊗ ψN ). (4)
Here, {ζk}k∈I denotes an orthonormal basis of HΣ and {ιΣ(ζk)}k∈I denotes the dual basis of HΣ
(see Section 3.1 for notation).
The axiom (4) is the direct generalization of the axiom (3), justified in the same way from the
(formal) properties of the path integral. Conceptually, as compared to the evolution picture or to the
TQFT picture, we replace “locality in time” by the much stronger “locality in spacetime” (illustrated
in Figure 5). The amplitude for a region completely encodes the possible physics in that region
and any potential interaction with physics in adjacent regions. Moreover, no interaction can take
place that is not mediated through adjacency (direct or indirect). This may be seen as a quantum
analog of the powerful principle of locality in classical field theory, where any interaction must be
mediated by a field traveling through spacetime and thus connecting the interacting systems.
Besides the restrictive in-out structure there is another crucial obstacle to making TQFT appli-
cable to realistic QFT. That is the restriction to finitely many degrees of freedom. More precisely,
the Hilbert (or vector) spaces in TQFT have to be finite-dimensional. To illustrate this, imagine
a 2-dimensional TQFT. Associate a vector space V to the circle S1. Consider a cylinder C as a
cobordism from S1 to S1. In a topological setting there is no further structure and the associated
linear map UC : V → V basically has to be the identity UC = idV (or a projector, but then we
7Technically this is as in TQFT if we set ∂Min = ∂M and ∂Mout = ∅.
8Since the orientations of Σ and Σ are induced from the orientations of M and N their opposite orientations
ensure that the orientations of M and N match upon gluing.
8
may replace V with a quotient) by self-composition. So if we glue the two ends of the cylinder
together the associated map is just a complex number (as there is no boundary anymore) and this
number is the trace of the identity, i.e., the dimension of V , tr(UC) = tr(idV ) = dimV . Now, if
V was infinite-dimensional this would make no sense, so we have to exclude this possibility. The
way to get around this in GBQFT is to simply exclude certain (large) classes of manifolds and of
gluings. From a physical point of view this is no loss. As already emphasized we are not interested
in regions or whole spacetimes with non-trivial topologies, except possibly in very special cases.
In this way we gain the ability to work with infinite-dimensional Hilbert spaces at the expense
of loosing some mathematically interesting (but unphysical) application of the formalism, such as
constructing invariants of manifolds.
To model QFT we need manifolds equipped with a metric. In GBQFT manifolds are at least
topological, but may carry any additional structure, depending on the theory to be modeled. (For
example, for quantum gravity we might want merely topological or differentiable manifolds.) Of
course the operations of gluing are required to be compatible with the additional structure. What
is more, in general hypersurfaces are not really 1-codimensional manifolds, but rather germs of
full-dimensional manifolds around 1-codimensional manifolds. Here, any additional structure on
the manifolds also comes into play. Note that the possibility of the inclusion of additional structure
is not at all special to GBQFT, but was already considered by Atiyah in his foundational article
on TQFT [7]. However, the restriction to finitely many degrees of freedom in TQFT severely limits
the role that this additional structure might play.
1.4 Predictions in GBQFT
It is not enough, for doing physics, to just propose some mathematical formalism. Only when the
formalism is supplemented by prescriptions of how to extract predictions from it can it potentially
serve to encode physics. In QFT the predictive power of the S-matrix rests on the simple probability
rule (2) for the transition amplitude. TQFT on its own, being a purely mathematical framework,
lacks any such prescription. In GBQFT on the other hand, the transition probability rule (2) is
subject to a vast generalization. We recall here only the most basic version of this rule, originally
proposed in [14]. Thus, letM be a spacetime region and H∂M the Hilbert space of states associated
to its boundary. The type of prediction we consider here concerns measurements that can be
performed in principle at or near the boundary of M . This involves the specification of two types
of ingredients: On the one hand this is what we “know” or “prepare”. On the other hand this is
the “question” we want to ask. In the special case of a transition amplitude such as the S-matrix,
we usually consider the knowledge to be encoded in an initially prepared state (ψ1 in (2)), while
the question is associated with the final state (ψ2 in (2)).
In general, the “knowledge” or “preparation” is encoded in terms of a closed subspace S ⊆ H∂M .
We encode the “question” in another closed subspaceA ⊆ S ⊆ H∂M . (The subspace relationA ⊆ S
expresses the fact that when asking a question we take into account what we already know.) Let
PA,PS be the corresponding orthogonal projection operators. Note that they are positive operators
satisfying the inequalities 0 ≤ PA ≤ PS. The probability P (A|S) for an affirmative answer is the
quotient,
P (A|S) =
∑
k∈I |ρM (PAζk)|2∑
k∈I |ρM (PSζk)|2
(5)
Here {ζk}k∈I is an orthonormal basis of H∂M . For details, including how the probability rule (2)
arises as a special case, we refer the reader to [14]. A deeper understanding of this rule and its
9
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Figure 6: Spacetime illustration of scattering in a region given by a hypercylinder, i.e., a ball of
radius R, extended over all of time. Incoming and outgoing particles (in yellow) cross the boundary
of the hypercylinder, a sphere extended over all of time.
derivation from first principles can be found in [15]. The application of this probability rule in
a particle scattering context, with particles coming in from and going out to spatial rather than
temporal infinity was discussed for the first time in [17]. Consider a ball of radius R in Minkowski
space, extended over all of time, see Figure 6. We call this a hypercylinder M . A scattering process
is described in terms of incoming and outgoing particles crossing the boundary ∂M . In the quantum
theory, the Hilbert space of states H∂M contains both incoming and outgoing particles. The rule (5)
then allows to predict for example what the probability for certain particles with certain quantum
numbers is to go out given that certain other particles with certain other quantum numbers come
in.
1.5 GBQFT and quantization
While the axioms of GBQFT concern purely the quantum theory, the path integral (1) is foremost
meant as a quantization prescription. That is, it is meant to be used to construct a quantum theory
starting from a classical field theory. The formal adaptation of the quantization formula (1) from
a time-interval to a general region M in GBQFT is straightforward,
ρM (ψ) =
∫
KM
Dφψ(φ|∂M ) exp(iS(φ)). (6)
Here, the integral is over field configurations φ ∈ KM in the region M , S is the action in M ,
ψ(φ|∂M ) is the Schrödinger wave function of the state ψ ∈ H∂M evaluated on the restriction of the
field configuration φ to the boundary of M . While a formula like this has heuristic value, it does
not constitute a rigorous quantization scheme. Such a rigorous scheme was developed for linear
bosonic field theory in [18] as we briefly lay out in the following.
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To work in a manner independent of any particular choice of bosonic field theory or metric
background, it is convenient to capture the relevant data of the classical theory in terms of an
axiomatic system [18], see Appendix A (for a slightly generalized version). The data includes spaces
LM of solutions of the equations of motion in spacetime regions M and spaces LΣ of germs of such
solutions on hypersurfaces Σ. The latter carry in addition a symplectic form ωΣ : LΣ × LΣ → R
arising from a second variation of the Lagrangian. A symplectic form is a non-degenerate anti-
symmetric bilinear map. The spaces LM and LΣ are real vector spaces since we work with linear
field theory. These space are not sensitive to the orientation of the underlying region or hypersurface.
However, the symplectic structure is, and changes sign under orientation reversal, i.e., ωΣ = −ωΣ.
For a spacetime region M , the restriction of solutions to germs on the boundary ∂M gives rise to
a map LM → L∂M . We denote the image of this map by LM˜ ⊆ L∂M . We also assume this map to
be surjective as well as injective.9 Consequently, we frequently allow ourselves to not notationally
distinguish between an element φ ∈ LM and its image φ ∈ LM˜ under this map. A central property
of (well-behaved) Lagrangian field theory is that LM˜ is a Lagrangian subspace of L∂M . This means
that LM˜ is isotropic, i.e.,
ω∂M (φ, η) = 0, ∀φ, η ∈ LM˜ , (7)
as well as coisotropic, ω∂M (φ, η) = 0, ∀φ ∈ LM˜ ⇒ η ∈ LM˜ . (8)
Quantization of field theory in curved spacetime involves the selection of a set of complex
“positive frequency” modes [19]. Viewed on a spacelike hypersurface Σ, the germs of these modes
form a complex subspace L+Σ of the space LCΣ = LΣ ⊕ iLΣ of complexified germs of solutions on Σ.
What is more, L+Σ ⊆ LCΣ is a positive-definite Lagrangian subspace. That is, in addition to being a
Lagrangian subspace, the inner product, given for φ, η ∈ LCΣ by,
(φ, η)Σ := 4iωΣ
(
φ, η
)
, (9)
is positive-definite on L+Σ . This makes L
+
Σ (possibly after completion) into a Hilbert space. The Fock
space HΣ over L+Σ is then the Hilbert space of states on Σ of the quantum field theory. The choice
of the subspace L+Σ ⊆ LCΣ has the physical interpretation of a choice of vacuum. In this work we will
frequently use the term polarization in order to refer to the choice of a Lagrangian subspace. More
specifically, we refer to a polarization corresponding to a positive-definite Lagrangian subspace as
a Kähler polarization. Note that a Lagrangian subspace of a real symplectic vector space, upon
complexification, leads to a complex Lagrangian subspace of a complex symplectic vector space.
We refer to this as a real polarization. The main example is that of solution spaces LM˜ ⊆ L∂M
in regions M and their complexification, LC
M˜
⊆ LC∂M . The terminology of polarizations is inspired
from geometric quantization, where it generalizes to non-linear theories [20].
In [18] a rigorous and (essentially) functorial quantization scheme was presented that outputs
a GBQFT given a linear classical field theory as input. The input is in axiomatic form (see Ap-
pendix A) in the sense just laid out. In addition, the input includes a consistent choice of Kähler
polarization for each hypersurface. As expected, when restricting to the context of time-intervals
in globally hyperbolic spacetimes, the resulting quantization reproduces the well known text book
results.
9The injectivity condition can be relaxed at the cost of restricting allowed observables (see later sections). This
does not affect boundary observables. We shall not further elaborate on this possibility.
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1.6 Perturbation theory and LSZ reduction in standard QFT
While one might ultimately aspire at a non-perturbative construction of non-linear QFTs based
on GBQFT, a more modest goal is to extend the powerful and empirically successful methods of
standard QFT to GBQFT. We start by recalling how non-linear theories are handled by perturbation
theory, going back to the path integral setting of Section 1.1. Consider an observable F : K[t1,t2] →
C, i.e., a function on the field configuration space K[t1,t2]. Inserting this into the path integral (1)
we define the (time-ordered) correlation function,
〈ψ2|TF |ψ1〉 =
∫
K[t1,t2]
Dφψ1(φ|t1)ψ2(φ|t2)F (φ) exp
(
iS[t1,t2](φ)
)
. (10)
In contrast to the notation (1), here the time-evolution is implicit, suggesting a Heisenberg picture.
This notation is similar to text book notation, where T stands for “time ordering”. (The “ordering”
aspect makes more sense when F is a product of field evaluations and the left-hand side is viewed
as if it was a matrix element of a product of corresponding operators.) An important special case
arises if the observable is a product of the field evaluated at spacetime points x1, . . . , xn,10
F (φ) = φ(x1) · · ·φ(xn). (11)
Another important case is a Weyl observable. Thus, let D : K[t1,t2] → R be a linear observable.
Then F (φ) = exp (iD(φ)) is the corresponding Weyl observable. In particular, we might let D be
defined by integration of the field in spacetime with a weight function j : [t1, t2]× R3 → R,
Dj(φ) =
∫
[t1,t2]×R3
d4xφ(x)j(x). (12)
The corresponding Weyl observable Fj(φ) = exp (iDj(φ)) is said to encode a source determined
by j. This terminology originates in the free theory as follows. The equations of motions are
then homogeneous partial differential equations of the form Dφ = 0, where D is the corresponding
differential operator. Replacing the action S with S + Dj leads to modified equations of motions
which are precisely the inhomogeneous equations Dφ = j.
To do perturbation theory, recall that the action S = S0 +Sint is split into a free part S0 and an
interacting part Sint. We can now replace the action S in the path integral (10) by the free action
S0 and encode the interacting part Sint instead through the observable Fint(φ) = exp (iSint(φ)).
The term Sint depends on one (or several) coupling constant(s), in such a way that the observable
Fint may be expanded as a power series in the coupling constant(s). The terms of this expansion are
expressible as polynomial observables which are accessible to explicit evaluation. It is convenient,
however, to proceed via Weyl observables encoding sources. We recall how this works with the
simple example of a self-interacting scalar field. Thus, we take the interaction term to be given by,
Sint(φ) = λ
∫
d4xV (φ(x)), (13)
where V plays the role of a potential. Then, the transition amplitude of the interacting theory may
be written as,
∞∑
n=0
1
n!λ
n
(
i
∫
d4xV
(
−i δ
δj(x)
))n
〈ψ2|TFj |ψ1〉
∣∣∣∣
j=0
. (14)
10This explains better the terminology “correlation function”. Note also that in textbook QFT this terminology is
often reserved for vacuum correlation functions, see below.
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The terms of this expansion correspond to Feynman diagrams with V determining the vertices.
Crucially, the correlation function 〈ψ2|TFj |ψ1〉 can be explicitly evaluated. What is more, it remains
unchanged when we take the limit t1 → −∞ and t2 →∞, as long as we evolve the states ψ1, ψ2 as
prescribed by the free theory. Recalling the previous discussion of the S-matrix, this provides the
missing step of extending the interaction over all intermediate times. With this, the full spacetime
integration indicated in (13) can be performed. To really make perturbative QFT work one also
needs to implement renormalization, but this is beyond the scope of the present work, where we
are only concerned with the basic structures.
A very important technique for making the S-matrix more accessible, and which has had a
profound impact on the development of QFT is LSZ reduction [21]. What this achieves is a refor-
mulation of the S-matrix in terms of correlation functions of the type (10), but with initial and final
states taken to be the vacuum. Consequently, these are called (time-ordered) vacuum correlation
functions. Sometimes they are also called vacuum expectation values, even though in general they
do not correspond to expectation values of any measurement. We briefly recall the LSZ reduction
formula for the case of a real scalar field in Minkowski space. The free theory here is the Klein-
Gordon theory. With the differential operator D :=  + m2 the equations of motion are Dη = 0.
We deal with momentum eigenstates labeled by 3-momenta p ∈ R3 and satisfying a normalization
condition of the form,
〈p, q〉 = (2pi)32Eδ3(p− q). (15)
We are interested in the S-matrix element corresponding to incoming particles with momenta
q1, . . . , qn and outgoing particles with momenta p1, . . . , pm. The reduction formula then takes
the form, compare formula (5-28) in [1, page 207] (except for the renormalization constants),
〈p1, . . . , pm|q1, . . . , qn〉 = disconnected terms
+ in+m
∫
d4x1 · · · d4xnd4y1 · · · d4ym exp
(
i
m∑
l=1
pl · yl − i
n∑
k=1
qk · xk
)
· Dx1 · · · DxnDy1 · · · Dym〈0|Tφ(x1) · · ·φ(xn)φ(y1) · · ·φ(ym)|0〉. (16)
Here the notation Dx refers to the operator D as a differential operator with respect to the x
coordinate. The “disconnected terms” encode the contributions where some of the particles do not
participate in the scattering process. The ubiquity of LSZ reduction in QFT is such that it has
generally been accepted that the physical content of a QFT is completely determined by its n-point
functions, i.e., by its vacuum correlation functions of observables of the type (11). This has even led
to an axiomatization of QFT based on n-point functions (although the non-time ordered variant)
in the form of the famous Wightman axioms [22], forming the basis of the program of constructive
quantum field theory.
1.7 GBQFT with observables
Including sources in GBQFT has allowed constructing amplitudes for regions that are not time-
intervals (and thus beyond the means of standard QFT) also in interacting quantum theory, via
perturbation theory. In particular, it was shown that the perturbative S-matrix is equivalent to
an analogous amplitude with asymptotic free states at spatial rather than temporal infinity in
Minkowski space [23, 24]. Concretely, rather than having initial and final states at early and late
times (compare Figure 1) we have a state with incoming and outgoing particles at large spatial
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distance from the center (compare Figure 6). Instead of taking initial and final times to infinity,
the radius determining the distance is taken to infinity. An attractive feature of this setting is that
crossing symmetry becomes manifest and can thus be seen as an inherent prediction, rather than a
property emerging from additional assumptions as in standard QFT.
Subsequently, more general observables were included in GBQFT [25], motivated by the obvious
generalization of the correlation function (10),
ρFM (ψ) =
∫
KM
Dφψ(φ|∂M )F (φ) exp(iS(φ)). (17)
As before, M is a region, F : KM → C is the observable. This was developed into an extended
axiomatic system for GBQFT (see Appendix B) and a corresponding rigorous and functorial quan-
tization scheme with observables [26], see Section 3. With this we can deal in principle with
perturbative interacting quantum field theory.
However, while mathematically consistent and convincing, this framework still suffers from seri-
ous shortcomings. As mentioned in Section 1.5, the construction of the Hilbert spaces of states on
each hypersurface relies on a choice of Kähler polarization representing the vacuum. The problem
with this is that the standard vacuum of QFT in Minkowski space on a non-spacelike hypersurface
generically corresponds to a polarization that is not Kähler [27].11 With this, the standard quan-
tization prescription to obtain a Hilbert space of states breaks down. This limits the description
of interesting physics on timelike hypersurfaces. More concretely, consider again the example of
the hypercylinder M in Minkowski space, see Figure 6. Then, in massive Klein-Gordon theory the
space of modes (germs of solutions) on the hypercylinder boundary ∂M splits into two components,
L∂M = Lp∂M ⊕ Le∂M . The first, Lp∂M consists of the propagating oscillatory solutions. The second
component, Le∂M is formed by the evanescent solutions that show an exponential behavior in the
radial direction. The standard vacuum yields a Kähler polarization on the propagating modes in
Lp∂M and there is no problem in constructing the corresponding Hilbert space. However, on the
evanescent modes in Le∂M the polarization is real [27]. In the mentioned work [23, 24] on the S-
matrix the problem of not being able to construct a Hilbert space for the evanescent modes was
noted, but did not affect the result, because the modes are absent asymptotically due to their
exponential decay. However, one may very well be interested in situations were measurements take
place at finite (or even small) distances. A quantum theoretical description of evanescent modes
then becomes a necessity. So far, this has been beyond the reach of the methods of quantum field
theory.
In order to use the GBQFT framework for a truly local description of QFT we absolutely need
to be able to decompose spacetime into regions that are “small” and certainly compact (recall
Figure 5). But a compact region in Minkowski space has a boundary on which the polarization
corresponding to the standard vacuum is generically not of Kähler type [27]. If we want to describe
physical processes in such a region with realistic boundary conditions, we need to be able to deal
with non-Kähler polarizations.
A related problem arises even for spacelike hypersurfaces when we want to decompose them.
Say we want to cut an equal-time hypersurface Σ into two pieces Σ1 and Σ2 along a coordinate
axis. The space of germs of solutions and the symplectic structure nicely decompose into a direct
sum, LΣ = LΣ1 ⊕ LΣ2 and ω = ω1 + ω2 (as before we assume for simplicity the absence of gauge
symmetries). However, the polarization L+Σ ⊆ LCΣ corresponding to the standard vacuum does not.
11This problem is already manifest in previous works such as [28], where it is addressed by excluding what are
there called “unphysical modes”.
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That is, there are no Lagrangian subspaces L+Σ1 ⊆ LCΣ1 and L+Σ2 ⊆ LCΣ2 such that L+Σ = L+Σ1 ⊕L+Σ2 .
The reason is that L+Σ , being related to global properties of the solution space, is non-local on the
hypersurface Σ, see also remarks at the end of Section 3.1. In a different guise this takes the form
of the Reeh-Schlieder theorem [29]. In the fermionic case these problems can be partially solved
by going to a mixed state formalism and at the same time selectively dropping the polarization
information [30]. In the bosonic case one could use “auxiliary” Kähler polarizations at the price
of a direct physical interpretation of the respective state spaces. We return to this example in
Section 9.1.
1.8 The present work
With the present work we address the problem of quantization for non-Kähler polarizations as
well as the problem of dealing with non-decomposable vacua. We do so by learning a lesson from
algebraic quantum field theory (AQFT) [31], which is probably the furthest developed axiomatic
approach to QFT to date, based on the axioms of Haag and Kastler [32]. The lesson is that Hilbert
spaces (of states) are always tied to a specific choice of vacuum, and if we want to work in a way
independent of such choices we should consider observables rather than states as primary objects.
LSZ reduction can also be seen as pointing to the feasibility of doing so. As it turns out, we
need observables localized on hypersurfaces to do that. These were introduced in [26], and we
call them slice observables here, see Section 4. In contrast to AQFT, ordinary observables do not
form algebras in GBQFT, because the composition of observables cannot be separated from the
composition of underlying spacetime regions. But slice observables do form algebras, because the
underlying slice regions auto-compose. This turns out to provide a point of contact with AQFT.
We start in Section 2 with elementary considerations of the path integral and correlation func-
tions, highlighting a simple but powerful formula for the path integral that underlies much of the
subsequent work. We proceed to review and further develop the framework of GBQFT with ob-
servables and Kähler polarizations [26] in Section 3. The notion of slice observable is elaborated
in Section 4, first in a classical and then in a quantum setting. The role of slice observables in
the Kähler quantization setting of Section 3 is elucidated in Section 5. In particular, we show how
the Hilbert spaces of the Kähler quantization scheme are recovered via the application of the GNS
construction to the algebra of slice observables, thus deepening the contact with AQFT.
We also establish a correspondence between slice observables and states on the boundary of
spacetime regions. This correspondence emboldens us to do away completely with Hilbert space
and focus instead on slice observables as primary objects. Consequently, we present in Section 6 a
quantization scheme analogous to that of Section 3, but based entirely on observables rather than
states. Crucially, it is much more general in that it does away with the restriction of polarizations
to be of Kähler type. We have emphasized the significance of this in the previous section. Co-
herent states play a special role, here in the guise of Weyl slice observables. Composition can be
accomplished in a surprising new way via a joint observable (Section 6.4), but also (as seen later)
in the “old” way with a sum over a complete basis (Section 7.3). We also go considerably beyond
[26] in another direction, generalizing further tools of text book QFT to our setting. Crucially this
includes the LSZ reduction formula (Section 6.7), but also “normal ordering” (Section 6.2), Wick’s
theorem (Section 6.5), connected amplitudes (Section 6.6) etc.
While our results show that working without Hilbert spaces is fine in many situations, sometimes
it is useful to have a concrete Hilbert space of states. In Section 7 we present a new quantization
scheme for constructing Hilbert spaces even for non-Kähler polarizations. While for Kähler po-
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larizations this just recovers the GNS construction of Section 5.2, for other polarizations this is
accomplished by introducing a real structure that manifests as a modified ∗-structure of the cor-
responding Weyl algebra. This construction is motivated in part from the reflection positivity
condition arising in Euclidean approach to constructive quantum field theory, as we explain in Sec-
tion 8. Recall that a change of vacuum (as relevant in particular in curved spacetime QFT) gives
rise to a (generally non-normalizable) state consisting of a “sea” of particle pairs representing one
vacuum in the Hilbert space of the other vacuum [19]. We show in Sections 7.4 and 7.5 that this
phenomenon generalizes to the novel non-Kähler vacua.
With its focus on development of the conceptual and mathematical framework, applications are
outside the scope of the present paper. Nevertheless, we make an exception with Section 9, where
we reexamine the question of the splitting of the Minkowski vacuum along partial hypersurfaces as
well as the relation between Rindler and Minkowski vacuum in Rindler space. On the one hand
this serves to confirm that well-established standard results are recovered with our methods. On
the other hand a few new insights arise on the problems in question.
A key characteristic of our approach lies in the aim of reducing quantum (field) theory to its
structural essence. Naturally, this results in a high degree of abstraction. On the one hand this
means that making it work for any particular field theory requires additional effort in dealing with
concrete partial differential equations, boundary value problems, topologies on solution spaces etc.
On the other hand this means that the potential applicability of the framework is vast, including not
only all kinds of scenarios involving curved spacetimes, but possibly even in contexts with theories
living on manifolds without metric backgrounds, as one would expect in quantum gravity.
2 Correlation functions in generalized vacua
2.1 Path integral formula
In this section we introduce a formula for the vacuum correlation functions of observables in GBQFT
that is central for the subsequent considerations in this work. We first recall the standard case of
QFT in Minkowski space. The correlation function (10) for the case of initial and final vacuum
states is customarily written as,
〈0|TF |0〉 =
∫
K
DφF (φ) exp (iS(φ)) . (18)
The integration is here formally over field configurations φ ∈ K in all of Minkowski space. This
notation hides the fact that the path integral is evaluated with specific boundary conditions for
the field configuration φ in the infinite past and future, encoding the vacuum. As mentioned in
Section 1.6, the path integral can be explicitly evaluated if F is a Weyl observable. Thus, let
D : K → R be a linear observable and set F = exp(iD). Now consider S +D as a modified action.
Let η be the solution of the equations of motion for the modified action satisfying the standard
boundary conditions. Recall that this means that η is a “positive energy” solution in the far future
and a “negative energy” solution in the distant past. Then,
〈0|TF |0〉 = exp
(
i
2D(η)
)
. (19)
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In the special case that D = Dj is determined by a source j via (12) we have,
〈0|TF |0〉 = exp
(
i
2
∫
d4x η(x)j(x)
)
= exp
(
i
2
∫
d4x d4y j(x)GF (x, y)j(y)
)
. (20)
Here, GF is the Feynman propagator.
In GBQFT we consider the analogue of (18) for a general regionM . We use a notation analogous
to (17) to write the vacuum correlation function as,
ρFM (WP) =
∫
KM
DφF (φ) exp(iS(φ)). (21)
While this notation deliberately suggests that WP is a state and that ρFM is a function on the
corresponding state space we do neither define such a state space nor such a map for the moment.
Here, the boundary conditions are determined by a polarization P, i.e., a Lagrangian subspace
LP∂M ⊆ LC∂M of the complexified space of germs of solutions on the boundary ∂M [27]. We make the
choice of polarization explicit with our notation. Thus, we takeWP to mean the vacuum determined
by the polarization P. The standard QFT case is recovered by considering Minkowski space with
the Kähler polarization of the standard vacuum (i.e., positive and negative energy solutions) at
positive and negative temporal infinity. Here, in contrast, the polarization need not be Kähler and
the term vacuum is to be understood in the corresponding generalized sense [27]. As a technical
condition, the polarization has to be transversal to the real polarization LC
M˜
⊆ LC∂M given by the
complexified solutions on the boundary that come from interior solutions (recall Section 1.5). This
means that the two subspaces satisfy LC
M˜
⊕ LP∂M = LC∂M . Transversality is guaranteed if LP∂M is a
Kähler polarization [27, Proposition B.11].
Consider a real linear observable D in M , i.e., a linear map D : KM → R. We may add such
a linear observable to the action S : KM → R to obtain a modified action S + D. We denote the
space of solutions in M of the equations of motion for this modified action by ADM . For later use
we note that the evaluation of the observable D on any φ ∈ LM is given by a very simple formula.
To this end let η be any element of ADM . Then, [26, equation (52)]12
D(φ) = 2ω∂M (φ, η). (22)
ADM is an affine space, admitting translations by elements of LM . Typically, the solutions for S
are homogeneous partial differential equations, while those for S+D are associated inhomogeneous
ones. Let F = exp(iD) be the corresponding Weyl observable. Consider the complexification
AD,CM := ADM ⊕ iLM of the affine space ADM . The transversality condition ensures that there is
exactly one complexified solution η in the intersection AD,CM ∩ LP∂M .13 The path integral (21)
evaluates to [27],
ρFM (WP) = exp
(
i
2D(η)
)
, (23)
directly generalizing formula (19). In fact, rather than further reasoning about the path integral,
we shall treat formula (23) from here onwards as a definition (of the path integral).
12Note that we adopt the sign conventions for the symplectic form relative to the action as in [26] and not as in
the more recent paper [27] which would invert the sign in this equation.
13To see this consider an arbitrary element ξ ∈ AD,CM . Using transversality on the boundary ∂M decompose this
uniquely into ξ = τ + η with τ ∈ LCM and η ∈ LP∂M . Starting with a different element ξ′ = τ ′ + η′, it is easy to see
that η = η′.
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Note that while we have originally assumed the observable D to be real in order to use it as a
source to modify the action, the resulting formula (23) extends perfectly well to complex D. Of
course, in this case the space ADM does not consist exclusively of real solutions. Nevertheless, we
will continue to use the notation AD,CM for the “complexification” which can now be understood as
AD,CM = ADM + LCM . (Note that the sum is not direct.) Similarly, we recall that the (generalized)
space of solutions LM in a regionM is not always naturally a real Lagrangian subspace of the space
L∂M of germs on the boundary, but may similarly contain complex solutions, in particular if M is
not compact [27]. We still write LCM , even if the space does not arise as the complexification of a
real vector space.
Besides having complex values on real solutions, formula (23) also implies that we need to
evaluate observables on complex solutions. In the case of a linear observable D as above this is
simply done by extending real to complex linearity. The obvious generalization to the non-linear
case is achieved by demanding holomorphicity. To be precise, we say that a complex function
f : V → C on a complex vector space V is holomorphic iff for any two elements a, b ∈ V the
function C→ C given by z 7→ f(a+ zb) is everywhere holomorphic (i.e. entire). In particular, the
Weyl observable induced by a complex linear observable is holomorphic. From here onwards it is
understood that all observables are required to be holomorphic, if not explicitly stated otherwise.
While arguments made so far about solution spaces, observables and their relations were justified
by appeal to differential analytic contexts involving partial differential equations in manifolds, such
contexts are not actually necessary and may not even be desired for the results that are going to
be discussed. Instead, key structures (such as solutions spaces) are understood as objects in their
own right and their relations, previously thought of as derived, are axiomatized. In particular, we
shall take for granted the axioms for classical field theory (Appendix A) as well as those involving
observables as well [26, Section 4.6]. This will not necessarily be evident in our discourse which is
aimed primarily at an intuitive understanding, but will be evident in relevant proofs when appeal
is made to these axioms rather than to a differential analytic context.
2.2 Vacuum correlation functions for general observables
Crucially, evaluating the vacuum correlation function of an observable that is not a Weyl observable
can also be reduced to formula (23), by using Weyl observables as generators. Consider the case
of an observable D : KCM → C that is a product of linear observables D = D1 · · ·Dn. Define the
family of linear observables
Dλ1,...,λn = λ1D1 + · · ·+ λnDn, (24)
parametrized by real numbers λ1, . . . , λn. We may then obtain D from the family of Weyl observ-
ables
Fλ1,...,λn = exp (iDλ1,...,λn) , (25)
by variation,
D = (−i)n ∂
∂λ1
· · · ∂
∂λn
Fλ1,...,λn
∣∣∣∣
λ1,...,λn=0
. (26)
Exploiting linearity of the amplitude we obtain the vacuum correlation function of D from that of
the family of Weyl observables,
ρDM (WP) = (−i)n
∂
∂λ1
· · · ∂
∂λn
ρ
Fλ1,...,λn
M (WP)
∣∣∣∣
λ1,...,λn=0
. (27)
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We proceed to a more explicit evaluation of this correlation function depending on the degree
of D. We start with the case of a quadratic observable D = D1D2. With (27) we get in this case,
ρD1D2M (WP) = −
∂
∂λ1
∂
∂λ2
ρ
Fλ1,...,λn
M (WP)
∣∣∣
λ1,...,λn=0
= − ∂
∂λ1
∂
∂λ2
exp
(
i
2Dλ1,λ2(ηDλ1,λ2 )
) ∣∣∣
λ1,...,λn=0
. (28)
Here ηDλ1,λ2 ∈ A
Dλ1,λ2 ,C
M ∩ LP∂M . Now notice that by linearity
ηDλ1,λ2 = λ1η1 + λ2η2, (29)
where ηk ∈ ADk,CM ∩ LP∂M . Thus,
ρD1D2M (WP) = −
∂
∂λ1
∂
∂λ2
exp
(
i
2
(
λ1λ2(D1(η2) +D2(η1)) + λ21D1(η1) + λ22D2(η2)
)) ∣∣∣
λ1,...,λn=0
= − i2 (D1(η2) +D2(η1)) . (30)
In the example of Klein-Gordon theory in Minkowski space let D1, D2 be determined by sources
j1, j2 according to (12). Using (20) we get,
ρD1D2M (WP) = −i
∫
d4xd4y j1(x)GF (x, y)j2(y). (31)
Taking the sources to be delta functions so that D1(φ) = φ(x1), D2(φ) = φ(x2) we have (also
exhibiting the text book notation),
〈0|Tφ(x1)φ(x2)|0〉 = ρD1D2M (WP) = −iGF (x1, x2). (32)
We return to the general setting and consider the product D = D1 · · ·Dn,
ρD1···DnM (WP) =
(
n∏
k=1
(
−i ∂
∂λk
))
ρFM (WP)
∣∣∣
λ1,...,λn=0
=
(
n∏
k=1
(
−i ∂
∂λk
))
exp
 i
2
n∑
k,l=1
λkλlDk(ηl)
∣∣∣
λ1,...,λn=0
. (33)
Since any term in the expansion of the exponential involves the product of an even number of
parameters λk this expression vanishes if n is odd. If n is even, set n = 2m. This yields,
ρD1···D2mM (WP) =
( 2m∏
k=1
(
−i ∂
∂λk
))
1
m!
 i
2
2m∑
k,l=1
λkλlDk(ηl)
m ∣∣∣
λ1,...,λn=0
= 1
m!
∑
σ∈S2m
m∏
j=1
(
− i2Dσ(2j−1)(ησ(2j))
)
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= 12mm!
∑
σ∈S2m
m∏
j=1
ρ
Dσ(2j−1)Dσ(2j)
M (WP). (34)
Here, Sk denotes the group of permutations σ of k elements. We recover a well known formula
expressing the correlation function as a sum over products of correlation functions corresponding
to all possible partitions of the monomial observable into pairs of linear observables.
3 Quantization with Kähler vacua
As recalled in the introduction (Section 1.7), the framework of linear GBQFT with observables
has been fully worked out for the case that a Kähler polarization (Section 1.5) is chosen on each
hypersurface. We give a short review of this framework here. The axioms of the quantum theory
to be satisfied by the quantization scheme are included in Appendix B to which we shall refer
occasionally. For a full account we refer the reader to [26]. Some terminology used is from [27].
3.1 State spaces and coherent states
Let Σ be a hypersurface, LΣ the associated space of germs of solutions and ωΣ the corresponding
symplectic form. We also assume a choice L+Σ ⊆ LCΣ of Lagrangian subspace, positive-definite
with respect to the inner product (9), i.e., a Kähler polarization. The complex conjugate subspace
L−Σ := L
+
Σ is then also a Lagrangian subspace of LCΣ. Moreover, it is negative-definite with respect
to the inner product (9) and it is transversal to L+Σ , i.e., LCΣ = L
+
Σ ⊕L−Σ . A more traditional way to
specify the subspace L+Σ ⊆ LCΣ is by providing an orthonormal basis {uk}k∈I of it with respect to
the inner product (9). This is also referred to as a choice of negative energy modes. The complex
conjugate elements {u¯k}k∈I then provide an orthonormal basis of L−Σ ⊆ LCΣ with respect to the
negative of the inner product (9). These are referred to as positive energy modes. In total we have,
(uk, ul)Σ = δk,l, (u¯k, u¯l)Σ = −δk,l, (uk, u¯l)Σ = 0. (35)
It will be useful to recall an equivalent way to characterize a Kähler polarization. Let JΣ :
LΣ → LΣ be a complex structure, i.e., a real linear operator such that J2Σφ = −φ. Also require
compatibility with the symplectic form, i.e., ωΣ(JΣφ, JΣη) = ωΣ(φ, η). Finally, consider the complex
valued bilinear form,
{φ, η}Σ := 2ωΣ(φ, JΣη) + 2iωΣ(φ, η). (36)
This is in fact hermitian and sesquilinear with respect to the complex structure JΣ, i.e., by taking
multiplication with i to be given by JΣ. We require it to be positive-definite as well. This makes
LΣ into a complex Hilbert space (possibly upon completion). We call a complex structure JΣ with
these properties positive-definite complex structure. For later use we also introduce a notation for
the real part of this inner product,
gΣ(φ, η) := 2ωΣ(φ, JΣη). (37)
There is a one-to-one correspondence between positive-definite Lagrangian subspaces of LCΣ and
positive-definite complex structures JΣ on LΣ as follows. First note that by complexification JΣ
extends to a complex linear map LCΣ → LCΣ (that we also denote by JΣ). Then, L+Σ and L−Σ are
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precisely the eigenspaces of the operator JΣ, with eigenvalues i and −i. We note that the projectors
on the eigenspaces can be written as,
P+Σ (φ) =
1
2(φ− iJΣφ), P
−
Σ (φ) =
1
2(φ+ iJΣφ). (38)
The relation between the inner product (9) on L+Σ and the inner product (36) is given by,
(P+Σ (φ), P
+
Σ (η))Σ = {φ, η}Σ, (39)
where φ, η ∈ LΣ. We note that P±Σ act as a real vector space isomorphisms between LΣ and L±Σ .
These isomorphisms also serve to bring into one-to-one correspondence orthonormal basis {wk}k∈I
of LΣ with respect to the inner product (36) with orthonormal basis {uk}k∈I of L+Σ with respect to
the inner product (9) via,
wk = uk + u¯k. (40)
The Hilbert space HΣ of states can be constructed as the Fock space over LΣ considered as a
Hilbert space with the inner product (36). Equivalently, we may view HΣ as a space of square-
integrable holomorphic functions on LΣ with respect to a Gaussian measure νΣ determined by the
inner product (36) [18].14 Here, holomorphic is understood with respect to the complex structure
JΣ. This is called the holomorphic representation. We denote the inner product in HΣ by 〈·, ·〉Σ.
Creation and annihilation operators are labeled by elements of the phase space LΣ, which at the
same time can be identified with the subspace of HΣ of one-particle states. Given ξ ∈ LΣ we denote
the associated creation operator by a†ξ and the associated annihilation operator by aξ. These satisfy
the commutation relations,
[aξ, a†η] = {η, ξ}Σ. (41)
Their actions on holomorphic wave functions are given by [25],
(a†ξψ)(φ) =
1√
2
{ξ, φ}Σψ(φ), (42)
(aξψ)(φ) =
√
2 ∂
∂λ
ψ(φ+ λξ)
∣∣∣
λ=0
. (43)
A particularly important class of states are the coherent states, which generate a dense subspace
of HΣ. Thus, associated to each element of ξ ∈ LΣ, there is a coherent state Kξ ∈ HΣ. In the
holomorphic representation its wave function is given by,
Kξ(φ) = exp
(
1
2{ξ, φ}Σ
)
. (44)
The coherent states are eigenstates of the annihilation operators,
aηKξ =
1√
2
{ξ, η}ΣKξ. (45)
The wave function of a state ψ ∈ HΣ may be obtained via the reproducing property,
ψ(φ) = 〈Kφ, ψ〉Σ. (46)
14Strictly speaking the measure νΣ and corresponding integrals are not over the space LΣ, but over an extension
LˆΣ of this space [18]. However, this detail is inconsequential for the present considerations. While we make it
apparent in the notation for integrals, we will not provide any further discussion here.
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Consequently, the inner product between coherent states is given by,
〈Kξ,Kφ〉Σ = exp
(
1
2{φ, ξ}Σ
)
. (47)
Moreover, they satisfy a completeness relation,
〈η, ψ〉Σ =
∫
LˆΣ
〈η,Kφ〉Σ〈Kφ, ψ〉Σ dνΣ(φ). (48)
For later use we note that expanding coherent states to first order in their parameters in this formula
leads to the following completeness relation for LΣ,
{η, ξ}Σ = 12
∫
LˆΣ
{η, φ}Σ{φ, ξ}ΣdνΣ(φ). (49)
In the following we also consider the normalized coherent states defined as kξ := exp
(− 14{ξ, ξ}Σ)Kξ.
The vacuum state is the coherent state k0 = K0. To emphasize that a coherent state lives on a
hypersurface Σ we sometimes use the more explicit notation KΣ,ξ instead of Kξ.
Concerning states with definite particle number we remark that an n-particle state ψ is repre-
sented by an n-linear wave function, i.e., ψ(λφ) = λnψ(φ). More specifically, a state ψ encoding n
particles characterized by elements ξ1, . . . , ξn ∈ LΣ has (up to normalization) a wave function (see
e.g., [33]),
ψ(φ) = {ξ1, φ}Σ · · · {ξn, φ}Σ. (50)
Note that this wave function may be obtained from that of a coherent state by applying suitable
derivatives as follows,
ψ =
(
n∏
k=1
2 ∂
∂λk
)
Kλ1ξ1+···+λnξn
∣∣∣
λ1,...,λn=0
. (51)
In the presented quantization, the Kähler vacua on the two differently oriented versions of
a hypersurface Σ are required to be related as follows. Concretely, taking the positive-definite
Lagrangian subspace L+Σ ⊆ LCΣ associated to Σ, its complex conjugate L+Σ will be a positive-definite
Lagrangian subspace of LCΣ. This is because the notion of Lagrangian subspace is the same on Σ
and Σ while the relevant inner product (9) behaves as,
(φ, η)Σ = (φ, η)Σ. (52)
Both stem from the fact that ωΣ = −ωΣ (see Axiom (C2) of Appendix A). It is thus natural to
set L+
Σ
:= L+Σ . This also agrees with the standard notion of vacuum in curved spacetime [27]. In
terms of complex structures this means, JΣ = −JΣ. As a consequence, the state spaces on the
same hypersurface, but with opposite orientation are related by a specific complex conjugate linear
involution ιΣ : HΣ → HΣ. In terms of wave functions this takes the form,
(ιΣ(ψ)) (φ) = ψ(φ). (53)
For coherent states this map is simply ιΣ(KΣ,ξ) = KΣ,ξ. With the structures of the Hilbert spaces
HΣ and involutions ιΣ we satisfy Axioms (T1) and (T1b) of Appendix B.
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Finally, suppose that a hypersurface Σ is decomposed into two pieces, Σ1 and Σ2, i.e., Σ =
Σ1∪Σ2, either disjointly or along edges. The associated space of germs of solutions then decomposes
as a direct sum LΣ = LΣ1⊕LΣ2 and the symplectic form decomposes accordingly as ωΣ = ωΣ1 +ωΣ2
(Axiom (C3) of Appendix A). If this decomposition is to be admissible in the present quantization
scheme, we require matching Kähler polarizations on each of the hypersurfaces. That is, L+Σ = L
+
Σ1⊕
L+Σ2 . Then quantization yields an isometric isomorphism of Hilbert spaces τΣ1,Σ2;Σ : HΣ1⊗ˆHΣ2 →HΣ as required by Axiom (T2) and satisfying Axiom (T2b) of Appendix B. In terms of wave
functions we have,
(τΣ1,Σ2;Σ(ψ1 ⊗ ψ2)) ((φ1, φ2)) = ψ1(φ1)ψ2(φ2). (54)
For coherent states this is,15
τΣ1,Σ2;Σ(Kξ1 ⊗ Kξ2) = K(ξ1,ξ2). (55)
In a standard QFT in globally hyperbolic spacetime if Σ consists of the disjoint union of spacelike
hypersurfaces Σ1 and Σ2 this notion of decomposition works perfectly well with the usual Kähler
vacua. However, if in the same context, say Σ is a single spacelike hypersurface and Σ1 and Σ2 are
pieces of it (glued along a boundary) then a serious problem arises, as already mentioned at the end
of Section 1.7 of the introduction. Namely, the Lagrangian subspace L+Σ ⊆ LCΣ encoding a reasonable
vacuum (e.g., the standard one in Minkowski space) will be non-local along the hypersurface. That
is, there are no subspaces L+Σ1 ⊆ LCΣ1 and L+Σ2 ⊆ LΣ2 such that L+Σ = L+Σ1 ⊕ L+Σ2 . In terms of
the complex structure, the operator JΣ is not a differential operator on LΣ, but only a pseudo-
differential operator. We shall see in Section 9.1 how some of the methods developed in the following
allow us to deal with this situation.
3.2 Standard example: States in Klein-Gordon theory
To connect our notions and notations to those familiar from text book QFT, we consider the
example of massive Klein-Gordon theory in Minkowski space on equal-time hypersurfaces. That
is, we return to the context of the beginning of Section 2.1. We shall adopt the conventions of
[18]. Thus, we denote by Lt the space of germs of solutions of the Klein-Gordon equation on the
spacelike hypersurface Σt, determined by fixing the time t. Due to the Cauchy property, this space
can be identified with the space of global solutions. We parametrize solutions as usual in terms of
plane waves, with E =
√
k2 +m2,
φ(t, x) =
∫ d3k
(2pi)32E
(
φa(k)e−i(Et−kx) + φb(k)ei(Et−kx)
)
. (56)
This describes elements of the complexified solution space LCt . Real solutions, i.e., elements of Lt
are characterized by the property φb(k) = φa(k). The symplectic form on LCt is,16
ωt(φ1, φ2) =
1
2
∫
d3x (φ2(t, x)(∂0φ1)(t, x)− φ1(t, x)(∂0φ2)(t, x)) (57)
= i2
∫ d3k
(2pi)32E
(
φa2(k)φb1(k)− φa1(k)φb2(k)
)
. (58)
15We use the notation (ξ1, ξ2) for the element ξ1 + ξ2 ∈ LΣ1 ⊕ LΣ2 with ξ1 ∈ LΣ1 and ξ2 ∈ LΣ2 .16The conventions for the sign of the symplectic structure are as in [18, 26] and opposite to those in [27].
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Here the orientation of the hypersurface Σt is chosen to correspond to that of the past boundary of
a region in the future of t. This choice is in accordance with the fact that we want to construct the
Hilbert space Ht of initial states on Σt. In the traditional bra-ket notation these are the ket-states.
It is easy to verify with (9) that the subspace L+t ⊆ LCt of polarized solutions is indeed a
positive-definite Lagrangian subspace,
L+t = {φ ∈ LCt : φa(k) = 0∀k}. (59)
This is the subspace of negative energy solutions, which recovers the standard past boundary con-
dition for Klein-Gordon theory in Minkowski space, compare Section 2.1. (For final states on the
hypersurface Σt we correspondingly get the positive energy solutions recovering the standard future
boundary condition.) The corresponding complex structure Jt, and inner product (36) are,
(Jt(φ))a/b(k) = −iφa/b(k), (60)
{φ1, φ2}t = 2
∫ d3k
(2pi)32Eφ
a
1(k)φb2(k). (61)
It is common to consider the (singular) momentum modes, with normalization,
φp(t, x) =
1√
2
(
e−i(Ept−px) + ei(Ept−px)
)
, (62)
{φp, φp′}t = (2pi)32Epδ3(p− p′). (63)
In turn we use the momentum modes to define corresponding (singular) single particle momentum
eigenstates, with normalization,
ψp(φ) =
1√
2
{φp, φ}t = φb(p), (64)
〈ψp, ψp′〉t = (2pi)32Epδ3(p− p′). (65)
These are the usual text book momentum eigenstates, often written as |p〉 instead of ψp. The
corresponding creation and annihilation operators are,
a†p = a
†
φp
, ap = aφp . (66)
By multiple application of the creation operator (42) we see that the wave function for a normalized
n-particle state with momenta p1, . . . , pn is,
ψp1,...,pn(φ) =
1√
2n
{φp1 , φ}t · · · {φpn , φ}t. (67)
3.3 Correlation functions for coherent states
Let M be a region with a choice of Kähler polarization on the boundary, i.e., a positive-definite
Lagrangian subspace L+∂M ⊆ LC∂M . We recall that the space L∂M decomposes as a direct sum
of real vector spaces as follows, L∂M = LM ⊕ J∂MLM [18, Lemma 4.1]. Here, J∂M denotes
the complex structure corresponding to the Kähler polarization. For elements of LC∂M , we write
this decomposition as ξ = ξR + J∂MξI, with ξR, ξI ∈ LM . Consider the correlation function for
an observable F in M with a normalized coherent state kξ for ξ ∈ L∂M on the boundary ∂M ,
compare Figure 7. If F is a Weyl observable the Feynman path integral (17) leads to the following
factorization theorem, see [18, Proposition 4.2] and [26, Proposition 4.3 and equation (85)].
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Figure 7: Spacetime region M containing an observable F with normalized coherent state kξ on
the boundary.
Theorem 3.1. Let M be a region, D : KCM → C a linear observable, and ξ ∈ L∂M . Set F :=
exp(iD), ξˆ := ξR − iξI. Then,
ρFM (kξ) = ρM (kξ)F (ξˆ)ρFM (K0), with, (68)
ρM (kξ) = exp
(
− i2g∂M (ξ
R, ξI)− 12g∂M (ξ
I, ξI)
)
, (69)
ρFM (K0) = exp
(
i
2D(η)
)
. (70)
Here η ∈ AD,CM ∩ L+∂M is unique.
Viewing this as a definition, we satisfy Axiom (TO4) of Appendix B.
Note that in particular, the vacuum correlation function (70) recovers formula (23) of Section 2.1.
In our notation we have,
ρFM
(
WP
)
= ρFM (K0). (71)
This may be seen as the justification for the definition (23) in the same way as the unconstrained
path integral formula (18) in standard QFT may be justified by reproducing the results of formula
(10) for the case of initial and final vacuum states. In the special case of Klein-Gordon theory in
Minkowski space we thus indeed recover formulas (19) and (20) with the usual Feynman propagator
as consequences of the quantization laid out in Section 3.2 together with Theorem 3.1.
The notion of normal ordered quantization was generalized from the instant-time setting of
standard QFT to GBQFT with Kähler polarizations in [25, 26]. In the present setting the normal
ordered quantization of the observable F is given by,
ρ:F:M (Kξ) := ρM (Kξ)F (ξˆ). (72)
We shall take this formula as a definition. In the case of a Weyl observable we can compare this
formula directly with the factorization formula (68). We observe that it then corresponds precisely
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to removing the factor representing the vacuum correlation function. For the understanding in
terms of ordering of operators, see Section 5.1.
Note that using the completeness relation (48) and reproducing property (46), correlation func-
tions for arbitrary states ψ ∈ H∂M can be expressed as integrals over correlation functions for
coherent states as follows,
ρFM (ψ) =
∫
Lˆ∂M
〈Kξ, ψ〉∂M ρFM (Kξ) dν(ξ) =
∫
Lˆ∂M
ψ(ξ) ρFM (Kξ) dν(ξ). (73)
3.4 Semiclassical interpretation
A remarkable aspect of the Structure Theorem 3.1 for correlation functions is its bearing on the
semiclassical interpretation of linear bosonic field theory. In particular, it can be used to show that
a (normalized) coherent state kξ for ξ ∈ L∂M a solution of the classical field equation near the
boundary ∂M , indeed behaves as a semiclassical approximation to that solution.
3.4.1 Amplitudes
Firstly, we consider this in the context of pure amplitudes, i.e., in the absence of observables.
The amplitude is then given by formula (69). This admits an extremely simple and compelling
semiclassical interpretation [18]. Crucial is the decomposition L∂M = LM⊕J∂MLM of the boundary
solution space, in terms of elements written as, ξ = ξR + J∂MξI. Here, ξR is the component of the
solution ξ that comes from a solution in the interior of M . In other words, it is a solution that
admits a classical continuation to the interior ofM in terms of the classical equations of motion. In
contrast, J∂MξI is the component that does not admit such a continuation. That is, its occurrence
on the boundary ∂M is classically forbidden. Now, if the classically forbidden component J∂MξI is
not present, i.e., ξ is classically allowed, the amplitude (69) is simply unity. On the other hand, if
J∂Mξ
I is turned on, a phase factor appears, and more importantly, an exponential suppression term
appears (recall that g∂M is positive-definite), depending on the magnitude of J∂MξI (or equivalently
of ξI). This is precisely the tunneling behavior expected in the quantum theory.
We remark that the inner product of coherent states can be seen to arise as a limiting case
of the amplitude when the region M is being squeezed to a slice region Σˆ, compare Axiom (T3x)
of Appendix B. In that case the classically allowed solutions LΣˆ ⊆ L∂Σˆ are the pairs (ξ, ξ) with
ξ ∈ LΣ. Then, the amplitude is the inner product of two identical normalized coherent states kξ
and thus unity. On the other hand, switching on a classically forbidden component means making
the two solutions ξ1 and ξ2 on the two sides of Σˆ different so that the inner product between the
normalized coherent states becomes suppressed. Indeed, from expression (47) we obtain,
〈kξ1 , kξ2〉Σ = exp
(
iωΣ(ξ2, ξ1)− 14gΣ(ξ2 − ξ1, ξ2 − ξ1)
)
. (74)
3.4.2 Observables
Secondly, we consider correlation functions with observables. Let ξ be a classically allowed solution
in the sense that ξ ∈ LM . For a Weyl observable F we have formula (68), where the first factor is
unity and the last depends on F only (the vacuum correlation). The remaining factor is simply F (ξ)
(observe ξˆ = ξ here). That is, it is precisely the value of the classical observable F evaluated on
the classically continued solution ξ in the interior of M . The semiclassical interpretation becomes
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Figure 8: Self-composition of spacetime region with observable.
even more clear when we switch to normal ordered quantization, formula (72). The vacuum cor-
relation factor is removed and, more importantly, the classical value F (ξ) is obtained for arbitrary
observables F . When the non-classical component ξI is switched on on the boundary, we no longer
expect to obtain the value of the observable F on some classical solution. Indeed, in this case the
solution ξˆ in the interior becomes complex, a behavior well known in a tunneling context.
As for pure amplitudes, we can also in the case of observables consider the limit of squeezing
a region to a slice region. This leads to the slice observables to be considered in Section 4. The
semiclassical interpretation in this limit will be considered in Section 5.1.
3.5 Composition
As laid out in Section 1.3, the notion of composition is central to GBQFT, as manifest in the
composition rule for amplitudes (4). It turns out that to make this actually work with path integral
quantization, a gluing anomaly factor has to be included that only depends on the geometry [18].
At the same time, it is convenient to formulate the composition rule in terms of the self-gluing of
a region along matching pieces of its boundary. The composition of two distinct regions is then
achieved by first performing a disjoint union, followed by a self-gluing.
We first describe the disjoint composition. LetM and N be regions and ψM ∈ H∂M , ψN ∈ H∂N
states on the boundaries. Let F,G be observables in M and N respectively. Then,
ρF•GMunionsqN (ψM ⊗ ψN ) = ρFM (ψM )ρGN (ψN ). (75)
Here F •G denotes the spacetime composition of the classical observables. This means the following.
F and G are functions on the configuration spaces KM and KN respectively. We extend F to a
function on KMunionsqN = KM × KN trivially, i.e., without dependence on KN , and proceed with G
analogously. Then, we multiply the extended observables F and G as functions on KMunionsqN in the
ordinary way. With this we satisfy Axiom (TO5a) of Appendix B.
We turn to the self-composition. Let M be a region with its boundary decomposing as ∂M =
Σ1 ∪Σ∪Σ′. Suppose that Σ and Σ′ are identical so that M can be glued to itself along Σ,Σ′. Call
the resulting manifold M1. Then, ∂M1 = Σ1, see Figure 8. In order for the composition rule to be
valid, the gluing anomaly has to be well-defined.
Definition 3.2. We call the gluing admissible if the gluing anomaly cM ;Σ,Σ′ given by the following
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formula is well-defined due to absolute convergence of the sum,
cM ;Σ,Σ′ =
∑
k∈I
ρM (k0 ⊗ ζk ⊗ ιΣ′(ζk)). (76)
Here, {ζk}k∈I is an arbitrary orthonormal basis of HΣ.
Let F : KCM → C be an observable in M . Since field configurations in M1 yield field configura-
tions in M , we have a map KM1 → KM . By composition, we obtain from the observable F in M
an observable F1 : KCM1 → C in M1. The observables are also illustrated in Figure 8. If the gluing
is admissible, it can be shown that the correlation functions characterized by Theorem 3.1 satisfy
the following composition rule [26, Proposition 4.2].
Theorem 3.3. Let ψ ∈ H◦∂M1 . Then,
ρF1M1(ψ) · cM ;Σ,Σ′ =
∑
k∈I
ρFM (ψ ⊗ ζk ⊗ ιΣ′(ζk)). (77)
Here, {ζk}k∈I is an arbitrary orthonormal basis of HΣ.
H◦∂M1 denotes a dense subspace of the Hilbert space H∂M1 where the amplitude map is well-
defined. Here we take H◦∂M1 to be the subspace spanned by the coherent states. With this we
satisfy Axiom (TO5b) of Appendix B.
For the convenience of the reader we spell out the resulting composition rule for regions M and
N , recall Figure 4. Thus, M has boundary ∂M = ΣM ∪ Σ, and N has boundary ∂N = ΣN ∪ Σ′.
Here Σ′ is a copy of Σ. As before, F is an observable inM and G in N (not depicted in the Figure).
Then,
ρF•GM∪N (ψM ⊗ ψN ) · cM,N ;Σ,Σ′ =
∑
k∈I
ρFM (ψM ⊗ ζk)ρGN (ψN ⊗ ιΣ′(ζk)). (78)
This is the anomaly-corrected version of the composition rule (4).
4 Slice observables
4.1 Classical slice observables
In the present field theoretic setting, observables are functions on field configurations in spacetime
regions. The idea of slice observables is simple: These are observables that only depend on the field
in a slice region Σˆ, i.e., an infinitesimal neighborhood of a hypersurface Σ. In the case of equal-time
hypersurfaces these observables are the analogues of the observables of non-relativistic quantum
mechanics. As the latter, their quantized versions form algebras, in contrast to other observables
in GBQFT.
Slice observables were introduced to GBQFT in [26, Section 4.10]. We recall the setup, with
minor adjustments. Consider the slice region Σˆ associated to the hypersurface Σ. We have the
boundary decomposing into two copies of Σ, called Σ and Σ′, with the second copy oppositely
oriented, ∂Σˆ = Σ∪Σ′, see Figure 9. Note that Σ and Σ′ are really “the same” hypersurface, i.e., “at
the same place”. The separation drawn in Figure 9 is purely for purposes of illustration and intuition.
Recall that the space of solution in the interior of the slice region, LΣˆ ⊆ L∂Σˆ = LΣ ⊕ LΣ′ consists
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Figure 9: A slice observable D in the slice region Σˆ.
of those elements that take the form (φ, φ) ∈ LΣ⊕LΣ′ . As for the space KΣˆ of field configurations,
it turns out that the definition yielding the right properties is KΣˆ := L∂Σˆ = LΣ ⊕ LΣ′ . That is,
the field configurations are given by no more than the germs on the (two-component) boundary.
However, we allow a slice observable D : KΣˆ → C only to depend on one copy of LΣ. This
ensures that it encodes the right degrees of freedom, achieving the desired correspondence to the
non-relativistic setting. Concretely, the slice observable D is determined by a map D′ : LΣ → C.
D takes on (φΣ, φΣ′) ∈ KΣˆ by definition the value
D((φΣ, φΣ′)) := D′
(
1
2(φΣ + φΣ
′)
)
. (79)
One can think of this as an “averaging of the boundary values”. Another way to think about this is
in terms of a decomposition L∂Σˆ = LΣˆ⊕LcΣˆ into solutions in the interior, LΣˆ, and a complementary
space LcΣˆ of elements of the form (φ,−φ). The “averaging” in formula (79) is then really a projection
onto the subspace LΣˆ ⊆ L∂Σˆ with the effect that D only depends on this subspace.
If the slice observable D is real linear we can encode it through an element ξ ∈ LΣ such that,
for all φ ∈ LΣ,17
D′(φ) = 2ωΣ(ξ, φ). (80)
Let this slice observable now act as a source, localized in Σˆ. That is, we modify the action S by
adding D to obtain S+D. As before, we call the affine space of solutions of the modified equations
of motion ADΣˆ . It is useful to think of these solutions as extending to the ambient spacetime around
Σˆ. Now, since the source is singular in the sense of being concentrated on a hypersurface, so will
be the solutions. In fact, using the relation (22) we can calculate exactly how a solution “jumps”
from one side of Σˆ to the other. On each side of Σˆ a solution η ∈ ADΣˆ behaves as a solution of the
homogeneous equations of motion corresponding to the free action S. Call these partial solutions
ηΣ and ηΣ′ respectively. Formally we treat these as elements of LΣ.
Let φ ∈ LΣ be arbitrary. Then (φ, φ) ∈ LΣˆ ⊆ KΣˆ. Evaluating the observable D on (φ, φ)
according to (79) and (80) yields,
D((φ, φ)) = D′(φ) = 2ωΣ(ξ, φ). (81)
On the other hand, formula (22) is equally applicable in this case and leads to,
D((φ, φ)) = 2ω∂Σˆ ((φ, φ), (ηΣ, ηΣ′)) = 2ωΣ(φ, ηΣ) + 2ωΣ′(φ, ηΣ′) = 2ωΣ(φ, ηΣ − ηΣ′). (82)
17There is a difference in convention compared to equation (104) in [26] corresponding to a relative minus sign.
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Figure 10: Composition of Weyl slice observables F = exp(iD) and G = exp(iE).
Since φ was arbitrary we can conclude that η ∈ ADΣˆ , i.e., η is a solution of the inhomogeneous
equations of motion iff
ηΣ′ − ηΣ = ξ. (83)
The “jump” is precisely given by ξ. This is also illustrated in Figure 9. A particular choice of
solution is given by,
η = (ηΣ, ηΣ′) =
(
−12ξ,
1
2ξ
)
. (84)
Analogous to the previous discussion in Section 2.1, once we have the result (83) we drop
the restriction to the real case. That is, we allow D to be complex valued (on real solutions) and
correspondingly ξ to be complex, i.e., ξ ∈ LCΣ, extending the applicability of formula (83). Moreover,
we require D to be defined and holomorphic on the complexified configuration space by requiring
D′ to be defined and holomorphic on LCΣ.
As an example, it turns out that the field value at a point, besides defining an ordinary (space-
time) observable (as in Section 1.6), can also be implemented as a slice observable. We make this
concrete in the previously considered case of Klein-Gordon theory on an equal-time hypersurface
Σt in Minkowski space. Thus fix x ∈ Σt and in terms of the mode expansion (56) let18
ξa(k) = ξb(k) = i exp(i(Et− kx)). (85)
Then, define the corresponding linear observable D : KΣˆt → R by equation (80). With the explicit
form of the symplectic structure (58) we find,
D′(φ) = 2ωΣt(ξ, φ) = φ(t, x). (86)
4.2 Quantum algebra of slice observables
Classically, slice observables obviously form a commutative algebra, simply by viewing them as
holomorphic maps LCΣ → C (or equivalently induced maps KCΣˆ → C). In the quantum theory
the only notion of composition is mediated by spacetime composition. A slice region Σˆ can be
18Strictly speaking the solution ξ is not normalizable in the space of germs of solutions viewed as a Hilbert space.
To remedy this one would typically smear it with source functions in spacetime.
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glued to a copy of itself, resulting in the very same slice region. Thus, a slice observable can be
composed with another slice observable defined on the same slice region. What is more, we shall
show that the resulting object, which is again associated to the same slice region, is in fact again a
slice observable. That is, upon quantization, the slice observables form an algebra. The product is
non-commutative with the order reflecting the spatio-temporal arrangement of the gluing process,
see Figure 10. In the particular case of equal-time hypersurfaces, we recover the product reflecting
the temporal order of observables, as in non-relativistic quantum mechanics.
The quantization of observables is ultimately governed by formula (23) and its implicit gener-
alization for non-Weyl observables. Thus, to show that the composition of two slice observables is
a specific slice observable, we have to show that inserting the former observables into this formula
yields the exact same results as inserting the latter observable. This has to be true not only in the
presence of any vacuum (i.e., any polarization on the boundary) but also in the presence of arbitrary
other observables, as long as they are localized outside the slice region Σˆ. Due to their generating
nature, it is sufficient to consider this for the case that all observables are Weyl observables.
Thus, consider two copies of the slice region Σˆ, glued to form another copy, see Figure 10. To keep
track of the involved hypersurfaces (all copies of Σ, but with infinitesimal transversal displacement)
we label them Σ1,Σ2,Σ3. Thus, the first component slice region has boundary Σ1 ∪ Σ2 and the
second one Σ2∪Σ3. Now consider linear maps D′ : LCΣ → C and E′ : LCΣ → C that determine linear
slice observables D : LC
∂Σˆ → C and E : LC∂Σˆ → C via formula (79). We denote the corresponding
elements of LCΣ via formula (80) by ξD and ξE respectively. Also, let F := exp(iD) y G := exp(iE)
denote the corresponding Weyl observables. We locate F between Σ1 and Σ2 and G between Σ2
and Σ3. In line with our previous use of this notation we write G • F for the spacetime composite
of the Weyl observables on KCΣˆ ∪KCΣˆ. However, we will wish to identify KCΣˆ ∪KCΣˆ with KCΣˆ itself,
in line with the gluing identity Σˆ ∪ Σˆ = Σˆ for the underlying slice regions.
Consider now a solution η in a neighborhood of Σˆ, of the equations of motion modified by adding
D and E to the action. The analogue of equation (83) is now given by two corresponding equations,
with obvious notation,
ηΣ2 − ηΣ1 = ξD, and ηΣ3 − ηΣ2 = ξE . (87)
An immediate consequence is,
ηΣ3 − ηΣ1 = ξD + ξE = ξD+E . (88)
We proceed to evaluate the analogue of the right-hand side of expression (23) using formula (79)
for each of D and E. Crucially, the following computation arises as a factor in any evaluation of
(23), irrespective of the boundary polarization and any additional Weyl observables present outside
Σˆ,
exp
(
i
2 (E +D)(η)
)
= exp
(
i
2
(
E′
(
1
2(ηΣ2 + ηΣ3)
)
+D′
(
1
2(ηΣ1 + ηΣ2)
)))
= exp (iωΣ(ξE , ηΣ2) + iωΣ(ξD, ηΣ2))
= exp (iωΣ(ξE + ξD, ηΣ2))
= exp (iωΣ(ξE , ξD)) exp
(
i
2ωΣ(ξE + ξD, ηΣ1 + ηΣ3)
)
= exp (iωΣ(ξE , ξD)) exp
(
i
2 (E
′ +D′)
(
1
2(ηΣ1 + ηΣ3)
))
. (89)
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We notice that the resulting expression does not contain any explicit reference to the “intermediate”
value ηΣ2 . In particular, we may consistently set KCΣˆ ∪KCΣˆ = KΣˆ = L∂Σˆ, as desired. Furthermore,
the resulting dependence on the values ηΣ1 and ηΣ3 on the boundary of Σˆ is exactly as in formula
(79). That is, the composite G • F of the Weyl slice observables, upon quantization, i.e., insertion
into formula (23) behaves as a single slice observable that we shall call G ? F . In fact, it behaves
even as a Weyl slice observable, up to a phase factor. Taking also into account relation (88) we note
that this resulting Weyl slice observable coincides with the quantization of the classical product of
G and F , i.e., with G · F , up to the phase factor. In formal notation,
G ? F = exp (iωΣ(ξE , ξD))G · F. (90)
It should not come as a surprise that the relations we obtain are precisely the Weyl relations. In
particular, the complex vector space spanned by the Weyl observables becomes a non-commutative
algebra in this way. This algebra structure extends to all other slice observables that we can
generate by differentiating with respect to linear observables. The new product on the elements
of this algebra viewed as functions on the phase space LΣ is also precisely the Groenewold-Moyal
product [34, 35]. We denote the quantum algebra of slice observables associated to a hypersurface
Σ by AΣ.
4.3 Vacuum correlation function of a Weyl slice observable
The vacuum correlation function for a single Weyl slice observable in a slice region is easily obtained.
Due to its importance for later considerations, we exhibit it explicitly. We assume the same setting
as in Section 4.1 in terms of a hypersurface Σ, the corresponding slice region Σˆ (recall Figure 9),
as well as a linear slice observable D determined by a complex linear map D′ : LCΣ → C in terms
of equation (79), with the latter corresponding to ξ ∈ LCΣ via equation (80). Let F = exp(iD)
be the corresponding Weyl slice observable. We assume the vacua on the two sides (Σ and Σ′)
of the slice region Σˆ given in terms of transversal polarizations LPΣ and LPΣ. That is, the space
LCΣ of complexified germs of solutions on Σ decomposes as a direct sum of Lagrangian subspaces
LCΣ = LPΣ ⊕ LPΣ. In terms of elements we write this decomposition as ξ = ξP + ξP.
To evaluate formula (23) for the vacuum correlation function we need to find the solution
η ∈ AD,CΣˆ of the inhomogeneous equations of motion determined by D satisfying the boundary
conditions, recall Section 4.1. The latter are given by the transversal polarizations LPΣ and LPΣ, i.e.,
ηΣ ∈ LPΣ and ηΣ′ ∈ LPΣ. With relation (83) we obtain, ηΣ = −ξP and ηΣ′ = ξP. We may now
evaluate (23) to get,
ρFΣˆ(W
P) = exp
(
i
2D ((ηΣ, ηΣ
′))
)
= exp
(
i
2D
′
(
1
2(ηΣ + ηΣ
′)
))
= exp
(
i
2ωΣ
(
ξ, ξP − ξP
))
= exp
(
−iωΣ
(
ξP, ξP
))
. (91)
In the case that LPΣ is a Kähler polarization L+Σ with conjugate LPΣ = L
−
Σ we can rewrite this in
terms of the inner product (36) by using the explicit form (38) of the projectors onto the Lagrangian
subspaces,
ρFΣˆ(W
P) = exp
(
−14 {ξ, ξ}Σ
)
. (92)
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4.4 Vacuum correlation functions of quadratic observables
In order to illustrate the versatility of slice observables we show in the following how they can be
used to derive vacuum correlation functions of quadratic observables. We also consider the concrete
case of the Feynman propagator of Klein-Gordon quantum field theory.
We are interested in the product observable D = D1 · D2 of the linear observables D1 and
D2. Its vacuum correlation function is given by formula (30). To evaluate it, we need to find the
inhomogeneous solutions η1 and η2 of the equations of motion modified by D1 and D2 respectively
and satisfying the boundary conditions corresponding to the vacuum. To this end we shall assume
that D1 and D2 are supported on disjoint spacetime regions, separated by a hypersurface Σ. For
ease of language we shall refer to the side of Σ where D1 is supported as the “past” and the side
where D2 is supported as the “future”. This suggests that Σ is a spacelike hypersurface, although
this might not be the case. We shall take the orientation of Σ to correspond to its “past” side while
that of its “future” side is given by Σ. Let the pair LPΣ and LPΣ of transversal Lagrangian subspaces
of LCΣ determine the vacuum in the “past” and “future” of Σ respectively.
For the moment we assume furthermore that D1 is given by a slice observable on a hypersurface
Σ1 to the past of Σ and such that the spaces LΣ and LΣ1 of germs of solutions are in one-to-one
correspondence as are the vacua. We also make the corresponding assumption for D2. Thus, there
are elements ξi ∈ LCΣi determining the observables D1 and D2 via equations (79) and (80). The
solution η1 then consists of an “early” and “late time” part η1,< and η1,>, “before” and “after”
hypersurface Σ1 respectively. Their relation as homogeneous solutions is given by η1,> = η1,< + ξ1,
compare Section 4.1. Moreover, the boundary conditions are given by, η1,< ∈ LPΣ1 and η1,> ∈ LPΣ1 .
Thus, η1,< = −ξP1 and η1,> = ξP1 . The considerations for solution η2 are analogous, and we
obtain, η2,< = −ξP2 and η2,> = ξP2 . At this point we may notice that we can identify all the
elements η1, η2, ξ1, ξ2 as well as their polarized components with corresponding elements of LCΣ, and
shall do so without modifying notation. In this way the locations of the hypersurfaces Σ1 and
Σ2 become irrelevant. Due to linearity we may then replace D1 and D2 with linear combinations
of slice observables located on different hypersurfaces and thus with arbitrary linear observables
(still located respectively in the “past” and “future” of Σ, however). We obtain for the vacuum
correlation function,
ρD1D2M (WP) = −
i
2 (D1(η2,<) +D2(η1,>)) = −i
(
−ωΣ(ξ1, ξP2 ) + ωΣ(ξ2, ξP1 )
)
= 2iωΣ(ξP1 , ξP2 ). (93)
We now assume in addition that the polarizations are conjugate Kähler polarizations, LPΣ = L+Σ
and LPΣ = L−Σ . Then, in order to re-express ξ1 and ξ2 in terms of D1 and D2 we may use an
orthonormal basis {uk}k∈I of L+Σ with respect to the inner product (9). Thus,
ρD1D2M (WP) =
∑
k
2iωΣ(ξ−1 , uk) (uk, ξ+2 )Σ =
∑
k
2iωΣ(ξ−1 , uk) 4iωΣ(uk, ξ+2 )
=
∑
k
2iωΣ(ξ1, uk) 4iωΣ(uk, ξ2) = 2
∑
k
D1(uk)D2(uk). (94)
This recovers and generalizes well known formulas from the literature, such as DeWitt’s vacuum
correlation function for the energy-momentum tensor [36]. Alternatively, we may use other com-
pleteness relations. Using (48) we obtain,
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ρD1D2M (WP) =
1
2{ξ
−
1 , ξ
+
2 }Σ =
1
4
∫
LˆΣ
{ξ−1 , φ}Σ{φ, ξ+2 }Σ dνΣ(φ)
= −
∫
LˆΣ
2ωΣ(ξ−1 , φ+) 2ωΣ(φ−, ξ+2 ) dνΣ(φ) =
∫
LˆΣ
2ωΣ(ξ1, φ+) 2ωΣ(ξ2, φ−) dνΣ(φ)
=
∫
LˆΣ
D1(φ+)D2(φ−) dνΣ(φ). (95)
We proceed to focus on the particular quadratic observable given by the two-point function of
Klein-Gordon theory in Minkowski spacetime. Consider spacetime points (t1, x1) and (t2, x2) and
suppose t2 > t1. We set up linear observables D1 and D2 such that,
Di(φ) = φ(ti, xi). (96)
For the hypersurface Σ we may take any equal-time hypersurface at time t with t1 < t < t2. By
comparison with equation (86) we find that the elements ξ1, ξ2 ∈ LΣ determining the observables
D1, D2 take the form (85). Inserting this into expression (93) we obtain the familiar 2-point function
and Feynman propagator (for t1 < t2),
ρD1D2M (WP) = −iGF ((t1, x1), (t2, x2)) =
∫ d3k
(2pi)32E ξ1(k)ξ2(k) =
∫ d3k
(2pi)32E e
i(E(t1−t2)−k(x1−x2)).
(97)
Removing the constraint on the time ordering of arguments, we have the usual formula,
GF ((t1, x1), (t2, x2))
= i
∫ d3k
(2pi)32E
(
θ(t2 − t1)ei(E(t1−t2)−k(x1−x2)) + θ(t1 − t2)ei(E(t2−t1)−k(x2−x1))
)
. (98)
5 Slice observables in Kähler quantization
5.1 Quantized slice observables as operators
In GBQFT, observables give rise to correlation functions, but in general not to operators on some
particular space. In the Kähler quantization setting (Section 3), the slice observables are an excep-
tion. Consider a hypersurface Σ with associated space of germs LΣ, symplectic form ωΣ, and Kähler
polarization L+Σ ⊆ LCΣ. Denote by Σˆ the slice region associated to Σ, with boundary ∂Σˆ = Σ ∪ Σ.
We recall the relation between inner product on HΣ and the amplitude map ρΣˆ (Axiom (T3x) in
Appendix B),
〈η, ψ〉Σ = ρΣˆ(ψ ⊗ ιΣ(η)). (99)
An observable F : KCΣˆ = L
C
∂Σˆ → C determines an operator Fˆ on the state space HΣ via,
〈η, Fˆψ〉Σ = ρFΣˆ(ψ ⊗ ιΣ(η)). (100)
Recall Figure 9 for an illustration.
Crucially, this definition brings into exact correspondence the composition of so defined operators
with the spacetime composition of the underlying slice observables, compare Figure 10. That is,
〈η, GˆFˆψ〉Σ =
∑
k∈I
〈η, Gˆζk〉Σ〈ζk, Fˆψ〉Σ =
∑
k∈I
ρGΣˆ(ζk⊗ιΣ(η))ρFΣˆ(ψ⊗ιΣ(ζk)) = ρG•FΣˆ (ψ⊗ιΣ(η)). (101)
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The last equality is due to Theorem 3.3, in the form of equation (78), with no anomaly present in
this case, i.e., c = 1. As before, we have adopted the notation G •F for the spacetime composite of
the slice observables G and F , arranged as in Figure 10. Again, {ζk}k∈I denotes an orthonormal
basis of HΣ.
Suppose that F is a Weyl slice observable F = exp(iD) with D linear and thus determined by
equation (79) from a linear map D′ : LCΣ → C. We let D′ be determined by an element ξ ∈ LCΣ
according to equation (80).
Proposition 5.1. The operator Fˆ on HΣ acts on coherent states as,(
FˆKτ
)
(φ) = exp
(
1
2{τ, φ}Σ +
1
2{ξ, φ}Σ −
1
2{τ, ξ}Σ −
1
4{ξ, ξ}Σ
)
. (102)
Proof. By equations (46), (99) and (100) as well as equations (68) and (70) of Theorem 3.1 we have,(
FˆKτ
)
(φ) = 〈Kφ, FˆKτ 〉Σ = ρFΣˆ(Kτ ⊗ Kφ) = 〈Kφ,Kτ 〉ΣF ( ˆ(τ, φ)) exp
(
i
2D(η)
)
. (103)
Here, η ∈ AD,CΣˆ ∩ L
+
∂Σˆ is unique and the last factor is given by equation (92), compare Section 4.3,
exp
(
i
2D(η)
)
= exp
(
−14{ξ, ξ}Σ
)
. (104)
The first factor is the inner product (47), here,
〈Kφ,Kτ 〉Σ = exp
(
1
2{τ, φ}Σ
)
. (105)
As for the remaining factor, we note,
ˆ(τ, φ) = 12 (τ + φ− iJΣ(φ− τ)) . (106)
With equation (80) we get,
F ( ˆ(τ, φ)) = exp (iωΣ (ξ, τ + φ− iJΣ(φ− τ))) . (107)
With the definition (36) of the inner product we obtain,
F ( ˆ(τ, φ)) = exp
(
1
2{ξ, φ}Σ −
1
2{τ, ξ}Σ
)
. (108)
Joining the factors yields the claimed identity.
As is easily seen, this satisfies the Weyl relation (90) as follows already from (101) when compar-
ing with the results of Section 4.2. This fact was also shown previously in [26], Proposition 4.5.19
Since Weyl observables are generators for general observables and coherent states are generators
for general states, Proposition 5.1 completely characterizes the action of slice observables on states.
19There, more general observables where considered which results in extra terms that are absent here. Also note
differences in ordering conventions.
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The classical algebra of slice observables (see Section 4.1) carries a natural ∗-structure. If
we consider such an observable F as merely living on the real configuration space KΣ, i.e., as a
map F : KΣ → C, then the ∗-operation is simply complex conjugation. However, as explained
in Section 2.1 we generally consider observables as holomorphic functions on the complexification
of the configuration space, here F : KCΣ → C. The natural extension of the notion of complex
conjugation to this setting is given by,
F ∗(φ) := F
(
φ
)
. (109)
In this way, F ∗ is again holomorphic. It is now easy to verify from (90) (and a well-known fact)
that this ∗-structure is also compatible with the product of the quantum algebra of slice observables
(Section 4.2). That is, (G ? F )∗ = F ∗ ? G∗. We may verify moreover, that it translates precisely to
taking the adjoint of the corresponding operator in the sense of relation (100).
Proposition 5.2. For an arbitrary slice observable F , Fˆ ∗ = Fˆ †.
Proof. As coherent states span a dense subspace, it is sufficient to show this for matrix elements of
coherent states. That is, it is sufficient to show,
〈Kφ, Fˆ †Kτ 〉Σ = 〈Kφ, Fˆ ∗Kτ 〉Σ. (110)
Moreover, since Weyl observables are generating it is sufficient to show this for F a Weyl observable.
Defining F as above, using the reproducing property (46) and Proposition 5.1 we get for the left-
hand side,
〈Kφ, Fˆ †Kτ 〉Σ = 〈FˆKφ,Kτ 〉Σ = 〈Kτ , FˆKφ〉Σ
= exp
(
1
2{φ, τ}Σ +
1
2{ξ, τ}Σ −
1
2{φ, ξ}Σ −
1
4{ξ, ξ}Σ
)
= exp
(
1
2{τ, φ}Σ +
1
2{τ, ξ}Σ −
1
2{ξ, φ}Σ −
1
4{ξ, ξ}Σ
)
(111)
On the other hand, as is easy to see, replacing F with F ∗ amounts to replacing D by −D∗ and
thus ξ by −ξ. So, again using (46) and Proposition 5.1 we get for the right-hand side,
〈Kφ, Fˆ ∗Kτ 〉Σ = exp
(
1
2{τ, φ}Σ +
1
2{−ξ, φ}Σ −
1
2{τ,−ξ}Σ −
1
4{−ξ,−ξ}Σ
)
. (112)
It remains to read off the coincidence between the two sides.
We return to the case that F is a Weyl observable determined by the linear observable D, in
turn determined by ξ ∈ LCΣ. Important special cases for ξ in certain subspaces are given by the
following Corollary.
Corollary 5.3. If ξ is real, i.e., ξ ∈ LΣ we obtain the unitary action,
Fˆkτ = exp (iωΣ(ξ, τ)) kτ+ξ. (113)
If ξ ∈ L−Σ we get,
FˆKτ = Kτ+ξ+ξ. (114)
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The last part of the Corollary, manifest in relation (114), can be generalized considerably as
follows. This follows with the fact that observables holomorphic with respect to JΣ are generated
by Weyl observables holomorphic with respect to JΣ.
Proposition 5.4. Suppose the slice observable F is holomorphic with respect to JΣ (invariant
under translation in L−Σ , i.e., F (φ) = F (φ + ξ) for all φ ∈ LCΣ and ξ ∈ L−Σ). Then, Fˆ acts by
multiplication of wave functions, (
Fˆψ
)
(φ) = F (φ)ψ(φ). (115)
On the other hand, we may specialize to the case that we act on the vacuum.
Corollary 5.5. Let τ := P−(ξ) + P−(ξ). Then,
FˆK0 = exp (iωΣ(ξ, τ)) kτ . (116)
We also consider the action of linear slice observables, here D.
Proposition 5.6. Let ξc := P−(ξ) +P−(ξ) and ξa := P+(ξ) +P+(ξ). The operator Dˆ on HΣ acts
as,
Dˆ = i√
2
(
aξa − a†ξc
)
. (117)
We leave the proof to the reader. It is based on taking a derivative as in relation (26) and
comparing with the definition of creation and annihilation operators in Section 3.1. It is useful
to define linear slice observables that upon quantization turn into a given creation or annihilation
operator. For ξ ∈ LΣ we define the slice observables A†ξ and Aξ on Σ via,
A†ξ
′
(φ) := 1√
2
{ξ, φ}Σ, A′ξ(φ) :=
1√
2
{φ, ξ}Σ. (118)
With Proposition 5.6 this yields,
Aˆ†ξ = a
†
ξ, Aˆξ = aξ. (119)
In the example of Klein-Gordon theory in Minkowski space on an equal-time hypersurface Σt (recall
Section 3.2), the observables A†p and Ap yielding the creation and annihilation operators a†p and ap
for the momentum modes thus take the form,
A†p
′(φ) = φb(p), A′p(φ) = φa(p). (120)
We proceed to consider normal ordered quantization as defined by formula (72) for the case of
slice observables. In particular, this gives justification to the name “normal ordered” as we recover
the usual normal ordering of operators.
Proposition 5.7. The operator : Fˆ : acts on coherent states as,(
: Fˆ : Kτ
)
(φ) = exp
(
1
2{τ, φ}Σ +
1
2{ξ, φ}Σ −
1
2{τ, ξ}Σ
)
. (121)
Proof. With the reproducing property (46), the normal ordered version of relation (100), and the
definition (72) we have,(
: Fˆ : Kτ
)
(φ) = 〈Kφ, : Fˆ : Kτ 〉Σ = ρ:F:Σˆ (Kτ ⊗ Kφ) = 〈Kφ,Kτ 〉ΣF ( ˆ(φ, τ)) (122)
We now recall that we have evaluated the two factors on the right-hand side already in the proof
of Proposition 5.1, see equations (105) and (108). This recovers the result (121).
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Proposition 5.8. Let ξ1, . . . , ξn, η1, . . . , ηm ∈ LΣ. Let E = Aξ1 · · ·Aξn ·A†η1 · · ·A†ηm . Then,
: Eˆ := a†η1 · · · a†ηmaξ1 · · · aξn . (123)
Proof. We proceed as at the beginning of Section 2.2 to deal with a product of linear observables.
Thus, define,
Eλ1,...,λn,µ1,...,µm := λ1Aξ1 + · · ·+ λnAξn + µ1A†η1 · · ·µmAηm , (124)
Fλ1,...,λn,µ1,...,µm := exp(iEλ1,...,λn,µ1,...,µm). (125)
Then, as in relation (26),
E = (−i)n+m ∂
∂λ1
· · · ∂
∂λn
∂
∂µ1
· · · ∂
∂µm
Fλ1,...,λn,µ1,...,µm
∣∣∣∣
λ1,...,λn,µ1,...,µm=0
. (126)
If ξλ1,...,λn,µ1,...,µm ∈ LCΣ is related to Eλ1,...,λn,µ1,...,µm as in equation (80), then,
ξλ1,...,λn,µ1,...,µm =
√
2i
(−λ1ξ+1 − · · · − λnξ+n + µ1η−1 + · · ·+ µmη−m) . (127)
With Proposition 5.7 we obtain for the action on the coherent state Kτ ,(
: Fˆλ1,...,λn,µ1,...,µm : Kτ
)
(φ)
= exp
(
1
2{τ, φ}Σ +
i√
2
{µ1η1 + · · ·+ µmηm, φ}Σ + i√2{τ, λ1ξ1 + · · ·+ λnξn}Σ
)
. (128)
With the relation (126) we obtain,
(
: Eˆ : Kτ
)
(φ) = 1√
2n+m
{η1, φ}Σ · · · {ηm, φ}Σ{τ, ξ1}Σ · · · {τ, ξn}Σ exp
(
1
2{τ, φ}Σ
)
=
(
a†η1 · · · a†ηmaξ1 · · · aξnKτ
)
(φ). (129)
In the last equality we have used the formulas (42) and (45) for the action of creation and annihi-
lation operators.
Finally, we consider the semiclassical interpretation of coherent states and correlation functions
for slice observable. This can be seen as a limiting case of the case of general regions treated in
Section 3.4.2. Thus, we fix a normalized coherent state kτ and consider the expectation value of
the Weyl slice observable F in this state. With relation (100) and the structure Theorem 3.1 we
get,
〈kτ , Fˆkτ 〉Σ = ρFΣˆ(kτ ⊗ kτ )
= ρΣˆ(kτ ⊗ kτ )F ( ˆ(τ, τ))ρFΣˆ(K0 ⊗ K0)
= 〈kτ , kτ 〉ΣF ((τ, τ)) exp
(
−14{ξ, ξ}Σ
)
= F ′(τ) exp
(
−14{ξ, ξ}Σ
)
. (130)
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So, up to the vacuum expectation value, this is precisely the value of the classical slice observable
F on the classical solution τ . What is more, moving to normal ordered quantization the vacuum
expectation value is removed, compare equation (72). Thus, we get for arbitrary observables F ,
〈kτ , : Fˆ : kτ 〉Σ = F ′(τ). (131)
5.2 ∗-structure and GNS construction
It turns out that the same representation of the slice observables on a Hilbert space can be obtained
in a rather different manner. Namely, we may start with the quantum algebra of slice observables
and construct a Hilbert space representation via the GNS construction. To this end we need the
∗-structure on the algebra and a positive ∗-functional corresponding to the vacuum correlation
function. We detail this in the present section. Fix a hypersurface Σ.
The vacuum correlation functions of slice observables in the sense of Section 2 can be viewed as
defining a linear functional vΣ : AΣ → C on the algebra of slice observables,
vΣ(F ) := ρFΣˆ(W
P). (132)
For Weyl slice observables we have evaluated this in Section 4.3 leading to equation (92). This is in
the context where D′ : LCΣ → C defines a linear slice observable determined by an element ξ ∈ LCΣ
via formula (80), compare Figure 9. F = exp(iD) denotes the induced Weyl slice observable. Thus,
in our present notation,
vΣ(F ) = exp
(
−14 {ξ, ξ}Σ
)
. (133)
Note that the expression {ξ, ξ}Σ is not necessarily positive or even real for general complex ξ ∈ LCΣ.
It is strictly positive, however, for non-vanishing real ξ ∈ LΣ. The coincidence of the present
formula with the results of Section 5.1 follows here from the fact that the relevant formula (70) of
Theorem 3.1 is simply identical to formula (23) underlying equation (133).
It is easy to see that vΣ is compatible with the ∗-structure ofAΣ, i.e., vΣ(F ∗) = vΣ(F ). Similarly,
vΣ defines in fact a positive functional. We limit ourselves here to remark that the linear observable
D is self-adjoint with respect to the ∗-structure, D∗ = D, precisely if the corresponding element
ξ ∈ LCΣ is real, i.e., ξ ∈ LΣ. Following the GNS construction we define a hermitian sesquilinear
form [·, ·]Σ on AΣ via,
[G,F ]Σ := vΣ(G∗ ? F ). (134)
For Weyl slice observables F = exp(iD), G = exp(iE) determined by linear observables D and E
which in turn are determined by elements ξD, ξE ∈ LCΣ via equation (80) as in Section 4.2 we obtain,
[G,F ]Σ = vΣ
(
exp
(
iωΣ
(−ξE , ξD))G∗ · F )
= exp
(
iωΣ
(−ξE , ξD)) exp(−14{ξD − ξE , ξD − ξE}Σ
)
= exp
(
−14{ξD, ξD}Σ −
1
4{ξE , ξE}Σ +
1
2{ξD, ξE}Σ
)
. (135)
Note that {φ, η} = 0 for any η ∈ LCΣ iff φ ∈ L+Σ . From this we may deduce that the left ideal
IΣ ⊆ AΣ on which the sesquilinear form vanishes is generated by the relation F ∼ 1 for the Weyl
observables F = exp(iD) with ξD ∈ L+Σ . According to the GNS construction the Hilbert space
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on which AΣ will be represented, may now be obtained as the completion of the quotient AΣ/IΣ.
This Hilbert space turns out to be naturally isomorphic to HΣ. Indeed, for real ξ ∈ LΣ we may
identify the normalized coherent state kξ ∈ HΣ with the (equivalence class of the) Weyl observable
F = exp(iD), where the linear observable D is determined by ξ via equation (80). Doing so, we
realize that (135) precisely recovers the (normalized version) of the inner product of coherent states
(47). What is more, by comparing relation (90) with equation (113) one may appreciate that the
induced action of AΣ on HΣ coincides precisely with the one given by Proposition 5.1.
5.3 Boundary observables as states
Consider again the correlation function of a Weyl observable F in a region M with a normalized
coherent state kξ on the boundary, compare Section 3.3 and Figure 7. As we have learned in
Section 5.1, the state kξ can be obtained from the vacuum by acting with a Weyl slice observable.
In the present case this slice observable will be associated with the slice region ˆ∂M determined by
the boundary ∂M of M . We call slice observables with the slice region determined by a boundary
also boundary observables. Here, let ξ ∈ L∂M define the linear boundary observable E via E′(φ) =
2ω∂M (ξ, φ) and G = exp(iE) be the corresponding Weyl observable. Then, by equation (113), we
have GˆK0 = kξ. This implies,
ρFM (kξ) = ρFM (GˆK0) =
∑
k∈I
〈ζk, GˆK0〉∂MρFM (ζk) =
∑
k∈I
ρGˆ∂M (K0⊗ι∂M (ζk))ρFM (ζk) = ρG•FM (K0). (136)
Here, the third equality arises from equation (100) while the forth is the composition rule in the
form (78), where c = 1. In other words, the correlation function for a Weyl observable F on a
normalized coherent state kξ is the same as the correlation function of the product Weyl observable
G •F on the vacuum state. Compare Figure 7 to Figure 11. With relation (71), we may write this
as,
ρFM (kξ) = ρG•FM (WP). (137)
Since F may be an arbitrary Weyl observable, this is valid for any observable F .
What formula (137) implies is that the role played by a normalized coherent state (here kξ) can
be completely captured through a corresponding boundary Weyl observable (here G). Moreover,
since general states can be constructed from coherent states via derivatives, recall equation (51),
the role played by any state can be captured through a suitable boundary observable in this way.
Remarkably, the right-hand side of equation (137) does not make any use of a Hilbert space of
states. In contrast to the left-hand side, it is perfectly well-defined even if the polarization on the
boundary ∂M is not a Kähler polarization. This suggests an approach to quantization where the
role of states is played by slice observables and no Hilbert space of states need to be constructed.
What is more, this notion of quantization would work for non-Kähler polarizations as well. This is
the subject of the following section.
6 Quantization without Hilbert spaces
In this section we develop an approach to quantization based on slice observables instead of states
and applicable to any polarization, as suggested in Section 5.3.
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∂M
K0
G = exp(iE)
ξ
Figure 11: Spacetime regionM containing an observable F with Weyl slice observable G determined
by ξ on the boundary.
6.1 Correlation functions with boundary observables
Consider a region M and a polarization LP∂M ⊆ LC∂M transverse to the polarization LCM˜ ⊆ LC∂M ,
that is LC∂M = LCM˜ ⊕ LP∂M . For an element τ ∈ LC∂M we denote its unique decomposition by
τ = τ int + τ ext where τ int ∈ LC
M˜
and τ ext ∈ LP∂M . Let F : KCM → C denote an observable in the
interior of M . Additionally, consider a slice observable G : KCˆ∂M → C on the boundary ∂M of M .
In this context we introduce the notation,
ρFM (WPG) := ρG•FM (WP), (138)
where the right-hand side is defined by equation (23). This suggests that WPG represents a “state”
determined by the boundary observable G. For the moment, however, this is merely a notation,
and we do not take WPG (or similarly the “vacuum state” WP) itself to stand for any mathematical
object.20 However, since choosing a polarization and a slice observable also makes sense on an
oriented hypersurface that is not necessarily the boundary of a region, we occasionally use the
notation in this more general context.
Suppose G is a Weyl slice observable G = exp(iE) with the linear slice observable E determined
by ξ ∈ LC∂M according to equations (79) and (80). This is illustrated in Figure 11 (disregard K0
there). We also use the more specific notation,
ρFM (KPξ ) := ρG•FM (WP). (139)
In terms of our symbolic notation we may write KPξ := WPG . Note also KP0 = WP. This of course
suggests a coherent state. Indeed, this is motivated by the identity (137), valid in the case of a
20One might of course simply think of WPG as the pair (L
P
∂M , G), i.e., as an element of the Cartesian product
P∂M ×A∂M , where P∂M is the space of polarizations on ∂M , i.e., Lagrangian subspaces of LC∂M .
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Kähler polarization and when ξ ∈ L∂M is real. That is,
ρFM (KPξ ) = ρFM (kξ). (140)
The coherent state here is normalized. If on the other hand (still in the Kähler case) we replace ξ
with the projection P−(ξ) we obtain instead the ordinary (non-normalized) coherent state, compare
Corollary 5.3,
ρFM (KPP−(ξ)) = ρFM (Kξ). (141)
Since there is no explicit dependence on the observable F or even the region M we write equations
(140) and (141) informally as KPξ = kξ and KPP−(ξ) = Kξ, and extend them thus to hypersurfaces
that are not necessarily boundaries of regions. Note, however, that this makes sense only with a
fixed choice of hypersurface orientation and Kähler polarization.
Finally, formula (50) for the wave function of an n-particle state in Kähler quantization suggests
the following definition. Let ξ1, . . . , ξn ∈ LC∂M . Define the boundary observable G by
G′(φ) =
n∏
k=1
4iω∂M (ξk, φ). (142)
Then set,
QPξ1,...,ξn := W
P
G . (143)
In the case of a Kähler polarization we may take ξ1, . . . , ξn ∈ L∂M and note 4iω∂M (P−(ξk), φ) =
{ξk, φ}∂M so that by Proposition 5.4 we obtain (in our informal notation)
QPP−(ξ1),...,P−(ξn) = ψ, (144)
where ψ is the n-particle state with wave function (50). We also note the general relation,
QPξ1,...,ξn =
(
n∏
k=1
2 ∂
∂λk
)
KPλ1ξ1+···+λnξn
∣∣∣
λ1,...,λn=0
. (145)
If we replace ξ1, . . . , ξn by P−(ξ1), . . . , P−(ξn) in the Kähler case we recover expression (51).
We briefly consider momentum states in the standard example of Klein-Gordon theory on an
equal-time hypersurface in Minkowski space. Comparing (144) with (67) we have,
QPP−(φp1 ),...,P−(φpn )
=
√
2nψp1,...,pn . (146)
Since Weyl observables generate all other observables, and similarly coherent states generate all
other states we focus primarily on “states” of the form KPξ , i.e., Weyl boundary observables. If
F is also a Weyl observable, we can evaluate ρFM (KPξ ) explicitly by using formula (23). Thus, let
F = exp(iD) with D : KCM → C linear. Let φ ∈ AD+E,CM ∩ LP∂M be the unique solution of the
modified equations of motion satisfying the boundary condition on ∂M . To obtain a more explicit
form of the amplitude expression we need to know φ in different pieces of spacetime. In the interior
ofM we write φM while in the exterior we write φX , see Figure 12. From (83) we get, φX = φM−ξ.
On the other hand we require φX ∈ LP∂M and φM ∈ AD,CM . To satisfy the latter requirement we can
set φM = η+ ∆, where ∆ ∈ LCM , while η ∈ AD,CM ∩LP∂M unique. We get φX = η+ ∆− ξ. ∆ is thus
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F = exp(iD)
M
φM ∈ AD,CM
φX ∈ LP∂M
∂M
G = exp(iE)
ξ
Figure 12: Spacetime region M containing a Weyl observable F with Weyl slice observable G
determined by ξ on the boundary. The interior solution is marked φM and the exterior one φX .
determined by the requirement ∆ − ξ ∈ LP∂M . Decomposing ξ = ξint + ξext we get ∆ = ξint. We
obtain,
ρFM (KPξ ) = ρG•FM (WP) = exp
(
i
2 (D + E)(φ)
)
= exp
(
i
2D(φM ) +
i
2E
′
(
1
2(φM + φX)
))
= exp
(
i
2D(η + ξ
int) + iω∂M
(
ξ, η + ξint − 12ξ
))
= exp
(
i
2D(η) +
i
2D(ξ
int) + iω∂M
(
ξ, η + ξint
))
= exp
(
i
2D(η) +
i
2D(ξ
int) + i2D(ξ
int) + iω∂M
(
ξ, ξint
))
= exp
(
i
2D(η)
)
F (ξint) exp
(
iω∂M
(
ξ, ξint
))
. (147)
We can formulate the result analogous to the factorization Theorem 3.1 as follows.
Theorem 6.1. If F is the Weyl observable exp(iD), then,
ρFM (KPξ ) = ρM (KPξ )F (ξint)ρFM (WP), with, (148)
ρM (KPξ ) = exp
(
iω∂M
(
ξ, ξint
))
, (149)
ρFM (WP) = exp
(
i
2D(η)
)
. (150)
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Here η ∈ AD,CM ∩ LP∂M .
We already know that in the Kähler case and for ξ ∈ L∂M we must recover Theorem 3.1.
Nevertheless, it is instructive to see this explicitly. Thus, we have to bring into exact correspondence
the three factors on the right-hand side of (68) with the three factors on the right-hand side of (148).
We have already commented extensively on the equality of the third factor, see equations (137) and
(139). To see the equality for the two remaining factors decompose ξ = ξR+J∂MξI with ξR, ξI ∈ LCM
as in Section 3.3. Then, it is easily verified that ξint = ξR − iξI = ξˆ. In particular, F (ξint) = F (ξˆ),
which shows equality for the second factor. For the remaining factor we have,
ρM (KPξ ) = exp
(
iω∂M
(
ξ, ξint
))
= exp
(
iω∂M
(
J∂Mξ
I, ξint
))
= exp
(
− i2 g∂M
(
ξI, ξint
))
= exp
(
− i2 g∂M
(
ξI, ξR − iξI)) = ρM (kξ). (151)
As expected, we confirm the equality (140) for any Weyl observable F and thus for any observable
F (since the Weyl observables generate all observable).
Back to the general polarization setting, for later use we consider the special case that the slice
observable G (and thus also E) satisfies the following interior translation invariance condition:
G′(φ + δ) = G′(φ) for any φ ∈ LC∂M and any δ ∈ LCM˜ . Here this is equivalent to ξ ∈ LCM˜ and thus
ξ = ξint. We can then rewrite (147) as,
exp
(
i
2D(η)
)
F (ξint) = exp
(
i
2D(η)
)
exp (2iω(ξ, η)) = exp
(
i
2D(η)
)
G′(η). (152)
Linearity in G of the right-hand expression shows that this generalizes to arbitrary slice observables
G that satisfy the interior translation invariance condition.
Lemma 6.2. If F is the Weyl observable exp(iD), η ∈ AD,CM ∩LP∂M , and G is an interior translation
invariant slice observable, then
ρG•FM (WP) = ρFM (WP)G′(η). (153)
6.2 Normal ordering and semiclassical interpretation
We recall the generalized notion of normal ordering of the Kähler setting, given by the defining
relation (72) in Section 3.1. There is no difficulty in further generalizing this to the present setting
with general polarizations. Thus, for F : KCM → C an observable in M and ξ ∈ LC∂M we define,
ρ:F:M (KPξ ) := ρM (KPξ )F (ξint). (154)
In the Kähler case take ξ ∈ L∂M and note (P−(ξ))int = ξint = ξˆ to recover (72).
For the special case of F being a Weyl observable we obtain by comparison of definition (154)
with the factorization identity (148) the simple relation,
ρFM (KPξ ) = ρ:F:M (KPξ ) ρFM (WP). (155)
By linearity this relation extends to arbitrary states, (i.e., arbitrary boundary observables). To
emphasize this we chose a notation XP for the state, which really stands for WPG with G an
arbitrary boundary observable,
ρFM (XP) = ρ:F:M (XP) ρFM (WP). (156)
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In analogy to the coherent states in the Kähler quantization setting we can ask for a semiclassical
interpretation of the Weyl slice observables represented by the notation KPξ , compare Section 3.4.
As for the semiclassical interpretation of amplitudes (compare Section 3.4.1), we do not have here an
analogue of the tunneling interpretation afforded by formula (69). Instead, with the corresponding
formula (149) we can merely affirm that the amplitude is unity if ξ is an interior solution, i.e., if
ξ = ξint. If this is not the case, i.e., we consider a solution “not allowed” in the interior, there need
not in general be a suppression. Since in the absence of an inner product we also do not have a
notion of normalization of the “state” KPξ this need not be a cause for concern.
As for the semiclassical interpretation of correlation functions for KPξ , the considerations of the
Kähler case (Section 3.4.2) largely still hold. In particular for ξ = ξint an interior solution, we obtain
for Weyl observables the classical expectation value F (ξ), see formula (148). Moreover, for normal
ordered quantization this extends to arbitrary observables, compare formula (154). This is quite
a strong indication that KPξ (or something like KPP−(ξ), see above) provides a good semiclassical
description of the classical solution ξ near the boundary ∂M , up to normalization.
6.3 Changing the vacuum
It is a natural question to consider what happens when the vacuum, i.e., the polarization determining
the vacuum changes. More precisely, consider a region M and two polarizations LP∂M and LP
′
∂M ,
both transverse to LC
M˜
. Is there then a “state” Y PP′ with respect to the unprimed vacuum that
mimics the primed vacuum, i.e., such that all correlation functions coincide? That is, we want
ρFM (WP
′
) = ρFM (Y PP′) (157)
for all observables F in M . As usual, it is sufficient to consider this for the special case of Weyl
observables F = exp(iD) with D linear.
Let us write,
ρFM (WP
′
) = q · ρFM (WP). (158)
Inserting the explicit formula (23) for the vacuum correlation functions yields,
q = exp
(
i
2D(η
′ − η)
)
. (159)
Here, η ∈ AD,CM ∩ LP∂M and η′ ∈ AD,CM ∩ LP
′
∂M . Note that η′ − η ∈ LCM , so we can use equation (22)
to get,
q = exp (iω∂M (η′ − η, η)) = exp (iω∂M (η′, η)) . (160)
With the obvious notation we notice, η = ηext and η′ = (η′)ext′ = (η + (η′ − η))ext′ = ηext′ . Define
G′ : LC∂M → C by,
G′(φ) = exp
(
iω∂M
(
φext
′
, φext
))
. (161)
Then, q = G′(η). Consider the slice observable G determined by G′. As is easily seen, G is interior
translation invariant and Lemma 6.2 applies. Comparison of the right-hand side of equation (158)
with equation (153) thus yields,
Y PP′ = WPG . (162)
Proposition 6.3. For any observable F in M we have,
ρFM (WP
′
) = ρFM (WPG ). (163)
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Figure 13: Composition via slice observables: Setup for composition (left) with boundary polariza-
tion LP∂M , region composed along slice observable Σˆ (right) with boundary polarization L
P1
∂M1
, and
location of boundary observable G within region.
By allowing the observable F itself to be a product of a slice observable and a general observable
we obtain an apparent generalization.
Corollary 6.4. For any slice observable H in ∂M and any observable F in M we have,
ρFM (WP
′
H ) = ρFM (WPG?H). (164)
6.4 Composition via observables
In the setting of Hilbert spaces on hypersurfaces constructed from Kähler polarizations, the com-
position of correlation functions for regions can be accomplished via a sum over a complete basis of
the Hilbert space associated to the gluing hypersurface. This was reviewed in Section 3.5. Equiv-
alently (and often more conveniently), the sum is replaced by a complete integral over coherent
states. However, the present emphasis on slice observables over Hilbert space states suggests using
the former also to accomplish composition. This turns out to be not only possible, but natural,
induced by thinking of the composition as effected by a change of polarization. What is more, no
gluing anomaly occurs for this manner of composing.
Thus, letM be a region with boundary ∂M = Σ1∪Σ∪Σ′, where Σ′ is a copy of Σ. LetM1 denote
the gluing ofM to itself along Σ with Σ′. We can think of the gluing as effected by the formation of
a slice region Σˆ with boundary ∂Σˆ = Σ∪Σ′, see Figure 13. We consider a polarization LP∂M ⊆ LC∂M
transversal to LC
M˜
⊆ LC∂M . Similarly, we consider a polarization LP1∂M1 ⊆ LC∂M1 transversal to
LC
M˜1
⊆ LC∂M1 . It is then clear that the Lagrangian subspace L
(P1,m)
∂M :=
(
LP1∂M1 ⊕ LCΣˆ
)
⊆ LC∂M
intersects LC
M˜
only in 0, but we require full transversality, LC∂M = L
(P1,m)
∂M ⊕ LCM˜ . In the following
we write the decomposition LC∂M = LP∂M ⊕ LCM˜ for elements as φ = φext + φint. Similarly, we write
the decomposition LC∂M = L
(P1,m)
∂M ⊕ LCM˜ for elements as φ = φext
′ + φint′ .
Theorem 6.5. Let D : KCM → C be a linear observable in M and D1 : KCM1 → C the induced
linear observable in M1. Set F = exp(iD) and F1 = exp(iD1). Then,
ρF1M1(W
P1) = ρFM (Y P(P1,m)). (165)
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Proof. Define G′ : LC∂M → C as,
G′(φ) = exp
(
iω∂M
(
φext
′
, φext
))
. (166)
This defines a slice observable G in M and a state Y P(P1,m) = W
P
G that encodes a change of polar-
ization from P to (P1,m). Now let η′ ∈ AD,CM ∩ LP1,m∂M1 . Then, we have,
ρFM (Y P(P1,m)) = ρ
F
M (W (P1,m)) = exp
(
i
2D(η
′)
)
. (167)
On the other hand let η1 ∈ AD1,CM1 ∩ LP1∂M1 . By Axiom (C7) of [26, Section 4.6] we have D1(η1) =
D(η′). But,
ρF1M1(W
P1) = exp
(
i
2D1(η1)
)
. (168)
Thus, we obtain relation (165).
One aspect of this composition theorem that is not quite satisfactory is the fact that the slice
observable G acts not only on LCΣ and LCΣ′ , but also on L
C
∂M1
where no gluing takes place. Of course
with polarizations before and after composition completely independent, this cannot be otherwise.
However, in case that the polarization is unchanged on ∂M1, one might hope for the composition
to be effectable by a slice observable G not dependent on LC∂M1 . This hope is justified as we show
in the following. Thus, suppose that LP∂M = L
P1
∂M1
⊕ LPΣ
∂Σˆ
.
For φ ∈ LC∂M = LC∂M1 ⊕ LCΣ ⊕ LCΣ′ we use the notation φ = (φ1, φΣ, φΣ′). With this we define a
slice observable G on ∂M via,
G′(φ) = exp
(
iω∂M
(
(0, φΣ, φΣ′)ext
′
, (0, φΣ, φΣ′)ext
))
. (169)
Note that this slice observable is not interior translation invariant. However, it has two other
invariance properties.
Lemma 6.6. G as defined above has the following properties:
1. G′(φ+ (δ1, 0, 0)) = G′(φ) for any φ ∈ LC∂M and any δ1 ∈ LC∂M1 .
2. G′(φ+ (0, δΣ, δΣ′)int) = G′(φ) for any φ ∈ LC∂M and any (δΣ, δΣ′) ∈ LCΣ ⊕ LCΣ′ .
Proof. The first property follows immediately since the definition (169) makes no reference to the
first component φ1 of the argument φ. As for the second property, it suffices to show this for the
argument of the exponential in (169). We evaluate the left-hand side of the equality (2.) to be
demonstrated order by order in δ. That is, we have to show that both the first and the second
order in δ vanish. We introduce the notation (·)x00 to mean projection onto the first component.
Similarly, (·)0xx means projection onto the second and third components. We start with the first
order expression in δ.
ω∂M
(
(0, φΣ, φΣ′)ext
′
, (((0, δΣ, δΣ′)int)0xx)ext
)
+ ω∂M
(
(((0, δΣ, δΣ′)int)0xx)ext
′
, (0, φΣ, φΣ′)ext
)
= ω∂M
(
(0, φΣ, φΣ′)− (0, φΣ, φΣ′)int′ , ((0, δΣ, δΣ′)int)0xx − (((0, δΣ, δΣ′)int)0xx)int
)
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− ω∂M
(
(0, φΣ, φΣ′)− (0, φΣ, φΣ′)int, ((0, δΣ, δΣ′)int)0xx − (((0, δΣ, δΣ′)int)0xx)int′
)
= ω∂M
(
(0, φΣ, φΣ′), (0, δΣ, δΣ′)int
)− ω∂M ((0, φΣ, φΣ′), (((0, δΣ, δΣ′)int)0xx)int)
− ω∂M
(
(0, φΣ, φΣ′)int
′
, ((0, δΣ, δΣ′)int)0xx
)
− ω∂M
(
(0, φΣ, φΣ′), (0, δΣ, δΣ′)int
)
+ ω∂M
(
(0, φΣ, φΣ′), (((0, δΣ, δΣ′)int)0xx)int
′)
+ ω∂M
(
(0, φΣ, φΣ′)int, ((0, δΣ, δΣ′)int)0xx
)
= −ω∂M
(
(0, φΣ, φΣ′)ext, ((0, δΣ, δΣ′)int)0xx
)− ω∂M ((0, φΣ, φΣ′)int′ , ((0, δΣ, δΣ′)int)0xx)
+ ω∂M
(
(0, φΣ, φΣ′)ext
′
, ((0, δΣ, δΣ′)int)0xx
)
+ ω∂M
(
(0, φΣ, φΣ′)int, ((0, δΣ, δΣ′)int)0xx
)
= 2ω∂M
(
(0, φΣ, φΣ′)int, ((0, δΣ, δΣ′)int)0xx
)− 2ω∂M ((0, φΣ, φΣ′)int′ , ((0, δΣ, δΣ′)int)0xx)
= 2ω∂M
(
(0, φΣ, φΣ′)int − (0, φΣ, φΣ′)int′ , ((0, δΣ, δΣ′)int)0xx
)
= 2ω∂M
(
(0, φΣ, φΣ′)int − (0, φΣ, φΣ′)int′ , (0, δΣ, δΣ′)int − ((0, δΣ, δΣ′)int)x00
)
= −2ω∂M
(
(0, φΣ, φΣ′)int − (0, φΣ, φΣ′)int′ , ((0, δΣ, δΣ′)int)x00
)
= 2ω∂M
(
(0, φΣ, φΣ′)ext − (0, φΣ, φΣ′)ext′ , ((0, δΣ, δΣ′)int)x00
)
= 2ω∂M
(
(0, φΣ, φΣ′)ext − (0, φΣ, φΣ′)ext′ , (−(0, δΣ, δΣ′)ext)x00
)
= 0
The last equality follows, because both arguments of the symplectic form have first components in
the Lagrangian subspace LP1M1 . It remains to show that the term of second order in δ also vanishes.
This is,
ω∂M
(
(((0, δΣ, δΣ′)int)0xx)ext
′
, (((0, δΣ, δΣ′)int)0xx)ext
)
(170)
However, if we set (0, φΣ, φΣ′) := ((0, δΣ, δΣ′)int)0xx this reduces to the previous demonstration.
This completes the proof.
It turns out that this gives us an analogue of Lemma 6.2.
Lemma 6.7. If F is the Weyl observable exp(iD), η ∈ AD,CM ∩ LP∂M , and G is a slice observable
with the stated invariance properties, then
ρG•FM (WP) = ρFM (WP)G′(η). (171)
Proof. As in the proof of Lemma 6.2, we may at first assume that G is a Weyl observable determined
by G′(φ) = exp (iω∂M (ξ, φ)) with ξ ∈ LC∂M . By the first invariance property ξ1 = 0 and by the
second invariance property ωΣ (ξ, (0, δΣ, δΣ′)int) = 0 for any (δΣ, δΣ′) ∈ LCΣ ⊕ LCΣ′ . But this implies
ω∂M (ξ, ξint) = 0 and thus equation (171) as in the proof of Lemma 6.2.
With this we are ready to show that the slice observable G given by expression (169) effects the
desired composition.
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Theorem 6.8. Let D : KCM → C be a linear observable in M and D1 : KCM1 → C the induced
linear observable in M1. Set F = exp(iD) and F1 = exp(iD1). Then,
ρF1M1(W
P1) = ρFM (WPG ). (172)
Proof. Let η ∈ AD,CM ∩
(
LP1∂M1 ⊕ LPΣ∂Σˆ
)
. By Lemma 6.7 we have,
ρFM (WPG) = exp
(
i
2D(η)
)
G′(η). (173)
Now let η′ ∈ AD,CM ∩ L(P1,m)∂M . Then,
G′(η) = exp
(
iω∂M
(
(0, ηΣ, ηΣ′)ext
′
, (0, ηΣ, ηΣ′)ext
))
= exp
(
iω∂M
(
(0, ηΣ, ηΣ′)ext
′
+ (η1, 0, 0)ext
′
, (0, ηΣ, ηΣ′)ext + (η1, 0, 0)ext
))
= exp
(
iω∂M
(
ηext
′
, ηext
))
= exp (iω∂M (η′, η)) . (174)
With this we get,
ρFM (WPG) = exp
(
i
2D(η)
)
exp (iω∂M (η′, η)) = exp
(
i
2D(η
′)
)
. (175)
On the other hand let η1 ∈ AD1,CM1 ∩ LP1∂M1 . By Axiom (C7) of [26, Section 4.6] we have D1(η1) =
D(η′). But,
ρF1M1(W
P1) = exp
(
i
2D1(η1)
)
. (176)
Thus, we obtain relation (172).
6.5 Wick’s theorem
In the remainder of this Section 6 we explore how various basic tools of textbook QFT generalize to
the present framework. We start with Wick’s theorem. That is, we consider correlation functions
of monomial observables as in Section 2.2, but for general states rather than the vacuum state. To
this end, we resort, as usual, to normal ordering, here as defined in Section 6.2. In particular, we
recall equation (156) for Weyl observables. Its right hand side serves as the generating function of
Wick’s theorem. Thus, for the product D1 · · ·Dn we find on the arbitrary state XP,
ρD1···DnM (XP) =
(
n∏
k=1
(
−i ∂
∂λk
))
ρ:F:M (XP) ρFM (WP)
∣∣∣
λ1,...,λn=0
=
[n/2]∑
m=0
∑
σ∈Sn
1
(2m)! (n− 2m)!
((
n∏
k=2m+1
(
−i ∂
∂λσ(k)
))
ρ:F:M (XP)
)
(( 2m∏
k=1
(
−i ∂
∂λσ(k)
))
ρFM (WP)
)∣∣∣
λ1,...,λn=0
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=
[n/2]∑
m=0
∑
σ∈Sn
1
(2m)! (n− 2m)!ρ
:Dσ(2m+1)···Dσ(n):
M (XP) ρ
Dσ(1)···Dσ(2m)
M (WP)
=
[n/2]∑
m=0
∑
σ∈Sn
1
2mm! (n− 2m)!ρ
:Dσ(2m+1)···Dσ(n):
M (XP)
m∏
j=1
ρ
Dσ(2j−1)Dσ(2j)
M (WP). (177)
Here [a] denotes the “floor” of a, i.e. the largest integer smaller or equal to a.
We remark the particular cases of a linear observable D and a quadratic observable E,
ρDM (XP) = ρ:D:M (XP), (178)
ρEM (XP) = ρ:E:M (XP) + ρEM (WP). (179)
6.6 Connected amplitude and multi-particle states
We proceed to have a closer look at multi-particle states. We first consider the free amplitude for
a multi-particle state. Let ξ1, . . . , ξn ∈ LC∂M . Then, recalling (145) and (149),
ρM (QPξ1,...,ξn) =
(
n∏
k=1
2 ∂
∂λk
)
ρM (KPλ1ξ1+···+λnξn)
∣∣∣
λ1,...,λn=0
=
(
n∏
k=1
2 ∂
∂λk
)
exp
i n∑
k,l=0
λkλlω∂M
(
ξk, ξ
int
l
) ∣∣∣
λ1,...,λn=0
(180)
This vanishes if n is odd. Otherwise, set n = 2m and we get,
ρM (QPξ1,...,ξn) =
( 2m∏
k=1
2 ∂
∂λk
)
1
m!
i n∑
k,l=0
λkλlω∂M
(
ξk, ξ
int
l
)m ∣∣∣
λ1,...,λn=0
= 1
m!
∑
σ∈S2m
m∏
j=1
4iω∂M
(
ξσ(2j−1), ξintσ(2j)
)
. (181)
This can be interpreted in the usual way, namely that there is no interaction and particles are
merely pairwise identified. We proceed to consider the same amplitude with a Weyl observable
F = exp(iD) present. This may serve as a generating function for the corresponding amplitude of
an interacting theory. Thus, with Theorem 6.1,
ρFM (QPξ1,...,ξn) =
(
n∏
k=1
2 ∂
∂λk
)
ρFM (KPλ1ξ1+···+λnξn)
∣∣∣
λ1,...,λn=0
=
(
n∏
k=1
2 ∂
∂λk
)
ρM (KPλ1ξ1+···+λnξn)F (λ1ξ
int
1 + · · ·+ λnξintn )ρFM (WP)
∣∣∣
λ1,...,λn=0
=
[n/2]∑
m=0
∑
σ∈Sn
1
(2m)! (n− 2m)!
(( 2m∏
k=1
2 ∂
∂λσ(k)
)
ρM (KPλ1ξ1+···+λnξn)
)
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((
n∏
k=2m+1
2 ∂
∂λσ(k)
)
F (λ1ξint1 + · · ·+ λnξintn )ρFM (WP)
)∣∣∣
λ1,...,λn=0
=
[n/2]∑
m=0
∑
σ∈Sn
1
(2m)! (n− 2m)! ρM
(
QPξσ(1),...,ξσ(2m)
)( n∏
k=2m+1
2iD(ξintσ(k))
)
ρFM
(
WP
)
.
(182)
The parameter m in the outermost sum can be interpreted as follows. The contribution with given
value m corresponds to m pairs of particles being identified and not interacting, while the other
n − 2m particles participate in the interaction. In terms of diagrams this may be expressed as m
lines that connect 2m particles into pairs while the remaining particles are connected to F . This
motivates the definition of the connected amplitude for coherent states as,
ρFc,M (KPξ ) :=
ρFM (KPξ )
ρM (KPξ )
= ρFM (KPξint). (183)
We observe that the denominator never vanishes. The second equality is obtained by explicit
inspection, using the results of Theorem 6.1. Note that by linearity this definition and the equality
are valid for arbitrary (not necessarily Weyl) observables F and thus for F possibly defining an
interacting theory.
For multi-particle states this yields,
ρFM (QPξ1,...,ξn) =
[n/2]∑
m=0
∑
σ∈Sn
1
(2m)! (n− 2m)! ρM
(
QPξσ(1),...,ξσ(2m)
)
ρFc,M
(
QPξσ(2m+1),...,ξσ(n)
)
, (184)
as well as its “inverse”,
ρFc,M (QPξ1,...,ξn) =
[n/2]∑
m=0
∑
σ∈Sn
(−1)m
(2m)! (n− 2m)! ρM
(
QPξσ(1),...,ξσ(2m)
)
ρFM
(
QPξσ(2m+1),...,ξσ(n)
)
. (185)
Moreover, we have,
ρFc,M
(
QPξ1,...,ξn
)
= ρFM
(
QPξint1 ,...,ξintn
)
. (186)
Again, these expressions are valid for F an arbitrary observable.
It is straightforward to carry out the same steps for normal ordered quantization. In partic-
ular, we can make the analogous definition of connected amplitudes. In that case an additional
simplification occurs, and we get,
ρ:F:c,M (KPξ ) = ρ:F:M (KPξint) = F (ξint). (187)
For multi-particle states this translates to,
ρ:F:c,M (QPξ1,...,ξn) = ρ
:F:
M (QPξint1 ,...,ξintn ) =
(
n∏
k=1
2 ∂
∂λk
)
F (λ1ξint1 + · · ·+ λnξintn )
∣∣∣
λ1,...,λn=0
. (188)
In the case of a Weyl observable F = exp(iD) this specializes to,
ρ:F:c,M (QPξ1,...,ξn) = ρ
:F:
M (QPξint1 ,...,ξintn ) =
n∏
k=1
2iD(ξintk ). (189)
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On the other hand, for Weyl observables F on general states we have the analogue of equation
(156),
ρFc,M (XP) = ρ:F:c,M (XP)ρFM (WP). (190)
6.7 LSZ reduction
The LSZ reduction procedure in QFT allows re-expressing transition amplitudes between initial
and final particle states in terms of vacuum n-point functions, compare Section 1.6. As previously
mentioned, this provides one motivation for the proposal of the present section where we actually
define “states” in terms of observables in the vacuum. This indeed turns out to make the LSZ
reduction formula (16) essentially tautological. Nevertheless, we have to correctly identify the
observables involved.
We begin by recalling from Section 6.1 the way multi-particle states are represented in our
setting. LetM be a region with exterior polarization LP∂M transversal to LCM . Let ξ1, . . . , ξn ∈ LC∂M .
Let Ek define the linear boundary observable defined by E′k(ξ) = 4iω∂M (ξk, φ). Let G be the
product boundary observable (142), i.e., G = E1 · · ·En. By definition, we have (143). That is, with
an interior observable F representing an interaction we have,
ρFM (QPξ1,...,ξn) = ρ
E1···En•F
M (WP). (191)
In the reduction formula (16) we care about the connected amplitude, however, signaled by sep-
arating off on the right-hand side the “disconnected terms”. In our setting we obtain the corre-
sponding result by using equation (186). To this end we define the boundary observables E˜k(φ) =
4iω∂M (ξintk , φ). Then,
ρFc,M (QPξ1,...,ξn) = ρ
F
M (QPξint1 ,...,ξintn ) = ρ
E˜1···E˜n•F
M (WP). (192)
We claim that this is precisely the generalization of the LSZ reduction formula (16) to our setting.
In the remainder of this section we show how formula (16) arises as a special case of formula
(192). As a first step, we take a closer look at the linear slice observables E˜k. Suppose for the
moment that F is a Weyl observable F = exp(iD). Take η to be a complexified solution of the
equations of motion modified by D, i.e., η ∈ AD,CM . Then,
E˜′k(η) = 4iω∂M (ξintk , η) = 2iD(ξintk ), (193)
where the second equality arises from relation (22). We assume further that the equations of motion
are given in the form
(Dφ)(x) = 0, (194)
where D is a differential operator in spacetime. We let D be given by a source j : M → C,
D(φ) =
∫
M
dxφ(x)j(x). (195)
Then, η ∈ AD,CM means that η is a solution of the inhomogeneous equations of motion with source
j. In particular,
(Dη)(x) = j(x). (196)
52
With this we can write,
E˜′k(η) = 2i
∫
M
dx ξintk (x)(Dη)(x). (197)
Note that this equation makes no longer reference to the source j or the observable D. So this
is valid for η ∈ AD,CM for all possible D. We conclude that it is valid for arbitrary configurations
η ∈ KCM .21 This also means that we can drop the requirement for F to be a Weyl observable.
In order to recover expression (16) we now specialize to Klein-Gordon theory in Minkowski
spacetime. Moreover, we take the region M to be determined by a time interval, M = [t1, t2]×R3,
which we extend to infinity, t1 → −∞, t2 →∞. Thus, consider a momentum state on the boundary
∂M = Σt1 unionsq Σt2 with incoming momenta q1, . . . , qn and outgoing momenta p1, . . . , pm. Set,
ξk :=
1√
2
P−((φqk , 0)), and τl :=
1√
2
P−((0, φpl)). (198)
Then, QPξ1,...,ξn,τ1,...,τm describes the state in question, compare (146). With this, the left-hand side
of (16) translates to our notation as,
〈p1, . . . , pm|q1, . . . , qn〉 = ρFM (QPξ1,...,ξn,τ1,...,τm), (199)
where, again, F encodes the interactions. As for the “disconnected terms” in (16),
ρFM (QPξ1,...,ξn,τ1,...,τm) = disconnected terms + ρ
F
c,M (QPξ1,...,ξn,τ1,...,τm). (200)
It remains to rewrite the connected amplitude in terms of boundary observables. To this end
define boundary observables by B′k(φ) := 4iω∂M (ξintk , φ) and C ′l(φ) := 4iω∂M (τ intl , φ). Thus, by the
generalized LSZ formula (192) we have,
ρFc,M (QPξ1,...,ξn,τ1,...,τm) = ρ
B1···Bn·C1···Cm•F
M (WP) = 〈0|TB1 · · ·BnC1 · · ·Cm|0〉. (201)
Here we have used on the right-hand side standard text book notation. To understand the ob-
servables Bk and Cl we note that (P−(ξ))int = ξint for arbitrary ξ ∈ LC∂M . Also, as is easily
checked,
(φqk , 0)int(t, x) =
1√
2
e−i(Eqk t−qkx) and (0, φpl)int(t, x) =
1√
2
ei(Epl t−plx). (202)
Combining this with equation (197) we get for the boundary observables,
B′k(φ) = i
∫
M
dtd3x e−i(Eqk t−qkx)(Dφ)(x), C ′l(φ) = i
∫
M
dtd3x ei(Epl t−plx)(Dφ)(x). (203)
Inserting this into (201) yields by linearity,
ρB1···Bn·C1···Cm•FM (WP) = in+m
∫
d4x1 · · · d4xnd4y1 · · · d4ym exp
(
i
m∑
l=1
pl · yl − i
n∑
k=1
qk · xk
)
· Dx1 · · · DxnDy1 · · · Dym〈0|Tφ(x1) · · ·φ(xn)φ(y1) · · ·φ(ym)|0〉. (204)
Here, 4-dimensional notation is used that translates as, qk · x = Eqkt− qkx and pl · y = Eplt− ply.
Thus, we recover also the right-hand side of the LSZ formula (16).
21One might object that the configuration space KM might include configurations too irregular (e.g., non-
differentiable) for this to make sense. However, we (intentionally) have not provided a formal definition of KM
anywhere. It turns out that a good definition of KM appears to be precisely to take it to be generated by the spaces
ADM for all D. We will not provide any evidence for this claim in the present paper, however.
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7 Inner products and Hilbert spaces of states
7.1 General polarizations, real structure and inner product
We recall that a real structure on a complex vector space V is a complex conjugate linear involution
α : V → V . If V arises as the complexification V = LC of a real vector space L, then complex
conjugation given by a + ib 7→ a − ib for a, b ∈ L defines a real structure. Conversely, given a real
structure on V , define V α as the real subspace invariant under α. Then V arises as the complexifi-
cation of V α with complex conjugation given by α. Suppose that V is equipped additionally with
a complex bilinear symplectic form ω : V × V → C. We say that the real structure α is compatible
with the symplectic form ω if for all x, y ∈ V ,
ω(α(x), α(y)) = ω(x, y). (205)
In that case, ω arises as the complexification of a real valued symplectic form on V α.
Let (V, ω) be a complex symplectic vector space with compatible real structure α. Define the
complex bilinear form V × V → C given for φ, η ∈ V by,
(φ, η)α := 4iω (α(φ), η) . (206)
As is easy to verify, this bilinear form is non-degenerate, sesquilinear and hermitian. If V = LC and
α is given by complex conjugation this is just the bilinear form (9). Consider a complex Lagrangian
subspace V P ⊆ V on which this bilinear form is positive-definite. If V = LC and α is complex
conjugation, this defines precisely a Kähler polarization. In the general case, we call this an α-
Kähler polarization. The conjugate V P := α(V P) of V P with respect to α is a Lagrangian subspace
of V transversal to V P.
Consider a complex symplectic vector space (V, ω) with a pair of transversal Lagrangian sub-
spaces, V P and V P. That is, we have V = V P ⊕ V P. We write x = xP + xP for the corresponding
decomposition of elements of V . Let J : V → V be the associated complex structure. That is, J is
the complex linear map equal to i id on V P and equal to −i id on V P. Note that we automatically
have compatibility with the symplectic form, ω(Jx, Jy) = ω(x, y). We may then define a complex
bilinear form, compare equation (36),
{x, y} := 2ω(x, Jy) + 2iω(x, y) = 4iω(xP, yP). (207)
This form is sesquilinear with respect to J , but it is clearly degenerate.
Suppose the complex symplectic vector space (V, ω) is equipped with a compatible real structure
α and an α-Kähler polarization V P ⊆ V . Note that J ◦α = α◦J . Restricting the bilinear form (207)
to the real subspace V α makes it hermitian and positive-definite. What is more, the positive-definite
inner products (206) on V P and (207) are related for φ, η ∈ V α as,
(φP, ηP)α = {φ, η}. (208)
In the case where V = LC is the complexification of L and α is given by complex conjugation we
recover precisely the usual Kähler polarization setting and the relation between the positive-definite
inner products on L+ = LP and on L = (LC)α given by (208) becomes (39). This is then the basis
for the usual Kähler quantization of the phase space L.
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In general the situation of interest is the following: We are given a real phase space L with sym-
plectic form ω. Moreover, we are given a pair LP, LP of transversal complex Lagrangian subspaces
of LC, (encoding vacua on the two sides of a hypersurface). The task is then to find a suitable
compatible real structure α on LC so that LP encodes an α-Kähler polarization. That is, (i) α has
to be a compatible real structure, (ii) α has to interchange LP and LP, and (iii), the bilinear form
(206) has to be positive-definite on LP.
7.2 Modified ∗-structure and GNS construction
We suppose in this section that we are given on the complexified symplectic phases space (LΣ, ωΣ)
a compatible real structure αΣ : LΣ → LΣ as well as an α-Kähler polarization LPΣ ⊆ LCΣ. We then
show that this induces a modified ∗-structure on the algebra AΣ of slice observables. Moreover, the
GNS construction, carried out in analogy to Section 5.2, but with respect to the modified ∗-algebra,
yields a Hilbert space of states.
If the real structure on LCΣ is changed, then this affects the ∗-structure on the classical algebra
of slice observables in a canonical way. Namely, the standard structure (109) is replaced by,
Fα(φ) := F (α(φ)). (209)
Note that we write Fα instead of F ∗ to distinguish this ∗-structure from the standard one. This
∗-structure also carries over to the quantum algebra AΣ because the defining relation (90) of the
latter is compatible with it. This holds true for the present ∗-structure in the same way as it does
for the usual complex conjugation, since the relation (90) does not refer to any specific compatible
real structure. We denote by AαΣ the quantum algebra of slice observables with ∗-structure induced
from the compatible real structure αΣ.
We recall the linear functional vΣ : AαΣ → C encoding the vacuum and given by the vacuum
correlation function (132). Its evaluation on a Weyl observable F = exp(iD) was discussed in
Section 4.3. The result is given by equation (91), where the linear observable D is determined by
ξ ∈ LCΣ via relation (80). In terms of the bilinear form (207) this is,
vΣ(F ) = exp
(
−14{ξ, ξ}Σ
)
, (210)
directly generalizing the notation of the Kähler case, see equation (92). If LPΣ is not a Kähler
polarization this is not a positive functional on AΣ, but since LPΣ is an α-Kähler polarization it is
a positive functional on AαΣ.
The sesquilinear form on AαΣ induced by vΣ is now given by,
[G,F ]αΣ := vΣ(Gα ? F ), (211)
generalizing expression (134). Moreover, for Weyl slice observables F and G determined by ξD, ξE ∈
LCΣ as in Section 5.2, we get, generalizing (135),
[G,F ]αΣ = exp
(
−14{ξD, ξD}Σ −
1
4{αΣ(ξE), αΣ(ξE)}Σ +
1
2{ξD, αΣ(ξE)}Σ
)
. (212)
In complete analogy to the Kähler case (Section 5.2) the left ideal IαΣ ⊆ AαΣ on which the sesquilinear
form vanishes is generated by the relation F ∼ 1 for the Weyl observables F = exp(iD) with
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ξD ∈ LPΣ. The Hilbert space of the GNS construction on which AαΣ will be represented is then
obtained as the completion of the quotient AαΣ/IαΣ. We denote this Hilbert space by HαΣ.
As in the Kähler case, the Hilbert space HαΣ may alternatively be constructed as a Fock space
or as a space of square-integrable JΣ-holomorphic functions on LαΣ. All its properties (including
particle states and coherent states) are exactly as outlined in Section 3.1, except that we have to
replace LΣ everywhere by LαΣ and complex conjugation on LCΣ = (LαΣ)C by the map αΣ. What
is more, the whole quantization scheme outlined in Section 3.1 including hypersurface orientation
reversal and hypersurface decomposition carries over to the α-Kähler setting. Note that this requires
αΣ to be the same for both hypersurface orientations. That is, αΣ = αΣ, which we assume from now
onwards. It also raises the issue of locality for αΣ. That is, for a hypersurface decomposition, αΣ
needs to decompose accordingly, compare the similar discussion for Kähler polarizations at the end
of Section 3.1. With a consistent assignment of compatible real structures αΣ to hypersurfaces Σ (in
addition to polarizations) we again satisfy Axioms (T1), (T1b), (T2), (T2b) of Appendix B upon
quantization. What is more, since the functional vΣ is determined by the correlation function (132),
the GNS construction automatically ensures that Axiom (T3x) of Appendix B is satisfied, as in the
Kähler case.
7.3 Correlation functions and composition
We proceed to explore the interplay between the quantization based on observables presented in Sec-
tion 6 and the Hilbert spaces constructed in this section, at the level of amplitudes and correlation
functions. Firstly, it is clear that correlation functions continue to be well-defined by Theorem 6.1.
We merely have to reinterpret the correlation functions in terms of boundary observables as correla-
tion functions in terms of boundary states, as prescribed by equations (140), (141) and (144). One
might then expect to precisely recover Theorem 3.1 describing the structure of correlation functions
in the Kähler polarization case, as long as we replace everywhere L∂M by Lα∂M . There is a subtlety,
however. Namely, there is an implicit assumption of compatibility of complex conjugation with the
complexified interior space of solutions LCM ⊆ LC∂M . More precisely, the assumption is that LCM is
invariant under complex conjugation. Since LCM is the complexification of LM , this is trivially the
case. However, when we generalize to the α-Kähler polarization, this condition takes the form,
α∂M (LCM ) = LCM . (213)
If this holds we may replace everywhere LM by LαM := {φ ∈ LCM : α∂M (φ) = φ}. Except for the
substitutions, Theorem 3.1 then holds as stated. Otherwise, even the formulation of Theorem 3.1 as
given in Section 3.3 does not necessarily make sense. This is because it relies on the real orthogonal
decomposition (with respect to gα∂M ),
Lα∂M = LαM ⊕ J∂MLαM . (214)
In the Kähler case this is [18, Lemma 4.1]. We shall refer to the compatibility condition (213) as
interior compatibility.
Let us emphasize again that even without interior compatibility, the correlation functions are
perfectly well-defined on the states of Hα∂M with their structure described by Theorem 6.1. To more
explicitly relate the boundary observables and states induced by their action, we note that by the
α-Kähler version of Corollary 5.5 we have for ξ ∈ LCΣ,
KPξ
∼= exp (iωΣ(ξ, τ)) kατ , (215)
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where τ := P−Σ (ξ) + αΣ(P
−
Σ (ξ)). This informal notation really stands for an equality of correlation
functions,
ρFM (KPξ ) = exp (iω∂M (ξ, τ)) ρFM (kατ ). (216)
Here, F is an arbitrary observable. We write a superscript α for the coherent states inHαΣ. Recalling
the discussion of Section 6.2, relation (215) also clarifies the semiclassical interpretation of the
coherent states in the α-Kähler setting. That is, even though the latter are not labeled by real
solutions they can be given a semiclassical interpretation through the mapping
ξ 7→ P−Σ (ξ) + αΣ(P−Σ (ξ)), (217)
when ξ ∈ LΣ is real.
As for the axiomatic system of GBQFT of Appendix B with respect to amplitudes, we note
that we satisfy Axiom (TO4). Also, there is no difficulty in satisfying the disjoint composition
Axiom (TO5a). For the self-composition Axiom (TO5b), however, we might expect that the corre-
sponding Theorem 3.3 in the Kähler case does depend on the interior compatibility condition (213).
There is certainly no difficulty if this is satisfied for all involved regions. Note that in the special
case of a slice region, interior compatibility is satisfied as long as α is the same on both boundary
hypersurfaces. This implies in particular that Proposition 5.1 on the action of slice observables
on the Hilbert space of states carries over straightforwardly to the α-Kähler setting, providing
agreement with the GNS construction as in the Kähler case.
It turns out that even when the interior compatibility condition is not satisfied, a suitably
generalized version of the composition Theorem 3.3 holds, satisfying Axiom (TO5b). To recall the
context (see Section 3.3 for the Kähler case), consider a regionM with boundary ∂M = Σ1∪Σ∪Σ′,
where Σ′ is a copy of Σ. Denote by M1 the region obtained by gluing M to itself along Σ with
Σ′, see Figure 8. We have polarizations LP∂M ⊆ LC∂M and LP1∂M1 ⊆ LC∂M1 , transversal to the interior
polarizations LCM ⊆ LC∂M and LCM1 ⊆ LC∂M1 respectively.
We shall make the additional assumption that an element in LP1∂M1 “extends” to an element in
LP∂M exactly in the same way as a solution in LCM1 extends to a solution in L
C
M by Axiom (C7),
equation (332) of Appendix A. This is justified by thinking of elements in LP1∂M1 , L
P
∂M as “exterior
solutions”, compare [27]. Note that this assumption is stronger than in Theorem 6.5, where the
polarizations LP∂M and L
P1
∂M1
are completely independent. On the other hand it is weaker than in
Theorems 3.3 and 6.8, where LP∂M factorizes in terms of the decomposition of ∂M .
We shall not need to assume α-Kähler polarizations. We shall merely assume that we are given a
real structure αΣ : LCΣ → LCΣ on LCΣ (not necessarily compatible with ωΣ). Moreover, we assume we
are given a real positive definite inner product gαΣ : LαΣ × LαΣ → R making LαΣ into a real separable
Hilbert space. We do not assume that this is related to the symplectic form or a complex structure
as e.g., in equation (37). Recall that the inner product gives rise to a Gaussian measure ναΣ, or
simply denoted ν, on an extension LˆαΣ of the vector space LαΣ [18], compare also Section 3.1. We
formulate the composition rule in the following not in terms of a sum over a complete basis (as in
Axiom (TO5b) of Appendix B or as in Section 3.3), but equivalently in terms of an integral over
LˆαΣ, using a completeness relation analogous to formula (48). For relevant discussion of this point,
see [18, 26]. What is more, we formulate the gluing rule only for Weyl observables, analogous to
coherent states. As usual this is sufficient.
Definition 7.1. We say the gluing is admissible if the function
ξ 7→ ρM
(
KP(0,ξ,ξ)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
(218)
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is integrable, i.e., is an element of L1(LˆαΣ). In this case the gluing anomaly factor is defined as,
c(M ; Σ,Σ′) :=
∫
LˆαΣ
ρM
(
KP(0,ξ,ξ)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
dν(ξ). (219)
Theorem 7.2. In the above context, suppose the gluing is admissible. Let D : KCM → C be a linear
observable in M and D1 : KCM1 → C the induced linear observable in M1. Set F = exp(iD) and
F1 = exp(iD1). Then, for any φ ∈ LC∂M1 ,
ρF1M1(K
P1
φ ) c(M ; Σ,Σ′) =
∫
LˆαΣ
ρFM
(
KP(φ,ξ,ξ)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
dν(ξ). (220)
The proof is provided in Appendix C.
7.4 Wave function of vacuum change
If there is a Hilbert space of states as in the traditional Kähler quantization scheme (Section 3) or the
present generalized α-Kähler quantization scheme, it is natural to ask what state encodes a change
of vacuum. The corresponding question for slice observables was answered in Section 6.3. Thus, to
get this state we would apparently just have to let this observable, determined by equation (161),
act on the vacuum state K0 of the Hilbert space in the sense of Section 5.1 or in the generalized
sense of the α-Kähler setting of the present section. Since the observable is the exponential of a
quadratic form this is not quite as straightforward as considering a Weyl observable for example.
One difficulty arises from the fact that we cannot in general expect a vacuum to live as a state in the
Hilbert space build on a different vacuum. This manifests itself in that the “state” we are looking
for is not normalizable in general. However, it turns out that it is well-defined as a (generally
non-square-integrable) holomorphic wave function. We shall call it a pseudo-state.
The basis for our considerations will be the relation between vacuum states and amplitudes
[27]. Consider a hypersurface Σ and choose transversal polarizations LPΣ and LPΣ. We take LPΣ to
encode the vacuum on the side Σ of the hypersurface while LPΣ encodes it on the opposite side,
given by Σ. Suppose we have a compatible positive-definite real structure α and have performed the
corresponding α-Kähler quantization yielding a Hilbert space HαΣ. We now consider a polarization
LP
′
Σ ⊆ LCΣ on Σ, different from LPΣ, but such that it is still transversal to LPΣ. Denote the pseudo-
state encoding the polarization LP′Σ on Σ by Y PP′ , in analogy to the notation in Section 6.3 for the
corresponding slice observable. We now imagine that Σ is the boundary ∂X of a region X whose
space LCX of interior solutions is precisely given by the polarization LP
′
∂X on Σ, i.e., LCX := LP
′
∂X .22
For any state ψ ∈ HαΣ we then have,23
ρX(ψ) = 〈ιΣ(Y PP′), ψ〉Σ = 〈ιΣ(ψ), Y PP′〉Σ. (221)
This relation follows from the duality between amplitudes and vacuum wave functions [27]. Alter-
natively, we can also see this as an implication of the composition rule (Theorem 7.2 together with
22We recall that although the notation seems to suggest it, it is not meant to imply that LCX is the complexification
of some real subspace LX .
23Strictly speaking the inner product might not exist for all states ψ. It does exist, however, for coherent states
ψ, which is sufficient.
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its disjoint version) if we imagine ψ replaced by a region on the other side of X with an arbitrary
observable in it.
To obtain the wave function of Y PP′ we use the reproducing property (46) of coherent states,
Y PP′(ξ) = 〈Kαξ , Y PP′〉Σ = 〈ιΣ(Kαξ ), Y PP′〉Σ = ρX(Kαξ ). (222)
Note that we use the same notation Kαξ for the corresponding coherent state on either side (i.e.,
orientation) of the hypersurface Σ. We proceed to evaluate the amplitude ρX with equation (149)
of Theorem 6.1, taking into account relation (141). Denote the decomposition LCΣ = LPΣ ⊕ LPΣ by
ξ = ξ+ + ξ− and LCΣ = LP
′
Σ ⊕ LPΣ by ξ = ξX + ξM. Then, for ξ ∈ LαΣ,
ρX(Kαξ ) = ρX(KPξ+) = exp
(
iω∂X
(
ξ+, (ξ+)X
))
= exp
(
iω∂X
(
ξ+, ξX
))
= exp
(
iωΣ
(
ξX , ξ+
))
.
(223)
We note that the right-hand side does not explicitly depend on the region X. That is, it makes sense
for any hypersurface Σ, depending only on the polarizations LPΣ, LP
′
Σ and LPΣ, with the condition
that each of the first two is transversal to the third. We take this to mean that the pseudo-state Y PP′
and its wave function make sense on hypersurfaces that are not necessarily boundaries of a region.
We obtain the wave function,
Y PP′(ξ) = exp
(
iωΣ
(
ξX , ξ+
))
= exp
(
1
4
{
ξX , ξ
}
Σ
)
. (224)
This formula is even independent of the choice of αΣ. However, given a compatible choice of αΣ,
it is easily seen to define a holomorphic function on LαΣ with respect to the complex structure
JΣ. By construction, the wave function (224) is normalized to yield unity when taking its inner
product with the standard vacuum. Whether it can be normalized to correspond to an ordinary
state in the Hilbert space depends on the polarizations. The standard criterion in the case of
Kähler polarizations is that the difference between the corresponding complex structures has to be
a Hilbert-Schmidt operator [37].
To facilitate the interpretation of formula (224) in terms of a superposition of multi-particle
states we use the completeness relation (49) for LαΣ. With this we can rewrite the wave function
(224) as,
Y PP′(ξ) = exp
(
1
8
∫
LˆαΣ
{
ξX , φ
}
Σ {φ, ξ}Σ dνΣ(φ)
)
= exp
(
−18
∫
LˆαΣ
{
φ˜, ξ
}
Σ {φ, ξ}Σ dνΣ(φ)
)
. (225)
Here, φ˜ := (φ+)M + α((φ+)M ). The significance of the integrand of the right-hand expression
is that we can interpret it plainly as a 2-particle wave function with quantum numbers φ and φ˜
respectively, compare expression (50). It is also instructive to rewrite this in terms of creation
operators, compare expression (42),
Y PP′ = exp
(
−14
∫
LˆαΣ
a†
φ˜
a†φ dνΣ(φ)
)
Kα0 . (226)
7.5 Vacuum change and Bogoliubov coefficients
The traditional approach to quantization in curved spacetime relies on choices of basis [19]. Ac-
cordingly, a change of vacuum is parametrized in terms of Bogoliubov coefficients that relate the
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relevant basis. We examine in the following how the traditional language and results are recovered
from the present setting. At the same time we generalize these results to the α-Kähler setting.
We suppose the same setting as in the previous Section 7.4. That is, we have a hypersurface
Σ and transversal polarizations LPΣ and LPΣ. We also assume that we have a compatible positive-
definite real structure αΣ. Let {uk}k∈I be an orthonormal basis of LPΣ with respect to the inner
product (206). Then, {αΣ(uk)}k∈I is an orthonormal basis of LPΣ with respect to the negative of
the inner product. We have,
(uk, ul)αΣ = δk,l, (αΣ(uk), αΣ(ul))αΣ = −δk,l, (uk, αΣ(ul))αΣ = 0. (227)
This is in complete analogy to the Kähler case (35), which we recover when αΣ is ordinary complex
conjugation. Also, as in the Kähler case (40), the orthonormal basis {uk}k∈I is in one-to-one
correspondence to an orthonormal basis {wk}k∈I of LαΣ with respect to (207) via wk = uk+αΣ(uk).
We suppose that we have another polarization LP′Σ on Σ. We require that the inner product (206)
is also positive-definite on LP′Σ . This implies that LP
′
Σ is transversal to LPΣ, an assumption made in
Section 7.4. Let {u′k}∈I be an orthonormal basis of LP
′
Σ .
We may use the basis {wk}k∈I to expand the wave function of Y PP′ similar to the continuous
expansion (225),
Y PP′(ξ) = exp
(
1
4
∑
i∈I
{
ξX , wi
}
Σ {wi, ξ}Σ
)
= exp
(
−14
∑
i∈I
{
uMi , ξ
}
Σ {wi, ξ}Σ
)
. (228)
Consider an n-particle state ψi1,...,in ∈ HαΣ parametrized in terms of the same basis via,
ψi1,...,in(ξ) := {wi1 , ξ}Σ · · · {win , ξ}Σ (229)
In our conventions (compare Section 3.1) the inner product between such states is given by,
〈ψj1,...,jn , ψi1,...,in〉Σ = 2n
∑
σ∈Sn
δj1,iσ(1) · · · δjn,iσ(n) . (230)
We now consider the inner product between such a generic n-particle state and Y PP′ . If n is odd this
vanishes, so suppose n = 2m. As is easy to see we get,
〈Y PP′ , ψi1,...,i2m〉Σ =
(−1)m
m!
∑
σ∈S2m
Λiσ(1),iσ(2) · · ·Λiσ(2m−1),iσ(2m) . (231)
Here we have defined,
Λk,l :=
∑
i∈I
{wk, α(uMi )}Σ{wl, wi}Σ (232)
However, using orthogonality and further properties of the objects involved we get,
Λk,l = {αΣ(uk), αΣ(uMl )}Σ = 4iωΣ(αΣ(uk), αΣ(uMl )) = 4iωΣ(uk, uMl )
= 4iωΣ(uXk , ul) = 4iωΣ(αΣ(u
X
k ), αΣ(ul)) = (uXk , αΣ(ul))αΣ. (233)
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We expand uXk in terms of the basis {u′i}i∈I via,
uXk =
∑
j
ck,ju
′
j (234)
The coefficients ck,j can be related to the Bogoliubov coefficients in the expansion,
u′i =
∑
j∈I
ai,juj +
∑
j
bi,jαΣ(uj), (235)
where ai,j = (uj , u′i)αΣ and bi,j = −(αΣ(uj), u′i)αΣ. To this end, consider
δi,k = (ui, uk)αΣ = (ui, uXk )αΣ =
∑
j∈I
ck,j(ui, u′j)αΣ =
∑
j∈I
ck,jaj,i. (236)
That is, c as a matrix is inverse to a, ck,j = (a−1)k,j . With this we may rewrite Λk,l as follows,
Λk,j =
∑
j∈I
ck,j(u′j , αΣ(ul))αΣ = −
∑
j∈I
(a−1)k,jbj,l. (237)
Up to minor changes of conventions, this recovers in the Kähler case the well known formulas of
DeWitt [36].
7.6 Return to reality
Working with the space LαΣ instead of with LΣ might appear as an additional complication. This
motivates looking for an identification of the two spaces in order to “pull back” all the structures
from LαΣ to LΣ. This would allow expressing everything again in terms of LΣ, as if we were working
with a Kähler polarization. We shall assume here that we are given such an identification, i.e., a
linear real bijection IΣ : LΣ → LαΣ. Define,
ω˜Σ : LΣ × LΣ → R, by ω˜Σ(φ, η) := ωΣ(IΣ(φ), IΣ(η)), (238)
J˜Σ : LΣ → LΣ, by J˜φ := I−1Σ (JΣIΣ(φ)), (239)
g˜Σ : LΣ × LΣ → R, by g˜Σ(φ, η) := 2ω˜Σ(φ, J˜Ση) = gΣ(IΣ(φ), IΣ(η)), (240)
{·, ·}˜Σ : LΣ × LΣ → C, by {φ, η}˜Σ := g˜Σ(φ, η) + 2iω˜Σ(φ, η) = {IΣ(φ), IΣ(η)}Σ. (241)
Then, ω˜Σ is a symplectic form on LΣ, J˜Σ is a compatible complex structure, g˜Σ is a real inner product
and {·, ·}˜Σ a complex inner product with respect to J˜Σ. (We shall assume completeness for the
inner products.) In the following we shall use the same notation IΣ to denote the complexification
of the map, i.e., its complex linear extension LCΣ → LCΣ. Pulling back the polarization with IΣ leads
to an ordinary Kähler polarization LP˜Σ := I−1Σ (LPΣ).
With these ingredients we may construct a Hilbert space H˜Σ based on LΣ, and the modified
structures ω˜Σ, etc., exactly in the usual way as outlined in Section 3.1. This Hilbert space is then
equivalent to HαΣ with the unitary equivalence given by the map U˜Σ : H˜Σ → HαΣ which on coherent
states takes the simple form,
U˜Σ(K˜ξ) = KαIΣ(ξ). (242)
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Here we denote the coherent states in H˜Σ with a tilde and those in HαΣ with a superscript α. This
equivalence extends to the creation and annihilation operators and their actions in the obvious way.
It is also straightforward to express U˜Σ in terms of holomorphic wave functions, mapping those on
LΣ (holomorphic with respect to J˜Σ) to those on LαΣ (holomorphic with respect to JΣ). For ψ˜ ∈ H˜Σ
and ξ ∈ LΣ we have,
U˜Σ(ψ˜)(IΣ(ξ)) = ψ˜(ξ). (243)
We proceed to consider quantization in regions, i.e., the construction of amplitudes. Specifically,
we are looking to reproduce an analogue of relation (69) of Theorem 3.1, expressing the amplitude
for coherent states in a region M in terms of the inner product g˜∂M . As already discussed in
Section 7.3 to work at the level of the spaces LαΣ this requires the interior compatibility condition
for αΣ, (213). To additionally work at the level of the pull-back considered here, we also need
I∂M to be compatible with the inclusion LCM ⊆ LC∂M . That is, we need the interior compatibility
condition for I∂M ,
I∂M (LCM ) = LCM . (244)
The induced amplitudes are, for ψ˜ ∈ H˜∂M ,
ρ˜M (ψ˜) = ρM (U˜∂M (ψ˜)). (245)
With this, we have the analogue of relation (69), for ξ ∈ L∂M ,
ρ˜M (k˜ξ) = exp
(
− i2 g˜∂M (ξ
R˜, ξ I˜)− 12 g˜∂M (ξ
I˜, ξ I˜)
)
. (246)
Here ξ = ξR˜ + J˜Σξ I˜ with ξR˜, ξ I˜ ∈ LM . Equation (246) arises from (69) because we have I∂M (ξ)R =
I∂M (ξR˜) and I∂M (ξ)I = I∂M (ξ I˜). In particular, equation (246) recovers precisely equation (69), but
with the original structures replaced by the pulled back ones. In essence, we obtain an equivalence
between the original quantum theory with α-Kähler polarizations and a quantum theory with
genuine Kähler polarizations LP˜Σ and complex structures J˜Σ not only at the level of Hilbert spaces,
but also of amplitudes. What is more, the theory with Hilbert spaces H˜Σ and amplitudes ρ˜M arises
by applying precisely the original Kähler quantization prescription of Section 3, but to the pulled
back data.
We proceed to consider observables and their correlation functions. Pulling back correlation
functions for observables F simply amounts to,
ρ˜FM (ψ˜) = ρFM (U˜∂M (ψ˜)). (247)
We turn to the structure Theorem 3.1 for correlation functions in its entirety. In the factorization
identity (68) of correlation functions of Weyl observables, we have already discussed the first factor,
the amplitudes (69) and its replacement by relation (246). As for the third factor, the vacuum
correlation function (70), there is no change as this does not depend on the choice of coherent state.
However, it remains determined by the original polarization LP∂M and not by the pulled back one
LP˜∂M . The second factor is of most interest. It takes the form F (I∂M (
ˆ˜ξ)) with ˆ˜ξ := ξR˜ − iξ I˜. In
total we get,
ρ˜FM (k˜ξ) = ρ˜M (k˜ξ)F (I∂M ( ˆ˜ξ))ρFM (K0). (248)
Unsurprisingly, this is structurally different from equation (68). That is, at the level of observables
the actual theory (satisfying equation (248)) is not equivalent to the theory obtained by directly
quantizing, according to Section 3, the pulled back data (which would satisfy equation (68)).
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The factorization equation (248), and in particular the second factor, also make it clear that a
pull back map IΣ is in general not suitable to achieve a semiclassical interpretation of coherent states.
That is, the state KαIΣ(ξ) is not in general a reasonable candidate for a semiclassical counterpart of
the solution ξ. However, in Section 7.3 we already saw what a suitable counterpart might look like,
compare equation (215).
A natural candidate for the identification map IΣ is given by the projection operator PαΣ : LCΣ →
LαΣ, that is,
PαΣ (φ) =
1
2(φ+ αΣ(φ)). (249)
Suppose that the restriction of PαΣ to the real subspace LΣ ⊆ LCΣ is a bijection IΣ : LΣ → LαΣ
as required. Then, if the interior compatibility condition is satisfied for the real structure α, it is
automatically also satisfied for IΣ.
7.7 A case of real polarizations
As shown in [27], polarizations encoding vacua on different hypersurfaces and in different contexts
in quantum field theory often decompose into a direct sum of a Kähler polarization and a real polar-
ization. It is thus of particular interest to understand the latter in terms of α-Kähler polarizations.
To this end we shall assume that we are given what we will call a positive-definite reflection map.
Suppose that we have on the hypersurface Σ a real polarization, i.e., a pair of transversal
complexified real Lagrangian subspaces LPΣ ⊆ LCΣ and LPΣ ⊆ LCΣ. Moreover, say γΣ : LCΣ → LCΣ is
the complexification of a real-linear map LΣ → LΣ with the following properties:
• γ2Σ = id.
• ωΣ(γΣ(φ), γΣ(η)) = −ωΣ(φ, η).
• γΣ exchanges polarizations, i.e., γΣ(LPΣ) = LPΣ and γΣ(LPΣ) = LPΣ.
We then say that γΣ is a reflection map on Σ. By construction γΣ(iφ) = iγΣ(φ) and γΣ ◦ JΣ =
−JΣ ◦ γΣ. Now define,
αΣ(φ) := −iγ(φ) for φ ∈ LCΣ. (250)
Then αΣ is a compatible real structure on LCΣ. Moreover, we assume the inner product (206) is
positive-definite on LPΣ. More directly, we can write this condition as,
ωΣ(γΣ(φ), φ) > 0 ∀φ ∈ LPΣ \ {0}. (251)
We then call γΣ a positive-definite reflection map and LPΣ is an α-Kähler polarization with conjugate
LPΣ. Moreover, in this situation the projector PαΣ : LCΣ → LαΣ, see equation (249), restricted to
LΣ becomes an isomorphism, as is easily verified. What is more, if we define the identification
IΣ : LΣ → LαΣ of Section 7.6 to be
IΣ =
√
2PαΣ , (252)
we get, compare (238),
ω˜Σ(φ, η) = ωΣ(φ, η). (253)
That is, the pulled back symplectic form is identical to the original symplectic form. In particular,
as long as no observables are considered, this means that the pulled back theory of Section 7.6
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defined in this way differs from the original theory merely by replacing the real polarizations LPΣ
with Kähler polarizations given in terms of the complex structures J˜Σ given by (239).
We proceed to consider a more concrete way to construct positive-definite reflection maps. To
this end we suppose that we have a decomposition of the space LΣ of germs of solutions on Σ in
terms of a direct sum of (real) Lagrangian subspaces LΣ = NΣ⊕MΣ. These need not coincide with
polarizations determining the vacuum. For intuition, we shall think of NΣ as encoding “positions”
(field values) and of MΣ as encoding “momenta” (normal derivatives). There is an important class
of examples where this designation is indeed meaningful. We now define,
γΣ(n+m) := n−m, ∀n ∈ NΣ,∀m ∈MΣ. (254)
Intuitively speaking, what this map does is it inverts field derivatives on the hypersurface. That is,
it “reflects” initial data. We shall assume that it also interchanges the polarizations determining
the vacuum on the two sides of Σ, i.e., LPΣ and LPΣ. It is then easy to check that γΣ is a reflection
map according to our previous definition.
Even though Klein-Gordon theory does not require a reflection map as it admits a perfectly fine
Kähler quantization we shall consider it here to illustrate the notion of reflection. On an equal-time
hypersurface at time t the subspaces Nt and Mt of Lt are given by,
Mt = {φ ∈ LCt : φa(k) = −e2iEtφb(−k)∀k}, Nt = {φ ∈ LCt : φa(k) = e2iEtφb(−k)∀k}. (255)
With this we obtain,
(γt(φ))a(k) = e2iEtφb(−k), (γt(φ))b(k) = e2iEtφa(−k). (256)
Viewing elements of LCt as global solutions this is in spacetime terms,
(γt(φ))(t′, x) = φ(2t− t′, x). (257)
That is, we obtain precisely a reflection of the solution on the hyperplane at time t. It is also
straightforward to check that γt interchanges the subspaces L+t and L−t of negative and positive
energy solutions determining the vacuum, compare (59). That is, γt is a reflection map in the
sense of our definition. On the other hand, γt is not positive-definite in the sense of (251). In
fact, the would-be inner product defined by γt is indefinite. This is not surprising given that γ is
designed for vacua given by real polarizations rather than Kähler polarizations. In the following
Section 8 we exhibit a genuine example of a positive-definite reflection map in a context motivating
the developments of the present section.
8 Reflection positivity and α-Kähler quantization
The Euclidean approach to quantum field theory [38, 39] is based on relating quantum field theoretic
correlation functions in Minkowski space to corresponding correlation functions in Euclidean space
via a version of Wick rotation. The Euclidean correlation functions, also known as Schwinger
functions, have better analytic properties than their Lorentzian counterparts and can be naturally
related to a statistical path integral, which is mathematically more tractable than the Feynman path
integral. Osterwalder and Schrader [40] have given conditions for a family of Schwinger functions
to correspond to a quantum field theory in the sense of the Wightman axioms [22]. One of these
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conditions is reflection positivity and it can be understood to correspond to a realness condition
for Lorentzian correlators or a Hermiticity condition for operators. It is also used to construct a
Hilbert space directly from the Schwinger functions [41]. This construction is very different from
the standard quantization constructions of quantum (field) theory which are always directly or
indirectly tied to a Kähler polarization. In this case there is no Kähler polarization. This provided
crucial inspiration for the construction presented in Section 7 based on the notion of α-Kähler
polarizations. The purpose of the present section is to elucidate this by showing (in the simplest
possible setting) how the Hilbert space construction based on reflection positivity is recovered as
a special case of what we shall call β-Kähler quantization, a Euclidean counterpart of α-Kähler
quantization.
8.1 Statistical path integral
Since it is of central interest in the Euclidean approach to field theory, we consider a replacement
of the Feynman path integral with a statistical path integral as it appears for example in classical
statistical field theory. That is, we replace the path integral formula (21) with a statistical integral
defined as,
σFM (WP) =
∫
KM
DφF (φ) exp(−S(φ)). (258)
It is straightforward to accommodate for this change throughout the framework presented in this
work. (Of course, the straightforward interpretation of the constructed mathematical objects in
terms of a quantum theory is then lost.) We shall not develop this in detail, but focus on a few
essential structures. We start with the analogue of formula (23) for Weyl observables. Consider a
linear observable D, and its negative exponentiation G = exp(−D) and let η ∈ ADM ∩ LP∂M . Thus,
σGM (WP) = exp
(
−12D(η)
)
. (259)
Replacing G with the usual Weyl observable F = exp(iD) yields,
σFM (WP) = exp
(
1
2D(η)
)
. (260)
Note that to arrive at this expression we have to replace on the right-hand side of (259) D with
−iD as well as η with −iη. We can read off from this that for arbitrary observables the relation
between the Feynman path integral and the statistical path integral can be expressed as follows.
Let F be an observable and define the observable F˜ as,
F˜ (φ) := F (
√
iφ). (261)
(For definiteness we choose to define the root of i here as
√
i := exp(ipi/4).) Then,
ρFM (WP) = σF˜M (WP). (262)
In particular, the relations (90) of the Weyl algebra of slice observables are modified as follows,
G ?S F = exp (ωΣ(ξE , ξD))G · F. (263)
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Proceeding to a “quantization” by analogy with the quantum theory, the role of the inner
product (9) in LCΣ is taken by the expression,
(φ, η)SΣ := 4ωΣ
(
φ, η
)
. (264)
This is clear from the modification that the vacuum correlation function (133) of a Weyl observable
undergoes by transition to the statistical path integral. We get,
vSΣ(F ) := σFΣˆ (W
P) = exp
(
−14 {ξ, ξ}
S
Σ
)
. (265)
Here we define,
{ξ, ξ}SΣ := −i {ξ, ξ}Σ = 4ω(xP, yP). (266)
A “quantization” with a construction of Hilbert spaces in the standard Kähler sense (Sections 3
and 5) is clearly not possible as the sesquilinear form (264) is not even hermitian. On the other
hand, we can write down immediately the analogue of Theorem 6.1.
Theorem 8.1. If F is the Weyl observable exp(iD), then,
σFM (KPξ ) = σM (KPξ )F (−iξint)σFM (WP), with, (267)
σM (KPξ ) = exp
(
ω∂M
(
ξ, ξint
))
, (268)
σFM (WP) = exp
(
1
2D(η)
)
. (269)
Here η ∈ AD,CM ∩ LP∂M .
With regard to the construction of Hilbert spaces it turns out that we can adapt the construction
of Section 7 to the present setting and achieve the analog of a quantization in this way. Indeed,
the considerations of Sections 7.1 and 7.2 carry over completely to the present setting with just one
fundamental change. That is, we consider a real structure β on the vector space of complexified
germs of solutions LCΣ. In contrast to the real structure α introduced in Section 7.1, β does not
satisfy the compatibility condition (205), but rather the modified compatibility condition,
ω(β(x), β(y)) = −ω(x, y). (270)
We call this condition anti-compatibility between β and ω. In this way the bilinear form
(φ, η)β := 4ω (β(φ), η) (271)
is not only non-degenerate and sesquilinear, but also hermitian. Thus, all steps described in Sec-
tions 7.1 and 7.2 can be performed. In particular, the quantization with the modified GNS con-
struction succeeds with β determining the ∗-structure of the observable algebra in analogy to (209),
F β(φ) := F (β(φ)). (272)
This leads to a notion of β-Kähler quantization in analogy to α-Kähler quantization. In particular,
the construction of Hilbert spaces and states can be preformed in accordance with Section 3.1 by
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replacing complex conjugation with the map β. In contrast to the α-case, additionally the inner
product {·, ·} is replaced by {·, ·}S of (264) and equation (36) is replaced by,
{φ, η}SΣ = −2iωΣ(φ, JΣη) + 2ωΣ(φ, η). (273)
We denote the Hilbert space constructed in this way by HβΣ. Note that wave functions are defined
on LβΣ, the subspace of LCΣ invariant under βΣ. Similarly, coherent states are labeled by elements
of LβΣ. In order to identify states in this space with the action of slice observables on the vacuum,
the most straightforward consistent choice is to set (140) (with ξ ∈ LβΣ) and (141) as in the genuine
quantum case. We obtain instead of (215) the relation,
KPξ
∼= exp (ωΣ(ξ, τ)) kβτ , (274)
where τ = P−Σ (ξ) + βΣ(P
−
Σ (ξ)). Otherwise, we proceed analogous to Section 7.3. This determines
the “quantization” completely.
As can be seen from the formulas, there is a close similarity between the α-Kähler and β-Kähler
quantizations. In fact, there is a straightforward one-to-one correspondence given by
β = iα, (275)
which makes the relevant inner products equal,
(φ, η)β = (φ, η)α. (276)
This means in particular that given polarizations on a hypersurface Σ that admit a conventional
Kähler quantization, the choice β(ξ) := iξ will yield a corresponding “quantization” based on the
statistical path integral.
8.2 Wick rotated Klein-Gordon theory
We consider in the following a Wick rotation of the Klein-Gordon theory in Minkowski space as
follows. We rotate the time coordinate t in the complex plane to an imaginary value. This can be
considered as a substitution t = −iτ , where τ is subsequently taken to be real. In this way the
Klein-Gordon equation
(∂2t −
∑
i
∂2i +m2)φ = 0 (277)
turns into the elliptic partial differential equation,
(−∂2τ −
∑
i
∂2i +m2)φ = 0. (278)
We refer to the theory defined in this way as the Euclidean theory and consider it to live in 4-
dimensional Euclidean space with coordinates (τ, x).
We recall the space LC0 of germs of complexified solutions of the Klein-Gordon on the hypersur-
face t = 0 from Section 3.2, with the solutions parametrized in terms of plane waves (56). Applying
the substitution t = −iτ we obtain,
φ(τ, x) =
∫ d3k
(2pi)32E
(
φa(k)e−Eτ+ikx + φb(k)eEτ−ikx)
)
. (279)
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This is indeed a parametrization of the complexified solutions of the Euclidean theory near the τ = 0
hypersurface in Euclidean space. We denote this space by LE,C0 . Via the substitution t = −iτ we
have a canonical identification of the spaces LC0 and L
E,C
0 . Note, however, that while the elements
of LC0 may be viewed as global solutions in Klein-Gordon theory, the elements of L
E,C
0 do not extend
to sensible global solutions in Euclidean space due to their exponential behavior in the Euclidean
time direction τ . Moreover, the subspaces of real solutions L0 ⊆ LC0 in Klein-Gordon theory and
LE0 ⊆ LE,C0 in the Euclidean theory are different. Whereas the reality condition in Klein-Gordon
theory is φa(k) = φb(k), the reality condition in the Euclidean theory is given by, φa(k) = φa(−k)
and φb(k) = φb(−k). Expressed in terms of Euclidean solutions the reality condition of the Klein-
Gordon theory takes the form,
φ(τ, x) = φ(−τ, x). (280)
An action for the Euclidean theory can also be obtained by Wick rotation from the Klein-Gordon
theory, therefore inducing a symplectic form ωE0 on LE0 ,
ωE0 (φ1, φ2) = −
1
2
∫
d3x (φ2(τ, x)(∂τφ1)(τ, x)− φ1(τ, x)(∂τφ2)(τ, x)) (281)
= −12
∫ d3k
(2pi)32E
(
φa2(k)φb1(k)− φa1(k)φb2(k)
)
. (282)
We are using here the analogous convention for the orientation of the hypersurface as in the case of
the symplectic form (58) of the Klein-Gordon theory. That is, we consider the τ = 0 hypersurface
carrying the orientation of the past boundary of a region to the (here Euclidean) future τ >
0. Comparing with the symplectic form ω0, (58) of the Klein-Gordon theory via the canonical
identification of LC0 with L
E,C
0 we see,
ω0 = −iωE0 . (283)
Note in particular that the notion of (complex) Lagrangian subspace is the same for both symplectic
forms.
Viewing the Euclidean theory as a classical theory in its own right we can consider its quantiza-
tion along the lines of the presented framework. The first step is the determination of the vacuum
in the sense of [27]. As manifest in the expansion (279), solutions behave exponentially in the
(Euclidean) time direction τ . Thus, the vacuum is simply given by imposing decaying boundary
conditions, encoded in terms of (complexifications of) real Lagrangian subspaces of LE,C0 which we
shall denote LE,+0 and L
E,−
0 respectively. They are,
LE,+0 = {φ ∈ LE,C0 : φa(k) = 0∀k}, LE,−0 = {φ ∈ LE,C0 : φb(k) = 0∀k}. (284)
Under the canonical identification of LC0 with L
E,C
0 these subspaces are identical to the corresponding
Lagrangian subspaces of the Klein-Gordon theory, see (59). However, while they are positive-
definite Lagrangian subspaces with respect to the real structure L0 ⊆ LC0 and symplectic form ω0,
they are instead (complexifications of) real Lagrangian subspaces with respect to the real structure
LE0 ⊆ LE,C0 and symplectic form ωE0 . In particular, a traditional Kähler quantization to construct a
Hilbert space (as recalled in Section 3) cannot be performed.
We proceed to consider the vacuum correlation functions, comparing the Euclidean theory to
the Klein-Gordon theory. Since the correlation functions for polynomial observables are determined
by those of quadratic observables (recall Section 2.2) it is sufficient to consider the latter. Moreover,
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since the theories are related by Wick rotation in spacetime we limit ourselves to observables that
correspond to field values at spacetime points. That is, we consider the Feynman propagator and
its analog of the Euclidean theory, compare equation (31). While it is well known that they are
essentially related by Wick rotation, we briefly review in the following how this relation arises from
the present perspective. To this end recall the derivation of the 2-point function in Klein-Gordon
theory using slice observables, compare Section 4.4. We can proceed for the Euclidean theory
in exactly the same manner, where time ordering is now in terms of the Euclidean time, with
τ2 > τ1. The slice observables yielding with (79) and (80) field evaluation at the point (τ, x) are
now parametrized by the solutions,
(ξEi )a(k) = eEτi−ikxi , (ξEi )b(k) = −e−Eτi−ikxi . (285)
With the identification of LE,C with LC via the substitution t = −iτ we obtain the relation ξi = iξEi
for the solutions determining the observables between the Klein-Gordon and Euclidean theory. Due
to the definition (80) this relation follows in fact immediately from the relation (283) between the
symplectic forms. Since for the Euclidean theory formula (93) is equally valid, adapting notation,
we obtain for the relation between the 2-point functions,
ρE,D1D2M (WP) = 2iωE(ξ
E,−
1 , ξ
E,+
2 ) = 2ω(ξ−1 , ξ+2 ) = −iρD1D2M (WP). (286)
That is, the 2-point functions (and propagators) are indeed related by analytical continuation, up
to a relative factor of i. For completeness we also write the explicit form of the 2-point functions
and propagator of the Euclidean theory,
ρE,D1D2M (WP) = −iGEF ((τ1, x1), (τ2, x2)) = −i
∫ d3k
(2pi)32E e
E(τ1−τ2)−ik(x1−x2). (287)
From the relation (286) between the 2-point functions we can infer the relation between arbitrary
vacuum correlation functions. With the definition (261) we can write this as,
ρFM (WP) = ρ
E,F˜
M (WP). (288)
Recall that the observables F between the Euclidean theory and Klein-Gordon theory are to be
identified via the Wick rotation. We do not distinguish them notationally.
We proceed to consider the construction of Hilbert spaces for the Euclidean Theory. Since the
polarizations LE,±0 ∈ LC0 determining the vacuum are real, Kähler quantization cannot be applied.
Instead, we apply an α-Kähler quantization through a positive-definite reflection map γ0 based on
a position/momentum decomposition LE0 = NE0 ⊕ME0 (Section 7.7). Here we have,
ME0 = {φ ∈ LE0 : φa(k) = −φb(−k)∀k}, NE0 = {φ ∈ LE0 : φa(k) = φb(−k)∀k}. (289)
Under the identification of LE0 and L0 this is the same as for the Klein-Gordon theory at t = 0,
compare (255). Similarly, γ0 takes the same form as for the Klein-Gordon theory (at t = 0),
(γ0(φ))a(k) = φb(−k), (γ0(φ))b(k) = φa(−k), (290)
compare (256). In spacetime terms this is a reflection at the τ = 0 hypersurface, analogous to
(257),
(γ0(φ))(τ, x) = φ(−τ, x). (291)
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It is also clear that γ0 interchanges the polarization LE±0 ⊆ LE,C0 determining the past and future
vacuum. What is more, we easily verify that γ0 satisfies condition (251). That is, γ0 is a positive-
definite reflection map. It therefore defines an α-Kähler quantization with α0 : LE,C0 → LE,C0 given
by equation (250), i.e.,
(α0(φ))a(k) = −iφb(k), (α0(φ))b(k) = iφa(k). (292)
In spacetime terms the map α0 takes the form,
(α0(φ))(τ, x) = −iφ(−τ, x). (293)
We return now to the perspective of the Euclidean approach to quantum field theory, where a
Wick rotation is used to relate the quantum theory to a theory in Euclidean space. The latter has
properties that make it mathematically more accessible than the original theory, such as the decay
properties on correlation functions. In the Euclidean theory considered above this is manifest in the
boundary conditions encoded in the Lagrangian subspaces LE,±0 ∈ LC0 . Moreover, in the Euclidean
approach the theory in Euclidean space is not treated as a quantum theory in its own right, but
rather as a theory with a behavior consistent with a statistical path integral. This was precisely the
subject of Section 8.1. Combining its results with the previous treatment of the Euclidean theory,
we are able to relate the latter viewed as defined via a statistical path integral to the ordinary Klein-
Gordon quantum field theory. Up to conventions of signs and orientations, this relation reproduces
the one that has been of interest in the literature on Euclidean methods and puts it into a more
general context. In particular, we shall see that the prescription for the construction of Hilbert
spaces for the Euclidean statistical theory using reflection positivity [41] is precisely an example of
a β-Kähler quantization. Indeed, reflection positivity served as an inspiration for the development
of the α-Kähler quantization as laid out in Section 7.
Combining (262) and (288) we obtain with Fˇ (φ) := F (iφ),
ρFM (WP) = σ
E,Fˇ
M (WP). (294)
Recall that the observables F between the Klein-Gordon and Euclidean statistical theories are
related moreover by Wick rotation. Note that when considering observables of even degree the
factor of i just gives rise to a sign. In particular, for the 2-point functions we have,
ρD1D2M (WP) = −σE,D1D2M (WP). (295)
Indeed, the factor of i and the signs are related to our conventions. For example, changing the sign
of ωE0 would make these disappear and recover the usual relation between n-point functions just
being related by Wick rotation. In order to construct a Hilbert space for the statistical Euclidean
theory we follow the steps laid out in Section 8.1. The most important ingredient is the anti-
compatible real structure β0 on LE,C0 exchanging future and past boundary conditions. However,
we have already constructed a corresponding compatible real structure α0 for the quantum theory
above, see (292). Thus, with the relation (275) we obtain β0 given by,
(β0(φ))a(k) = φb(k), (β0(φ))b(k) = φa(k). (296)
In spacetime terms the map β0 takes the form,
(β0(φ))(τ, x) = φ(−τ, x). (297)
70
We recognize this precisely as corresponding to the ordinary complex conjugation of the Klein-
Gordon theory under the identification of LE,C0 with LC0 .
The role of β0 is to provide the ∗-structure of the algebra of slice observables which now carries
the product (263). In particular, the product F β ? F for a slice observable F is a positive element
of the algebra and its (statistical) vacuum correlation function satisfies by construction
vS0 (F β ? F ) ≥ 0. (298)
As we have seen in Section 4.4 and in the present section the 2-point (and similarly n-point)
correlation functions can be constructed by (time-)ordered composition of slice observables. In this
way, we can carry over the identity (298) to spacetime observables that encode (possibly smeared)
n-point functions. More specifically, let the spacetime observable F be defined in terms of finitely
many smearing functions fk with compact support,
F (φ) :=
n∑
k=1
∫
dτ1 · · · dτndx1 · · · dxnfk(τ1, x1, . . . , τn, xn)φ(τ1, x1) · · ·φ(τn, xn). (299)
Here we require temporal ordering in the sense that fk(τ1, x1, . . . , τn, xn) vanishes, except if τ1 <
· · · < τn. Recalling the spacetime form (297) of β0 it is now easy to recognize that equation (298)
is precisely the reflection positivity condition E2 of Osterwalder and Schrader [41].
9 Application to Minkowski and Rindler space
In the present section we review two topics involving a change of vacuum for the Klein-Gordon
theory in flat spacetime. The first concerns the question of splitting the standard state space of
the equal-time hyperplane in Minkowski space into two pieces, corresponding to half-hyperplanes.
The second concerns the Minkowski vacuum as seen from an embedded Rindler space. Both topics
involve the embedding of one or two Rindler wedges into Minkowski space. The purpose of the
inclusion of these topics here is on the one hand to show that and how standard results of quantum
field theory are correctly recovered. On the other hand it is to add new insights and perspectives
that go beyond the traditional methods.
9.1 Splitting the Minkowski vacuum
Consider the standard equal-time hyperplane Σ in Minkowski space at t = 0. Cut this hyperplane
into two half-hyperplanes ΣL, ΣR along the x1-direction with x1 < 0 and x1 > 0 respectively. In
other words, space at t = 0 is divided into two half-spaces. It has long been known that the Hilbert
space H of states associated to Σ does not allow for a tensor product decomposition H = HL⊗ˆHR in
such a way that HL encodes states on ΣL and HR states on ΣR. For example, such a decomposition
would contradict the Reeh-Schlieder theorem [29]. Recall the discussion at the end of Section 1.7
of the Introduction.
On the other hand, reaping the full potential of GBQFT in the context of ordinary QFT would
require being able to describe amplitudes and correlators in compact pieces of Minkowski space (such
as hypercubes or diamonds) together with providing the powerful identities that allow to compose
them. In terms of the axioms of Appendix B, a necessary ingredient would be the splitting of
Hilbert spaces of states on hypersurfaces into localized pieces. The previously mentioned splitting
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of H in terms of the decomposition of Σ into ΣL and ΣR would be but the simplest example of this.
Its failure appears to doom efforts to make GBQFT work effectively in ordinary QFT, beyond the
restriction to very particular hypersurfaces and regions. Note that less realistic (e.g. Euclidean or 2-
dimensional) versions of QFT are not necessarily affected [42]. The answer proposed in the present
paper is to abandon the axioms of Appendix B and replace them with the framework developed
principally in Section 6, supplementing with (generalized, see Section 7) Hilbert spaces only were
necessary or convenient.
It is nevertheless instructive to consider the example of the decomposition of Σ into ΣL and ΣR
and the properties of the Minkowski vacuum with respect to this decomposition. Since the equations
of motions are local, i.e., they are partial differential equations, the space of germs of solutions (i.e.,
the space of initial data) on Σ simply decomposes as a direct sum of germs of solutions on ΣL
and ΣR. That is, LΣ = LL ⊕ LR. Similarly, the symplectic form, originating from a hypersurface
integral and involving differentials, is local. That is, ωΣ = ωL + ωR, with ωL and ωR being the
symplectic forms on ΣL and ΣR respectively. Recall that the Minkowski vacuum is determined by
the Lagrangian subspace L+Σ ⊆ LCΣ of negative energy solutions in the past, (59), and the conjugate
subspace L−Σ = L
+
Σ of positive-energy solutions in the future. Now the simple fact is that L
+
Σ (or
L−Σ) is not local with respect to the decomposition of Σ into ΣL and ΣR. That is, there do not exist
individual subspaces L(+)L ⊆ LL and L(+)R ⊆ LR such that L+Σ = L(+)L ⊕ L(+)R . Equivalently, the
complex structure JΣ is not a differential operator on LΣ, but merely a pseudo-differential operator
and thus non-local. If the subspaces L(+)L and L
(+)
R existed, that would give us upon quantization
precisely a decomposition of the type H = HL⊗ˆHR. We might say that the Minkowski vacuum is
“indivisible” or “non-local”. This is in fact the typical situation for vacua in quantum field theory
which is not surprising given that they are usually encoding asymptotic boundary conditions.
The parametrization of LCΣ in terms of plane wave modes as in (56) is not convenient in order to
make manifest the locality of LCΣ and of ωΣ. To this end we switch in a first step to the Minkowski
Bessel modes which are complex eigenmodes of the Lorentz boost operator [43]. For simplicity, we
consider 1+1-dimensional Minkowski space. (Additional spatial dimensions are easily incorporated.)
We denote the modes by Bκ and Bκ (complex conjugates), where κ is the eigenvalue of the boost
generator. κ takes values on the real line. The modes Bκ admit a representation in terms of an
integral over plane waves parametrized by the rapidity q,
Bκ(t, x) =
∫ ∞
−∞
dq
2pi exp(−im(t cosh q − x sinh q)− iκq). (300)
We thus parametrize elements of LCΣ as follows,
φ(t, x) =
∫ ∞
−∞
dκ
(
φc(κ)Bκ(t, x) + φd(κ)Bκ(t, x)
)
. (301)
From the integral representation in terms of plane waves we can read off immediately that the
modes Bκ are positive-energy modes, while the modes Bκ are negative-energy modes. Since the
Lagrangian subspace determining the Minkowski vacuum (to the past) consists precisely of the
negative-energy solutions, we have, in analogy to (59),
L+Σ = {φ ∈ LCΣ : φc(κ) = 0∀κ}. (302)
We note that the symplectic form (57) in the present parametrization (301) results in,
ωΣ(φ1, φ2) = i
∫ ∞
−∞
dκ
(
φc2(κ)φd1(κ)− φd2(κ)φc1(κ)
)
. (303)
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ΣL ΣR
F
P
RL
Figure 14: Minkowski space divided into four wedge regions: Future (F), Past (P), Left (L), Right
(R). Drawn in blue is the t = 0 hyperplane with left and right halves, ΣL and ΣR respectively.
The inner product (9) is thus,
(φ1, φ2)Σ = 4
∫ ∞
−∞
dκ
(
φd1(κ)φd2(κ)− φc1(κ)φc2(κ)
)
. (304)
From these expressions it is again manifest that L+Σ ⊆ LCΣ is a positive-definite Lagrangian subspace,
this time in terms of the Minkowski Bessel modes.
We proceed to introduce another set of modes, arising as simple linear combinations of the
Minkowski Bessel modes. We define for κ > 0,
BLκ (t, x) =
1√
2 sinh(piκ)
(
epiκ/2B−κ(t, x)− e−piκ/2Bκ(t, x)
)
,
BRκ (t, x) =
1√
2 sinh(piκ)
(
epiκ/2Bκ(t, x)− e−piκ/2B−κ(t, x)
)
. (305)
Evidently, these modes, together with their complex conjugates and restricted to κ > 0 only, provide
a parametrization of LCΣ equivalent to that in terms of the Minkowski Bessel modes (with κ ∈ R).
However, in contrast to the latter, they exhibit remarkable localization properties. To discuss this,
we divide Minkowski space into four wedge regions, F, P, L and R, see Figure 14. These are
the causal future of the origin, its causal past and points spacelike separated from it to the left
and to the right respectively. The regions L and R are also called the left and the right Rindler
wedge, respectively, as they are isometric to Rindler space [44]. The modes BRκ vanish identically
in the region L, while the modes BLκ vanish identically in the region R. In particular, as germs
in LCΣ = LCL ⊕ LCR the modes BRκ vanish in the component LCR while the modes BLκ vanish in the
component LCL. That is, we have at hand a set of modes that makes manifest the decomposition
of the space of germs of solutions on Σ into a left and right half. We will refer to these modes
as Unruh modes as their relevant properties were first discussed by Unruh [45]. By inspection of
the relations (305) we can strengthen our earlier statement on the “indivisibility” of the Minkowski
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vacuum. Viewing LCL and LCR as subspaces of LCΣ as suggested by writing LCΣ = LCL⊕LCR, we can now
affirm that L±Σ ∩LCL/R = {0}. That is, there are no non-zero germs of solutions that simultaneously
vanish either on ΣL or ΣR and are also either purely of positive or negative energy.
We introduce the following parametrization of LCΣ in terms of the Unruh modes,
φ(t, x) =
∫ ∞
0
dκ
(
φL,a(κ)BLκ (t, x) + φL,b(κ)BLκ (t, x) + φR,a(κ)BRκ (t, x) + φR,b(κ)BRκ (t, x)
)
.
(306)
This is related to our previous parametrization (301), with κ > 0 as,24
φc(κ) = 1√
2 sinh(piκ)
(
φR,a(κ)epiκ/2 − φL,a(κ)e−piκ/2
)
,
φd(κ) = 1√
2 sinh(piκ)
(
φR,b(κ)epiκ/2 − φL,b(κ)e−piκ/2
)
,
φc(−κ) = 1√
2 sinh(piκ)
(
φL,b(κ)epiκ/2 − φR,b(κ)e−piκ/2
)
,
φd(−κ) = 1√
2 sinh(piκ)
(
φL,a(κ)epiκ/2 − φR,a(κ)e−piκ/2
)
. (307)
For the symplectic form (303) we obtain the manifest decomposition, ωΣ = ωL + ωR, with,
ωL(φ1, φ2) = i
∫ ∞
0
dκ
(
φL,a1 (κ)φ
L,b
2 (κ)− φL,b1 (κ)φL,a2 (κ)
)
,
ωR(φ1, φ2) = i
∫ ∞
0
dκ
(
φR,a2 (κ)φ
R,b
1 (κ)− φR,b2 (κ)φR,a1 (κ)
)
. (308)
The inner product (304), decomposed as (·, ·)Σ = (·, ·)L + (·, ·)R, takes the form,
(φ1, φ2)L = 4
∫ ∞
0
dκ
(
φL,a1 (κ)φ
L,a
2 (κ)− φL,b1 (κ)φL,b2 (κ)
)
,
(φ1, φ2)R = 4
∫ ∞
0
dκ
(
φR,b2 (κ)φ
R,b
1 (κ)− φR,a2 (κ)φR,a1 (κ)
)
. (309)
For comparison, we proceed to consider a different vacuum on the hypersurface Σ that does
split into local component vacua on ΣL and ΣR. For Minkowski space this was first described by
Fulling [47]. This Fulling-Rindler vacuum arises by considering the left and right Rindler wedges
as spacetimes in their own right, namely copies of Rindler space. Convenient coordinates (η, ρ) for
Rindler space as identified with the right wedge R can be introduced as follows [44], see Figure 15,
t = ρ sinh η, x = ρ cosh η. (310)
The coordinate η ∈ R plays the role of a time coordinate while ρ > 0 is a spatial coordinate. The
Unruh modes restricted to the right Rindler wedge recover the Fulling modes [47]. For ρ > 0 we
24There is a subtlety here connected to the fact that the conversion coefficients become singular in the limit κ→ 0.
To really obtain an equivalence between the relevant Hilbert spaces built on the Minkowski Bessel modes (300) and
the Unruh modes (305) respectively, this has to be taken into account appropriately when defining the measure in
the integral expansion (306) near κ = 0. Since we wish to keep our presentation simple, we refer the interested reader
to the appropriate literature [46].
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tx, η = 0
η = η2 > 0
η = η1 < 0
ρ =
0, η = −∞
ρ
=
0, η
=
∞
ρ1 ρ2
Figure 15: Coordinates (η, ρ) in the right Rindler wedge in Minkowski space.
have,
BRκ (ρ, η) =
√
2 sinh(κpi)
pi
Kiκ(mρ)e−iκη. (311)
Here, Kiκ denotes the modified Bessel function of the second kind of order iκ. The Fulling-Rindler
vacuum arises by taking the time coordinate η as the natural evolution parameter. We can then read
off from the formula above that the modes BRκ are the respective positive-energy modes. Indeed,
from (308) and (309) we can read off immediately that the corresponding subspace,
L+R = {φ ∈ LCR : φR,a(κ) = 0∀κ} (312)
is a positive-definite Lagrangian subspace [27]. The corresponding vacuum on ΣL in the left Rindler
wedge is given by,
L+L = {φ ∈ LCR : φL,b(κ) = 0∀κ}. (313)
Denote the Hilbert spaces of states obtained by Kähler quantizing the vacua corresponding
to L+L , L
+
R and L
+′
Σ := L
+
L ⊕ L+R by HL, HR, and H′Σ respectively. Then, we canonically have
H′Σ = HL⊗ˆHR. In other words, if we choose two copies of the Fulling-Rindler vacuum instead of
the Minkowski vacuum, the Hilbert space of states associated to the hyperplane Σ does decompose
into Hilbert spaces associated to the half-hyperplanes ΣL and ΣR. One may wonder whether the
present example could be generalized to a procedure for constructing vacua localized on a larger
class of hypersurfaces with boundaries. It seems a key ingredient could be for solutions in the
would-be Lagrangian subspace to approximate the behavior of Unruh modes near the boundary
with respect to the light-sheets emanating from it. However, these considerations are far outside
the scope of the present paper.
Supposing we had chosen vacua localized on hypersurfaces with boundaries in order to allow
for gluing in the sense of the old axioms (Appendix B), then we would still need to compare to the
physical vacua that typically do not localize along boundaries. For the simple example at hand,
the comparison between the Minkowski vacuum encoded by LΣ and the double Fulling-Rindler
vacuum encoded by L′Σ was already performed by Unruh [45]. More precisely, we are interested in
the pseudo-state Y that represents the Minkowski vacuum in the Hilbert space H′Σ. As discussed
in Section 7.4, the general form of its holomorphic wave function is given by equation (224). Here,
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we obtain for ξ ∈ LΣ,
Y (ξ) = exp
(
2
∫ ∞
0
dκ e−piκ ξL,a(κ)ξR,b(κ)
)
. (314)
This makes explicit how the Minkowski vacuum entangles the data on the two half-hyperplanes ΣL
and ΣR. On the other hand, the wave function is not square-integrable, corresponding to the lack
of unitary equivalence of the Hilbert spaces HΣ and H′Σ as representations of the algebra of slice
observables on Σ. In order to facilitate a particle interpretation we may rewrite the wave function
in a factorized form (recall equation (50)),
Y (ξ) = exp
(
1
2
∫ ∞
0
dκ e−piκ {B˜Lκ , ξ}Σ{B˜Rκ , ξ}Σ
)
. (315)
Here, B˜Lκ and B˜Rκ are the real parts of BLκ and BRκ respectively. We can roughly interpret this as a
sea of particles, consisting of pairs. A pair consists of one particle localized in the left half-space, the
other localized in the right half-space, with matching quantum number κ. Moreover, the amplitude
for the pairs is exponentially suppressed with κ. From the previous expression we can also read off
a representation in terms of creation operators on the double Fulling-Rindler vacuum,
Y = exp
(∫ ∞
0
dκ e−piκ a†L,κa
†
R,κ
)
KL,0 ⊗ KR,0. (316)
Here, we use the notation a†L,κ = a
†
B˜Lκ
and a†R,κ = a
†
B˜Rκ
. We recover (a more precise version of)
Unruh’s original formula [45]. However, as already mentioned, this formula does not define a
normalizable state in the Hilbert space H′Σ and therefore needs to be interpreted with caution. For
mathematical clarity, the wave function representations (314) and (315) are preferable.
Given a slice observable F on LΣ we can evaluate its expectation value in the Minkowski vacuum
in the conventional way by using its action on the Hilbert space HΣ (see Section 5),
〈F 〉 = 〈K0, FˆK0〉Σ = trHΣ
(
Fˆ K˜0
)
with K˜0 := |K0〉〈K0|. (317)
On the other hand we might use the Hilbert space H′Σ instead with the pseudo-state Y ,
〈F 〉 = 〈Y, FˆY 〉′Σ = trH′Σ
(
Fˆ Y˜
)
with Y˜ := |Y 〉〈Y |. (318)
Let us now suppose that the slice observable F is localized on the right half-hyperplane ΣR. That
is, F depends only on the subspace LR ⊆ LΣ. We may then separate the trace over H′Σ into a trace
over HR and one over HL and perform the latter independently of F .
〈F 〉 = trHR
(
Fˆ Y˜R
)
with Y˜R := trHL(Y˜ ). (319)
In this sense the (non-normalizable) mixed pseudo-state Y˜R can be thought of as encoding the
Minkowski vacuum on the right half-hyperplane ΣR, i.e, on HR. In the literature this is sometimes
expressed by saying that the Minkowski vacuum “is” a mixed state in the (right) Rindler wedge.
With (41), (208), (309) we obtain the commutation relations,
[aL,κ, a†L,κ′ ] = {B˜Lκ′ , B˜Lκ}L =
1
4(B
L
κ′ , B
L
κ )L = δ(κ− κ′). (320)
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η1
M
Σ2
Σ1
X
Figure 16: Minkowski space with embedded right Rindler wedge (delimited by blue lines). Inside
the Rindler wedge a region M is marked between the initial hypersurface Σ1 at Rindler time η1
and the final one Σ2 at Rindler time η2.
With these we obtain Y˜R from (316),
Y˜R =
∞∑
n=0
1
n!
∫
dκ1 · · · dκn e−2pi(κ1+···+κn)a†R,κ1 · · · a
†
R,κnK˜R,0 aR,κ1 · · · aR,κn (321)
= exp
(∫ ∞
0
dκ e−2piκAR,κ
)
K˜R,0. (322)
Here we have defined the super-operator,
AR,κ(σ) = a†R,κσ aR,κ. (323)
9.2 Minkowski vacuum in Rindler space
In the present section we consider what the Minkowski vacuum as a boundary condition looks
like in Rindler space as identified with the right wedge R, recall Figure 14. This question was first
successfully addressed by Rätzel and one of the authors in the language of states and wave functions
encoding vacuum change [48]. We complement their analysis here with a first-principles approach.
Choose initial and final Rindler times η1 < η2. Consider the region M enclosed between the
corresponding initial and final Rindler-time hypersurfaces Σ1 and Σ2, see Figure 16. (We orient
the hypersurfaces as boundaries of regions to the Rindler-future.) In order to evaluate the vacuum
correlation functions of observables in M we need to specify the relevant vacuum. Within the
present framework this specification is in terms of a Lagrangian subspace L+∂M ⊆ LC∂M = LCΣ1⊕LCΣ2
of the complexified space of germs of solutions on the boundary ∂M of M . The vacuum encodes
boundary conditions in the region X, exterior to M . Within Rindler space the region X restricts
to X ∩R and decomposes into two components, one to the past of Σ1 and one to the future of Σ2.
Correspondingly, the boundary conditions for the standard Fulling-Rindler vacuum are independent
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in the two components. Consequently, the corresponding Lagrangian subspace decomposes as,
L+∂M = L
+
Σ1⊕L+Σ2 , where L
+
Σ1 ⊆ LCΣ1 and L+Σ2 ⊆ L
C
Σ2
are individually Lagrangian subspaces. Indeed,
L+Σ1 and L
+
Σ2
= L+Σ2 are just (ordinary respectively conjugate) copies of L
+
R, see (312). Moreover,
all these Lagrangian subspaces are positive-definite, admitting a standard Kähler quantization.
Furthermore, the future and past vacua are complex conjugate, allowing to speak of just “the”
vacuum. This is precisely analogous to the standard situation for a time-interval region in Minkowski
space.
In contrast, we are interested here in the standard Minkowski vacuum as seen from the right
Rindler wedge. We thus have to work out the Lagrangian subspace LM∂M ⊆ LC∂M on ∂M induced
from the Minkowski boundary conditions in X. To this end we parametrize the solutions in X in
terms of the Unruh modes (305) as follows,
φ(t, x) =
∫ ∞
0
dκ
(
φL,a(κ)BLκ (t, x) + φL,b(κ)BLκ (t, x)
+φ1,a(κ)B1κ(t, x) + φ1,b(κ)B1κ(t, x) + φ2,a(κ)B2κ(t, x) + φ2,b(κ)B2κ(t, x)
)
. (324)
The solutions B1κ and B2κ are suitably cut-off versions of the solutions BRκ . This is to be understood
as follows. Recall that the solutions BRκ vanish in the left wedge L (compare Figure 14). Therefore,
their support within X has two connected components, one is the region P together with the past of
η1 in the right wedge R. The other is the region F together with the future of η2 in the right wedge R.
B1κ and B2κ are versions of BRκ with their support restricted to the respective component. Near the
hypersurface ∂M the solutions BLκ vanish so that they disappear from the parametrization of LC∂M .
However, they do occur in X and are essential for the asymptotic boundary conditions determining
the Minkowski vacuum. The latter are expressible as past and future boundary conditions. To fix
them it is sufficient to consider the behavior of solutions in the regions P and F respectively. In the
region P the modes B2κ are not present and the vacuum condition is given by the subspace (302)
in terms of the parametrization (301). With the reparametrization identities (307) this yields the
conditions,
φ1,a(κ)epiκ/2 = φL,a(κ)e−piκ/2, φL,b(κ)epiκ/2 = φ1,b(κ)e−piκ/2. (325)
Similarly, implementing the future boundary condition, which is conjugate to (302), in F, yields,
φ2,b(κ)epiκ/2 = φL,b(κ)e−piκ/2 φL,a(κ)epiκ/2 = φ2,a(κ)e−piκ/2. (326)
We may now eliminate the coefficients corresponding to the solutions BLκ from the system (325),
(326) to arrive at the equations determining the subspace LM∂M ⊆ LC∂M encoding the Minkowski
vacuum on ∂M ,
LM∂M = {φ ∈ LC∂M : φ1,a(κ)epiκ = φ2,a(κ)e−piκ, φ2,b(κ)epiκ = φ1,b(κ)e−piκ ∀κ}. (327)
We can see immediately that the Minkowski vacuum correlates the modes between the initial
and final hypersurfaces, as expected. In stark contrast to the Fulling-Rindler vacuum it does not
decompose into independent vacua (and thus subspaces) for each of the two hypersurfaces.
We proceed to consider the pseudo-state representing the Minkowski vacuum on the Hilbert
space H∂M = HΣ1⊗ˆHΣ2 of states on ∂M based on the Fulling-Rindler vacuum. The corresponding
holomorphic wave function Y∂M takes the form (224),
Y∂M (ξ) = exp
(
2
∫ ∞
0
dκ e−2piκ ξ2,a(κ)ξ1,b(κ)
)
. (328)
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This makes explicit how the correlations between past and future boundary conditions inherent in
the Minkowski vacuum as seen from Rindler space translate to an entangled state. Here, crucially,
the entanglement is not between different subsystems (at the same time), but between the past and
future of the same system.
This wave function was obtained first (in a slightly different form) in [48]. There it was shown
(via what is here formula (73)) that it yields for spacetime observables localized in M precisely the
same vacuum correlation functions as those arising from the standard quantization in Minkowski
space. Here, we have derived the wave function from first principles, guaranteeing by construction
the coincidence of correlation functions. The ansatz for the wave function Y∂M in [48] was based
on the relation to the mixed pseudo-state Y˜R (formula (321)). Indeed, for the special case of slice
observables on ΣR, both by construction yield the same vacuum correlation functions. However,
conceptually they are very different objects. For example, the mixed pseudo-state Y˜R cannot be
used to directly evaluate spacetime observables in M . What is more, in contrast to the pseudo-
state Y∂M , the existence of Y˜R hinges on the time-reversal symmetry of the vacuum. (That is, the
Lagrangian subspaces for past and future vacuum are complex conjugates.)
We rewrite the wave function of Y∂M to clarify its particle interpretation,
Y∂M (ξ) = exp
(
1
2
∫ ∞
0
dκ e−2piκ {B˜1κ, ξ}∂M{B˜2κ, ξ}∂M
)
. (329)
In terms of creation operators we may write,
Y∂M = exp
(∫ ∞
0
dκ e−2piκ a†1,κa
†
2,κ
)
KΣ1,0 ⊗ KΣ2,0. (330)
Here, a†1,κ := a
†
B˜1κ
and a†2,κ := a
†
B˜2κ
. We may interpret this formula as saying that the Minkowski
vacuum appears as a sea of particle pairs. Each pair consists of one initial particle and one final
particle, with matching quantum numbers κ. The contribution of pairs is exponentially suppressed
with increasing κ.
10 Discussion and Outlook
The present work represents an important step in the program of general boundary quantum field
theory (GBQFT) [14]. This program is based on the premise that the physics in a spacetime region
can be described by recourse exclusively to quantities associated to the region and its (infinitesi-
mal) boundary. What is more, the physics in a region can be recovered completely by combining
(through an operation of composition) the physics of subregions into which this region may have
been divided. In previous work [26], the description of physics on hypersurfaces (through Hilbert
spaces of states) and in spacetime regions (through amplitudes and correlation functions) was lim-
ited by the requirement that the vacuum on the hypersurface or outside of the region in question
had to be a Kähler vacuum. However, as was shown by the authors in [27], the vacuum of standard
QFTs on hypersurfaces that are not spacelike is in general not of Kähler type.
In the present work, the limitation to Kähler vacua in the quantization of field theory, present
in virtually all of the literature on curved spacetime QFT, is removed. Crucially, the generalization
beyond Kähler vacua succeeds not only at the level of individual hypersurfaces or regions, but also
at the level of composition (Sections 6.4 and 7.3) and thus for the framework as a whole. In the
following, we aim to shed additional light on some of the results and their context.
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An important ingredient in achieving the generalization beyond Kähler vacua is a shift in focus
from (Hilbert space) states to observables. In this respect we are bringing GBQFT closer to
algebraic quantum field theory (AQFT) [31]. In this version of GBQFT (developed in Section 6)
no Hilbert spaces are constructed. Rather, the role that states usually play is taken over by
a special type of observable, the slice observables (developed in Sections 4 and 5). As states
would be, these are localized on hypersurfaces. Given a Kähler vacuum, there is moreover a direct
correspondence between slice observables and ordinary Hilbert space states that can be mediated
via the GNS construction, see Section 5. Crucial for this is a notion of algebra structure for
slice observables. In GBQFT there is in general no notion of product between observables in a
given spacetime region. Composition between observables is only possible by composing underlying
spacetime regions. However, the composition of two slice regions of the same type yields a slice
region, which, moreover, is again of the same type. This induces the algebra structure on the space
of slice observables associated to a given hypersurface and thus slice region, see Section 4.2. At
the same time this provides a bridge to the algebra structure present in AQFT for the observables
in a given spacetime region. On the AQFT side an important ingredient in this respect is the
time slice axiom [31]. This implies that there is an isomorphism between the space, call it A(M),
of observables in a spacetime region M , and the space A(Σ) of observables in an infinitesimal
neighborhood of a hypersurface Σ in M that is Cauchy for M . From the AQFT perspective the
algebra structures of A(M) and A(Σ) are both fundamental and the isomorphism is an isomorphism
of algebras. From the GBQFT perspective on the other hand only A(Σ), being essentially the
space AΣ of slice observables on Σ, carries an algebra structure. The algebra structure on A(M)
appears thus as inherited from that of A(Σ) via the isomorphism (here of vector spaces). It should
be emphasized at this point that the space A(M) considered in AQFT is not the same as the
space of observables in the spacetime region M in GBQFT. Rather, A(M) arises as a quotient of
the latter. Two Weyl observables give rise to the same object in A(M) if their associated affine
spaces of solutions (compare Section 2.1) coincide outside of M . This is also the key ingredient
for constructing the mentioned isomorphism between A(M) and A(Σ) from a GBQFT perspective.
The relevant equation is equation (22). There are some caveats, and we leave the details to the
reader.
As explained, the methods developed in the present work should finally allow to provide a truly
local description of realistic QFTs (recall Figure 5). As laid out in Section 6, such a description
can be achieved purely based on slice observables, without any Hilbert space of states. However,
a Hilbert space of states, rather than merely an algebra of slice observables is for certain purposes
desirable or possibly even necessary. For example, the standard notion of particle makes reference
to a Hilbert space. Remarkably, as we have laid out in Section 7, with just one additional ingredient
(a real structure), a Hilbert space of states can be constructed even for hypersurfaces where the
polarization encoding the vacuum is not Kähler, and where therefore standard quantization pre-
scriptions fail. What is more, as shown in Section 7.3 (and proven in Appendix C) a TQFT-style
gluing prescription extends to these Hilbert spaces raising the prospect of quantizing realistic field
theories to obtain a local quantum field theory that would satisfy the full-blown GBQFT axioms
(Appendix B). For example, in this way it should be possible to extend existing GBQFT quan-
tizations of Klein-Gordon theory that are limited to a narrow class of infinitely-extended regions
[28, 17, 24, 18, 49, 50] to much more general regions, crucially including compact ones of arbitrary
size, thus realizing full locality. Results on massless Klein-Gordon theory in Lorentzian spacetimes
[51] indicate that the classical axioms (Appendix A) required for a successful quantization in the
present sense are satisfied quite generically at least in 1+1 dimensions. Also, it should be possible
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to carry over the present methods to affine theories [52] and theories with (at least abelian) gauge
symmetries [53], achieving quantizations that implement full locality in physically realistic settings.
The quantization problem of constructing Hilbert spaces of states associated to hypersurfaces
is a generic part of TQFT-type approaches to QFT. Usually, this has been addressed by producing
(explicitly or implicitly) a Kähler polarization and quantizing in the standard way (as in Sec-
tion 3.1). In hindsight [27] it is clear that this may lead to a “wrong”, i.e., unphysical quantization,
if the Kähler polarization used does not correspond to the physical vacuum. This problem occurs
in particular for timelike hypersurfaces in spacetimes with Lorentzian signature, and generically in
spacetimes with Euclidean signature, where the physical vacuum does not correspond to any Kähler
polarization on the hypersurface. An example for an ad hoc choice (motivated by analytic contin-
uation) of a Kähler polarization on timelike hypersurfaces in Klein-Gordon theory can be found in
[18]. An example of addressing the problem by classifying Kähler polarizations (in terms of complex
structures) can be found in [50]. For field theory in spacetime with Euclidean signature, a rather
general prescription for constructing a Kähler polarization has been given by Graeme Segal [54,
equation (3.0.5)]. This has been used for example in [55, 53] in terms of the Dirichlet-to-Neumann
map. From the present point of view, a “physically correct” construction of Hilbert spaces in these
cases should be based instead on the α-Kähler quantization prescription as exhibited in Section 7.
So, are the previously mentioned Kähler quantization prescriptions indeed simply wrong? Fortu-
nately, the answer is “no”, in the following sense. As shown in Section 7.6, we can pull back an
α-Kähler polarization to an ordinary Kähler polarization via a suitable identification map between
the real and the α-subspace of the complexified phase space on the hypersurface. This also brings
into correspondence the associated quantization prescriptions, including Hilbert spaces, amplitudes
and correlation functions. The bad news is that this alters in general the symplectic form and also
the observables. So, quantization with this ordinary Kähler structure would still be wrong if we
used it with the standard symplectic form on phase space and with standard observables. However,
there is a particular class of real polarizations that admit a positive-definite reflection map which in
turn yields an α-Kähler polarization, see Section 7.7. What is special about this class is that it ad-
mits a pull-back to an ordinary Kähler polarization which preserves the symplectic form. A Kähler
quantization based on this pulled back polarization and the standard symplectic form might thus be
considered “correct”, at least if one is not to include observables. Even more specifically, a positive-
definite reflection map yielding such an α-Kähler polarization might be obtained as a rather specific
map based on a position-momenta decomposition of the phase space, see equation (254). It turns
out that all the mentioned examples can be obtained precisely in this way. In particular, the Segal
polarization is precisely the pull-back of the α-Kähler polarization induced by the positive-definite
reflection map (254), where “positions” correspond to field values and “momenta” correspond to
their normal derivatives at the hypersurface. In this sense, our methods and results provide an
a posteriori justification for the Segal polarization and certain other quantization prescriptions in
TQFT-style approaches to QFT. At the same time, they clarify how the integration of observables
into such prescriptions would have to be performed.
As laid out in detail in Section 8, the α-Kähler quantization prescription allowing for the con-
struction of Hilbert spaces of states for non-Kähler polarizations was inspired by the notion of
reflection positivity in the Euclidean approach to QFT. Indeed, the content of Section 7 may be
seen as a providing a vast generalization of the concept of reflection positivity. This might foster
hope that our methods in turn contribute to progress on the long-standing problem of generalizing
the Euclidean approach to curved spacetime.
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A Axioms for classical linear field theory
We provide here the axiomatization of classical linear field theory underlying the GBQFT quanti-
zation scheme. The present version is taken from [27], but with notation adapted for the present
paper. It generalizes the version provided in [18], but without including choices of complex struc-
tures. Also, it does not include classical observables. For an axiomatization of the latter, which
we assume to hold throughout the present work, see [26]. The following axiomatic system relies
on encoding spacetime in terms of regions and hypersurfaces, forming a spacetime system. For a
complete definition of the latter see [26, Section 2.1].
(C1) Associated to each hypersurface Σ is a real vector space LΣ. LΣ is equipped with a non-
degenerate symplectic form ωΣ.
(C2) Associated to each hypersurface Σ there is an (implicit) linear involution LΣ → LΣ, such that
ωΣ = −ωΣ.
(C3) Suppose the hypersurface Σ decomposes into a union of hypersurfaces Σ = Σ1 ∪ · · · ∪ Σn.
Then, there is an (implicit) isomorphism LΣ1 ⊕ · · · ⊕LΣn → LΣ. The isomorphism preserves
the symplectic form.
(C4) Associated to each region M is a complex vector space LCM .
(C5) Associated to each region M there is a complex linear map rM : LCM → LC∂M . The image
rM (LCM ) is a Lagrangian subspace of LC∂M .
(C6) Let M1 and M2 be regions and M = M1 unionsqM2 be their disjoint union. Then LCM is the direct
sum LCM = LCM1 ⊕ LCM2 . Moreover, rM = rM1 + rM2 .
(C7) Let M be a region with its boundary decomposing as a union ∂M = Σ1 ∪ Σ ∪ Σ′, where Σ′
is a copy of Σ. Let M1 denote the gluing of M to itself along Σ,Σ′ and suppose that M1 is a
region. Then, there is an injective complex linear map rM ;Σ,Σ′ : LCM1 ↪→ LCM such that
LCM1 ↪→ LCM ⇒ LCΣ (331)
is an exact sequence. Here the arrows on the right-hand side are compositions of the map rM
with the complexified projections of L∂M to LΣ and LΣ′ respectively (the latter identified with
LΣ). Moreover, the following diagram commutes, where the bottom arrow is the projection.
LCM1
r
M;Σ,Σ′ //
rM1

LCM
rM

LC∂M1 L
C
∂M
oo
(332)
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B Axioms for quantum field theory with observables
A GBQFT with observables is a model satisfying the axioms listed in the following [18, 26]. Con-
cerning the notions of region and hypersurface, see the comments at the beginning of Appendix A.
(T1) Associated to each hypersurface Σ is a complex separable Hilbert space HΣ, called the state
space of Σ. We denote its inner product by 〈·, ·〉Σ. If Σ is the empty set, HΣ = C.
(T1b) Associated to each hypersurface Σ is a conjugate linear isometry ιΣ : HΣ → HΣ. This map is
an involution in the sense that ιΣ ◦ ιΣ is the identity on HΣ.
(T2) Given a hypersurface Σ decomposing into a union of hypersurfaces Σ = Σ1 ∪ · · · ∪ Σn, there
is an isometric isomorphism of Hilbert spaces τΣ1,...,Σn;Σ : HΣ1⊗ˆ · · · ⊗ˆHΣn → HΣ. This is
required to be associative in the obvious way.
(T2b) The involution ι is compatible with the above decomposition. That is,
τΣ1,...,Σn;Σ ◦ (ιΣ1⊗ˆ · · · ⊗ˆιΣn) = ιΣ ◦ τΣ1,...,Σn;Σ. (333)
(TO4) Associated to each region M there is a complex vector space CM of complex linear maps
from a dense subspace H◦∂M ⊆ H∂M to the complex numbers. These are called correlation
functions. There is a special element ρM ∈ CM , called the amplitude map.
(T3x) Let Σ be a hypersurface. The boundary ∂Σˆ of the associated slice region Σˆ decomposes into the
union ∂Σˆ = Σ∪Σ′, where Σ′ denotes a second copy of Σ. Then, τΣ,Σ′;∂Σˆ(HΣ ⊗HΣ′) ⊆ H◦∂Σˆ.
Moreover, ρΣˆ ◦ τΣ,Σ′;∂Σˆ restricts to a bilinear pairing (·, ·)Σ : HΣ × HΣ′ → C such that
〈·, ·〉Σ = (ιΣ(·), ·)Σ.
(TO5a) LetM1 andM2 be regions andM = M1unionsqM2 be their disjoint union. Then ∂M = ∂M1unionsq∂M2
is also a disjoint union and τ∂M1,∂M2;∂M (H◦∂M1⊗H◦∂M2) ⊆ H◦∂M . Moreover, there is a bilinear
map  : CM1×CM2 → CM such that for all ψ1 ∈ H◦∂M1 , ψ2 ∈ H◦∂M2 and ρF1M1 ∈ CM1 , ρF2M2 ∈ CM2 ,(
ρF1M1  ρF2M2
)
◦ τ∂M1,∂M2;∂M (ψ1 ⊗ ψ2) = ρF1M1(ψ1)ρF2M2(ψ2). (334)
What is more, ρM = ρM1  ρM2 .
(TO5b) Let M be a region with its boundary decomposing as a union ∂M = Σ1 ∪Σ∪Σ′, where Σ′ is
a copy of Σ. Let M1 denote the gluing of M with itself along Σ,Σ′ and suppose that M1 is
a region. Then, τΣ1,Σ,Σ′;∂M (ψ ⊗ ξ ⊗ ιΣ(ξ)) ∈ H◦∂M for all ψ ∈ H◦∂M1 and ξ ∈ HΣ. Moreover,
there is a linear map  : CM → CM1 such that for any ON-basis {ζk}k∈I of HΣ, we have for
all ρFM ∈ CM and ψ ∈ H◦∂M1 ,
 (ρFM) (ψ) · c(M ; Σ,Σ′) = ∑
k∈I
ρFM ◦ τΣ1,Σ,Σ′;∂M (ψ ⊗ ζk ⊗ ιΣ(ζk)) . (335)
Here, c(M ; Σ,Σ′) ∈ C \ {0} is called the gluing anomaly factor and depends only on the
geometric data. What is more, (ρM ) = ρM1 .
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C Composition via inner product
In this section we provide the proof for Theorem 7.2. Recall the context of Section 7.3.
An important ingredient in the proof of Theorem 3.3 in [26] is [26, Lemma 4.1]. It tuns out there
is an analog in the present setting. Again, this is a useful auxiliary result for showing composition.
Lemma C.1. Let ξ ∈ AD,CM arbitrary and τ ∈ LC∂M . Then,
ρFM (KPξ+τ ) = ρM (KPτ ) exp
(
i
2D(ξ) + iω∂M (τ, ξ)
)
. (336)
Proof. Note ξ = η + ξint with η ∈ AD,CM ∩ LP∂M and the previous conventions.
ρFM (KPξ+τ ) = exp
(
i
2D(η)
)
F (ξint + τ int) exp
(
iω∂M
(
ξ + τ, ξint + τ int
))
= exp
(
i
2D(η) + 2iω∂M (ξ
int + τ int, η)− iω∂M
(
ξint + τ int, η + τ
))
= exp
(
i
2D(η) + iω∂M (ξ
int + τ int, η)− iω∂M
(
ξint + τ int, τ
))
= exp
(
i
2D(ξ) + iω∂M (τ, η)− iω∂M
(
ξint + τ int, τ
))
= exp
(
i
2D(ξ) + iω∂M (τ, ξ)− iω∂M
(
τ int, τ
))
= exp
(
i
2D(ξ) + iω∂M (τ, ξ)
)
ρM (KPτ ).
Lemma C.2. Let L be a real symplectic vector space with symplectic form ω. Let LC be the
complexification and denote the complex bilinear extension of ω also by ω. Let LP and LP be
complementary Lagrangian subspaces of LC. For ξ ∈ LC we write ξ = ξP + ξP, where ξP ∈ LP and
ξP ∈ LP. Let η, τ ∈ LC. Then, the following functions LC → C are holomorphic:
ξ 7→ ω
(
(η + ξ)P, (τ)P
)
, ξ 7→ ω
(
(η + ξ)P, (τ + ξ)P
)
. (337)
We leave the simple proof to the reader.
Recall Definition 7.1 of admissibility.
Theorem C.3. Suppose that the gluing is admissible. Let φ ∈ LC∂M1 and τ ∈ LCΣ. Then,
ρM1(KP1φ ) · c(M ; Σ,Σ′) =
∫
LˆαΣ
ρM
(
KP(φ,ξ+τ,ξ+τ)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
dν(ξ). (338)
Proof. Let η ∈ LCΣ and decompose η = ηα + iη−α uniquely with ηα, η−α ∈ LαΣ. For ξ ∈ LαΣ consider
the function C→ C,
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t 7→ ρM
(
KP(φ,ξ+ηα+tη−α,ξ+ηα+tη−α)
)
= exp
(
iω∂M
(
(φ, ξ + ηα + tη−α, ξ + ηα + tη−α)ext, (φ, ξ + ηα + tη−α, ξ + ηα + tη−α)int
))
. (339)
By Lemma C.2 this function is holomorphic in t. By Proposition 3.11 of [18] we have for t ∈ R the
equality,∫
LˆαΣ
ρM
(
KP(φ,ξ,ξ)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
dν(ξ)
=
∫
LˆαΣ
ρM
(
KP(φ,ξ+ηα+tη−α,ξ+ηα+tη−α)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
dν(ξ). (340)
In particular, the integral on the right-hand side is constant for t ∈ R. On the other hand, the
integrand is holomorphic in t, so the integral is also holomorphic in t. But constancy for t ∈ R then
implies constancy for t ∈ C. In particular, choosing t = i implies the equality,∫
LˆαΣ
ρM
(
KP(φ,ξ,ξ)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
dν(ξ)
=
∫
LˆαΣ
ρM
(
KP(φ,ξ+η,ξ+η)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
dν(ξ). (341)
Decompose φ = φint +φext uniquely with φint ∈ Lint∂M1 = LCM˜1 and φ
ext ∈ Lext∂M1 . By Axiom (C7)
of Appendix A there exists φintΣ ∈ LCΣ such that (φint, φintΣ , φintΣ ) ∈ Lint∂M = LCM˜ . Applying the
corresponding assumption to the “exterior” ofM andM1 (compare Section 7.3), there exists φextΣ ∈
LCΣ such that (φext, φextΣ , φextΣ ) ∈ Lext∂M . The result just obtained implies,∫
LˆαΣ
ρM
(
KP(φ,ξ+τ,ξ+τ)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
dν(ξ)
=
∫
LˆαΣ
ρM
(
KP(φ,ξ+φintΣ +φ
ext
Σ ,ξ+φ
int
Σ +φ
ext
Σ )
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
dν(ξ). (342)
We can rewrite part of the integrand as follows,
ρM
(
KP(φ,ξ+φintΣ +φ
ext
Σ ,ξ+φ
int
Σ +φ
ext
Σ )
)
= exp
(
iω∂M
((
φint + φext, ξ + φintΣ + φextΣ , ξ + φintΣ + φextΣ
)ext
,(
φint + φext, ξ + φintΣ + φextΣ , ξ + φintΣ + φextΣ
)int))
= exp
(
iω∂M
((
φext, ξ + φextΣ , ξ + φextΣ
)ext
,
(
φint, ξ + φintΣ , ξ + φintΣ
)int))
= exp
(
iω∂M
(
(0, ξ, ξ)ext , (0, ξ, ξ)int
)
+ iω∂M
((
φext, φextΣ , φ
ext
Σ
)
,
(
φint, φintΣ , φ
int
Σ
))
+iω∂M
((
φext, φextΣ , φ
ext
Σ
)
, (0, ξ, ξ)
)
+ iω∂M
(
(0, ξ, ξ) ,
(
φint, φintΣ , φ
int
Σ
)))
= exp
(
iω∂M
(
(0, ξ, ξ)ext , (0, ξ, ξ)int
))
exp
(
iω∂M1
(
φext, φint
))
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= ρM
(
KP(0,ξ,ξ)
)
ρM1
(
KPφ
)
(343)
Combining results and using the definition (219) of the gluing anomaly factor, we obtain the desired
equality (338).
We are now ready to provide the proof of Theorem 7.2.
Proof of Theorem 7.2. Let η ∈ AD1,CM1 arbitrary. By Diagram (60) of Axiom (C7) of [26, Section 4.6]
there exists ηΣ ∈ LCΣ such that (η, ηΣ, ηΣ) ∈ AD,CM . By the same axiom we have D((η, ηΣ, ηΣ)) =
D1(η).25 ∫
LˆαΣ
ρFM
(
KP(φ,ξ,ξ)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
dν(ξ)
=
∫
LˆαΣ
ρM
(
KP(φ−η,ξ−ηΣ,ξ−ηΣ)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
exp
(
1
2D ((η, ηΣ, ηΣ)) + iω∂M ((φ− η, ξ − ηΣ, ξ − ηΣ), (η, ηΣ, ηΣ))
)
dν(ξ)
=
∫
LˆαΣ
ρM
(
KP(φ−η,ξ−ηΣ,ξ−ηΣ)
)
exp
(
1
2g
α
Σ(ξ, ξ)
)
exp
(
1
2D1 (η) + iω∂M1 (φ− η, η)
)
dν(ξ)
= ρM1
(
KP1φ−η
)
exp
(
1
2D1 (η) + iω∂M1 (φ− η, η)
)
c(M ; Σ,Σ′)
= ρF1M1
(
KP1φ
)
c(M ; Σ,Σ′).
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