plementations of MCMC analysis, finding interpretation of results using the log of placement score was more accurate for linkage inference than the Bayes factor but required much more intensive simulation studies.
Introduction
Gene mapping using linkage analysis is characterized by several features. The traits of interest are often complex in that they are determined by more than one gene as well as environmental or host-specific factors and there may be both allelic and locus heterogeneity. Information on the exact trait model, including the number of causal loci, is usually not available. Moreover, in addition to multiple markers, the approaches for linkage analysis are more powerful if they can handle extended pedigrees [1] .
Two commonly used approaches that can handle these complications are variance components (VC) [2] and the Bayesian Markov chain Monte Carlo (MCMC) analysis [3] . Neither approach requires knowledge of a particular trait mode of inheritance. Using the VC approach, the trait-determining mechanism is modeled only in terms of contributions of factors, including genes, to the total variance; hence, no detailed trait model is needed. Information provided by multiple markers is utilized through the multipoint identity by descent (IBD) scores. Only information about pairwise IBD sharing is used in the analysis. Calculation of the multipoint IBD scores for large pedigrees usually requires sampling-based approaches, such as MCMC. The Bayesian MCMC approach, on the other hand, is actually a joint segregation and linkage analysis in the sense that it models the explicit genetic model of an unknown number of genes. All the marker data as well as trait phenotypes are directly incorporated in the explicit model. In addition, the Bayesian MCMC jointly models data from entire pedigrees, unlike the VC model, which only considers pairs of individuals jointly. Therefore, Bayesian MCMC modeling would be expected to yield the most accurate procedure for linkage identification when the genetic model is unknown.
Statistical evaluations of linkage evidence are performed in different ways for the VC and Bayesian MCMC approaches. For the VC approach, the evidence of linkage is assessed using the likelihood ratio test (LRT) statistic. This statistic is usually assumed to be distributed as a 50: 50 mixture of a 2 (1) and a point mass at zero. This assumption is made because negative variance components are inadmissible [4] . However, this assumed distribution is violated in some circumstances, such as when pedigrees are sampled through individuals with extreme trait values or when the trait does not follow a multivariate normal distribution. Because of its Bayesian nature, the MCMC approach does not result in a p value or any test statistics that can be interpreted in the usual manner in the frequentist manner. Instead, the strength of evidence of linkage is measured using various scores defined in the Bayesian context through comparing the posterior to the prior distributions of the linkage parameter [5] . These scores, such as the Bayes factor, can be treated as empirical statistics. An empirical p value can thus be obtained through simulation, although the simulation is usually extremely time-consuming for an MCMC approach.
In this paper, we report on our evaluation of the performance of the VC approach as implemented in the program Multic in the package ACT [2] and the Bayesian MCMC approach as implemented in the package Loki [3] . A joint analysis of results from ACT versus other software programs, including SOLAR [6] and Mx [7] , showed that all the VC procedures yielded similar tests [8] . We also performed the traditional parametric location (LOC) score analysis, as a gold standard, as implemented in the program LINKMAP in the package FASTLINK [9] , to our simulated data. For this approach the genetic model influencing trait values at the linked locus was known and specified, so that this method serves as a gold standard for the best performance of a linkage test statistic, which would not ordinarily be achieved due to usual uncertainty about the genetic model. Even this optimal approach has its limitation since the LINKMAP procedure assumes no residual correlation in the trait, given the single linked locus it models. We used extensive simulation to determine the critical values at a fixed significance level and then used them to estimate the power of these two programs for various test statistics. Performance of two MCMC-based test scores was also compared. Only random ascertainment was considered in this study. We evaluated the performance of these methods using either a very simple genetic model, which we conjectured should indicate highest power for the parametric test. The highly complex model that was contrasted was a plausible model for a cardiovascular disease risk factor and represented the complexity we anticipate for most complex genetically influenced traits. We anticipated power would be highest for MCMC procedures and least for parametric linkage for this complex phenotype, in which the trait phenotypes are correlated among pedigree members, due to effects from multiple unlinked loci and shared environmental effects.
Methods

Variance Components for Linkage Analysis
The mixed model for a quantitative trait [2] is described as
where y i is a vector of trait values for the i -th pedigree; is the overall mean; X i is the matrix for the observed values of the covariates and ␤ is the vector of the corresponding regression coefficients; a i is an unobserved vector of additive polygenic effects with a i ~ N (0, The variance-covariance matrix, defined as V i = Cov( y i ͉ X i , Z i , G i ), can be expressed in terms of the variance components as follows 
with k i the number of individuals in pedigree i . If there is only one major gene in the model, test of linkage can be performed using the following score
where L ( g ) and L ( g = 0) represent likelihood with and without the major gene, respectively. When detecting two trait loci simultaneously, we use the following two LRT scores
where L ( g 1 , g 2 ) is the likelihood when both genes are present in the model, while L ( g 1 = 0, g 2 ) and L ( g 1 , g 2 = 0) are the likelihoods when one of them is absent. If g 2 is estimated to be greater than zero, then
[10] , but if g 2 is estimated to be zero, then the distribution has a complex degenerated form. The required multipoint IBD sharing scores for VC analysis were calculated at each marker location using the Loki package.
MCMC Segregation and Linkage Analysis
The linear model for a quantitative trait [3] is
where y j is the trait value of individual j ; b is the baseline; k is the number of loci related to the trait; G ji is the genotypic mean with respect to b of genotype G ji for the i -th locus; X ␤ represents the effects of covariates; and e j is the residual assumed to be normally distributed as N (0, 2 e ). Polygenic effects are not explicitly modeled here but are rather modeled as effects from multiple loci each of which can have small effects.
The trait model, together with the usual inheritance model and a set of prior distributions for the model parameters, gives rise to a Bayesian framework for the joint estimation of the segregation and linkage parameters. The joint posterior density of all parameters and the unobserved genotypes (including those of the markers), given observed trait data Y T and marker data Y M , can be expressed as After a certain number (usually 500,000) of MCMC iterations are performed, one explores if there is evidence of linkage from the posterior distribution of the linkage parameter . Several scores have been proposed based on the posterior distributions. The L -score (LS) that is implemented in Loki is a variation of the Bayes Factor and is defined as [11] : QTLs 1 prior
where N is the total number of iterations; Pr(linkage) is the posterior probability of linkage in iteration j ; and Pr prior (linkage ͉ k
with L the total genome length and m the length of interval over which LS is calculated, assuming equally spaced intervals are analyzed. The Bayes Factor score and the intensity ratio score, defined by Chapman et al. [12] , have been shown to be highly correlated to the LS [5] and were not included in our performance comparison in this paper. A second score we considered was the log of placement (LOP) posterior probability ratio, proposed by Daw et al. [13] . To obtain the LOP score, one needs to pair each of the chromosomes of interest with a pseudochromosome that has the same structure as the corresponding true chromosome, such as the marker locations and the marker allele frequencies. Only the marker genotypes on the pseudochromosome are different from those on the true one and are simulated using gene dropping following the Mendelian law. The LOP is defined as 10 , LOP , log ,
with l the location on the chromosome and c the size of the gene. Here, T stands for the true chromosome and P for the pseudochromosome. In this study, the LS and LOP scores were calculated over 2-cM intervals. Their chromosome-wide maxima, also denoted hereafter as LS and LOP, respectively, were used as empirical test statistics of linkage for a performance comparison with the LRT score of the VC approach.
Parametric Linkage Analyses
When the model parameters are available, it is generally expected that the traditional parametric linkage analysis using the location (LOC) score as the test statistic has the greatest power in detecting linkage, provided that the model describing the phenotype-genotype relation is correctly specified. The linear model and inheritance model used in the parametric linkage analysis as implemented in the LINKMAP program are the same as those used in the Bayesian MCMC approach, except that only one trait locus is allowed. These approaches differ in two aspects. First, the usual parametric approach performs simple linkage analysis; it does not estimate the model parameters. Instead, the segregation parameters describing trait inheritance in the pedigree need to be specified. Second, the parametric approach does not need priors and instead uses the likelihood method to define a test statistic, that is, the LOC score for the test of linkage between a trait locus and a marker or markers, defined as [14] 2ln
where L ( x ) is the likelihood at position x of the disease locus, and L ( G ) the likelihood that the disease locus is off the map. Since we were using simulated data in this study, we were able to use the generating values for the model parameters to perform a parametric linkage analysis. We expected the LOC score would act as a gold standard. We used a multipoint linkage analysis, combining data from sets of four markers at a time since LINKMAP can only use a limited number of markers. The linear model used in the parametric analysis assumes a single gene and a normally distributed residual. For our simulated data, there were either multiple trait loci or a polygenic factor (see below). For a parametric run using LINKMAP, we set the segregation parameters by putting the variances contributed by a polygenic factor, trait loci other than the one of interest, or a covariate into the residual.
Simulation
We used the following strategy to compare the performance of the VC and MCMC approaches. We first created 100 replicates of null data sets for which there was no linkage between the trait and markers, and then we performed linkage analysis using both approaches on each of the replicates. A critical value for each of the test statistics for a fixed significance level (5%) was determined by ranking the resultant 100 values of the corresponding statistics. Because we were studying evidence for linkage over an entire chromosome, we did not expect the test statistics to follow a simple 2 distribution for the VC or LOC score methods and therefore derived empirical critical values. Then, we created 100 replicates of linked data sets for which the trait locus was located somewhere on the simulated chromosome. The power for a test statistic was then obtained by performing linkage analysis for all 100 replicates of linked data sets and counting the number of replicates for which the test statistic exceeded the critical value.
We used two trait models for our comparison. The first model involved only a single major gene, in addition to a polygenic component and residual noise. We first created 130 extended pedigrees using a method described previously [15] . There were 52 individuals in each of the pedigrees. We then used the GENE-DROP [16] program to simulate the genotypes for a chromosome with 30 equally distanced (5 cM) markers, each of which had eight alleles with equal frequencies (0.125). We created 100 replicates, and each of the replicates was used to generate a null and a linked data set. For the linked data set, the trait locus was located at 1 cM to the right of marker 10 (i.e. with a location at 66 cM). For the null data set, the trait locus was unlinked to the chromosome.
There were two alleles, A and B, with frequencies of 0.74 and 0.26, respectively, for the trait locus. This trait locus was used to generate a quantitative trait using a model described as follows: baseline 100.0; genotypic means 0.0 (AA), 10.0 (AB), and 25.0 (BB); polygenic variance 50.0; and residual variance 440.0. The variance attributed to the major gene was 50.1.
The second model we used was from the Genetic Analysis Workshop 13 (GAW13) data [17] . For each of the 100 replicates, there were 4,692 individuals in 330 families containing 7 to 84 people. There were 399 microsatellite markers on 22 autosomal chromosomes. Among the eight phenotypes simulated, we considered only height, where 10 simulated trait loci contributed to the sex-specific variance (9.12 for males, and 7.29 for females) of 40, 20, 10, 5, 2, 2, 2, 1, 1, and 1%, respectively. We concentrated on the two largest genes, located at 80.41 and 184.89 cM (sex-averaged) on chromosomes 5 and 7, respectively. We performed linkage analysis using the VC, MCMC, and parametric approaches using marker data for chromosomes 5 and 7 to test their power in detecting these two genes. For details of the trait model and marker locations and allele frequencies, readers are referred to Daw et al. [17] . Originally, no null data sets were simulated for GAW13. We therefore paired the phenotype (height) of one replicate with the marker data of another in a sequential order (i.e. phenotypes of replicate 1 were replaced by those of replicate 2, phenotypes of replicate 2 were replaced by those of replicate 3, and so on) to form 100 replicates of null data sets for the purpose of estimating critical values.
It should be noted that the effects of the trait loci do not exactly fit the assumptions of any of the models we used for linkage analyses (VC, MCMC, or parametric approaches). First, all of the effects were influenced by small trait-specific effects in addition to the direct effects from the genetic factors of interest. Sex affected the trait through a two-way interaction with the ten genes in addition to having a small additive effect. None of the three approaches models this interaction effect. Second, some of the ten genes (such as the largest one located on chromosome 5) had more than two alleles, while Loki uses a two-allelic model. For the parametric approach, a three-allelic model was used for the analysis with chromosome 5. Finally, since only chromosomes 5 and 7 were used in our analyses, genes located on other chromosomes were thus treated as residual, resulting in a deviation of the residual from a normal distribution. We anticipate that in linkage analysis of complex traits none of the existing models for analysis used by programs will be accurate, and we chose to study this example as reflecting the performance of commonly used linkage methods when usually applied. 3 show the four test statistics computed using the VC, MCMC and parametric approaches for the null and linked data sets and their pairwise Spearman correlations. The two MCMC-based linkage measures, LS and LOP, showed fairly strong correlations (r 1 0.70) for both the linked and null data sets. Correlations between the measures of VC and the parametric approach, LRT and LOC, were also strong. Weaker correlations appeared for other combinations of scores from different approaches. For those pairs of scores, correlations for the null data sets were even weaker than those for the linked data sets. The weakest correlations occurred between the LOC score and others for the null data sets. This may indicate that different approaches detect linkage using different information, given that they showed similar power (see below).
Results
Figures 1-
The critical values obtained from the replicates of null data sets for all four statistics and the corresponding power calculated using the replicates of linked data sets are given in table 1 . For the three cases we considered (i.e. the one-gene model and the two chromosomes in the multigene model), the critical values of LRT, LOP and LOC varied only slightly while the critical value of LS varied significantly between the two models we used for simulating data. For simulated data using the one-gene model, power obtained using LRT (88%) was equivalent to that using the LOP score (89%), but was lower than the power obtained using LS (97%) and LOC (96%). A two-sided Fisher's exact test showed that LS of Loki had significantly higher power than LRT of Multic (p = 0.029) and than LOP of Loki (p = 0.049). The slightly lower power of VC than MCMC likely reflects the more accurate modeling afforded by the analytical approach used by MCMC. In our simulated one-gene model, the major gene was designed to have a fairly large dominant effect ( 2 d = 0.26) compared to the additive one ( 2 a = 1.57). Since the MCMC approach models the explicit genetic model, this dominant effect was appropriately modeled by Loki. However, in performing linkage analysis using the program Multic, we used the option that models only the additive component, which is usual practice in initially testing for linkage using a VC approach. In addition, MCMC approaches model the entire inheritance of trait alleles in the pedigree while VC procedures only model joint IBD for pairs of individuals. Hence, MCMC procedures should have higher power to detect linkage when the genetic model is approximately correctly specified compared to VC procedures. For the multigene model, the VC-based LRT had the greatest power (92%) in detecting the largest gene on chromosome 5, while the two MCMC-based statistics and the parametric approach were relatively less powerful, although these differences were not statistically significant (p 1 0.1). For the MCMC method, this was probably because the largest gene had no dominant effect as simulated; and more importantly, there were three alleles in the model, but Loki uses a two-allelic model for the trait loci. In this case, the VC was robust because it does not use an explicit trait model. For the parametric approach, first, the multigene effects, especially the sex-specific effect, were poorly modeled by the parametric approach; second, since there were six genotypes for the largest gene and only three could be modeled, the model was partly misspecified. For the second largest gene on chromosome 7, all statistics had poor performance with low power because the effect of this gene was designed to have a much weaker effect on height and to have a relatively strong dominant effect (85% additive and 15% dominant). However, here the LRT had slightly higher power than the MCMC procedures, and statistically significantly higher power than the LOC of LINKMAP (p = 0.015). Also, the LS of Loki was significantly more powerful than the LOC of LINKMAP (p = 0.033).
Discussion
We have compared the performance of four statistics in linkage analysis of quantitative traits: the LRT used in the VC approach, the LS and the LOP score used in the MCMC approach, and the LOC score of the traditional parametric approach. We found that it was hard to declare a clear winner between the VC and MCMC approaches. The MCMC approach, especially when the LS was used, was more powerful when the underlying trait model was a simple one-gene model and had a dominant effect, while the VC worked better if the trait-determining gene had more than two additively acting alleles. Both approaches had similar or even higher power than the traditional parametric linkage analysis for the complex genetic models that we studied. For genes with very small effects, all three approaches worked poorly. For the two MCMC-based statistics, the LS seemed to have greater power, but the corresponding critical value varied largely across different conditions in our simulations. In contrast, the LOP score was less powerful, but its critical value was similar for different conditions. This indicates that, when using LS score for a measure of linkage, one usually has to resort to simulation in order to determine a reliable critical value for the specific settings. This difference is a consequence of their different definitions: while the LS compares the posterior with the prior, the LOP compares the posterior on the true chromosome with that on the pseudochromosome. The stability of the LOP is probably a result of information canceling out on variations in marker information along the chromosome by using both the true chromosome and pseudochromosome. For the LRT score of the VC approach, the critical value had a stable value around 7 to 9, while its power was comparable to that of the LS.
The surprisingly lower power of the LOC score, except in the case of the diallelic gene with a smaller effect, was probably due to the fact that the linear model used in the parametric approach requires a normal distribution with no correlations for the residual. Although the Bayesian MCMC approach has the same requirement, the oligogenic model makes the Bayesian MCMC approach more robust when more than one gene is contributing to the trait.
In conclusion, we recommend that both the VC and Bayesian MCMC approaches be applied when using linkage to locate a gene underlying a quantitative trait. If the gene has only two alleles, the MCMC approach may have slightly greater power. Otherwise, the VC approach should be more robust. For complex traits, either of these methods appears preferable to the LOC score approach. In particular, in this simulation study we knew what the correct parameters were to describe the trait locus for the parametric LOC score analysis and hence our evaluation of power is more optimistic than might be applied in practice, when the parameters would have to be selected or estimated in some fashion. When using the MCMC approach, measuring evidence of linkage with the LS should be done with simulations because the null distribution depends on the model. Finally, we note that our conclusion is based on a small number of null replicates (100), and thus should be taken with caution, since the difference between the critical values and hence the difference between powers of different statistics might simply be due to chance.
