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large weighting tothe direction of joint movements for realizing the
desired terminal conditions.
Conclusion
This Note proposes a method of path planning for space ma-
nipulators that reduces disturbances to the spacecraft attitude. The
proposed method uses the EDM for planning the manipulator path
inthe joint space. The method sequentially determines the direction
of small steps of joint movements that compromises the biobjec-
tives of minimizing the disturbance to the spacecraft attitude and
realizing the terminal end effector position. Numerical simulations
have been made for a space robot with a two-link manipulator. The
results of the simulations show the feasibility of the present path
planning algorithm.
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I. Introduction
I
NCREASING performance speci￿ cations require that many fu-
ture spacecraft use active structural control to meet payload
pointing performance speci￿cations. The Middeck Active Control
Experiment (MACE) was developed to investigate the issues as-
sociated with developing controllers for on-orbit operations, based
on ground testing. The change from 1-g ground tests to 0-g exper-
imentation introduces uncertainty in the ￿ delity of ground-based
models; thus, robust control techniques must be used in the design
of compensators.
This Note uses experimental results from MACE ground tests to
presenta comparison ofsensitivity-weighted linear quadratic Gaus-
sian (SWLQG),1 maximum entropy (ME),2,3 and multiple model
(MM)4 control with H2 optimal LQG,5 looking particularly at the
robustness/performance tradeoff.
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II. H 2 Control Techniques
Commontoeachofthecontroltechniquesisthesystemdynamics
P x D Ax C Bww C Buu
z D Czx C Dzww C Dzuu (1)
y D Cyx C Dyww C Dyuu
which are controlled through a dynamic compensator of the form
P xc D Acxc C Bcy, u D Ccxc (2)
where w is a vector of uncorrelated white-noise disturbances with
unit intensity, u is the control input vector, z is the performance
vector, and y is the measurement vector.
Optimal H2 control (LQG)5 minimizes the H2 norm (from w to
z) of this system, or equivalently the cost functional
J D lim
t!1
Efz
T zg D lim
t!1
E x
T Rxxx C 2x
T Rxuu C u
T Ruuu (3)
For this Note, the noise (Vxx, Vxy, Vyy) and performance weights
(Rxx, Rxu, Ruu) are completely de￿ned by the actual disturbance
inputs (w) and performance variables (z) so that
V D
Vxx Vxy
V T
xy Vyy
D
Bw
Dyw
B
T
w D
T
yw ¸ 0, Vyy > 0 (4)
and
R D
Rxx Rxu
RT
xu Ruu
D
CT
z
DT
zu
[Cz Dzu] ¸ 0, Ruu > 0 (5)
This de￿nition isrestrictive but results inoptimal H2 controllers for
the system in Eq. 1.
The maximum entropy2,3 approach minimizes the cost functional
[Eq. (3)] but uses a multiplicative white-noise model of paramet-
ric uncertainty in the dynamics. The maximum entropy equations
of Collins et al.3 are designed for handling uncertainty in natural
frequencies of ￿ exible structures and are used herein. The equa-
tions provide weightings (d i) for each mode that is considered
uncertain.
The multiple model technique minimizes a weighted average of
the H2 norms of a discrete set of models.4 Robustness is added by
selecting a set of models that have different values for uncertain
parameters. In this Note, the number of models is always three: one
is the nominal model, and the other two have positive and negative
shifts, respectively, of each of the uncertain modes. The solution is
obtained through a quasi-Newton optimization.
Finally,theSWLQGtechniquerequiressomeelaborationbecause
no complete reference is available. SWLQG is essentially an LQG
problem that is suboptimal for the system in Eq. (1) but is more
robust than the optimal. It provides a formal method for choosing
the weights (R and V) to provide good H2 performance for the
system with greater robustness.
Ignoringforamomentthenoiseinputw inEq.(1),SWLQR1 opti-
mizesthestandard LQRcostfunctionalwithanadditionalquadratic
term in the sensitivity states of the system
J D lim
T!1
T
0
x
T Rxxx C
na
i D1
¶ xT
¶ a i
Ra a i
¶ x
¶ a i
C2x
T Rxuu C u
T Ruuu dt (6)
where ¶ x/¶ a i is the sensitivity state vector and is obtained by dif-
ferentiating Eq. (1) to yield
¶ P x
¶ a i
D A
¶ x
¶ a i
C
¶ A
¶ a i
x C Bu
¶ u
¶ a i
C
¶ Bu
¶ a i
u (7)
The solution of this problem is not ￿ nite dimensional because of
the presence of the ¶ u/ ¶ a i term. However, several methods6 exist
for approximating ¶ u/¶ a i, with the simplest being to assume that
¶ u/ ¶ a i is small and neglect its contribution.612 J. GUIDANCE, VOL. 20, NO. 3: ENGINEERING NOTES
A second dif￿ culty is the large order of the sensitivity model,
which has n states for each of the na uncertain parameters. To re-
duce the control problem to the same order as the LQG problem,
the sensitivity states are eliminated through model reduction. Their
static effect is maintained, but their dynamic effect is neglected.
With these simpli￿cations, the sensitivity states are a linear com-
bination of the original states of the system and the control. If A¡1
exists,
¶ x
¶ a i
D ¡A
¡1 ¶ A
¶ a i
x C
¶ Bu
¶ a i
u (8)
Substituting Eq. (8) into Eq. (6) yields a standard LQR problem
with modi￿ ed weighting matrices (R0
xx, R0
xu, R0
uu) of the form
R
0
xx D Rxx C
na
i D 1
¶ AT
¶ a i
A
¡T Ra a i A
¡1 ¶ A
¶ a i
(9)
State estimation is accomplished by applying the dual of the
SWLQR, which is simply a Kalman ￿ lter with modi￿ed noise in-
tensity matrices (V 0
xx, V 0
xy, V 0
yy) of the form
V
0
xx D Vxx C
na
i D 1
¶ A
¶ a i
A
¡1Va a i A
¡T ¶ AT
¶ a i
(10)
The additionalnoise isinterpreted asadisturbance entering through
the uncertainty. Equations (4) and (5) determine Vxx, Vxy, Vyy, Rxx,
Rxu, and Ruu, with Ra a i D b i Rxx and Va a i D b iVxx. Thus b i is the
parameterthatcontrolsthe amountofrobustness.TheSWLQGcon-
troller is obtained by combining this sensitivity-weighted Kalman
￿ lter with the SWLQR.
III. MACE Experiments
The MACE test article (Fig. 1) consists of a ￿ exible bus with two
payloads, a reaction wheel assembly, and actuators and sensors.
Each payload is mounted to the structure by a two-axis gimbal that
providespointing capability.The hardwareissuspended using three
pneumatic/electric low-frequency suspension devices. The control
is implemented using a real-time computer operating at a 500-Hz
sampling rate.
Control is designed for a single-input/single-output system with
the objective to minimize the rms angular displacement of the pri-
mary gimbal z1 about the X axis with a white-noise input to the X
axis of the secondary gimbal w1. The control input is the primary
gimbal X-axismotor u, and the sensor output is the primary gimbal
X-axisrategyro y withsensornoisew2.Thedesignmodelisderived
from a ￿ nite element model (FEM) developed by Glaese.7 Table 1
lists the frequencies of the important modes of the system, along
with the errors in the frequencies when compared to measured data.
These errors represent the uncertainty to which the control systems
must be robust.
Fig. 1 MACE test article suspended in 1 g.
A. Control Synthesis Procedure
Controllers were designed using each of the four control tech-
niques for eight different bandwidths of control. Control bandwidth
was altered by varying a weight (q ) on the control, which is a sec-
ond performance variable, z2. Note that q D 0 is the performance
of interest, as long as the controls do not saturate. However, this
control problem is singular, and so, q must be nonzero.
For each of the robust control techniques, seven modes from
Table 1, all except those at 1.39 and 54.16 Hz, were considered
uncertain. The relevant robustness weightings in each of the tech-
niques (b i for SWLQG, d i for ME, and the magnitude of frequency
shifts in MM) were varied to maximize the performance predicted
on the basis of open-loop measured data at each value of q .
Each technique was pushed to the maximum bandwidth atwhich
it stabilized the system. Instability for all robust controllers was
caused by small gain errors at high frequency accompanied by low
gain margin caused by phase lag in the system.
B. Performance Comparison
Eighteen of these controllers were experimentally implemented,
with results shown in Figs. 2 and 3. Figure 2 shows the system
frequency response in open loop and in closed loop with the best
compensator from each technique. Itisclear that the MM technique
produced the best rms performance. The best ME and SWLQG
compensators achieve similar rms performance, whereas LQG was
wholly inadequate. Of the LQG controllers, the ￿ ve with highest
bandwidths destabilized the system. Even the best LQG controller
exhibits trouble with the mode at 6.8 Hz. What this comparison
shows is that for equivalent robustness, i.e., suf￿ciently robust to
the given modeling errors, the performance achieved by these con-
trol techniques varies signi￿ cantly, with MM providing the best
performance.
Next, Fig. 3 shows the experimentally measured performance
for each controller plotted as a function of the control authority
(1/ q ). Instability is indicated by performance rising off the chart.
The performance predicted by the model for the LQG controllers
is also shown. Figure 3 illustrates several important features of the
performance/robustness tradeoff. The ￿ rst is that compared to per-
formance predictions for the model, some performance issacri￿ ced
Table 1 FEM modal frequencies and errors from data comparison
Description FEM frequency, Hz Model error, %
X rotation 1.39 0.0
1st Y bending 3.35 ¡0.9
1st Violin 6.84 ¡5.1
2nd Y bending 9.42 1.3
2nd Violin 13.74 ¡5.2
3rd Y bending 18.73 9.8
4th Y bending 23.32 7.5
5th Y bending 50.42 3.8
6th Y bending 54.16 0.3J. GUIDANCE, VOL. 20, NO. 3: ENGINEERING NOTES 613
Fig. 2 Performance frequency response for open loop and best controller for each H 2 control technique.
Fig. 3 Experimentally measured performance as a function of control authority, with predicted LQG performance.
by the robust techniques inorder toimprove robustness.This can be
seen by the gap between the performance of the robust controllers
andthatpredicted by the modelfor LQG.Note thatthe performance
gap is much smaller for MM than either ME or SWLQG. However,
because ofmodel errors, the higher-authority H2 optimal LQGcon-
trollersarenotsuf￿ciently robust.Bycontrast,the robustcontrollers
are suf￿ ciently robust to the parameter errors to remain stable and
achieve good performance (though less than LQG predicts with the
model). Thus robustnesstofrequency uncertainty has allowed these
controllers to achieve better performance than LQG by permitting
higher bandwidth control. Of these, MM achieved the best, more
than 10 times (20 dB) better than open loop.
IV. Conclusions
The experimental results for this design problem show that for
equivalently robust controllers, MM control provides the highest
performance (> 20 dB) of all of the control techniques. ME and
SWLQG provided similar performance, with ME marginally better
thanSWLQG. H2 optimalLQGwasinadequate,providingonly4.8-
dB rms performance improvement. These results illustrate the para-
doxthat,for robustcontroltechniques,althoughperformance on the
nominal design model is sacri￿ ced compared to H2 optimal control
inorder to improve robustness, performance on the actual system is
gained because higher authority control can be implemented.
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Introduction
P
ASSIVE and active dynamic systems of high order are em-
ployed for the purpose of disturbance isolation. Such systems’
theory and design methods could bene￿ t from using the design the-
ory of active electrical networks.1 The feasibility and the available
performance ofsuch systemscanbe evaluated using Bode integrals.
This enables the system engineer to resolve the design tradeoffs
without actually designing the system and the subsystems. A Bode
integral is applied to estimate the performance of a disturbance iso-
lation system.
Consider the system in Fig. 1a of two bodies connected with an
active strut,2 which is a linear motor. A force disturbance source F1
is applied to the body M1 (capital letters designate Laplace trans-
forms). The force F3 is applied via the massless active strut to the
body M3. To increase the disturbance isolation, the force division
ratio KF D F3/ F1 should be made small. The strut mobility (in
some literature called mechanical impedance) Z2 is the ratio of the
difference in the velocities at the ends of the strut to the force (be-
cause we neglect the strut’s mass, the force is same at the both ends
of the strut). Feedback is employed in the active strut to increase
jZ2j in order to reduce jKFj.
For the purpose of analysis we use the following electromechan-
ical analogy: power to power, voltage to velocity, current to force,
capacitance to mass, and inductance to the inverse of the stiffness
coef￿cient. The electrical equivalent circuit for the system is shown
in Fig. 1b. The current division ratio I3/ I1 is equivalent to KF. The
electrical impedance Z2 is the equivalent of the strut mobility.
The current division ratio, i.e., the force division ratio, is
KF D
1/(sM1)
1/ (sM1) C Z2 C 1/ (sM3)
or
KF D
1
1 C sM1Z2 C M1/ M3
(1)
At higher frequencies, the strut equivalent electrical impedance in
Fig. 1b degenerates into the impedance of the series inductance
included in Z2, the inductance being equivalent tothe inverse of the
stiffness coef￿cient k of the strut at higher frequencies. Therefore,
the force division ratio at higher frequencies turns into
KFjx ! 1 D k/s
2M1 (2)
Because this value reduces as a square of the frequency, Bode inte-
gral of the real part of a function1,3 applies. From this integral,
1
0
logjKF C 1jdx D 0 (3)
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a) Mechanical system
b) Electrical equivalent circuit
Fig. 1 Two-body system.
This relation remains valid with and without feedback in the ac-
tive strut and allows one to estimate the effect of feedback on the
disturbance isolation at higher frequencies, but only as long as the
Fig. 1 model correctly re￿ ects the physical strut and the bodies.
Themodelmustbeaccurateenoughoverthe frequencyrangewhere
logjKF C 1j is substantial. The model might become inaccurate at
higher frequencies within this range because the mass of the strut
cannot be neglected at high frequencies and the bodies cannot be
considered rigid. Integral relations can be developed for such sys-
tems as well1; however, the increased complexity of the integrand
makes it more dif￿cult to use the relations for fast performance
estimation while comparing different design versions.
Anotherequation, which willgive abetterestimation of theavail-
able performance at lower frequencies, can be found as follows.
From Eq. (1),
1
KF(1 C M1/ M3)
D 1 C
sM1Z2
1 C M1/ M3
(4)
Consider the practical case of the feedback in the active strut to
be ￿ nite at dc. At lower frequencies, the active strut degenerates
into some spring. Therefore, atlower frequencies the fraction in the
right-hand side of Eq. (4) increases with frequency as x 2. With the
frequency scale inverted, the fraction decreases at high frequencies
asx ¡2. Then the Bode integral of the real part of a function applies,
and from the integral, the integral of the logarithm of the expression
in the right side of Eq. (4) equals 0. Therefore,
1
0
¡logjKFj ¡ log
1 C M1
M3
dx ¡1 D 0
or
1
0
logjKFjdx
¡1 D ¡
1
0
log
1 C M1
M3
dx
¡1 (5)
The feedback in the active strut does not affect the right-hand side
of the equation. Therefore, when comparing the cases with different
values of feedback in the active strut loops, the right-hand part of
Eq. (5) can be neglected. Hence, the integral of the difference in
the vibration transmission between any two cases with different
feedback in the active strut is zero:
1
0
D logjKFjdx ¡1 D 0 (6)
Equation (6) is important because it places a simple fundamental
restriction on what can be achieved by disturbance isolation design.
Introductionoffeedbackintheactivestrutreducestheforcedivision
ratio at some frequencies, but at some other frequencies (in fact,at
lowerfrequencies)thisratioincreases,andthedifferenceintheareas
of the output force reduction and the force increase, with inverse
frequency scale, is zero.
In experiments with a large-scale model of an interstellar inter-
ferometer, a vibration source (representing a reaction wheel) was
placed on a platform (body 1) suspended on six orthogonal active
struts. Vibration propagation to the base on which sensitive optics
was installed (body 2) was reduced by the bandpass feedback in the
active struts by 30 dB at 20 Hz, the value gradually decreasing with