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Este proyecto se engloba dentro de un conjunto de destinados a realizar 
estudios de percepción cualitativa de diferentes servicios ofrecidos en una red 
de telefonía móvil de tercera generación. Los estudios tienen como base 
común la utilización de una plataforma de simulación de UMTS en tiempo real 
que permite evaluar el comportamiento en términos de calidad de servicio de 
diferentes aplicaciones multimedia. 
 
 
El documento se centra en la detección y análisis de los niveles de calidad 
obtenidos a través de las notas MOS (Mean Opinion Store) en  las diferentes 
etapas de percepción de QoS. Se ha dividido en tres parte bien diferenciadas. 
La primera corresponde con un estudio teórico de la capacidad de un sistema 
UMTS. La segunda engloba toda la secuencia de procesos necesarios para 
poder obtener resultados. Algunas de las aplicaciones utilizadas en el sistema 
completo se han perfeccionando a medida que se ha detectado alguna clase 
de incorrección en su funcionamiento, como por ejemplo el Syncok2. En la 
tercera y última parte encontramos el código de dicha aplicación. 
 
 
Los métodos de percepción de calidad de forma objetiva, como el PESQ,  
constituyen una clave muy importante en este tipo de proyectos, agilizándolos, 
haciéndolos menos costosos, y permitiendo obtener un mayor número de 
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This project is set among a group which have the objective to developed 
perception quality studies for different kinds of services offered in a third 
generation mobile phone net. These studies have the same real time UMTS 
simulation platform and it allow us to evaluate the behavior, in terms of quality 
of service, of the difference multimedia applications.   
 
 
The main important part of this document is the detection and the analysis of 
the quality level obtained through the MOS qualifications in the process. It has 
been divided in three different parts. The first one is a theoretical study of de 
UMTS capacity. The second contains all the sequential processes to obtain 
results. Some of the applications used in the global system have been 
perfection when they had a wrong function, like Syncok2. In the third and the 
last part we found the code of this application.  
 
 
The methods of objective perception quality, like PESQ, take an important part 
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Introducción 
  
Actualmente, entre la sociedad se está implantando la tercera generación de 
móviles.  Nuestros estilos de vida se basan en la compatibilidad de la 
información y la movilidad, y como consecuencia se ha provocado un 
crecimiento acelerado en la telefonía móvil, así como también en Internet y en 
el uso de portátiles. 
 
La 3G (tercera generación) apuesta por unas comunicaciones con nuevos 
servicios que requieren mayor velocidad de transmisión y mayor calidad, 
fundamento que consideramos tema principal de estudio. La adaptación del 
ancho de banda  a los diferentes tipos de comunicaciones o servicios nos 
provocará una mejora en la Calidad de Servicio (QoS) y por lo tanto una 
optimización del enlace. Los recursos de las redes de telefonía móvil siempre 
estarán limitados tecnológicamente y por tanto el no desaprovechar ninguno de 
ellos hará que se puedan satisfacer a un mayor número de usuarios.  
 
El usuario cada vez es más exigente y no simplemente quiere utilizar un 
servicio básico, como puede ser una llamada de voz, sino que pide 
aplicaciones más avanzadas y perfeccionadas de la misma, como por ejemplo 
una llamada de videoconferencia. La calidad que se espera no debe estar 
reñida en ningún momento con el aspecto de añadir mejoras y nuevos 
servicios, y por lo tanto es indispensable encontrar una buena relación de 
equilibrio entre ambas.  
 
Nuestro estudio se encuentra englobado dentro de un conjunto de proyectos y 
trabajos final de carrera destinados a realizar estudios de percepción cualitativa 
de diferentes servicios ofrecidos en una red de telefonía móvil de tercera 
generación. Los estudios tienen como base común la utilización de una 
plataforma de simulación de UMTS en tiempo real que permite evaluar el 
comportamiento en términos de calidad de servicio de diferentes aplicaciones 
multimedia.  Concretamente, en este trabajo, se estudia la percepción de 
calidad de audio codificada mediante el códec AMR en el contexto de un 
servicio de videoconferencia. Para ello partimos de la  intención de cerrar el 
trabajo realizado en un PFC anterior, analizando todos y cada uno de los 
procedimientos ya implementados anteriormente y obteniendo nuevos 
resultados MOS (Mean Opinion Score). Partimos de la base de que algunos 
valores de nivel de calidad recogidos en etapas anteriores dentro de este 
conjunto de proyectos son incongruentes y debemos analizar este hecho y 
subsanarlo. La aplicación utilizada para la realización de las pruebas de audio 
es una extensión de RAT que incorpora un códec AMR. 
 
El proyecto se ha estructurado en cinco capítulos, pero básicamente 
encontramos tres partes claramente diferenciadas. Una primera en la que se 
estudia de forma teórica el comportamiento esperado por una red de 
comunicaciones UMTS (Capítulo 1) en función de la configuración del servicio 
de voz basado en el códec AMR (Adaptive Multi-Rate). La segunda se 
estructura linealmente siguiendo el proceso de evaluación de calidad, para ello 
separamos en capítulos cada una de las etapas. La aplicación RAT (Robust 
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Audio Tool, Capítulo 2) es una herramienta de transmisión de audio entre dos 
equipos en tiempo real y que utilizamos para establecer las diversas 
comunicaciones. Para analizar la calidad de ésta utilizamos el PESQ 
(Perceptual Evaluation of Speech Quality, Capítulo 3), normalizo por la ITU 
(International Telecommunication Union) y que evalúa mediante un algoritmo 
de percepción.  El Syncok2 (Capítulo 4), siendo nuestra propia aplicación de 
sincronización de dos ficheros WAV y finalmente, el conjunto de pruebas 
realizadas y los respectivos valores obtenidos (Capítulo 5).  
 
La tercera y última parte (Anexos) está formada por el código de la aplicación 
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Capítulo 1: Capacidad CDMA 
1.1. Introducción 
 
CDMA es un esquema a través del cual a múltiples usuarios les son asignados 
recursos radio utilizando técnicas de ensanchado del espectro. Aunque todos 
los usuarios transmiten en la misma banda RF, los diferentes usuarios 
individuales se separan entre ellos utilizando códigos ortogonales. Esta función 
código consiste en una secuencia de bits de corta duración (chips) que al 
multiplicarse por la señal información, en nuestro caso voz, provocará en la 
señal resultante un ensanchamiento espectral. El principal efecto de este 
ensanchamiento es una mejor  inmunidad frente a interferencias y por lo tanto, 
una mejora en la calidad de la señal en recepción.  
 
Como el factor de rehúso de frecuencia para CDMA es 1, es sistema estará 
típicamente delimitado por interferencias. Esto quiere decir que la capacidad y 
la calidad de estos sistemas depende básicamente del nivel de radiación 
generada por el propio sistema y que constituye la principal fuente de 
interferencias en las transmisiones. La capacidad se define como el número de 
usuarios simultáneos que el sistema puede soportar, y la calidad se define 
como las condiciones  de percepción del enlace radio asignado a cada usuario 
en particular. Se deberán buscar aquellas características de CDMA (velocidad, 
número de usuarios, etc.) que optimicen la transmisión reduciendo la 





La capacidad de una celda CDMA depende de muchos factores, entre ellos 
encontramos la demodulación del receptor, la exactitud del sistema de control 
de potencia, y finalmente, y probablemente el más decisivo, la potencia 
interferente introducida por otros usuarios de la misma celda y de celdas 
vecinas en un instante de tiempo determinado.  
  
Por lo tanto, en general, en un sistema CDMA el número de usuarios viene 
delimitado por la calidad de las comunicaciones de cada uno de ellos. En 
comunicaciones digitales, este factor de calidad lo cuantificamos mediante el 
valor de Eb/No (energía de bit/densidad de ruido), el cual se puede relacionar 











Donde       W ancho de banda 
            R tasa de bit   
(1.1) 
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El valor de Eb/No necesario para una comunicación dependerá de la velocidad 
de transmisión de bit, del servicio al que va destinado, de la velocidad del 
móvil,  de los algoritmos del sistema receptor, etc. Por ejemplo para 
velocidades móviles de baja velocidad la Eb/No necesaria será baja. 
  
Encontramos a su vez una relación claramente inversa entre el valor del 
número de usuarios simultáneos en una red de telecomunicaciones WCDMA y 
el nivel de calidad de las conversaciones producidas. Cuantos más usuarios, 
peor escucharemos al transmisor, ya que  las señales producidas por otros 
usuarios se comportan como señales interferentes. Cada tipo de servicio 
requerirá unas prestaciones determinadas, y por lo tanto un nivel de Eb/No 
umbral, lo que fijará el nivel máximo de usuarios, dependiendo también de la 
velocidad de transmisión de los mismos. 
 
 
1.3. Sistema ideal (sin ruido térmico). 
 
En análisis de la capacidad de la red supondremos que está limitada por 
interferencias. En este primer estudio se desprecia el ruido térmico frente el alto 
nivel de interferencias de usuarios vecinos. Por lo tanto todo el ruido del 
sistema corresponderá a ruido interferente. Mediante este capítulo seremos 
capaces de obtener la capacidad asintótica del sistema, es decir, el máximo 
número de usuarios que pueden utilizar un sistema ideal sin ruido térmico. 
 
Relacionamos los factores que intervienen en el dimensionado de una red 
WCDMA de la siguiente forma (véase [1]): 
 
 







Donde       Gp ganancia de procesado 
       M número de usuarios 
       i  relación de la interferencia intercelular y     
        intracelular 
       v factor de actividad de voz 
(1.2) 










Donde     PI,inter  Potencia interferente de otras celdas 
     PI,intra  Potencia interferente de la propia      
       celdas  
           
 (1.3) 
      





Gp ==  
Donde     Tb tiempo de bit 
     Tc tiempo de chip 
     R tasa de transmisión en bits/s 




Asumimos que el sistema posee un control de potencia perfecto, lo que 
significa que la potencia de transmisión de todos los usuarios está controlada, y 
en la estación base los niveles de potencia recibida de todos los usuarios serán 
iguales. En la ecuación anterior también suponemos que la celda a estudiar no 
está aislada y que por lo tanto debemos tener en cuenta nivel de carga de las 
celdas vecinas además del tráfico de la propia celda ( i ). Suponemos que no 
hay ruido térmico y que toda interferencia viene dada por las señales de otros 
usuarios. Realizamos toda esta serie de simplificaciones para analizar con 
claridad la Eb/No, el número de usuarios (M) y la velocidad de transmisión de 
éstos (R). 
 
Así pues si conocemos los parámetros más característicos de la red UMTS y 
fijamos aquellos que dependen de tipo de comunicación que se lleva a cabo 
encontramos lo siguiente  (véase [3]): 
 
 






Celdas con antenas omnidireccionales: 55% 
Eb/No* 





*Fijamos esta Eb/No para terminales que se mueven a 120 km/h, que trabajan 
en el modo 7(12,2 kbps) y dan servicios con calidad conversacional. 
  
 
Fijando los parámetros anteriores demostraremos la relación inversamente 
proporcional que encontramos entre la velocidad de transmisión de cada uno 
de los modos del codificador AMR (Adaptive Multi-Rate) (Capítulo 2) y el 
número de usuarios simultáneos en una determinada red de comunicaciones 
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Tabla 1.2. Capacidad del sistema limitado por interferencias.  
 




M 0 4’75 kbps 247’86 usuarios 
M 1 5’15 kbps 228’66 usuarios 
M 2 5’90 kbps 199’68 usuarios 
M 3 6’70 kbps 175’91 usuarios 
M 4 7’40 kbps 159’33 usuarios 
M 5 7’95 kbps 148’35 usuarios 
M 6 10’2 kbps 115’77 usuarios 
M 7 12’2 kbps 96’90 usuarios 
 
  
En este caso hemos fijado el nivel de calidad y hemos tomado como variable el 
número de usuarios que son capaces de establecer la comunicación en un 
caso concreto. Si somos capaces de albergar más usuarios en el modo 0 
significa que cada uno de ellos dispondrá de una comunicación de menos 
calidad, mientras que en el modo 7 al tener menos comunicaciones, éstas 
serán de mejores. El factor de carga, explicado en el apartado 1.4, es del 
100%, ya que en este primer caso, consideramos que no hay ruido térmico, y 
que nuestro sistema está limitado por las interferencias de otros usuarios. Si 
una comunicación no se puede llevar a cabo porque en recepción la señal es 




1.4. Sistema real 
 
En este apartado incluiremos el parámetro del ruido térmico en nuestras 
consideraciones, haciendo así un análisis mucho más cercano a la realidad. El 
nivel de ruido térmico vendrá fijado por lo que denominamos factor de carga y 













Donde       NR    noise rise 
       ηUL   factor de carga 
       PN     potencia de ruido 




Analizando la ecuación anterior deducimos las siguientes afirmaciones: 
 
 Si ηUL = 0 ⇒ PTOTAL = PN  lo que quiere decir que solo existe ruido. 
 Si  ηUL = 1 ⇒ PN =0  lo que quiere decir que no existe ruido térmico. 
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Dado un cierto valor de factor de carga estaremos considerando un cierto nivel 
de ruido térmico que añadiremos, en términos de potencia, al nivel interferente 
proporcionado por otros terminales vecinos. Un nivel de ruido de 3.0 dB 
corresponde con un factor de carga del 50%, lo cual quiere decir que la red 
solamente acoge el 50% de los usuarios totales para la cual ha estado 
diseñada para funcionar. 
  
Suponemos las misma propiedades que en el apartado anterior, y añadimos 






















Donde       M   número de usuarios 
       ηUL   factor de carga 




                   
Simplificaremos la expresión anterior si consideramos como iguales todos y 






























Partiendo de los siguientes datos recomendados, realizaremos el estudio de la 
capacidad de una red de comunicaciones de tercera generación para dos 
valores de factor de  carga considerablemente distanciados, y así analizar 
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Calculamos la capacidad de la red considerando un factor de carga del 50% y 
del 90%. En el apartado anterior (1.3) el factor de carga escogido es del 100%. 
 
Tabla 1.4. Capacidad del sistema real. 
 
 













Al igual que en el caso de un sistema limitado por interferencias, es decir sin 
ruido térmico (apartado 1.3), encontramos que la capacidad en número de 
usuarios es inversamente proporcional a la velocidad de transmisión. La 
capacidad se ve recortada por el valor del factor de carga, limitando en 
porcentaje sobre el número total de los posibles aceptados en la red. 
 
 
 Valores recomendados 
i Celdas con antenas omnidireccionales: 55% 
Eb/No* 
5.0 dB para un servicio de voz 
Rc 
3,84 Mcps 
v 0.67 para servicios de voz 
NR 
3dB (=50% factor de carga) 
10dB (=90% factor de carga) 
  Capacidad Capacidad 
 
Velocidad ηUL=50% ηUL=90% 
M 0 4’75 kbps 123’27 us. 222’27 us. 
M 1 5’15 kbps 113’72 us. 205’05 us. 
M 2 5’90 kbps  99’30 us. 179’06 us. 
M 3 6’70 kbps  87’48 us. 157’75 us. 
M 4 7’40 kbps  79’24 us. 142’88 us. 
M 5 7’95 kbps  73’78 us. 133’03 us. 
M 6 10’2 kbps  57’57 us. 103’82 us. 
M 7 12’2 kbps  48’19 us.   86’89 us. 





















Fig. 1.1   Capacidad de la red UMTS en función del factor de carga. 
 
 
Si establecemos la comunicación en un sistema sin ruido térmico (ηUL=100%) 
será capaz de admitir a más usuarios (capacidad máxima), que si trabajamos 
en escenarios con diferentes niveles de ruido térmico. Este ruido hará que los 
usuarios deban transmitir a más potencia, intentando que no se enmascare la 
señal información, y se conseguirá consecuentemente, que se interfieran con 
más facilidad entre ellos.  
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El propósito de nuestro proyecto es evaluar la calidad de una comunicación a 
través de un sistema de videoconferencia, centrándonos en la parte de audio 
de la misma.  Para poder realizar tal estudio dividimos todo el proceso en 
diferentes etapas lógicas, simplificando así el trabajo a realizar y comprobar el 
correcto funcionamiento de cada una de éstas por separado.  Después, 
simplemente deberemos ir añadiendo etapas hasta encontrar el objetivo 




Fig. 2.1 Etapas del proceso de percepción de calidad 
 
 
2.2. Método de trabajo 
 
Para poder estudiar de forma práctica la percepción de QoS del audio de un 
sistema de videoconferencia estableceremos una comunicación entre dos 
ordenadores Pentium 4, con una CPU con una frecuencia de 2.79 GHZ y 512 
MB de RAM. Ambos están conectados a una red Ethernet de área local. 
 
Las maquinas trabajan con el sistema operativo Linux Fedora desde el cual se 
ejecuta la aplicación de audio RAT (Robust-Audio Tool) que hace posible el 
envío de información de audio entre ambas. Siempre trabajaremos sobre un 
puerto mayor a 1024 (véase [6]), como por ejemplo el 10000.Una de ellas hace 
de emisor y la otra de receptor. Sus roles siempre irán cambiados aunque esta 
aplicación permite enviar y recibir al mismo tiempo. Si existieran dos 
comunicaciones en sentidos opuestos entre estos mismos ordenadores, no se 
afectarían, ya que cada una tendría que trabajar en un puerto diferente. Aquí 
recalcamos el factor de bidireccionalidad, propiedad inherente en los sistemas 
de videoconferencia no tratada como objetivo de este proyecto. 
 
En la máquina emisora contendremos el fichero fuente origen.wav que 
reproduciremos mediante el  RAT para poder enviarlo. En la receptora 
grabaremos el archivo degradado.wav  y ejecutaremos el Syncok2  para 
obtener salida.wav, que estará alineado temporalmente y en potencia. El 
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mediante el PESQ y obtendremos la nota que nos dirá cuanto buena ha sido la 
comunicación entre ambos ordenadores.  
 
Este es el proceso completo para la percepción de QoS del audio, pero lo 
desglosaremos para comprobar, como hemos dicho antes, el correcto 





RAT (Robust-Audio Tool) es una herramienta de conferencia de audio. RAT se 
puede utilizar tanto en  conexiones punto a punto, estableciendo un enlace 
directo entre dos ordenadores, o conexiones multipunto, donde usuarios de 
diferentes localidades se unen mediante una red de suficiente capacidad. 
Nosotros solamente evaluaremos la conferencia establecidas punto a punto. 
Para poder llevar a cabo este tipo de conexión unicast es necesario conocer el 
nombre del ordenador de la persona con la que se quiere contactar. Es 
necesario saber la dirección IP de la máquina que viene directamente 
relacionada con la red de área local sobre la que se traba. Trabajamos sobre la 
red eth2 y con las direcciones 192.168.2.9 y 192.168.2.10. Cualquiera de los 
dos puede trabajar como emisor o receptor obteniendo los mismos resultados. 
 
La línea comando para arrancar la aplicación en modo unicast desde unix es 
“rat  <address/port>”. Determinando, como hemos dicho anteriormente, la 
dirección IP destinataria y el puerto por el que se debe establecer la 
comunicación. Este puerto debe ser el mismo para las dos máquinas.  
  
La aplicación RAT dispone de de diversas variables dentro de un campo 
llamado opciones donde se pueden especificar el modo en como se quiere 
transmitir y recibir, el codificador utilizado, la seguridad  la interfície de que 
disponemos, el formato del audio, así como también un apartado personal, 
desde el cual podemos crear nuestro propio perfil como usuario. Hemos fijado 
la opción de supresión de ruido automática, para evitar transmitir información 
cuando realmente el emisor no está hablando, el resto las hemos mantenido 
como vienen seleccionadas por defecto.  
 
Estamos utilizando una aplicación RAT que tiene añadidos los códigos AMR, 
es decir, no es la aplicación estándar. Él uso de un modo u otro del código, 
provocará variaciones en la calidad de la señal recibida, resultados que 
estudiamos en otros apartados (Capítulo 5). 
 
 
Capítulo 2: Entorno de trabajo   17 
 
 
Fig. 2.2 Menú de codificadores del apartado de preferencias del RAT 
 
  
El RAT tiene la opción de enviar ficheros ya elaborados anteriormente, pero 
también podemos generar la información de audio a través de un micrófono. 
Nos permite grabar y escuchar aquellos que recibimos de forma simultánea. 
 
 
2.4. Estudio teórico de las prestaciones del codec AMR 
 
2.4.1. Clases de QoS en UMTS 
 
En una red UMTS las diferentes aplicaciones y servicios se pueden dividir en 








La clase conversacional es muy poco sensible al retardo en el tráfico, mientras 
que la clase background es la más insensible.  
 
Las clases conversacional y streaming se transmiten normalmente como 
conexiones en tiempo real, mientras que las clases interactivo y background se 
transmiten mediante conexión en modo paquete en tiempo no real. 
 
18 Estudio sobre la percepción de QoS en un demostrador UMTS (Parte I) 
El modo conversacional será el tema principal a tratar en este TFC, estudiando 
las diferentes velocidades de transmisión posibles y consecuentemente, las 
variaciones en los parámetros de QoS de las comunicaciones sobre UMTS.  
 
2.4.1.1. Clase Coversational 
 
La aplicación más conocida de esta clase es el servicio de voz en modo de 
conmutación de circuitos. Con Internet, un gran número aplicaciones requieren 
este tipo de servicio. Unos claros ejemplos podrían ser la transmisión de voz 
sobre IP o la vídeo telefonía. Las conversaciones en tiempo real  siempre se 
llevan a cabo entre individuos humanos finales. Éste es el único tipo de los 
cuatro donde las características requeridas son estrictamente impuestas por la 
percepción humana. 
 
Las conversaciones en tiempo real se caracterizan por el hecho de que el 
retardo entre los extremos (emisor-receptor) es bajo y el tráfico es simétrico o 
casi simétrico. El retardo máximo permitido viene dado por la percepción 
humana en las conversaciones de video y audio: evaluaciones subjetivas han 
mostrado que en retardo entre extremos tiene que ser menor a 400ms. Además 
el límite de un retardo aceptable es estricto, ya que si no conseguimos un 
retardo suficientemente bajo obtendremos, como consecuencia, una calidad 
inaceptable en las comunicaciones. Para analizar la calidad final de nuestras 
comunicaciones utilizaremos la herramienta PESQ, que tratará de hacer 
objetiva la percepción de calidad de las transmisiones. 
 
 
2.4.2. Codificador AMR 
 
El codificador AMR (Adaptive Multi-Rate) es el último codificador de voz para 
GSM ( Global System for Mobile Communications) y a su vez, el principal 
codificador de voz para la tercera generación (3G) de sistemas celulares como 
UMTS (Universal Mobile Telecomunications System). El codificador AMR es un 
método efectivo para mitigar los efectos de la perdida de paquetes debidos a la 
congestión de la red. Este codificador de voz ofrece ocho modos de 
funcionamiento, en función del ancho de banda de trabajo. Las velocidades de 
estos modos van desde 4.75 kbits/s hasta los 12.2 kbits/s, que corresponde al 
modo más rápido. La frecuencia de muestreo usada en el AMR es de 8 kHz y 
la codificación de la voz se lleva a cabo en tramas de 20 ms. Decimos que el 
codificador es adaptable en el sentido de que puede cambiar su velocidad de 
transmisión (bits/s)  cada 20 ms en función de las condiciones del canal y de la 
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El codificador de voz AMRS de 12’2 kbps (modo 8) es igual el codificador de 
GSM EFR, el de 7’4 kbps (modo 5) es igual al codificador de voz de US-TDMA, 
y el modo de 6’7 kbps (modo 4) coincide con el codificador japonés PDC. 
 
El sistema AMR, por lo tanto, se adapta a la velocidad de transmisión de bit 
que proporciona la mejor calidad posible en un entorno determinado. El 
protocolo RTP para este tipo de codificador utiliza 4 bits para indicar el modo 
de funcionamiento utilizado (véase Fig. 2.3). Éstos están incluidos en las 
tramas transmitidas y se sitúan en una cabecera denominada CMR (codec 
mode request) y puede tomar valores comprendidos entre 0 y 7, 
correspondiendo con el modo AMR. Si CMR toma valor 15 indica que no se 
está utilizando ninguno de los modos de codificación AMR anteriormente 
nombrados. Es importante determinar que el valor del campo CMR vendrá 
fijado por el receptor, que indicará al codificador AMR el modo necesario para 




Fig. 2.3 Cabecera del protocolo RTP para el codificador AMR. 
 
 
A la salida de codificador, los bits son ordenados en función de su importancia, 
siendo esta importancia un parámetro totalmente subjetivo, y son divididos en 
tres clases. Siguiendo el orden decreciente de la sensibilidad frente a los 
errores encontramos: Clase A, Clase B y Clase C. Los bits de Clase A son los 
más sensibles, por ello, éstos son los que utilizan un canal de codificación más 
fuerte para la interfície aire. 
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El esquema de codificación del AMR también se conoce como ACELP 
(Algebraic Code Excited Linear Prediction Coder). Cada 16 muestras, la señal 
de voz es analizada para extraer los parámetros del modelo CELP (coeficientes 
de los filtros paso bajo, ganancias, etc.). Los bits que entrega el codificador de 
voz son reordenados en función a su sensibilidad frente a errores antes de ser 
enviados a la red.   
  
Durante una conversación telefónica normal, los participantes se alternan, por 
lo que en media, cada sentido de la transmisión está ocupada 
aproximadamente sobre un 50% del tiempo. El AMR tiene tres funciones 
básicas para utilizar eficientemente esta actividad discontinua: 
 
- VAD (Voice Activity Detector) en el transmisor. 
- Evaluación del ruido acústico de fondo en el transmisor, para enviar 
características de estos parámetros al receptor. 
 - La transmisión de la información de ruido de confort hacia el receptor 
se lleva a cabo mediante una trama SID (Silence Descriptor), que se 
envía en intervalos regulares de tiempo.  
- Generación del ruido de confort en el receptor en periodos en los que 
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Capítulo 3: Estudio de la herramienta de percepción de 
la calidad de audio 
 
3.1. Medidas objetivas de calidad 
 
Determinar la calidad de voz de una forma subjetiva en un sistema de 
transmisión siempre ha sido un proceso caro y laborioso. Aunque éstos son el 
tipo de procesos más fiables para determinar el nivel de bondad de una 
comunicación, la complejidad de los sujetos humanos que deben realizarlos 
provoca, que no sean atractivos para aquellos procedimientos de voz que sean 
automatizados.  
 
La idea fundamental de una medida perceptual de calidad es simular la 
situación de lo que llamamos un “tes subjetivo”, donde los seres humanos 
tendrían que puntuar la calidad de diferentes muestras sonoras en un ambiente 
sonoro de laboratorio. El resultado obtenido se llama MOS (Mean Opinion 
Score). Durante mucho tiempo, los procesos de tests subjetivos han sido los 
únicos métodos para cuantificar la calidad en los sistemas de audio. Claro está, 
que para poder realizar un experimento subjetivo es necesario un gran número 
de sujetos, para así conseguir resultados estadísticos relevantes, y esto 
provoca que sean muy costosos y largos. Para los tests de calidad que se 
puedan realizar en un laboratorio, los tests subjetivos realmente no son una 
opinión simple. Consecuentemente, modelos preceptúales pueden ser 
utilizados para generar ‘MOS objetivos’ o OMOS (Objective Mean Opinion 
Score), los cuales se pueden comparar con la escala de MOS. 
 
Los valores de calidad determinados a partir de la escala MOS se distribuyen 
de la siguiente manera: 
 







En la actualidad existen dos métodos para poder evaluar la calidad subjetiva de 
voz en sistemas de telefonía. En este capítulo nos centraremos en el PESQ y 
en el Emodel, analizando las propiedades de cada uno y así, poder elegir aquel 
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3.2. PESQ 
 
El método objetivo PESQ (Perceptual Evaluation of Speech Quality) que 
también es conocido como el proceso de "evaluación de la calidad vocal por 
percepción" es una herramienta descrita por la ITU-T (véase P.862) y 
proporciona resultados de forma rápida y con la posibilidad de poder ser 
repetidos en un pequeño espacio de tiempo. PESQ es una herramienta de 
medidas objetivas que predice el resultado de tests subjetivos de audio 
referentes a códecs vocales y a mediciones extremo a extremo.  
 
Los sistemas conversacionales reales pueden incluir filtrado y retardo variable, 
así como distorsiones debidas a errores de canal y a códecs de baja velocidad 
binaria. El método PESQ trata estos efectos mediante la ecualización de la 
función de transferencia, la alineación de tiempo y un nuevo algoritmo para 
promediar distorsiones en función del tiempo. 
 
 
Fig. 3.1 Modelo de percepción de calidad del PESQ. 
 
PESQ utiliza el modelo representado en la figura (véase Fig. 3.1) para 
comparar el mensaje original, con la señal degradada que proviene de la red o 
de un elemento de ella. Las puntuaciones del PESQ son calibradas utilizando 
una amplia base de datos de tests subjetivos. Aunque las correlaciones entre 
las notas objetivas y las subjetivas en los resultados de referencia giran en 
torno a 0,935, la recomendación P-862 expone que el algoritmo PESQ no 
puede emplearse para remplazar pruebas subjetivas (véase [8]). Esta 
afirmación la debatiremos más adelante, en el último apartado de este capítulo 
(apartado 3.4). 
 
PESQ compara una señal inicial X(t) con una señal degradada Y(t) que se 
obtiene como resultado de la transmisión de X(t) a través de un sistema de 
comunicaciones. La salida de PESQ es una predicción de la calidad percibida 
por los sujetos en una prueba de escucha subjetiva y que sería atribuida a Y(t). 
 
El algoritmo de alineación se basa en el siguiente principio: se compara el nivel 
de confianza que se proporciona cuando hay dos retardos en un intervalo de 
tiempo dado con el que se proporciona cuando hay un solo retardo en ese 
mismo intervalo. El algoritmo puede tratar los cambios en el retardo tanto 
durante periodos de silencio como durante periodos de habla activa. 
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Sobre la base del conjunto de retardos que se encuentran, PESQ compara la 
señal (entrada) inicial con la salida degradada alineada del dispositivo sometido 
a prueba, utilizando un modelo por percepción. Lo esencial en este proceso es 
la transformación de las dos señales, la inicial y la degradada, en una 
representación interna que es análoga a la representación psicofísica de 
señales de audio en el sistema auditivo humano, teniendo en cuenta la 
frecuencia por percepción (Bark) y la sonoridad (Sone). 
 
La gama de la nota PESQ es de -0,5 a 4,5, si bien en la mayoría de los casos 
la gama de salida será la de una nota similar a la MOS de calidad de escucha 
entre 1,0 y 4,5, que es la gama normal de los valores de las notas MOS en un 
experimento. 
 
3.3.1. Condiciones de uso del PESQ 
 
Se recomienda que el método PESQ se utilice para la evaluación de la calidad 
vocal de microteléfonos de 3,1 kHz (banda estrecha) y códecs vocales de 
banda estrecha. 
 
La Tabla 3.1. presenta las relaciones de los factores de prueba, tecnologías de 
codificación y aplicaciones para las que se ha encontrado que el método 
especificado para el PESQ ofrece una exactitud aceptable. 
 
 
Tabla 3.1. Factores para los cuales se ha mostrado que PESQ tiene una 
exactitud aceptable. 
 
Factores de prueba 
Niveles de entrada de la señal vocal a un códec 
Errores del canal de trasmisión 
Pérdida de paquetes y ocultación de pérdida de paquetes con códecs CELP 
Velocidades binarias, si un códec tiene más de un modo de velocidad binaria 
Transcodificaciones 
Ruido ambiental en el lado emisor 
Efectos de la variación del retardo en la pruebas de sólo escucha 
Alabeo de la señal de audio en función del tiempo, a corto plazo 
Alabeo de la señal de audio en función del tiempo, a largo plazo 
Tecnologías de codificación 
Códecs de forma de onda (vease g.711 g.726 g.727) 
CELP y códecs híbridos ≥4 kbit/s (vease g.728 g.729 g.723.1) 
Otros códecs: GSM-FR, GSM-HR, GSM-EFR, GSM-AMR, CDMA-EVRC, 
TDMA-ACELP, TDMA-VSELP, TETRA 
Aplicaciones 
Evaluación del códec 
Selección del códec 
Prueba de red en vivo mediante una conexión digital o analógica a la red  
Pruebas de redes emuladas y de redes prototipo 
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En presencia de ruido ambiental, la calidad puede medirse aplicando a PESQ 
la señal inicial limpia sin ruido, y la señal degradada con ruido. 
 
Las propiedades que queremos evaluar en nuestro proyecto aparecen incluidas 
en la lista superior (Tabla 3.1, resaltadas en rojo): pérdida de paquetes y 
ocultación de pérdida de paquetes (mediante el bypass), y las velocidades 
binarias, si un códec tiene más de un modo de velocidad binaria (códec AMR). 
Por lo tanto esto podría ser un factor importante a la hora de decantarnos hacía 
este método. 
 
La Tabla 3.2 presenta una lista de condiciones para las cuales, o bien se sabe 
que este método especificado en la recomendación P-862 (véase [7]) da 
predicciones inexactas, o no se tiene el propósito de utilizarlo por otro motivo. 
 
Tabla 3.2. Variables para la cuales PESQ da predicciones inexactas. 
 
Factores de prueba 
Pérdida de sonoridad 
Efecto de retardo en las pruebas conversacionales 
Eco para la persona que habla 
Efecto local 
Tecnologías de codificación 
Reemplazo, por silencio, de secciones continuas de la señal vocal que 
representan más del 25% de la señal vocal activa (recorte temporal). 
Aplicaciones 
Dispositivos de medición en servicio no intrusivos 




PESQ compensa los niveles de señal no óptimos en los ficheros de entrada, lo 
que nosotros consideramos como el ajuste de nivel de potencia. Por lo tanto, 
no se tiene en cuenta el efecto subjetivo de la desviación con respecto al nivel 
de escucha óptimo. 
 
Debe observarse también que el algoritmo PESQ no proporciona una 
evaluación exhaustiva de la calidad de transmisión. Mide solamente los efectos 
del ruido y la distorsión de voz unidireccionales sobre la calidad vocal. Los 
efectos de pérdida de sonoridad, retardo, efecto local, eco y otros factores de 
degradación relacionados con la interacción bidireccional no se reflejan en las 
notas PESQ. Por lo tanto, es posible tener notas PESQ altas aunque la calidad 
de la conexión global sea pobre. 
 
A día de hoy existen algunos factores, tecnologías y aplicaciones para las 
cuales PESQ no ha sido valorado aún. Por lo tanto, quedan es estudio 
pendiente para poder determinar si sería adecuado el uso de la aplicación en 
estos entornos.  
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Tabla 3.3. Factores, tecnologías y aplicaciones para las cuales PESQ todavía 
no ha sido validado. 
 
Factores de prueba 
Pérdida de paquete y ocultación de la pérdida de paquete con códecs del tipo 
MIC  
Recorte temporal de la señal vocal 
Recorte de la amplitud de la señal vocal 
Relaciones de dependencia con respecto al hablante 
Múltiples hablantes simultáneos  
Discordancia de la velocidad binaria entre un codificador y un decodificador si 
un códec tiene más de un modo de velocidad binaria 
Señales de información de red como entrada a un códec. 
Señales vocales artificiales como entrada a un códec. 
Música como entrada a un códec. 
Eco para el oyente 
Efectos/artefactos resultantes de la operación de los compensadores de eco 
Efectos/artefactos resultantes  de los algoritmos de reducción de ruido 
Tecnología de codificación 
CELP y códecs híbridos <4kbits/s 
MPEG4  HVXVC 
Aplicaciones 
Pruebas de terminales acústicos/microteléfonos mediante simulador de cabeza 
y torso (HATS)  
 
 
La sensibilidad del PESQ al recorte temporal inicial parece ser mayor que la de 
los sujetos, especialmente cuando faltan palabras, que no pueden ser 
percibidas por los sujetos. En cambio, la sensibilidad del PESQ, a los recortes 
usuales de corta duración (sustitución de secciones cortas de habla por 
silencio) puede ser menor que la de los sujetos. En estos dos casos puede 
haber una correlación reducida entre PESQ y MOS subjetiva.  
 
  
3.3.2. Material fuente 
 
Actualmente, en todos los experimentos de evaluación de calidad realizados 
con el PESQ se han utilizado las mismas fuentes de habla natural en las 
pruebas subjetivas y objetivas. La utilización de señales vocales artificiales y 
señales vocales reales de prueba concatenadas se recomienda únicamente si 
representan la estructura temporal (incluidos los intervalos de silencio) y la 
estructura fonética de las señales vocales reales. 
 
Es importante que las señales de prueba utilizadas en PESQ sean 
representativas de las señales reales transmitidas por las redes de 
comunicaciones. Las redes pueden tratar el habla y el silencio diferentemente, 
y los algoritmos de codificación suelen estar optimizados para habla, por lo que 
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pueden dar resultados no significativos si se prueban con señales que no 
tienen las propiedades temporales y espectrales esenciales del habla.  
 
Las señales vocales artificiales de prueba pueden prepararse de varias formas. 
Una señal de prueba con habla real puede construirse concatenando 
fragmentos cortos (por ejemplo, de un segundo) de habla real mientras se 
mantiene una estructura representativa de habla y silencio. Otra posibilidad 
consiste en producir una señal vocal artificial mínimamente redundante que sea 
representativa de la estructura temporal y fonética de un gran cuerpo de habla 
natural. Las señales de prueba tienen que ser representativas de hablantes 
masculinos y femeninos. 
 
Las señales de prueba deben incluir ráfagas de habla separadas por periodos 
de silencio, para que sean representativas de las pausas usuales en la 
conversación. A título de guía, 1 a 3 s es una duración típica de una ráfaga de 
habla en el curso de una conversación, aunque esto varía, en efecto, de un 
idioma a otro. Ciertos tipos de detectores de actividad vocal son sensibles 
solamente a periodos de silencio de más de 200 ms. El habla debe estar activa 
entre el 40% y el 80% del tiempo, lo que también depende del idioma usado. 
 
En el proceso de evaluación de la calidad de la red UMTS hemos utilizado 
como material fuente aquellos ficheros con retardo variable suministrados en la 
especificación  (P862) para la validación original de código del PESQ: 
dg155.wav dg161.wav dg164.wav dg166.wav dg170.wav dg179.wav, etc…. 
 
Estos ficheros de voz están en formato WAVE (MIC lineal de 16 bits, 
ordenamiento de octetos de Intel, encabezamiento de 44 octetos), a una 
velocidad de muestreo de 8 kHz. 
 
 
3.3. Modelo E 
 
El modelo E es un modelo informático que ha demostrado ser útil como 
herramienta de planificación de sistemas de transmisión, para evaluar los 
efectos combinados de las variaciones de diversos parámetros de transmisión 
que afectan a la calidad de la conversación telefónica con microteléfono a 3,1 
kHz. El resultado primario del modelo es una cuantificación escalar de la 
calidad de transmisión. Esta calidad de la conversación hace referencia a las 
características de transmisión, por ejemplo, tiempos de transmisión 
prolongados, efectos del eco para el hablante, etc. No obstante, el modelo E no 
está destinado a modelar las degradaciones de transmisión en situaciones de 
conversación simultánea. 
 
La cuantificación escalar de la calidad viene dada por el "factor de 
determinación de índices" R, que varía linealmente con la calidad global de la 
conversación, y se puede transformar para obtener estimaciones de la opinión 
de los clientes. Estas estimaciones se hacen solamente a los efectos de la 
planificación de la transmisión y no para predecir la opinión real de los clientes 
(véase [9]). 
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El modelo E no ha sido verificado totalmente mediante mediciones en servicio 
real o pruebas de laboratorio para el gran número de posibles combinaciones 
de parámetros de entrada. En el caso de muchas combinaciones que son muy 
importantes para los planificadores de sistemas de transmisión, el modelo E se 
puede utilizar con confianza; pero para otras combinaciones de parámetros, las 
predicciones del modelo E han sido cuestionadas y se encuentran actualmente 
en estudio. En consecuencia, se ha de tener cuidado al utilizar el modelo E 
para determinadas condiciones; por ejemplo, el modelo E puede dar resultados 
inexactos para las combinaciones de ciertos tipos de degradaciones. 
 
El modelo E se basa en el método de factor de degradación del equipo, de 
acuerdo con modelos de determinación de índices de transmisión previos. La 
conexión de referencia se divide entre un lado transmisión y un lado recepción. 
El modelo (Fig. 3.2) estima la calidad de comunicación de la conversación de 





   Fig. 3.2 Conexión de referencia del modelo E. 
 
3.3.1. Factor R 
 
Como hemos nombrado anteriormente, el resultado de cualquier cálculo con el 
modelo E es un factor de determinación de índices de transmisión R, que 
combina todos los parámetros de transmisión pertinentes para la conexión 
considerada. Este factor R está constituido por: 
 
R = Ro − Is − Id − Ie-eff + A  
(3.1) 
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Ro representa en principio la relación señal/ruido básica que incluye fuentes de 
ruido, tales como ruido de circuito y ruido ambiente. El factor Is es una 
combinación de todas las degradaciones que aparecen de forma más o menos 
simultánea con la señal vocal. El factor Id representa las degradaciones 
producidas por el retardo y el factor de degradación efectiva del equipo. Ie-eff 
representa las degradaciones producidas por códecs de velocidad binaria baja. 
Incluye también la degradación debida a pérdidas de paquetes de distribución 
aleatoria. El factor de mejora A permite compensar los factores de degradación 
cuando existen otras ventajas de acceso para el usuario.  
 
El factor R se puede traducir a valores de escala MOS (véase [9]): 
Para R < 0:   MOS=1 
Para 0 < R < 100     MOS =1 + 0,035R + 7·10-6R(R−60)(100−R)  
Para R > 100:          MOS = 4,5 
 
El ratio de la calidad de voz y la correspondencia con los valores de las 
escalas R y MOS se muestran en la siguiente tabla (Tabla 3.4). 
 
Tabla 3.4. Relación del Factor R y el parámetro MOS. 
 
Factor R Ratio de la calidad de voz MOS 
90< R <100 Excelente 4’34 – 4’50 
80< R <90 Buena 4’03 – 4’34 
70< R <80 Media 3’60 – 4’03 
60< R <70 Mediocre 3’10 – 3’60 
50< R <60 Mala 2’58 – 3’10 
 
 
3.3.2. Condiciones de uso del modelo E 
Existen algunas condiciones para las cuales debemos tener precaución cuando 
utilizamos el modelo E, ya que su correcto funcionamiento no ha sido 100% 
comprobado y sus predicciones de calidad han sido cuestionadas.  
 
Tabla 3.5. Condiciones que requieren precaución al usar el modelo E. 
 
Ejemplos de condiciones que requieren precaución cuando se utiliza el 
modelo E 
 Nivel global de los factores de degradación del equipo→ Los factores de 
degradación global son demasiado pesimistas, se incorpora un margen de 
seguridad oculto. 
Propiedad de aditividad global del modelo→No se ha comprobado de forma 
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satisfactoria que diferentes tipo de degradaciones sean aditivos en el factor R. 
Cobertura del efecto local de hablante→ El modelo E descarta algunos efectos 
de enmascaramiento que se producen en el efecto local del hablante, junto 
con el ruido de circuito, el ruido ambiente en el lado recepción y el eco para el 
hablante de retardo bajo (< 10 ms). 
Factor de mejora A → Hasta la fecha no se ha aclarado en qué condiciones 
deben aplicarse los valores del factor de mejora. 
Metodología para obtener los factores de degradación de equipos nuevos → 
Se deben buscar información en las recomendaciones Rec. UIT-T P.833 [6], 
Rec. UIT-T P.834 [7] y en la la Rec. P.862 [8]. 
Predicciones para diferentes tipos de ruido ambiente y diferentes 
conformaciones de frecuencia en el canal de comunicación, en el trayecto de 
efecto local y en el trayecto de eco. 
 
 
El algoritmo del modelo E ha sido evaluado y mejorado durante el periodo de 
Estudios 2001-2004. A continuación exponemos algunas de las condiciones 
para las que se ha mejorado actualizando la versión anterior. 
 
Tabla 3.6. Condiciones para las que se ha mejorado el modelo E. 
 
Condiciones para las que se ha mejorado el modelo E actualizando la 
versión anterior 
 
Efecto del ruido ambiente en el lado emisor 
 
Predicciones para la distorsión de cuantificación 
 
Predicciones para el funcionamiento del códec en condiciones de pérdida de 
paquetes aleatoria 
 




3.3.3. Material fuente del modelo E 
 
No encontramos ningún tipo de recomendación acerca de cómo debe ser el 
formato de las fuentes vocales (voces reales, ficheros …) que se introducen en 
cualquier dispositivo para poder evaluar su calidad mediante este método. Esta 
falta de información nos crea la incertidumbre de si los ficheros de audio en 
formato WAV sería adecuados para este algoritmo  y por tanto nunca 
podríamos asegurar que un resultado malo correspondiera a un bajo nivel da 
calidad en las comunicación. Podría ser consecuencia de una inapropiada 
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3.4. PESQ frente al  modelo E 
 
Después de haber analizado los dos fundamentales modelos de evaluación de 
calidad en la actualidad debemos seleccionar cual de ellos es el más adecuado 
para nuestro estudio. Esto nos ayudará a fijar otra etapa más de nuestro 
entorno global, dándola por cerrada con su apropiado funcionamiento. 
Analizando todo el conjunto de factores positivos y negativos de ambos 
evaluadores de calidad hemos determinado que el PESQ satisface mejor 
nuestras necesidades.   
 
Aún dando por bueno el algoritmo PESQ, encontramos en la recomendación P-
862 de la ITU (véase [7]) que este algoritmo no puede emplearse para 
remplazar pruebas subjetivas. La ITU (Internacional Telecommunications 
Union) remarca que la correlación entre las puntuaciones del PESQ y los 
resultados subjetivos MOS es del 93%, pero a su vez afirma que las medidas 
objetivas resultantes no proporcionan una amplia evaluación de la calidad de 
transmisión. Este hecho se debe a que el PESQ solo mide las distorsiones, el 
ruido y la calidad de voz en un único sentido de la comunicación, y a simple 
vista podríamos decir que no cumpliría las condiciones necesarias para poder 
evaluar un sistema de videoconferencia sobre UMTS, ya que es un sistema 
bidireccional. Pero nosotros, realmente buscamos un método que sea capaz de 
determinar como varía la calidad del sistema en función del modo de 
codificación utilizado, y no necesitamos una máxima precisión a la hora de 
determinar el valor numérico la calidad del sistema global(en ambos sentidos). 
Debemos especificar que estos deterioros de ecos, retardos, etc. debidos a la 
interacción bidirencional quedan reflejados en la el nivel de calidad obtenido 
por el Emodel. 
 
 Como hemos expuesto anteriormente PESQ realiza predicciones inexactas en 
algunas condiciones específicas, en las que el algoritmo no trabaja bien o que 
realmente aún no se han realizado las suficientes pruebas para poder 
validarlas. Todo este conjunto de condiciones se puede decir que son, en un 
primer plano, objetivo final de nuestro proyecto. 
 
A su favor también encontramos que, PESQ incluye en su 
recomendación(véase [7]) los ficheros WAV utilizados para comprobar el 
correcto funcionamiento del algoritmo. Estos serán nuestros ficheros originales 
sobre los que trabajaremos, encontrando innecesaria la conformación de unos 
nuevos. Este aspecto en el método del Emodel no está tratado, y no sabemos 
que formato deben seguir los ficheros aconsejados para una correcta 
predicción.  
 
PESQ es un método de predicción más sencillo que el Emodel. El valor de 
salida de éste primero es directamente un valor dentro de la escala MOS,  
mientras que Emodel nos da un valor R (factor de determinación de índices de 
transmisión). En este segundo algoritmo deberíamos incluir un proceso de 
conversión de factor R a nota MOS, para poder comparar nuestros resultados 
con otros obtenidos de estudios precedentes (véase [15] ). 
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Concluyendo, por lo tanto, seleccionaremos PESQ para nuestro proyecto, por 
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Capítulo 4: Sincronizador de archivos “Syncok2” 
 
4.1. Necesidad del Syncok2 
 
Habiendo hecho un análisis exhaustivo de los diferentes procedimientos de 
evaluación de calidad existentes en la actualidad (Capítulo 3), en este proyecto 
realizaremos el análisis mediante el PESQ, comparando el archivo  original de 
voz (obtenido de la fuente [7]) y el degradado, después de haber sido 
transmitido por la red.  
  
El método objetivo de la evaluación de la calidad vocal por percepción tiene en 
cuenta el filtrado, el retardo variable y las distorsiones cortas localizadas de los 
sistemas reales. Esto se realiza en varias etapas: alineación de tiempo, 
alineación del nivel a un nivel de escucha calibrado, y aplicación de escala 
compresiva de la sonoridad. PESQ, por lo tanto ya tiene incluido en su 
algoritmo un sincronizador de los dos ficheros en tiempo y un ajustador de 
nivel.  
 
Demostramos que realmente es así evaluando la calidad de un fichero de audio 
(dg164.wav) codificado mediante los diferentes modos del AMR y enviado a 
través de la aplicación RAT. Primeramente únicamente utilizamos el PESQ, 
pero a continuación le añadimos el sincronizador y el ajuste de potencia. 
 
 
Tabla 4.1 Evaluación de QoS del fichero dg164.wav 
 
 PESQ PESQ+Sincronizador PESQ+Sincronizador+Ajuste 
Modo AMR Archivo MOS 1 Archivo MOS 2 Archivo MOS 3 
M1 W0 3,886 w0s 3,998 w0s2 3,998 
M2 W1 3,970 w1s 3,998 w1s2 3,998 
M3 W2 3,972 w2s 3,998 w2s2 3,998 
M4 W3 3,897 w3s 3,998 w3s2 3,998 
M5 W4 3,949 w4s 3,998 w4s2 3,998 
M6 W5 3,976 w5s 3,998 w5s2 3,998 
M7 W6 3,986 w6s 4,006 w6s2 4,006 
M8 W7 3,972 w7s 3,998 w7s2 3,998 
   
 
   
Observamos que las notas MOS 2 son un minuciosamente superiores a las 
MOS 1, lo que quiere decir es que, nuestro sincronizador contribuye, por poco 
que sea, a que esa alineación en tiempo sea del todo precisa. Los valores de 
MOS 2 y MOS 3 son exactamente iguales, por lo que el ajuste de potencia que 
realiza el PESQ por si solo ya es suficientemente  bueno. 
 
  
Entones, ¿por qué necesitamos un complemento adicional de estos 
tratamientos de la señal?¿por qué alineamos la señal en tiempo y nivel de 
potencia antes tratarla mediante el PESQ? 
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Esta etapa previa añadida tiene la finalidad de poder calibrar aquellos valores 
de retardo inicial que somos capaces de alinear, y a su vez complementar las 
correcciones, aplicadas por el PESQ, que no son óptimas del todo. 
 
 Para hacer esta etapa previa hemos implementado una aplicación llamada 
“Syncok2”. Ésta no parte de cero, sino que se basa en otra aplicación 
precedente llamada Syncok realizada por dos proyectistas de cursos 
anteriores. La realización de algunas pruebas y el consecuente análisis de sus 
resultados nos indicó que debíamos mejorar el código existente, ya que aquella 
sincronización nos hacía empeorar la calidad del audio, en lugar de mejorarla. 
También hemos añadido nuevas funciones a Syncok, como es el ajuste de 
nivel antes nombrado. 
 
 
4.2. Formato de archivos WAV 
 
Debido a que el RAT reproduce y grava archivos de audio en formato WAV 
debemos estudiar como están definidos para poder trabajar con ellos. 
 
El formato de archivos WAV es un apartado dentro de las especificaciones de 
Microsoft RIFF para el almacenamiento de ficheros multimedia. Un archivo 
RIFF está formado por una cabecera y una secuencia de data chunks. Un 
chunk está constituido por un capo de código de 4 bites, un campo de longitud 
también de 4 bytes y un campo de datos opcionales. La longitud corresponde 
con el espacio que ocupan las dadas opcionales. El campo de código indica de 
qué tipo son los datos contenidos. Algunos chunks se pueden dividir en 
subchunks.    
 
 Un fichero WAV es simplemente un fichero RIFF (Resource Interchange File 
Format) con un único "WAVE" chunk que consiste en dos sub-chunks: el "fmt" 
chunk que especifica el formato de los datos y el "data" chunk que contiene las 
muestras de datos y el tamaño que ocupan estos datos. 
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Fig. 4.1 Estructura de un fichero WAV 
 
 
La cabecera y todo el fichero en general están compuestos por datos en 
formato binario de diferentes características, y por ello hemos considerado 
apropiado implementar  nuestra propia librería para poder leer datos de 
diferentes tipos. 
 
A continuación mostramos una imagen del programa KHexEdit que nos ha 
ayudado a abrir los archivos en formato binario para poder analizar cada uno 






Describe el formato de la 
información de audio 
contenida en el data sub-
“data” dub-chunk 
Indica el tamaño de la 
información de audio y 
contiene las muestras de 
los datos. 
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 La cabecera de un fichero wav se puede dividir en los siguientes campos: 
 
Tabla 4.2. Campos de la cabecera de un fichero WAV. 
 
Campo Bytes Formato Contenido 
1 0…3 str4 Contiene las letras “RIFF” en ASCII 
2 4….7 int4 Total de bytes del archivo menos 8 
3 8…15 str4 Contiene la espresión “WAVEfmt” 
4 16…19 int4 16 para formato PCM 
5 20…21 int2 1 para formato PCM 
6 22…23 int2 Número de canales 
7 24…27 int4 Frecuencia de muestreo 
8 28…31 int4 Bytes por segundo 
9 32…33 int2 Bytes por captura 
10 34…35 int2 Bits por muestra 
11 36…39 str4 Contiene la palabra“data” 
12 40…43 int4 Bytes del campo de datos 
 
 
El campo 4 y 5 deben contener el valor 16 y 1 respectivamente siempre que el 
formato de los muestras sean PCM (pulse code modulation)y no apliquemos 
ningún tipo de compresión en los datos. 
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El sexto campo nos indica si el fichero WAV está en formato mono o estéreo. 
Los archivos WAV de un único canal, las muestras se almacenan 
consecutivamente. Para archivos en estéreo, el cabal 0 representa el canal 
izquierdo,  y el canal 1 representa el canal derecho. Para ficheros de múltiples 
canales, las muestras están intercaladas. 
 
La frecuencia de muestreo (8000, 44100 muestras/s,…) está directamente 
relacionada con los Bytes por segundo del siguiente modo: 
 
 




Los Bytes por captura, es decir, el número total de bytes que representan cada 
muestra sumando la de todos los canales que existan en el fichero, se calculan 
de la siguiente manera: nºcanales*(Bits/muestra)/8 
 
El campo de Bits por muestras (8,16…) especifica el número de bits de datos 
utilizados para representar cada muestra del canal. Si hay múltiples canales, el 
tamaño de las muestras es el mismo para cada canal. 
    
En Syncok2 simplemente leemos de la cabecera aquellos datos que  nos 
proporcionan información útil para poder seguir avanzando en el algoritmo de 
sincronización: número de bytes totales del fichero, número de bytes del campo 
de datos, número de canales, frecuencia de muestreo, número de bytes por 
captura y el número de bits por muestra.  
 
4.2.1. Consideraciones a tener en cuenta 
 
Por defecto, se asume que los ficheros de datos WAVE basan su ordenación 
de bit little-endian. Los archivos que se escriben siguiendo un esquema de 
ordenación de bit big-endian van encabezados por el indicador RIFX en lugar 
de RIFF. En "sincok2" hemos tenido en cuenta simplemente aquellos ficheros 
que contienen el campo RIFF, devolviendo mensaje de error en caso de 
encontrar cualquier otro tipo de fichero. 
 
La muestras de 8 bits se almacenan como unsigned bytes, con rango desde 0 
hasta 255 (0xFF) y valor medio 128 (0x80). Las muestras de 16 bits se 
almacenan como signed integers de complemento a 2, con rango desde -32768 
(-0x8000) hasta 32767 (0x7FFF) y valor medio 0. 
. 
4.3. Algoritmo de Syncok2 
 
La idea básica de sincronización de dos archivos es hacer coincidir las 
posiciones de las muestras que teóricamente son análogas en ambos. 
Eliminamos las muestras iniciales silenciadas del fichero degradado y 
recortamos las muestras finales sobrantes. De esta forma evitaremos que se 
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introduzcan ruidos indeseados durante estos espacios de tiempo que pudieran 
provocar posibles errores de cálculo.  
La comanda para poder arrancar la aplicación es la siguiente: 
 
 Sincronizador  “original.wav” “degradado.wav” “salida.wav” 
 






Fig. 4.3 Etapas del algoritmo Syncok2. 
  
El proceso de captura de datos de la cabecera del fichero original y el 
degradado es uno de los más importantes, ya que aquí encontraremos la 
información necesaria para poder determinar el formato de los datos de dichos 
ficheros WAV.  Sabiendo si el fichero en cuestión es mono o estéreo (un o dos 
canales), el número de bits que conforman cada muestra, el número de 
muestras totales, etc., podremos desglosar la totalidad de valores binarios de 
estos ficheros para poder interpretarlos de forma correcta. 
 
Apertura degradado.wav 
Carga estructura degrad 
 Apertura original.wav 
 Lectura                 
de datos  
Carga  estructura  orig 
   Correlación 
Sincronización 





 Lectura                 
de datos  




canal izq. canal der. canal der. canal izq. 
Sincronización 
Ajuste de nivel 
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Una vez captada toda esta información y habiéndola cargada en las 
respectivas estructuras del tipo Tarchivo, el resto de acciones se basan en 
algoritmos matemáticos sobre vectores llenos de datos. Concretar que estos 
vectores serán de tipo short, cuando tengamos 2 bytes por muestra, o de tipo 
char, cuando simplemente dispongamos la información de cada muestra en 
una única posición de byte. 
 
Debemos escoger algún criterio a la hora de sincronizar un fichero con dos 
canales de datos (estéreo), ya en el caso de que los dos fueran diferentes 
estos no podrían quedar sincronizados. La sincronización de los dos archivos 
se realiza siempre en concordancia a las muestras del canal izquierdo de cada 
fichero, que es el canal existente cuando el archivo WAV es mono. 
Normalmente el canal derecho e izquierdo suelen ir muy a la par y si 
conseguimos sincronizar uno, el otro también lo podemos considerar alineado 
en tiempo. 
 
El Syncok2, además realiza un ajuste de nivel que complementa al que 
posteriormente será aplicado por el programa PESQ. Este ajuste de nivel 
procurará que las señales tengan un nivel de señal similar, realizando una 
ponderación entre la potencia media de ambas seña.  
 
Finalmente hemos necesitado añadir también un procedimiento que calcula el 
error cuadrático medio, para poder ver como son de parecidos el fichero de 
entrada (original.wav) y el de salida (salida.wav). Esta última etapa de nuestro 
código Syncok2 se ha añadido a posteriori, después de haber extraído los 
primeros resultados y observado que éstos no son los esperados. Todo el 
conjunto de pruebas realizadas y sus consecuentes resultados para poder 
encontrar en que punto del proceso se está cometiendo el error se detallan en 
el Capítulo 5. 
 
 
4.4. Caracterización de Syncok 2 
 
Una vez finalizado el código comprobamos si su funcionamiento es correcto en 
todas las hipotéticas circunstancias planteadas. Al no ser así, hemos 
caracterizado aquellos márgenes de valores en los que nuestro sincronizador 
no realizará una corrección correcta del retardo temporal.  
 
Para poder realizar todo este conjunto de pruebas  añadimos ruido artificial 
modificando sus proporciones mediante la variable σ [0 -1] y retardos al inicio y 
al final de fichero WAV.  Estos últimos simplemente consisten en concatenar 
unos vectores formados por muestras de valor 0, del tamaño introducido 
mediante la interfaz de interacción con el usuario de Syncok2. El ruido se 
consigue mediante la función (mrand48) de la librería <stdlib.h> que genera 
una distribución uniforme pseudo aleatoria. 
 
RUIDO =   σ * mrand48 () 
(4.2) 
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En syncok2 encontramos diversos factores que influirán en el proceso de la 
sincronización correcta como son: la ventana de correlación de ambos ficheros, 
el nivel de ruido aplicado (σ), los retardos iniciales y finales añadidos de forma 
artificial y el fichero original escogido. Hemos considerado que el fichero 
or145.wav es apropiado para completar con éxito todas las comprobaciones. 
 
Inicialmente fijamos la ventana de correlación a 256 muestras y  un valor de 




Tabla 4.3 Caracterización de la corrección del retardo inicial del Syncok2. 
 
 
Fijamos el retardo inicial a 2s y como hemos comprobado antes, la 
sincronización será correcta. Mantendremos constante también la ventana de 
correlación (256 muestras) e iremos incrementando el valor de  σ [0-1] hasta 
encontrar el punto en que el nivel de ruido enmascare totalmente la señal, 











Nivel de ruido 
(sigma) Ventana de correlación Retardo inicial corregido Sincronización 
0 0 256 Ya sincronizados  (0.00) Correcta 
0,5 0 256 0,5 Correcta 
1 0 256 1 Correcta 
1,5 0 256 1,5 Correcta 
2 0 256 2 Correcta 
2,5 0 256 2,5 Correcta 
3 0 256 3 Correcta 
3,5 0 256 3,5 Correcta 
4 0 256 4 Correcta 
4,5 0 256 4,5 Correcta 
5 0 256 5 Correcta 
5,5 0 256 5,5 Correcta 
6 0 256 5,9135 Incorrecta 
6,5 0 256 5,328125 Incorrecta 
7 0 256 5,828125 Incorrecta 
7,5 0 256 6,328125 Incorrecta 
8 0 256 6,828125 Incorrecta 
8,5 0 256  No correlados (0.00) Incorrecta 
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Tabla 4.4 Caracterización del nivel de ruido aplicable en el Syncok2. 
 
 
Finalmente solo nos quedará determinar a partir de que longitud de ventana 
seremos capaces de encontrar el punto de máxima correlación entre ficheros y 
por lo tanto, la correcta sincronización. El valor del retardo inicial, lo 
mantenemos a 2s y el ruido a 0.1.   
 
 











2 0,001 256 2 Correcta 
2 0,01 256 2 Correcta 
2 0,1 256 2 Correcta 
2 0,2 256 2 Correcta 
2 0,3 256 2 Correcta 
2 0,4 256 2 Correcta 
2 0,5 256 2 Correcta 
2 0,6 256 2 Correcta 
2 0,7 256 2 Correcta 
2 0,8 256 2 Correcta 
2 0,9 256 0,537375 Incorrecta 
2 1 256 0,537375 Incorrecta 
Retardo 
delantero(s) 
Nivel de ruido 
(sigma) 
Ventana de 
correlación Retardo inicial corregido Sincronización 
2 0,1 0 No correlados (0.00) Incorrecta 
2 0,1 1 3,292625 Incorrecta 
2 0,1 2 3,29275 Incorrecta 
2 0,1 4 2,00525 Incorrecta 
2 0,1 8 2,00525 Incorrecta 
2 0,1 16 2,00525 Incorrecta 
2 0,1 32 2 Correcta 
2 0,1 64 2 Correcta 
2 0,1 128 2 Correcta 
2 0,1 256 2 Correcta 
2 0,1 512 2 Correcta 
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Concluimos, por lo tanto, que nuestro sincronizador funcionará correctamente 
cuando nuestro fichero original tenga un nivel de ruido inferior a 0.9 y un 
retardo inicial situado por debajo de los 6 s de duración, tiempo suficiente de 
reacción para activar la opción REC de la aplicación RAT. Por lo que respecta 
al retardo final, no encontramos restricciones, Syncok2 es capaz de corregirlos 
siempre, independientemente del fichero de entrada y por muy largo que éste 
sea. Un ventana de correlación excesivamente pequeña (inferior a 32) 
provocará una correlación errónea, y una ventana con excesivas muestras 
(1024 o más) causará un retardo en el cálculo considerable, debido al gran 
volumen de cálculo recursivo. No debemos olvidar que esta última variable, 
depende directamente del fichero de entrada, de las características de las 
muestras que en él encontremos, y por lo tanto las consideraciones antes 
nombradas simplemente se cumplirán cuando se correspondan con el fichero 
or145.wav o similares. 
 
Pero claro está, no podemos tener archivadas una caracterización de Syncok2 
diferente para cada fichero de entrada, considerándolo un proceso costoso y 
poco productivo. Por lo tanto, aún provocando un retardo en el cálculo de la 
correlación, fijaremos siempre inicialmente una ventana de 1024 pudiendo 
aumentar su valor si no hemos conseguido el sincronismo entre ambas 
señales. 
     
Para poder comprobar si realmente el retardo inicial está corregido nos hemos 
ayudado de la aplicación de audio Audacity Audio Editor. A continuación 
mostramos unas imágenes de dicha implementación con el fichero or145.wav 

















Fig. 4.6 Fichero sincronizado k8.wav. 
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Nuestras medidas se basan en el proceso simple de enviar un fichero desde un 
ordenador a otro sin  provocar ninguna perdida de paquetes. Éstas tenían 
como objetivo obtener unos valores de MOS y contrastarlos con los valores 
proporcionados en un estudio anterior, realizado por el grupo SQSG (Speech 
Quality Strategy Group) (véase [17]). 
 
  
Tabla 5.1 Valores obtenidos del estudio realizado por SQSG. 
 
Codec AMR Nota MOS 
12,2 kbps 4,01 
10,2 kbps 4,06 
7,95 kbps 3,91 
7,40 kbps 3,83 
6,70 kbps 3,77 
5,90 kbps 3,72 
5’15 kbps 3,50 
4’75 kbps 3,50 
 
 
Este tipo de estudios se utilizan para estudiar posibles estrategias para 
la mejora continua de las comunicaciones extremo a extremo. 
 
La organización de este capítulo se basará en el seguimiento de todas 
las pruebas realizadas sobre el procedimiento ya existente, y el análisis de 




5.2. Ruido de fondo. 
 
El ruido de fondo en un gran nivel puede afectar muy negativamente a la 
calidad final de las telecomunicaciones, provocando unas notas MOS 
excesivamente bajas. Obtenemos comunicaciones ininteligibles e incómodas 
para el oyente. Unas primeras medidas las realizamos utilizando como archivo 
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Tabla 5.2 Percepción de calidad con ruido de fondo mediante el archivo 
dg105.wav 
 
Archivo WAV MOS sin Syncok MOS con Syncok 
M1 1,130 1,750 
M2 1,240 1,045 
M3 ------- 1,403 
M4 1,194 2,992 
M5 1,389 0,848 
M6 1,041 1,461 
M7 1,142 1,878 
M8 1,028 0,837 
 
 Estos valores están muy lejos de los esperados,  y debemos aislar el 
factor de ruido de nuestro estudio, por no ser uno de los objetivos de éste. 
Sencillamente reemplazamos aquellas máquinas, por otras que no se vean 
afectadas por este ruido. Aún así, también podemos observar otra peculiaridad 
en estos números. En algunos casos (M2, M5, M8) la calidad empeora cuando 
añadimos la etapa de sincronización (Syncok). Esto es algo incongruente, ya 
que el principal objetivo de este es ayudar a alinear los ficheros en tiempo. 
Repitiendo más pruebas del mismo estilo, para estar completamente seguros 
de que su función no es del todo correcta, decidimos mejorar una nueva 
aplicación (Syncok2) que la sustituya. Syncok2 es estudiada detalladamente en 
el Capítulo 4.  
 
 
5.3. Nivel de calidad en recepción 
 
Una vez descartadas todas las interferencias que provenían del ruido de fondo 
de las anteriores máquinas, y aplicando la etapa nueva de sincronización 
Syncok2, encontramos los siguientes resultados. 
 
 
 Tabla 5.3 Fichero dg164.wav  
Ventana de correlación 1024 
 
 Sin utilizar sincronizador Utilizando sincronizador  Sincronizador +ajuste nivel 
Modo AMR Archivo MOS1 Archivo  MOS2 T  corregido Archivo  MOS3 
M1 W0 3,886 w0s 3,998 2,482125 w0s2 3,998 
M2 W1 3,970 w1s 3,998 1,222875 w1s2 3,998 
M3 W2 3,972 w2s 3,998 1,302875 w2s2 3,998 
M4 W3 3,897 w3s 3,998 1,076125 w3s2 3,998 
M5 W4 3,949 w4s 3,998 0,966875 w4s2 3,998 
M6 W5 3,976 w5s 3,998 1,350875 w5s2 3,998 
M7 W6 3,986 w6s 4,006 0,790375 w6s2 4,006 
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Tabla 5.4 Fichero u_af1s01.wav    
Ventana de correlación 1024 
 
 Sin utilizar sincronizador Utilizando sincronizador  Sincronizador +ajuste nivel 
Modo AMR Archivo MOS1 Archivo  MOS2 T  corregido Archivo  MOS3 
M1 Z0 2,720 z0s 2,787 0,27275 z0s2 2,787 
M2 Z1 2,642 z1s 2,702 0,20075 z1s2 2,702 
M3 Z2 2,656 z2s -------------- No correlados z2s2 -------------- 
M4 Z3 2,768 z3s 2,824 0,08088 z3s2 2,824 
M5 Z4 2,772 z4s 2,833 0,16088 z4s2 2,833 
M6 Z5 2,633 z5s 2,702 0,50475 z5s2 2,702 
M7 Z6 2,622 z6s 2,705 0,80875 z6s2 2,705 




Tabla 5.5 Fichero u_am1s02b1c9.wav 
Ventana de correlación 1024 
 
 Sin utilizar sincronizador Utilizando sincronizador  Sincronizador +ajuste nivel 
Modo AMR Archivo MOS1 Archivo  MOS2 T  corregido Archivo  MOS3 
M1 Y0 3,089 y0s -------------- No correlados y0s2 -------------- 
M2 Y1 3,068 y1s 3,140 0,764750 y1s2 3,140 
M3 Y2 3,046 y2s 3,118 0,412750 y2s2 3,118 
M4 Y3 3,085 y3s -------------- No correlados y3s2 -------------- 
M5 Y4 3,068 y4s -------------- No correlados y4s2 -------------- 
M6 Y5 3,052 y5s 3,118 0,172750 y5s2 3,118 
M7 Y6 3,077 y6s 3,140 0,604750 y6s2 3,140 
M8 Y7 3,056 y7s 3,122 0,284750 y7s2 3,122 
 
    
 
Tabla 5.6 Fichero or134.wav   
Ventana de correlación 256 
 
 Sin utilizar sincronizador Utilizando sincronizador  Sincronizador +ajuste nivel 
Modo AMR Archivo MOS1 Archivo  MOS2 T  corregido Archivo  MOS3 
M1 c8 3,859 d8 3,884 1,124250 d8s 3,884 
M2 c7 3,854 d7 3,884 1,025625 d7s 3,884 
M3 c6 3,856 d6 3,883 0,934875 d6s 3,883 
M4 c5 3,855 d5 3,884 0,797625 d5s 3,884 
M5 c4 3,858 d4 3,884 1,100125 d4s 3,884 
M6 c3 3,859 d3 3,884 0,978375 d3s 3,884 
M7 c2 3,581 d2 3,883 1,166500 d2s 3,883 
M8 c1 3,858 d1 3,884 1,004625 d1s 3,884 
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Tabla 5.7 Fichero or145.wav  
Ventana de correlación 256 
 
 Sin utilizar sincronizador Utilizando sincronizador  Sincronizador +ajuste nivel 
Modo AMR Archivo MOS1 Archivo  MOS2 T  corregido Archivo  MOS3 
M1 a8 3,339 k8 3,372 1,124250 k8s 3,372 
M2 a7 3,332 k7 3,372 1,025625 k7s 3,372 
M3 a6 3,334 k6 3,372 0,934875 k6s 3,372 
M4 a5 3,338 k5 3,372 0,797625 k5s 3,372 
M5 a4 3,338 k4 3,372 1,100125 k4s 3,372 
M6 a3 3,340 k3 3,372 0,978375 k3s 3,372 
M7 a2 3,330 k2 3,372 1,166500 k2s 3,372 






























Fig. 5.1 Percepción de calidad antes de la etapa del sincronizador “Syncok2”. 
 
En los ficheros or134.wav y or145.wav, debido al nivel de sus muestras, no es 
necesario utilizar una ventana de correlación demasiado grande (256 muestras) 
para poder sincronizar los archivos de todos y cada uno de los modos del AMR. 
En cambio en u_af1s01.wav y u_am1s02b1c9.wav  por más que aumentemos 
el tamaño de la ventana de correlación o encontramos que somos incapaces 
de sincronizar algunos de los archivos WAV. Estos dos últimos ficheros tienen 
un nivel de voz bastante bajo, y al algoritmo le es imposible diferenciar un valor 
de potencia máximo, y hallar la correlación entre muestras. 
 
La nota MOS que se obtiene aplicándole el ajuste de nivel, que se incluye en el 
mismo Syncok2, coincide con la que conseguimos sin añadirle esta última 
etapa. Como ya hemos detallado en el capítulo 4, esto se debe a que el PESQ 
ya tiene una etapa de alineación de nivel, y la nuestra no es capaz de provocar 
ninguna mejora.  
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La etapa de sincronización sí que nos proporciona mejoras respecto a la 
alineación que realiza el PESQ, por minuciosas que éstas sean. Las notas 
MOS1 muestran muy poca variabilidad respecto al modo de codificación 
utilizado, algo, que no se asemeja a lo esperado. Si utilizamos una tasa de 
codificación más elevada, esto implicaría directamente una mejora en la 
calidad, ya que se utilizan más bits para transmitir la misma información. Las 
notas MOS2 denotan una propiedad muy característica, toman valores 
constantes en los ficheros dg164.wav, or134.wav y or 145.wav.  
 
Ninguna de las notas MOS obtenidas, en los diferentes puntos de proceso de 
evaluación de calidad coincide con los valores que consiguieron obtener en el 
estudio del grupo SQSG, detalladas en la introducción del capítulo. Debemos 
por lo tanto analizar estos valores, e intentar deducir a que se debe tal error. 
 
 
5.4. Semejanza entre ficheros 
 
 
Una primera aproximación a este problema sería analizar si falla la etapa de 
evaluación de calidad y de si realmente los ficheros que introducimos a la 
entrada como original.wav y degradado.wav son tan similares o tan diferentes 
como aparentan ser. El algoritmo básico del PESQ, más detallado en el 
capítulo 3, consiste en una comparación de dos ficheros WAV, dando una nota 
mayor o menor en función a como se asemejan. Si estos dos ficheros 
(original.wav y degradado.wav) son muy parecidos querrá decir que la calidad 
de las comunicaciones es muy buena, que el mensaje que llega a recepción 
casi no ha sido degradado, y que por lo tanto, la nota MOS que nos devolvería 
el PESQ sería elevada. 
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Simplemente, como intento de medir cuanto se parecen dos ficheros 
realizamos una nueva función en nuestro código del Syncok2 que será capaz 
de calcularnos el error cuadrático medio de éstos. Esta parte de la aplicación 
nos indicará si realmente los archivos degradados obtenidos de los diferentes 
modos mantienen el mismo nivel semejanza entre ellos o no, o lo que es lo 
mismo, el mismo nivel de calidad.  
 
 
Utilizando como fichero original dg164.wav y codificando en diferentes modos y 
tipos de códigos encontramos lo siguiente: 
 
 
Tabla 5.8 Error cuadrático medio del fichero dg164.wav 
 
Codificación Degradado.wav Nota MOS Error cuadrático 
AMR M1 w0s2 3,998 1,569365 
AMR M2 w1s2 3,998 1,569388 
AMR M3 w2s2 3,998 1,569414 
AMR M4 w3s2 3,998 1,569365 
AMR M5 w4s2 3,998 1,569414 
AMR M6 w5s2 3,998 1,569388 
AMR M7 w6s2 4,006 1,580282 
AMR M8 w7s2 3,998 1,569388 
G726-40 w8s2 4,444 0,192539 
G726-32 w9s2 3,563 5,224038 
G726-16 w10s2 3,480 1,164265 
GSM w11s2 3,998 1,569391 
 
 
Si el valor del campo de error cuadrático es muy grande, querrá decir que los 
archivos son bastante diferentes, y por lo tanto la nota MOS será pequeña. Son 
inversamente proporcionales. Unas pruebas nos ha hecho corroborar que si el 
error cuadrático es 0,00000 el valor de Nota MOS corresponde con la máxima 
(4,5). Esto corresponde con la evaluación de un fichero consigo mismo, es 
decir, con dos ficheros de semejanza máxima.  
 
Observando la tabla de valores (Tabla 5.8), podemos deducir que el PESQ 
funciona correctamente. Para un mismo error cuadrático siempre encontramos 
una nota MOS de valor constante. Si el error varía también variará la nota 
MOS. 
 
Habiendo validado el funcionamiento del PESQ, solo nos queda decantarnos 
por el codificador del AMR integrado en la aplicación RAT. Algo podemos intuir 
en las pruebas realizadas ya que al utilizar códigos que no son AMR varía el 
valor de nivel de percepción de calidad. 
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Fig. 5.3 Nivel del QoS del fichero dg164.wav aplicando diferentes codificadores 
 
 
Los valores de nota MOS de todos los modos de funcionamiento del codificador 
AMR toman un valor constante, mientras que si utilizamos otros códigos 
independientes del AMR encontramos una cierta variabilidad entre ellos. Algo 
erróneo según lo estudiado en el Capítulo 1. 
  
 
5.5. Codificador AMR integrado en la aplicación RAT 
 
Todo parece indicar que el codificador integrado en la aplicación RAT por otros 
proyectistas anteriores no funciona correctamente.  Una variación en la tasa de 
emisión debe provocar inevitablemente modificaciones en el nivel de calidad de 
las comunicaciones recibidas.  
 
Para poder confirmar esta idea utilizamos el analizador de redes Ethereal para 
poder hacer capturas de las proporciones del tráfico recibido en la máquina 
oyente. Las capturas se realizan sobre la interfície “eth2”, porque es la que 
utilizamos para comunicar los dos ordenadores y aplicaremos un filtro para que 
nos descarte todos aquellos paquetes que no sean del tipo UDP y viajen a 
través del puerto 10000. Realizamos capturas de los modos más extremos del 
codificador AMR, modo 1 (4’75 kbps) y modo 8 (12’2 kbps), y además de otro 
código, ya existente por defecto en RAT, como es el GSM (13’2 kbps). De esta 
forma podremos diferenciar si el mal funcionamiento depende del codificador 
AMR únicamente o si se puede extender a toda la etapa de codificación del 
RAT. 
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Tabla 5.9 Capturas del Ethereal. 
 
 AMR- 0 AMR- 8 GSM 
Longitud del paquete  90 bytes 147 bytes 153 bytes 
Longitud de los datos 48 bytes 105 bytes 111 bytes 
Media de la tasa capturada 38 kbps 53 kbps 13 kbps 
Tasa teórica  4,75 kbps 12,2 kbps 13,2 kbps 
 
  
El valor medio de la tasa capturada se obtiene del resumen de unos valores 
estadísticos que calcula el programa Ethereal ( Statistics → Summary ). El 
codificador AMR codifica, ya que genera paquetes de diferentes longitudes en 
función al modo seleccionado, pero no consigue la tasa específica de cada uno 
de ellos. Observamos que el código GSM sí que consigue una tasa bastante 
similar a la esperada y  reducimos a codificadores erróneas, las que entrega el 
codificador AMR integrado en la aplicación RAT. La idea es que en futuros 
estudios sobre este proyecto sea posible corregir esta parte. 
 
   
 
 
Fig. 5.1 Captura mediante Ethereal aplicando la codificación del AMR en M0. 
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Conclusiones 
 
El estudio sobre la percepción de QoS de la parte de audio en un sistema de 
videoconferencia ha sido exhaustivo y minucioso. Después de  obtener, 
mediante el PESQ, el nivel de calidad en el conjunto global del sistema y 
analizar que este no se encontraba en la escala de lo esperado, se ha 
evaluado cada una de las etapas por separado.   
 
El análisis dividido del sistema de audio y el incluir de forma secuencial todas y 
cada una de las aplicaciones hizo, en un momento clave del transcurso del 
proyecto, cambiar el rumbo de éste. El objetivo final ya no era la optimización 
de la comunicación sobre el demostrados UMTS, sino que se convertiría en un 
análisis de todo aquello que ya estaba implementado, por otros proyectistas 
anteriores, intentando encontrar cual es el elemento que provoca el error. 
 
Durante este sinuoso camino de evaluación de calidad hemos tenido que 
perfeccionar algunas aplicaciones ya implementadas, ya que los incongruentes 
resultados nos demostraban que su funcionamiento no era bueno.  Un claro 
ejemplo sería el Syncok2, sustituyendo al anterior Syncok.  
 
Los valores MOS (Mean Opinion Store), que calcula el PESQ, son los que nos 
han servido como base para analizar cuanto degradaba una aplicación u otra. 
Medidas antes y después del sincronizador, ajustes del nivel de potencia  y 
variaciones entre una amplia diversidad de códigos nos han concluido en un 
gran número de resultados, pudiendo reducir el problema (véase Capítulo 5) al 
incorrecto funcionamiento de codificador AMR implementado sobre la 
aplicación RAT.  
 
Por lo tanto, una línea de estudio que queda abierta es la corrección de este 
código ya implementado para ser capaces de obtener las tasas de codificación 
adecuadas al cambiar de modo del AMR: 4’75 kbps (modo 0), 5’15 kbps (modo 
1), 5’90 kbps (modo 2), etc.  
 
Desde el punto de vista medioambiental este proyecto no tiene repercusiones 
relevantes. Nosotros hemos implementado una aplicación software llamada 
“Syncok2” que no genera degradación al medio ambiente, ya que los recursos 
que utiliza son mínimos. Mediante la utilización de PESQ ahorramos, la 
realización de las pruebas subjetivas con grandes grupos de personas. Así 
evitamos el desplazamiento de éstas, y el montaje de las infraestructuras 
necesarias para poder realizar el proceso. El estudio global de percepción de 
QoS en un demostrados UMTS nos ayudará a poder optimizar los recursos, 
objetivo que en un principio se intentaba conseguir, y así reducir el gasto de 
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Capítulo 6: Código Syncok2  
 
El código de Syncok2 es un algoritmo secuencial, donde cada etapa 
independiente guarda una estrecha relación con la anterior y la posterior. 
Algunas de las funciones o etapas que encontramos pueden ser comentadas 
para evitar que se ejecuten, ya que no son imprescindibles en el proceso de 
sincronización, como por ejemplo el ajuste de nivel, la comprobación de 
funcionamiento, etc. 
 
Hemos dejado comentadas unas líneas de código alternativas para poder 
trabajar con memoria dinámica, haciendo así un código más eficiente: reserva 











# define KB      48000 





  short bits_sample;             //bits por muestra 
  short bytes_capture;           //bytes por captura 
  short n_canal;                 //numero de canales 
  int size_bytes;                //longitud total del archivo: 
cabecera+datos 
  int size_data;                 //longitud del campo de datos 
del archivo 
  int size_samples;              //numero de muestras en el 
campo de datos 
  int frec_muestreo;             //frecuencia de muestreo 
  signed char data8PCM[SIZE];    //estructura de almacenamiento 
si tenemos 1bit/muestra 
  signed short data16PCM[SIZE];  //estructura de almacenamiento 
si tenemos 2bits/muestra 
  signed short *data_i;          //estructura de almacenamiento 
del canal izquierdo 
  signed short *data_d;          //estructura de almacenamiento 
del canal derecho 
  }Tarchivo; 
 
 
    
//Funcion que busca en el fichero WAV la cadena de caracteres 
RIFF, devolviendo -1 
//si no la encuentra, -2 si se produce unm error de lectura, o 
su posicion en cualquier otro caso. 
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//Esta funcion nos ayudara a descartar aquellos no no sean 
RIFF(RIFX).  
int lee_RIFF(FILE* fp) 
{ 
  long size; 
  char ini_cab[4]; 
  int i,pos,err; 
  char *RIFF="RIFF"; 
 
  fseek (fp , 0 , SEEK_END); 
  size = ftell (fp); 
  printf("size %ld\n", size); 
  rewind (fp); 
 
  for (i=0; i<size-4; i++) 
  { 
    fseek (fp, 0 , SEEK_SET); 
    pos=ftell(fp); 
     
    err=fread (ini_cab,1,4,fp); 
    if(err!=4)return -2; 
    if((ini_cab[0]==RIFF[0]) && (ini_cab[1]==RIFF[1]) && 
(ini_cab[2]==RIFF[2]) && (ini_cab[3]==RIFF[3])) 
    { 
      return pos; 
    } 
  } 




//Funcion que lee los 44 bytes de la cabecera en su totalidad y 
los almacena en un vector 
//dinamico. No interpreta ningn campo y simplemente se utiliza 
para poder transcribirlos 
//directamente en el archivo de salida, que tendr la misma 
cabecera que el original. 
int obten_44bytes(FILE* fp,char *cabecera, int riff) 
{ 
  int pos,i,err; 
 
  pos=riff; 
  fseek (fp, pos , SEEK_SET); 
  pos=ftell(fp); 
  printf("POS= %d\n",pos); 
 
 
 // cabecera=(char *)malloc(44*sizeof(char)); 
  err=fread (cabecera,1,44,fp); 
  if(err!=44) {printf("Error al leer los datos.\n");return -1;} 
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//Funcion que utilizaremos para leer e interpretar todos los 
campo del fichero WAV, 
//la cabecera y las muetsras de datos de audio.Printea por 
pantalla los campos leidos 
//de la cabecera,para que el usuario sea conocedor y participe 
del proceso. 
int obten_fichero(FILE* fp,Tarchivo* a, int riff) 
{ 
 
  int pos,err,i; 
   
//numero de bytes totales del fichero wav 
 pos=riff+4; 
 fseek (fp, pos , SEEK_SET); 
 pos=ftell(fp); 
 
 printf("POS= %d\n",pos); 
 err=fread (&(a->size_bytes),4,1,fp); 









//bytes por captura 
 pos=riff+32; 
 fseek (fp, pos , SEEK_SET); 
 pos=ftell(fp); 
 
 printf("POS= %d\n",pos); 
 err=fread (&(a->bytes_capture),2,1,fp); 








//bits por muestra 
 pos=riff+34; 
 fseek (fp, pos , SEEK_SET); 
 pos=ftell(fp); 
 
 printf("POS= %d\n",pos); 
 err=fread (&(a->bits_sample),2,1,fp); 




 printf("bits por muestra= %hd\n",a->bits_sample); 
 fflush(stdout); 
 } 
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//numero de canales 
 pos=riff+22; 
 fseek (fp, pos , SEEK_SET); 
 pos=ftell(fp); 
 printf("POS= %d\n",pos); 
 err=fread (&(a->n_canal),2,1,fp); 
 if(err!=1) printf("Error al leer numero de canales.\n"); 
 else 
 { 




//frecuencia de muestreo 
 pos=riff+24; 
 fseek (fp, pos , SEEK_SET); 
 pos=ftell(fp); 
 
 printf("POS= %d\n",pos); 
 err=fread (&(a->frec_muestreo),4,1,fp); 
 if(err!=1) printf("Error al leer frec muestreo.\n"); 
 else 
 { 
    printf("Frecuencia de muestreo= %d\n",a->frec_muestreo); 
    fflush(stdout); 




//longitud del campo de datos 
 a->size_data=a->size_bytes-44; 
 printf("Longitud en bytes del campo de datos= %d\n",a-
>size_data); 
  
//captura de datos 
 pos=riff+44; 
 fseek (fp, pos , SEEK_SET); 
 pos=ftell(fp); 






   case 8: 
 
    //a->data8PCM=(signed char *)malloc(a-
>size_data*sizeof(char)); 
    //if(a->data8PCM==0){printf("Error memoria\n");} 
    a->size_samples=a->size_data; 
    err=fread (a->data8PCM,1,a->size_data,fp); 
    printf("err %d\n", err); 
    printf("size data %d\n", a->size_data); 
    if(err!=a->size_data) printf("Error al leer los datos.\n"); 
    else printf("Lectura de los datos correcta.\n"); 
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    break; 
 
   case 16: 
    //a->data16PCM=(signed short *)malloc((a-
>size_data/2)*sizeof(signed short)); 
    //if(a->data16PCM==0){printf("Error memoria\n");} 
 
    a->size_samples=a->size_data/2; 
    err=fread (a->data16PCM,2,(a->size_samples),fp); 
    printf("err %d\n", err); 
    printf("size data %d\n", a->size_data); 
    if(err!=(a->size_samples)) printf("Error al leer los 
datos.\n"); 
    else printf("Lectura de los datos correcta.\n"); 
     
    break; 




//Funcion que separa las muestras de los diferentes canales.Se 
usa para ficheros 
//con dos canales(estereo). Cada posicion de los vectores 
izquierdo y derecho 
//corresponden a una muestra. 
int separa_canales(Tarchivo* a) 
{ 
  int i,j; 
 
  a->data_i=(signed short *)malloc(((a-
>size_samples)/2)*sizeof(short)); 
  a->data_d=(signed short *)malloc(((a-
>size_samples)/2)*sizeof(short)); 
 
  switch (a->bits_sample){ 
 
     case 8: 
      
     i=0; 
     for(j=0;j<(a->size_samples/2);j=j+2) 
     { 
        a->data_i[i]=(short)a->data8PCM[j]; 
        a->data_d[i]=(short)a->data8PCM[j+1]; 
        i++; 
     } 
     break; 
 
     case 16: 
 
     i=0; 
     for(j=0;j<(a->size_samples/2);j=j+2) 
     { 
        a->data_i[i]=a->data16PCM[j]; 
        a->data_d[i]=a->data16PCM[j+1]; 
        i++; 
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     } 
     break; 
    } 
} 
 
//Si solo hay un canal en el fichero (mono) metermos toda la 
informacion en el inquierdo, 
//y la desglosaremos en muestras, para que de nuevo, cada una 
ocupe una posicin del vector. 
int separa_muestras(Tarchivo *a) 
{ 
  int j; 
   a->data_i=(signed short *)malloc(((a-
>size_samples))*sizeof(short)); 
    
  switch (a->bits_sample){ 
 
     case 8: 
      
     for(j=0;j<(a->size_samples);j++) 
     { 
        a->data_i[j]=(short)a->data8PCM[j]; 
     } 
      
     break; 
 
     case 16: 
 
 
     for(j=0;j<(a->size_samples);j++) 
     { 
        a->data_i[j]=a->data16PCM[j]; 
     } 
      
     break; 
 




//Funcion que calcula el punto de maxima correlacion entre 
ficheros. Siempre se buscara 
//sobre el canal izquierdo, y supondremos que el canal derecho 
se sincroniza en el mismo 
//punto. 
int correlacion(short *origen, short *degradado, int 
size_samples_org, int size_samples_deg, int posiciones[2]) 
{ 
 
  int N,i,j,k; 
  double pot, pot_max; 
  double corr, corr_max; 
   
 
  printf("\n Introduzca el tamano de la ventana de 
correlacion:"); 
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  scanf("%d",&N); 
  
  //Buscamos las N muestras con mas potencia del fichero origen0 
  pot_max=0; 
  for(i=0; i<((size_samples_org)-(N-1));i++) 
  { 
 
    k=i; 
    pot=0; 
    for(j=0; j<N;j++) 
    { 
      pot=pot+((double)origen[k]*(double)origen[k]); 
      k++; 
    } 
    if(pot>pot_max){pot_max=pot;posiciones[0]=i;} 
 
  } 
 
 
   printf("Posicion donde empiezan las muestras maxima potencia 
del fich original %d\n", posiciones[0]); 
 
   //Punto maximo de correlacione entre ficheros 
   corr_max=0; 
   for(i=0; i<((size_samples_deg/2)-(N-1));i++) 
   { 
      
     k=i; 
     corr=0; 
     for(j=0; j<N; j++) 
     { 
        
corr=corr+((double)degradado[k]*(double)origen[posiciones[0]+j])
; 
        k++; 
     } 
      
      
     if(corr>corr_max) 
     { 
       corr_max=corr; 
       posiciones[1]=i; 
     } 
      
 
   } 
    
  printf("Posicion de maxima correlacion entre ficheros %d\n", 
posiciones[1]); 
 
   
  if(posiciones[0]>posiciones[1]){printf("Ficheros no 
correlados\n");return 0;} 
  if(posiciones[0]==posiciones[1]){printf("Ficheros ya 
sincronizados inicialmente\n");return -1;} 
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//Funcion que alinea en tiempo los dos fichero una vez se ha 
encontrado la posicion 
//de maxima correlacion entre ambos. Se sincronizaran los en 
funcion a la posicion 
//de maxima correlacion del canal izquierdo. La funcion de 
sincronizacin pierde todas las 
//de retardo inicial y tambin las que sobran al final del 
fichero (hasta que se activa el 
//REC) 
int sincroniza(short *degradado,short *result,int 
size_samples_org, int *posiciones) 
{ 
  int i, j, cont; 
 
 
  //result=(int *)malloc((size_data_org/2)*sizeof(int)); 
  //if (result==NULL){return -1;}//error 
   
  j=posiciones[1]; 
  cont=0; 
  for(i=posiciones[0]; i>=0;i--) 
  { 
    result[i]=degradado[j]; 
    j--; 
    cont++; 
  } 
 
  j=(posiciones[1]+1);         
  cont=0; 
  for(i=(posiciones[0]+1); i<(size_samples_org); i++) 
  { 
    result[i]=degradado[j]; 
    j++; 
    cont++; 
  } 




//Funcion que intenta que ambos ficheros obtengan un nivel 
parecido. 
int ajusta_nivel(short *original,short *degradado,short 
*result,int size_samples_org, int size_samples_deg) 
{ 
  int i; 
  double pot_o; 
  double pot_d; 
   
  pot_o=0; 
  for(i=0; i<(size_samples_org);i++) 
  { 
    pot_o=pot_o+((double)original[i]*(double)original[i]); 
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  } 
 
  printf("pot_o %f\n", pot_o); 
   
  pot_d=0; 
  for(i=0; i<(size_samples_deg);i++) 
  { 
    pot_d=pot_d+((double)degradado[i]*(double)degradado[i]); 
  } 
 
  printf("pot_d %f\n", pot_d); 
 
  for(i=0; i<(size_samples_org); i++) 
  { 
    result[i]=(int)(result[i]*pot_o/pot_d); 






//Funcion que realiza la operacion inversa a la separa_canales. 
Una vez que ya se han 
//correlado, sincronizado y ajustado de nivel se debe volver a 
unir el canal derecho y 
//el izquierdo para facilitarnos el proceso de descargar en 
fichero. 
int unifica_canales(Tarchivo* a) 
{ 
  int i,j; 
 
  switch (a->bits_sample){ 
 
     case 8: 
 
     i=0; 
     for(j=0;j<(a->size_samples/2);j=j+2) 
     { 
       
        a->data8PCM[j]=(char)a->data_i[i]; 
        a->data8PCM[j+1]=(char)a->data_d[i]; 
        
        i++; 
     } 
     //for(i=24114;i<(24154); i++){printf("datos8PCM %d  
",(int)a->data8PCM[i]);} 
 
     break; 
 
     case 16: 
 
     i=0; 
     for(j=0;j<(a->size_samples/2);j=j+2) 
     { 
        a->data16PCM[j]=a->data_i[i]; 
        a->data8PCM[j+1]=a->data_d[i]; 
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        i++; 
     } 
     break; 
    } 
  free(a->data_i); 
  free(a->data_d); 
} 
 
//Si tenemos un canal MONO simplemente cambiaremos als muestras 
de un vector de canales 
//izquierdo a otro de datos en general, para poder estandarizar 
formatos. 
int unifica_muestras(Tarchivo* a) 
{ 
  int j; 
   
  switch (a->bits_sample){ 
 
     case 8: 
 
     for(j=0;j<(a->size_samples);j++) 
     { 
 
        a->data8PCM[j]=(char)a->data_i[j]; 
     } 
 
     break; 
 
     case 16: 
 
     for(j=0;j<(a->size_samples);j++) 
     { 
        a->data16PCM[j]=a->data_i[j]; 
     } 
     break; 
    } 
  free(a->data_i); 
  free(a->data_d); 
} 
 
//Funcion que nos utilizaremos para comprobar que el codigo 
funciona correctamente 
// fp1 sera el fichero de lectura de los datos (orignal) y el 
fp2  sera el fichero 
//en el cual escribiremos la salida de los datos. El 
procedimiento basico de la funcion 
//degradar de forma controlada el fichero fp1 y comprobar si las 
correcciones de fp2 
//despues de aplicarle todo el procedimiento son las esperadas. 
int funcionamiento (FILE *fp1, FILE *fp2, Tarchivo *a) 
{ 
 
  char *cabecera;  
  int riff; 
  double ceros_ini, ceros_fin; 
  char *ini, *fin; 
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  int i; 
  int err; 
 
  float sigma; 
 
  signed short aux; 
  signed char *ruido8PCM, *ruido_ini, *ruido_fin; 
  signed short *ruido16PCM; 
   
   
  //obtenemos los bytes de la cabecera 
  riff=lee_RIFF(fp1); 
  if(riff!=-2 || riff!=-1) 
  { 
 
    cabecera=(char *)malloc(44*sizeof(char)); 
    obten_44bytes(fp1,cabecera, riff); 
    err=fwrite (cabecera, 1, 44, fp2); 
    if(err!=44) return -1; //error al ecribir fichero 
    free(cabecera); 
     
    obten_fichero(fp1,a, riff); 
    printf ("llega\n"); 
 
    printf("Proporcion de ruido (Valores entre [0-1]):\n"); 
    scanf("%f", &sigma); 
 
    //anadimos ruido 
    if(a->bits_sample==16) 
    { 
      srand( (unsigned int)time( NULL ) ); 
      ruido16PCM=(short *)malloc(a->size_samples*sizeof(short)); 
 
      for(i=0; i<a->size_samples;i++) 
      { 
        ruido16PCM[i]=(short) mrand48(); 
        a->data16PCM[i]= a-
>data16PCM[i]+(short)(sigma*ruido16PCM[i]); 
      } 
    } 
 
    else 
    { 
      srand( (unsigned int)time( NULL ) ); 
      ruido8PCM=(char *)malloc(a->size_samples*sizeof(char)); 
 
 
      for(i=0; i<a->size_samples;i++) 
      { 
        ruido8PCM[i]=(char) mrand48(); 
        a->data8PCM[i]= a-
>data8PCM[i]+(char)(sigma*ruido8PCM[i]); 
      } 
    } 
 
    printf("Cuantos segundos se le anaden al inicio?\n"); 
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    scanf("%lf", &ceros_ini); 
    printf("Cuantos segundos se le anaden al final?\n"); 
    scanf("%lf", &ceros_fin); 
 
    ceros_ini= a->frec_muestreo*ceros_ini;//pasamos los segundos 
a muestras 
    ceros_ini=(a->bits_sample*ceros_ini)/8;//pasmos las muestras 
a bytes 
    ceros_fin= a->frec_muestreo*ceros_fin;//pasamos los segundos 
a muestras 
    ceros_fin=(a->bits_sample*ceros_fin)/8;//pasmos las muestras 
a bytes 
 
    ini= (char*)calloc((int)ceros_ini, 1); 
    fin= (char*)calloc((int)ceros_fin, 1); 
 
    ruido_ini= (char*)malloc((int)ceros_ini*sizeof(char)); 
    ruido_fin= (char*)malloc((int)ceros_fin*sizeof(char)); 
 
     
    for(i=0; i<ceros_ini;i++) 
    { 
     ruido_ini[i]=(char) mrand48(); 
     ini[i]=ini[i]+(char)(sigma*ruido_ini[i]); 
    } 
    for(i=0; i<ceros_fin;i++) 
    { 
     ruido_fin[i]=(char) mrand48(); 
     fin[i]=fin[i]+(char)(sigma*ruido_fin[i]); 
    } 
     
    fwrite (ini, 1, ceros_ini, fp2); 
 
    if(a->bits_sample==16)fwrite (a->data16PCM, 2, a-
>size_samples, fp2); 
    else fwrite (a->data8PCM, 1, a->size_samples, fp2); 
     
    fwrite (fin, 1, ceros_fin, fp2); 
 
    a->size_bytes=(a->size_bytes-8)+ceros_ini+ceros_fin; 
    fseek (fp2 , 4 , SEEK_SET); 
    fwrite (&(a->size_bytes), 4, 1, fp2); 
     
    a->size_data=a->size_data+ceros_ini+ceros_fin; 
    fseek (fp2 , 40 , SEEK_SET); 
    fwrite (&(a->size_data), 4, 1, fp2); 
 
     
  } 
  else return -1; //error al obtener riff 
    
} 
 
//Funcion implementada para poder comprobar el correcto 
funcionamiento de la herramienta 
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//de medida de percepcion de calidad PESQ. Devuelve el error 
cuadratico medio entre 
//ambos ardchivos. 
long double error_cuadratico(Tarchivo *s, Tarchivo *o) 
{ 
  long double num, denom=0,div, error=0; 
  int j; 
 
  switch (s->bits_sample){ 
 
     case 8: 
     num=0; 
     for(j=0;j<(s->size_samples);j++) 
     { 
        num=num + (pow((double)(s->data8PCM[j])-(o-
>data8PCM[j]), 2)); 
     } 
     denom=s->size_samples*(s->size_samples-1); 
 
     div=num/denom; 
     error= sqrt(div); 
     break; 
 
     case 16: 
     num=0; 
     for(j=0;j<(s->size_samples);j++) 
     { 
        num=num + (pow((double)(s->data16PCM[j])-(o-
>data16PCM[j]), 2)); 
     } 
     denom=(long double)(s->size_samples)*(long double)((s-
>size_samples)-1); 
     div=num/denom; 
     error= sqrt(div); 
 
     break; 
    } 
    printf("Error =%Lf\n", error); 




                     
int main(int argc, char** argv) 
{ 
   FILE *fp; 
   FILE *fp2; 
   FILE *fp3; 
    
   char *filein, *filein2, *fileout; 
   char *cabecera; 
   int riff; 
   int err; 
   int posiciones[2]; 
   int muestras_orig; 
   int muestras_deg; 
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   float correc; 
   char *aux; 
   int place; 
   double error; 




  Tarchivo orig; 
  Tarchivo degrad; 
  Tarchivo sincro; 




printf("*                                    *\n"); 
printf("*    Benvingut al sincronitzador     *\n"); 
printf("*    d'arxius .WAV                   *\n"); 
printf("*                                    *\n"); 
printf("*                                    *\n"); 
printf("* 0 0 0                              *\n"); 
printf("* 0 0 0     Laura Bernabe Miguel     *\n"); 
printf("* 0 0 0                              *\n"); 
printf("* U P C          EPSC 04-05          *\n"); 
printf("*                                    *\n"); 
printf("**************************************\n"); 
 
   //Lectura de datos. 
   switch (argc) { 
   case 4:/*Cas de que el nombre d'arguments sigui correcte*/ 
        if( (fp=fopen(argv[1],"rb")) == NULL){/*Es comprova 
que l'arxiu original es pot obrir*/ 
  fprintf(stderr, "El fitxer '%s' no es pot 
obrir\n",argv[1]); 
        } 
 if( (fp2=fopen(argv[2],"rb")) == NULL){/*Es comprova que 
l'arxiu degradat es pot obrir*/ 
  fprintf(stderr,"El fitxer '%s' no es pot 
obrir\n",argv[2]); 
        } 
        aux=argv[3]; 
        place=strlen(argv[3])-4; 
        if(*(aux+place)!='.') /*Es comprova que el nom de 
l'arxiu on es vol que es guardi 
        ja sincronitzat tingui l'extensió .WAV per poder obrir-
lo desprès*/ 
        strcat(argv[3],".wav"); 




   default:/*Cas de que hagi hagut algun error o no s'hagi 
introduït cap paràmetre es 
             mostra el menu. On es demana i comproven cadascú 
dels arguments i s'afegeix 
             l'opció de triar el tamany de la finestra*/ 
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/************introduce el primer fichero de 
entrada*************************/ 
do{ 
printf("\nIntrodueix fitxer d'entrada1 (màx. 8 caràcters) ->"); 
scanf("%s",filein); 
printf("%s\n", filein); 
if(strlen(filein)>12) printf("El nom del fitxer ha de ser com 




  fp=fopen(filein,"rb"); 
   
   
  if(fp==NULL) printf("El fitxer introduït no s'ha trobat al 
directori \n"); 
} 




/************introduce el segundo fichero de 
entrada*************************/ 
//Este fichero sera el que se deber introducir en la funcion 
funcionamiento() 
//para degradarlo artificialmente. 
do{ 
printf("\nIntrodueix fitxer d'entrada2 (màx. 8 caràcters) ->"); 
scanf("%s",filein2); 
if(strlen(filein2)>12) printf("El nom del fitxer ha de ser com 




  fp2=fopen(filein2,"rb"); 
  if(fp2==NULL) printf("El fitxer introduït no s'ha trobat al 
directori \n"); 
} 
}while(strlen(filein2)>12 || fp2 == NULL); 
 




printf("\nIntrodueix fitxer de sortida (màx. 8 caràcters) ->"); 
scanf("%s",fileout); 
 
if(strlen(fileout)>12) printf("El nom del fitxer ha de ser com 
màx. 8 caràcters \n"); 
else 
{ 
  fp3=fopen(fileout,"wb"); 
  if(fp3==NULL) printf("El fitxer introduït no s'ha trobat al 
directori \n"); 
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} 








 //Esta funcin se tendra de descomentar para poder trabajar con 
la degradadcin artificial. 




  printf("ORIGINAL\n"); 
 
  riff=lee_RIFF(fp); 
  if(riff==-1) printf("Debes introducir un fichero wav en 
formato RIFF.\n"); 
  else if (riff==-2) printf("Error de lectura.\n"); 
  else 
  { 
    printf("La cabecera empieza en la posicion original = 
%d\n",riff); 
 
    cabecera=(char *)malloc(44*sizeof(char)); 
    if(obten_44bytes(fp,cabecera,riff)==-1) exit(-1) ; 
     
    obten_fichero(fp,&orig,riff); 
    printf("canales %d\n",orig.n_canal); 
    if(orig.n_canal==1){separa_muestras(&orig);} 
    else{separa_canales(&orig);} 
  } 
 
 
  /***********DEGRADADO*************/ 
 
  printf("DEGRADADO\n"); 
  riff=lee_RIFF(fp2); 
  if(riff==-1) printf("Debes introducir un fichero wav en 
formato RIFF.\n"); 
  else if (riff==-2) printf("Error de lectura.\n"); 
  else 
  { 
    printf("La cabecera empieza en la posicion degradado = 
%d\n",riff); 
    obten_fichero(fp2,&degrad,riff); 
 
    if(degrad.n_canal==1){separa_muestras(&degrad);} 
    else {separa_canales(&degrad);} 
  } 
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  //una vez que ya tenemos la info de los dos ficheros en su 
correspondientes vectores 
  //trataremos los 8PCM y los 16PCM como casos independientes 
  sincro.size_samples=orig.size_samples; 
  sincro.bits_sample=orig.bits_sample; 
   
  sincro.data_i=(signed short 
*)malloc((orig.size_samples)*sizeof(short)); 
  if(sincro.data_i==0){printf("Error memoria izq\n");} 
   








  err=correlacion(orig.data_i, degrad.data_i, muestras_orig, 
muestras_deg, posiciones); 
  if(err==0 || err==-1) exit(-1); 
  correc=posiciones[1]-posiciones[0]; 
  correc=correc/orig.frec_muestreo; 








   
  if(orig.n_canal==2) 
  { 
    sincro.data_d=(signed short 
*)malloc((orig.size_data/2)*sizeof(short)); 
    if(sincro.data_d==0){printf("Error memoria derecha\n");} 
    
sincroniza(degrad.data_d,sincro.data_d,orig.size_samples,posicio
nes); 
    muestras_orig=orig.size_samples/2; 
    muestras_deg=degrad.size_samples/2; 
    
ajusta_nivel(orig.data_d,degrad.data_d,sincro.data_d,muestras_or
ig,muestras_deg); 
    
  } 
 
 
  /********Unificar********/ 
   if(orig.n_canal==1){unifica_muestras(&sincro);} 
   else{unifica_canales(&sincro);} 
 
  /**Error cuadratico medio**/ 
   error=error_cuadratico(&sincro,&orig); 
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   /*******Descargar********/  
 
  err=fwrite (cabecera, 1, 44, fp3); 
  if(err!=44){printf("Error al escribir fichero\n");} 
  free(cabecera); 
   
  if(sincro.bits_sample==8) fwrite (sincro.data8PCM, 1, 
sincro.size_data, fp3); 
  else fwrite (sincro.data16PCM, 2, sincro.size_samples, fp3); 
  
 fclose (fp); 
 fclose (fp2); 
 fclose (fp3); 
 return 0; 
  
} 
  
 
 
 
 
 
 
 
 
