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We propose a protocol for the measurement of adiabatic phases of periodically driven quantum
systems coupled to an open cavity that enables dispersive readout. It turns out that the cavity
transmission exhibits peaks at frequencies determined by a resonance condition that involves the
dynamical and the geometric phase. Since these phases scale differently with the driving frequency,
one can determine them by fitting the peak positions to the theoretically expected behavior. For
the derivation of the resonance condition and for a numerical study, we develop a Floquet theory for
the dispersive readout of ac-driven quantum systems. The feasibility is demonstrated for two test
cases that generalize Landau-Zener-Stu¨ckelberg-Majorana interference to two-parameter driving.
A state vector that undergoes a cyclic evolution in
Hilbert space acquires a phase factor that can be divided
into a dynamical and a geometric part [1]. The latter is
gauge invariant and in the adiabatic limit agrees with the
phase discovered earlier by Berry for cyclic adiabatic fol-
lowing [2]. Ever since these phases have attracted much
attention owing to their fundamental significance as well
as for the their usefulness for, e.g., computing electronic
properties of solids [3]. The Floquet states of an ac driven
system are periodic in time and describe a cyclic solu-
tion of the time-dependent Schro¨dinger equation [4, 5].
Moreover, they can be characterized by a mean energy
which is essentially the dynamical phase, while the geo-
metric phase corresponds to the difference between the
quasienergy and the mean energy [6, 7].
The direct observation of geometric phases is hindered
by two obstacles. First, phases are commonly visible in
interference effects that depend on the relative phase of
a superposition. Second, interference is sensitive to the
total phase without distinguishing between a dynamical
and a geometric contribution. Therefore, measuring ge-
ometric phases requires the construction of a Hamilto-
nian for which the dynamical phase vanishes [8]. This
can be accomplished also dynamically by spin-echo ideas
by which a pi-pulse inverts the Bloch vector after half a
driving period [9–11]. The present work proposes a mea-
surement scheme for geometric phases which differs from
previous ones in the way the dynamical and the geomet-
ric phase are disentangled.
Landau-Zener-Stu¨ckelberg-Majorana (LZSM) interfer-
ence in solid-state qubits [12] is achieved by driving a
qubit such that its excitation probability as a function of
the detuning and the driving amplitude exhibits a char-
acteristic pattern. The common one-parameter driving,
however, restricts the adiabatic phases to multiples of
2pi, despite that beyond the adiabatic limit non-trivial
geometric phases may emerge. Since LZSM interferom-
etry became an established experimental technique, it is
natural to use it as starting point and to extend it by a
second driving that enables non-trivial adiabatic phases.
To gain information about a qubit, one frequently em-
ploys dispersive readout based on the coupling to a cav-
ity. Then the cavity experiences a frequency shift which
depends on the qubit state and can be probed via the
transmission [13]. Theoretically this can be seen in the
qubit-cavity Hamiltonian after a transformation to the
dispersive frame [13, 14]. In a more systematic and gen-
eralizable treatment, one relates the cavity transmission
to the susceptibility of the qubit coupled to it [15, 16].
Here we generalize the theory of dispersive readout to
ac driven quantum systems. We will find that the cavity
transmission as a function of the driving frequency ex-
hibits regularly spaced peaks. Their distances relate to
the Berry phases of the adiabatic eigenstates.
Dispersive readout of a driven system.—We consider a
driven quantum system, henceforth “qubit”, with the T -
periodic Hamiltonian Hqb(t) and the driving frequency
Ω = 2pi/T . Decoherence is taken into account by em-
ploying a quantum master equation that starts from the
qubit-bath Hamiltonian Hqb-bath = X
∑
ν λν(b
†
ν + bν),
with bν describing the modes of a bosonic environment
[17, 18], for details see Appendix B. Dispersive readout
[13] is enabled by coupling the qubit to an open cavity
such that the central Hamiltonian reads (in units with
~ = 1)
H = Hqb(t) + gZ(a
† + a) + ω0a†a (1)
with a qubit operator Z and a the usual bosonic annihi-
lation operator of the cavity mode. The cavity couples
at both ends ν = 1, 2 to incoming and outgoing modes.
Starting again from a system-bath model, one can em-
ploy input-output theory [19–21] to obtain the quantum
Langevin equation
a˙t = −iω0at − κ
2
at −
∑
ν=1,2
√
κνain,ν − igZt (2)
with the input fields ain,ν and the cavity loss rate κ =
κ1 + κ2. The corresponding time-reversed equation pro-
vides the input-output relation ain,ν+aout,ν =
√
κνa and
the cavity transmission which contains information about
the qubit.
In turn, the qubit experiences a force from the cav-
ity which can be derived (see Appendix A) from linear
response theory to read
〈Zt〉 = g
∫
dt′ χ(t, t′)〈a†t′ + at′〉 . (3)
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2The susceptibility χ(t, t′) = −i〈[Z(t), Z(t′)]〉(0)θ(t − t′)
has to be evaluated at time t′ in the absence of the cav-
ity. Generally for time-dependent systems, such expres-
sions depend explicitly on both times, while for periodic
driving, χ(t, t′) = χ(t + T, t′ + T ). Consequently, upon
introducing the time difference τ = t − t′ we find that
χ(t, t − τ) is T -periodic in t [22] and, thus, can be writ-
ten as
χ(t, t− τ) =
∑
k
∫
dω
2pi
e−ikΩt−iωτχ(k)(ω) . (4)
This implies for Eq. (3) the Fourier representation Zω =
g
∑
k χ
(k)(ω − kΩ)(aω−kΩ + a†ω−kΩ) which reflects the
frequency mixing inherent in the linear response of the
driven quantum system.
Since aω has its dominating contribution at the bare
cavity frequency ω0, the qubit response Zω mainly con-
tains the frequencies ±ω0 +kΩ, where contributions with
−ω0 stem from the creation operator a†ω. For the back-
action of the qubit to the oscillator, the component with
frequency ω0 represents the only resonant excitation. In
the good cavity limit κ  ω0,Ω, we can neglect within
a rotating-wave approximation all non-resonant compo-
nents, which means that the relevant qubit response is
given by Zω = gχ
(0)(ω)aω. Inserting this result into
Eq. (2), we obtain via Fourier transformation an expres-
sion for aω. Together with the input-output relation fol-
lows the cavity transmission amplitude
tc =
〈aout,2〉
〈ain,1〉 =
i
√
κ1κ2
ω0 − ω + g2χ(0)(ω)− iκ/2 . (5)
Its dependence on χ allows one to acquire information
about the qubit by probing the transmission |tc|2 [13]
(for graphical reasons, the reflection R = 1−|tc|2 will be
plotted).
Floquet theory.—The remaining task is the computa-
tion of χ(0)(ω). To this end, we employ the Floquet-
Markov formalism developed in Ref. [23]. It starts by
diagonalizing Hqb(t)− i∂t in the Hilbert space extended
by the space of T -periodic functions [4, 5] to obtain the
Floquet states |φα(t)〉 = |φα(t + T )〉, the quasienergies
α, the mean energies E¯α, and the stationary solutions of
the Schro¨dinger equation, |ψα(t)〉 = e−iαt|φα(t)〉. The
corresponding expression for the propagator, U(t, t′) =∑
α e
−iα(t−t′)|φα(t)〉〈φα(t′)|, allows us to deal with the
interaction picture operators in χ(t, t′). Moreover, the
Floquet states provide a convenient basis for the Bloch-
Redfield master equation [24, 25] for the qubit density
operator which in this representation eventually becomes
diagonal [23], ρqb =
∑
pα|φα(t)〉〈φα(t)|. In contrast to a
static system, the probabilities pα at long times are not
simple Boltzmann factors.
With these ingredients, we find from Eq. (4) the sus-
ceptibility,
χ(0)(ω) =
∑
β,α,k
(pα − pβ)|Zβα,k|2
ω + α − β + kΩ + iγ/2 , (6)
where Zβα,k denotes the kth Fourier component of
the T -periodic transition matrix element Zβα(t) =
〈φβ(t)|Z|φα(t)〉. To regularize the Fourier integrals, we
have introduced the phenomenological level broadening
γ of the Floquet states.
Equation (5) together with Eq. (6) represents a gener-
alization of dispersive readout to quantum systems under
strong ac driving (in addition to the weak driving entailed
by ain,1 via the cavity). For details of the derivation, see
Appendix B.
Resonance condition, geometric phase, and adiabatic
limit.—Upon resonant driving of the cavity with fre-
quency ω = ω0, the reflection R assumes its maximum
when the real part of the susceptibility (6) vanishes. This
is the case when the quasienergies and the driving fre-
quency obey the condition
β − α = ω0 + kΩk, (7)
where Ωk is the kth resonance (notice that smaller Ωk
have larger index).
The second cornerstone of our protocol stems from the
relation between Floquet states and geometric phases.
The former are time-periodic and during each cycle
they acquire the phase αT = E¯αT − γα, where γα =∫ T
0
dt〈φα(t)|i∂t|φα(t)〉 is the (non-adiabatic) geometric
phase of the Floquet state |φα(t)〉 [1, 6, 7]. To avoid
difficulties with the quasienergies for small frequencies
[26], we substitute the α by E¯α − γα/T , where both
E¯α and γα have a well-defined adiabatic limit in which
γα becomes the Berry phase [1, 6]. Then the resonance
condition (7) becomes
1
Ωk
= Cβα
(
k +
γβα
2pi
)
(8)
with Cβα = (E¯β − E¯α − ω0)−1 and the geometric phase
γβα ≡ γβ − γα.
This result suggests for the dispersive readout of adi-
abatic phases the following strategy. One considers low
frequencies, such that the terms on the right-hand side of
Eq. (8) assume their adiabatic limit (possible corrections
are of the order Ω). Then the cavity reflection R(Ω) ex-
hibits peaks whose positions as a function of their index
k can be fitted to the expected linear behavior. This pro-
vides the adiabatic phase γβα, the coefficient Cβα and,
thus, the dynamical phase −(E¯β− E¯α)T . The index k of
the probed resonances may contain an offset k0 which is
irrelevant, because it changes γβα merely by an irrelevant
multiple of 2pi.
In the low-frequency limit, the system will eventually
reside in the Floquet state with the smallest mean energy,
labelled with α = 0. Then dispersive readout probes the
geometric phases γβ0 = γβ − γ0.
Two-level system as test case.—The paradigmatic ex-
ample for a Berry phase is the one of a two-level sys-
tem with the pseudo-spin Hamiltonian Hqb =
1
2B(t) · σ
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FIG. 1. Reflection of the resonantly excited cavity as a func-
tion of the detuning and the amplitude for one-parameter
driving (a) and two-parameter driving (b) of the qubit with
frequency Ω = 0.1∆. Cavity frequency and line width are
ω0 = 0.95∆ and κ = ω0/1000, while the coupling constants
to the qubit and the bath read g = 0.005∆ and α = 0.01.
Crosses and dashed lines mark the values used in Figs. 2 and
3(a), respectively.
and the periodically time-dependent “magnetic field”
B(t + T ) = B(t). As is well known [27], the adia-
batic ground state of Hqb acquires a geometric phase
that equals the solid angle of the curve B(t) with respect
to the origin. This implies that for a smooth behavior
of the adiabatic phase as a function of a control parame-
ter, Hqb(t) must contain all three Pauli matrices. Let us
therefore consider the qubit Hamiltonian
Hqb(t) =
∆
2
σx +

2
σz +Aσz cos(Ωt) +Bσy sin(Ωt) (9)
with tunnel matrix element ∆, detuning , and driving
amplitudes A and B. For B = 0 this model has been
widely studied in the context of LZSM interference [12].
To complete the model, we choose for the qubit-cavity
coupling the operator Z = σz, while the qubit-bath in-
teraction is specified by X = σx.
For later comparison, we start with one-parameter
driving (B = 0) for which γ10 vanishes. Figure 1(a) shows
the resulting cavity reflection as a function of the detun-
ing and the driving amplitude. It has the typical shape
of a low-frequency LZSM interference pattern [12]. For
two-parameter driving with equal amplitudes, B = A,
[Fig. 1(b)], only the resonances close to A ≈ || are well
visible. Henceforth we concentrate on this region.
According to our readout protocol, we consider fixed
parameters and amplitudes and vary the driving fre-
quency. The resulting cavity reflection [Fig. 2(a)] ex-
hibits non-equidistant peaks. We fit their positions to
the behavior predicted by Eq. (8) and, in doing so, de-
termine from the spectrum both C10 and the adiabatic
phase γ10. The accordingly scaled inverse peak positions
are analyzed in Fig. 2(b). For one-parameter driving,
they assume integer values in agreement with the fact
that the adiabatic phases are multiples of 2pi. For two-
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FIG. 2. (a) Cavity reflection as a function of the driving fre-
quency for one-parameter (dashed) and two-parameter driv-
ing (solid) with A =  = 2∆. All other parameters are as
in Fig. 1. (b) Corresponding reciprocal peak positions as a
function of their index with an unknown offset k0. The scal-
ing factor C10 stems from fitting the data to Eq. (8) with γ10
as a second fit parameter. The vanishing Berry phases for
one-parameter driving correspond to integer values marked
by horizontal lines. Lines connecting the crosses are a guide
to the eye.
parameter driving, according to Eq. (8), the values are
shifted to non-integer values.
To verify that adiabatic phases can be obtained in a
broad parameter range by the measurement of spectra
such as the one in Fig. 2(a), we repeat this procedure
for the amplitudes and detunings marked in Fig. 1 by
dashed lines. The symbols in Fig. 3(a) depict the phases
reconstructed in this way. The lines, by contrast, are
obtained by diagonalizing Hqb(t) and numerically eval-
uating γadα =
∫ T
0
dt〈uα(t)|i∂t|uα(t)〉 for each adiabatic
eigenstate |uα(t)〉 [28, 29].
Typically the “measurement” deviates from the the-
oretically expected values by up to 0.03pi. This differ-
ence diminishes with smaller driving frequency [see in-
set of Fig. 3(a)] and therefore can be attributed mainly
to non-adiabatic corrections. Moreover, for tiny driving
amplitudes, the resonance peaks may not be very pro-
nounced such that their positions cannot be determined
well. Nevertheless, the numerical simulation of the ex-
periment confirms the main message of this work, namely
that the smooth growth of γ10 with the amplitudes A and
B can be determined from the resonance peaks in the dis-
persive readout, even when the system is not operated in
the very deep adiabatic regime.
It is worthwhile to estimate the precision required in
a possible experiment. In the fitting procedure, one
determines k + γ10/2pi = (ΩkC10)
−1 for k ∼ 20 and
0 ≤ |γ10| < 2pi. Hence, to identify γ10 with a deviation
clearly below 2pi, the relative error of the peak positions
Ωk should not exceed 1%. Then the accurracy is roughly
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FIG. 3. (a) Adiabatic phases as a function of the driving am-
plitude A for the detuning  = A marked in Fig. 1 by dashed
lines. The symbols depict the values reconstructed from the
positions of the first 10 resonance peaks with Ω < 0.05∆. The
lines correspond to γad10 computed with the adiabatic eigen-
states of Hqb(t). Inset: Deviation |γ10 − γad10 | as a function of
the largest Ωk used for the fitting at A = B =  = 2∆. (b)
Corresponding plot for the alternative Hamiltonian (10) for
constant detuning  as a function of the driving amplitude A
with the tunneling ∆ = A/1.2.
as in the experiment of Ref. [11].
Qubit with time-dependent tunnel phase.—As an alter-
native setup, we consider the Hamiltonian
H ′qb(t) =
∆
2
σx+

2
σz+Aσx cos(Ωt)−Bσy sin(Ωt) , (10)
where σz refers to the charge degree of freedom, while σx
and σy describe tunneling. Thus for A = B, the driving
in Eq. (10) corresponds to a tunnel matrix element ∝
exp(iΩt). This can be achieved with two quantum dots
that are connected by two independent paths [30]. Then
a time-dependent flux between paths yields the driving
in H ′qb(t). A further implementation has been proposed
[9, 10] and realized [11] by driving a qubit resonantly with
a signal that possesses a linearly growing phase.
Since the driving couples to σx, we now keep the de-
tuning  fixed and vary the static tunneling ∆. The re-
sulting LZSM patterns are similar to those in Fig. 1, but
with the main resonance lines for slightly larger ampli-
tudes (see Appendix C). The directly computed adiabatic
phase and the one extracted from the peak positions are
compared in Fig. 3(b). Their agreement is similar to the
one found for Hqb(t).
Conclusions.—We have proposed a protocol for the dis-
persive readout of adiabatic phases of time-dependent
quantum systems. Its main difference to previous pro-
posals [8–10] and experiments [11] lies in the treatment of
the dynamical phase. While former works employed spin
echo ideas or sophisticated Hamiltonians to physically
eliminate the dynamical phase from the quantum dynam-
ics, the present scheme provides the values of both phases
from an analysis of the resonance spectrum. Therefore
the protocol is applicable even when a dynamical phase
cannot be avoided or reversed. The essential ingredients
are, first, that the dynamical and the adiabatic phase
as a function of the driving frequency scale differently
and, second, that the resonance condition for dispersive
readout of a driven quantum system can be expressed
in terms of these phases. The importance of the scaling
behavior relates the scheme to a proposal for measuring
Chern numbers by considering the response of a quantum
system to a quench as a function of the velocity at which
the parameters are changed [31, 32]. There, however, the
measurement relies on a more involved quantum state
tomography. Here, by contrast, the conceptually simpler
dispersive readout signal is sufficient.
We have demonstrated the feasibility of the protocol
by its numerical simulation for realistic solid-state qubits.
The results indicate that even though the system is not
operated in the deep adiabatic regime, present technology
allows recovering the phases with a precision of roughly
pi/30 as follows from a rather conservative estimate. This
may be improved by employing future qubits with less de-
coherence which enables smaller driving frequencies and
yields sharper peaks.
For the theoretical description, we have developed a
Floquet approach for the dispersive readout of period-
ically driven quantum systems. Its cornerstone is the
identification of the relevant Fourier component of the
qubit susceptibility. This theory was essential in two re-
spects. First, it allowed the computation of the cavity
reflection. Second, it provided insight to the measure-
ment of driven quantum system as well as the resonance
condition for the peaks in the transmission spectrum.
The recent experimental success with the dispersive
readout of qubits in the context of LZSM interference
indicates the feasibility of similar measurements with a
second driving parameter. In turn, the prospects of ob-
serving in this way not only novel interference patterns,
but also a quantity of fundamental interest such as the
Berry phase may motivate researchers to attempt such
experiments.
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Appendix A: Response of a strongly driven qubit to
an additional weak driving
We consider a strongly driven quantum system with
the time-dependent Hamiltonian H0(t) and a coupling
to a heat bath. Then generally the reduced density op-
erator ρ0(t) is time-dependent as well and may describe
a situation far from equilibrium. In addition, the sys-
5tem is weakly driven by a force f(t) entering via an op-
erator Y , such that the Hamiltonian becomes H(t) =
H0(t)+Y f(t). In an interaction picture that captures all
influences but the weak additional driving, the Liouville-
von Neumann equation reads ρ˙ = −i[Y (t), ρ]f(t). Its
integrated form provides the first-order solution
ρ(t) = ρ0(t)− i
∫ t
−∞
dt′ [Y (t′), ρ0(t′)]f(t′) , (A1)
such that the expectation value of an operator Z reads
〈Zt〉 = 〈Zt〉(0) +
∫
dt′ χ(t, t′)f(t′) (A2)
with the susceptibility
χ(t, t′) = −i〈[Z(t), Y (t′)]〉(0)t′ θ(t− t′) . (A3)
Formally, this is the usual Kubo formula, but with
the equilibrium density operator replaced by the non-
equilibrium ρ0(t
′) which may depend on the dynamics of
the strongly driven qubit as well as on its initial state.
The latter is already the case for the usual dispersive
readout [13] by which one determines whether the qubit
is initially in the ground state or in the excited state. No-
tice that the susceptibility χ(t, t′) depends explicitly on
both times such that the integral in Eq. (A2) generally
is not a mere convolution.
Appendix B: Susceptibility of a periodically driven
system
If the Hamiltonian H0(t) is T -periodic, two-time ex-
pectation values such as the susceptibility in the long-
time limit are invariant under a shift of both times,
χ(t, t′) = χ(t + T, t′ + T ). Then introducing the time
difference τ = t− t′ yields χ(t, t−τ) = χ(t+T, t+T −τ).
Consequently, the frequency representation of χ(t, t− τ)
can be written as a Fourier series in t, while the τ -
dependence still requires a Fourier integral [22]. There-
fore,
χ(t, t− τ) =
∑
k
∫
dω
2pi
e−ikΩte−iωτχ(k)(ω) (B1)
with Ω = 2pi/T . Inserting this expression into Eq. (A2)
results in the linear response formula in Fourier space,
Zω = Z
(0)
ω +
∑
k
χ(k)(ω − kΩ)fω−kΩ . (B2)
It reveals that the reaction of a periodically driven quan-
tum system to a weak probe f(t) is characterized by fre-
quency mixing with sidebands separated by the frequency
Ω of the strong driving.
1. Floquet theory
The explicit computation of the susceptibility may still
be a formidable task. Here, we perform it within the
Floquet-Markov approach of Refs. [23, 33]. It starts from
a system-bath model [17, 18] in which the qubit couples
to an ensemble of harmonic oscillators described by the
Hamiltonian Hbath =
∑
ν ~ωνb†νbν , where bν is the usual
bosonic annihilation operator of an oscillator with fre-
quency ων . The bath oscillators couple to a qubit oper-
ator X according to the Hamiltonian
Hqb-bath = X
∑
ν
λν(b
†
ν + bν) . (B3)
The influence of the bath can be captured by its spectral
density J(ω) = pi
∑
ν |λν |2δ(ω − ων) ≡ J(ω) = piαω/2
with the dimensionless coupling strength α [17, 18].
Within second-order perturbation theory one finds for
the reduced qubit density operator the Bloch-Redfield
master equation [24, 25]
ρ˙ = − i[Hqb(t), ρ]
−
∫ ∞
0
dτ
〈
[Hqb-bath, [H˜qb-bath(t, t− τ), ρ]
〉
bath,eq
.
(B4)
For rather weak dissipation, ρ(t) eventually becomes
diagonal in the (time-dependent) basis of the Floquet
states,
ρ0(t) =
∑
α
pα|φα(t)〉〈φα(t)| , (B5)
with the occupation probabilities pα. For this diagonal
ansatz, the first term in Eq. (B4) vanishes such that one
obtains the Pauli-type master equation
p˙α =
∑
β
(
Wα←βpβ −Wβ←αpα
)
(B6)
with the generalized golden-rule rates
Wβ←α = 2
∑
k
∣∣Xβα,k∣∣2N(β − α − kΩ), (B7)
and the Fourier components of the transitions matrix el-
ements,
Xβα,k =
∫ T
0
dt
T
eikΩt〈φβ(t)|X|φα(t)〉 . (B8)
The function N(ω) = J(ω)nth(ω) contains the bosonic
thermal occupation number nth(ω) = [e
~ω/kBT − 1]−1.
In order to arrive at this concise form, we have defined
the spectral density for negative ω as J(ω) = −J(−ω),
while the Bose function has been extended by analytic
continuation.
Having obtained the time-independent long-time solu-
tions for the probabilities pα, we can straightforwardly
60
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FIG. 4. Cavity reflection for the alternative Hamiltonian
H ′qb(t) for one-parameter driving with B = 0 (a) and two-
parameter driving with B = A (b). Here the detuning  is
kept constant, while the tunneling ∆ is varied. All other pa-
rameters are as in Fig. 1. The dashed lines mark the values
used in Fig. 3(b).
evaluate the susceptibility (B1) which for Y = Z results
in the Fourier components
χ(k)(ω) =
∑
α,β,k′
(pα − pβ)Z∗βα,k′−kZβα,k′
ω + α − β + k′Ω + iγ/2 , (B9)
where the matrix elements Zβα,k are defined according
to the Xβα,k in Eq. (B8).
2. Limit of adiabatic following
It is instructive to relate the susceptibility (B9) to the
corresponding expression in the adiabatic limit based on
the adiabatic solutions of the Schro¨dinger equation,
|ψα(t)〉 = eiϕα(t)|uα(t)〉 , (B10)
where the phase of each adiabatic eigenstate |uα(t)〉 is de-
termined by ϕ˙α = 〈uα(t)|i∂t|uα(t)〉 − Eα(t). Integrating
this equation of motion over one driving period yields
ϕα(t+ T )− ϕα(t) = γadα − E¯αT (B11)
with the adiabatic phase γadα and the dynamical phase
−E¯αT determined by the mean energy E¯α. To make
use of the time-periodicity that allows one to bring the
susceptibility to the form of Eq. (B1), we write the total
phase as the sum of a linearly growing contribution and
a T -periodic part ϕ˜α(t),
ϕα(t) = (γ
ad
α /T − E¯α)t+ ϕ˜α(t) , (B12)
which can be understood as definition of ϕ˜α(t) whose T -
periodicity follows from Eq. (B11). The term in brackets
reminds one to the quasienergy expressed by the geomet-
ric phase and the mean energy of a Floquet state, as is
discussed in the main text.
To put this correspondence on a solid ground, we use
the fact that within the adiabatic approximation, |ψα(t)〉
solves the time-dependent Schro¨dinger equation. Then
the state
|φadα (t)〉 = eiϕ˜α(t)|uα(t)〉 (B13)
on the one hand obeys the Floquet equation and on the
other hand is T -periodic. Therefore it is a Floquet state
with a quasienergy determined by the phase acquired
during one driving period, adα = E¯α − γadα /T .
With the Floquet form of the adiabatic eigenstates at
hand, it is straightforward to evaluate the susceptibility.
We assume that for slow driving the system follows the
adiabatic ground state, such that the populations read
pα = δα,0. Neglecting in Eq. (B9) the counter-rotating
contributions, i.e., those with −pβ and β 6= α, we find
for the adiabatically driven quantum system the suscep-
tibility
χ(k)(ω) =
∑
β 6=0,k′
Z∗β0,k′−kZβ0,k′
ω + ad0 − adβ + k′Ω + iγ/2
. (B14)
Numerical tests demonstrate that for sufficiently low
driving frequencies, the Floquet theory and the adia-
batic theory indeed yield the same cavity reflection. This
agreement also verifies the scaling of the resonance con-
dition as a function of Ω upon which the measurement
scheme for the adiabatic phase is based.
Appendix C: LZSM pattern for the alternative
Hamiltonian
Figure 4 shows the LZSM patterns for the alternative
Hamiltonian
H ′qb(t) =
∆
2
σx+

2
σz+Aσx cos(Ωt)−Bσy sin(Ωt) , (C1)
with the couplings to the bath and to the cavity specified
as X = Z = σz. For both one-parameter driving (panel
a) and two-parameter driving (panel b), the most pro-
nounced resonances lie slightly above the bisecting line.
For A = 1.2∆, the readout signal turns out to be suffi-
ciently strong for recovering the adiabatic phases, which
motivates the choice of the amplitudes in Fig. 3(b) of the
main text. As in the case of the Hamiltonian Hqb(t), for
two-parameter driving with equal amplitudes, the inner
structure of the pattern vanishes, while only the outer-
most resonances remain.
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