Abstract-Previous work on planning accelerated life tests has been based on large-sample approximations to evaluate test plan properties. In this paper, we use more accurate simulation methods to investigate the properties of accelerated life tests with small sample sizes where large-sample approximations might not be expected to be adequate. These properties include the simulated -bias, and variance for quantiles of the failure-time distribution at use conditions. We focus on using these methods to find practical compromise test plans that use three levels of stress. We also study the effects of not having any failures at test conditions, and the effect of using incorrect planning values. We note that the large-sample approximate variance is far from adequate when the probability of zero failures at certain test conditions is not negligible. We suggest a strategy to develop useful test plans using a small number of test units while meeting constraints on the estimation precision, and on the probability that there will be zero failures at one or more of the test stress levels.
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I. INTRODUCTION
A. Previous Work
I
N an accelerated life test (ALT), units are tested at higher than usual levels of stress (e.g., temperature, voltage, or pressure) to obtain information about their reliability in a small amount of time. ALTs are commonly used in product design and testing processes (see, for example, Chapter 6 of Nelson [11] , and Chapters 18-20 of Meeker and Escobar [9] ). Previous ALT planning methods have been based on large-sample approximations to assess test plan properties. The test plan properties (and corresponding approximations) depend on the model parameters. Thus one needs planning values for the parameters. As suggested in [5] , the planning values can be given in terms of convenient quantities such as failure probabilities at the highest, and use stress levels, respectively. As suggested 0018-9529/$26.00 © 2010 IEEE in [12] and [13] , information for planning values can be obtained from previous experience with similar products and materials, or engineering judgment. Optimized two-stress-level test plans based upon such planning values that achieve the smallest large-sample approximate variance of the maximum likelihood (ML) estimators of interest (see, for example, ref. [9] , [11] , and [13] ) have been studied extensively. To be robust to possible misspecification of the planning values, and the relationship between the life and the levels of accelerating stress, compromise test plans with three or more levels have also been applied in practice in [3] , [7] , [9] , and [12] .
B. Motivation
In practice, ALTs are usually subject to the constraint that the available number of test units has to be small either because of high cost of the units, or availability of prototype units. In these cases, test planners may need to know the smallest possible number of units that are needed, how to choose the levels of stress, and the allocation for those units to achieve a specified precision in the ML estimators.
We show how to find practical, -efficient constant-stress ALT plans with three levels of stress. When the sample sizes are small, test plans generated from large-sample approximations may not be adequate. In this paper, we use large-sample approximations for initial guidance, but turn to simulation to evaluate the properties of small-sample test plans that are needed to choose an actual plan. We illustrate the methods with an example. The results show that ALT test plans for small samples can be distinctly different from those suggested by large-sample approximations.
C. Overview
The remainder of this paper is organized as follows. Section II presents the model upon which our evaluations are based, and introduces an ALT example that we use to illustrate how to evaluate the test-plan properties with small samples. Section III evaluates optimized compromise test plans with small samples. Section IV studies test plans with the smallest zero failure probability, and considers the impact of using incorrect planning values. Section V investigates the effect that using a small sample size will have on the adequacy of normal-approximation s-confidence intervals. Section VI gives some concluding remarks, and describes related areas for future research.
II. MODEL, AND ML ESTIMATION
A. Setup
As described in [3] , and [11] , most ALT models require a transformation of stress (e.g., log of voltage). We use to denote this transformed stress. All of the stress levels in the ALT will be between the use stress , and a pre-specified highest stress . For convenience, we use the standardized stress , where , and . Thus , and . All the test units are divided into three groups allocated at , , and , respectively, where the middle level of stress is . We assume, as is the case in most applications, that the three groups are tested simultaneously until a common censoring time . With practical planning values, if one does not use the kind of constraint suggested here (and in previous work with compromise ALT test plans), optimization results in an ALT plan with only two levels of stress (the optimum proportion at the middle level would approach zero, or the optimum location of the middle level would approach one of the other two levels). Constant-stress three-level compromise test plans can have a variety of forms. For example, Meeker and Escobar (see, Chapter 20 of [8] ) suggest a compromise test plan with a fixed allocation proportion of 0.2 at . In this paper, we modify this compromise test plan in the following way. Instead of a fixed , the allocations , and at , and , respectively, are chosen such that the expected numbers of failures at and are equal. This modified compromise test plan is more appropriate for small sample sizes because it does a better job of controlling the probability of having zero failures at the lower stress levels. Under this constraint, we choose and to obtain the optimized compromise test plan that minimizes the variance of the ML estimators of a specific function of the ALT model parameters. For a given compromise test plan, we obtain the exact (other than Monte Carlo error, and conditioning on being able to estimate the model parameters) variances of the ML estimators by simulation, and compare them with large-sample approximate variances. Our goal is to find an easy-to-apply method to choose a useful test plan defined by that has good statistical properties, and that can achieve the precision desired by a practitioner.
B. Model
Our assumed model corresponds to that used in most previous work in this area, summarized in Chapter 6 of [11] , and Chapter 20 of [9] . At any level of the standardized stress , the log failure time follows a location-scale distribution with constant , and a cdf . The location parameter depends on (possibly transformed) stress through the linear relationship , where and are the regression model parameters. In our example, is the standardized smallest extreme value distribution corresponding to a Weibull failure time distribution. The failure probabilities at the highest stress, and the use stress are , and , respectively. It is easy to express the probability at any other stress level as a function of , and . Given , , , and , one can easily calculate , and .
C. ML Estimation
Let , , and denote the ML estimators of , , and , respectively. Then the ML estimator of the quantile at stress level can be expressed as , where . The large-sample approximate variance of is , where
is the large-sample approximate variance-covariance matrix obtained from the inverse of the Fisher information matrix, and the superscript indicates vector transpose (for details on how to do the computations, see, for example, Chapter 20 of Meeker and Escobar [9] ). As is common practice in the ALT planning literature, one can compare the relative efficiency of test plans with different samples sizes using the scaled large-sample approximate variance denoted by . For small sample sizes, however, the scaled variance of denoted by can be obtained to a much higher degree of approximation by using Monte Carlo simulation, as described in detail in Section II-D.
D. Zero Failure Problems
In ALTs with a fixed censoring time, and small sample sizes, it is possible to have zero failures at one or more levels of stress at the end of the test. An ALT having zero failures at one or more levels of stress would generally be considered to be an unsuccessful ALT. Having zero failure at one or more levels of stress causes the loss of the advantages of a three-level test plan, such as the ability to detect a departure from the assumed relationship between life and stress. We refer to this problem as the first type of zero failure problem (ZFP1). Having zero failures at two or more of the three levels of stress will make it impossible to estimate the model parameters, or the quantile of interest. We refer to this problem as the second type of zero failure problem (ZFP2).
The s-bias, and variance of can be obtained via simulations in the following way. Based on the specified planning values, one can simulate sample ALT data. For each simulated data set, one can calculate the ML estimators , , , and . Using a large number of Monte-Carlo simulations, one can estimate , and , conditional on no ZFP2 (because when a ZFP2 problem arises in a simulation trial, estimation of the model parameters is not possible). Our simulation-based evaluations of are conditional on not having a ZFP2, and thus, as we will see in our evaluations, such conditional variances could be misleading when Pr(ZFP2) is not negligible. In this paper, we used 10,000 simulation trials to provide results with little Monte Carlo error.
Generally, we want to find a test plan that has a small probability of having a ZFP1. Let , , and be the number of test units allocated at , , and , respectively; and let denote the allocation at stress level where , , and . The number of test units allocated to stress level is , where is the total sample size, and means the rounding to the nearest integer, because may not be an integer. The probability of failing at is
The relationship between and in our compromise test plan is , which implies an equal expected number of failures at and . Because all the test units are -independent, the probability of having zero failures at can be expressed as (2) Thus the probability of ZFP1 is (3) Similarly, the probability of ZFP2 can be expressed as (4) Given the levels of stress, the allocation corresponding to equal expected number of failures at each of the three stress levels can be calculated using
Note that (5)- (7) satisfy , and . Given the three allocations, one could also calculate and to have an equal expected number of failures at each of the three levels of stress. This calculation can be done by noting that the depend on the values, and thus one can solve (8) and (9) for and :
Using (8), and the relationships (1) and (2), one can obtain , and from (9). Equations (8) and (9) show how one could choose the levels of stress such that the expected numbers of failures will be equal at ,
, and when the proportionate allocations are fixed. Having the same expected number of failures at the three levels of stress assures that the probability of ZFP1 will be small, which serves as the limit line as shown in Figs. 7 and 8. In the test plans proposed in this paper, however, we only constrain the expected number of failures at the lower, and middle levels of stress to be equal. This constraint also ensures that the probability of ZFP1 will be small, but provides a plan that is more -efficient. In particular, our proposed test plan is further optimized by adjusting the lower level of stress, and the allocation at the higher level of stress. As a result, in the chosen test plans, the expected number of failures at the higher level of stress is larger than that at the lower and middle levels of stress, but the estimation variance is smaller. Imposing the constraint in (9), from (3), one could obtain , a value of to minimize Pr(ZFP1). However, we do not have a simple analytical expression for for given , , and . In practice, as is shown in Section III-C, is close to and a little larger than . Because the do not depend on the sample sizes, using can make the following test plan specification and evaluation simpler than using the optimum .
E. The Adhesive-Bond ALT Example, and Planning Values
To illustrate the ideas presented in this paper, we will use the adhesive-bond test-planning example that was described in [7] , and on page 535 of [9] . In this example, the Weibull-distribution planning values were given as , , and , based on previous experience with similar products. The censoring time is . The quantity of interest is the 0.1 quantile (i.e., ) of the failure-time distribution at the use stress level of 50 . Using the above planning values, we obtain , , and by using the formulas in Section II-B. In the Meeker and Escobar [9] example, 300 units were available for testing. Here we will investigate test plans with fewer than 300 test units.
We will also assume there is uncertainty in the planning values. We will evaluate the compromise test plan properties using alternative planning values. In Section IV-B, we show that when considering misspecification of the three planning values for the parameters over the range of a cube, it is sufficient to do one further evaluation at one of the corners of the cube. We call the planning values at this corner of the cube the critical point planning values, or CPPV. For our example, the CPPV is , , and . Changing the censoring time will change the planning values. That is, increasing the censoring time will increase the probabilities of failure at the highest, and use levels of stress. Generally for a fixed sample size, when the failure probabilities are higher, the precision of the quantile estimator will be higher. As a practical matter, one may want to fix the estimation precision, and compensate for a smaller sample size by increasing the censoring time, if extending the test duration is practicable.
III. EVALUATION OF OPTIMIZED COMPROMISE TEST PLAN WITH SMALL SAMPLES
A. Zero Failure Problems of a Previous Compromise Test Plan
It is important to investigate the zero-failure behavior of the compromise test plans such as those with a fixed proposed in [6] , and [9] . Fixing , one can obtain an optimized (i.e., minimum ) compromise test plan by choosing , and under planning values , , and
. Fig. 1 shows the probabilities of both ZFP1 (dotted line), and ZFP2 (solid line) as a function of when , and for two points of planning values:
, , and (on the left); and , , and (on the right). Fig. 1 shows that Pr(ZFP1) is much higher than Pr( ZFP2). This result is because there are many more events leading to ZFP1 than ZFP2. Fig. 1 also shows that the probabilities of having ZFP1 or ZPF2 under CPPV are much higher than the corresponding probabilities under the original planning values. Thus, it is important to consider the zero failure probabilities under both the original planning values, and the corresponding CPPV.
To further investigate the cause of ZFP1 in Fig. 1 , consider , the probability of having zero failures at either or at regardless of the number of failures at . If one plots versus on Fig. 1 , the curve would be indistinguishable from the curve of Pr(ZFP1) versus in Fig. 1 . Thus ZFP1 is caused, primarily, by having no failures at either , or at . To assure that there are failures at both and , practitioners should control Pr(ZFP1) to be below some specified small value, say, 0.01.
It is possible that an optimized compromise test plan with other than 0.2 may have a smaller probability of ZFP1 than that for . For each value of , there is a corresponding optimized compromise test plan, and a probability of ZFP1 associated with the plan. Fig. 2 shows Pr(ZFP1) of those optimized compromise test plans as a function of for , 60, and 90; and the original planning values (on the left), and the CPPV (on the right). The vertical dotted lines indicate the values of that result in having an equal expected number of failures at , and . The zigzag behavior comes from the integer sample-size rounding effect described in Section II-D. Fig. 2 shows that there is a value of at which Pr(ZFP1) is minimized for a specific sample size. The value of is close to that of an optimized compromise test plan with an equal expected number of failures at and ; i.e., (9) holds. Thus, to achieve, in a simple way, a small ZFP1 probability when the sample sizes are small, we suggest using a compromise test plan with an equal expected number of failures at and . In the remainder of this paper, the term compromise test plans refers only to the compromise test plans with an equal expected number of failures at and . variances were obtained using Monte-Carlo simulations with data generated from the compromise test plan with an equal expected failure number failing at and , as described in Section III-A. These figures provide an assessment of the adequacy of the large sample approximation for , and we can see when the approximation may be inadequate when is too small. Fig. 3 shows, for the original planning values (top), and the CPPV (bottom), the optimized (minimum ] compromise test plans obtained by adjusting , and . For the original planning values, the optimized compromise test plan has , and . For the CPPV planning values, the optimized compromise test plan has , and . As expected, given the same planning values, and the number of test units, compared with the non-optimized test plans, the optimized test plans provide smaller variances at the expense of a higher probability of ZFP1.
B. Adequacy of the Large-Sample Approximate Variance
Another important observation from Fig. 3 is that , conditional on no ZFP2, first increases with until a maximum value, and then decreases, approaching for large . The maximum value of can be as high as around 40% larger than . The maximum value occurs when the probability of ZFP2 is between 0.01 and 0.02. The reason for this phenomenon is that, when , the probability of ZFP2 decreases rapidly with , resulting in less conditioning, and a more accurate representation of the true (unconditional) sample variability. spectively. These probabilities were computed from the original planning values. Again, the zigzag behavior comes from the integer sample-size rounding effect described in Section II-D.
C. Reduction of the Risk of ZFP1
In Fig. 4 , the left-hand plot shows that, when increases from , Pr(ZFP1) (primarily occurring at or in this situation) decreases until . When increases beyond obtained from (5), Pr(ZFP1) (primarily occurring at ) will ultimately increase. The right-hand plot in Fig. 4 shows that, when increases beyond , Pr(ZFP1) (primarily occurring at or in this situation) decreases until , where is obtained by solving (8) and (9) . When increases beyond , Pr(ZFP1) (primarily occurring at ) will, again, ultimately increase. To have a more precise estimation with small sample sizes while controlling Pr(ZFP1) to be small, we suggest selecting to be smaller than or close to , or selecting to be smaller than or close to . 
D. Evaluating the Compromise Test Plan
It is interesting to examine the relationship between the simulated actual variance and the large sample approximate variance under the compromise test plans for finite sample sizes. We can compare the scaled variance of ML estimators as functions of , or around the point , corresponding to the large-sample approximate optimized compromise test plan for the original planning values , , and . Fig. 5 shows (solid, and dotted curves), conditional on no ZFP2, and (dashed curves), both as a function of the allocation with four different values of , and a fixed value of . The parts of the curves with dotted lines in Fig. 5 represent the values of , where . The curves are, of course, the same for all sample sizes. The two vertical dotted lines represent (on the left), and (on the right). These allocations can be calculated directly from (5), (8) and (9) .
The simulated is larger than the large-sample approximate . When , 90, and 60, the minimum values of occur at values of close to based on minimizing . For , the minimum scaled variance is importantly larger than . These results suggest that, even when does not provide a good approximation for , it can provide a good approximation for minimizing as long as Pr(ZFP1) is not too large. Another observation from Fig. 5 is that, in the vicinity of , is smaller when than when . When , Pr(ZFP1) is being driven by a high probability of no failures at either or . When , Pr(ZFP1) is being driven by a high probability of no failures at . Because there is a distinct increase in at when compared to that at , as long as a specific criterion for the risk of ZFP1 is satisfied, say, , one should select a value of to reduce . Fig. 6 is similar to Fig. 5, showing , and as a function of with four different values of , and a fixed value of . Again, the dotted parts of the curves show where . The two vertical dotted lines indicate the locations of , and . When , the minimum occurs very close to , the optimized lowest level of stress under the large-sample approximation. Note, however, that is always larger than for . When , the simulated scaled variance (the dotted line) is increasing in when . When , decreases in until it reaches a minimum, after which it increases. When , or 40, the conditional is increasing in when is small, and then is decreasing as increases after a turning point. At the turning point, the probability of ZFP2 is between 0.01 and 0.02, similar to the phenomenon described in Section III-B. When becomes larger, after passing through a minimum point, is increasing in again. The values of at the minimum point are a little larger than . Note that the small values of the conditional are of little use when the probability of ZFP2 is importantly large (say greater than 0.01).
Another observation from Fig. 6 is that, in the vicinity of , is smaller when than when . When , Pr(ZFP1) is higher at , and . When , Pr(ZFP1) is higher at . Because there is an important increase in the variance at when compared to that at , as long as a specific criterion to the risk of ZFP1 is satisfied, say , one should select a value of to reduce the variance.
Figs. 5 and 6 show that, when , although , their minimum points in term of for different values of are close to each other. This result implies that the easy-to-compute can be used as a guide to find an initial test plan.
Based on the information given in Section III we use the following strategy to find a useful ALT plan. 1) Use the simple analytical formulas in Section II-D to determine the region of in which Pr(ZFP1) is below the practitioner's ZFP1 critical level (say 0.01).
2) Minimize
, subject to the constraint that Pr(ZFP1) is less than the ZFP1 critical level, to obtain a tentative test plan. 3) Run simulations in the region of the tentative plan to fine tune the choice of and , and to get the value of the actual variance for the test plan. Fig. 7 is a contour plot showing , and Pr(ZFP1) as a function of , and using the compromise three-level test plan described in Section III-D. The contours show , and the zigzag parallel lines show Pr(ZFP1) for different sample sizes. Again, the zigzag behavior comes from the integer sample-size rounding effect described in Section II-D. The solid line labeled shows the base-line where there is an equal expected number of failures at , and . This line can be obtained by plotting as a function of , or equivalently by plotting as a function of . The region below this line is where we will find a useful test plan. Fig. 7 illustrates the simple strategy to find a test plan. First, one can draw several zigzag lines representing a small ZFP1 probability, say 0.01, for different sample sizes. Then, draw the contours of the scaled large-sample approximate variance. Along a zigzag line (corresponding to a sample size, and a ZPF1 constraint), a point that is close to a contour is a suitable candidate for the desired test plan having the smallest Fig. 8 . Contour plots illustrating the procedure to find a good starting ALT test plan.
IV. TEST PLAN SELECTION
A. Test Plan Properties for Given Planning Values
for a specified sample size, and small ZFP1 probability. Considering different zigzag lines, one can evaluate the tradeoff between sample size and Pr(ZFP1) to get the desired precision.
B. Test Planning With Uncertain of Planning Values
Because there is always some degree of misspecification in the planning values, it is important to check the impact that the uncertainty of planning values will have on the variance, the ZFP1 probability, and the choice of test plan for small sample sizes. For the adhesive-bond example, if the practitioner is confident that the true values of , , and are in the intervals (0.45, 0.95), (0.0005, 0.0015), and (0.45, 0.75), respectively, based on previous experience, separate contour plots could be made for each combination, and these could be used to find a plan that is satisfactory over the region of planning value uncertainty.
Suppose that the ranges of the planning-values uncertainty can be described by a cube containing all possible true values of . There are eight corners in the cube. Note that increases as increases, and as or decreases; and the ZFP1 probability increases as or decreases. Therefore, the corner with the smallest and , and the largest , represents the largest possible values of both variance and the ZFP1 probability simultaneously. As described in Section II-E, we refer to this combination as the critical planning value point (CPPV), because once the variance and Pr(ZFP1) at this set meet certain requirements, these requirements will be satisfied automatically throughout the entire cube. Thus, it is sufficient to investigate this critical point to evaluate the maximum impact of the incorrect planning values. Fig. 8 illustrates our procedure to find a good starting ALT test plan.
The contours in Fig. 8 show , relative to the value at minimum, when the true parameters are equal to the CPPV (solid lines), and the original planning values (dashed line). The "x" point indicates the position of the minimum point , and where when the true parameters are equal to the CPPV. The " " point indicates, as in Fig. 7 , the position of the minimum when the true parameters are equal to the original planning values. The solid curve labeled shows the base-line where there is an equal expected number of failures at and when the true parameters are equal to the CPPV. The zigzag line is where for . The dashed contour represents , relative to the minimum when the true parameters are equal to the original planning values. The small circle indicates the point along the zigzag line where is minimized, and thus gives the tentative candidate test plan ( , , and ) when the true parameters are equal to the CPPV, thus taking into consideration the impact of the incorrect planning values. Note that Fig. 3 shows , conditional on no ZFP2 as a function of sample size when the test plans are chosen at the three points "x", " ", and the small circle.
Suppose that we desire to have , and at the CPPV. At the same time, the sample size should be as small as possible. Computing properties of the test plan at the small circle shows that, under the CPPV,
. From Fig. 3 , there is roughly a 20% increase from to when , and under the CPPV. Thus the actual under the CPPV will be approximately . Therefore, the test plan with , , and is a candidate that meets our criteria at the CPPV. Using the same test plan with , and assuming that the values of the true parameters , , and are equal to the original planning values, we obtain using similar calculations.
C. Verification of the Candidate Test Plan
Section IV-B showed how to find a candidate test plan to control the Pr(ZFP1), and minimize . Because there is uncertainty in the adequacy of the large sample approximate variance used in the initial optimization, however, the candidate test plan needs to be verified by more accurate simulations. To do this for the adhesive bond example, we examine the simulated scaled variance around the small circle along the zigzag line in Fig. 8 .
The solid lines in Fig. 9 show the conditional as a function of when , corresponding to the point on the zigzag line shown in Fig. 8 Figs. 8 and 9 illustrate the strategy to select a useful test plan that has a low risk of ZFP1 while achieving the smallest possible variance after considering the uncertainty of planning values. Note that constructing Fig. 8 does not need any simulation. Thus this strategy minimizes the number of simulations that are needed, and can allow one to find a useful test plan quickly.
Recall that Fig. 2 shows that Pr(ZFP1) for a test plan with an equal expected number of failures at and is close to but may not be the minimum for a specific sample size due to the zigzag nature of Pr(ZFP1). Thus, it might be possible to find a slightly better test plan around the small circle without the constraint of equal expected failure numbers at and . Finally, we would like to point out that the reason why we only consider the variance and not the -bias of the quantile estimators is because, under the assumed model, the -bias contribution to mean square error is negligible compared with variance when we control the risk of ZFP1 to be small.
V. POSSIBLE DEPARTURE FROM THE NORMAL APPROXIMATION FOR -CONFIDENCE INTERVALS
Normal approximation -confidence intervals are based on the assumption that the quantity can be approximated by the standard normal distribution, where is usually the local-information estimator of . We call a " -like" statistic because of its similarity to the -statistic used in normal-distribution inference. Especially when doing accelerated life testing with a small number of test units, the normal-distribution approximation may be inadequate when the expected number of failures is small. Here we show how to study the possible departure of actual coverage from the normal approximation. Fig. 10 shows normal Q-Q plots of for , obtained from 1,000 simulations from the optimized compromise test plan on the left, and the recommended test plan on the right, for the true parameters , , (top), and the true parameters , , (bottom), respectively. These two points in the parameter space correspond to the original planning values, and the CPPV. Except for the plot on the NE of Fig. 10 , all of the plots show departures from the normal distribution in the upper tail. Interestingly, the departures are not too bad in the lower tail for the recommended plans on the upper-left, and lower-right plots of Fig. 10 . Note, however, that a deviation in the upper (lower) tail of the -like statistics will lead to a lower (upper) -confidence bound with poor coverage properties. In reliability applications, it is usually the lower bound on a quantile that is of most interest. Table I shows the expected number failing at each test condition for each combination of test plan, and planning values. As suggested by Table I , the normal approximation tends to be especially poor when the expected number of failures at the individual test conditions is small. These results suggest that, when the expected number of failures is small, one should use better -confidence interval procedures such as those based on the bootstrap (see for example [4] ), or the inversion of a likelihood ratio test (see for example [14] ) to have a procedure with a more accurate coverage probabilities.
VI. CONCLUDING REMARKS, AND AREAS FOR FUTURE RESEARCH
We address the issues involved in planning ALTs with small sample sizes. We describe and investigate the important role that the possibility of zero failures can have on the conditional variance. For constant 3-level ALT plans, using a compromise test plan with an equal expected number of failures at the lowest and middle levels of stress can reduce the ZFP1 probability so that smaller sample sizes become possible for a specified estimation precision, and set of planning values. Furthermore, by using the plots of test plans such as those shown in Fig. 8 , one can select a tentative test plan without having to run time-consuming simulations. Then the tentative test plan needs to be fine-turned and verified through simulations. Finally, one needs to check whether the commonly-used normal approximation for -confidence intervals provides an adequate approximation or not. Due to the small sample sizes involved, there is not a simple theory to provide the actual variance over a large parameter range, as provided by the large sample approximations. However, one may use the strategy outlined in this paper to find a good ALT test plan using simulations. Applying the ideas in this paper to other models and distributions should be straightforward.
We also show how to construct a three-level compromise constant-stress test plan with small sample sizes. If using the smallest number of test units is a primary concern, one might want to use a simple two-level test plan. The planning methods for the three-level constant-stress test plan with small sample sizes can also be used to find a two-level constant-stress test plan with a small sample size. Simulations (for example, [4] , and [14] ) have shown that the adequacy of large sample approximation is closely related to the expected number of failures. Finally, we point out that it may be more appropriate to replace the term "small samples" used in this paper with "small expected numbers of failures," because, under certain planning values, the expected number of failures is often small even if large numbers of test units are used. He is also an ASQ Shewhart Medalist. He has consulted extensively on problems in reliability data analysis, reliability test planning, accelerated testing, nondestructive evaluation, and statistical computing.
