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ABSTRACT 
The primary objective of most agricultural operations including those at the Strawberry Creek 
Watershed is to maximize crop yield. This often requires the input of additional nutrients to 
enhance soil fertility, and installation of artificial subsurface drainage to curtail water-logging of 
soils with very low hydraulic conductivity. However, the combination of additional nutrients and 
subsurface drainage often leads to a disruption of the existing hydrochemical regime. Excess 
nitrate and phosphorus export to surface water bodies may yield negative environmental impacts, 
including the eutrophication of downstream areas. To address this issue, a modeling technique 
was deployed to quantify and assess these processes under various seasonal scenarios. 
The Soil and Water Assessment Tool (SWAT) model was modified (SWATtile) and 
parameters defined to simulate the effects of tile drainage on flow and nitrate (NO3⁻) export from 
small watersheds during the four seasons characteristic of southern Ontario. This study compares 
differences and similarities between observed watershed processes against model output by: (1) 
utilizing the SWATtile model for comparison of simulated to measured discharge from a 
watershed, and a tiled field, from several years of data, (2) utilizing the SWATtile  model for 
comparison of simulated to measured NO3⁻ from a watershed and tiled field, and (3) several 
scenarios are presented on how modifications to tile spacing (density) can be manipulated to 
achieve a balance between improving soil drainage while minimizing NO3⁻ export. The effects of 
tile density changes were evaluated to determine the impact of moisture availability (for tile 
flow) as precipitation cycled from rain to snow and back to rain.  
In the first part of this study, comparison of detailed simulations of seasonal flow patterns 
from both the gauged watershed and a gauged tiled field for winter 2007 to winter 2008, reveals 
similarities and contrasts in flow patterns for daily time scales. Due to its distributed nature, the 
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SWAT model is subdivided into fundamental units of analysis designated as Hydrologic 
Response Units (HRUs). Each HRU consists of a unique soil and landuse type and is capable of 
autonomous analysis and result generation. The gauged subwatershed area drained by the Below 
Middle Road (BMR) tile has been continuously monitored for more than six years. This 
subwatershed was defined in the SWAT model setup as an independent HRU so that results 
generated from simulations can be directly compared to measured values from the same area.  In 
terms of landuse, soil type and tile spacing, the BMR – HRU is representative of other tiled 
fields in the watershed. Simulated stream and tile flow for each season were comparable to that 
of the observed. Linear trends between measured main channel flow and that of measured tile 
flow was stistically significant. However, trend agreement between simulated main channel 
discharge and BMR tile was not statistically significant, although it demonstrated a general linear 
pattern. 
For the second part of the study, comparison of observed/measured watershed NO3⁻ 
concentration against results generated by SWATtile model were quantified across all seasons 
with the contrast being greatest for the spring season. The general trend in modeled NO3⁻
 is for 
more of it to be exported during low flows. NO3⁻ then increases with volume of flow. The tile 
outlet yields a higher NO3⁻ load per unit area, as this contribution originates from a much smaller 
area (0.43 km2) compared to main stream outlet with contribution from the entire watershed 
which is a much large area (2.86 km2). For both the first and second scenarios, the tile drainage 
component was also disabled to enable observation of dominance of overland flow as a result of 
an elevated water table. Consequently, there was an observable reduction in crop NO3⁻ uptake 
which is largely due to an increased rate of denitrification under anaerobic conditions. 
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The third part of the study introduces variability in density between feeder tiles and thus 
altered the drainage intensity. The drainage intensity is the rate at which water is removed from a 
field and is thus proportional to tile density. As the intensity is increased, drainage and NO3⁻ 
export also increases proportionally. On the other hand, as the lateral distance is increased above 
50 ft. (15.24 m), tile drainage and NO3⁻ export from the field are reduced. Crop NO3⁻ uptake was 
also reduced (decreased productivity) with an increase in tile density (from 50ft. to 35ft.). This 
was also characterised by increased NO3⁻ export. The anoxic conditions might also favour 
denitrification which may lead to further NO3⁻ loss. For the watershed simulation, although 
decreasing tile density helped reduce NO3⁻ mass export (density reduced from 50ft [90 kg/ha] to 
65ft [82 kg/ha]), it was still not enough to attain the required drinking water standard of 10 mg/L 
(and the limit of 12.8 mg/L for aquatic species). However, when the tile density was reduced to 
85ft. (30m), the concentration of NO3⁻ decreased to 25 kg/ha. The farmers will need to reduce 
fertilizer usage by an average of 25 kg/ha to attain the drinking water standard. In reality, such 
low tile density is rare as installation may not substantially enhance drainage and therefore not be 
beneficial to crop production. Other forms of intervention, such as regulating fertilizer 
application and timing, employing crop rotation with crops that collectively utiize the full 
spectrum of nutrients, and preservation of riparian buffer strips, will be required to complement 
tile drain density manipulation to ensure economic productivity and pollution abatement.  
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CONTRIBUTION TO KNOWLEDGE 
This thesis has improved our knowledge of modeling farm operations and hydrochemical 
exports within an agricultural watershed. The major contributions are noted as follows:  
 
1) This thesis has improved our understanding of the competence of watershed-scale modeling 
applications on hydrologic processes and crop NO3⁻ and export. It has demonstrated the 
possibility of applying modifications to the SWAT model for improved analysis of flow and 
NO3⁻ export from a small watershed and a tiled Hydrologic Response Units (HRU).  
 
2) The thesis has exhibited the implementation of an improved tile drain algorithm to the 
SWAT model (SWATtile) that enabled variation of the drainage intensity for the simulation of 
different management scenarios. Analysis has established linkages between flow volume, 
nutrient input, crop productivity and NO3⁻ export via modeled scenarios.  
 
3) The thesis has demonstrated that the Strawberry Creek agricultural watershed, which is 
representative of large areas of southern Ontario, is not totally efficient in the uptake of NO3⁻. 
The amount and timing of manure or fertilizer, and the types of crops cultivated determine 
how much of the applied nitrate would be lost as N2O during denitrification and how much 
NO3⁻ is exported in the flow. Finally, modeling will also aid the attainment of legislated water 
quality standards as the SWAT model is widely utilized by governments and private 
agencies. 
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1. INTRODUCTION AND BACKGROUND TO STUDY 
The adverse effects of nitrate (NO3⁻) laden runoff from agricultural operations are well 
documented (Breuer et al., 2008; Cabrera, 2000; Goss, Barry et al., 1998; Cook, Hunt et al., 
1996; Smolen, 1981), and the movement of nitrate via subsurface drainage is an important factor 
in point and non-point source pollution of downstream waters (Skaggs, et al. 2005; Skaggs and 
Chescheir, 2003; Skaggs and Gilliam, 1981). Nitrogen (N) export to surface waters is of major 
concern on national and regional scales. Studies have concluded that NO3
- levels in streams and 
rivers draining into the Great Lakes often exceed provincial water quality standards, due largely 
to the presence of chemical fertilizers and manure in agricultural runoff (E. Canada 2003). 
Excessive N loadings is also responsible for algal blooms and associated water quality problems 
along the Grand River system in southern Ontario. This is particularly true for watersheds 
draining portions of the basin that are greatly impacted from agricultural point and non-point 
pollution.  One such watershed is the Strawberry Creek watershed, a small first order stream that 
drains into Hopewell Creek and ultimately into the Grand River. The downstream impacts of 
high nitrate content include eutrophication and health effects from drinking water contamination. 
High nitrate (>10 mg N/L) in drinking water can be toxic to infants and detrimental to human 
health, requiring expensive water treatment when the NO3–N concentration exceeds drinking 
water standards (Goss et al., 1998) and can also be toxic if above the 12.8 mg /L guideline for the 
protection of aquatic species (CCME 2012).  
 Nitrogen exported from croplands has been identified as the major source of N in 
regional streams, including the Strawberry Creek (Macrae et al., 2007; Petrone et al., 2005).  
Evidence also indicates that subsurface drainage increases N losses to surface waters.  For fields 
that are too waterlogged to farm under natural drainage conditions, tile drains allow production 
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of row crops by lowering the water table and allowing early warm up and better aeration of the 
soils. Studies have also shown that N export increases with fertilizer usage and increasing 
drainage density. That is, N export tends to increase as the tile spacing decreases (Kladivko et al. 
2004; Skaggs, et al. 2005). According to Mehnert et al. (2007) results from a study conducted in 
a Minnesota watershed determined that only about 67% of total nitrogen is utilized by crops, 
while excess NO3⁻ is either lost to denitrification or to the hydrosphere. As a result, 
contamination of ground and surface water has become widespread in agricultural areas (Smolen 
1981). Models can be used to enhance our ability to understand how various management 
practices such as tile installation and tile density can impact nitrate export. Subsurface tile 
drainage systems can therefore become major pathways through which a substantial proportion 
of this excess nitrate is exported. Riparian buffer zones, which usually attenuate dissolved 
nitrate, are bypassed by tile drains (Passeport, et al., 2010) while the denitrification process is 
curtailed by the rapid reduction of soil moisture and increased aeration (Di and Cameron 2002). 
A number of methods have been proposed for reducing N export from drained lands, 
including the reduction of N export by the creation of riparian buffers (Skaggs et al., 2005); 
although tile source N may bypass most of the riparian buffer. Modeling has the advantage of 
off-site manipulation of watershed parameters for the simulation of various management and 
non-management scenarios. These include, crop cultivation, nutrient input and tile drainage. The 
results from such modeling endeavours are a valuable tool for the management and assessment 
of nutrient loadings and the provision of recommendations to facilitate the maintenance of water 
quality and appropriate benchmarks for Best Management Practices (BMP) (Lamba, et al. 2009). 
The objective of maximizing profitability through maximizing yield and reducing 
nutrient loadings have been pursued through farm management practices such as fertilizer 
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management, conservation tillage, rotation of crops, tile drainage and maintenance of riparian 
buffer strips (Wade et al., 2002; Eastonet al., 2008). While such measures have been shown to 
increase yield or reduce runoff, subsurface export from agricultural fields still contributes 
substantial amounts of nitrate to downstream areas (Kladivko et al. 2004; Skaggs, et al., 2005). 
Thus, challenges still remain in designing management practices that will mitigate nitrate-
nitrogen (NO3⁻–N) export while ensuring agricultural profitability (Bosch et al., 2005).  
The specific areas where there is a dearth of knowledge in the current understanding of 
nutrient dynamics modeling are outlined in the problem statement for this thesis (Section 2.1). 
The overall and specific objectives of the thesis are also declared (Section 2.2, 2.3). A general 
review of the literature follows (Chapter 3), while a more detailed review precedes each of the 
three model simulation chapters that constitute the core of this thesis. 
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2. PROBLEM STATEMENT AND OBJECTIVES OF STUDY 
 
2.1 The status of our knowledge of modeling nitrate-nitrogen export from agricultural 
watersheds 
 
In recent decades, significant advancements have been made in the expansion of our 
understanding of watershed modeling and the mechanisms and controlling processes of nitrate-
nitrogen export from agricultural watersheds (Abbott, et al. 1986a, Arnold, et al. 1998, Brown 
and Hollis 1996, Shepherd, et al. 1999). In the use of basin-wide hydrologic models (e.g. 
SWAT), there is still a lack of capability to effectively quantify the drain tile contribution for 
flow and nitrate. The major factors controlling nutrient export from agricultural watersheds 
include the amount and timing of fertilizer and manure application, land-use or crop type, soil 
texture, hydrologic flowpaths, climatic variability and freeze-thaw sequence (Chambers, et al. 
2001). 
Current research is directed towards the characterization of point source nutrient export 
(Yates and Bailey 2007; Ahmad, et al. 2002; Filson, et al. 2009; M. Macrae 2003). This thesis 
will seek to quantify the point and non-point contributors to flow and nutrient export in a small 
agricultural catchment using the SWAT modeling environment. The results of any model 
simulation should also be handled with caution as there is always uncertainty arising from errors 
associated with modeling a complex system, errors in measurement data, inaccurate parameter 
value assignment, or from the probabilistic or random/stochastic mechanisms necessary for 
extrapolation (Brown and Heuvelink 2005). 
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2.2 Overall objective of thesis 
The overall objective of this dissertation is to advance our understanding of watershed modeling 
techniques through the amendment of the Soil and Water Assessment Tool (SWAT) model to 
include tile drain optimization of flow and nutrient export in agricultural watersheds. This thesis 
will seek to answer the following question: can SWAT modeling assist in the quantification and 
analysis of watershed processes such as flow and nitrate in small agricultural watersheds with tile 
drainage? 
This study involves the use of the physically-based, SWAT model in simulating various 
management scenarios for the improvement of crop productivity and abatement of elevated 
nitrate export. The SWAT model simulations are is evaluated against measured discharge and 
NO3⁻ concentrations from a field (tile discharge) and stream outlet. The merits of tile installation 
with respect to both discharge and NO3⁻ export are also examined by simulating a scenario of tile 
density variation for the same study area. Evapotranspiration, watershed NO3⁻ export, 
denitrification rate, and tile NO3⁻ export are evaluated under the scenario of the presence or 
absence of tile drainage.  
  Previous modeling approaches in agricultural watershed settings have mostly considered 
fixed-drain configurations that may not optimize flow and minimize NO3⁻ export (Green, 2006; 
Skaggs et al., 2005; Tiemeyer et al., 2010). Optimal drain spacing should aim to attain nitrate 
concentrations of < 10 mg/L legislated drinking water standard, while also ensuring that crop 
yield remains profitable. Model tile flow manipulation will require the use of changeable drain 
spacing in the form of a new modified drain tile algorithm within the SWAT model. The strategy 
is to illustrate how modeling various drain tile densities can achieve an output that results in 
increased crop productivity, while minimizing NO3⁻ export to surface and groundwater. While 
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real-world processes contain infinite complexity, model scenarios are always simplifications of 
these processes with the goal of achieving a realistic outcome. Thus the strength of any model is 
demonstrated by the degree of similarity with measured parameters. 
SWAT model is designed for simulation at multiple scales (Arnold et al., 1998). Model 
simulation was undertaken at various spatial (watershed partitioned into a number of 
subwatersheds that are further divided into 13 Hydrologic Response Units – HRU) and temporal 
(daily and seasonal) scales for flow and NO3⁻ assessment. According to Arnold et al (1996), 
shorter duration events (e.g. storm runoff) occurring at smaller temporal scales are assessed at 
shorter modeled time steps for greater accuracy; events with longer duration (e.g. basin water 
yield) can be more accurately assessed at wider-ranging time scales – such as over a number of 
years or decades. Accordingly, simulations for the various scenarios are done at daily time-steps 
and the results are later divided into seasonal groupings. Simulation results therefore, become 
less distributed as you move from the HRU to the watershed scale. Individual HRU outputs are 
routed to adjacent HRUs, downstream of the previous one until the entire watershed is made up 
of interconnected HRUs (Amataya et al. 1997). 
2.3 Specific objectives of thesis 
A number of individual modeling objectives have been identified with the goal of providing a 
deeper insight into water and nitrate export from a small agricultural watershed. The specific 
objectives form the basis for three modeling chapters that collectively aim to address the major 
research question:  
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2.3.1 Application of SWAT  to model  tile discharge and stream in a small agricultural 
watershed 
In this chapter, measured storm and seasonal hydrographs of the Strawberry Creek watershed 
and the gauged BMR tiled HRU are compared to SWAT simulation results under different 
antecedent conditions. For each area (i.e. watershed and HRU), model simulations are 
undertaken for the various seasons at the study site to illustrate the impacts of changing soil 
conditions on discharge volume. This chapter assesses the model’s ability to incorporate varying 
watershed antecedent conditions in the simulation of basin streamflow and of HRU discharge. 
2.3.2 Application of  SWAT to model NO3⁻ export from a tile and stream in a small 
agricultural watershed 
The objective of this chapter is to compare simulated watershed and tile NO3⁻ concentrations to 
values measured at the watershed and BMR tile outlets during all seasons. The concentration of 
NO3⁻ exported to the stream varies with season and pathway. In agricultural watersheds, NO3⁻ is 
mainly lost through overland flow, subsurface tiles, crop uptake, and denitrification. Therefore, 
antecedent conditions ushered by seasonal changes in precipitation and temperature determine 
the effectiveness of the various N retention mechanisms and how much NO3⁻ is exported via 
stream flow and subsurface tiles. To achieve this objective, SWAT model simulation was 
undertaken for the Strawberry Creek Watershed and for a single tiled HRU (BMR). The results 
were compared to values measured at the tile and from the watershed outlets.  
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2.3.3 Model the effects of tile drainage spacing on discharge and NO3⁻ export from a small 
agricultural watershed 
NO3⁻
 concentations in drainage tiles are unregulated. An acceptable tile drain line density for 
optimal field drainage and nutrient retention is mostly arbitrary (Skaggs & Gilliam, 1981), and 
depends on budgeting constraints. Recent results speculate that tile line density can help establish 
a threshold for maintaining the optimal balance of minimizing nitrate export while providing 
adequate drainage and high crop productivity (Skaggs et al., 2005). A modeling environment 
provides the opportunity to alter tile drain density, physical attributes of the environment and 
crops planted, which can help determine the most efficient tile density. The specific objectives of 
this scenario includes the simulation of varying tile density and then quantify the effects on (1) 
discharge from tiled sections of the watershed and (2) NO3⁻ export from tiled sections of the 
watershed. 
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3. RELEVANT LITERATURE: 
3.1 Modeling Hydrochemical Export in Agricultural Watersheds 
This section reviews the range of current knowledge regarding hydrochemical models and their 
ability to inform decision making, promote best management practices, and also accurately 
quantify the magnitude of excess NO3⁻–N export from agricultural watersheds. Section 3.1 
presents an assessment of hydrochemical models, including a review of their strengths and 
limitations. A comparison of the major types of models is accompanied by a consideration of 
their usefulness in watershed management, as well as a justification for the suitability of the 
SWAT model in this research. Section 3.2 highlights the importance of water table control 
through the presence of tile drainage, as well as the effects of water-logging on crop productivity 
and nutrient export. Section 3.3 provides a review of the detrimental effects of excess nitrate as 
well as possible best practices that can be implemented by watershed managers for the 
preservation of the environment and also to meet regulatory standards. Finally, the 
sources,pathways, and cycling of nitrogen in agricultural environments are reviewed. 
3.1.1 Background to models and hydrochemical modeling 
A clear understanding of hydrochemical models and the modeling process is vital for their 
appropriate use. The various categories of models present a challenge in deciding their strengths 
and limitations for selecting any single model or group of models for assessing diverse 
landscapes. Models are classified as being empirical, conceptual, or physically based 
(Wainwright and Mulligan, 2004). Hydrochemical models can further be regarded as distributed, 
lumped or semi-distributed depending on the level of generalization of the parameters (Arnold et 
al., 1996, Wainwright and Mulligan, 2004). In general, models have proven valuable in verifying 
or challenging our understanding of nutrient cycling and management in agricultural watersheds.  
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The concept of modeling natural phenomena and processes has become an integral part 
of environmental research in diverse subject areas including watershed studies. All hydrologic 
models are simplified characterizations of real systems. They are abstractions that represent a 
complex reality in the simplest of ways adequate for modeling. A wide range of models are 
currently used by researchers and practitioners, however the applications of these models are 
highly dependent on the purposes for which the modeling are being used. Many models are used 
merely for research purposes inorder to enhance the knowledge and understanding of the 
hydrological processes that govern a watershed. Other types of models have an applied use and 
are developed and employed as tools for simulation and prediction, aiming ultimately to improve 
decision making (Wainwright and Mulligan, 2004). Ultimately, models represent are 
simplification of how the system works; we run these models against the real world to verify or 
reject this mathematical representation of reality; in this way we test our understanding. 
Watershed models are required for understanding and quantifying hydrological processes 
and building an understanding of the scope and severity of a water quality problem. They can 
also be used to evaluate alternative management options and for extrapolating from current 
conditions to potential future conditions. The development of any type of hydrologic model is 
largely dependent on measured parameters, which provides the learning data set for calibrating 
the nonlinear behaviour of these models. These data are used as a priori knowledge in the model, 
which provides the flexibility to extrapolate the hydrologic process. It is therefore possible to 
predict the future behaviour of hydrologic systems with varying degrees of confidence. The 
following assessment of the various types of models serves to clarify their usefulness in 
understanding the fate of nitrogen applied to farm fields. 
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3.1.2 Classification of major watershed models 
The task of attempting to distinguish distinctive model types is challenging, as several 
classification schemes exist for watershed models, some of which are fuzzy and cannot easily fit 
a unique model class. Nonetheless, each model type possesses certain strengths in performing 
distinctive tasks when applied to certain watershed settings, while they may also be limited in the 
performance of some other tasks within the same setting. 
 According to Wainwright and Mulligan (2004), more common mathematical models 
represent states and rates of change according to formally expressed mathematical rules, which 
are designated as catchment models. These include physically-based types, based firmly on the 
understanding of the physical processes; empirical models, based on the patterns observed in 
data; and conceptual models which strive to qualitatively represent the catchment conceptually 
with an understanding of the dominant processes. Empirical models are based largely on 
observational data and seek to characterise the flow response largely on the basis of these data, 
using some form of statistical estimation or optimisation. Table 1 is a summary of the watershed 
model classification scheme.  
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Table 1: Summary of watershed model classification. Modern distributed models such as SWAT 
are not only physically-based, but also possess the capability of other model types such as stochastic 
- for scenario prediction. 
Model Type Strength Limitation 
Conceptual 
Promotes understanding and explanation 
of a process or system 
Simple statistic and limited in 
application to other watersheds. 
Can also be a first step towards 
forming a more complex 
quantitative model 
Physically 
based 
Watershed Scale, process equations; 
consideration of effects of changes in 
watershed; continuous simulation, 
distributed or lumped 
Data and computation intensive, 
calibration required, poor 
predictive capacity; difficult to 
apply to other systems 
Empirical Simple event based 
Simple statistic or regression with a 
confidence interval, lumped 
parameter 
Stochastic For prediction and control Few inputs and system parameters 
Deterministic Simplistic  
Do not represent variability of data 
for complex systems; 
also, do not detect variation in 
output 
 
 Physically based models are centred on a scientific understanding of the processes 
involved at a scale consistent with the adopted level of numerical discretization. Physical 
processes represent the movement of water and transport of non-reactive solutes. The physically 
based models have seen widespread development and application due to their ability to simulate 
flow and chemistry (Krysanova and Arnold, 2008; Olivera, et al. 2006). This ability stems from 
their possession of process-based equations that can be applied to similar processes in diverse 
watershed settings. Another major strength is their ability to capture variability when they 
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assume a distributed form. They however, require large inputs of field data which might pose a 
problem when working with limited resources or in remote locations. The large number of 
parameter settings may also pose over-parameterization and computational issues. A common 
limitation among physically based models is the need for calibration. MIKE SHE (Refsgaard and 
Storm, 1995) is an example of a distributed physically based model having both long-term and 
single-event simulation capabilities. It also simulates water, sediment and water quality 
parameters. As with other physically based models, limitations emerge from the large 
computational data required. 
Physically based models use multi-dimensional flow-governing equations with numerical 
solution schemes. Rather than integrating regression equations to describe the relationship 
between input and output variables, they requires specific information about weather, the 
hydrology, soil properties, topography, vegetation, or land management practices occurring in 
the watershed. This input data is then used to model the physical processes associated with water 
movement, sediment movement, crop growth, nutrient cycling, etc. These models are founded on 
the laws of conservation of energy, momentum and mass and have the parameters and variables 
defined by means of equations that are partly based on the physics of the problem, such as 
Darcy’s law and the Richard’s equation for unsaturated zone flow (Kirkby et al., 1992). 
Physically based models generally undertake simulation as distributed models. These do 
not consider the transfer of water in a catchment to take place in a few defined pools as in case of 
lumped conceptual models. The SWAT, DNDC (DeNitrification–DeComposition) (Li, Aber, et 
al. 2000), AGNPS (Agricultural Non-Point Source Pollution) (Young, Onstad and Borsch, et al. 
1989) and INCA (Integrated Nitrogen in Catchment Model) (Wade, Durand, et al. 2002) are 
distributed models that can simulate the complete runoff regime, providing multiple outputs, 
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such as river discharge, surface flow and evaporation loss. This makes the models 
computationally intensive, and more time consuming. These are also capable of long-term, daily 
step simulation output for a number of years. However, AGNPS is the only single event model 
that does not simulate subsurface flow. For rainfall excess producing overland flow, SWAT and 
AGNPS use the SCS (Soil Conservation Services) runoff curve method while INCA utilises the 
direct runoff method. The initial direct runoff volume is calculated internally from the initial 
flow and direct runoff time constant given as  
86400.. 00,00,22 Txx      
Where x22,0 is the initial direct runoff volume (m
3), x0,0 is the user-supplied initial direct runoff 
flow rate (m3 s-1) and T0 is the user-supplied direct runoff time constant (days) (Whitehead et al., 
1998a). The rational for this equation is to illustrate the runoff portion of any incoming 
precipitation in a watershed. 
 In conceptual models, an understanding of the governing processes is developed by the 
modeller for (develops a conceptual model of the system, and converts this to a form that can be 
calculated) the relevant processes, the structure of the medium, and the potential events or 
scenarios that might impact the system (Wainwright and Mulligan, 2004). The essential feature 
of these models, however, is that the model structure is specified a priori, based on the 
modeller’s perception of the relative importance of the component processes at work in the 
catchment. An attempt is then made to ‘optimize’ the model parameters in some manner by 
calibration against the available rainfall, flow or other data. This method of describing observed 
behaviour is itself empirical in nature. Empirical models do not consider underlying processes 
but employ simple mathematical functions to describe observed behaviour among variables on 
 15 
 
the basis of observation and field data (Wainwright and Mulligan, 2004). Physical laws and 
assumptions about the relationships among variables are not required. A major strength of these 
models is their high predictive power and simplicity of the analytical functions. However, a 
major limitation is their lack of explanatory depth and non-transferability to other catchments 
due to the fact that they are site specific to the conditions under which the data were collected. 
An example of a conceptual/empirical model is the TOPOgraphic wetness MODEL or 
TOPMODEL (Beven and Kirkby, 1979). The model uses a conceptual approach with some 
physical basis and can be applied to a wide range of environments, from small streams to very 
large catchments to simulate sediment and nutrient runoff. The model however, contains some 
limitations in its complexity and requirement for large parameter settings with associated 
computational demands.  
 Furthermore, on the basis of process description, a model can be classified as 
deterministic, stochastic or mixed. In deterministic models, all of the variables are considered 
free from random variation and a given set of inputs will always produce the same output. The 
deterministic components derived are associated with the predominant physical characteristics of 
the watershed and they therefore contain empirically defined parameters such as Manning’s n, 
soil permeability or diffusivity coefficients in turbulent transfer processes (Shepherd, Harper and 
Millington 1999). However, if the variables in the model are regarded as random, having 
probability distributions, the model is stochastic with variable states that are not described by 
unique values but rather by probability distribution. In simulating groundwater flow and 
contaminant transport, a mixture of deterministic and stochastic regimes is desirable. Predictions 
or modeling of future scenarios – with so many unknowns – will most likely contain some 
uncertainty in the output (Maradkhani and Sorooshian, 2008). This uncertainty renders any 
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deterministic simulation with an element of randomness, where the final results of the analysis 
are commonly presented as an ensemble mean expressing the best estimate of the output and a 
standard deviation (or variance) expressing the uncertainty around the mean. Therefore, given 
the large and irreducible uncertainties that apply to groundwater models, inclusion of the Monte 
Carlo type analysis is preferable to neglecting the uncertainty. The Monte Carlo simulation 
method uses random sampling to study properties of systems containing components that are 
behaving in a random pattern such as in a stochastic model. The idea is to simulate the behaviour 
of these systems by generating random variables describing the behaviour of their components. 
Samples of the variables of interest can then be obtained and used for statistical analysis 
(Lemieux, 2009; Muzik 2002). 
 According to Singh (1995), watershed models can be regarded as lumped, distributed or 
semi-distributed. A lumped model takes no account of the spatial variability of the processes and 
boundary conditions. The parameter settings are regarded as homogeneous and average out 
information in both spatial and temporal dimensions to match simulation complexity with 
modeling aims. Lumped models are based on ordinary differential equations that ignore the 
ubiquitous spatial variability within discrete sub regions. AGNPS is an example of a lumped 
model (Young et al., 1989). On the other hand, if the parameters are heterogeneous, then the 
model is distributed. For example, heterogeneous watershed hydrologic parameters include 
surface runoff, ground water flow, lateral flow and tile flow. Distributed parameters are typically 
represented with partial differential equations, and retain local information both in time and 
space. In distributed systems, the aims of the modeling exercise may require being spatially 
explicit and are based on numerical solutions with finite difference of the partial differential 
equations describing surface and subsurface flow processes over a grid, with certain parameter 
 17 
 
values specified for each discretization element. Therefore, it is possible in principle to account 
for the spatial variation of the physical environment in which the flow processes take place. In 
truth, however, distributed models such as SWAT are essentially semi-distributed as the 
parameter settings within each discrete HRU (Hydrologic Response Unit) are lumped to simulate 
output within each subbasin. The advantage of this is that discrete parameters at the scale of the 
HRU are lumped, thereby reducing the parameter and computational demands. An example of a 
distributed model includes the European hydrological system – System Hydrologique European, 
SHE (Abbott et al., 1986a). In view of environmental problems such as groundwater 
contamination, developments within distributed modeling now have a stronger chemical 
orientation (Ritter & Shirmohammadi, 2005). 
3.1.3 Strengths and limitations of various types of watershed models 
The various types of models possess a range of strengths and limitations. See Table 1 for a 
summary of the model classification. The physically-based models are the most widely applied 
due to their ability to simulate surface flow. This ability stems from their use of generic 
equations that can be applied to similar hydrologic processes (percolation, overland flow and 
ground water movement) in diverse watershed settings. However, they require large inputs of 
field data, which might pose a problem when working with limited resources or in remote 
locations. The distributed nature of these models makes them desirable when there is need to 
account for spatial variability. Distributed physical models however require a large number of 
parameters, which can pose over-parameterization and computational issues. Lumping of 
physically-based models generalizes the parameter settings, making them computationally less 
demanding. This however, causes the loss of spatial and temporal variability in the output values. 
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 All physically-based models require some form of calibration, validation or sensitivity 
analysis before they can be verified (Pohlert, et al. 2007). This process of parameter calibration 
within physically-based models – to ensure agreement of predicted against observed data –
introduces an empirical quantity within them. The conceptual and empirical models are better 
predictors due to their use of site specific data and regression predictors. Their simplicity and 
parsimonious nature makes data collection and computing less demanding. They are however 
limited in their application and cannot be easily transferred to other catchments. 
 Both the physically based and the empirical models operate in a deterministic fashion 
when all of the variables are free from randomness.  Therefore a given set of inputs will always 
produce the same output. This characteristic may present an advantage in terms of accuracy; 
however, there is always some amount of uncertainty in the data and parameter settings that 
render the output results flawed (e.g. the SWAT model weather generator parameters are based 
on probability of occurrence; this serves to fill in missing data). Therefore, for scenario 
predictions to be more realistic, it is prudent that deterministic models possess some probabilistic 
or stochastic nature as the process of forecasting is largely based on probability functions. A 
review of four leading watershed models (SWAT, INCA, AGNPS and DNDC; Section 3.1.2 
reveal some comparison with regards to the physical basis, parameterization, transferability and 
the ability to capture the hydrological and the N cycling processes in agricultural watersheds. 
3.1.4 Usefulness of models in nutrient cycling and watershed management 
The contamination of water from agricultural chemicals is a critical environmental, social and 
economic problem confronting researchers, managers and policy makers throughout the world. 
Presently, there are vast numbers of lakes and rivers impaired by sediment and elevated nutrient 
concentrations such that drinking water standards are periodically compromised, leading to 
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methemoglobinemia (blue baby syndrome) and other health hazards (Elmi, et al. 2002; 
Knobeloch, et al. 2000). Many of these surface water sources receive water from agricultural 
lands and thus require expensive water treatment to make them safe for domestic usage. 
 Understanding anthropogenic and natural processes in a watershed that lead to water 
quality impairments are continuing challenges for scientists and engineers. Watershed models 
simulating these complex processes are useful analytical tools to understanding current and 
future problems and to help in the development of alternative land-use and BMP scenarios, the 
implementation of which can help with meeting legal standards and reduce flood damage 
(Filson, et al. 2009; Engel, et al. 2007). Developing reliable watershed simulation models and 
validating them on real-world watersheds with measured data pose a challenge for researchers. 
The unique hydrology in many agricultural watersheds, associated with varying terrain and the 
presence of extensive tile drainage, requires comprehensive watershed models that are 
appropriate for such drainage systems and terrain. 
 Nutrient cycling in watersheds is driven by hydrological processes, which operate at 
various spatial and temporal scales. Most watershed models, which are either distributed or 
lumped, or deterministic or stochastic, are capable of simulating flow and quantifying nutrients 
being transported in the catchment, held in pools or transported in the main channel flow. There 
are also a number of nutrient specific models such as AnnAGNPS and the INCA model. The 
Integrated Nitrogen in Catchments (INCA) model has been adapted to farming systems and is 
capable of simulating the overall nitrogen input – output budget. This model has seen widespread 
application in European catchments and is now being adapted for catchments in North America 
(Krysanova and Arnold,  2008;  Clair, et al. 2008). 
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 In simulating nutrient output, there are three major components applicable to the 
watershed-scale: hydrology, sediment and chemical. With regards to the hydrology, water 
balance is the driving force behind all watershed processes and variants of the equations driving 
the hydrological cycle are comparable among all four models (SWAT, INCA, AGNPS and 
DNDC) when simulating components such as, percolation, ground water and channel flow. The 
simulation of watershed hydrology can be separated into two major divisions. The first is the 
land phase of the hydrological cycle, which controls the amount of water, sediment, nutrient and 
pesticide loadings to the main channel in each subbasin. The second division is the flow routing 
phase of the cycle which is characterised by the movement of water, sediments and nutrients 
through the channel network of the watershed to the outlet. Flow routing is a basic and critical 
component of hydrological models as well as nonpoint-source pollution models. Therefore, the 
performance and wide applicability of a model depends greatly on this key component. 
3.1.5 The pros and cons of various models used in agricultural and hydrochemical research 
Some of the commonly used watershed-scale agricultural/hydrochemical models include, 
Agricultural NonPoint Source pollution model or AGNPS (Young et al., 1987), Annualized 
Agricultural NonPoint Source model or AnnAGNPS (Bingner and Theurer, 2001), Hydrological 
Simulation Program-Fortran or HSPF (Bicknell et al., 1993), the European Hydrological System 
model or MIKE SHE (Refsgaard and Storm, 1995), and Soil and Water Assessment Tool or 
SWAT (Arnold et al., 1998). All of these models have been developed for agricultural and 
hydrological applications, and focus on runoff, sediment and nutrient export, and to a lesser 
extent, on crop yield assessment. Some models are constantly evolving (with variants and 
updated version), while displaying various pros and cons against each other, as they strive to 
better handle watershed processes at varying spatial and temporal scales (Table 2). Different 
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sources of land use information and use of simulation models can have a substantial effect on the 
requirements for a particular watershed. Those seeking to improve water quality, which may be 
required to reduce pollutant loadings to receiving waters, need to gain an understanding of the 
effectiveness of these models.  
 22 
 
Table 2: Summary of watershed hydrologic and nonpoint-source pollution models (modified after 
Borah and Bera, 2003). Geographic Information Systems (GIS) platform is common to the models 
where it forms the basis for watershed definition and a platform for model analysis and Graphic 
User Interface (GUI). 
Description 
/Criteria 
AnnAGNPS HSPF MIKE SHE  SWAT 
Model 
component/ 
capability 
Hydrology, transport of 
sediment, nutrients and 
pesticides resulting from 
snowmelt, precipitation 
and irrigation,; source 
accounting capability 
and user interactive 
programs generating 
cells and stream network 
from DEM. 
Runoff and water 
quality constituents on 
pervious land areas, 
movement of water and 
constituents in stream 
channels and mixed 
reservoirs. ArcViewGIS 
platform. 
Interception-ET, 
overland and 
channel flow, 
unsaturated zone, sat 
zone, geochemical 
processes, crop 
growth and nitrogen 
processes in the root 
zone. GIS for 
graphic presentation 
Hydrology, weather, 
sedimentation, soil 
temperature, crop growth, 
nutrients, pesticides, 
agricultural mgt, channel and 
reservoir routing, water 
transfer and part of the 
USEPA BASINS modeling 
system with user interface 
and ArcViewGIS platform. 
Temporal 
scale 
Long term; daily or sub-
daily steps. 
Long term; variable 
constant steps (hourly). 
Long term and 
storm event; 
variable steps. 
Long term; daily, monthly 
and annual time steps. 
Watershed 
representation 
Homogenous land area 
(cells). 
Pervious and 
impervious land areas, 
stream channels, and 
mixed reservoirs; 1-D 
simulation. 
2-D 
rectangular/square 
overland grids. 
3-D Sub-basins grouped 
based on climate, hydrologic 
response units (lumped areas 
with same cover, soil and 
management), ground water 
and main channel. 
Rainfall 
excess on 
overland/wat
er balance 
Water balance for 
constant sub-daily time 
steps and tow soil layers 
(8-in tillage and user 
supplied second layer). 
Water budget 
considering 
interception, ET and 
infiltration with 
empirically based areal 
distribution. 
Interception and ET 
loss and vertical 
flow solving 
Richards equation 
using implicit 
numerical method. 
Daily water budget; 
precipitation, runoff, ET, 
percolation and return flow 
from subsurface and ground 
water flow 
Runoff on 
overland 
Runoff curve number 
generating daily runoff 
following SCS method 
for peak flow. 
Empirical outflow 
depth to detention 
storage relation and 
flow using manning 
equation. 
2-D diffusive wave 
equations solved by 
an implicit finite 
difference scheme. 
Runoff volume using curve 
number and flow peak using 
SCS method. 
Subsurface 
flow 
Lateral subsurface flow 
using Darcy’s equation 
or tile drain flow using 
Hooghoudt’s equation & 
parallel drain approx. 
Interflow outflow, 
percolation, and ground 
water outflow using 
empirical relations. 
3-D groundwater 
flow equations 
solved by an 
implicit finite 
difference scheme. 
Lateral subsurface flow using 
kinematic storage model, and 
ground water flow using 
empirical relations. 
Chemical 
simulation 
Soil moisture, nutrients 
and pesticides in each 
cell are tracked and 
reach routing includes 
fate and transport of 
nitrogen, phosphorous, 
pesticides and organic 
carbon. 
Soil and water 
temperature, dissolved 
oxygen, carbon dioxide, 
nitrate, ammonium, 
organic N, P, organic P, 
pesticides. 
Dissolved solutes in 
surface, soil and 
ground water. 
Nitrate-N based on water 
volume and average conc, 
runoff P based on 
partitioning factor, daily org. 
N and sediment adsorbed P 
losses using loading 
functions, crop N and P use 
from supply and demand, and 
pesticides. 
BMP 
evaluation 
Agricultural 
management. 
Nutrient and pesticide 
management. 
No information. Agricultural management: 
tillage, irrigation, 
fertilization, pesticide 
applications, and grazing. 
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The AGNPS Model is a single storm-event based simulation model for evaluating 
sediment and nutrient transport from agricultural watersheds. Its value is derived from the fact 
that it contains equations that can simulate runoff, sediment and nitrogen (N) transport, 
phosphorus (P), and chemical oxygen demand (COD) resulting from single rainfall events. An 
upgrade to this model is the AnnAGNAPS, (Bingner and Theurer, 2001), for continuous 
simulation of hydrology, soil erosion, and transport of sediment, nutrients and pesticides. It is 
designed to analyze the impact on the environment of nonpoint-source pollutants from 
predominantly agricultural watersheds. A major downside is that it requires a large number of 
parameters, which makes it computationally demanding. 
HSPF, the Hydrological Simulation Program – FORTRAN (Donigian et al., 1995), is a 
continuous watershed simulation model that produces a time history of water quantity and 
quality at any point in a watershed. HSPF uses many of the software tools developed by the U.S. 
Geological Survey (USGS) for providing interactive capabilities on model input, data storage, 
input-output analyses, and calibration. HSPF has been promoted for worldwide application. 
HSPF has been incorporated as a nonpoint-source model (NPSM) into the USEPA’s Better 
Assessment Science Integrating Point and Nonpoint Sources (BASINS), which was developed 
by Tetra Tech, Inc. (Lahlou et al., 1998), under contract with the USEPA. The main purpose of 
BASINS is to analyze for and develop Total Maximum Daily Load (TMDL) standards and 
guidelines. TMDL is one of the US Government Clean Water Act programs implemented for 
pollution control (Jayakrishnan et al., 2005). 
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MIKE SHE (Refsgaard and Storm, 1995), based on SHE, the European Hydrological 
System (Abbott et al., 1986a, 1986b), is a comprehensive, distributed, and physically based 
model simulating water, sediment, and water quality parameters in two-dimensional overland 
grids, one-dimensional channels, and one-dimensional unsaturated and three-dimensional 
saturated flow layers. It also has both continuous long-term and single-event simulation 
capabilities 
SWAT was developed to assist water resources managers in predicting and assessing the 
impacts of land management on water, sediment, and agricultural nutrients in watersheds. This 
original purpose has proved popular, as indicated by the world wide adaptation of SWAT for 
understanding agricultural management, nutrient cycling and runoff. The static scheduling of 
agricultural management options within the model represents the average management 
behaviour on a typical basin farm. The average management behaviour is the general timing of 
operations such as tillage, fertilizer application, planting, pesticide application, and harvesting of 
crops, which are all critical controls of nutrient release into watershed stream networks. 
However, despite its global popularity, SWAT model simulation output may be misleading as 
the raw results generally do not reflect real world observations and thus rely heavily on 
calibration and validation for consistent output information (Ahl, et al., 2008, Schomberg et al., 
2005). 
3.1.6 Issue of uncertainty in hydrochemical models 
Hydrochemical models are mainly used in watershed studies because of the scarcity and 
limitations of monitored data (Wainwright and Mulligan, 2004). Watershed non-point source 
pollution monitoring seldom has the ability to quantify nutrient export on a continuous basis as 
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sampling is mostly done at point sources and over short periods of time. Conversely, models are 
able to estimate outcome of processes at the watershed scale over long periods by utilizing 
mathematical (physical) and stochastic (probabilistic) equations together with parameter settings 
based on some assumptions, such as the likelihood of a wet day succeeding a dry day at a given 
time of the year, is based on probability. A major problem associated with physically-based 
models for watershed monitoring is the quantification of uncertainties (Kling and Nachtnebel 
2009). Uncertainties in model outputs originate from uncertainties in input data, which include 
measurement and interpolation errors, and in conceptual, mathematical and computational errors 
within the models themselves (Brown and Heuvelink 2005). Uncertainty is normally improved 
by application of a calibration technique that often adjusts certain parameters to improve the 
model output results; in which case the model is said to be “right for the wrong reason” 
(Refsgaard and Henriksen (2004; p. 79). However, despite the application of calibration or 
correction, there is always some form of residual uncertainty in hydrochemical modeling.   
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3.2 Watershed hydrologic cycle 
Since hydrology is the vehicle for all watershed processes, it is important that all flow pathways 
and processes responsible for the retention and/or transmission of water are examined.  These 
processes include precipitation, overland flow (runoff), evapotranspiration, groundwater flow, 
and discharge (Figure 1). 
 
Figure 1. Schematic diagram of the hydrological cycle (Ward and Robinson, 2000). The terrestrial 
phase of the cycle is of major interest to watershed modellers seeking to assess and quantify the 
relative distribution of precipitation into overland flow, throughflow, soil moisture and ground 
water flow. 
 
In non-tiled agricultural fields with a notable proportion of fine texture soils, (e.g. clay loam, silt 
loam), which is predominant over large portions of southern Ontario (Chapman and Putnam, 
1984), natural drainage is extremely slow. Thus, normal to high precipitation patterns can 
promote high soils moisture conditions, which restrict crop productivity as the root structure of 
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the crop is unable to develop fully. Additionally, elevated water table and soil moisture 
conditions increase the probability of N loss via denitrification (Pohlert, et al. 2007). 
Precipitation can accumulate on the surface as the soil porosity depreciates from the surface 
down to a level that can be considered impermeable with hydraulic conductivity, k values in the 
range of 10-6 to 10-8 m/day (Harris 1999). Table 3 illustrates the range of k values for the various 
soil textural classes. 
Table 3. Range of hydraulic conductivity k-values by soil texture (Smedema and Rycroft, 1983). In 
areas where the k – values are below 0.2 m/day, the layer is considered to be impermeable. 
Soil Texture k (m/day 
Gravelly course sand 10 50 
Medium sand 1 5 
Sandy loam, fine sand 1 3 
Loam, well-structured clay loam and clay 0.5 3 
Very fine sandy loam 0.2 2 
Poorly structured clay loam and clay 0.002 0.5 
Dense clay (no cracks, no pores) < 0.002 0.2 
 
  
3.2.1 Impact of water-logging on crop growth and NO3⁻ export 
Where tile drainage is absent, waterlogged farm soils initiate a number of unfavourable 
conditions for crop cultivation and nitrogen cycling (Laanbroek, 1990, Mathew et al., 2000). 
Waterlogging, especially in the spring often persists long after all accumulated snow would have 
melted away. This waterlogged soil slows the warming of the soil as net radiation is not effective 
at heating soils due to the high heat capacity of water. This delayed heating up of the soil will 
retard planting, germination and therefore shorten the growing season. Waterlogging prevents 
farmers from undertaking any kind of operation as machinery can get stuck and ploughing 
cannot commence. 
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If the waterlogging is not addressed, seed germination will be delayed or aborted. With 
tiles installed, waterlogging may be short-lived as the tiles will conduct the excess water away 
until the soil is at field capacity. This rapid drainage often transports nitrate and other nutrients to 
streams with detrimental environmental effects (Evanylo, et al. 2008). The presence of high 
water table also renders the soil anoxic and enhances the process of denitrification (Mehnert, et 
al. 2007). At the same time, the presence of nitrate is dependent on the activity of nitrifying 
bacteria. Hence, denitrification in the rooting zone of the waterlogged soils depletes nitrogen that 
may have been added for fertilization and depriving the plants that will be cultivated while this 
nitrogen is converted to N2 or N2O gases. 
3.2.2 Crop response to moisture and water table control 
Crops respond favourably to well drained and well aerated soil matrix conditions (Ahmad et al., 
2002; Mehnert, et al. 2007). The presence of subsurface tiles for lowering the water table 
presents farm operators with the possibility of returning to the land earlier in the spring to 
commence cultivation. The removal of excess surface ponding will inevitably lead to more rapid 
warming of the soil after the winter thaw. For the growing plants, a well-drained soil will accord 
good aeration and adequate oxygen supply to the root zone. The removal of excess water will 
also diminish the activities of denitrifying bacteria and thus reduce nitrogen loss from this 
process (a detailed assessment of the agricultural nitrogen cycle is provided in section 3.3). 
3.2.3 Influence of tile drainage on runoff, water table control and NO3⁻ sequestration 
The presence of tile drainage directly affects two major processes that occur at the Strawberry 
Creek Watershed: water table elevation and nutrient export from the fields. The former is 
intentional while the latter is inadvertent. Tile drainage is installed in this agricultural watershed 
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for the maintenance of ideal water table levels, at elevations that permits the production of row 
crops (corn, soybean, alfalfa and winter wheat) which otherwise will be severely curtailed due to 
waterlogging (Skaggs et al., 2005). In achieving this, it also reduces or eliminates surface runoff 
and ponding that can generate overland flow. Reducing overland flow by implementing of tile 
drainage reduces the probability of losing good soil and associated nutrients. The most 
inadvertent consequence of tile flow conductance is the rapid removal of nitrate-nitrogen and 
other soil nutrients and their export to the main channel (Sui and Frankenberger 2008). 
3.2.4 Runoff generation and the  Soil Conservation Services Curve Number method 
Surface runoff occurs when the rainfall/snowmelt intensity that reaches the surface exceeds the 
infiltration capacity of the soil, or when longer duration precipitation saturates the soil, exceeds 
its storage capacity and raises the water table to the surface leading to saturation overland flow. 
In southern Ontario a significant percentage of agricultural soils have a relatively high 
concentration of clay. Saturation overland flow is more common during the winter months if the 
subsoil freeze, reducing infiltration rates and even more effective if autumn conditions before 
freezing are “wet”, i.e. the soil has higher moisture content. 
The volume and time distribution of water movement via overland flow is commonly 
defined by the widely used Soil Conservation Services (SCS) runoff curve number (CN) method 
(SCS 1972), which is a key parameter in the SWAT model for partitioning overland flow and 
infiltrated water (Appendix II). The United States Department of Agriculture (USDA) curve 
number is an empirical parameter used for the predicting of runoff or infiltration from rainfall 
excess. The runoff curve number is based on an area’s hydrologic soil group, in which soils are 
classified into four hydrologic groups based on the soil’s runoff potential (texture), land use, 
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treatment and hydrologic condition (wet or dry) (USDA June 1986). The four Hydrologic Soil 
Groups are designated as: A, B, C and D. Where, A has the smallest runoff potential and D the 
greatest potential (see Appendix II). The runoff equation is given as:  
𝑄 =  
(𝑃−𝐼𝑎)2
𝑃−𝐼𝑎+𝑆
 
Where, Q is runoff [mm], P is rainfall [mm], S is the potential maximum soil moisture retention 
after runoff begins [mm], Ia is the initial abstraction [mm], or the amount of accumulated water 
before runoff, and it is generally assumed that Ia = 0.2S. 
The runoff curve number, CN, is then related as 
𝑆 =  
1000
𝐶𝑁
− 10 
CN has a range from 30 to 100; lower numbers indicate low runoff potential while higher 
numbers are for increasing runoff potential. The lower the curve number, the more permeable the 
soil is. The runoff curve number (CN) is an empirical parameter used for predicting direct runoff 
from rainfall excess developed by the USDA. The runoff curve number is based on an area‘s 
landuse and soil hydrologic conditions (United States Department of Agriculture 1972). 
Runoff is affected by the antecedent moisture condition (AMC) or the soil 
moisture before a precipitation event. The curve number, as calculated above, may also be 
termed AMC II or CNII, or average soil moisture. The other moisture conditions are dry, AMC I 
or CNI, and moist, AMC III or CNIII. The curve number can be adjusted by factors to CNII, 
when CNI factors are less than 1 (reduce CN and potential runoff), when CNIII factor are greater 
than 1 (increase CN and potential runoff). The CN parameter within the SWAT model is an 
important tool used to manipulate the ratio of precipitation that contributes to overland flow or 
--- Eq 2 
--- Eq 1 
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allowed to infiltrate the soil and becomes part of tile drainage (Arnold et al., 1996), as CN is 
based on permeability which is determined by soil texture (sand, silk, clay) (Appendix II). 
3.2.5 Ground water infiltration/flow and Darcy’s law 
The portion of precipitation that infiltrates the soil can take several pathways including, 
percolation and interflow (Tong and Naramngam 2007). Water that does not move laterally as 
interflow above the water table percolates through soil layers and contributes to moisture storage 
or recharges ground water aquifers. The capacity of any porous medium such as soil to transmit 
fluids or water is determined by its permeability or ease of flow. The numerical value for 
permeability is defined as its hydraulic conductivity. It is equal to the proportionality factor in 
the Darcy equation (Darcy, 1856) which is an expression of effective velocity of flow as a 
function of hydraulic gradient and the transmission properties of the soil and water. It was found 
that effective velocity is proportional to hydraulic gradient, all other things being equal:  
v = ki 
 
where 
 v is effective flow velocity [m/s] 
 k is a hydraulic conductivity [m/s] 
 i is hydraulic gradient 
Therefore hydraulic conductivity, k, represents the effective velocity of flow when the hydraulic 
gradient increases. Therefore, the rate of flow, Q [m3/s] passing a given cross-sectional area of 
saturated soil, A [m2] is the product of the area and the effective velocity of flow through the 
section, v [m/s]: 
 
--- Eq. 3 
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Q = Av 
Combining this expression with the Darcy Law 
v = ki 
We have the expression    Q = kiA. 
This equation is used to estimate the quantity of flow in subsurface saturated soils. K varies for 
different soil types and tends to be high for more porous soils such as sand and very low for 
compact and fine grained soils such as clays (Table 3). Consequently, ground water movement is 
very slow for glacial tills of the Maryhill group with k values less than 1x10-6 m s -1 (Harris 
1999), though this value can vary due to the presence of macropores, which are common in the 
area. The horizontal hydraulic conductivity of the transmissive layer is one of the parameters 
contributing to the most variability in flow output due to heterogeneous nature of the soil. 
3.3  Sources and pathways of nitrate-nitrogen export in agricultural watersheds 
Nitrogen is one of the most important nutrients for all living organisms and one of the most 
important factors limiting crop yield. Nitrogen, together with carbon, hydrogen, phosphorus and 
potassium constitute the primary nutrients or macronutrients that are required by plants for basic 
growth and development (OMAFRA 2006). Plants obtain carbon, hydrogen and oxygen from the 
air and water, while the remaining macronutrients must be obtained from the soil through 
mineral weathering, nitrogen fixation, atmospheric deposition, and fertilizer/manure application. 
Additional nitrate from fertilizers often exceed plant requirements – and if not properly managed 
– gets exported and becomes detrimental to the environment (Mehnert, et al. 2007). Thus, 
considerable research efforts have been undertaken over the years, trying to explain all the 
processes controlling nitrogen cycling in agricultural ecosystems. Understanding the nitrogen 
--- Eq. 4 
--- Eq. 5 
--- Eq. 6 
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dynamics of an agricultural watershed is of crucial importance in undertaking a modeling 
approach to quantify subsurface NO3⁻–N export 
3.3.1  Major sources of nutrients in agricultural regions 
The major sources of nutrients in agricultural regions are chemical fertilizers, animal manure and 
legumous crops, with plant residue and soil organisms being minor contributors. Although most 
fertilizers are composed of mixtures of N-P-K (Nitrogen, Phosphorous and Potassium), 
anhydrous ammonia, urea and ammonium-nitrate are the most important compounds used in 
nitrogen fertilizers as these are forms readily taken up by plants. Usually, a significant amount (> 
200 kg ha–1yr–1) (Kanwar 2006), is added.. 
Despite guidelines, fertilizers and manure are often applied at far greater rates than 
required for optimum growth of crops (OMAFRA 2006). The result is an accumulation of nitrate 
in farm soils, which is prone to export in both overland flow and subsurface tile flow. In most 
agricultural operations, amount of nitrogen fertilizer applied often varies with type of crop under 
cultivation. Determination of an appropriate amount of nitrogen fertilizer depends on a number 
of factors including, characteristics of the intended crop, mineralization potential, abundance and 
quantity of soil organic matter and hydrologic conditions in the soil, which are related to weather 
conditions. The N requirement of the intended crop and the yield potential is first assessed. 
While a high mineralization will reduce the need for N fertilizer, weather (moisture and 
temperature) as well as the characteristics and quantity of soil organic matter will affect 
mineralization rate (Ward, 2004). While the application of manure can contribute as high as 70 
kg N ha–1yr–1, atmospheric deposition is usually not regarded as an important contribution as 
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annual amounts average less than 10 kg N ha–1yr–1 in southern Ontario and the Great Lakes basin 
(Chambers, et al. 2001). 
The predominant form of inorganic N in agricultural soils is NO3ˉ which is soluble in 
water and highly mobile in the ground water system (Mehnert, et al. 2007). NO3ˉ is also lost 
through denitrification when it is reduced to gaseous forms (N2O and N2) by anaerobic bacteria. 
Denitrification can only occur in saturated anoxic conditions but may also be limited by acidity, 
carbon availability, soil morphology, and cooler temperature (Smith, et al. 2007). Denitrification 
is minor in upland areas except under saturated conditions following snow melt, but can be very 
important in riparian wetlands in the near stream zone. The size of the potential mineralization 
pool of N in saturated zones near streams can be very large in humid temperate environments. 
Whether these saturated zones are a source or sink of N will depend on biological N 
requirements and the availability of C (Mehnert, et al. 2007). Agroecosystems with tiles are 
permeable systems and greater transfers of nutrients occur. Due to hydrological conditions and 
timing of fertilizer application, these nutrient pools do vary in time and space as do the pathways 
for export.    
3.3.2 Nitrogen cycling in agricultural watersheds 
The large artificial inputs of plant nutrients in the form of nitrogen fertilizer compounds that 
agricultural catchments receive are continuously being cycled by natural processes (Hofmann et 
al., 2004). This process by which nitrogen is transmitted between environment and living 
organisms is illustrated in the nitrogen cycle in Figure 2. Part of this nitrogen (N) is readily 
carried throughout the hydrological cycle after oxidation to nitrate ion (NO3ˉ) which are highly 
mobile in soils. The mobile nitrate can leave the top soil layer due to surface runoff, percolation, 
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lateral flow and subsurface tile flow, where applicable (Pohlert, et al. 2007).  Another set of N 
compounds are lost in gaseous forms through the process of denitrification and volatilization; 
these include ammonia (NH3), and diatomic nitrogen (N2), together with the oxides of nitrogen 
(NOx) which include nitrous oxide (N2O), nitric oxide (NO) and nitrogen dioxide (NO2). 
The three major forms of nitrogen in mineral soils are organic nitrogen associated with 
humus, mineral forms of nitrogen held by soil colloids, and mineral forms of nitrogen in 
solution. Nitrogen may be added to the catchment by fertilizer, manure or residue application, 
fixation by symbiotic or nonsymbiotic bacteria, and precipitation (Ritter and Shirmohammadi 
2001). Nitrogen is removed from the soil by plant uptake, leaching, volatilization, denitrification 
and erosion (see figure 2). The fate of nitrogen applied to agricultural fields is difficult to predict 
given the volatile and mobile characteristics of the nutrient. Due to its nature there are significant 
management difficulties in: a) reducing the conversion of applied N to greenhouse gases and b) 
reducing the loss of NO3ˉ from farm fields by overland or subsurface drainage. This poses a 
significant challenge to farmers 
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Figure 2: The agricultural nitrogen cycle. Above ground N species mainly consists of gaseous 
compounds exchanged between the gaseous atmospheric N store and the land. Below ground 
component of the N cycle consists of direct inputs in form of fertilizers and the result of 
ammonification; losses from denitrification can occur both in aerobic conditions and anaerobic 
situations below the watertable. The oxidation numbers for the below ground ammonification and 
denitrification processes are indicated in parenthesis (after Rivett et al. 2008) 
 
3.3.3 Plant uptake and assimilation 
Nitrogen is an integral part of plant proteins, chlorophyll, DNA, enzymes, and many other 
compounds important for plant growth. Therefore, this fundamental component of nucleic acid 
and essential proteins within the plants is often required in large amounts. Plant roots take up 
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nitrogen in the ammonium (NH4
+) and nitrate (NO3⁻) ionic forms. The predominant molecule 
taken up is nitrate while ammonium is favoured by plants during very early growth, but as 
growth advances and demand increases, plants take up most of their nitrogen as nitrate (Ward, 
2004). 
Nitrogen deficiency is a major issue in agriculture because of the mobility of NO3⁻ and 
low concentration of NH4
+ within the soil and consequent limitation in supplies to plants. The 
common causes of nitrogen deficiency are leaching; poor nodulation in legumes (N-fixation), 
denitrification caused by waterlogging, under-fertilization or dry soil conditions and cold 
weather. Nitrogen therefore becomes a limiting factor in plant growth and productivity (Debele 
et al., 2008. However, nitrification is restricted by the slow decomposition of the soil organic N 
pool and is generally too slow to provide enough nitrogen for agricultural crops (Cey, et al. 
1999). 
Enzyme proteins are important in a number of plant processes, such as the production of 
chlorophyll, which creates the green colour in plants and is responsible for the conversion of 
sunlight to energy needed by plants during the daytime photosynthetic reaction. Protein is also 
important in growth and yield, and is usually highest in the harvested part of the plant and thus 
forms an important item in the nutritional value of the crop. Nitrogen is also very mobile within 
the plants and can be moved to the rapidly growing tissues as the plant grows and develops. 
Consequently, symptoms of deficiency will appear on the lower or older leaves first and spread 
to growing areas if the deficiency persists. Symptoms of nitrogen deficiency in some common 
crops manifest in the following ways: In corn, the young plants become yellowish green with 
spindly stalks while older leaves display V-shaped yellowish forms along the midrib beginning 
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at the tip. Where deficiency is due to poor nodulation in legumes such as soybean and alfalfa, 
plants are pale green and become stunted (Reid 2006). 
3.3.4 Crop harvest and hydrochemical export 
End of season harvesting of farm crops is one of the major loss mechanisms for assimilated 
nutrients, including nitrogen. Where “harvest and kill” operation is undertaken, the entire stock is 
normally removed with/or after crop harvest (wheat grain, corn cobs or soybean pods). The other 
major pathway for farm nitrogen loss is through surface and subsurface runoff. According to 
(Jarrell 1990), more nitrogen is removed by harvesting than any other nutrient; while (Peterjohn 
and Correll 1984), found that 250 kg/ha/year or nitrogen was removed in the form of corn crops 
from soils in a small watershed in central Maryland (Harris 1999).  However, a significant 
proportion of this harvest is returned as crop residue and may be redistributed within the farm in 
the form of hay or manure. Further details of nitrogen cycling as addressed within the SWAT 
modeling mechanism is provided in Chapter 4. 
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 4.  METHODS AND SWAT MODEL DESCRIPTION 
This section comprises the generalised field and lab procedures common to all modeling 
scenarios represented in chapters 5, 6 and 7. Each modeling scenario also includes individual 
method sections specific to that scenario. Research at the study site comprises both field and 
modeled components that enable comparison of observed processes to those generated from 
SWAT model simulation. Laboratory analyses of soil and water samples were conducted at 
different times and the results compared against those of the model. Extensive SWAT modeling 
was undertaken with specified parameter settings governing flow (hydraulic conductivity, flow 
partitioning and tile drainage depth and density,) and nitrogen transformation and nitrate export 
processes (nitrogen mineralization and denitrification). 
4.1 Description of the study site 
The Strawberry Creek watershed is located at 43°33' 10'' N latitude and 80°23' 15'' W longitude 
with an average elevation of approximately 340 m altitude (ranging between 351 m at the highest 
point and 329 m at the outlet). The Strawberry Creek watershed is a first order watershed that is 
a tributary of Hopewell Creek, which empties into the Grand River and ultimately flows into 
Lake Erie. The site is located close to the town of Maryhill in Southern Ontario (Figure 4). The 
predominant landuse in the watershed is mixed cropping with a few poultry and animal 
operations (Figure 5). Clay soils (clay = 30%, silt = 46%, sand = 24) prone to waterlogging have 
necessitated the installation of tile drainage in about half of the 2.8 km2 watershed area to 
enhance crop growth. The stream has been greatly modified and channelized with little or no 
sinuosity except close to the outlet. The total length of the main channel is about 2 km from its 
deciduous wetland source in the north east down to Crowsfoot Road where it discharges into 
Hopewell Creek to the south west of Pine Creek Road. The watershed topography is gently 
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sloping except for a few elevated areas to the northwest and south west. The topographic 
gradient at the upper portion of the stream is approximately 0.0013 increasing to approximately 
0.0078 in the lower portion (Figure 6). 
The Strawberry Creek Watershed was chosen for model study because the land-use, 
climate, hydrology and geology are representative of the Waterloo-Wellington region, which 
forms part of the greater Grand River Watershed (area: 6,800 km2). The Grand River Watershed 
is the largest in southern Ontario and the use of tile drainage is common (> 60% of farm lands) 
(Figure 8 B). The Strawberry Creek Watershed has also been intensively monitored and studied 
for the last 15 years, with hydrologic and climate data collected during that period. The climate 
of the study site is mid-latitude moist continental type, designated as Dfb under the KÖppen 
climate classification, characterised by snowy moist winter climate, with mean of the coldest 
months under – 3°C and warm summers with mean temperature less than 22°C; it produces a 
wide temperature range and weather extremes. The climate is classified into four distinct 
seasons: fall (September to December), winter (December to March), spring (March to June) and 
summer (June to September). Mean annual air temperature (1971-2000) is 7°C, with monthly 
mean ranging from –7°C (January) to 20°C (July) (Figure 3). 
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Figure 3: Mean daily air temperature and mean monthly precipitation; Canadian Climate Normals 
1971 – 2000, Waterloo Region International Airport (43°27' N; 80°23' W, Elevation: 317 m) 
(Environment Canada, 2008) 
The watershed is dominated by fine heavy clay soils. For example, the predominant soil 
in the area, Maryhill loam, consists of very high clay and silt contents (clay, 30%; silt, 46% and 
sand, 24) (Presant and Wicklund 1971). This has made it necessary for tile drains to be installed 
to improve land drainage and soil aeration for the enhancement of crop cultivation (Rempel, 
2008). Tile drainage is common in the region due to the low permeability of the surficial soil and 
parent material and the gentle topography. The tile lines are made of perforated plastic (also 
older clay pipes), which are laid 0.75 to 1.0 m below the soil surface in a gently sloping order, to 
form a network with a separation distance of approximately 50 ft. (15.2 m) between feeder tiles. 
All of the tile lines are connected to one or two header tiles that collect all the water and empty 
into Strawberry Creek. Figure 8 shows the tile monitoring points that were sampled for this 
study.  
The soil types within the basin belong to four major groups: Maryhill loam, London 
loam, Guelph loam, and Wauseon sandy loam (Figure 7). The average depth of the soil groups is 
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between 30 and 100 centimetres thick that overlay heavier clay glacial tills– approximating an 
impervious layer. The Maryhill loam group is the most extensive, covering over 50% of the 
study area; followed by the Guelph loam group which covers about 25% of the study area and 
occurs mainly to the south west, while the London and Wauseon soils are of lesser extents. The 
Maryhill soils as well as the Wauseon soils are poorly drained members while the Guelph soils 
mostly consist of loam tills that are underlain by clay till deposits. Organic soil deposits mostly 
occur in the wooded areas in the northern part of the watershed, which constitute the main source 
of the stream water. The forest soils remain inundated for a good part of the year and contain at 
least 30% organic matter (Presant and Wicklund, 1971). 
 
 
 
 
Figure 4: The Strawberry Creek Watershed (2.8 km2) located within the Grand River Watershed. 
The Grand River is the biggest watershed in southern Ontario and flows southwards into Lake 
Erie. The study site is located in Wellington County about 20 km NE of the city of Waterloo and at 
an equivalent distance from the city of Guelph. 
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Figure 5: Mixed land use at the Strawberry Creek Watershed. This map layer displays the 
predominant agricultural cover (for 2007; OMAFRA data) which may vary from year to year and 
with crop rotation.  
 
 
Figure 6: Slope classes defining the Strawberry Creek Watershed. Most of the watershed surface is 
flat with a gentle slope of less than 2%. The steepest areas are confined to the western corner and 
the incised valley and adjacent areas in the southern half of the watershed adjacent the outlet.  
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Figure 7: The major soil groups at the Strawberry Creek Watershed. The Maryhill loam is the 
predominant soil type in the watershed and adjacent areas, with the Martin Sand and Gravel soils 
limited to the outlet area where stream empties in Hopewell Creek. 
 
4.2 Field measurements and laboratory analysis 
4.2.1 Digital Elevation Models (DEM) processing and watershed demarcation 
A digital elevation model was interpolated from the 10m Ontario Topographic Database and the 
0.5m resolution LiDAR flown over the study site in July 2006 (Hopkins and Home, 2006). The 
extrapolation with the Ontario Digital Elevation Model (DEM) was done to provide coverage for 
areas of the basin that were outside the LiDAR flight paths, while also reducing the very fine 
resolution of the memory demanding LiDAR data. The final working DEM had a resolution of 
1m. The DEM is the platform for SWAT model construction and had to be uploaded in ArcView 
GIS software; the study watershed and main channel were selected and incorporated into the 
DEM to define the topographic divide and the depression that defines the flow channel path.  
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4.2.2 Tile and channel sampling 
Continuous tile and stream discharge values were collected together with water samples mainly 
at the Below Middle Road (BMR) tile outlet and the main watershed outlet (Figure 7 and 8). 
With an area of 43 ha, the BMR tile drains about 15% of the Strawberry Creek Watershed, which 
has a total area of 286.8 ha. The BMR tile discharges into a 15° V-notch weir (Figure 9). V-
notch stage was measured by a pressure transducer and later converted to discharge values. The 
V-notch design allows small changes in discharge to have a large change in depth allowing more 
accurate head measurement than with a rectangular weir design. Instantaneous discharge 
measurements were recorded and concomitant water samples taken from all other operating tiles 
at the Strawberry Creek watershed during spring thaw period and storm events between 2007 and 
2008 (Figure 9). 
Main channel discharge was continuously measured at the watershed outlet via a stilling 
well equipped with a pressure transducer. Both outlet and tile water samples were obtained using 
ISCO 3700 Portable Auto Samplers located within the instrument shed (at the main outlet) and at 
the rear of the weir box (at tiled HRU field) (Figure 9). The ISCOs were programmed to obtain 
samples at 8 hours interval. The ISCOs contain battery operated suction pumps for extracting 
and pumping samples into 24 containers (500 ml capacity), arranged at the bottom of the ISCO 
auto sampler. Water samples for all tiles (including the BMR HRU tile outlet) as well as the 
main channel were stored in fridges to keep them cold and reduce microbial activity. The 
samples were later filtered within 48 hours through 0.45 micron flipmate filter device, loaded 
into vials and analyzed for NO3⁻ using the DIONEX ion chromatography with eluent generator. 
The frequency of analysis of anions was 17 minutes per sample. During the sample run, anion 
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standards were included inorder to calibrate the sample results (error for nitrate anion 
measurements = +/- 2%) which were later exported into MS Excel spreadsheet.   
 
 
Figure 8: (A) Tile sampling/monitoring points at the Strawberry Creek Watershed (represented by 
green circles). BMR is Below the Mid Road tile outlet at the 15° weir box. Sampling of the BMR 
and main outlet discharge was done continuously (except when flow ceases during winter or 
summer dry spells) over several years while sampling at the other tile outlets was done more 
sporadically during storm events as they lack instrumentation for continuous sampling. The tile 
drains represented in the map were digitized from farm records and OMAFRA tile debase. The 
actual tile coverage may be more extensive as some of the farmers were unable or unavailable to 
provide tile records. (B) The new OMAFRA digital tile database displays extensive tile coverage 
over much of southern Ontario (shaded area). 
Main outlet 
 
 
A 
B 
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Figure 9: BMR Tile discharge out of the 15° V–notch weir box after a March 2010 storm. An ISCO 
3700 Portable Auto Sampler is located at the rear of the weir box. A battery operated suction pump 
extracts tile water samples from the weir box through the translucent hose at predetermined time 
intervals. This water is fed into containers labelled from 1 to 24, arranged in a circle at the bottom 
of the cylindrical ISCO. 
 
4.2.3 Soil sampling and hydraulic conductivity measurement 
The major soil groups at the study site were identified from both the Ontario Government soil 
survey report of Waterloo Country (Presant and Wicklund 1971) and the physiography report of 
southern Ontario (Chapman and Putnam 1984) and digital GIS soil layers of southern Ontario 
supplied by OMAFRA. Soil samples were subsequently obtained from all the major soil groups 
identified in the soil reports and analyzed in the lab for particle size distribution and percentage 
of organic matter. The individual soils groups include: Maryhill loam, Guelph loam, London 
loam, Martin Sand and Gravel, Wauseon Sandy loam and Organic soil. Soil profile 
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measurements were also obtained from field survey. A Guelph Permeameter was used to 
measure hydraulic conductivity at 30 cm depth (below plough depth) at 10 places for all the 
major soil groups at the watershed (figure 7). The landuse and vegetation types were also 
assessed for coverage area and growing pattern.  
4.2.4 Meteorological data 
Daily precipitation, temperature, wind speed, and solar radiation data were obtained from the two 
on-site weather stations both located to the north and south of the study site (figure 8). 
Complimentary data was also obtained from the online climate database of Environment Canada 
(E. Canada, Canadian Climate Normals and Averages 2014). Precipitation and temperature data 
from the Breslau Airport station and the Elora Research Weather Station were regressed with 
data from the study site to correct any anomalies or missing information.  The SWAT model 
weather input can only accept monthly averages, so all daily values had to be averaged out 
before loading into the model input database. 
4.2.5 Farm management survey 
Early in the study, a single-page questionnaire was distributed to six of the farmers (representing 
about 80% of the farmland in the Strawberry Creek Watershed) to provide information on their 
farm operations. The questionnaire included: type of crop(s) cultivated; time of cultivation; 
fertilizer name or manure and amounts applied; time of application; pesticides used; presence or 
absence and density of tile drains; if crop rotation is done; time of harvest; and when harvest and 
if kill operation is performed. Kill operation is when all of the plant matter is removed from the 
field after harvest is completed. A map of the watershed was also supplied with each farmer’s 
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individual field highlighted. Information obtained from the survey was required for input into the 
SWAT model parameter definition. 
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4.3 SWAT Model selection, building and modification 
This study focuses specifically on the widely used Soil and Water Assessment Tool (SWAT) 
model, (described in Chapter 3). The SWAT model was selected because of its ability to handle a 
wide range of management scenarios and environmental conditions (Ahmad, Gassman and 
Kanwar, 2002). It was also chosen because it has provided accurate predictions of daily 
discharge in previous studies in medium to large catchments in the USA, Canada and Germany 
(e.g. Huisman et al., 2004). Several recent publications (e.g. Grizzetti et al., 2003; Bouraoui et 
al., 2004; Santhi et al., 2001; Lenhart et al., 2003) have shown the capability of SWAT to predict 
N export at the catchment outlet. However, as pointed out in Pohlert et al., (2005), the original 
conceptualisation of N dynamics in SWAT had several limitations, which might lead to an 
unrealistic representation of internal N-processes, such as high denitrification losses. To 
overcome these problems with the SWAT model, algorithms from the DNDC model were 
recently included in SWAT model by the model developers. The DNDC model is a well-
accepted biogeochemical model with a detailed conceptualisation of decomposition (Li et al., 
2000).  
SWAT is generally applied to large river basins, up to thousands of square kilometres 
where good agreement have been demonstrated between actual and simulated data (Jayakrishnan 
et al., 2005).  However, the SWAT model can be validated and applied at the small watershed 
scale as well (Arnold et al., 1996; Arnold et al., 1999; Arnold and Williams, 1987). In this thesis, 
the Strawberry Creek watershed (2.84 km2), was used for study since the distributed nature of the 
model allows for independent calculations of both physical and nutrient cycling process at the 
sub-watershed scale. SWAT is the result of more than 30 years of modeling development by the 
U.S Department of Agriculture – Agricultural Research Services (USDA-ARS; Arnold et al., 
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1998; Arnold and Fohrer, 2005). SWAT is a public domain model that is actively supported by 
USDA-ARS in Texas. It has become an effective means of evaluating non-point source water 
resources issues (flow, sediment and nutrients). Consequently, various versions and amendments 
of SWAT constantly emerge as new components are added (Figure 10). The performance of the 
SWAT model has been tested for predictive accuracy. Accordingly, results indicate that SWAT 
predictions are more accurate for long-term simulations (e.g. annual) and larger basins than 
short-term simulation (e.g. daily) and smaller basins for hydrology and chemistry loadings. It 
was thus concluded that SWAT is a reasonable watershed-scale model for long-term simulation 
(Chu & Shirmohammadi, 2004; Chu et al., 2004).   
4.3.1 SWAT model setup 
For the set-up of a site-specific model, the watershed is delineated from a digital elevation model 
and further divided into subbasins which are categorised into Hydrologic Response Units (HRU) 
(Neitsch et al., 2002). The processes of evapotranspiration (ET), infiltration, surface runoff, 
subsurface flow, percolation, sediment erosion, crop growth and N cycling are simulated for each 
HRU. Configuration of hydrological and nutrient routing schemes in SWAT is based on the 
approach given by Arnold et al., (1994). Water can be transferred from any reach to another 
reach within the basin. The model simulates a basin by aggregating subwatersheds and 
hydrologic response units (HRUs). The HRUs are the product of unique soil and land use 
combinations (Green and van Griensven 2008). The resulting water and nutrient fluxes from 
each HRU are accumulated within their corresponding subwatershed and allocated to the main 
reach of the watershed. Discharge and matter fluxes are routed within the stream network from 
one subbasin to another and finally to the outlet of the watershed using either the variable storage 
routing method (Arnold et al., 1995) or the Muskingum river routing method (Chow et al., 1988). 
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SWAT contains several hydrologic components (surface runoff, ET, groundwater 
recharge, and stream flow) that have been developed and validated at smaller scales within the 
following models: Environmental Policy Integrated Model (EPIC), Chemicals, Runoff and 
Erosion from Agricultural Management Systems (CREAMS), Groundwater Loading Effects of 
Agricultural Management Systems (GLEAMS), Simulator for Water Resources in Rural Basins 
(SWRRB), Routing Output to Outlet model (ROTO) (Knisel, 1980; Leonard et al., 1987; 
Williams et al., 1984), and have been scaled up to one that includes large river basins (Figure 9). 
Interactions between surface flow and subsurface flow in SWAT are based ROTO, which is a 
linked surface-subsurface flow model developed by Arnold et al., (1993). Characteristics of the 
ROTO model include non-empirical recharge estimates, accounting for percolation, and 
applicability to basin-wide management assessments with a multi-component basin water 
budget. ROTO is a continuous water and sediment routing model which was developed to 
estimate flow and sediment yields in basins using sub-area input from the SWRRB model 
(Krysanova and Arnold, 2008). 
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Figure 10: Schematic of SWAT developmental history, including selected SWAT adaptations (after 
Gassman et al., 2007).  
 
4.3.2 SWAT model hydrologic assessment 
SWAT model simulates hydrology as a two-component system, composed of land/soil hydrology 
and channel hydrology. The soil portion of the hydrologic cycle is based on a water mass 
balance. Soil water balance is the primary consideration by the model in each HRU, which is 
represented as (Arnold et al, 1998): 
SWt = Swo + ∑ (Rday – Qsurf – Ea – wseep – Qgw)  
Where SWt is the final soil water content, Swo the initial soil water content, Rday is the amount of 
precipitation on day i, Qsurf is the surface runoff, Ea is amount of evapotranspiration, wseep is 
EPIC  : Environmental Policy Integrated Model [soil/crop model] 
CREAMS : Chemicals, Runoff and Erosion from Agricultural Management Systems 
GLEAMS : Groundwater Loading Effects of Agricultural Management Systems 
SWRRB : Simulator for Water Resources in Rural Basins 
ROTO : Routing Output to Outlet model 
SWAT-T : New Tile routine added to SWAT for this research work 
--- Eq. 7 
SWAT-T 
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water entering the vadose zone, and Qgw the amount of return flow to the upper layer, assuming 
a specific slope. Within the weather generator subroutine, algorithms interpolate the precipitation 
data for missing values by use of probability function and conversion to daily output values 
indicated by Rday.  The “regenerated” values are usually at variance with the measured data over 
similar time frames. This discrepancy often complicates model simulation results as the 
hydrographs can be misleading. 
The hydrologic cycle simulation by SWAT is shown in figure 11. Water enters the 
SWAT model’s watershed system boundary predominantly in the form of precipitation, except 
where irrigation is practiced. Precipitation inputs for hydrologic calculations can either be 
measured data or simulated with the weather generator available in the SWAT model. The 
weather generator simulates missing values for daily precipitation, wind speed, minimum and 
maximum air temperature, solar radiation and relative humidity; and extrapolates these for 
missing days in the parameter input database. Once precipitation hits the ground, is partitioned 
into different water pathways depending on the soil, land cover and geomorphic characteristics 
of the watershed. The water balance of each HRU in the watershed contains four storage 
volumes: snow, the soil profile (0-2 m), the shallow aquifer (2-20 m), and the deep aquifer (>20 
m). The soil profile can contain several vertical layers. The soil-water processes include 
infiltration, percolation, evaporation, plant uptake, and lateral flow. 
SWAT uses two methods to estimate surface runoff volume and infiltration: the U.S. Soil 
Conservation Society (SCS) curve number procedure (SCS, 1972), and the Green and Ampt 
infiltration method (Green and Ampt, 1911). The SCS curve number approach has been widely 
tested and applied to numerous SWAT projects and was therefore used in this study to evaluate 
the runoff component of the Modified DRAINMOD (Skaggs, 1980), runoff approach 
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incorporated into SWAT. The peak rate component uses Manning’s formula to determine the 
watershed time of concentration and considers both overland and channel flow. The time of 
concentration is the response of a watershed to a precipitation event. It is the time needed for 
water to flow from the farthest point in a watershed to the watershed outlet (Holvoet, et al. 2007). 
 
 
Figure 11: Schematic representation of the hydrologic cycle as simulated within the SWAT model. 
The major inputs include precipitation, and deep aquifer exchange; losses include 
evapotranspiration, surface and lateral flow, and recharge to deep aquifer. “Revap” is transfer of 
ground water to upper soil layers (Soil and Water Assessment Tool, Theoretical Doc. 2005). 
 
Within the SWAT model, lateral subsurface flow can occur in the soil profile and 
groundwater flow contribution to total streamflow is generated by simulating flow out of the 
shallow aquifer (Arnold et al., 1993). Flow from the shallow aquifer to the stream is lagged via a 
 56 
 
recession constant derived from daily stream flow records (Arnold and Allen, 1996). Percolation 
is calculated for each soil layer in the profile in SWAT (Neitsch et al., 2002a). Water is allowed 
to percolate if the water content exceeds the field capacity for that layer and the layer below is 
not saturated. If tile drainage is installed, transmission of this water will occur as the water table 
rises above tile base.  
There are two approaches used to compute tile drainage in SWAT. In the original 
approach, tile drainage in an HRU is simulated when the user specifies the depth from the soil 
surface to the tiles, the amount of time required to drain the soil to field capacity, and the amount 
of lag between the time water enters the tile until it exits the tile and enters the main channel 
(Arnold et al., 1999). A more recent approach incorporated by Moriasi et al., (2007) utilizes the 
Hooghoudt (1940) steady‐state and Kirkham (1957) tile equations (see equations 11 and 13), has 
been adapted for the current study (see section 4.2.5).  
4.3.3 SWAT model nitrogen assessment 
 In this study, the N cycle of the land phase is considered, where N cycle is based on the 
Erosion-Productivity Impact Calculator or EPIC model (Williams et al., 1984). The conceptual 
approach of SWAT distinguishes one passive and one active organic N pool. SWAT is a net-
mineralisation model, because organic N from the active pool is directly converted to nitrate, 
whereas gaseous N losses are not modeled directly as plants can only take up nitrogen in the 
form of ammonium and (NH4
+) and nitrate (NO3⁻) which can be depleted during the process of 
denitrification. 
Denitrification is the reduction of nitrate (NO3⁻) to gaseous compounds (e.g. N2O, N2 and 
NO) under anaerobic soil conditions. In the original function applied in SWAT model, 
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denitrification is based on the EPIC model (Williams et al., 1984). In this regard, the rate of 
denitrification is a function of soil temperature and a constant organic C content in the individual 
soil layer in which denitrification occurs. It assumes denitrification occurs when soil moisture 
reaches 95% of the moisture content at field capacity. According to Pohlert et al (2007), this can 
lead to unrealistically high denitrification rates in situations of relatively moist soils, where the 
threshold is exceeded. According to Pohlert et al. (2005), denitrification and N-leaching are two 
strongly competing processes within the conceptualisation of SWAT. Consequently, due to the 
cascading (downward) percolation sequence, water only percolates into an underlying 
unsaturated soil layer, when field capacity of the overlying layer is exceeded. Therefore, 
denitrification at the topmost layer occurs before water starts percolating, leading to unusually 
high N losses and may indicate substantial depletion of available N in the pools of each 
preceding soil layer (Pohlert, et al. 2007). 
To overcome the problems outlined above, further improvements have been undertaken 
with the replacement of algorithms from the Denitrification–Decomposition model (DNDC, Li et 
al., 1992, 2000). Figure 12 presents the components of the ordinary nitrogen cycle while figure 
13 illustrates the new conceptualization of the modeled N cycle. The model is a gross-
mineralisation model, since a part of the mineralised N is used for microbial growth 
(immobilisation) and N-emissions are considered explicitly. Mineralisation is simulated in a 
stepwise fashion, where first ammonium is produced (ammonification). Some of the ammonium 
is adsorbed on clay particles while the remaining ammonium is further mineralised or taken up 
by plants (Pohlert, et al. 2007). After that, nitrification occurs and nitrite (NO2⁻) is oxidised to 
nitrate while gaseous emissions of N2O and N2 are taken explicitly into account.  
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Figure 12. Components of the nitrogen cycle as represented within the SWAT model (Modified 
from Neitsch et al, 2005). The major inputs are chemical fertilizers [NO-3 and NH+4] and 
atmospheric deposition; the major losses include crop harvest, NOx and NO-3 leaching. 
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Figure 13: New conceptualization of the N cycle represented in the SWAT model (Neitsch et al., 
2005) 
 
 
Nitrate is a mobile anion and may be transported with overland flow to the main channel, 
or through subsurface flow or percolation to deeper soil profiles. The separation of NO3⁻ output 
in SWAT resulting from subsurface tile flow was the focus of another modification of SWAT 
that was recently undertaken in the current study. SWAT monitors five different pools of 
nitrogen in the soil. Two pools are inorganic forms of nitrogen: NH4
+ and NO3⁻, while the other 
three pools are organic forms of nitrogen (Figure 14). Here, nitrogen is allowed to move between 
the active and stable organic pools in the humus fraction. The amount of nitrogen transferred 
from one pool to the other is calculated as shown in equation 8 below: 
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Ntrns,ly is the amount of nitrogen transferred between the active and stable organic pools (kg 
N/ha), βtrns is the rate of nitrogen transferred between the pools (1x10-5), orgNact,ly is the amount 
of nitrogen in the active organic pool (kg N/ha), fractN is the fraction of humic nitrogen in the 
active pool (0.02), and orgNsta,ly is the amount of nitrogen in the stable organic pool (kg N/ha). 
When Ntrns,ly is positive, nitrogen is moving from the active organic pool to the stable organic 
pool. In the SWAT model, when Ntrns,ly is negative, nitrogen is moving from the stable organic 
pool to the active organic pool (Figure 14). 
 
Figure 14: Flowchart of the soil N cycle simulated in the SWAT model (Modified from Neitsch et al, 
2005). There are exchanges between the organic and mineral pools. When Ntrns,ly is positive (N=+ve), 
there is nitrogen movement from the active to the stable organic pool. 
 
 
Fresh organic N is associated with crop residue and microbial biomass while the active 
and stable organic N pools are associated with the soil humus. The organic nitrogen associated 
Mineral N Organic N 
NH4 NO3 Active Stable Fresh 
Volatilization 
Inorganic N  
fertilizer 
Nitrification 
Denitrification 
Inorganic N  
Plant uptake 
Mineralization 
Organic N  
fertilizer 
Humic substances Residue 
Plant  
residue 
Residue mineralization 
Decay 
N= +ve 
--- Eq. 8 
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with humus is partitioned into two pools to account for variation in availability of humic 
substances to mineralization. SWAT also simulates nitrification and ammonia volatilization, and 
determines the amount of nitrate lost to denitrification while nitrogen fixation by legumes (if 
they are planted) is included when the soil does not satisfy plant nitrogen demand. 
 All soil N processes are simulated in the SWAT model using relationships described in 
the model’s theoretical documentation (Neitsch et al, 2005). The list of the governing equations 
for simulating the processes within the organic and mineral nitrogen pools are outlined in table 4. 
The concentration of nitrate transported from a specific soil layer is given as: 
 
where concNO3,mobile is the concentration of nitrate in the mobile water for a given layer (kg N/mm 
H2O), NO3ly is the amount of nitrate in the layer (kg N/ha), wmobile is the amount of mobile water 
in the layer (mm of water), θe is the soil moisture by volume and SATly is the saturated water 
content of the soil layer (mmH2O).  
 
  
--- Eq. 9 
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Table 4: The governing equations for simulating the various forms of N in the SWAT model. Terms 
for the equations are defined as follows: orgNhum,ly is the concentration of humic organic nitrogen 
(mg/kg or ppm), and orgCly is the amount of organic carbon in the layer (%); frN is the estimated 
fraction of nitrogen lost to nitrification, frPHU is the fraction of potential heat units accumulated for 
the plant on a given day in the growing season; NO3surf is the nitrate removed in the surface runoff 
(kg N/ha.); NO3 is the nitrate percolation coefficient; concNO3mobile is the concentration of nitrate in 
the mobile water for the layer; Qsurf is the surface runoff generated on a given day (mmH2O); 
NO3lat.ly is the nitrate removed in the lateral flow for a layer (kg N/ha.); Qlat.ly is the water discharged 
from the layer by lateral flow (mmH2O); NO3tile is the amount of NO3 removed from the layer via 
tile drainage; Qtile is the average daily tile flow rate (m3/s). See the Soil and Water Assessment Tool 
Theoretical Documentation (Neitsch et al., 2005). 
 
 N [ORGANIC] ………………eq 1           
 NO3 [CROP] – crop uptake …eq  2 
 NO3 [SURQ] – surface  ……. eq  3 
 NO3 [LATQ] – lateral ……….eq  4 
 NO3  [TILE]   – tile export …..eq  5 
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4.3.4 Role of SWAT model in directing best management practices (BMP) for water table 
control, nutrient management and water quality standards in agricultural watersheds 
Simulation of hypothetical farming scenarios using SWAT is an effective method of evaluating 
alternative land use, BMP, and other factors on nitrate pollutant losses. SWAT studies include 
identification of critical or priority areas for soil and water management in a watershed (Kaur et 
al., 2004; Tripathi et al., 2003). Santhi et al., (2006) reported the impacts of manure and nutrient 
related BMPs, forage harvest management, and other BMPs on water quality in the West Fork 
watershed (4,554 km2) in Texas (Santhi, et al., 2006). The effects of BMPs related to dairy 
manure management and municipal wastewater treatment plant effluent were evaluated by 
Santhi et al., (2001b) with SWAT for the Bosque River watershed in Texas. Stewart et al., 
(2006) describe modifications of SWAT for incorporation of a turfgrass harvest routine, inorder 
to simulate manure and soil P export that occurs during harvest of turfgrass sod within the upper 
North Bosque River watershed (932.5 km2) in north central Texas (Saleh, et al. 2000). Kirsch et 
al., (2002) describe SWAT results showing that improved tillage practices could result in 
reduced sediment yields of almost 20% in the Rock River in Wisconsin. 
Chaplot et al., (2004) found that adoption of no till, changes in nitrogen application rates, 
and land use changes could greatly impact nitrogen losses in the Walnut Creek watershed in 
central Iowa. When nitrogen application rates were curtailed and no till management 
implemented, nitrogen export was greatly reduced while plant nitrogen uptake increased. 
Similarly, in a study comparing simulated water quality and water analysis under current and 
historic landuse, Vache΄ et al., (2002) found that large sediment reductions could be obtained in 
the Walnut Creek and Buck Creek watersheds in Iowa, depending on BMP choice such as no till, 
changes in nitrogen fertilizer rates and land use changes. This study illustrates an important step 
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in comparing the capability of SWAT simulation to real world environments. Holvoet et al., 
(2007) adapted the SWAT model source code to model various scenarios for pesticide reduction 
on the small Nil catchment (32 km2) in central Belgium. Similarly, Bracmort et al., (2006) 
present the results of three 25‐year SWAT simulations for two small sub-watersheds in northeast 
Indiana (6.23 km2 Dreisbach and 7.3 km2 Smith-Fry (subwatersheds of 50 km2 Black Creek) in 
which the impacts of BMPs are reported for streamflow, sediment, and total phosphorus (P). The 
adaptation and applicability of SWAT for small watersheds in the Indiana study confirms the 
possibility of its application to small watersheds such as that of the Strawberry Creek.  
4.3.5 SWAT modification for tile density variation and flow partitioning 
This section discusses the modifications that have been implemented on the old tile drain 
equations (subroutine) within the SWAT model. The rate of subsurface water movement is 
important in the initiation of tile flow as it affects the water table height and soil moisture in the 
unsaturated zone as well as the amount of NO3⁻ exported. In the original SWAT model, tile flow 
occurs when the water table height exceeds the height of the tile drains. This original tile flow 
quantity is calculated using the following function in Eq. 10 (Arnold et al., 1999): 
𝑡𝑖𝑙𝑒𝑤𝑡𝑟 =  
ℎ𝑤𝑡𝑏𝑙− ℎ𝑑𝑟𝑎𝑖𝑛
(ℎ𝑤𝑡𝑏𝑙
∗ 𝑆𝑊 − 𝐹𝐶) ∗ (1 − exp [ −24
 𝑡𝑑𝑟𝑎𝑖𝑛)          
]) 
if ℎ𝑤𝑡𝑏𝑙 > ℎ𝑑𝑟𝑎𝑖𝑛 
where tilewtr is the amount of water removed from the layer on a given day by tile drainage 
(mm), hwtbl is the water table height above the impermeable layer (mm), htile is the tile height 
above the impermeable layer (mm), and tdrain is the time required to drain the soil to field 
--- Eq. 10 
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capacity (h, hours). As the soil profile becomes saturated, aeration stress becomes a concern for 
plant water uptake. However, there were shortfalls with this method as tile flow is considered as 
lateral flow, and assumed to be uniform across the entire cross section of the soil profile. It 
therefore does not consider any effects that drain tile spacing may have on flow. However, there 
is evidence that the rate of flow tends to increase as the density of tiles increases and vice versa 
(Kladivko, et al., 2004; Skaggs, et al., 2005). This is due to dispersion of a fixed amount of 
discharge over a greater number of tiles that conveys more of it while individual tiles can only 
convey a limited amount of discharge, which is therefore less than the collective discharge by a 
number of tiles. 
In reality, tile lines are normally separated at intervals of a number of meters and the 
overlying water table will generally be non-uniform and flow will be restricted to confined 
channels defined by the configuration of the tile lines. Hence, the water table will be dome-
shaped between feeder tiles with a mid-point elevation due to water draw-down from the vicinity 
of the tiles (Figure 15). With a reasonable location assumed for the impervious layer 
(DEPIMP_BSN), the required drain spacing, L can be calculated using an appropriate drain 
spacing formula. The drain spacing formulae are categorized as steady state, and are based on 
the assumption that a constant flow occurs through the soil profile to the drains (Smedema et al., 
2004). For the present study, a well-defined impermeable soil boundary could not be directly 
determined due to heterogeneity of the glacial till at the study site. Therefore, the impermeable 
layer at the study site is defined as the depth below that of the tile drains (mean tile depth = 0.9 
m); above which there is enough water to generate net flow into the tiles. This region is the mean 
depth of ground water table where incoming precipitation extends the water table. By varying the 
SWAT input value for depth of impermeable layer, it was determined to be the depth at which 
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simulated flow was equal to the average of observed flow at the continuously monitored BMR 
tile outflow. Therefore, depth to the impermeable layer was located at approximately 1.5 m. To 
improve the accuracy of the tile flow estimation, the SWAT model was modified and extended 
with algorithms developed from the Hooghoudt (1940) steady-state and Kirkham (1957) tile 
drain equations at the USDA–ARS Lab at Temple in Texas. Of the assortment of drainage 
formulae available, these two have a wide applicability and are reasonably straightforward to 
determine. According to Smedema, et al (2004), the accuracy with which drain spacing can be 
estimated is limited by the accuracy of the soil parameters due to the high variability of soil 
hydraulic conductivity rather than by the formula itself. 
 
Figure 15: Schematic of water table position for steady state drainage; L = distance between tiles; D 
= depth of tile drain; d = depth from tile drain to impervious layer; de = depth from tile drain to 
mean watertable; 2re = 2 x radius of tile drain; m = water table elevation at mid-point. 
 
The rate of subsurface water movement into drain lines is dependent on several variables 
including soil hydraulic conductivity, water table elevation, soil profile depth, tile depth and 
spacing (Skaggs, 1980). Since, water moves towards the tiles in both the saturated and 
unsaturated zones, the flow rates are computed by assuming that the lateral water movement 
occurs in the saturated zone. The effective horizontal saturated hydraulic conductivity k, is used 
< Soil surface 
 
 
< Drainage base 
 
< Impermeable  
    layer 
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to evaluate drainage flux in terms of the water table elevation (inflection) midway between the 
tiles and the hydraulic head or water level in the drains. The hydraulic conductivity in horizontal 
direction is indicated by Kh or k. Flow in horizontal layers is mainly determined by the layers 
with the lowest k – values, provided that the soil layers are not too thin. The flow of groundwater 
to subsurface drains above an impermeable layer is mainly horizontal and occurs mostly above 
drain level. K can be determined by the auger hole method proposed by Hooghoudt (1934) and 
Kirkham (1948) using the four steps method: (1) an augerhole is perforated into the soil to below 
the water table, (2) water is pumped out from the hole, (3) the rate of rise of water level is 
recorded, (4) the k value is determined as follows: 
k = f (h0 – ht)/t 
Where k is horizontal saturated hydraulic conductivity (m/day), h is depth of water in 
hole relative to water table in soil, ht = h at time t, h0 = h at time t – 0, t = time (seconds), while f 
is a factor depending on the geometry of the hole. In the new modified SWAT model, the 
drainage flux is calculated using the following stepwise approach (Moriasi et al., 2007). 
 
In the first scenario, when water table is below the surface and water cannot move freely 
towards the drains, the Hooghoudt (1940) steady state equation is applied to compute flux from 
direct ground water flow, represented by equation 11 below: 
𝑞 =  
8𝐾𝑒𝑑𝑒𝑚 + 4𝐾𝑒𝑚
2
𝐶𝐿2
 
where q = discharge flux (mm h-1), m is midpoint water table height above the drain (mm), K is 
effective lateral hydraulic conductivity (mm h-1),  L is distance between drains (mm), C is the 
--- Eq. 11 
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ratio of the average flux (flow) between adjacent drains (e.g. [q1+ q2]/2) to the flux midway 
between adjacent drains and is assumed to be unity (C=1) (Moriasi, 2007), 𝑑𝑒 is equivalent depth 
substituted for d (height of the drains from the impervious layer) inorder to correct for 
convergence near the drains (mm). This formula shows that (all other variables being constant), 
drainage flux q, increases as horizontal tile spacing L, decreases. Therefore, the inverse 
proportionality is given, 
q ∝
1
𝐿2
 
For layered soils within the SWAT model, parameter k is calculated as follows:  
𝑘𝑒 =  
𝑘1𝑑1 + 𝑘2𝐷2 + 𝑘3𝐷3 + 𝑘4𝐷4
𝑑1 + 𝐷2 + 𝐷3 + 𝐷4
 
where ke is the effective lateral hydraulic conductivity (mm h
-1), k is the hydraulic conductivity 
of layer D, and d is thickness of the layer. Because the thickness of the saturated zone in the 
upper layer is dependent on the water table position, ke is determined before every flux 
calculation using the value of d which depends on the water table position. If the water table is 
below layer 1, d = 0 and d is substituted for D in the above equation. 
In the second scenario, for ponded depths when the water table rises and completely fills 
the surface with ponded water remaining for relatively long periods of time, the drainage flux 
can be computed using Kirkham (1957) equation:  
𝑞 =  
4𝜋𝑘 (𝑡 + 𝑏 − 𝑟)
𝑔𝐿2
 
where g is a dimensionless factor which is determined using an equation developed by Kirkham 
(1957) as a function of d, L, actual depth of the profile (mm), and the radius of the tile tube 
--- Eq. 12 
--- Eq. 13 
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(mm). The aforementioned equations were defined and coded with Visual FORTRAN Compiler 
and incorporated into the new SWAT-tile algorithm adapted for this study. This new algorithm is 
capable of undertaking multiple scenario simulations and generates q for various tile density 
settings, L.  
4.3.5.1 Tile output partitioning 
The second modification to the SWAT model was the separation of the NO3⁻ output for tile 
drainage. The quantity of daily total tile discharge for each HRU or subbasin is displayed 
alongside the output values through lateral, surface and ground water flow. The sum of all these 
outputs constitutes the total water yield for that specific hydrologic unit. Nutrients sequestered 
from the hydrologic unit or HRU are exported through these various flow pathways (Figure 16). 
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Figure 16: Flow of inputs and output in the SWAT model. The various operations in the 
management subsection modify the nature of the output results. The tile drainage output includes 
tile flow (mm H2O) and the new NO3⁻ (kg/ha) output. 
 
4.4 Model Input Data: climate data; soil properties, land use and management data 
Ten year daily precipitation records (the actual rainfall record from on-site meteorological 
stations, supplemented with data from the Breslau, Ontario station) and the measured daily 
maximum and minimum temperature record from 1990 to 2010, were required as input into 
SWAT. However, single year precipitation and temperature values were used for specific years 
that were being simulated, such as 2008 when only values for that calendar year were used. 
Cultivated crop type, and rotation for the area (corn, winter wheat, soybean) was created. SWAT 
simulation was then undertaken for the entire Strawberry Creek watershed (50% tiled) and an 
Tile drainage 
output 
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individual tiled HRU field with gauged tile flow inorder to illustrate differences in output due to 
areal extent and unique crop types at the HRU field. 
4.4.1 Parameter requirements 
SWAT, like most hydrologic models require a large number of parameters for a specific location. 
During the course of this investigation, a detailed set of parameters for all processes within the 
Strawberry Creek Watershed was compiled including, soil types and their characteristics (e.g. 
hydraulic conductivity), landuse, climate (precipitation, temperature and potential 
evapotranspiration (PET), topography and slope, management parameters such as tile drainage 
and fertilizer usage (see Appendix section for parameter definition). PET is a central parameter 
that determines the amount of water available for infiltration and tile flow. PET defines the rate 
at which evapotranspiration would occur from a large area uniformly and completely covered by 
vegetation with an unlimited supply of water. SWAT offers three options for calculating 
evapotranspiration in the .bsn file: the Penman-Monteith Method (Monteith, 1965), the Priestly-
Taylor Method (Priestly and Taylor, 1972) and Hargraves Method (Hargraves, 1975). The 
Penman-Monteith Method was used for estimation of evapotranspiration as the others method 
are less robust for application to the study site. 
4.4.2 Setup for model simulation 
The Strawberry Creek Watershed was classified into 11 HRUs (Figure 17). The delineation of an 
HRU is based on unique soil and landuse combinations. An HRU thus contains at least one 
individual farm area with a single crop type, together with its associated tile network if present. 
Due to the small size of the basin, each HRU in the model structure was configured to comprise 
a single subbasin with unique landuse and soil types. Each HRU is a unique hydrologic unit that 
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is analyzed separately and capable of autonomous results output. The final results are also 
presented as averages for the entire watershed. 
The following is the order in which the simulation procedure for this thesis was undertaken: 
1. Simulation of flow undertaken for entire watershed and an individual tiled HRU field 
2. Simulation of NO3⁻ undertaken for watershed and a tiled field 
3. Multiple watershed-wide simulation undertaken with the inclusion of tile drainage for the 
following tile distance settings: 30 ft., 35 ft., 50 ft., 65 ft., and 85 ft. 
 
Figure 17: The watershed subdivisions consist of 11 HRUs and 11 outlets. For the present study, 
each HRU has been reclassified as a subwatershed due to the limited size of the watershed. Each 
HRU is an independent hydrologic unit of analysis with unique landuse, soil and topography which 
enables all flow to be channeled towards a single outlet at the main channel which empties at a 
single outlet.   
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4.4.3 Model parameter settings 
Parameters settings are required for each model run. Each stage of the modeling process, 
approximating physical processes, is governed by mathematical equations which require certain 
specified value settings for the watershed under investigation. Table 4.1 is the list of parameters 
that are replicated mathematically in this modeling exercise. The full list of boundary parameter 
values are provided in Appendix I. 
Table 4.1: List of SWAT model parameters that govern the simulation process. 
Simulation input parameters settings 
 Runoff parameters 
 SCS CN Runoff curve method 
 Drainage coefficient 
 ET: Penman-Monteith 
 Plant growth parameters 
 Rooting depth 
 Crop rotation 
 Harvest and kill 
 General management parameters 
 CN2: Initial SCS CN II value 
 Fertilizer/manure input 
 Tile drain management parameters 
 Depth to subsurface drain 
 Drainage spacing 
 PET method used: Penmann – Monteith 
Simulation output parameters settings 
 Period of simulation 
 Start date to End date 
 Output Results [Daily, monthly, yearly] 
 Water output 
[SURFQ+SW +TILEQ] 
 Chemistry output 
NO3 SURFQ, 
NO3 CROP, 
NO3 TILE 
NO3 Denitrification 
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4.4.4 Modifications to the SWAT modeltile flow algorithm and nitrate output seperation 
During the course of this thesis, a number of modifications have been made to the original 
SWAT model algorithms in collaboration with the SWAT modeling team at the USDA-ARS, 
Temple, Texas. A summary of changes to the tile drainage algorithms are shown below. 
1. The original equation assumes tile flow as lateral flow. Lateral subsurface flow or interflow 
as defined in the SWAT model, is flow contribution originating from below the soil surface 
but above the zone of saturation that will enter the tiles. With this algorithm, flow is 
mobilized uniformly across the entire area into the subsurface tile drains installed at an 
average of 50ft. apart. Therefore, to account for the inter-drain area, the current algorithm 
was adapted to enable variation of tile density to discern the effects on volume of tile flow. 
The new algorithm is based on the Hooghoudt (1940) and Kirkham (1957) equations 
described in section 4.3.4. 
2. The separation of NO3⁻ from lateral subsurface flow is another modification that was 
undertaken. In the original SWAT model, tile NO3⁻ export was included as part of subsurface 
lateral flow (NO3⁻ LATQ) in the simulation result output file (output.std). Suggestions and 
collaboration with the SWAT model developers at Temple, Texas resulted in the partitioning 
of this output quantity into an explicit TILE_NO3⁻ result column. 
 
4.4.5 Challenges encountered 
The major challenge in this study was the issue of availability of adequate flow and NO3⁻ data. 
SWAT requires a large data set for model building, and for comparison against observed NO3⁻ 
and flow hydrographs. However, the available climate, flow and nitrate data are incomplete and 
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sometimes fragmented. Measured NO3⁻ data was the most limited as previous sampling was 
mostly undertaken for storms and extreme events, rendering the other event–free periods without 
much data. To address data fragmentation, a regression model was applied to known flow and 
NO3⁻ data. Missing data or dependent variable (NO3⁻ concentration) was calculated from the 
independent variable (flow) along the line of best fit. This line is an estimation of the mean 
deviation of all paired data points on both the Y – and X – axes. Therefore, to reduce the 
magnitude of data extrapolation, many years of field monitoring is required for a consistent data 
set to be created. The non-availability of records or evidence of tile drainage in some fields is 
due to the fact that some tiles are seasonally inactive. The modeling scenarios for the watershed 
assume 50% is underlain by active tiles. This estimate is derived from tile drainage maps, 
discussion with farmers and observation.  
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5. APPLICATION OF SWAT MODEL TO DISCHARGE FROM A TILE AND STREAM IN A SMALL 
AGRICULTURAL WATERSHED 
 
5.1 Abstract 
A clear demonstration of a model is essential for its appropriate use. The ability of the Soil and 
Water Assessment Tool (SWAT) to simulate realistic watershed and tile flows is presented. In 
order to evaluate the accuracy of the model against real world flows, determination of field and 
watershed scale antecedent conditions is essential. The major objective of this chapter is to 
examine the reasons for differences between modelled and real world output (flow), and why 
these differences occur at specific seasonal time periods. Observed daily results spanning the 
winter, spring, summer and fall seasons at the Strawberry Creek Watershed and a tiled HRU 
field were compared against simulated results over the same seasonal interval. The Nash–
Sutcliffe model efficiency coefficient (NSC) evaluation tool was employed for comparison of the 
hydrographs from the two data sets. The NSC, which is used to assess the predictive power of 
hydrologic models ranges between minus infinity (– ∞) and 1. Generally, stream outlet and 
subsurface tile flow results indicate good agreement between the observed and simulated data for 
the winter, spring, summer, and fall. The specified model flow parameters are well simulated 
except when seasonal temperatures fluctuate around freezing, when the modeled flow is 
underproduced. However, for the tiled HRU field NSC values were generally lower than that of 
the watershed at 0.65 and 0.73 respectively, especially during the fall season. NSC analysis for 
the tiled HRU field indicates similar values of significance between predicted and observed for 
all seasons. In addition, seasonal R2 regression between simulated and observed outlet and tile 
flow agreed well between all seasons except that for tile flow in the fall. The low R2 value for the 
tile drain in the fall is mainly due to the lack of liquid precipitation for the December portion of 
the simulation period.  
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5.2 Introduction 
In agricultural fields with a high quantity of fine textured soil, artificial drainage techniques have 
been employed to ensure crops have sufficient rooting depth so agricultural productivity is 
maintained at a profitable level for farmers. Tile drainage lowers the water table to improve 
aeration, reduces runoff, erosion and frost heaving, increase rooting depth and moderates plant 
disease (Sui and Frankenberger, 2008). Because of the high specific heat of water, subsurface 
drainage allows faster soil warm-up in the spring which ensures earlier commencement of 
planting operations than would otherwise occur if the fields were waterlogged (Jin et al., 2008). 
Advances in hydrologic modeling techniques have provided a quick and effective way of 
quantifying the hydrology of agricultural watersheds including those with tile drainage 
(Krysanova and Arnold, 2008; Jayakrishnan et al. 2005). The term, hydrology, as used in this 
thesis, refers to surface and subsurface elements that include tile, overland runoff and main 
channel flow within the Strawberry Creek (SC) watershed. The accurate simulation and 
evaluation of seasonal variability for temperate regions (such as the SC) is still evolving as a 
majority of the documented applications of SWAT have often been dominated by warmer areas 
without an annual snowpack (Levesque et al., 2008). Since Canadian hydroclimatic conditions 
differ due to the presence of a seasonal snowpack of varying duration, an evaluation of the 
seasonal flow patterns is essential prior to attempting any water quality simulations. The SWAT 
model snow melt calculation (algorithm) is dependent on the ambient air temperature that 
distinguishes mobile (free-flowing) precipitation as rain (temperature > 0 °C) and static 
precipitation as snow (temperature ≤ 0 °C). 
For tile flow to be generated, water from precipitation will have to percolate from the 
surface through the various soil layers to the shallow aquifer before the water table rises to a 
depth where tile drainage becomes possible. In the SWAT model, percolation is calculated for 
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each layer in the soil profile. For the top layer, water is allowed to percolate if the water content 
exceeds field capacity for that layer and if the lower layer is unsaturated. If the soil layer is 
frozen, no water flow out of the layer is simulated in the SWAT model. In reality however, 
infiltration is still possible if soil moisture is low as concrete frost will develop if the top soil is 
saturated before freezing in the fall or when freezing ambient temperatures are established after a 
winter thaw period. Water infiltrating at 0°C will release latent heat as it freezes within the 
cooler soil matrix – leading to a thaw of surface ice which further moves down to plug up pore 
spaces. For the model, volume of water available for percolation in the soil layer is calculated: 
𝑆𝑊𝑙𝑦,𝑒𝑥𝑐𝑒𝑠𝑠 = 𝑆𝑊𝑙𝑦 − 𝐹𝐶𝑙𝑦 if  𝑆𝑊𝑙𝑦 > 𝐹𝐶𝑙𝑦 
𝑆𝑊𝑙𝑦,𝑒𝑥𝑐𝑠𝑠 = 0  If 𝑆𝑊𝑙𝑦 ≤ 𝐹𝐶𝑙𝑦 
where  𝑆𝑊𝑙𝑦,𝑒𝑥𝑐𝑠𝑠 is the drainable volume of water in the soil layer on a given day (mm H2O), 
𝑆𝑊𝑙𝑦 is the water content of the soil layer on a given day (mm H2O) and 𝐹𝐶𝑙𝑦  is the water 
content of the soil layer at field capacity (mm H2O) (Neitsch, et al., 2005). Therefore, the 
magnitude of this drainable excess water determines its distribution over the various seasons, 
which are determined by seasonal temperature and precipitation cycles. 
Regardless of diligence paid to ensuring quality of input data collection procedure and 
parameter settings, there is often disparity between simulated and observed quantities in every 
modeling exercise of complex watersheds (Pokhrel et al., 2008). Hence, comparison and analysis 
of observed and simulated discharge from the main channel and tiled HRU field will provide a 
valuable insight into the magnitude and pattern of this variance. According to Engel et al. (2007), 
model calibration is important to reduce uncertainty in model simulations. This can be 
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accomplished in a number of ways; the most popular technique is to correct and “train” the 
model by the application of some kind of calibration tool. 
Nonetheless, hydrologic systems are often very complex and it is impossible for any 
single model evaluation technique to incorporate every feature and accurately simulate every 
process occurring in a watershed at varying spatial and temporal scales. Calibration therefore, 
can never fully explain the reasons for observed uncertainty as the actual physical processes are 
more complex than the network of algorithms created for model simulation. Thus, the utilization 
of historical data to calibrate a model for reproducing or forecasting the behaviour of watershed 
hydrology as defined is problematic. In a single simulation procedure, certain time-steps may be 
more comparable to observed data than others due to in-basin variability and a myriad of internal 
modeling issues such as proper parameter allocation and size of the watershed under 
investigation. Therefore, utilization of the calibrated model for predictions will likely establish 
deviations between reality and the model product; as models help us test our understanding of 
reality. Established error margin may be further exacerbated under future changing climate 
regimes. It is therefore vital to identify, understand and accurately quantify the sources of 
differences between model output and reality. Therefore, with respect to hydrology, the 
objectives of this chapter include:  
1) Determining flow that originates from watershed-wide sources including subsurface tile 
drainage. These will be simulated and compared against measured values to reveal seasonal 
variability in flow patterns that exist between the simulated and observed hydrograph. According 
to Debele et al, (2008), despite limitations in areal extent, small watershed sites still contain 
much complexity and such factors can be difficult to identify. 
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 2) Assessing the importance of antecedent moisture conditions in affecting the model’s ability to 
accurately predict tile and watershed-wide flow. Input data, model parameter settings and 
antecedent hydrologic conditions play a central role in the determination of simulation output 
quality and goodness of fit to that of observed flow data. Consequently, despite the convenience 
of applying a manual or autocalibration technique to present an “apparent” good comparison, the 
underlying “error” factors that are ultimately “smoothed out” by these techniques needs to be 
investigated for a more thorough understanding of watershed hydrologic functions. 
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5.3 Materials and methods 
5.3.1 Description of the study site 
As described in chapter 4, the simulation focus area is the 2.86 km2 Strawberry Creek Watershed 
in southern Ontario (Figure 4); with about fifty percent of this agricultural basin drained by 
subsurface tiles. One of the tiled fields (0.431 km2) is incorporated into the SWAT model as 
independent Hydrologic Response Unit (HRU) (Figure 5.1). This HRU is referred to by 
researchers (e.g. House, 2000; Macrae, 2003; Rempel, 2008) as the Below Mid Road (BMR) 
Tile outflow was monitored by HOBO water lever logger in a calibrated 30° v-notch weir box; 
the measured discharge compared to modeled results.  
 
Figure 5.1: Map layout of the Strawberry Creek Watershed with the BMR tile system highlighted. 
The BMR tile has been continuously monitored for a decade. A v-notch weir is installed at the BMR 
tile outlet for recording of flow.  
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5.3.2 Model input information 
Initial model setup was done in ArcGIS–ArcSWAT GUI (Graphic User Interface). The 10m 
x10m Digital Elevation Model (DEM) is the initial input for any SWAT modeling procedure; it 
is required as the platform for watershed definition. Soil and landuse ESRI GRID shapefiles are 
integrated into the DEM for stream generation, subbasin and HRU partitioning (Figure 5.1). The 
spatial reference for this data was the North American Datum (NAD_1983_UTM_Zone_17N), 
using the Transverse Mercator Projection. Other input variables include 30 years mean weather 
data from Environment Canada (in addition to daily temperature and precipitation from the 
onsite weather stations). A schematic of the SWAT input and simulation setup is provided in 
Figure 5.2. 
5.3.3 Simulation setup 
Within the SWAT program directory, the folder containing all the input and output parameter 
variables is designated as “TxInOut” folder. It was detached from the ArcSWAT Graphic User 
Interface (GUI), and the modified SWAT executable file inserted into the folder (in computer 
modeling, an executable file contains instructions that causes a program to perform specified 
tasks according to the coded instructions). All model parameter editing was done directly on the 
text files within the TxInOut folder and scenarios executed using the SWAT application file. 
This non–GUI version makes model manipulation straightforward and independent of the 
ArcView – GIS program; and less demanding on the computer’s processor. 
For this section of the study, modeling scenarios were undertaken for the seasons 
represented within the study area. Daily flow was simulated for the 50% tiled watershed area. 
Flow was also simulated for the individual HRU tiled field, which has been continuously 
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monitored for more than eight years (provide the years eg. 2004 – 2011). Long-term continuous 
data is important in hydrologic modeling to verify reliability of the various parameter 
calculations and simulation results (Stehr et al., 2008). The simulation time frame for this study 
was for December 2007 to December 2008: for winter (January to March), spring (April to 
June), summer (July to September) and fall (October to December). The modeling procedure was 
broken down into four seasonal periods (using daily time-step for each seasonal simulation) to 
better illustrate the factors that are responsible for differences in observed and modeled results 
such as effects of seasonal variability in hydrologic processes and the antecedent conditions that 
determine them . 
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Spatial Datasets 
•Digital Elevation 
Model (DEM) ESRI 
GRID format 
•Land Cover/Land use 
ESRI GRID shapefile 
•Soil ESRI GRID 
Shapefile 
 
Database 
•User soils 
•Land cover/plant 
•Fertilizer 
•Weather station 
•Pesticide 
•Tillage 
Output 
•Output Scale – HRU; Sub basin;        
Watershed 
•Output Time step – Daily; 
monthly; annual 
•Auto/manual calibration 
Input 
Spatial data + databases 
information 
Modeled 
•Watershed Delineation 
•Subbasin definition 
•HRU definition 
•Edit input database 
•Parameter setup 
•SWAT simulation run 
•Maps  
•Tables 
•Charts 
Figure 5.2: A schematic of the SWAT input and simulation setup. The ArcGIS GUI is required for 
initial model set up with the DEM, soil, landuse shapefiles; and for HRU definition. Subsequent 
simulation processes can operate from the “TxInOut” folder and independent of the ArcGIS 
Graphic User Interface (GUI). 
ArcGIS – ArcSWAT Graphic User Interface 
(GUI) 
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5.3.4 Data analysis 
In hydrologic modeling, some model specific evaluation criteria are usually employed to assist 
modellers in preparing and reviewing quality assurance projects for running simulation models 
(U.S. EPA, 2002). The two most widely used statistics for judging model performance ratings 
are coefficient of determination (R2) and Nash-Sutcliffe model efficiency coefficient (NSC). For 
the SWAT model, NSC estimates the closeness of the simulated and observed time series 
(hydrographs); and ranges from – ∞ to 1, with an NSC > 0.5 regarded as possessing a high 
degree of similarity in the flow response of both the observed and simulated to basin 
precipitation input. Thus, the NSC is regarded as the most reliable evaluation tool for the SWAT 
model (Nash and Sutcliffe, 1970). 
Regression analysis was also employed for comparison of seasonal discharge trends for 
the observed and modeled watershed and tiled HRU. The regression approach allows us to 
understand how closely the two sets of data relate by evaluating the degree of significance of this 
relationship. The R2 ranges from 0 to 1.0; with a value of 0 indicating no correlation and a value 
of 1.0 indicating that the predicted values equal the observed with a higher significance resulting 
from a larger sample size (Krause et al., 2005). Results of regression analysis will assist in a 
more comprehensive assessment of the underlying issues responsible for the differences between 
modeled and real world values. The standard error of the mean (SEM) was also estimated for the 
simulated and observed populations, which are few in comparison to the range of flow values 
that could be collected or simulated, given as 
SEM =  
where σ is the standard deviation of the sample means (observed and simulated flow) and brings 
their values closer to the parametric mean while revealing the degree of dispersion within each 
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sample. Since the true value of the population mean is often unknown, the SEM estimates the 
error or dispersion as an indication of variability within each sample. 
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5.4 Results and Discussion:  
Model output scenarios for discharge from tiled sections of the Strawberry Creek Watershed are 
displayed and analyzed. The simulation is run for seasonal intervals at daily time steps for both 
the watershed and for the tiled HRU field. The simulation period was for winter 2007/2008, 
spring 2008, summer 2008 and fall 2008.  
SWAT model performance was assessed by comparing the simulated flow hydrographs 
for both the watershed outlet and the tiled HRU field, with the corresponding observed 
hydrographs for each hydrologic unit. Model simulation results were partitioned into seasonal 
scenarios to discern the effects of climatic variability and other soil and landuse parameters (e.g. 
infiltration capacity, horizon depth; crop type and rooting depth) that may affect the flow at basin 
and tiled-HRU. Each season is evaluated separately and results analysed using robust model 
performance criteria, including the coefficient of determination (R2) and the Nash–Sutcliffe 
model efficiency coefficient (Nash and Sutcliffe, 1970). 
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5.4.1 Scenario 1:Flow evaluation of watershed and tiled HRU for Winter 2007/2008 
5.4.1.1 Flow Hydrographs 
For the simulation period, the winter hydrologic data ranges from December 1, 2007 to April 4, 
2008 (Figure 5.3 a – d). For the period when mean air temperature was above the freezing mark, 
there is good correspondence between type of precipitation (snow or rain), and stream flood level 
with the winter melt event of January 9, 2008 and the spring melt of April 1, 2008 being 
extreme. SWAT model assumes that all precipitation is liquid when the boundary air temperature 
is greater than 0°C at every time step (i.e. daily, monthly or annual). Conversely, it assumes that 
all moisture is solid if the air temperature is at 0°C or lower, at which time no flow is generated. 
Consequently, this assumption can be at variance with the reality where temperature and runoff 
relationship is not always linear, as flow can still be generated after ambient temperature is 
below 0° C and snow/ice can persist after ambient temperature is well above 0° C. Figure 5.3 c 
and d illustrates winter hydrographs for both observed and simulated stream and tiled HRU flow 
possessing a good fit with NSC values of 0.73 and 0.65 respectively (see table 5.5 for NSC 
performance ratings between very good, good, satisfactory and unsatisfactory). 
Results of the interplay between temperature and type of precipitation become obvious in 
the simulated stream and tiled HRU flow hydrographs, with peaks and troughs following similar 
patterns, but with varying magnitudes. The January 9, 2008 simulated stream flow was less than 
the measured value (95 L/s to 253 L/s respectively), as was the April 1, 2008 values (simulated = 
305 L/s and measured = 439 L/s) (Figure 5.3 c). The January 9 mid-winter thaw was a major 
event that occurred when temperatures rose above the freezing mark for about a week and 
attained a maximum of 11°C. The model snow melt algorithm adequately responded to this 
temperature surge but also display some perturbations for both the watershed and tiled HRU 
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revealing existing discrepancy between simulated flow and real world events. Flow at both 
locations were underpredicted by the model but less so at the tiled HRU (e.g. for January 10, 
2008: Watershed, obs = 253 mm while sim = 95mm; for tiled HRU, obs = 10 and sim = 8mm). 
With precipitation (rain) over 35 mm for that day, the hydrographs for the measured tile 
discharge were more pronounced as the soil permitted the percolation of rain together with 
melted snow/ice. After the initial rise, the modeled flow plunged to a minimum in response to a 
temperature drop on January 10 even though precipitation was still liquid and observed flow was 
still occurring. This further illustrate the underlying challenges of the SWAT model in handling 
precipitation phase change (from snow to rain) when temperature drops below 0°C for longer or 
shorter time. The same pattern is mirrored on the tiled HRU hydrograph, though the difference is 
much smaller, with the January 9, 2008 simulated tile flow at 8.1 L/s and measured tile flow at 
10.4 L/s; the April 1, 2008 simulated tile flow was 12.3 L/s and the measured tile flow was 15.9 
L/s (Figure 5.3 d). 
While the patterns for the observed tiled HRU hydrographs tend to reflect events 
occurring in the main watershed for January 9 and April 1, simulated values tend to be highly 
responsive with marked fluctuations displaying multiple peaks coinciding with single peaks of 
the measured flow. It is possible for some of the most sensitive model parameters in Table 5, to 
be adjusted in order to achieve some form of similarity with the observed flow patterns; 
however, parameter manipulations will only act to “smooth out” modeling anomalies for the 
particular location and render the model inapplicable to other watersheds without additional 
“empirical” adjustments. Such a task is laborious and time consuming and does not reflect the 
universality of model applications without repetitive adjustments to the majority of its 
components.  
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Figure 5.3: (a) represents the winter temperature pattern, (b) displays the mixed precipitation 
profile at Strawberry Creek for the winter of 2007/2008. Hydrologic export for Strawberry Creek 
Watershed (c) and tiled HRU field (d) are indicated by time series, with NSC = 0.73 and 0.65 
respectively. Missing data in measured hydrographs are represented by gaps and flat lines. 
Measured discharge is represented by solid lines and simulated discharge is represented by dashed 
lines.  
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5.4.1.1.1 Relationship between observed and simulated watershed flow: Winter 2007/2008 
Despite this apparent discrepancy in flow trends in the hydrographs, linear regression indicates a 
strong positive relationship between observed and simulated flow for the same watershed area. 
The relationship between the observed and simulated outflow was strongest (R2 = 0.80; CI = 
99%), with lower flow values forming a tighter cluster that become more dispersed as flow 
values increase (Figure 5.4). The underprediction of flow by the model was largely due to 
inadequate flow generation by the simulated baseflow parameter algorithms, which is a result of 
automatic flow cessation when air temperature is below 0°C and immediate initiation of flow 
when temperature is greater than 0°C. 
In agricultural regions of southeastern Canada, winter thaw is a regular occurrence and 
episodes of warming (January 9, 2008) leading to both surface and tile flow occur and continue 
even after the air temperature reverts back to freezing conditions (Figure 5.3). Further flow 
parameter adjustments (e.g. runoff curve number) did not fully rectify the underprediction of 
modeled discharge (Table 5). Thus the snow melt recession algorithm requires upgrading for 
higher latitudes with an extensive winter season. For the current snow model, melt is determined 
by a linear function between the air temperature and the threshold temperature for snow melt 
which automatically converts snow as runoff if temperature exceeds 0°C. A more realistic snow 
melt model should be less simplistic and considers a non-linear melt function as actual melt does 
not automatically occur in totality when air temperature exceeds 0°C but rather dependent on 
many factors including density of snow pack and radiation exposure. Snowpacks of higher 
densities thaw over a more extensive time period; additionally, more direct solar radiation 
incident on the snow pack will provide latent heat of fusion and accelerate the thawing process.  
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Figure 5.4: Regression analysis for observed and simulated discharge from SC watershed. R2 
regression for the watershed demonstrates a stronger relationship (r2 = 0.80). The outlier is due to an 
instantaneous response in observed flow while modeled flow lagged during a Jan 10, 2008 thaw event. 
 
Table 5: SWAT model flow sensitivity parameter adjustments of the original/default values, with 
the final values used for simulation 
Parameter Description Input 
file 
Parameter application Default 
Value 
Final 
value 
DEP_imp Depth to the restrictive layer 
in tile-drained HRUs (mm) 
.bsn Specifies the depth at which 
infiltrated water increases water 
table height and initiates tile flow 6000 1500 
CN 2 (ave. 
moisture) 
Runoff curve number for 
moisture condition II.  
.mgt Predicting direct runoff or 
infiltration 53 ˅ 9 
SOL_K Saturated hydraulic 
conductivity (mm h-1) 
.sol This is the final rate of infiltration 
at constant value - ^ 15% 
Manning’s n Coefficient of roughness .hru Determines flow velocity 0.14 - 
SOL_AWC Soil available water capacity .sol The amount of water that can be 
stored by the soil available for 
plant use -  Δ = -0.02 
ESCO Evap. compensation coeff. .bsn The contribution from different 
soil layers in meeting the soil 
evaporative demand.   0.95 - 
SFTMP Snowfall temperature .bsn The max temp at which snow fall 
occurs 1 1 
SMTMP Snowmelt base temperature 
(°C) 
.bsn Max temp for snow melt to 
commence 0.5 0.5 
SURLAG Surface runoff lag coeff. .bsn Total time surface runoff is 
lagged 4 4 
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5.4.1.1.2 Relationship between observed and simulated HRU tile flow: Winter 2007/2008 
The relationship between observed and simulated tile flow becomes more dispersed from the 
origin of the regression line, with the association being significant (at 99% CI) with a moderate 
R2 of 0.6 (Figure 5.5). This pattern among observed and simulated HRU tile flow can be 
attributed to a number of factors, including size of field area, freeze–thaw events and antecedent 
conditions. The limited size of the tiled HRU field (0.431 km2), speeds up the response time 
between the onset of infiltration and when the flow arrives at the tile outlet relative to the basin 
response time. This is apparent during periods when major thaw events lead to short duration 
extreme flows, hence the cluster of points at the 10 and 15 L/s mark (January 9 and April 1 thaw 
and rain storm events). The 15 L/s mark corresponds to the flow capacity of the tile drains, at 
which point backpressure or where, in certain areas of the field, reverse flow can occur. 
Furthermore, due to the effects of periodic thaw events, new melt water is provided for 
infiltration and tile drainage generation. However, with temperatures hovering at the freezing 
mark, the model, given the defined restrictions with respect to changes in temperature, will fail to 
simulate all the flow from the mid-winter melt water. Antecedent Moisture Condition (AMC) is 
the relative moisture in the saturated zone prior to a rainfall event and considered low when there 
has been little preceding rainfall and high when there has been considerable rainfall prior to the 
modeled event (Goswami et al., 2008).  
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Figure 5.5: Regression analysis for observed and simulated discharge from tiled BMR field (r2 = 
0.64). The maximum flow attained by the observed was 16 L/s, while the simulated approached 
13.41 L/s. 
 
 
Meanwhile, due to boundary temperature conditions (≤0°C), the model will still assume 
presence of frozen soil situations and fail to generate flow at this time. This situation is evident 
for the storm event of March 10, 2008 when ambient temperature was at –2°C. Due to a previous 
warm spell (4 °C on March 3, 2008), flow was still being recorded while modeled flow was 
consistently much lower than measured flow due to the model assuming that all water was frozen 
and therefore simulated no flow. For figure 5.5 the points at A, B and C, illustrates a large 
difference between observed and simulated flow. The presence of frozen soil prior to rain events 
can encourage overland flow before amplifying tile discharge as soils become rapidly saturated 
and tile drainage is rapidly generated for the observed flow. Relative to rapid observed flow, 
modeled flow is delayed when the air temperature is ≤ 0°C as the snow melt recession 
algorithm results in immediate cessation of flow when in reality the recession hydrograph will 
continue for a period of time. 
  
y = 0.4874x + 0.0641
R² = 0.64
CI = 99%
0
2
4
6
8
10
12
14
16
0 2 4 6 8 10 12 14 16 18
Si
m
u
la
te
d
 f
lo
w
 (
L/
s)
Observed flow (L/s)
B
C
A 
 95 
 
5.4.1.1.3 Relationship between watershed and HRU tile flow: Winter 2007/2008 
Tile drainage facilitates rapid delivery of flow and nutrients from the HRU to the larger 
watershed system. This section assesses the relationship between observed watershed and 
observed tile flow; and also simulated watershed and simulated tile flow. Since the tiled HRU 
field constitutes 15.4 % of the larger watershed (which is 50 % tiled), there exists a close 
relationship in flow patterns and magnitude as portrayed by regression scatter (Figure 5.6 a). The 
second order regression of 0.81 (CI = 99%) depicts a significant relationship between the 
observed watershed and tile flow with the scatter plots rising rapidly (dashed line) before 
maxing-out at around 14 – 16 L/s for tile discharge, while watershed outlet flow increased up to 
440 L/s. The differences in magnitude between watershed flow and tile discharge are mainly due 
to the relative area of the tiled field to that of the watershed, and the fact that flow contribution 
from the tiled field is conducted through a single 20.3cm diameter PVC tubing that empties into 
the stream channel via the weir box. Determination of the maximum discharge out of the main 
header tubing is given 
Q = (A*R2/3 * S1/2)/n 
r = 0.0762 
A=πr2    = 0.018243834 
R=A/WP = 0.0381 
S=0.02 
n=0.025 
Therefore, average maximum discharge, Q = 0.014 m3/s (14.2 L/s). Where r is radius of the tube, 
R is hydraulic radius, WP is the wetted perimeter and n is the Manning’s coefficient for PVC 
tubing with corrugated inner walls such as tile drains. According to Macrae (2003), the 
contribution of tile drainage to watershed discharge can be predicted when watershed channel 
flow is low. For simulated watershed and simulated tiled HRU flow, there is linear correlation at 
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low flow, which becomes skewed as tiles approach a maximum while watershed flow continues 
to increase. Scatter plot for the maximum tile flux was also restricted to 13.41 L/s, while the 
simulated watershed flow attained a maximum of 304 L/s (Figure 5.6 b). However, there exists a 
second set of plots (dashed line) that depicted a steeper rise in HRU flow relative to that of the 
watershed. This second set of points may be due to intense pertubations as the flow rapidly rises 
within the header tile line. 
 
 
Figure 5.6: Regression analysis for main watershed and tiled HRU discharge for (a) observed and 
(b) simulated values. Regression for the observed demonstrates a stronger relationship (r2 = 0.81) 
for second order polynomial than that for the simulated (r2 = 0.34). 
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measure of how well a sample represents the population from which it was obtained. The 
standard error of the mean is similar to the standard deviation as it enables us to estimate the 
variability of samples within a population. The observed channel flow and simulated tile flow, 
recorded the smallest SEM values. For modeled flow, due to the large area (main watershed) 
contributing to channel flow, the response in output will be variable depending on input factors 
such as precipitation distribution, spatially variable antecedent moisture conditions, topography, 
landuse and soil will vary with different soil types possessing differing hydraulic properties that 
will affect infiltration and tile flow. 
Table 5.1: Standard error of the mean for various flow sources at the SC Watershed. Q = observed 
channel flow, HRU = tile flow, SIM Q = simulated channel flow and SIM HRU = simulated tile flow 
  Q HRU SIM Q SIM HRU 
MEAN 39.54 3.36 17.78 1.03 
STD DEV 4.26 7.13 35.46 2.12 
Std Error 0.34 0.57 2.87 0.17 
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5.4.2 Scenario 2: Flow evaluation of watershed and tiled HRU for Spring 2008 
5.4.2.1 Flow Hydrographs 
The transition from winter to spring conditions is characterised by a change in the nature of 
precipitation from snow and the snow/rain mixture received during thaw periods to just rain. 
This coincides with the gradual rise in temperature and warming of the soil, with large flow 
generation due to thawing of accumulated snow and, to a lesser extent, soil ice lenses (Figure 
5.8a & b). However, as shown by hydrographs in Figure 5.8 c and d, even with recorded rain 
(total of 130 mm approx.), from April 27 to June 25, flow generated for both watershed and tiled 
field were negligible, with maxima of only 26.9 mm and 1.1 mm respectively. This lack of 
response is attributed to increasing evapotranspiration (ET) and crop water demand together with 
increasing storage as the solar intensity increases. Consequently, as ET removes moisture from 
the vadose zone, more storage potential is created for the next rain storm. Though ET was not 
measured directly, simulated ET total for the spring is in the order of 55 mm over the watershed 
which corresponds to about 42% of the spring rainfall. 
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Figure 5.8: Hydrologic export for (c) the Strawberry Creek Watershed and (d) Tiled HRU field. 
Evapotranspiration has left little measurable flow. Measured discharge is represented by solid lines 
and simulated discharge is represented by dashed lines. (a) represents the temperature 
transitioning from winter into spring and (b) is precipitation profile at the Strawberry Creek for 
the spring of 2008. 
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At the onset of the growing season, there is increased water demand as crops germinate 
and transpiration increases. Evapotranspiration serves to decrease soil storage potential and 
consequently reduce main channel flow (Huggins et al., 2001). Efficient soil drainage by tiles 
encourages early cultivation and growth of crops by aiding soil aeration and early warm up. This 
low flow phenomenon was clearly captured in the simulated channel and tile flow hydrographs. 
Even at low flow, the similarity of the observed and modeled hydrographs is depicted by a strong 
observed vs. modeled watershed NSC (value = 0.80) and a moderate observed vs. modeled tiled 
HRU field NSC (value = 0.59). This lower NSC value is due to large differences in magnitude 
between the observed and simulated hydrographs for the spring melt period around April 2 and 
15 when the model under predicts some of the peak flows due to factors already outlined such as 
a lag in the model baseflow amount (observed tile flow peak at 18 and 8mm; while modeled tile 
flow peak was at 13 and 5mm). According to the SWAT hydrology calibration scenario, this 
behaviour is attributed to the unresponsiveness of the model to localized storm events by the 
utilisation of an unrepresentative rainfall station. This was corrected accordingly by using the on-
site met station data and the corrected data incorporated. 
5.4.2.1.1 Relationship between observed and simulated watershed flow: Spring 2008 
With much of the spring flow less than 100 L/s, linear regression portrays a strong relationship 
between observed and simulated watershed flow (R2 = 0.85). Despite this apparent closeness in 
flow association, a greater number of the days in both the observed and simulation period 
recorded very low flow. The period between April 17 and June 30 was a period of low flow and 
extreme flow events. Overall, the simulated was similar to the observed. 
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Figure 5.9: The relationship between observed and simulated flow for the Strawberry Creek 
Watershed, for the 2008 spring season (R2 = 0.85). 
 
5.4.2.1.2 Relationship between observed and simulated HRU tile flow: Spring 2008 
The relationship between observed and simulated tile flow for the spring was significant with a 
strong R2 value (R2 = 0.85), as the flow pattern becomes similar to that of the watershed flow 
(Figure 5.10). The reduced flow that accompanied the spring thaw event is responsible for the 
occurrence of flow value points at the beginning of the linear regression line (0 ≤ 3) as more than 
half the tile flow values of the watershed area (April 17 to June 30) were close to 0.0 L/s. This 
pattern was true for both the observed and simulated points. 
 
Figure 5.10: The relationship between observed and simulated flow for the HRU tiled field for 2008 
spring season. Linear regression demonstrated a significant relationship between observed and 
simulated values with an R2 of 0.85 for the tiled field. 
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5.4.2.1.3 Relationship between watershed and HRU  tile flow: Spring 2008 
The tiled HRU field constitutes a subset of the larger watershed and will therefore display some 
similarity in flow patterns and magnitude occurring at the watershed scale. As shown in figure 
5.11a, the initial relationship between watershed flow and tile flow is linear but levels off at the 
15 L/s point due to header tile size factors already discussed in section 5.4.1.4 above. The only 
distinctive pattern in the spring regression scatter is the cluster of a large number of points close 
to the zero origin. The R2 regression of 0.89 illustrates a significant relationship between the 
observed HRU tile and the simulated flow. 
 However, when simulated outlet flow values are compared to simulated HRU tile flow, 
large variability is observed with a moderate R2 value of 0.56 (99% CI) (Figure 5.11b). This 
variability is due to disparities in AWC (Available Water Content) model flow parameter 
functions for overland and subsurface tile flow between tiled HRU field and the rest of the 
watershed. The sensitive flow parameters (SCS-CN, - AWC) were adjusted and the model results 
regenerated to improve the simulated flow. The SCS curve number was lowered to reduce the 
amount of water flow via overland flow while increasing the AWC will further enhance 
subsurface tile flow. In addition, apart from moisture retention as soil storage, subsurface tile 
drainage can also shortens the time it takes the flow to be conducted from the field to the stream 
provided flow rates do not exceed 14 L/s, which is the maximum capacity of the main header 
tile. 
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Figure 5.11: The relationship between the Strawberry Creek main channel flow and the tiled HRU 
outlet for (a) observed and (b) simulated flow, for the 2008 spring season. The observed values 
demonstrated a more significant relationship between the two sources (R2 = 0.89) while the 
simulated values were a bit moderate with R2 = 0.56. 
 
Table 5.2: Standard error of the mean for various flow sources at the SC Watershed. Q = observed 
channel flow, BMR = tile flow, SIM Q = simulated channel flow and SIM BMR = simulated tile flow 
PROCESS Obs. Q Obs. HRU  SIM Q        SIM HRU 
MEAN 30.44 1.95 17.63 1.35 
STD DEV 3.73 3.46 40.75 2.55 
Std Error 0.35 0.32 3.85 0.24 
Magnitude of variability displayed by regression is further illustrated by estimating the 
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mean value (3.85) due to the large variability in the flow values and the occurrence of extreme 
events. The standard errors for all other flow means were relatively very low, ranging from 0.24 
and 0.35. The standard error value in Table 5.2 reveals a large variability in the magnitude of 
simulated main channel discharge. Variability can be attributed to the results of a number of 
processes occurring during this period: the contribution from both snow and rain is highest at this 
time of the year but also at their most variable as snow thaw in the spring liberates high volumes 
of flow (watershed max = 439 L/s and tiled HRU max = 16 L/s) within a few days and rainfall is 
intense with mixed duration (short and long). The already wet moisture conditions will further 
promote large surges in flow as the soils are already saturated and at field capacity. 
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5.4.3 Scenario 3: Flow evaluation of watershed and tiled HRU for Summer 2008 
5.4.3.1 Flow Hydrographs  
The commencement of summer is accompanied by rising temperatures with more 
variable precipitation episodes (Figure 5.13 a and b). The summer data ranges from June 1 to 
September 30, 2008 for the simulation period (Figure 5.13a – d). Air temperature remains 
positive throughout the season and fluctuates within a 15 degree range before a gradual recession 
in September (Figure 5.13a). Rainfall is dominated by large variable storm events interspersed 
with minor episodes occurring in a random pattern. Such patterns are typical of summer 
convective storm activities that are spatially variable; making it difficult to relate precipitation 
input to basin discharge. The July 11 and July 22 rain storm events were large and recorded 54 
mm and 49.5 mm of rain respectively (Figure 5.13b). 
Due to variability of antecedent moisture conditions and storm events, the pattern and 
magnitude of flow from rainfall events of similar depth is not linear (Figure 5.13c and d). 
Instead, rate of evapotranspiration – including crop water demand and antecedent moisture 
conditions appear to dictate the volume, frequency and pattern of flow from both the watershed 
and the tiled HRU field. Summer storm events (e.g. July 11, 22 and 30) may be large in 
magnitude but the flow emanating from these were minute due to dry antecedent soil moisture 
conditions. With these conditions, precipitation must first satisfy available storage before flow is 
generated (July 11 precipitation = 54 mm, while watershed flow = 9.3 mm). By late summer, 
both the HRU tile and watershed recorded the largest discharge for the season with 55 mm and 
12.6 mm for watershed and tile respectively. This storm was however peculiar as there was only 
trace precipitation recorded on the day (09/16/2008) that the hydrographs peaked. Antecedent 
moisture conditions dictated the storm surge (> 61 L/s) of September 16 as the preceding week 
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leading up to this large event was a very wet one with almost continuous rainfall for about nine 
days. 
 
 
 
 
 
Figure 5.13: Hydrologic export for (c) Strawberry Creek Watershed (NSC = 0.79) and (d) tiled 
HRU field (NSC = 0.76). Measured discharge is represented by solid lines and simulated discharge 
represented by dashed lines. (b) represents the precipitation profile at the Strawberry Creek for the 
summer of 2008. 
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5.4.3.2 Relationship between observed and simulated watershed flow: summer 2008 
For the summer period, hydrographs for both observed and simulated watershed flow 
demonstrate good agreement with NSC values of 0.79. However, measured tile output was 
mostly absent, likely due to increased plant water uptake with little or no flow during the 
growing season (Leathers et al., 2000). Base flow was maintained by groundwater flow from the 
upper source deciduous wetland (Figure 5.13 c and d). This wetland mostly located within HRU 
1, with an area of ~ 0.2 km2 (20 ha) yielded 9.75 mm for the summer period as determined from 
the HRU flow output. The modeled HRU tile flow displayed a pattern similar to that of the 
simulated watershed flow albeit at a lower magnitude. This is due to the smaller size of the HRU 
(15.4% of watershed area) similarities in soil, topography, landuse and management practices 
(e.g. deployment of tile drainage) together with identical rainfall input value for simulating both 
HRU and watershed flow. 
5.4.3.2.1 Relationship between observed and simulated watershed flow: summer 2008 
Despite episodic events, trends for linear regression indicate a strong positive relationship 
between observed and simulated flow for the watershed area. The R2 value between the observed 
and simulated outflow was 0.86 (95% CI). Due to the low number of high flow events, there 
exists a good relationship between observed and simulated in the low flow range (between 0 and 
15 L/s) (Figure 5.14). As the flow rate increases, above 15 L/s, it becomes more variable and the 
simulated was at a minimum even when observed was very high. A lack of localised rainfall data 
might be responsible this underprediction of modeled flow.  If the simulated was more accurately 
mimicking the observed, the 1:1 line would have followed the path of the dashed line shown in 
figure 5.14.   
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Figure 5.14: Regression analysis for observed and simulated discharge from SC watershed. R2 
regression for the watershed demonstrates a strong relationship (r2 = 0.86). 
 
 
5.4.3.2.2 Relationship between observed and simulated tiled HRU flow: summer 2008 
For the summer season, flow contribution from tile drainage was minimal; the maximum 
measured discharge was less than 2.0 L/s while the maximum simulated discharge was 2.3 L/s 
(Figure 5.15). This is a period of water deficit fuelled by high crop water demand and high 
evapotranspiration. Therefore, whatever rain occurs, is utilized by these processes and excess 
moisture, if present, will go to soil storage and dry antecedent soil moisture conditions in the 
summer may lead to significant retention of precipitation (see figure 5.15). 
 
Figure 5.15: Regression analysis for observed and simulated discharge from tiled HRU field (r2 = 
0.72). Deviations from the dashed line indicate underprediction of the model. The maximum flow 
attained by the observed was 2.0 L/s, while the simulated approached 2.3 L/s. The accumulation of 
simulated values at the 2 L/s mark (box enclosure) is probably due to steady-state summer base 
flow from ground water sources fed by deciduous swamp area. 
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5.4.3.2.3 Relationship between watershed and tile flow: summer 2008 
Since the tiled HRU and other tiled fields represent a significant subset of the Strawberry Creek 
watershed, a comparison of the tile output magnitude to that of the watershed will give a good 
indication of how important the tiled portion of the watershed is to the timing and volume of 
total watershed flow. Second order polynomial best expresses the relationship between 
watershed discharge versus tiled-HRU discharge. This displays a gradual watershed output to a 
flashier rise in tiled HRU flow (Figure 5.16 a). Consequently, when watershed flow was at 23 
L/s, the tiled HRU flow is at 0.1 L/s; when the watershed is at 36 L/s, the tiled HRU is at 0.4 L/s.  
The inability of the model to simulate flow for this season is attributed to little or no precipitation 
events and the distortion of any modeled flow due to dry AMC during the prolonged summer and 
resulting significant soil storage capacity. The conditions existing in the summer may have been 
so anomalous that SWAT model was unable to generate proper flow output for both the  tile 
HRU and watershed outlet; thus the lack of any relationship between the simulated values for the 
tiled HRU field and watershed (Figure 5.16 b). In reality, there is flow contribution from the 
deciduous swampland at the headwaters of the basin and some positive inflow into the stream 
adjacent to the tiled HRU. 
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Figure 5.16: Regression analysis for main watershed and HRU tile discharge for (a) observed and 
(b) simulated values. R2 regression for the observed demonstrates a strong relationship (r2 = 0.99) 
while no relationship exists for the simulated values.  
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5.4.4 Scenario 4: Flow evaluation of watershed and tiled HRU field for Fall 2008  
5.4.4.1 Flow Hydrographs  
The fall is characterised by a seasonal transition from the warm summer season to sub-zero 
temperatures with all the resultant changes in the nature of precipitation and flow regime. The 
range of hydrologic data for the fall season is from September 11 to December 31, 2008 (Figure 
5.18 a – d). As the air temperature gradually cools down, evapotranspiration becomes less 
important as a factor for water loss as transpiring plants cease with leaf fall. Despite prevailing 
negative temperature regime (-1 °C), the mixed precipitation (rain and snow) between November 
16 and December 31 infiltrated into the soil and discharged through the tile system into the 
stream (Figure 5.18). 
The simulated hydrograph peaks of December 15 and 29 were generated when snow was 
the dominant precipitation type. The flow response was triggered by a slight increase in 
temperature (from –8.3 °C to 2.2 °C), coinciding with the above mentioned dates when it became 
warm enough. Since the model rapidly responds to positive temperature values to generate flow, 
the simulated hydrographs were thus comparable to the observed. The snow fall event occurred 
on November 16 and immediately commenced melting. The melt event of November 16 – 19 
was better captured in the tiled HRU flow than at the watershed level. The tiled HRU response is 
immediate. As 50% of the watershed is not tiled there would be a significant lag response from 
this portion of the watershed which would result in dampening the watershed response at the 
mouth of Strawberry Creek.The similarity of observed and modeled hydrographs for watershed 
and tiled HRU are quantified by the NSC at 0.60 and 0.42 respectively (see Table 5.5 for 
performance value limits). These values indicate a stronger flow association for the watershed 
and a satisfactory association for the tiled HRU field (Figure 5.18 c and d). 
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Figure 5.18: Hydrologic export for (c) the Strawberry Creek Watershed and (d) BMR tiled field.  
Measured discharge is represented by solid lines and simulated discharge is represented by broken 
lines. (a) mean temperature is plotted on the same x–axis as the other variable while (b) represents the mixed 
precipitation profile at the Strawberry Creek for the fall 2008. NSC for Watershed = 0.60 and BMR = 0.42. 
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5.4.4.1.2 Relationship between observed and simulated watershed flow: fall 2008 
Despite the apparent discrepancy in flow trends for the hydrographs, linear regression indicates a 
strong positive relationship between observed and simulated flow for the same watershed area. 
The relationship between the observed and simulated outflow (dashed line) was strong (R2 = 
0.86; CI = 95%), with lower flow values forming a tighter cluster (Figure 5.19). The model 
displays two distinct patterns and seems to be overpredicting flow for a few points at the lower 
ranges (< 200 L/s), without which the pattern would have followed the 1:1 line. This pattern is 
due to the issue of automatic flow cessation when air temperatures are below 0°C – mentioned 
earlier, and the excess flow generation by the simulated base flow parameter algorithms. One of 
the main baseflow parameters consist of GWQMN (threshold depth of water in shallow aquifer 
necessary for revap to occur in the .gw file) which was adjusted to decrease flow generated. 
However, the over predictive curve indicate flow values that occurred when there were thaw 
events leading to huge flow generation. There is ongoing effort within the SWAT model 
developer community to improve the snow melt algorithm to better reflect reality – where a 
snowpack might require a number of days to melt after temperatures increase above 0°C (e.g 
Wang and Melesse 2005). 
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Figure 5.19: Regression analysis for observed and simulated discharge from SC Watershed (r2 = 
0.86) for the 1:1 line. Most of the flow values were below 200 L/s, while one major event went as 
high as > 700 L/s. The dashed lines illustrate two distinct patterns where simulated values oscillated 
between a rapid rise and slower climb against the observed.   
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5.4.4.1.3 Relationship between observed and simulated tile flow: fall 2008 
As the values increase, the relationship between observed and simulated BMR tile flow becomes 
more dispersed with a moderate r2 of 0.6 (Figure 5.20). The two flow sources (HRU tile and 
Watershed) demonstrate a good fit at lower flow values which is a function of scale. The cluster 
of points at 8 and 12 L/s on the observed flow are noteworthy. As earlier demonstrated in section 
5.5.1.1.3, 14 L/s is the point at which the HRU header tile (outlet tube) attains its maximum 
discharge. For additional water to be removed the diameter of header tile will either have to be 
substantially increased or dual or multiple header tiles will have to be installed. The results of 
simulation illsutrates differences in flow patterns between the observed and the simulated. These 
differences include model under- and over-predictions for during simulation. In figure 5.20, 
these are obvious where simulated flow exhibit higher variability as the flow values increase 
(dashed boxes), at box A when simulated flow was between 1.3 and 7.3 L/s and at box B when 
simulated flow was between 6.3 and 8.9 L/s. These are flow values whose simulation period 
coincided with snow-thaw periods occurring mid-November (16th) and mid-December (17th) 
(Figure 5.8 d), which provide challenges for the SWAT model snow melt algorithm as already 
discussed, and hence the large variability. 
 
Figure 5.20: Regression analysis for observed and simulated discharge from tiled HRU field (r2 = 
0.62).  
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5.4.4.1.4 Relationship between watershed and tiled HRU flow: fall 2008 
For the fall, a significant relationship exists between the observed watershed flow and observed 
BMR tile flow (Figure 5.21 a). As with other seasons when flow was unhindered, the BMR tends 
to attain a maximum of around 14 L/s and then level off. As previously discussed this pattern is 
related to the maximum discharge a tube of that diameter can deliver per unit of time. Though 
some of the points are dispersed, they have also formed district clusters along the regression line 
which approximates a moderate R2 of 0.72; CI = 99%. 
Similar to the summer pattern, the fall regression for simulated watershed flow and 
simulated BMR flow was moderate with an R2 of 0.59 (5.21 b). This moderate regression 
accounts for the cluster of most of the points at the lower flow values with a few points 
aggregating at very high flow levels. The anomaly between the two modeled flow sources is 
attributed to the possible introduction of freezing conditions and emergence of the modeling 
issues related to baseflow and adequate sub-zero flow simulation. 
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Figure 5.21: Regression analysis for main watershed and HRU tile discharge for (a) observed and 
(b) simulated values. Linear regression demonstrates a moderate relationship for both the observed 
(r2 = 0.72) and simulated (r2 = 0.59). 
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5.5 Discussion and conclusion 
This chapter illustrated the feasibility of applying SWAT hydrological modeling to an 
agricultural watershed, while discerning its capability to accurately replicate real world flow 
processes in contrast to its inability to fully replicate seasonal aspects the hydrology of this 
watershed. This was illustrated by undertaking four seasonal modeling scenarios at the research 
watershed as the SWAT model is capable of simulating the major hydrologic processes such as 
evapotranspiration, tile drainage, overland flow and stream. 
The exercise demonstrated that in general, modeled watershed flow and tile drainage 
compares well with observed flow with evident variability in the spring and fall seasons, 
although variability within events have been recognized (Macrae, et al., 2003) as being 
responsible for storm to storm variability of nutrient mass export. The magnitude of the 
variability from simulation depends on antecedent conditions that existed at the time of 
simulation (Muzik, 2002). During the seasonal simulation exercise for 2008, modeled results 
indicate variability within each season and also among the different seasons. The largest within-
season variability was apparent in the spring, when the regional temperature gradually increased 
together with the associated change in type of precipitation – from snow to rain. This triggered a 
major melt event accompanied by ponding and runoff. Tile flow commences after overland flow 
when soil thawing allows more water to percolate down into the tile drains. However, as evident 
in consistent meltwater overprediction there are shortcomings in the model snowmelt algorithm. 
The model converts all snowpack into flow at the rise of air temperature above freezing (0° C). 
Hence, runoff is not properly lagged and the tendency is for snowpacks to thaw and generate 
near-instantaneous flow at a more rapid rate than would normally occur in reality.  
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In terms of season hydrologic variability, there was contrast among the winter, spring, 
summer and fall seasons for watershed flow and tile drainage. The spring season displayed the 
highest amount of flow due to end of winter melt events and high rainfall. The fall season also 
recorded high watershed and tile flow due to rainfall and reduced evapotranspiration from crops 
and the forested areas, and an early winter thaw event in December 2008. Summer values for 
overland flow were negligable due to high evapotranspiration (Fig 5.23) coupled with high crop 
water demand and a variable precipitation pattern across the length and breadth of the watershed.  
 
Figure 5.23: Evapotranspiration (ET) totals for each. The summer months recorded the highest loss 
of water due to the presence of extensive plant foliage cover and water bodies being exposed to 
intense insulation during some of the longest days of the year.  
The Nash-Sutcliff coefficient (NSC) was used to evaluate model performance ratings for 
each of the seasons and for each flow source under investigation (i.e. measured watershed flow, 
simulated watershed flow, measured tiled HRU flow and simulated tiled HRU flow). A 
comparison of results indicate that the present study compare well (and range from very good to 
satisfactory and unsatisfactory) on the SWAT model performance rating limit compiled by 
Moriasi et al (2007), Saleh et al (2004), see Table 5.5. 
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Table 5.5: Reported performance ratings for Nash-Sutcliff Coefficient (NSC) (Moriasi et al., 2007). 
The rating values from the current exercise have been compared against rating values of other 
authors (Saleh et al., 2000 and Santhi et al., 2001, 2004) compiled by Moriasi et al., 2007. The 
performance rating criteria was compiled to enable SWAT modellers compare and evaluate the 
performance of their modeled results.  
 
Model NSC Value Performance Rating Reference 
SWAT (Winter 2008_Q†) 0.73 Good *SC Watershed (2012) 
SWAT (Spring 2008_Q†) 0.80 Very good *SC Watershed (2012) 
SWAT (Summer 2008_Q†) 0.79 Very good *SC Watershed (2012) 
SWAT (Fall 2008_Q†) 0.60 Satisfactory *SC Watershed (2012) 
SWAT (Winter 2008_TileQ‡) 0.65 Good *SC Watershed (2012) 
SWAT (Spring 2008_TileQ‡) 0.59 Satisfactory *SC Watershed (2012) 
SWAT (Summer 2008_TileQ‡) 0.76 Very good *SC Watershed (2012) 
SWAT (Fall 2008_TileQ‡) 0.42 Unsatisfactory *SC Watershed (2012) 
SWAT      0.75<NSC≤1.00 Very good Saleh et al. (2000) 
SWAT 0.65<NSC≤0.75 Good Saleh et al. (2000) 
SWAT         0.5<NSC≤0.65 Satisfactory Santhi et al. (2001) 
SWAT ≤ 0.50 Unsatisfactory Santhi et al. (2004) 
*  Strawberry Creek (2012) research findings of the current thesis 
Q† Strawberry Creek main channel discharge 
TileQ‡ Strawberry Creek tiled HRU discharge 
 
This exercise provides an insight into the capability and shortfall of SWAT model applicability 
to simulate seasonal surface and subsurface tile flow in a southern Ontario agricultural 
watershed. The events occurring in the tiled fields help determine the flow volume and patterns 
in the main watershed. The model will be further utilised for simulating SWAT NO3⁻ mass 
export and results of management decisions on flow and NO3⁻ output after subsurface tile 
density variation in an agricultural watershed. 
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6 APPLICATION OF SWAT MODEL TO NO3⁻ EXPORT FROM A TILE AND STREAM IN A SMALL 
AGRICULTURAL WATERSHED 
 
6.1 Abstract 
The Soil and Water Assessment Tool (SWAT) model is capable of simulating the effects of 
watershed processes on nitrate (NO3⁻) export from tiled fields and agricultural watersheds. A 
clear demonstration of a model is essential for its appropriate use. While application of nitrogen 
to agricultural fields is essential for sustained crop production, agriculture has been recognized as 
the major contributor to non-point source nitrate pollution to surface and ground waters. The 
concentration of NO3⁻ exported from both a tiled field and the 2.8 km
2 Strawberry Creek 
watershed was simulated for four seasons and results compared against measured values. The net 
effects of antecedent hydrologic conditions are examined in order to account for variability in 
both the observed and modeled results for a small first-order agricultural watershed. For this 
chapter, two separate modeling scenarios were undertaken for the watershed area and for a single 
tiled field, which has previously been described (Chapter 5) as a single hydrologic response unit 
(BMR HRU). The first modeling scenario demonstrated the resulting seasonal patterns in NO3⁻ 
export from the watershed where concentration is determined by contributions from surface 
discharge, base flow, fertilizer application and rate of nitrification/denitrification. For the second 
scenario, seasonal NO3⁻ export trends are modeled for the tiled HRU field. Subsurface tile 
drainage in existence at the tiled HRU field enhances soil aeration by reducing seasonal high 
water table, thereby reducing denitrification and making NO3⁻ more available for crop uptake. 
Consequently, subsurface tiles also convey elevated NO3⁻ during spring melt and extreme events. 
The amount of NO3⁻ transported via tile drainage decreased in the summer due to crop uptake at 
the beginning of the growing season in the spring and very low flow in the summer. During the 
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fall period NO3⁻ export via tiles exceeds that taken by crops. For both modeling scenarios, NO3⁻ 
flux sometimes exhibit a high level of variability with a non-linear trend to the flow patterns. 
NO3⁻ export is not only dictated by watershed runoff but during periods of elevated soil moisture 
to saturation conditions when denitrification is dominant and loss of nitrogen by N2O production 
increases. 
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6.2 Introduction 
Pollution from agricultural land use activities results in degradation of downstream water quality 
due to increased erosion and elevated nutrient and pesticide exports. Application of inorganic 
and/or organic fertilization combined with implementation of tile drainage has resulted in 
elevated export of nutrients, especially NO3⁻ to surface streams. In this specific study site, NO3⁻ 
removed from the soil profile through the tile network is transported to the Strawberry Creek and 
then into Hopewell Creek and into Grand River following a pattern common in most agricultural 
systems where the soils have a high proportion of clay and tile drainage is utilized (Kladivko, et 
al. 2004). Elevated NO3⁻concentrations in the Grand River System have been associated with the 
extensive tile drainage system in the upper tributaries (GRCA, Ontario Ministry of the 
Environment 2010). The assessment of subsurface water quality and factors controlling it (e.g. 
antecedent hydrologic condition, manure/fertilizer application, types of crop) are important in 
illustrating the effectiveness of rapid land drainage. Field observations and quantification of this 
process can be time consuming and field data can be discontinuous, therefore hydrochemical 
models can be promising especially for long term forecasting of water quality. 
Computer simulation models can offer efficient and cost effective complimentary 
outcomes to field experiments for evaluating the impact of different farm practices and seasonal 
cycles on water and nutrient export (van Ouwerkerk, et al., 2003). SWAT nitrate simulation 
incorporates nitrogen input from a variety of sources including fertilizer, manure, plant biomass 
and indirect inputs such as bacterial fixation. 
Nitrogen (N2) makes up 78% of the atmosphere by volume, and is unavailable to plants. 
N2 can be transformed into plant soluble form by rhizobia bacterial fixation (in nodules of 
legumes) and also by lightening which converts it into nitric acid which then infiltrates the soil. 
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SWAT simulates nitrogen fixation by legumes when the amount of nitrogen needed for normal 
plant growth is not supplied by the soil. Nitrogen obtained by fixation is assimilated directly into 
the plant biomass and does not enter the soil except from plant biomass residue. Nitrogen 
fixation is calculated as a function of soil nitrate content, soil water, and growth stage of the 
plant as shown in equation 6.1:  
Nfix = Ndemand . fgr .min(fsw, fno3, 1) 
Where Nfx is the amount of nitrogen added to the plant biomass by fixation (kg N/ha), Ndemand is 
the plant nitrogen demand not met by uptake from the soil (kg N/ha), fgr is the growth stage 
factor (0.0-1.0), fsw is the soil water factor (0.0 – 0.1), and fno3 is the soil nitrate factor (0.0 – 0.1). 
The maximum amount of nitrogen that can be fixed by the plant on a given day is Ndemand (kg 
N/ha). Growth stage exerts the greatest impact on the ability of the plant to fix nitrogen and the 
growth stage factor consists of a set of equations discussed in the SWAT Theoretical 
Documentation manual (Neitsch, et al., 2005). 
The long time required to monitor the various states of nitrogen and obtain field results 
constitutes a major limitation in hydrochemical studies. The modeling approach has thus become 
very common, as it can help overcome such limitations. However, the nitrogen cycle is 
complicated in the real world as heterogeneity in hydrological conditions in the soil is high and 
as these conditions are a primary driver for geochemical reactions, assessing real world changes 
in the nitrogen cycle is complicated spatially and temporarily. SWAT and other physically-based 
models have now gained wide acceptance as a tool for non–point source and water quality 
management in both uncultivated and agricultural watersheds such as Strawberry Creek. The 
modeling approach is thus a simplification of the complex system as it ignores the ongoing 
--- Eq 6.1 
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variability in the field and assumes the entire system is operating uniformly. An attempt is thus 
made to examine the applicability of SWAT modeling technique to a small agricultural 
catchment operating under Canadian climate conditions. The traditional modeling approach 
usually includes the application of a calibration technique to “correct” the model to generate 
output results that are similar to the observed data. However, this approach masks or neglects the 
underlying factors responsible for discrepancy between observed and simulated NO3⁻ such as 
antecedent moisture and nutrient conditions. The assessment approach here is to compare how 
the model handles processes and how that compares to reality. 
The objective of this chapter is to assess the efficiency of the SWAT model in 
quantifying NO3⁻ exported from a watershed and a tiled HRU field. The chapter aims to achieve 
the following: (1) Assess the efficiency of the SWAT model in estimating concentration of NO3⁻ 
from a small watershed. To achieve this objective, simulated NO3⁻ export from the SC Watershed 
is compared to observed flow and NO3⁻ from the same location using regression analyses to 
articulate the differences between the modeled reality of the processes and the objective reality; 
(2) evaluate the accuracy and flexibility of modeled flow and NO3 concentration against 
measured data for a tiled HRU field. This objective is achieved by regression comparison of 
modeled and observed results; (3) Identify seasonal variations in flow and NO3⁻ export for the 
watershed and tiled HRU. 
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6.3 Materials and methods 
6.3.1 Description of the study site 
The study site is the 2.86 km2 Strawberry Creek (SC) agricultural watershed, located about 20 
km to the north east of the city of Waterloo in south western Ontario. Approximately 50% of the 
agricultural watershed is tiled. One of the tiled fields is instrumented with a weir installed at the 
tile outlet for flow and ISCO automatic sampler for sampling water for NO3⁻ analysis. Apart 
from normal crop rotation of corn, oats and soy, a year–round egg hatchery operation is located 
towards the northern edge of the tile field that is designated as “tiled BMR HRU field. For a 
more detailed description of the study site see chapter 4 and section 5.3. 
6.3.2 Input information 
For detailed model (SWAT) input information, see section 5.3. The main sources of nitrate input 
are from chemical fertilizer NPK (Nitrogen [N], Phosphorous [P] and Potassium [K]), nitrogen 
as urea CO(NH2)2 and manure (chicken and cattle) and some post–harvest plant biomass. 
Fertilizer/manure application, crop type and tillage information were obtained from a survey of 
the farmers within the Strawberry Creek watershed conducted between 2009 and 2010.  
6.3.3 Simulation setup 
For detailed SWAT model setup see chapter 4 and section 5.3. For the current section, model 
simulation was undertaken for a time frame that covers the same extent as the observed dataset 
(from 1997 to 1999; March to October 2000, January to November 2001 and February to May 
2002). Due to discontinuity in data collected, daily results have been grouped into seasonal 
values (winter, spring, summer and fall) for the watershed and tiled HRU field. NO3⁻ export was 
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simulated for the entire watershed and for the instrumented tiled HRU field. Apart from direct 
inorganic/organic fertilizer input, other input sources of NO3⁻ include plant biomass 
mineralization and fixation which is simulated to compensate for any deficiency in soil NO3⁻ 
supply. Modeled NO3⁻ export was compared to observed NO3⁻ from both the watershed outlet 
and at the BMR HRU tile outlet weir box both of which were periodically monitored with ISCO 
auto samplers during the study period. Simulated NO3⁻ output for both watershed and tiled HRU 
were generated as part of the general input/output (file.cio) section of the SWAT model interface. 
Additional data was also obtained from previous studies that undertook periodic study at 
the same sites between 1997 and 2008 – mostly during storm events (e.g. Harris 1999, House 
2000, Cabrera 2000, Macrae 2003, Rempel 2008). For proper comparison, the simulation time 
range was for the same period when flow and NO3⁻ were simultaneously monitored. The 
modeling time frame is for 1997 – 2009. Additionally, due to the need for pairing of observed 
NO3⁻ concentration amounts with observed flow volumes, those NO3⁻ and flow data with 
identical sampling dates were chosen for paired comparison against simulated NO3⁻ and flow 
corresponding to the same sampled dates. However, in cases of extensive data paucity, all multi-
season flow are compared against multi-season NO3⁻ and fitted with a regression curve (2
nd order 
polynomial) where desired NO3⁻ concentration values can be read off of the curve or estimated. 
6.3.4 Data analysis 
In analysing NO3⁻ export from agricultural watersheds, the first step is to assess flow 
hydrograph patterns of observed and simulated, as flow is the medium for NO3⁻ export from 
watersheds and tiles. This was achieved by placing daily flow and NO3⁻ values into seasonal 
categories for comparison using NSC criteria for hydrograph evaluation. The NSC compares and 
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quantifies similarities in paired hydrographs for observed and simulated values. R2 regression 
will be used to evaluate the significance of the deviation from the 1:1 line of either of the paired 
variables (measured discharge, Q (L/s) and NO3⁻, (mg/L) as well as simulated Q and NO3⁻ for 
watershed and tiled HRU). 
Daily values were grouped into seasonal categories to enable comparison of hydrologic 
(e.g. water table height) and nutrient processes (e.g. denitrification) that are generally affected by 
seasonal climatic processes such as spring thaw, summer drought, fall storm events and winter 
freezing. Antecedent hydrologic conditions responsible for the differences are also evaluated; 
with the role of denitrification and total mass of NO3⁻ (kg/ha) absorbed by crops analysed. 
Estimation of the standard error of the mean is also undertaken for each NO3⁻ export source (i.e. 
tiled HRU field and SC watershed) to better quantify the magnitude of the deviation from the 
sample mean for each season under review.  The standard deviation of the sampling distribution 
of the mean is the standard error (described in chapter 5). 
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6.4 Results and Discussion 
Observed NO3⁻ values are compiled and compared against modeled NO3⁻ exported from 
Strawberry Creek Watershed and the instrumented BMR-HRU. The list of raw simulation results 
is available in the Appendix section while the result summaries for evaluation are provided under 
the relevant sections. Dissolved NO3⁻ concentration (mg/L) is presented together with 
precipitation and flow values, since precipitation is a principal driver for all watershed 
hydrologic processes (Figure 6.1 a). Thus NO3⁻ is transported via tile and stream flow and 
exported to downstream areas such as ponds, lakes and other water bodies. There is emphasis on 
subsurface tile drainage and its role in loss of NO3⁻ since tiles are the principal conduits for flow 
and nutrient export from the HRU and watershed (e.g. (Skaggs et al; Sand, et al. 2008). 
Subsurface tile drainage is a major feature in the Strawberry Creek area (about 50% tiled) and 
has been adapted over a significant part of southern Ontario and elsewhere as a major farm 
management strategy for water table control on soils with elevated clay content. 
Since the intensity, volume and type of precipitation and prevailing soil storage 
conditions, determines whether tile flow will occur, the relative contribution of each type of 
precipitation (rain and snow) is presented together with the mean daily temperature to illustrate 
the effects of temperature variability on type of precipitation and flow generation. As previously 
discussed in chapter 5, the input temperature determines the onset and cessation of liquid water 
flow within the SWAT model – which may not always be synchronous with observed flow. In 
the model, flow is instantaneously generated when temperature exceeds 0° C. This is often at 
variance with observed melt timing which is prolonged, with the total melt time depending on 
the volume and density of the snow pack. Large and dense snow packs take a longer time to 
completely melt even when temperatures are well above 0° C. The snow recession routine 
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incorporated within the SWAT model was meant to simulate this melt pattern by approaching an 
isothermal point before melt water is generated. 
Snowmelt is controlled by four factors including, air and snow pack temperature, the 
melting rate of snow and changing albedo of melting snowpack, and the areal coverage of snow 
(Neitsch et al., 2005). In the SWAT model, since snow cover is determined by variables such as 
drifting, shading and topography, the snow pack in an HRU is said to be rarely uniformly 
distributed and thus estimated using an aerial depletion curve based on a natural logarithm 
(Neitsch et al., 2005). The snowpack temperature is a function of the daily temperature and is 
influenced by the temperature of the preceding days which is controlled by a lagging factor. The 
snow will only melt if the snow pack temperature exceeds a specified threshold temperature, 
usually 0°C. SWAT calculates snow melt as a linear function of difference between average 
snow pack temperature and the threshold temperature for snow melt: 
SNOmlt = bmlt . snocov . [(𝑇𝑠𝑛𝑜𝑤+𝑇𝑚𝑥)
2
− 𝑇𝑚𝑙𝑡]      
where SNOmlt  is the amount of snow melt on a given day (mm of H2O), bmlt is the melt factor 
for the day (mm/°C), snocov is the fraction of the HRU area covered by snow. This area is 
determined by an areal depletion curve which correlates the areal coverage of snow with the 
amount of snow present in the HRU at a given time (Neitsch et al., 2005); Tsnow is the snow pack 
temperature (°C), and Tmlt is the threshold temperature above which snow melt is allowed (°C) 
and Tmx is the daily maximum temperature. According to Huber and Dickinson (1988), typical 
melt factors in rural areas will vary from 1.4 to 6.9 mm of H2O/day / °C, while that of urban area 
will range from 3.0 to 8.0 mm of H2O /day - °C (Bengston, 1981). 
--- Eq 6.2 ---  .  
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However, due to challenges in predicting and synchronising modeled air and snow pack 
temperature with existing temperature for particular days, together with the lack of snow density 
variable, the snow melt routine was unable to accurately predict total time required for melting 
snow into water when the zero degree point is surpassed. Thus snow is melted when air 
temperature exceeds 0°C using the linear function in equation 6.2 (see conceptual diagram in 
figure 6.0). Melted snow is treated as rainfall for runoff and percolation estimation assuming a 
uniform melt for 24–hours duration (Neitsch, et al., 2005). 
 
 
Figure 6.0: Conceptual diagram of modeled and observed snow melt hydrographs for a freeze-thaw 
cycle. The modeled flow occur rapidly after melt initiation at 0°C while observed snow melt 
commences at or above 0°C and continues over an extended period of time depending on the rate of 
warming. 
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6.3.1 Scenario 1: Evaluation of NO3⁻ export  from watershed 
Model simulation of the watershed area was undertaken and results generated at daily time step 
for 1997 to 1999. The measured data set for both flow and NO3⁻ were discreet values or “grab 
samples” obtained on specific days, especially during storm events such as winter thaw runoff or 
heavy rain days. However, seasonal flow values are indicated in Fig. 6.2 in connection with NO3⁻ 
export where a greater occurrence of NO3⁻ at low flow events (<15 L/s) are from tile export. In 
the SC study site NO3⁻ export mass is controlled by the volume and time distribution of flow and 
nitrate concentration. This is especially prominent at the end of dry spells when vadose zone 
conditions are conducive to nitrification and the crop is at wilting point and nutrient uptake is 
negligible. The periods are often followed by a series of significant rain/snowmelt events which in 
turn flushes NO3⁻ into the tiles and in turn into Strawberry Creek. Due to the non-continuous nature 
of sampled NO3⁻, assessment is done on the relationship between changing flow volume and 
concentration of NO3⁻ exported in the tile or stream. 
A season by season analysis of results of R2 regression between flow and concentration of 
NO3⁻ is also examined since seasonal conditions that affect flow would ultimately influence the 
mass of NO3⁻ removed. Thus, an understanding of the magnitude and patterns of seasonal flow as 
well as nitrification processes will provide an insight into the nature, timing and magnitude of 
NO3⁻ exported from both the watershed and from a tiled field. The presence of tile drainage 
sequesters a notable portion of the HRU discharge which, in a non-tiled situation would 
discharge as overland flow.  Tile drainage diverts a large portion field drainage (together with its 
NO3⁻ load) into the subsurface tile drainage system where it is rapidly conveyed to the edge of 
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the field thus bypassing the normal routing of ground water through the riparian zone which 
usually serves to denitrify NO3⁻ (Hill, et al. 2000). 
6.4.1.1 Relationship between outlet discharge and NO3⁻export from watershed 
Figure 6.1 represents the multi-season hydrographs (for 1997 to 1999), that demonstrated a good 
fit between the observed and simulated flow (NSC= 0.84), with observed and simulated NO3⁻ 
recording a low NSC value of 0.34 (Table 6.1). The high NSC for the flow hydrographs 
demonstrates a good agreement for the hydrographs after model simulation, while the 
unsatisfactory NSC for NO3⁻ concentration illustrates a weak agreement between measured data 
and model simulation. Even though these results are generally at variance with each other the 
general trends are the same. 
 
Table 6.1: Reported performance ratings for Nash-Sutcliff coefficient (NSC).                 
(Performance criteria adapted from Moriasi et al., 2007) 
 
Process NSC Performance rating 
Obs and Sim flow 0.84 Very good 
Obs and Sim NO3⁻ 0.34 Unsatisfactory 
 
The flow events of November 1, 1997, January 8, 1998 and March 8, 1998 resulted from rain 
storm events that occurred over previous days before temperatures dipped below freezing (Fig. 
6.1 a, b and c). That of January 8 is regarded as the most extreme with maximum flow of 267 L/s 
and 278 L/s for the observed and simulated respectively. These flow events are associated with a 
spike in observed NO3⁻ export (>10 mg/L) – a pattern which was also visible in the simulated 
NO3⁻ concentration for the same period. Increased NO3⁻ concentration is associated with all 
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major events mentioned above, except that of March 8, 1998 when it largely maintained a lower 
concentration before, during and after the event and dwindled with flow cessation after March 
31, 1998 until another spike on December 11, 1998. As illustrated in Figure 6.1 (c), simulated 
flow patterns (hydrographs) were more consistent with the observed flow, but not well 
synchronised with observed NO3⁻ distribution (Figure 6.1 d). The notable overpredictions of the 
simulated above the observed flow occurred on February 17, 1998; February 20, 1998, and 
March 31, 1998) at a time when there was substantial snow accumulation coinciding with minute 
temperature spikes just above the melting point which the model considers liquid water and thus 
generate flow accordingly.  The simulated hydrograph closely matches the observed, except for 
the runoff peaks that overpredicted the observed flow event.  
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Figure 6.1: (a) represents the multi-season temperature profile at Strawberry Creek, (b) displays 
the mixed precipitation profile. Hydrologic export (c) and NO3⁻ export (d) are indicated by time 
series, with NSC = 0.84 and 0.34 respectively. Measured discharge is represented by solid lines and 
simulated discharge is represented by dashed lines.  
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Simulated NO3⁻
 was consistently under-predicted for the length of the simulation period, 
even after model parameter adjustment by modifying the biological mixing efficiency (BIOMIX 
in .mgt file) and the nitrogen percolation coefficient (NPERCO in .bsn file) (Table 6.2). 
BIOMIX is the rearrangement of soil components as a result of biota activity such as 
earthworms, rodents and insects, especially in farm lands where the soil is not frequently 
disturbed as in no-till agriculture. SWAT allows biological mixing to occur down to a depth of 
300 mm or the bottom of the soil profile if shallower than 300mm (Neitsch et al., 2002). 
BIOMIX parameter determines proper mixing of soil biomass and the amount of nitrate that is 
released by mineralization while NPERCO determines the amount of nitrate that percolates with 
flow. NPERCO parameter determines the quantity of NO3⁻
 removed from the soil surface via 
runoff relative to the amount taken via percolation. 
The under-prediction of NO3⁻
 concentration is mostly attributed to low input nitrogen 
contribution from external sources such as fixation and fertilizer which is not the case in the real 
world. In this case, lack of fixation is likely more significant since the crop type input for the 
simulation period was mostly non-leguminous kinds such as corn which do not possess root 
noodles and does not support nitrogen fixation, but do take up a lot of nitrogen (254 kg N/ha) 
exacerbating NO3⁻ depletion. The fertilizer input algorithm under-quantifies the actual fertilizer 
amount (211 kg N/ha) used for the input and reports a lower N fertilizer amount at 123.8 kg N/ha 
for the growing season, thus the low NO3⁻ export from simulation compared to measured values 
since most of the 123 kg would have been utilized by growing crops. This shortfall is due to the 
nitrogen parameter settings. Likewise, excessive soil wetness may have also been the cause for 
high NO3⁻ losses due to denitrification being modeled as an active process in the SWAT 
parameter settings (SDNCO or denitrification threshold water content in the .bsn file; see Table 
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6.2). Adjustment of this parameter resulted in soil moisture loss and reduction of NO3⁻ export in 
the flow (Table 6.2) due to increased efficiency of the rooting system to increase their nitrate 
uptake as the soils get drier. At certain soil moisture, the oxygen supply is reduced, thus reducing 
the efficiency of the nitrate uptake then denitrification dominates. Within the SWAT model, the 
moisture thresholds for this parameter were adjusted to equalize soil water content to enable the model 
generate flow values identical to the average flow output. In the real world situation, empirical 
parameter values are not required as the soil water content do not need to be equalized for flow to be 
generated as short duration intense storms can generate flow rapidly, even before satisfying soil 
moisture due to macropores in the vadose zone. 
Another parameter that was adjusted for soil moisture control is the runoff curve number (see 
chapter 3). Increasing the curve number for the HRU field shifted moisture to be biased towards 
overland flow while drastically curtailing subsurface tile drainage. However, since field observations 
seldom reveal substantial overland flow, the CN was lowered to values identical to measured values 
(from 53 to 44), which enables the model generates overland flow that is similar to observed flow. 
Figure 6.2 (b) also presents the statistical significance of the relationship between observed flow 
and observed NO3⁻ concentration. The relationship between simulated flow and simulated NO3⁻
 
is later assessed using R2 regression model in order to illustrate the level of statistical 
significance between flow and NO3⁻
 exported from the watershed. 
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Table 6.2: SWAT model nitrate sensitivity parameter adjustments (See SWAT Theoretical 
Documentation, 2005) 
Sensitive 
Parameter 
Description Input 
file 
Default 
Value Range 
SOL_ORGN Initial organic nitrogen present in humic 
layer(mg/kg) 
.chm 
0(1000) - 
BIOMIX Biological mixing efficiency .mgt 0.2  
NPERCO Nitrate percolation coeff. .sol 0.2 0.97 
RSDCO Residue decomposition factor .bsn 0.05 - 
SDNCO Denitrification threshold water content .bsn 1.1 0.9 
SOL_NO3 Initial NO3 conc in soil layers (mg/kg) .chm 0(3.23) - 
CMN Rate coefficient for mineralization of 
humus active org nutrients 
.bsn 
0.0003 0.0003 – 0.003 
PLTNFR Normal fraction of N in the plant 
biomass at emergence 
crop.dat 
0.031 - 
RSDIN Material in the residue pool for the top 
10mm of soil (kg/ha) 
.hru 
0(100) - 
 
6.4.1.1.1 Volumetric change in discharge and NO3⁻exported from watershed outlet 
For the most part, NO3⁻ concentration increases with increasing volume of flow for recordings at 
the main watershed outlet. However, NO3⁻ concentration values do not always accompany flow 
fluctuations and can even increase or decrease with flow volume depending on the antecedent or 
prevailing conditions (Figure 6.2 a and b). For the observed, NO3⁻ export varies widely and tends 
to be associated with volume of this single storm flow event. However, there were times when 
the concentration of NO3⁻ does not conform to patterns of flow. During storm events when 
elevated flushing occurs the available NO3⁻ is exhausted and concentrations may decline, 
however larger volumes of flow can move NO3⁻ mass, thus concentration levels can be deceptive 
and not always aligned with discharge. Hysteresis patterns are common with respect to flow and 
nitrate concentration. One example is a storm that occurred on November 1, 1997 when the NO3⁻ 
concentration was 8.4 mg/L and discharge was 924 L/s. By the second day of the storm, 
November 2, 1997, the flow had receded to 749 L/s while concentration elevated to 10.7 mg/L.  
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 The second order polynomial regression (Figure 6.2 b) better illustrates the interactions 
between flow from single events and associated NO3⁻ concentrations. When flow is plotted 
against NO3⁻ concentration over a time period that spans several months, temporal patterns 
associated with antecedent moisture conditions become obvious along the regression curve. In 
figure 6.2a, there is evidence of hysteresis as flow patterns do not always reflect the magnitude 
of associated NO3⁻ export. First, a cluster of points with NO3⁻ concentration values < 4 mg/L 
occurred at low flows of < 20 L/s. This low flow contribution was recorded over 10 different 
days in different seasons (May 19, 1997; July 17, 1997; August 11, 1997; August 15, 1997; 
August 26, 1997; September 9, 1997; October 7, 1997; October 8, 1997; October 23, 1997 and 
October 24, 1997). This represents the initial flush of resident NO3⁻ (Cadol et al., 2012). The 
second cluster of events occurred when watershed discharge was between 17 and 22 L/s which is 
the realm of tile flow contribution to main channel flow. This flow range flushes between 5 and 7 
mg/L of NO3⁻ from the watershed. As the volume of flow continues to increase (for this data set), 
NO3⁻ attains a maximum concentration of 10.75 mg/L at 70.5 L/s. At the final stage, the event 
peaked at 110 L/s where NO3⁻ concentration appears to decline to 8.41 mg/L. However, the mass 
export is actually higher than the first case due to the large volume of water containing a larger 
NO3⁻ mass. 
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Figure 6.2: (a) Storm hydrograph with NO3⁻ concentration recorded at the Strawberry Creek 
outlet. NO3⁻ concentration became elevated with rising flow and remains high even after the flow 
receded (b) regression (2nd order polynomial) of NO3⁻ concentration with increasing flow volume 
(R2 = 0.82; CI = 95%). Interaction of NO3⁻ and flow is illustrated through the following stages: 1) 
NO3⁻ flush via baseflow; discharge < 20 L/s, 2) subsequent flush via tile flow; discharge 17≤ 22 L/s, 
3) maximum NO3⁻ concentration; discharge > 70 L/s  and 4) increasing NO3⁻dilution at very high 
flow volumes; discharge > 110 L/s 
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6.4.1.2  Relationship between observed and simulated outlet discharge and 
NO3⁻exported from watershed 
A moderate relationship exists between dissolved NO3⁻ concentration and flow for the main 
outlet of Strawberry Creek (Figure 6.3).  NO3⁻ values display a larger range for the simulated (R
2 
= 0.40; CI = 95%) than for the observed (R2 = 0.45; CI = 95%). As previously reported, in 
watershed flow, the tile flow contribution in the simulated version is mostly responsible for a 
higher occurrence of low concentration NO3⁻
 (< 8 mg/L) at flow volumes < 50 L/s. As flow 
volume increases, NO3⁻ concentration continue to increase as more NO3⁻ is mobilized from the 
soil and flushed out by the flow. The concentration of NO3⁻ however diminishes at excessively 
higher flow volumes except for a few isolated observations. Apart from mere dilution, NO3 
concentration may dwindle with flow due to limitations in its supply due to flushing from the 
vadose zone and increasing loss by denitrification as much of the upper soil becomes saturated. 
Furthermore, the variability in modeled NO3⁻ concentration at the SC watershed is due to the 
model’s inability to mirror every contributing factor that determines output amount such as 
accurately quantifying input fertilizer and simulating total NO3⁻ loss as already discussed in 
section 6.4.111. 
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Figure 6.3: The relationship between NO3⁻ concentration and flow at the Strawberry Creek outlet. 
The simulated is represented by red stars, while the observed is represented by blue diamonds.  
 
The presence of preferential vertical flowpaths (such as macropores) in the vadose zone 
and subsurface tiles can influence differences in export patterns between simulated and observed 
NO3⁻. The amount of variability in both observed and simulated NO3⁻ concentration is indicated 
by the standard error of the mean (Fig. 6.4) in both relationships. The standard error provides a 
measure of variability within a sample so that comparisons might be made against other samples. 
The variability in the simulated data is much less than that for the observed at 1.99 and 4.75 
mg/L respectively. The influence of seasonality also affects denitrification rates and amount of 
NO3⁻ available for export since rate of denitrification varies with soil moisture and temperature. 
Seasonality determines ambient temperature and amount of moisture in the soil with the upper 
soil water mostly frozen during the winter when most biological activity are at a minimum, 
however the process of denitrification still progresses during this period (Willem et al., 1991). 
Soil temperatures during the winter months from year to year are quite variable. For example 
during winters when El Ninos occur the position of the polar jet stream fluctuates over southern 
Ontario frequently resulting in the incursion of warmer subtropical-source air masses. 
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Alternating periods of cold and warm conditions result in a snowpack that loses its insulating 
capacity during the warm periods and when the jet stream repositions to the south and cold air 
masses predominate the soil loses heat to that atmosphere until new snow re-establishes the 
ability to insulate the ground.  Typically in southern Ontario, winters usually experience several 
thaw periods thus maintaining ideal conditions for denitrification. During these types of winters, 
though the hydrological impact of spring melt is diminished, soil moisture conditions stay 
elevated as the soil is warming up promoting microbial activity and this denitrification.  
Denitrification normally declines in the summer due to high plant water demand and a reduction 
of soil water. Weather records indicate that over the past decade summer drought conditions are 
becoming increasingly prevalent due to both rainfall reduction and ideal conditions for elevated 
evapotranspiration rates (Laurance et al., 2002; Houeros, 1996). Plants also take up more nitrate 
while shading the soil and cooling it down. There is a slight increase in denitrification during the 
fall because of a drop in evapotranspiration contributing to increased retention of soil moisture 
with increased precipitation (Paul and Zebarth, 1997; Sexstone et al., 1985). 
  
Figure 6.4: Standard error of the mean for observed and simulated NO3⁻ concentration (mg/L) for 
the SC watershed. The observed watershed NO3⁻ recorded the largest error while the simulated 
recorded a lower standard error. 
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6.4.1.2.1 Concentration of NO3⁻  for 1997 to 1999 
Between the summer of 1997 and the winter of 1999, a large range of hydrologic conditions 
occurred at the Strawberry Creek watershed (see Figure 6.1 above). Though the flow events may 
have different origins (either from snow melt, rain storms or combined events), they have all 
been plotted as single hydrographs that represented the range of seasons within the period under 
investigation. Within the SWAT model, simulated flow is not discriminated according to the 
initiating precipitation type. Consequently, all flow results from model simulation have been 
plotted as a single hydrograph. 
Table 6.3 shows the mean values for each seasonal flow and NO3⁻ exported 
(concentration, mg/L and instantaneous export mass, mg/s are displayed). The number of seasons 
being investigated includes summer 1997, fall 1997, winter 1997, spring 1998, fall 1998 and 
winter 1999. The length of the investigation period is dependent on the extent of available 
measured data.  
Table 6.3: Seasonal mean values for observed and simulated flow (L/s) and NO3⁻ concentration 
(mg/L). The seasons under investigation range from summer 1997 to winter 1999. These are 
seasonal summaries for the purpose of comparing mean values and do not represent variability 
within each season. 
SEASON n Obs Flow (L/s) Sim Flow (L/s) 
Obs NO3 
(mg/L) 
Sim NO3 
(mg/L) 
Obs 
mg/s 
Sim 
mg/s 
Summer 1997 6 5.42 14.38 0.80 0.54 4.33 7.76 
Fall 1997 15 26.87 18.89 2.56 2.46 68.8 46.46 
Winter 1997 26 69.96 77.22 2.04 3.14 142.7 242.47 
Spring 1998 16 11.31 21.24 1.68 0.65 19.0 13.8 
Summer1998 5 0.07 0.15 2.04 0.00 0.14 0.0 
Fall 1998 7 4.36 3.71 1.50 0.13 6.54 0.48 
Winter 1999 10 23.00 7.01 5.46 0.00 125.58 0.0 
 
Measured outlet discharge ranged from an extreme flow of 69.96 L/s for the 1997 winter 
mean which cannot be entirely attributed to a melt event since runoff includes input from all 
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precipitation types including rainfall. The minimal mean flow was 0.07 L/s for the summer 
(growing season) of 1998. Major discharge episodes are normally associated with high dissolved 
NO3⁻ concentration (mg/L). Simulated watershed discharge exhibited a similar pattern as 
measured discharge, with substantial flow generated during the winter of 1997 (77.22 L/s) but 
not much was recorded for the summer of 1998 (0.15 L/s). However, simulated NO3⁻ 
concentrations do not always mirror discharge. Despite measureable flow for the summer of 
1998 and the winter of 1999, no substantial NO3⁻ exports were recorded for the summer (0.14 
mg/s). However, the winter of 1999 recorded very high NO3⁻ mass export (125 mg/s).  Heavy 
demand for NO3⁻ by growing crops is a major contributing factor to the lack of export during 
summer, while frozen top soil and the presence of a snow pack will retain NO3. Though mid-
winter thaws are mostly short duration, they infiltrate to the NO3⁻ bearing soil layers before the 
temperature reverts to seasonal frozen conditions. Plant growth cessation and ongoing 
mineralization will all act to increase this NO3⁻ build up in the winter which becomes liberated 
during the above mentioned thaw and flow scenarios. 
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6.4.1.2.2 Concentration of NO3⁻  for Summer, fall and winter 1997 
Mean concentration of NO3⁻ (mg/L) at the Strawberry Creek watershed varies among each 
season. Figure 6.5 presents seasonal relationships between NO3⁻ concentration and flow volume 
for the summer, fall and winter. The spring season of 1997 was excluded in this section due to 
unavailability of measured data. For the summer period, concentrations of NO3⁻ are low and 
consistently below the 10 mg/L legislated drinking water limit for both the observed and 
simulated values (Figure 6.5 a). Regression trendlines indicate a low R2 value for both data 
sources (observed R2 = 0.21; simulated R2 = 0.03). Similarly, observed NO3⁻ values exhibit a 
similar trend though concentrations tend to be slightly higher. 
In fall, discharge is generally higher for this season but the concentration of NO3⁻ for both 
the observed and simulated values are close to the 10 mg/L drinking water limit. Concentrations 
for measured NO3⁻ are consistently higher than simulated values. This is due to the model 
partitioning more of the available NO3⁻ to plant growth demand as was evident during the 
summer season. The algorithm for crop growth partitionings of NO3⁻ results in an over-supply to 
the plant. Farm operators can face a similar issue of inaccurate estimation of crop nutrient 
demand and may end up overfertilizing, leading to excessive NO3⁻ export via surface and tile 
drainage. Regression trendline for both sources are generally much stronger (observed R2 = 0.52, 
at 95% CI; simulated R2 = 0.69 at 95% CI). For the observed, NO3⁻ concentration records are 
mostly clustered around the low flow region at discharge values ≤ 20 L/s when NO3⁻ and other 
nutrients are mostly depleated. 
The winter season exhibited the highest NO3⁻ concentrations for both observed and 
simulated values. With the highest recorded discharge values of almost 70 L/s, the full spectrum 
of behaviour becomes obvious. Both observed and simulated NO3⁻ concentrations rose to a 
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maximum of 11 mg/L and 12 mg/L respectively, and then receded as discharge increases owing 
to diffusion.  Relationship between observed NO3⁻ and flow is substantial with an R
2 of 0.62, 
while that for simulated is moderate with an R2 of 0.29 due to above average NO3⁻ values of 10.8 
(at discharge = 90 L/s) and 12 mg/L (at discharge = 100 L/s). This NO3⁻ spike is attributed to end 
of growing season mineralization of plant residue and decline of denitrification processes. 
 
 
 
Figure 6.5: The relationship between watershed discharge and NO3⁻ concentration for observed 
(blue) and simulated (red) values during (a) Summer 1997, (b) Fall 1997 and (c) Winter 1997.  
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6.4.1.2.3 Concentration of NO3⁻ for Spring, summer and fall 1998 
Seasonal variability of NO3⁻ concentration (mg/L) at SC watershed is smaller for 1998 than the 
previous year (Figure 6.6). Observed discharge values for the spring were high due to 
contribution from melt events occuring at the time. Most of the NO3⁻ contribution is present at 
the lower discharge volumes (≤ 20 L/s) with two major clusters (dotted boxes) materializing at 5 
and 19 L/s (6.6 a). For the first cluster at “Y”, these are very low concentrations for emerging in 
the post winter period when flow from the upper most layer of ice/snow carries little or no NO3⁻ 
load as it will have not infiltrated and flushed NO3⁻ stores. However, as the thaw progresses and 
water from ground percolates into macropores and liberates more NO3⁻, the increased 
concentration becomes obvious at cluster “X”, where the flow remains constant. Consequently, 
as the flow increases, the concentration of NO3⁻ is kept constant by sequestering soil surface and 
subsurface nitrate stores to offset increased surface and groundwater drainage. The maximum 
NO3⁻ concentration recorded for this season is 6.5 mg/L. At a time when fertilizer and/manure 
have not been added and mineralization rates are low, spring NO3⁻ availability was low (ranging 
from 1.03 and 6.3 mg/L) with no existing R2 relationship between flow and nitrate concentration. 
Therefore, the rising NO3⁻ concentration at constant discharge values (5 and 9 L/s) is mostly due 
to flushing from tile drainage as the tiles usually export the bulk of NO3⁻ from the watershed.  
 The summer of 1998 was mostly devoid of any substantial flow due to low precipitation, 
high evapotranspiration rates and crop water demand. Observed NO3⁻ values (≤ 1 mg/L) were 
limited to two discharge occurrences of 0.05 and 0.2 L/s. By the fall of 1998, discharge and NO3⁻ 
export were slowly increasing. The maximum observed NO3⁻ concentration was close to 6 mg/L 
at a discharge exceeding 11 L/s and a minimum of 2 mg/L at discharge of <1 L/s (R2 = 0.96 at 
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95% CI) (Figure 6.6 c). This occurred at the end of the growing season when crops were being 
harvested and precipitation (rain) become more frequent. By the end of the growing season, 
ongoing nitrification will boost NO3⁻ supply that will subsequently be flushed out of the system 
by runoff (and tile drainage) from increased fall precipitation. Though simulated flow and NO3⁻ 
possess a statistically significant relationship (R2 of 0.81 at 95% CI), NO3⁻ concentrations were 
very low; never rising above 0.34 mg/L (Figure 6.6 c). This pattern is attributed to dry summer 
hydrological antecedent conditions with sporadic precipitation leading to low flow and low 
NO3⁻export.  
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Figure 6.6: The relationship between watershed discharge and NO3⁻ concentration for observed 
(blue) and simulated (red) values during (a) Spring 1998 (b) Summer 1998 and (c) Fall 1998. 
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6.4.1.2.4 Concentration of NO3⁻  for Winter 1999 
The few NO3⁻ samples available for the early winter of 1999 exhibited low nitrate concentration 
(0.4 – 1.7 mg/L). Freezing conditions (minimum temperature: –20 °C) impeded main channel 
flow, hence the lack of adequate NO3⁻ record. A minor thaw event resulted in discharge of over 
23 L/s, however the event was short lived resulting in reduced NO3⁻ mass export.  
The result summary for the watershed scenario, presents variability of NO3⁻ (as indicated 
by the standard error of the mean: SE) and flow conditions from both the observed and 
simulated event for all seasons (Table 6). The largest SE recorded is for the winter of 1997 with 
an observed flow SE of 13.72 L/s and a simulated flow error 15.14 L/s. The smallest flow SE 
was that for the summer of 1998 for both the observed and simulated. SE values for NO3⁻ were 
generally low with lowest for observed =0.32 (summer 1997) and that for simulated = 0.05 (fall 
of 1998). ). Observed NO3⁻ recorded the largest error of the mean while simulated NO3⁻ 
recorded the lowest error. 
Table 6.4: Standard error of the mean for observed and simulated flow and NO3⁻ concentration for 
seven seasons over a three year range (1997 to 1999) 
Process  Obs Flow (L/s) Sim Flow (L/s) 
Obs NO3 conc 
(mg/L) 
Sim NO3 conc 
(mg/L) 
Summer 1997 2.21 5.87 0.32 0.22 
Fall 1997 6.94 4.88 0.66 0.64 
Winter 1997 13.72 15.14 0.40 0.62 
Spring 1997 2.83 5.31 0.42 0.16 
Summer1998 0.03 0.07 0.91 0.00 
Fall 1998 1.54 1.31 0.53 0.05 
Winter 1999 0.00 2.22 1.73 0.00 
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6.4.2 Scenario 2: Export of NO3⁻ from tiled BMR HRU field 
This scenario compares measured against simulated flow and NO3⁻ concentration (mg/L) for the 
gauged BMR HRU tiled field in order to quantify variability in the model as well as deviations 
between the model results and real world values. NO3⁻ concentration (mg/L) from tile drainage is 
consistently higher than those recorded for the watershed outlet due to dilution as the BMR HRU 
constitutes about 15% of the watershed area which is only about 50% tiled. Therefore, a much 
lower concentration of NO3⁻ is contributed by the watershed area.   The measured values as well 
as the simulation periods are from different years since continuous data is unavailable for all 
years and for all locations such as the BMR HRU outlet. Nitrogen transformation and movement 
within and from tiled fields is a result of the intimate relationship between hydrological 
processes and nitrogen cycling in inorganic and organic nitrogen pools in the soil (Neitsch, et al  
2005). Depletion of NO3⁻ from an HRU occurs by crop uptake, denitrification, export overland 
flow and subsurface tile drainage. There will also be deep percolation losses below the root zone 
into the deeper groundwater system. 
 In the SWAT model, movement of NO3⁻ in tile drainage is modeled as the product of the 
NO3⁻ concentration and the volume of water in each soil layer above the tile (Jha  et al., 2007). 
Figure 6.7 displays the observed flow and NO3⁻ export at the tiled HRU field over three different 
years (March to October 2000, January to November 2001 and February to May 2002) 
displaying three distinct NO3⁻ concentration clusters (June 23, 2000; January 9 and April 19, 
2001; November 5, 2001; and February 13, 2002). NO3⁻ (mg/L) concentration for the late 
spring/early summer (June 23, 2000) ranges from 23 to 44 mg/L. Input fertilizer levels (e.g. 100 
kg/ha from farm survey) are still high at this time, with crops at the early stages of growth, hence 
the very high concentration of NO3⁻ being exported via tile drainage. The January 9 to April 19, 
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2001, NO3⁻ export sampling cluster occurred during a period of major winter thaw events 
followed by spring melt. This series of events flushed out NO3⁻ from the HRU BMR with 
concentrations as high as 24 mg/L. The November 5, 2001 NO3⁻ sampling cluster focused on a 
minor event (BMR HRU flow maximum = 2.89 L/s) following the autumn inorganic and organic 
fertilizer application. Nitrate concentrations during this event peaked at 53 mg/L. The mid-winter 
thaw event of February 13, 2002 occurred within a couple of months with the NO3⁻ 
concentration spiking from between November 25 and April 12, 2001.  
 
Figure 6.7: Scattergraphs of observed HRU tile discharge with NO3⁻ concentration. Data gaps are 
due to non-recording of flow during extensive rain free spells while NO3⁻ appears as clusters due to 
times of sampling when grab sampling was not undertaken. 
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initial flushing of residual NO3⁻ that accumulated in the soil before the inception of a winter 
thaw even when nitrification increases NO3⁻ availability in the subsoil due to residue 
decomposition. The next major cluster is when discharge is between 10 and 15 L/s during which 
the HRU tile is approaching its maximum calculated capacity. The very high tile discharge value 
of 25 L/s is beyond the capacity of the present discharge capacity and may have originated from 
either instrument error or recorded at a time when the header tile diameter was much larger. 
The most important management plan influencing the loss of nitrate from cultivated 
fields is the type, timing and amount of chemical fertilizer applied – especially at the 
commencement of planting activities in the spring. Organic forms of fertilizer (can including 
manure) will easily percolate down into tile lines especially with the possibility of high soil 
moisture content, while anhydrous forms such as urea may persist on the soil surface until 
dissolved by precipitation events when some of it can also be lost to subsurface drainage. The 
dissolution and transport of anhydrous urea which is usually applied in the fall may also be 
responsible for NO3⁻ spikes observed during major storm events such as the cluster between 8 
and 15 L/s (measured in September 2001) shown in figure 6.8 
 
Figure 6.8: Relationship between tile NO3⁻ concentration (mg/L) and tile discharge (L/s). The 
individual NO3⁻ clusters correspond to three sets of discharge intervals (between 0 and 6 L/s; 8 and 
15 L/s and 24 and 26 L/s).   
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6.4.2.1.1 NO3⁻ export and crop uptake from tiled BMR HRU field 
Simulated NO3⁻ mass (kg/ha) exported from the BMR tiled HRU field varies significantly 
among seasons (Figure 6.9). 2008 SWAT simulation results indicate a total BMR HRU NO3⁻ 
export of 11.71 kg/ha and 9.15 kg/ha for the spring and fall respectively, representing over 95% 
of the annual mass exported from the tiled HRU field via subsurface tile flow. A far lower 
amount was exported during the rest of the year, with summer recording 1.22 kg/ha and the 
winter being close to zero. However, simulated crop uptake in the spring and summer were 
substantially more than tile export during the spring (uptake = 23 kg/ha) and summer (uptake = 
52 kg/ha) respectively. The large difference in NO3⁻ loads between crop uptake and tile export 
during the summer, is an indication of heavy NO3⁻ demands by cultivated crops in the HRU 
(Crop NO3⁻ uptake = 52.49 kg/ha representing 98%; Tile NO3⁻ export = 1.22 kg/ha 
representing 2%). Simulation results indicate that denitrification also helped deplete the total 
NO3⁻ available in the HRU (spring = 0.082 kg/ha; fall = 8.063 kg/ha). For the spring, due to the 
rapid growth of plants during this season, little NO3⁻ is available for denitrification which will 
still occur due to wetness. The fall season recorded the largest amount of NO3⁻ lost to 
denitrification (8.4 kg/ha) due to high moisture content resulting from diminishing plant water 
and NO3⁻ demand at the end of the growing season.  
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Figure 6.9: Histogram of simulated 2008 seasonal crop NO3⁻ demand (kg/ha) and mass of NO3⁻ 
exported via tile discharge. Error bars display the level of variability within each seasonal dataset. 
 
6.4.2.1.2 Simulated discharge and NO3⁻ export: Relationship between tiled BMR HRU field 
and SC watershed 
In the SWAT model, the watershed is categorised into fundamental units of analyses designated 
as Hydrologic Response Units or HRUs. Since the tiled BMR HRU field is a subset of the 
Strawberry Creek watershed, flow and NO3⁻ processes occurring within the watershed will 
represent a summation of all the hydrologic and nutrient processes occurring within each HRU 
field, and may share some similarities in the behaviour of flow and NO3⁻.  
A high NO3⁻ concentration (mg/L) was displayed for simulated tile discharge compared 
to the main watershed (Figure 6.10). The tile NO3⁻ concentration varied with discharge and 
similar discharge values are not always associated with the same concentration of NO3⁻ 
exported. This behaviour can thus be attributed to dilution of NO3⁻ in the flow stemming from 
factors such as: nutrient availability at some points in the year and during some seasons; the 
antecedent moisture conditions of the tiled HRU field; the predominance of macropores and 
preferential flow pathways. High amounts of nutrients are more abundant after fertilizer 
application in the spring at the commencement of the planting season. Rainfall is usually 
frequent at this time and nutrient mass export is increased via flow infiltration through soil 
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macropores into the tile drainage especially when soils have elevated soil moisture. The highest 
recorded NO3⁻ concentration is 18.38 mg/L for the tile tiled HRU field while 1.07 mg/L was 
recorded for the maximum main channel NO3⁻ concentration (Table 6.3). 
 
 
 
Figure 6.10: BMR tiled HRU field and watershed displays no relationship in NO3⁻ concentrations. 
Since the concentrations at the stream outlet are very low the horizontal scale have been 
exaggerated to make them more visible. 
 
While the tiled HRU field exported NO3⁻ into the main watershed, the relationship 
between their respective NO3⁻concentrations is non-linear (Figure 6.11). When compared against 
each other, tile NO3⁻ concentration increased more rapidly – attaining a maximum observed 
concentration of 18.38 mg/L, while the maximum for the watershed was only 1.07 mg/L. The 
tiled HRU field experiences this rapid rise more so than the main watershed because instream 
(stream length = 2 km) biological activity will reduce NO3⁻ availability at the watershed outlet. 
The availability of subsurface tile drainage provides an efficient means to rapidly 
transport NO3⁻ and other nutrients to the stream while bypassing any riparian buffer that may 
attenuate NO3⁻. However, the wider watershed consists of a mixture of soils types, landuses and 
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vegetation (farmlands, pasture, forests, and wetland) that may collectively act to capture NO3⁻ 
and reduce its export by both in-stream macrophytes and algae assimilation and denitrification. 
The stream channel also contains a riparian buffer strip that is efficient at attenuating NO3⁻ and 
converts it to N2O that is lost to the atmosphere (Mengis et al.; 1999). In addition to ground 
water sources, the larger area of the watershed including the headwaters deciduous swamp, also 
captures more precipitation and thus dilutes any nutrients flowing to the outlet. Since all HRUs 
do not receive the same NO3⁻ input because of differing land uses, they will ultimately 
contribute differing amounts to the channel.  
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6.5 Discussion and conclusion 
There is variability in dissolved NO3⁻ concentration over time in SC watershed surface stream 
flow and in the HRU tile discharge. For the watershed area, a distinctive pattern displayed by 
NO3⁻ distribution reveals a cluster between 0 and 20 L/s when baseflow conditions were 
prevalent. As discharge increases to around 20 L/s, tile flow flushes more of the nitrate in large 
volumes until it attains a maximum concentration before receding due to dilution. Seasonal NO3⁻ 
export also displays variability in concentration and occurrence for the watershed. Year-long 
simulation analyses were undertaken and the results divided into seasonal classes and compared 
to observed values. Due to discontinuity in long-term NO3⁻ monitoring, data from field 
monitoring was supplemented with data from earlier studies including the following years: 1997 
– 1999, 2007 – 2009. For the summer of 1997, NO3⁻ concentration for the watershed was 
consistently below the 10 mg/L drinking water standard. The low summer NO3⁻ concentration is 
mostly due to crop uptake to meet the demands of growing plants cultivated at the watershed. 
Concentration of NO3⁻ for the fall of 2007 was higher than that for the summer at 10 mg/L 
average value even with increased discharge. The higher concentration is due to reduced plant 
NO3⁻ demand thereby making it more available for export through main watershed outlet. 
Interestingly, the winter of 2007 recorded the highest NO3⁻ concentration at 11 mg/L for the 
observed and 12 mg/L for the simulated. This high concentration originated from a major flow 
event that flushed out residual NO3⁻ from the watershed after a dry spell of four weeks following 
a significant period of nitrification. 
The seasonal NO3⁻ values for 1998 exhibited a similar pattern to that for 1997 except for 
much lower NO3⁻ values for each season: spring = 6.5 mg/L, summer = < 1 mg/L, and fall = 6 
mg/L. Meanwhile, the winter of 1999 lacked substantial flow due to reduction in the number of 
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thaw events that are typical of this region. Variability was quantified using regression and the 
standard error of the mean for both observed and simulated flow and NO3⁻ concentration for all 
seasons. Observed and simulated NO3⁻ exported from a single tiled HRU field was evaluated for 
seasonal patterns and behaviour. Generally, NO3⁻ concentrations for drainage tiles are 
consistently higher than watershed values.  
The partitioning of simulated NO3⁻ loadings between crop uptake and tile export 
indicates that crops take up 23 kg/ha for the spring and 52 kg/ha for the summer respectively, 
while that for the fall decreases to 5.8 mg/L. The fall season is the only period when tile NO3⁻ 
export exceeds crop demands. The relationship between simulated discharge and NO3⁻ export for 
both watershed and tiled HRU were assessed. Regression plots illustrate a distinct pattern in 
behaviour of NO3⁻ from both sources. 
Seasonal NO3⁻ simulation, illustrates that the spring possesses the highest nitrogen export 
for both watershed discharge and tile outlet. The increased NO3⁻ export is observed under wet 
antecedent conditions due to increased soil moisture when fertilizers are added to the fields. Crop 
NO3⁻ uptake is enhanced by the installation of tile drainage, ensuring a more productive 
agricultural sector. This exercise provides a valuable insight into the capability of the SWAT 
hydrochemical model and its applicability to agricultural watershed monitoring and best 
management practices advisory. The outcome of the scenarios illustrate the applicability of the 
SWAT model is not limited to large ungauged watersheds, but can also be applied to small 
watersheds.  
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7. MANAGEMENT DECISION MAKING AND EFFECTS OF TILE DRAINAGE SPACING ON 
DISCHARGE AND NO3⁻ EXPORT FROM A SMALL AGRICULTURAL WATERSHED 
 
7.1 Abstract 
Agricultural tile drain density in southern Ontario is determined by temporal/spatial patterns of 
soil moisture and topography related to rainfall and snowmelt events. Recently, over the past 
fifteen years, the ‘usual’ pattern which would involve low summer flows (but not cessation of 
flow), elevated autumn discharge as evapotranspiration drops and frequency of events, has been 
disrupted. Notably summer droughts have increased in southern Ontario resulting in traditionally 
perennial streams drying out (Environmental Commissioner of Ontario 2008). Recently, the net 
result of summer precipitation and evapotranspiration and tile drainage has resulted in depleting 
vadose zone soil moisture levels from fields months thus exacerbating drought conditions.  As 
well during this time period, winter thaw events have increased significantly as the polar jet 
stream fluctuates latitudinally more frequently than in the past resulting in incursions of warmer 
air masses . The alternating influences of cold, relatively dry arctic air and warm subtropical air 
not only result in elevating winter soil moisture levels but often result in very elevated winter 
discharge in streams draining agricultural basins such as Strawberry Creek. The end result of this 
change in regional climate is that the tile efficiency of maintaining soil moisture at a reasonable 
level in the field may not be as originally designed. Therefore, elevated melt water additions 
during the winter months will result in creating back pressure problems as the tile density is 
unable to handle the volume of runoff quickly. Such conditions result in prolonged conditions of 
saturation, periods of overland flow and denitrification. 
Water yield (flow) and NO3⁻ export during four seasons were examined under modeled 
changes to subsurface tile density at the Strawberry Creek Watershed in southern Ontario. The 
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density of tile lines is an important variable in determining the volume and time distribution of 
flow together with the mass of NO3⁻ sequestered via tiles and exported to the stream. This 
represents the first attempt at quantifying subsurface tile NO3⁻ export at the study site using the 
SWAT modeling procedure. 
Having established the capability of the SWAT model to simulate discharge and to a 
lower degree of satisfaction, NO3⁻ mass export, a new modeling scenario involving the variation 
of subsurface tile density is introduced. The assessment of flow and NO3⁻ export in chapters 5 
and 6 constitutes a logical prelude to the current chapter where similar parameters are explored 
permitting tile density variation. Tile density is expressed as the distance between feeder tiles 
(the closer the tiles, the higher the density). The default subsurface tile density is around 50ft. or 
15.24m (tile spacing is measured in imperial units and for this thesis tile density will be refered 
to using this convention). Four tile density settings – greater and less than 50 feet were specified 
for simulation of both overland flow and subsurface tile flow and accounting for the mass of 
NO3⁻ exported to the surface stream by these two pathways. Results from model simulation 
indicate that as tile density is progressively increased, subsurface flow and NO3⁻ export also 
increases. For the Strawberry Creek watershed, average subsurface tile flow increases from 65 
mm (tile density at 85 ft.) to over 68 mm (tile at maximum density of 30 ft.). Mass of NO3⁻ also 
increased from 15.77 to 25.01 (kg/ha) for the same tile density range, while overland flow and its 
NO3⁻ content are reduced. Conversely, as tile density is decreased, subsurface tile flow and NO3⁻ 
export are also reduced, while overland flow increases together with NO3⁻ load.  
Installation of a tile drainage system is a best management practice (BMP) that has 
numerous beneficial results for crop production and environmental conservation. However, the 
presence of subsurface tile drainage may result in the development of soil macropores acting as 
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miniature channels leading directly to the tiles, allowing more water and nitrate to infiltrate. 
Proper management is thus needed to curtail the movement of NO3⁻ /nutrients (via macropores) 
into the tiles and their subsequent export to downstream areas that may result in environmental 
impairment.  
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7.2 Introduction 
After a major rainstorm event or during spring thaw episodes, farm fields are normally 
approaching saturation. The time required for the excess water to be removed by gravity for the 
soil to reach field capacity varies widely and can be longer for the clay-rich soils in some 
agricultural regions with seasonally high water table such as the Strawberry Creek study area 
where clay constitutes 30% of the soil fraction. Excess water drowns out the roots and deprives 
them of oxygen, ultimately smothering the plants while also depleting field NO3⁻ through runoff 
and increased denitrification. 
 Nitrate export resulting from agricultural operations can lead to extensive ground and 
surface water contamination. Numerous research efforts (Nangia et al., 2010; Hu et al., 2007; 
Poor and McDonnell 2007) have identified overland flow and subsurface tile drainage as major 
pathways through which nitrate NO3⁻ export occur from agricultural watersheds to stream 
channels, ponds and rural wells. Drainage to streams channels from subsurface tiles is a major 
contributor to NO3⁻ export from croplands in agricultural watersheds. Strategies to decrease NO3⁻ 
mass to streams and water bodies involve a thorough understanding of the effects of tile spacing 
(density) on both overland flow and subsurface drainage from agricultural fields (Kanwar 2006, 
Chaplot et al., 2004). 
Subsurface tile systems can drain excess groundwater away, enabling crops to develop 
deep root systems that will sustain them through drier months, increase the effectiveness of 
fertilizer use, reduce NO3⁻ export and eventually increase yields. This enables early crop 
cultivation in the spring by enhancing rapid soil warming and more oxygen diffusion into the 
root zone. After excess soil water drains away, there is still capillary water left in the micropores 
that is available for plant use. Plant available water is the water content difference between field 
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capacity (FC) and permanent wilting point (PWP) of the soil at any given depth. Plants are able 
to absorb this water in a non-saturated aerobic condition. 
Discharge from tile drains in the SWAT model is estimated using both the old algorithm 
(SWAT Version 2005) and the new modified algorithm (2008–2013). In the old algorithm, 
simulated tile flow is assumed to be lateral flow across the soil profile (see figure 15, Section 
4.3.4). However, this assumption could not account for possible differences in amount of 
generated flow and NO3⁻ export due to differences in tile density or spacing. That is, the nearness 
of the tiles is not considered in the estimating of discharge flux. To address this shortfall, a new 
SWAT model algorithm was introduced. This new SWATtile algorithm possesses the capability 
to simulate flow and NO3⁻ export while also allowing the modeller to vary the values of the 
density of the tile lines and thus vary the volume of flow and NO3⁻ export. A recent modification 
by Du et al., (2005), added a new function to predict the water table height for tile flow by 
locating an impervious layer at the bottom of the tile drains at a depth at which tile flow was 
generated (~1.5 m) (see section 4.3.4). 
The amended SWAT model incorporated the Hooghoudt (1940) and Kirkham (1957) 
equations to simulate tile flow (see section 4.3.4; equation 11, 12, 13). Though the tile drainage 
equations of Hooghoudt and Kirkham have been discussed and assessed (e.g. Luo et al., 2010; 
El-Sadek et al., 2010; Moriasi et al., 2008; Skaggs, et al., 2005; Kladivko, et al., 2004; Coles, 
1968), calculations have mostly been empirical – for single season events with static (non-
variable) tile density values. Skaggs et al., (2005), compared flow and NO3⁻ output from an 
experimental tile field in North Carolina. The results indicate that, as tile density is increased, 
ground water discharge and NO3⁻ export also increases. Skaggs et al., (2005) related drainage 
intensity (field drainage rate, cm/day) to the magnitude of NO3⁻ exported. In a monitoring 
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program with variable tile density similar to Skaggs et al. (2005), Kladviko (1999) was able to 
relate tile density changes to groundwater and nutrient export from silt loam soil in agricultural 
fields in Indiana. Luo (1999), in an experiment for soils in Minnesota further relates functional 
relationships between NO3⁻ loss and tile drain density with that of Skaggs and Chescheir (2003) 
at a maize farmland in Oklahoma. Though trends were similar results varied as tile density 
changes (Figure 7.0). 
 
Figure 7.0: Effects of drain spacing on N losses via subsurface drainage for both measured and 
predicted outcome for various sites in the USA (adopted from Skaggs et al. 2005). 
 
This study investigates the seasonal variability in NO3⁻ export at changing tile density 
intervals for a small agricultural watershed and at a single hydrologic response unit or HRU tiled 
field. The various modeling scenarios will specifically assess: (1) changes in overland and 
subsurface tile flow as the density of tiles is increased from 85 to 65, 50, 35 and 30 feet for each 
of the four seasons (winter, spring, summer and fall) occurring at the SC watershed, (2) changes 
in NO3⁻ export for changing tile density for each of the four seasons at the SC watershed. 
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7.3 Materials and methods 
7.3.1 Description of the study site 
The 2.8 km2 Strawberry Creek watershed is located about 20 km to the northeast of the city of 
Waterloo in southwestern Ontario. In addition to the main watershed area, the 0.43 km2 tiled 
Hydrologic Response Unit (BMR HRU field) is also included as a separate representing the tiled 
portion of the watershed. The tiled BMR HRU field has been continuously monitored for long 
term flow and sporadic nitrate data (> 5 years). A detailed description of the study site is 
provided in chapter 4. Subsurface tile drainage is widespread in the basin and several estimates 
obtained from active tile outlets put their extent to around 50% of the Strawberry Creek 
watershed (Harris 1999, Cabrera 2000, , House 2000, M. Macrae 2003) (Figure 5.1).  
7.3.2 Model input information 
More detailed input information for the SWAT model is provided in section 5.3. For the current 
chapter, tile drainage data and other relevant information was obtained from multiple sources 
(Harris 1999, Cabrera 2000, House 2000, M. Macrae 2003), including flow and nitrate data from 
field monitoring of the header tile outlets, location of tiled fields from OMAFRA database, and 
farm management information (amount, timing and type of fertilizer or manure applied; tillage 
type, crop type, cultivation and harvest times; usage and type of pesticide) from a survey of the 
farmers at the Strawberry Creek watershed (conducted between 2009 and 2010). However, it was 
for the tiled BMR HRU field that an original plan of the installation was provided with the 50 
feet (15.24 m) density of feeder tiles (see figure 5.1 below). The feeder tiles form the bulk of the 
drainage network that drain the field and are usually about 4 inches (101.6 mm) diameter and 
empty into one or more header tiles (diameter = 6 or 8 inches / 152.4 or 203.2 mm) that empty 
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into a ditch or stream. A visit to a tile installation company, Martin Drainage located at 
Wallenstein, Ontario; also ascertained 50 feet as being the most common density of feeder tiles 
around the region where they operate. In addition, a staff member also mentioned that excluding 
cost limitations, most farmers will prefer to install tiles at a higher density to drain fields more 
rapidly and enable earlier planting of crops. A number of farmers at Ilderton, Ontario (~20km 
north of London, ON.) are now said to be installing additional tiles in-between existing ones to 
enhance drainage and ensure even earlier crop planting. This was unofficially confirmed by 
OMAFRA field staff, R. Brunke and University of Waterloo research student, C. Van Esbroeck.  
 
Figure 5.1 [reposted from chapter 5]: Map layout of the Strawberry Creek Watershed with the BMR 
tiled HRU highlighted. The BMR tile has been continuously monitored for a decade. The tiled area 
and constitute about 50% of the watershed.  
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7.3.3 Simulation setup 
For detailed SWAT model setup see chapter 4 and section 5.3. For the current section, model 
simulation of flow (expressed as depth over the basin in mm) and NO3⁻ export (kg/ha) was 
initially undertaken (for watershed and tiled HRU) for the standard tile density of 50 ft. For each 
model run, the tile density was progressively increased from 85 to 65, 50, 35 and 30 ft. Tile 
density adjustment was done by changing the “sdrain” (drain density) parameter values in the 
.sdr files in the SWAT model simulation setup. The .sdr files contain the new tile density 
algorithm recently developed (see section 4.3.4). It also contains input for radius of drain tubes 
(re). Simulated NO3⁻ output for watershed and tiled HRU field are displayed as part of the 
general input/output (file.cio) section of the SWAT modeling program. The total water yield 
(mm) and NO3⁻ mass (kg /ha) generated for both overland and tile flow, at each density 
benchmark was recorded and analysed. 
7.3.4 Data analyses 
Assessment of the significance of the relationship between tile drain density and changes in 
seasonal flow and NO3⁻ mass export from the Strawberry Creek watershed is accomplished by 
utilizing some form of model evaluation technique such as the R2 statistic, represented as, 𝑦 =
𝑚𝑥 + 𝑏 ; were x represents the independent variable [flow volume] and y represents the 
dependent variable [NO3⁻ export amount]. R
2 regression compares and quantifies similarities in 
paired data for overland flow, subsurface tile drainage and NO3⁻ mass for each season. Each 
graph representing flow or NO3⁻ mass plotted in a large and clear manner to enable rapid and 
thorough observation, analysis and interpretation of trends and patterns. Some of the results have 
also been tabulated for ease of consultation. 
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7.4 Results and Discussion: 
Storm and thaw events easily saturate heavy clay soils (with very low hydraulic conductivity) 
common in the study area (e.g. Maryhill Loam: Clay = 30 %, Sand = 24 %, Silt = 46 %). Though 
subsurface tile drainage helps control soil moisture and improves crop yields, the optimal tile 
density setting for a particular soil and crop type is not easily determined since these glacial tills 
upon which the soils have formed are heterogeneous and rooting depths less variable for 
common crops in monoculture (Jayakrishnan et al., 2005).  Simulated overland flow (mm) and 
NO3⁻ mass (kg/ha) are compared to subsurface tile flow (mm) and NO3⁻ mass (kg/ha) at 30, 35, 
50, 65 and 85 feet density settings. 
Flow and NO3⁻ amounts were generated for each of the four seasons (winter, spring, 
summer and fall) that occur at the study site. In reality, total flow out of all tiles at the SC 
watershed is problematic to estimate from field observation as not all tiles are active or generate 
flow, while flow monitoring have never been continuous for most active tile outlets, thus only 
single grab samples can be obtained. This challenge of estimating total basin discharge and the 
contribution of overland flow and subsurface tiles was highlighted by Macrae (2003). According 
to Macrae (2003), overland flow can be approximately estimated from difference between total 
basin discharge (∑Q) and total ground water flow (∑GW), with the advice of extreme caution 
regarding the huge uncertainty in its estimation (see equation 7.1 and 7.2 below). According to 
Macrae (2003), diffused ground water sources generally contribute up to 50 % of basin runoff at 
any given time and may be up to 100% during dry periods when tile flow ceases. The upper 
basin decidusus swamp is also important in maintaining baseflow during most times, but 
changing patterns of positive and negative vertical gradients have been observed along the upp 
and lower basin. However, since the total contribution from all tiles (Qtile) was obtained as part 
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of watershed outflow (Qbasin), the net contribution of tile drainage at the SC watershed was 
obtained as difference between total discharge (Qbasin) and diffused ground water contribution 
(∑GWbasin).  Therefore, total tile flow can be estimated from:  
 ∑Qtile = ∑Qbasin - ∑GWbasin  
Where ground water estimation at any given section is the difference between the downstream 
discharge and upstream discharge of the section; and is estimated for the basin as follows: 
∑GWbasin = ∑Qdownstream  - ∑Qupstream 
where ∑Qdownstream  is the downstream discharge and  - ∑Qupstream  is the upstream discharge of the 
section. The possibility for these crude estimates was thus described as difficult to measure and 
therefore difficult to quantify (Macrae, 2003). Given the challenge of estimating tile flow from 
differences in downstream and upstream flow output, the application of SWAT modeling for tile 
flow estimation and water table management is thus a useful technique in this situation as use of 
the BMR HRU can enable us compare real world data with modeled 
For the present study, the results of modeling changes in tile density are presented for two 
separate scenarios. Scenario one consists of tile density simulation for main watershed for 
seasonal flow and NO3⁻ concentration while scenario two displays simulated tile flow and NO3⁻ 
mass for the tiled portion of the watershed (with flow data from the gauged BMR HRU field) for 
each of the four seasons.  
--- Eq. 7.1 
--- Eq. 7.2 
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7.4.1 Scenario 1: Tile density variation, seasonal discharge and NO3⁻ export from 
watershed 
To represent seasonal drainage and nitrate export from Strawberry Creek watershed the model  
was adjusted to drain 50% of the system by tile drainage. (Figure 5.1 above). Simulation results 
were obtained for both overland and subsurface tile discharge (mm) and NO3⁻ mass (kg/ha) with 
additional results for soil water storage and total plant NO3⁻ uptake are also included in this 
section (Table 7.1). There is a general trend of decreasing overland flow (and NO3⁻ export) and 
increasing subsurface flow (with NO3⁻ export) with increased tile density, even with variability in 
precipitation (Table 7.1 A and B). However, tile drainage for the summer and fall, increases 
substantially when actual precipitation was used as direct input value (Table 7.1 B). However, 
the SWAT weather generator produces higher than usual precipitation values for the winter and 
spring (Table 7.1A), due to the internal probability function that interpolates precipitation values 
for missing days which may have otherwise recorded zero precipitation on rain-free days.    
The degree of variation in precipitation and discharge differs among and within seasons. 
The amount of soil water retained (Table 7.1) and amount of crop uptake of NO3⁻ also vary with 
tile density and prevailing seasonal conditions (Figure 7.5). Higher tile density corresponds with 
lower soil water retention, while higher crop NO3⁻ uptake (CROP_NO3) was observed at higher 
tile density for the summer period (Table 7.1). As demonstrated in Section 5.4.1.4, flow increase 
due to feeder tile density increase may be restricted to a certain maximum volume depending on 
the diameter of the header (outlet) tile(s), which max out at flow volume of ≤ 20 L/s. Therefore, 
simulated flow volumes above this amount will lead to back pressure and increased tile density 
will not make much of a difference in improving field drainage except if (a) the diameter of the 
header tile(s) is increased or (b) the number of header tiles is increased to accommodate the 
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excess flow. This scenario assesses the dynamics of seasonally influenced export of (a) amount 
of water from overland flow and tile drainage, (b) NO3⁻ mass exported in overland flow and tile 
discharge. In addition, effects of tile drain density on (c) soil water storage and (d) crop NO3⁻ 
uptake will be assessed.  
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Table 7.1: Simulated results for seasonal flow (mm) and NO3⁻ mass (kg/ha) for the Strawberry 
Creek watershed at five tile density settings for 2008. SWAT model results include seasonal surface 
and tile water yield, soil water retention (SW), NO3⁻ in overland flow, NO3⁻ uptake by crops, and 
NO3⁻ exported via tile drainage. Total seasonal precipitation and Evapotranspiration (ET) values 
are presented. Table A was generated from simulated precipitation; while Table B was generated 
from actual precipitation values inserted into the model.  
 
 
 WINTER SPRING SUMMER FALL   WINTER SPRING SUMMER FALL 
 Sim PREC (mm) 188.91 1009.87 237.17 248.21  Actual PREC(mm) 136.82 171.16 501.74 311.93 
ET (mm) 2.25 55.05 78.66 18.29  ET (mm) 8.18 221.37 233.53 41.68 
TILE @ 30 FT           
SURQ (mm) 23.48 34.41 3.10 16.51   6.46 3.46 12.80 15.27 
TILE Q (mm) 0.00 39.61 3.03 26.30   0.00 5.39 41.65 44.50 
SW (mm) 237.77 222.52 161.13 221.74   157.48 183.45 189.10 219.33 
SURQ_NO3 
(kg/ha) 
0.44 0.36 0.11 0.11 
  0.02 0.02 0.06 0.09 
CROP_NO3 
(kg/ha) 
1.34 23.36 53.87 5.65 
  0.00 29.14 63.13 2.86 
TILE_NO3 (kg/ha) 0.00 13.48 1.45 10.08   0.00 2.15 3.75 2.57 
TILE @ 35 FT           
SURQ 23.50 34.48 3.10 16.56   6.46 3.46 12.98 15.25 
TILE Q 0.00 39.53 2.93 26.25   0.00 5.39 41.27 44.78 
SW 237.77 222.25 161.15 221.83   157.48 183.45 189.57 219.59 
SURQ_NO3 0.44 0.37 0.11 0.11   0.02 0.02 0.06 0.09 
CROP_NO3 1.34 23.11 54.29 5.74   0.00 29.14 63.12 2.86 
TILE_NO3 0.00 13.55 1.49 10.18   0.00 2.15 3.74 2.58 
TILE @ 50FT           
SURQ 23.66 34.80 3.15 16.62   6.46 3.46 13.10 15.39 
TILE Q 0.00 39.25 2.91 26.30   0.00 4.97 40.85 44.15 
SW 238.53 223.00 161.78 222.23   157.48 183.96 190.01 220.83 
SURQ_NO3 0.44 0.34 0.12 0.11   0.02 0.02 0.06 0.10 
CROP_NO3 1.35 23.12 52.49 5.85   0.00 29.14 62.98 2.86 
TILE_NO3 0.00 11.70 1.22 9.15   0.00 1.98 3.86 2.56 
TILE @ 65 FT           
SURQ 23.74 35.04 3.27 17.06   6.46 3.47 13.40 15.66 
TILE Q 0.00 38.45 2.75 25.27   0.00 4.63 40.41 43.69 
SW 239.16 224.38 163.01 223.65   157.48 184.43 191.33 221.52 
SURQ_NO3 0.45 0.35 0.08 0.12   0.02 0.02 0.06 0.10 
CROP_NO3 1.35 23.64 48.19 6.18   0.00 29.25 62.51 1.84 
TILE_NO3 0.00 8.92 0.44 7.51   0.00 1.75 3.54 2.42 
TILE @ 85 FT           
SURQ 23.81 35.24 3.27 17.54   6.46 3.47 14.07 16.12 
TILE Q 0.04 37.71 3.04 24.28   0.00 3.97 39.32 43.15 
SW 239.54 225.91 163.80 225.49   157.48 185.26 193.36 223.23 
SURQ_NO3 0.46 0.37 0.11 0.12   0.02 0.02 0.06 0.10 
CROP_NO3 1.35 23.40 46.67 5.97   0.00 29.20 61.70 1.19 
TILE_NO3 0.00 7.74 0.48 7.55   0.00 1.48 3.11 2.38 
  
A B 
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Figure 7.1: Modeled seasonal flow contribution for 50% tiled portion of SC Watershed, under 
various tile density settings from (a) overland and (b) subsurface tiles at the Strawberry Creek 
watershed. Spring is represented by red squares, winter by blue diamonds, and fall by purple stars 
and summer by green triangles. 
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7.4.1.1 Watershed discharge 
The density of tile drainage determines how much water is partitioned to subsurface discharge or 
to overland flow for each season under consideration. Generally, the higher the tile density the 
more water will go to tile drainage while less will be available for overland flow. 
7.4.1.1.1 Overland flow 
When tile density is increased from 85 to 65, 50, 35 and 30ft., overland flow decreased for all 
seasons (Figure 7.1a). However, seasonal variation indicates a wider margin of difference in the 
spring (0.83 mm or 1,162 m3 for 50% tile cover of a basin area of 2.8 km2), with flow decreasing 
from 35.24, to 34.41 mm as the density changes from 85, to 30ft. respectively, and fall with a 
difference of 1.04 mm (1,456 m3), with flow decreasing from 17.54, 17.04, 16.62, 16.52 and 
16.51 mm at densities of 85 65, 50, 35 and 30ft. respectively. Meanwhile, for the winter, a 
difference of 0.32 mm (448 m3) (flow decreasing from 23.48, 23.50, 23.65, 23.74 and 23.80 mm 
at densities of 85, 65, 50, 35 and 30ft. respectively) was still larger than that of the summer with 
a difference of 0.17 mm (238m3), (with flow decreasing from 3.26, 3.26, 3.14, 3.09 and 3.09 mm 
at densities of 85 to 65, 50, 35 and 30ft. respectively). Because of high evapotranspiration (ET) 
and high crop water demand, there is not much drainable water to be removed with tile density 
increase, thus the summer recorded the smallest differences between tile density intervals.   
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7.4.1.1.2 Subsurface tile flow 
During model simulation, when tile density is increased from 85, to 65, 50, 35 and 30ft., 
subsurface tile flow also increases for the spring and fall seasons while the summer recorded 
little difference and the winter simulation produced no flow (Figure 7.1 B). This is a result of the 
snow melt subroutine and its inability to generate flow when temperature is less than 0 °C. 
However, in reality, winters do record occasional surface flow during temperature fluctuations 
and spikes. The margin of difference was much higher for the spring (a difference of 2 mm), 
with flow increasing from 37.70, 38.44, 39.25, 39.52 and 39.60 mm at densities of 85, to 65, 50, 
35 and 30ft. respectively and fall (a difference of 2.02 mm or 2,828 m3), with flow increasing 
from 24.27, 25.27, 26.29, 26.25 and 26.29 mm at densities of 85, to 65, 50, 35 and 30ft. 
respectively). Meanwhile, the summer displayed the smallest difference of 0.29 mm (406 m3), 
with flow values of 3.04, 2.75, 34.80, 3.02 and 2.91 mm at densities of 85, to 65, 50, 35 and 30ft. 
respectively). The overall magnitude of subsurface spring water (average water yield = 
38.85mm) was much higher than the fall (average water yield = 25.67 mm) at each tile density 
point. 
 Flow patterns displayed by the various graphs are not all entirely linear. The spring and 
fall graphs display a gradual increase in tile water discharge as density increases up to 50 feet 
(Figure 7.1). For the spring, with the absence of most growing crops, subsurface tile flow 
increased unhindered until it approaches 50 feet density and attains steady state flow regardless 
of any further increase in tile drain density. Even with increased density, tile water does not 
increase at density values of 50, 35 and 30 feet. The curve levels-off due to the tiles maxing out 
leading to back pressure up the feeder tiles. However, SWAT does not simulate the back 
pressure effect, but this may be altered with a change in the diameter of the header tiles (Figure 
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7.2). Additional simulation after tile diameter change (from 6” to 12”/15mm to 300mm) yielded 
minimal change in tile outflow. At the higher tile density mark (35 to 30 ft.), the large diameter 
tiles recorded identical flow output, but recorded higher flow at the lower density (85 ft.). The 
identical flow displayed at 300 mm radius relative to the 150 mm radius may be due to a higher 
density of tile drains already removing the maximum as SWAT do not separate header tile 
diameter from that of the feeder tiles. The increased flow out of the larger diameter tiles (300 
mm) is because the tiles have a larger surface area and more water can diffuse into them at the 
lower density. Therefore, the total flow removed by the bigger tiles in the model is synonymous 
with increasing the header tile in the real world. Back pressure can also be curtailed by 
increasing the number of tiles (headers) draining directly into the surface stream rather than 
channelling everything through one header. 
 
Figure 7.2: Modeled discharge change for dual diameter tile drains for changing tile density. There 
was minimal change when the diameter of the tiles was doubled from 150 to 300 mm. 
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7.4.1.2 Watershed NO3⁻ export 
Seasonal export of NO3⁻ from field to surface stream  originates from both surface (overland) 
and subsurface tile drainage. Varying patterns are revealed for seasonal NO3⁻ export? at each tile 
density interval with a large difference in magnitude of NO3⁻ mass from surface and subsurface 
tile sources. 
7.4.1.2.1 NO3⁻  export in overland flow 
The total amount of NO3⁻ exported (kg/ha) via overland flow is moderate when compared to 
subsurface flow, but significant differences exist among seasonal records. When tile density is 
increased from 85 to 30ft., NO3⁻ export in overland flow decrease for all seasons (Luo, et al. 
2010) (Figure 7.2a). The seasonal difference in surface nitrate export between the lowest and 
highest tile densities is slightly larger for the spring, with mass decreasing from 0.37 kg/ha to 
0.33 kg/ha between 85 ft. and 30ft. respectively. Similarly, winter displays little difference with 
nitrate mass export decreasing from 0.46 kg/ha to 0.44 kg/ha as density increases from 85 to 
30ft. However, summer and fall displayed identical differences and trends, with the largest at 
0.12 kg/ha and the lowest at 0.08 kg/ha as density increases from 85 to 30ft. This trend of 
decreasing mass export as tile density increases is dependent on increasing drainage efficiency in 
the subsurface with increasing density. This reduces the probability of the water table rising to 
the surface which would otherwise enhance overland flow occurence. Frozen ground in the 
winter may restrict runoff from thaw events from reaching the tiles but allows overland flow; 
however, there is evidence of tile flow in winter which is not simulated by the model.  
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7.4.1.2.2 NO3⁻  export in subsurface tile flow 
Subsurface NO3⁻ export generally increases for all seasons as tile density increases. NO3⁻ export 
is substantially higher for the spring (13.4 kg/ha) and fall (10 kg/ha) when tile density is 
increased from 85 to 30ft. (Figure 7.2 b). Total NO3⁻ exports were large for spring (13 kg/ha) and 
fall (10 kg/ha.) except for summer which was lower than 2 kg/ha. Meanwhile, there was no 
simulated value during winter when tile flow ceases and thus no NO3⁻ exported. When tile 
density is increased from 85 feet through to 30feet, tile NO3⁻ export increases for the spring, fall 
and summer seasons. The margin of difference was much higher for the spring (5.81 kg/ha), with 
mass increasing from 7.74 to 13.55 kg/ha and become constant at 13.44 kg/ha as density 
increases. This is followed by the fall with a margin of 2.53 kg/ha. The difference in NO3⁻  export 
from low density (7.5 kg/ha) to high density (10.18 kg/ha) represents a 35% increase. The 
summer recorded the smallest difference (0.98 kg/ha), with mass of 0.47 to 1.58 kg/ha, at 
densities of 85to 30ft.  
 Nitrate export from tile drainage showed hysteresis for the Strawberry Creek Watershed 
(Macrae, 2003). The hysteresis of nitrate revealed a lag response of export that can be attributed 
to a “flushing effect” of nitrate from farm soils. As density increases to 30 ft., initial flushing of 
NO3⁻ rose rapidly and attained a maximum mass that was further increased after rewetting at the 
same tile density. Summer NO3⁻ export also displays a similar trend. Likewise, fall and summer 
flow amounts at the 85 ft. interval could only transport NO3⁻ that is equivalent to the same 
amount transported by flow at 65 ft. tile density. This phenomenon may have been due to the 
incapability or inadequate flow volume to export NO3⁻ between 85 and 65 ft. level. As tile 
density is increased, flow increases noticeably until it approaches a threshold. As density 
incrases beyond the threshold or “hinge point”, differentiation among the flow densities become 
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more apparent and increasing the density any further becomes less efficient and it becomes 
impossible to drain any more water. 
 
 
Figure 7.2: Modeled seasonal NO3⁻ export (kg/ha), for the 50% tiled portion of the SC Watershed 
under various tile density settings from (a) overland flow and (b) subsurface tiles at the Strawberry 
Creek watershed. Spring is represented by red squares, winter by blue diamonds, fall by purple 
stars and summer by green triangles. 
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7.4.1.3    Relationship between seasonal discharge and NO3⁻export from watershed 
For each season, the amount of NO3⁻ (kg/ha) exported via overland flow and subsurface tile 
drainage is dependent on the pattern and volume of flow as hydrology is the driver of all 
watershed processes including transportation of nutrients. 
7.4.1.3.1 Overland flow and NO3⁻ export 
NO3⁻ export varies significantly among seasons at the Strawberry Creek watershed (Fig. 7.3). For 
the winter season, NO3⁻ export is not substantial and some of this is stored in the snow pack that 
will ultimately get released at the onset of spring thaw or during intervening winter melt events. 
For the spring season, the general pattern of very high NO3⁻ export (between 0.34 and 0.37 
kg/ha) is distinct and substantial with implications for drinking water standards at high 
concentrations. NO3⁻ exports for the fall and summer are generally low, with fall contribution of 
0.12 at 16.5 mm precipitation while summer contribution was negligible. 
Variability is larger in the spring season with a range of 0.34 and 0.37 kg/ha, while fall 
displayed the lowest variability (0.11 and 0.12 kg/ha). The larger variability in spring NO3⁻ 
export emanates from antecedent NO3⁻ previously applied in the form of chemical fertilizer 
and/or manure together with extreme precipitation events coupled with thawing snow. However, 
the lack of variability and general low NO3⁻ export for the fall illustrates substantial NO3⁻ 
depletion in the post-cultivation/post-harvest period. With evapotranspiration dropping in the 
fall, coupled with incrases in rainfall, conditions become excellent for denitrification processes to 
occur producing plant unusable compounds such as N2O (gas). 
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Figure 7.3: The relationship between seasonal NO3⁻ export (kg/ha) and overland flow (mm). The 
winter flow carries the largest NO3⁻ export. Though the spring season recorded the highest flow, 
NO3⁻ export was less than winter. The summer and fall recorded much lower NO3⁻ export values. 
 
7.4.1.3.2 Subsurface tile discharge and NO3⁻ export 
There is no significant variability in seasonal tile NO3⁻ export at the Strawberry Creek, except for 
the spring (Fig. 7.4). The spring also displayed the largest range of NO3⁻ export (ranging from 
7.74 and 13.48 kg/ha). Spring NO3⁻ variability occurred within a narrow range of subsurface tile 
flow (37 and 39 mm H2O), signifying a sustained spring flow while NO3⁻mass export gradually 
increases. 
The significant variability in spring NO3⁻ export originates from low tile discharge in the 
fall and winter while flash flushing events accompany rain storms during the spring (Hofmann et 
al., 2004). Major thaw and sustained precipitation ensures that this resident NO3⁻ is mostly 
denitrified and the rest sequestered and transported via tile flow. The very large masses of NO3⁻ 
removed via tile drainage in winter and spring illustrate the significance of point sources and 
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agrochemical pollution. Point sources can deliver significant quantities of pollutants within a 
relatively small area that is easier to control than diffuse pollution such as in overland flow. 
 
 
Figure 7.4: The relationship between seasonal NO3⁻ (kg/ha) export and tile flow (mm) for the four 
tile density settings. The spring flow carries the largest NO3⁻ export. The winter season recorded 
low NO3⁻ together with very low flow. The fall have very low NO3⁻ export value (0.12 kg/ha).  
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7.4.1.3.3 Effect of drainage density on soil water retention 
Soil water storage is largely determined by the prevailing seasonal conditions with drainage tile 
density having a moderate effect on soil moisture distribution (Table 7.3). However, average 
seasonal retention across all tile density values displays the winter season as having the highest 
(298 mm) followed by spring (278 mm), fall (279 mm) and summer (203 mm) (Table 7.3). The 
large volume of moisture retained in the winter is mostly in the form of snow on the soil surface 
and ice within the upper soil layer. The high soil water retained during the winter is also due to 
additional precipitation from the previous fall season trapped in the soil matrix in the form of ice 
lenses. SWAT model does not display precipitation output in form of snow depth but as snow 
water equivalent. Soil water retention for spring and fall are similar and much bigger than that 
for the summer season whose small volume is attributed to plant water demand during the 
growing period. Variability dictated by tile density changes do exist and follow the expected 
trend of lower soil storage with increasing tile density (Figure 7.5 a). Tile drainage generally 
increases water table depth with higher drainage density further lowering the water table. 
 
Table 7.3: Simulated results of varying tile density and seasonal soil moisture retention (from a 
depth of 1500mm) at the Strawberry Creek watershed. The higher winter moisture is due to 
additional moisture detained from the previous fall season. 
 
 WINTER SPRING SUMMER FALL 
SOIL WATER (mm)         
TILE @ 30 ft. 237.77 222.52 161.13 221.74 
TILE @ 35 ft. 237.77 222.25 161.15 221.83 
TILE @ 50 ft. 238.53 223 161.78 222.23 
TILE @ 65 ft. 239.16 224.38 163.01 223.65 
TILE @ 85 ft. 239.54 225.91 163.8 225.49 
Average (mm) 298   278     208    279 
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7.4.1.3.4 Effect of drainage density on crop NO3⁻  uptake 
The amount of NO3⁻ taken up by crops is not only dependent on seasonal conditions but closely 
related to the tile density which dictates the soil moisture and nutrient balance (Figure 7.5 b). The 
magnitude of crop NO3⁻ uptake was largest during the summer growing season (average of the 
various crops = 50 kg/ha), followed by the spring (23 kg/ha; cultivation season), fall (6 kg/ha, 
post-cultivation season) and winter (1.3 kg/ha, non-growing season probably due to microbial 
NO3⁻ consumption). For the summer growing season, there is a distinct pattern illustrating 
improved crop NO3⁻ uptake (productivity) with increased tile density (Table 7.4). This improved 
increase in productivity is mainly attributed to lower water table leading to greater aeration of 
soil. As discussed in section 7.5.1.5 above, water table elevation in the cultivation period (spring) 
is related to the early onset of crop sowing and improved root aeration. Since a lower soil water 
table greatly curtails the process of denitrification, more of the available NO3⁻ (mineralized, 
fertilizer and manure) is available for crop usage. In figure 7.5b, crop NO3⁻ uptake was at a 
minimum (46.6 kg/ha) when tile density was at its minimum (85 ft.) and continue to 
proportionally increase with increase in tile density until the 35 ft. mark (53.8 kg/ha) when crop 
uptake levels-off and undergo a slight decline. This pattern indicates that the 35 ft. mark is the 
optimum tile density for the most profitable productivity level. Therefore, a further increase in 
drain density beyond 35 ft. may not be cost effective for that particular soil type. 
Table 7.4: Results of crop (maize) NO3⁻ uptake (kg/ha) for the Strawberry Creek watershed. SWAT 
simulation reveals large differences between seasonal uptake of NO3⁻ with the summer recording 
the largest crop NO3⁻ uptake. Summer crop NO3⁻ uptake increases with drain tile density. 
 
 WINTER SPRING SUMMER FALL 
CROP_NO3 (kg/ha)       
TILE @ 30 ft. 1.34 23.36 53.87 5.65 
TILE @ 35 ft. 1.34 23.11 54.29 5.74 
TILE @ 50 ft. 1.35 23.12 52.49 5.85 
TILE @ 65 ft. 1.35 23.64 48.19 6.18 
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TILE @ 85 ft. 1.35 23.4 46.67 5.97 
 
 
Figure 7.5: Simulation results of seasonal soil water yield (mm) (a), and crop NO3⁻ uptake (kg/ha) 
(b) for the 50% tiled portion of the SC Watershed under various tile density settings at the 
Strawberry Creek watershed. Spring is represented by red squares, winter by blue diamonds, fall 
by purple stars and summer by green triangles. 
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7.5 Scenario 2: Tile BMR HRU density variation, seasonal discharge and NO3⁻ export 
Results of flow (mm) and NO3⁻ mass (kg/ha) are presented for various tile density intervals 
simulated by the SWAT model. For the tiled BMR HRU field, analyses of the results are 
undertaken for each of the four seasons occurring on the tiled portion of Strawberry Creek 
watershed (which constitute about 50% of the SC watershed). Simulation results for overland 
flow and subsurface tile discharge together with NO3⁻ mass export are presented in Table 7.5. 
The overall trend is a decrease in overland flow and overland NO3⁻ mass export when tile density 
is progressively increased (i.e. from widely-spaced tiles to closely-spaced tiles). However, for 
subsurface drainage, there is an increase in flow and NO3⁻ mass export as tile density is increased 
(Figure 7.6a and b). The amount of difference however varies among the four seasons under 
consideration (i.e. winter, spring, summer and fall). Soil water retention also varies inversely 
with subsurface tile density; the higher the tile density the lower the amount of soil water stored. 
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Table 7.5: Simulation results for seasonal surface flow (mm) and NO3⁻ mass (kg/ha) for the tiled 
BMR HRU field at five tile density settings. They include seasonal surface flow, Q (mm) tile water, 
TILE Q, (mm), soil water retention, SW (mm), NO3⁻ in overland flow, SURF_NO3 (kg/ha) and NO3⁻ 
exported via tile drainage, TILE_NO3 (kg/ha).  
 
 WINTER SPRING SUMMER FALL 
TILE @ 30 FT 
SURQ 23.79 26.30 1.14 9.23 
TILE Q 19.23 27.72 9.58 42.36 
SW 257.08 225.78 209.33 259.76 
SURQ_NO3 0.08 0.09 0.00 0.03 
TILENO3 2.98 4.33 0.65 4.40 
TILE @ 35 FT     
SURQ 23.92 26.53 1.22 9.46 
TILE Q 19.03 27.43 9.51 42.23 
SW 256.92 225.78 209.18 259.56 
SURQ_NO3 0.08 0.09 0.00 0.03 
TILENO3 2.95 4.28 0.64 4.39 
TILE ON @ 50FT     
SURQ_on 24.75 28.55 1.33 11.00 
TILE Q 15.00 27.11 7.53 40.91 
SW 258.44 222.00 205.35 258.23 
SURQ_NO3 0.08 0.10 0.00 0.04 
TILENO3 2.50 4.62 0.54 4.30 
TILE @ 65 FT     
SURQ 26.68 31.30 3.63 15.05 
TILE Q 14.46 20.85 7.24 39.53 
SW 253.05 225.82 207.35 254.98 
SURQ_NO3 0.10 0.11 0.01 0.07 
TILENO3 2.49 3.63 0.41 4.07 
TILE @ 85 FT     
SURQ 36.90 33.42 4.77 17.69 
TILE Q 13.33 17.95 6.10 38.29 
SW 258.12 228.49 207.41 253.29 
SURQ_NO3 0.13 0.12 0.02 0.09 
TILENO3 2.42 3.26 0.28 3.90 
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Figure 7.6: Modeled seasonal BMR HRU flow contribution (mm), under various tile density 
settings from (a) overland and (b) subsurface flow at the tiled BMR HRU field. Spring is 
represented by red squares, winter by blue diamonds, fall by purple stars and summer by green 
triangles.  
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7.5.1 Flow contribution from tiled HRU field 
Flow contribution (mm) from the tiled BMR HRU field was assessed using SWAT model 
simulation. Results are presented for overland flow and subsurface tile drainage under varying 
tile density scenarios for each season. The results show distinct trends occurring between tile 
density and flow contribution from both sources (i.e. overland flow and subsurface tile drainage). 
 
7.5.2.1 Overland flow at tiled BMR HRU field 
An increase in subsurface tile density from 85, 65, 50, 35 to 30ft. yielded a general decrease in 
overland flow for all four seasons (Figure 7.6a). There is also substantial seasonal variation for 
the winter, spring and fall flow trends. The difference between the maximum and minimum daily 
flow is over 13 mm for the winter; 7.12 mm for the spring; 3.63 mm for the summer and 8.46 
mm for the fall. This indicates a larger difference for the winter than the other seasons as a result 
temperature fluctuations leading to melt events during this time. The winter also displays large 
flow variability. Aside the influence of antecedent moisture conditions (AMC), the SWAT 
weather generator often produces precipitation values that are dissimilar to actual measure 
amounts. The rapid drop in the winter overland flow at 65 ft. (19.8 m) not only indicate the 
importance of distance between tiles but also demonstrate the dominant role of macropores as 
their effectiveness at increasing drainage efficiency is enhanced with increase in tile density 
(Ahmad et al., 2002), thus allowing more water to infiltrate through the macropores into the 
subsurface drainage tiles thereby reducing overland flow (Carlier et al., 2007). The very low 
summer flow reveals the influence of growing crops as well as below average precipitation 
(average 2008 summer precipitation was 237mm: The 30 years summer precipitation was 270 
mm). Crop water demand was compounded by high evapotranspiration (total summer ET = 234 
mm) at this time of the year (Beckers and Frind 2001). This is evident from the low soil water 
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storage (202 – 207 mm). The plateauing (flow equilibrium) of the summer tile discharge curve at 
50 ft. is indicative of the attainment of near total removal of excess water (Figure 7.6a). Beyond 
the 50ft. density mark, no further increase in tile density substantially affects the amount of water 
in overland flow according to the SWAT model. This is in contrast with spring when tile density 
needed to be increased to 35 ft. before flow was stabilized. However, in light of projected 
climate scenarios of increased summer precipitation, higher density tiles may be needed to 
conduct the excess flow to enable viable crop cultivation (Reid, et al. 2007).  
 
7.5.2.2 Subsurface tile flow at HRU field 
Increasing subsurface tile density from 85, to 30ft., also leads to an increase in subsurface tile 
flow for the fall, spring and winter (Table 7.4; Figure 7.6). The flow pattern displayed in the fall 
is one of steady rise with increasing tile density from 85 ft. up to 35 ft. before decreasing slightly 
at 30 ft. (flow difference between 85 ft. and 30ft = 4.0 mm) This reduction in trend indicate that 
35 ft. may be the limit for density increase for the fall season as very little additional flow is 
transported by subsurface drainage at that point. This trend of constant flow rate at 35 ft. is 
mirrored by all the other seasons. The flow rate for the spring may have attained steady state at 
50 ft., since the total flow volume is less than that of the fall and therefore requires a lower tile 
density to convey the flow. Flow trend for  the summer presents a peculiar pattern with a rapid 
rise from 6.1 mm (at 85ft ) to 9.5 mm (at 50ft) before it became steady and then receded to 7.5 
mm (30ft). This may be due to flow loss to growing crops or through increased number of 
macropores that have resulted from large numbers of drainage lines per unit area. 
 Therefore, the flow patterns displayed by the seasonal discharge curves are not entirely 
linear as there are major deviations in the spring, winter and summer. The abrupt deviations may 
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be due to a shortening of the response time for a smaller area such as the tiled portion of the 
watershed. 
 
7.5.2.3 NO3⁻ export at tiled BMR HRU field 
Seasonal export of NO3⁻ (kg/ha) from tiled BMR HRU field is transmitted in both overland flow 
and subsurface drainage. Varying patterns are revealed for seasonal NO3⁻ distribution at each tile 
density interval with a large difference in magnitude of NO3⁻ mass from surface and subsurface 
sources. 
 
7.5.2.3.1 NO3⁻ export in overland flow at tiled BMR HRU field 
 
NO3⁻ mass in overland flow are small on average, but display significant seasonal and tile 
density variability (Table 7.6). The spring and winter possess the highest NO3⁻ exports (range = 
0.08 – 0.13 kg/ha), with the summer displaying the lowest NO3⁻ export at all density benchmarks 
(< 0.02 kg/ha). NO3⁻ export is initially high for all seasons at the 85 ft. mark and progressively 
declines to 30 ft., except for spring when NO3⁻ export increases between 0.09 kg/ha (at 35 ft.) 
and 0.01 kg/ha (at 30 ft.). This increase in NO3⁻ export may be due to declining plant uptake as 
soils approach wilting point at very high tile density when most water is removed via subsurface 
tile flow (Mello, et al. 2008; Ren and Zhang 2007). This removal of excess soil water can curtail 
denitrification and also serve to increase NO3⁻ export at this high tile density (Mehnert et al., 
2007). However, at low density there is a greater tendency for wetting up the soil matrix and this 
further encourages water retention. The fall season have the largest range and seems to be highly 
responsive to density changes with the maximum NO3⁻ export at 0.09 kg/ha (at 85 ft.) and the 
minimum at 0.03 kg/ha (at 35 and 30 ft.) benchmarks. Generally, all seasonal export declines 
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more rapidly between 85 ft. and 50 ft. before assuming a more constant value that remained 
unchanged even with further increase in density.  
Table 7.6: Results for seasonal flow and NO3⁻ yield for the watershed tiled fields. SWAT model 
results include seasonal surface and tile NO3⁻ exports (kg/ha) in overland flow and that exported via 
tile drainage. Little or none of the NO3⁻ exported is available in summer overland flow and tile 
discharge. 
 
 WINTER SPRING SUMMER FALL 
TILE @ 30 FT         
SURQ_NO3 (kg/ha) 0.08 0.09 0 0.03 
TILE_NO3 (kg/ha) 2.98 4.33 0.65 4.4 
TILE @ 35 FT     
SURQ_NO3 0.08 0.09 0 0.03 
TILE_NO3 2.95 4.28 0.64 4.39 
TILE ON @ 50FT     
SURQ_NO3 0.08 0.1 0 0.04 
TILE_NO3 2.5 4.62 0.54 4.3 
TILE @ 65 FT     
SURQ_NO3 0.1 0.11 0.01 0.07 
TILE_NO3 2.49 3.63 0.41 4.07 
TILE @ 85 FT     
SURQ_NO3 0.13 0.12 0.02 0.09 
TILE_NO3 2.42 3.26 0.28 3.9 
 
 
7.5.2.3.2 NO3⁻  export in subsurface tile flow 
 
Variability in mass of NO3⁻ (kg/ha) exported by subsurface tiles may be due to nature of the 
fertilizer and rate of application (Mehnert, et al. 2007), tillage type, crop type under cultivation, 
seasonal precipitation cycles and tile density (Figure 7.7b). However, quantification of NO3⁻ 
mass for varying tile density within each season illustrates the importance of management 
decisions to water quality. Seasonally, the amount of NO3⁻ export is highest for the fall (mean = 
4.26 kg/ha) and spring (mean = 4.12 kg/ha) followed by the winter (mean = 2.61 kg/ha), while 
summer export is the lowest (mean = 0.54 kg/ha). Fertilizer application during the spring and fall 
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also contributes to higher NO3⁻ mass export as soil fertilization is done by the farmers after crop 
harvest (fall) and before crop cultivation (spring) with some farmers applying as much as 211 
kg/ha if the spring nitrate in top 30 cm of soil is less than 1ppm (farm survey, 2010). NO3⁻ export 
during the winter is mostly from residuals of the fall fertilizer application as fall rain storms may 
have removed some of the initial fertilizer or manure applied. The lower amount of the summer 
NO3⁻ export is mainly attributed to crop demand and uptake during the growing season when 
little is left for export. 
Within each season, NO3⁻ export generally varies with tile density. The fall season 
displays linear variability with increasing change in tile density from 85 to 65, 50, 35 and 30ft 
while NO3⁻ mass increases from 3.9, 4.07, 4.30, 4.39 and 4.4 kg/ha. NO3⁻ export for the fall 
displays a spike (4.62 kg/ha) at 50 ft. tile density before decreasing at 35 ft. (4.28 kg/ha). This 
spike at 50 ft. is assumed to be due to nutrient flushing after late fall (post-harvest) 
manure/fertilizer application as heavy rains dislodge nutrient laden waterlogged sediments 
(Mehnert et al., 2007). In the winter season, nutrient NO3⁻ may be trapped in frozen water 
(Schomberg et al., 2005), until the occurrence of melt events that might sequester some of this, 
leading to substantial export amounts (Nangia et al., 2010). Summer export of NO3⁻ displays a 
linear increase with density until 35 ft. when it attains equilibrium and remained at the same 
value up to the 30 ft. tile density. This indicates that even with decreased flow, the amount of 
NO3⁻ exported remains constant. 
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Figure 7.7: Modeled seasonal NO3⁻ export, under various tile density settings from (a) overland and 
(b) subsurface tiles at the tiled HRU field. Spring is represented by red squares, winter by blue 
diamonds, fall by purple stars and summer by green triangles. 
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7.5.2.4 Relationship between seasonal discharge and NO3⁻ export from tiled HRU field 
Export of NO3⁻ differs for each season, with the amount of variability dependent on volume and 
mobility of flow at both surface and subsurface layers of the field. In this section, regression is 
employed to quantify the relationship between water yield (mm) and NO3⁻ export (kg/ha). 
 
7.5.2.4.1 Relationship between modeled seasonal discharge and NO3⁻ export in overland 
flow 
The relationship between seasonal overland flow and NO3⁻ export is significant for all tile 
density intervals at the tiled fields (Fig. 7.8). Regression analysis reveals a statistically significant 
R2 for each season including winter (R2 = 0.99), spring (R2 = 0.99), fall (R² = 0.99) and summer 
(R² = 0.99). The high overall R2 value is an indication of the strong relationship between NO3⁻ 
mass and overland flow at the tiled fields. The response for fall is one with a more rapid NO3⁻ 
rise for a small change in flow volume. 
 
Figure 7.8: The relationship between NO3⁻ exported (kg/ha) and amount of surface water available 
(mm). All seasonal flow carries large NO3⁻ mass with a strong R2 value > 0.90 at the 95% CI.   
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7.5.2.4.1 Relationship between seasonal discharge and NO3⁻  export in subsurface tile 
discharge 
Relationship between seasonal tile flow and NO3⁻ mass are significant for all seasons with winter 
displaying the strongest R2 (R² = 0.9851) (Figure 7.9). However, the fall possesses a strong R2 
(0.96) at the highest flow amount while the summer contains the lowest flow and NO3⁻ mass. As 
previously mentioned, the summer growing season is when the highest plant demand exists and 
therefore consumes most of the available NO3⁻. The significant relationships displayed for all 
seasons is an indication of excellent response at the field scale due to homogeneity of soil type, 
fertilizer application and crop type. The time of concentration is also very short, meaning that 
flow from the far edge of the field ultimately takes a shorter time to reach the outlet of the HRU 
tiles compared to the watershed and therefore maintain its linear relationship with NO3⁻ export 
(Arnold et al., 1996). 
 
Figure 7.9: The relationship between NO3⁻ exported (kg/ha) and amount of tile water available 
(mm). The spring flow carries the largest NO3⁻ mass with a strong R2 of 0.92 at the 95% CI. The 
winter recorded the highest flow with a strong relationship with tile density; R2 = 0.92. The fall 
demonstrated a strong R2 of 0.96 with the highest flow levels. 
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7.6 Discussion and conclusion 
The main objective of this section was to evaluate the results of management decisions from both 
a modeling perspective and what occurs in the real world situation. Modeled variation of 
subsurface tile density determine the amount and pattern of seasonal flow, conveyed through 
subsurface tiles, discharged overland or retained as soil moisture.  This section examined two 
integrated geographic regions within the study site. The first modeling scenario involves the 
generation of flow and NO3⁻ export for analysis at both overland and subsurface tiles for the 
entire Strawberry Creek watershed. Overland flow results reveal seasonal variability for different 
tile density settings. The spring season was the most variable due to increased precipitation and 
melt events. Generally NO3⁻ export in overland flow generally declined with increased tile 
density. Flow and NO3⁻ mass in subsurface tiles generally increase with increase in tile density 
with consequent reduction in the NO3⁻ amounts available to plants. However, benefits to crops 
from improved soil aeration provided by tile drainage offsets the loss of NO3⁻ via subsurface tile 
drainage (see Figure 7.5 A and B)  
The second scenario assessed seasonal flow and NO3⁻ export for the tiled BMR HRU 
field that possesses long term data. Results for varying tile density on overland flow and NO3⁻ 
mass indicate decreasing flow amounts as subsurface tile density is increased. However, 
subsurface tile flow increases as tile drainage density is increased. Generally, NO3⁻ export also 
exhibits a similar trend as the flow. For overland flow, NO3⁻ export generally declines with 
increased tile density and increases with decrease in density. As tile density is increased, 
drainage and NO3⁻ export also increased linearly until around 35 feet density when the flow 
begins to attain steady state, an indication that flow movement into the tiles at the 1 m depth had 
approached its maximum capacity and constitutes a value similar to that of lateral flow at the 
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same elevation. The ability for the tile drainage system to remove more of this excess water is 
constrained by the size of the header tiles and may be increased by increasing their diameter 
(List, E.J, 1965) (Figure 7.10 A). On the other hand, as the separating distance of the tiles is 
increased above the 50 feet mark, NO3⁻ export from the tiles is reduced until the flow approaches 
the value of overland flow at the 85 feet mark where tile drainage is at a minimum. It should be 
noted that the volume of overland flow and overland NO3⁻ exhibits the reversal of that of the tiles 
for the same density settings within similar seasons. 
For both situations, the 35 to 30 feet point is where water removal and NO3⁻ export, 
support optimal crop productivity based on crop NO3⁻ uptake values (Table 7.3). At this point, 
NO3⁻ export is still not substantially more than that at the 50 feet tile density which is the current 
standard for installed tiles. The more rapid removal of water between 35 and 30 ft. guarantees a 
lower water table, which consequently serves to bring the soil to field capacity, aerate the root 
zone and inhibits denitrification (Mehnert et al., 2007); except where tiles may be clogged with 
roots and fail to effect proper drainage leading to crop loss. The rapid removal of water from 
spring thaw events mostly guarantee a longer resident time for NO3⁻ added as fertilizer in the 
spring and thus make more of it available for plant uptake during the growing season, though this 
may also aid denitrification and loss of nitrate. Since fertilizer is added on the topsoil, the 
lowering of the water table by tile drainage decreases surface flow and thus prevents the removal 
of NO3⁻ via surface flow (Mehnert et al., 2007). However, possible desiccation caused by tile 
drainage can be better managed by controlled drainage with the installation of gates that control 
tile flow. Controlled drainage is another BMP that helps to regulate the amount of water allowed 
to exit the tile system and thus prevent the field from premature desiccation. Controlled drainage 
constitutes the installation of flow control gates at the tile drain exit that can be opened to let out 
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water or closed to restrict discharge to maintain soil moisture. Controlled tile drainage (CTD) has 
been described by Agriculture and Agri-Food Canada (AAFC), as a beneficial management 
practice that can reduce tile discharge and retain soil water for crop growth during dry periods, 
according to ongoing studies in the South Nation Watershed near Ottawa, Ontario  (Agriculture 
and Agri-Food Canada, 2013) (Figure 7.11). 
 Quantification and assessment of flow and NO3⁻ export for the tiled section is more 
accurate than at the watershed– both for the surface (overland flow and NO3⁻ export) and 
subsurface tiles. This is evidence that with appropriate parameter settings (Table 7.7), SWAT 
modeling can also generate reasonable results at the subwatershed scale (Sommerlot et al., 2013). 
Results become more diffused at the watershed scale where the conditions and processes are 
more numerous and complex. 
 
Fig. 7.10: Strawberry Creek and cornfield. 
A: Tile drain outlet at the Strawberry Creek. 
B:  Maize crops showing stunted growth with yellowed leaves. This is evidence of nitrogen 
deficiency due to waterlogging as a result of tile drainage failure or blockage.  
 
A B 
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Fig. 7.11: A beneficial management practice (BMP); controlled tile drainage (CTD) with flow 
control structure installed on the header tile. The structures are lowered in the spring or during 
major storm events to permit free drainage and allow for improved soil aeration and field 
operations. The structure is raised to restrict drainage of nutrient-rich water that crops can access 
during the summer growing season that is sometimes characterised by water deficit (modified from 
AAFC, 2013). 
 
Table 7.7: Relevant subsurface tile drainage and nitrate calibration parameters for management 
applications 
Parameter Description Input 
file 
Default 
value 
Value 
range 
sdrain Distance between two drain tubes or tiles (mm) .sdr 
15240 
9144 - 
25902 
re Effective radius of drains (mm) .sdr 150 - 
dc Drainage coefficient (mm/day) .sdr - 10 - 51 
DEP_imp Depth to the restrictive layer in tile-drained 
HRUs (mm) 
.bsn 
6000 1500 
CN 2 (ave. 
moisture) 
Runoff curve number for moisture condition II. 
Predicting direct runoff 
.mgt 
53 ˅ 9 
SOL_K Saturated hydraulic conductivity (mm h-1) .sol 3.25 – 35.05 ^ 15% 
Manning’s n Coefficient of roughness. Determines flow vel. .hru 0.14 - 
SURLAG Surface runoff lag coeff. (days) .bsn 4 - 
SOL_ORGN Initial organic nitrogen .chm 0(1000) - 
BIOMIX Biological mixing efficiency .mgt 0.2 - 
NPERCO Nitrate percolation coeff. .sol 0.2 0.97 
RSDCO Residue decomposition factor .bsn 0.05 - 
SDNCO Threshold value of nutrient cycling water factor 
for denitrification to occur 
.bsn 
1.1 0.9 
 
  
Control 
Structure 
Detained 
water 
 
Subsurface Tile 
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8. MAJOR CONCLUSIONS OF THESIS 
This thesis focused on the capability of the SWAT model to replicate realworld quantification of 
flow and nitrate export from small watersheds in temperate latitudes. The model is capable of 
simulating overland and subsurface tile flow as well as subsurface nitrate export. It is also 
capable of simulating the results of tile spacing (density) adjustments on flow and nitrate 
amounts. However, there were a number of model deficiencies experienced during the course of 
this exercise. Some of the major deficiencies include the downscaling the model for small 
watersheds; issues with the freeze-thaw snow melt algorithm, the large discrepancy in the 
weather generator and the inconsistency of the modeled baseflow. Consequently, a SWAT model 
exercise constitutes a major task in the collection of long term flow and chemistry data, empirical 
measurements of local soil and landuse variables and the adjustment of the model parameters. 
Modeling results of farm management decisions regarding water table control via subsurface 
tiles indicate that the amount of NO3⁻ exported varies from season to season, while also 
dependent on volume of flow – determined by tile density, antecedent moisture conditions and 
timing and amount of fertilizer applied. In chapter 5, flow modeled using SWAT was compared 
to observed flow generated at the Strawberry Creek Watershed, and also at a single tiled field 
defined as a tiled HRU as a control. Hydrograph comparisons between modeled and measured 
flow demonstrated similarities and a good fit of the regression curve and validated the possibility 
of substituting model scenarios for data poor areas with the refinement of parameter values. The 
SWAT model is capable of simulating discharge via overland flow and tile drains with the 
amount of percolation controlling the balance between surface runoff and subsurface tile 
drainage where percolation is modeled for each soil layer in the profile. Chapter 6 compared 
modeled NO3⁻ with measured values collected on a daily time step. In general, modeled NO3⁻ 
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was comparable in terms of magnitude and distribution with some variability among seasons. 
The major factors responsible for variability can be attributed to internal model parameter 
settings and algorithm shortfalls to address the complexity of an agricultural watershed. 
The major management interventions for land preparation and for promoting yield quantity 
were assessed in chapter 7. Changes in tile drain density and water table control can be employed 
to control excess moisture from spring runoff and extreme events by increasing the density of tile 
lines from 50 feet separation to 30 feet separation which will guarantee the maximum removal of 
moisture per unit of time. However, there exists the possibility of increased export of NO3⁻ and 
other nutrients from the crop land into streams and lakes leading to impairment with the total 
simulated seasonal NO3⁻ (kg/ha) export represented as 13.8, 20.6, 2.5 and 21.3 for the winter, 
spring, summer and fall respectively. By removal of excess moisture, tile drainage enhances soil 
aeration and decreases denitrification as demonstrated by the increase in crop NO3⁻ uptake. With 
the implementation of better/best management practices (BMPs), such as controlled drainage the 
danger of land desiccation from tile drainage can be minimised as more water can be retained 
during dry periods to enhance crop growth. 
As with all watershed models, SWAT has its shortfalls in terms of parameter settings that 
may require site specific empirical values with an imprecise snow melt algorithm. However, this 
thesis has demonstrated that SWAT model can be a useful tool for agricultural watershed 
management and enhanced crop productivity with proper incorporation of long-term measured 
flow and NO3⁻ data. The outcome of this assessment of the modeling procedure together with the 
real world hydrologic basis of the model is further caution that any mathematical model cannot 
be taken as reality as there will always be shortfalls as watersheds are complex systems whose 
behaviour cannot be 100% replicated in a simulation model. This thesis has highlighted the 
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applicability of the SWAT model to small watersheds. It will empower farm operators as well as 
policy makers with a useful tool that cannot only serve to validate watershed investigations but 
also act as a predictive tool for decision making and support for agricultural and environmental 
best practices. 
The following recommendations are presented for future simulation endeavours. There 
should be a greater focus on the development of new SWAT model algorithms, interfaces and 
software tools to direct focus on improvements to the weather generator, ground water, tile 
routing, snow melt and NO3⁻ algorithms. The prevalence of data gaps can pose major difficulties 
for any modeling exercise and can stall progress leading to the loss of valuable time, hence the 
need for continuous discharge and chemistry data collection both at the subbasin and watershed 
outlets.  
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APPENDICES 
APPENDIX I: Range of sensitive parameters and optional values selected 
 
Sensitive 
Parameter 
Parameter definition Input 
file 
Parameter 
application 
Default 
Value 
Final 
value 
DEP_imp Depth to the restrictive 
layer in tile-drained 
HRUs (mm) 
.bsn Specifies the depth at 
which infiltrated water 
increases water table 
height and initiates tile 
flow 6000 1500 
CN 2 (ave. 
moisture) 
Runoff curve number for 
moisture condition II.  
.mgt Predicting direct runoff 
or infiltration 53 ˅ 9 
SOL_K Saturated hydraulic 
conductivity (mm h-1) 
.sol This is the final rate of 
infiltration at constant 
value  ^ 15% 
Manning’s n Coefficient of roughness .hru Determines flow 
velocity 0.14  
SOL_AWC Soil available water 
capacity (mm) 
.sol The amount of water 
that can be stored by 
the soil that is 
available for plant use   Δ = -0.02 
ESCO Evap. compensation 
coeff. 
.bsn the contribution from 
different soil layers in 
meeting the soil 
evaporative demand.   
 0.95  
SFTMP Snowfall temperature 
(°C) 
.bsn The max temp at 
which snow fall occurs 1.00  
SMTMP Snowmelt base 
temperature (°C) 
.bsn Max temp for snow 
melt to commence 0.5  
SURLAG Surface runoff lag coeff. 
(days) 
.bsn Total time surface 
runoff is lagged  4  
SOL_ORGN Initial organic nitrogen 
(mg/kg) 
.chm  
  
BIOMIX Biological mixing 
efficiency 
.mgt  
0.2  
NPERCO Nitrate percolation coeff. .sol  0.2 0.97 
RSDCO Residue decomposition 
factor 
.bsn  
0.05  
SDNCO Threshold value of 
nutrient cycling water 
factor for denitrification 
to occur 
.bsn  
1.1 0.9 
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APPENDIX II: Soil Hydrologic Groups and SCS Curve Numbers 
Soils are classified by the U.S. Natural Resource Conservation Service into four Hydrologic Soil 
Groups based on the soil's runoff potential. The four Hydrologic Soils Groups are designated as 
A, B, C and D. Where A’s generally have the smallest runoff potential and D’s the greatest. 
Details of this classification can be found in ‘Urban Hydrology for Small Watersheds’ published 
by the Engineering Division of the Natural Resource Conservation Service, United States 
Department of Agriculture, Technical Release–55. 
Group A is sand, loamy sand or sandy loam types of soils. It has low runoff potential and high 
infiltration rates even when thoroughly wetted. They consist chiefly of deep, well to excessively 
drained sands or gravels and have a high rate of water transmission. 
Group B is silt loam or loam. It has a moderate infiltration rate when thoroughly wetted and 
consists chiefly or moderately deep to deep, moderately well to well drained soils with 
moderately fine to moderately coarse textures. 
Group C soils are sandy clay loam. They have low infiltration rates when thoroughly wetted and 
consist chiefly of soils with a layer that impedes downward movement of water and soils with 
moderately fine to fine structure. 
Group D soils are clay loam, silty clay loam, sandy clay, silty clay or clay. This HSG has the 
highest runoff potential. They have very low infiltration rates when thoroughly wetted and 
consist chiefly of clay soils with a high swelling potential, soils with a permanent high water 
table, soils with a claypan or clay layer at or near the surface and shallow soils over nearly 
impervious material. 
 
SCS Curve Numbers for various soils/land-cover complexes 
Landuse or cover Practice Hydrologic Conditions Hydrologic Soil Group 
         A B C D 
Fallow   Straight row Poor    77 86 91 94 
Row crops  Straight row Poor    72 81 88 81 
   Straight row Good    67 78 85 89 
Small grain  Straight row Poor    65 76 84 88 
   Straight row Good    63 75 83 87 
Close Legumes Straight row Poor    66 77 85 89 
   Straight row Good    58 72 81 85 
Woodland    Poor    45 66 77 83 
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APPENDIX III:  USLE K Factor 
K is the soil erodibility factor. It is the average soil loss in tons/acre per unit area for a particular 
soil in cultivated, continuous fallow with an arbitrarily selected slope length of 72.6 ft. and slope 
steepness of 9%. K is a measure of the susceptibility of soil particles to detachment and transport 
by rainfall and runoff. Texture is the principal factor affecting K, but structure, organic matter 
and permeability also contribute. 
 
 K Factor Data (Organic Matter Content) 
 Textural Class  Average  Less than 2 %  More than 2 % 
 Clay 0.22 0.24 0.21 
 Clay Loam 0.30 0.33 0.28 
 Coarse Sandy Loam 0.07 -- 0.07 
 Fine Sand 0.08 0.09 0.06 
 Fine Sandy Loam 0.18 0.22 0.17 
 Heavy Clay 0.17 0.19 0.15 
 Loam 0.30 0.34 0.26 
 Loamy Fine Sand 0.11 0.15 0.09 
 Loamy Sand 0.04 0.05 0.04 
 Loamy Very Fine Sand 0.39 0.44 0.25 
 Sand 0.02 0.03 0.01 
 Sandy Clay Loam 0.20 - 0.20 
 Sandy Loam 0.13 0.14 0.12 
 Silt Loam 0.38 0.41 0.37 
 Silty Clay 0.26 0.27 0.26 
 Silty Clay Loam 0.32 0.35 0.30 
 Very Fine Sand 0.43 0.46 0.37 
 Very Fine Sandy Loam 0.35 0.41 0.33 
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APPENDIX IV 
Simulation time – step set up in the fig.fig file 
 
 
 
 
 
Output file print set up. 0 => monthly, 1=> daily, and 2=> yearly 
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Water balance, snow melt and runoff in the .bsn file 
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Depth of water in the shallow aquifer in the .gw file. 
 
 
 
 
Parameter settings in the .mgt, Management file.
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Mannings “n” parameter settings in the .hru file 
 
 
 
 
Tile drain parameter settings in the .sdr file 
 
 
 
Soil parameters in the .sol file 
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Weather generator files in the .wgn 
 
 
 
HRU discrimination for individual simulation in .fig parameter files 
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APPENDIX V 
 
2007 -2008 STRAWBERRY CREEK MAIN CHANNEL DISCHARGE (L/S)
Day Discharge 
1/01/07 67.80 
1/02/07 64.62 
1/03/07 60.24 
1/04/07 57.79 
1/05/07 75.80 
1/06/07 80.82 
1/07/07 76.71 
1/08/07 76.52 
1/09/07 73.18 
1/10/07 64.09 
1/11/07 58.93 
1/12/07 61.25 
1/13/07 75.22 
1/14/07 69.46 
1/15/07 65.77 
1/16/07 56.92 
1/17/07 50.07 
1/18/07 47.50 
1/19/07 44.98 
1/20/07 42.91 
1/21/07 41.79 
1/22/07 40.27 
1/23/07 38.76 
1/24/07 37.99 
1/25/07 38.78 
1/26/07 40.41 
1/27/07 35.21 
1/28/07 34.74 
1/29/07 34.20 
1/30/07 33.88 
1/31/07 32.19 
2/01/07 31.11 
2/02/07 30.03 
2/03/07 32.81 
2/04/07 38.12 
2/05/07 58.87 
2/06/07 63.02 
2/07/07 57.16 
2/08/07 42.14 
2/09/07 23.47 
2/10/07 20.96 
2/11/07 20.34 
2/12/07 19.14 
2/13/07 21.02 
2/14/07 18.36 
2/15/07 16.75 
2/16/07 16.34 
2/17/07 17.48 
2/18/07 16.51 
2/19/07 17.15 
2/20/07 15.47 
2/21/07 15.69 
2/22/07 16.14 
2/23/07 15.78 
2/24/07 15.97 
2/25/07 17.60 
2/26/07 16.13 
2/27/07 14.49 
2/28/07 14.58 
3/01/07 17.81 
3/02/07 18.10 
3/03/07 17.70 
3/04/07 17.49 
3/05/07 17.82 
3/06/07 19.31 
3/07/07 18.83 
3/08/07 18.16 
3/09/07 11.10 
3/10/07 0.92 
3/11/07 0.85 
3/12/07 1.93 
3/13/07 5.60 
3/14/07 114.70 
3/15/07 185.72 
3/16/07 160.09 
3/17/07 88.61 
3/18/07 51.95 
3/19/07 37.94 
3/20/07 24.30 
3/21/07 25.54 
3/22/07 190.75 
3/23/07 147.26 
3/24/07 128.42 
3/25/07 100.17 
3/26/07 226.18 
3/27/07 235.13 
3/28/07 108.48 
3/29/07 77.70 
3/30/07 67.32 
3/31/07 52.78 
4/01/07 49.38 
4/02/07 45.64 
4/03/07 41.93 
4/04/07 96.04 
4/05/07 69.86 
4/06/07 52.20 
4/07/07 41.21 
4/08/07 32.99 
4/09/07 29.90 
4/10/07 27.56 
4/11/07 28.24 
4/12/07 61.33 
4/13/07 55.21 
4/14/07 38.66 
4/15/07 33.27 
4/16/07 29.04 
4/17/07 26.04 
4/18/07 24.19 
4/19/07 20.55 
4/20/07 18.66 
4/21/07 16.19 
4/22/07 14.88 
4/23/07 18.28 
4/24/07 24.07 
4/25/07 19.15 
4/26/07 18.72 
4/27/07 55.58 
4/28/07 46.23 
4/29/07 34.45 
4/30/07 26.60 
5/01/07 22.86 
5/02/07 16.75 
5/03/07 13.32 
5/04/07 11.41 
5/05/07 9.73 
5/06/07 7.28 
5/07/07 5.81 
5/08/07 5.04 
5/09/07 4.32 
5/10/07 10.48 
5/11/07 9.48 
5/12/07 7.10 
5/13/07 4.39 
5/14/07 4.09 
5/15/07 28.62 
5/16/07 85.32 
5/17/07 54.19 
5/18/07 36.75 
5/19/07 26.02 
5/20/07 18.39 
5/21/07 12.82 
5/22/07 9.53 
5/23/07 7.01 
5/24/07 
 5/25/07 
 5/26/07 
 5/27/07 
 5/28/07 
 5/29/07 
 5/30/07 
 5/31/07 
 6/01/07 
 6/02/07 
 6/03/07 
 6/04/07 
 6/05/07 
 6/06/07 
 6/07/07 
 6/08/07 
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6/09/07 
 6/10/07 
 6/11/07 
 6/12/07 
 6/13/07 
 6/14/07 
 6/15/07 
 6/16/07 
 6/17/07 
 6/18/07 
 6/19/07 0.10 
6/20/07 0.05 
6/21/07 0.00 
6/22/07 0.00 
6/23/07 0.00 
6/24/07 0.00 
6/25/07 0.00 
6/26/07 0.00 
6/27/07 0.00 
6/28/07 0.00 
6/29/07 0.00 
6/30/07 0.00 
7/01/07 0.00 
7/02/07 0.00 
7/03/07 0.00 
7/04/07 0.00 
7/05/07 0.00 
7/06/07 0.00 
7/07/07 0.00 
7/08/07 0.00 
7/09/07 0.00 
7/10/07 0.00 
7/11/07 0.00 
7/12/07 0.00 
7/13/07 0.00 
7/14/07 0.00 
7/15/07 0.00 
7/16/07 0.00 
7/17/07 0.00 
7/18/07 0.00 
7/19/07 0.00 
7/20/07 0.00 
7/21/07 0.00 
7/22/07 0.00 
7/23/07 0.00 
7/24/07 0.00 
7/25/07 0.00 
7/26/07 0.00 
7/27/07 0.34 
7/28/07 0.40 
7/29/07 0.00 
7/30/07 0.00 
7/31/07 0.00 
8/01/07 0.00 
8/02/07 0.00 
8/03/07 0.00 
8/04/07 0.00 
8/05/07 0.00 
8/06/07 0.00 
8/07/07 0.00 
8/08/07 0.02 
8/09/07 0.00 
8/10/07 0.00 
8/11/07 0.00 
8/12/07 0.00 
8/13/07 0.00 
8/14/07 0.00 
8/15/07 0.00 
8/16/07 0.00 
8/17/07 0.00 
8/18/07 0.00 
8/19/07 0.00 
8/20/07 0.00 
8/21/07 0.00 
8/22/07 0.00 
8/23/07 0.00 
8/24/07 0.00 
8/25/07 0.00 
8/26/07 0.00 
8/27/07 0.00 
8/28/07 0.00 
8/29/07 0.00 
8/30/07 0.00 
8/31/07 0.00 
9/01/07 0.00 
9/02/07 0.00 
9/03/07 
 9/04/07 
 9/05/07 
 9/06/07 
 9/07/07 
 9/08/07 
 9/09/07 
 9/10/07 
 9/11/07 
 9/12/07 
 9/13/07 
 9/14/07 
 9/15/07 
 9/16/07 
 9/17/07 
 9/18/07 
 9/19/07 
 9/20/07 
 9/21/07 0.00 
9/22/07 0.00 
9/23/07 0.00 
9/24/07 0.00 
9/25/07 0.00 
9/26/07 0.00 
9/27/07 0.00 
9/28/07 0.00 
9/29/07 0.00 
9/30/07 0.00 
10/01/07 0.00 
10/02/07 0.00 
10/03/07 0.00 
10/04/07 0.00 
10/05/07 0.00 
10/06/07 0.00 
10/07/07 0.00 
10/08/07 0.00 
10/09/07 0.00 
10/10/07 0.00 
10/11/07 0.00 
10/12/07 0.00 
10/13/07 0.00 
10/14/07 0.00 
10/15/07 0.00 
10/16/07 0.00 
10/17/07 0.00 
10/18/07 0.00 
10/19/07 0.00 
10/20/07 0.00 
10/21/07 0.00 
10/22/07 0.00 
10/23/07 0.00 
10/24/07 0.00 
10/25/07 0.00 
10/26/07 0.00 
10/27/07 0.00 
10/28/07 0.00 
10/29/07 0.00 
10/30/07 0.00 
10/31/07 0.00 
11/01/07 0.00 
11/02/07 0.00 
11/03/07 0.00 
11/04/07 0.00 
11/05/07 3.65 
11/06/07 11.02 
11/07/07 7.06 
11/08/07 2.45 
11/09/07 4.96 
11/10/07 2.65 
11/11/07 1.81 
11/12/07 1.80 
11/13/07 6.06 
11/14/07 4.58 
11/15/07 3.15 
11/16/07 1.44 
11/17/07 1.13 
11/18/07 0.33 
11/19/07 1.42 
11/20/07 9.41 
11/21/07 18.93 
11/22/07 23.41 
11/23/07 13.73 
11/24/07 11.70 
11/25/07 10.59 
11/26/07 11.80 
11/27/07 13.80 
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11/28/07 14.67 
11/29/07 14.86 
11/30/07 14.68 
12/01/07 13.34 
12/02/07 16.59 
12/03/07 27.95 
12/04/07 22.81 
12/05/07 21.03 
12/06/07 20.00 
12/07/07 19.00 
12/08/07 18.00 
12/09/07 17.00 
12/10/07 16.00 
12/11/07 15.00 
12/12/07 14.00 
12/13/07 13.00 
12/14/07 12.00 
12/15/07 11.00 
12/16/07 10.00 
12/17/07 9.00 
12/18/07 8.00 
12/19/07 7.00 
12/20/07 6.70 
12/21/07 6.98 
12/22/07 8.18 
12/23/07 26.77 
12/24/07 25.86 
12/25/07 17.55 
12/26/07 15.07 
12/27/07 13.51 
12/28/07 13.30 
12/29/07 15.75 
12/30/07 16.24 
12/31/07 15.55 
1/01/08 15.19 
1/02/08 13.71 
1/03/08 13.01 
1/04/08 12.01 
1/05/08 11.09 
1/06/08 13.62 
1/07/08 71.98 
1/08/08 165.77 
1/09/08 253.91 
1/10/08 78.31 
1/11/08 72.54 
1/12/08 53.97 
1/13/08 43.95 
1/14/08 39.96 
1/15/08 35.86 
1/16/08 31.86 
1/17/08 27.88 
1/18/08 24.41 
1/19/08 20.37 
1/20/08 16.29 
1/21/08 13.21 
1/22/08 9.99 
1/23/08 7.94 
1/24/08 7.12 
1/25/08 5.64 
1/26/08 5.50 
1/27/08 5.13 
1/28/08 6.43 
1/29/08 10.70 
1/30/08 45.57 
1/31/08 28.23 
2/01/08 21.21 
2/02/08 14.70 
2/03/08 13.13 
2/04/08 14.22 
2/05/08 52.11 
2/06/08 51.89 
2/07/08 40.24 
2/08/08 34.12 
2/09/08 33.23 
2/10/08 24.76 
2/11/08 30.85 
2/12/08 
 2/13/08 
 2/14/08 
 2/15/08 
 2/16/08 
 2/17/08 
 2/18/08 
 2/19/08 
 2/20/08 
 2/21/08 
 
2/22/08 
 2/23/08 
 2/24/08 
 2/25/08 
 2/26/08 
 2/27/08 
 2/28/08 
 2/29/08 
 3/01/08 
 3/02/08 
 3/03/08 32.85 
3/04/08 64.79 
3/05/08 37.14 
3/06/08 28.04 
3/07/08 22.53 
3/08/08 35.96 
3/09/08 27.35 
3/10/08 22.40 
3/11/08 18.07 
3/12/08 13.43 
3/13/08 12.60 
3/14/08 13.13 
3/15/08 21.63 
3/16/08 24.30 
3/17/08 21.88 
3/18/08 23.92 
3/19/08 49.41 
3/20/08 50.76 
3/21/08 39.84 
3/22/08 34.54 
3/23/08 29.91 
3/24/08 26.01 
3/25/08 24.83 
3/26/08 25.13 
3/27/08 28.05 
3/28/08 32.53 
3/29/08 35.07 
3/30/08 36.15 
3/31/08 67.86 
4/01/08 439.03 
4/02/08 280.03 
4/03/08 239.05 
4/04/08 211.57 
4/05/08 179.49 
4/06/08 132.94 
4/07/08 94.36 
4/08/08 77.57 
4/09/08 74.11 
4/10/08 62.10 
4/11/08 94.47 
4/12/08 93.74 
4/13/08 74.89 
4/14/08 59.64 
4/15/08 48.45 
4/16/08 35.44 
4/17/08 21.78 
4/18/08 18.47 
4/19/08 17.27 
4/20/08 14.84 
4/21/08 13.12 
4/22/08 12.56 
4/23/08 10.94 
4/24/08 8.45 
4/25/08 8.36 
4/26/08 7.18 
4/27/08 5.80 
4/28/08 7.67 
4/29/08 6.79 
4/30/08 5.46 
5/01/08 5.21 
5/02/08 7.42 
5/03/08 18.80 
5/04/08 30.89 
5/05/08 23.51 
5/06/08 18.00 
5/07/08 17.25 
5/08/08 20.19 
5/09/08 17.71 
5/10/08 13.95 
5/11/08 14.04 
5/12/08 13.44 
5/13/08 11.59 
5/14/08 12.32 
5/15/08 11.73 
5/16/08 10.24 
5/17/08 10.04 
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5/18/08 11.49 
5/19/08 11.45 
5/20/08 10.14 
5/21/08 8.64 
5/22/08 7.20 
5/23/08 5.78 
5/24/08 5.06 
5/25/08 4.32 
5/26/08 3.59 
5/27/08 2.61 
5/28/08 1.59 
5/29/08 1.24 
5/30/08 1.28 
5/31/08 1.22 
6/01/08 0.61 
6/02/08 0.31 
6/03/08 1.60 
6/04/08 2.71 
6/05/08 1.89 
6/06/08 1.25 
6/07/08 0.61 
6/08/08 0.34 
6/09/08 0.27 
6/10/08 1.46 
6/11/08 1.78 
6/12/08 0.49 
6/13/08 0.23 
6/14/08 0.64 
6/15/08 0.33 
6/16/08 1.44 
6/17/08 0.44 
6/18/08 0.29 
6/19/08 0.05 
6/20/08 0.13 
6/21/08 0.38 
6/22/08 0.18 
6/23/08 0.30 
6/24/08 0.43 
6/25/08 1.54 
6/26/08 1.36 
6/27/08 0.34 
6/28/08 24.94 
6/29/08 12.72 
6/30/08 6.69 
7/01/08 2.28 
7/02/08 0.59 
7/03/08 0.19 
7/04/08 0.17 
7/05/08 0.63 
7/06/08 1.49 
7/07/08 2.72 
7/08/08 3.21 
7/09/08 3.12 
7/10/08 10.90 
7/11/08 7.21 
7/12/08 8.98 
7/13/08 4.07 
7/14/08 0.28 
7/15/08 0.63 
7/16/08 1.44 
7/17/08 2.09 
7/18/08 2.21 
7/19/08 2.46 
7/20/08 2.55 
7/21/08 4.34 
7/22/08 6.88 
7/23/08 21.29 
7/24/08 11.02 
7/25/08 4.11 
7/26/08 1.24 
7/27/08 0.27 
7/28/08 0.09 
7/29/08 0.32 
7/30/08 0.12 
7/31/08 0.03 
8/01/08 0.37 
8/02/08 0.72 
8/03/08 1.37 
8/04/08 1.72 
8/05/08 1.01 
8/06/08 0.94 
8/07/08 1.53 
8/08/08 1.40 
8/09/08 2.53 
8/10/08 8.24 
8/11/08 8.59 
8/12/08 3.15 
8/13/08 1.36 
8/14/08 1.47 
8/15/08 4.58 
8/16/08 3.42 
8/17/08 0.77 
8/18/08 0.39 
8/19/08 2.72 
8/20/08 0.81 
8/21/08 0.13 
8/22/08 0.12 
8/23/08 0.47 
8/24/08 0.85 
8/25/08 1.11 
8/26/08 1.55 
8/27/08 1.21 
8/28/08 
 8/29/08 
 8/30/08 
 8/31/08 
 9/01/08 
 9/02/08 
 9/03/08 
 9/04/08 
 9/05/08 
 9/06/08 
 9/07/08 
 9/08/08 
 9/09/08 
 9/10/08 
 9/11/08 0.00 
9/12/08 0.00 
9/13/08 0.00 
9/14/08 0.00 
9/15/08 40.34 
9/16/08 54.90 
9/17/08 36.45 
9/18/08 23.77 
9/19/08 17.37 
9/20/08 13.27 
9/21/08 9.77 
9/22/08 7.18 
9/23/08 5.33 
9/24/08 4.04 
9/25/08 3.00 
9/26/08 2.54 
9/27/08 3.40 
9/28/08 2.77 
9/29/08 2.57 
9/30/08 8.31 
10/01/08 9.03 
10/02/08 10.29 
10/03/08 22.64 
10/04/08 18.80 
10/05/08 14.38 
10/06/08 10.99 
10/07/08 9.30 
10/08/08 13.61 
10/09/08 25.76 
10/10/08 21.18 
10/11/08 14.28 
10/12/08 10.86 
10/13/08 9.17 
10/14/08 8.19 
10/15/08 8.78 
10/16/08 14.19 
10/17/08 11.28 
10/18/08 9.55 
10/19/08 7.73 
10/20/08 7.59 
10/21/08 6.61 
10/22/08 5.24 
10/23/08 4.48 
10/24/08 6.26 
10/25/08 7.68 
10/26/08 9.22 
10/27/08 9.78 
10/28/08 10.55 
10/29/08 10.82 
10/30/08 6.78 
10/31/08 6.41 
11/01/08 6.72 
11/02/08 6.35 
11/03/08 9.99 
11/04/08 11.61 
11/05/08 11.06 
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11/06/08 9.99 
11/07/08 10.78 
11/08/08 23.35 
11/09/08 20.46 
11/10/08 16.56 
11/11/08 13.36 
11/12/08 13.59 
11/13/08 28.07 
11/14/08 33.85 
11/15/08 96.94 
11/16/08 172.86 
11/17/08 83.03 
11/18/08 64.38 
11/19/08 50.23 
11/20/08 39.98 
11/21/08 33.41 
11/22/08 29.56 
11/23/08 25.80 
11/24/08 27.33 
11/25/08 28.37 
11/26/08 30.82 
11/27/08 37.27 
11/28/08 40.35 
11/29/08 42.31 
11/30/08 44.36 
12/01/08 43.10 
12/02/08 40.75 
12/03/08 41.73 
12/04/08 72.55 
12/05/08 58.46 
12/06/08 45.94 
12/07/08 29.53 
12/08/08 28.60 
12/09/08 30.08 
12/10/08 50.10 
12/11/08 44.89 
12/12/08 36.65 
12/13/08 28.21 
12/14/08 27.23 
12/15/08 388.35 
12/16/08 114.91 
12/17/08 66.86 
12/18/08 49.38 
12/19/08 38.32 
12/20/08 42.18 
12/21/08 32.83 
12/22/08 24.52 
12/23/08 22.20 
12/24/08 28.89 
12/25/08 74.78 
12/26/08 61.45 
12/27/08 378.43 
12/28/08 726.37 
12/29/08 142.83 
12/30/08 89.12 
12/31/08 76.21 
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APPENDIX VI 
 
TILED HRU FLOW, 2007 – 2008 
 
Date BMR(Flow) 
1/07/08 9.52 
1/08/08 9.75 
1/09/08 10.44 
1/10/08 10.57 
1/11/08 9.50 
1/12/08 3.98 
1/13/08 2.12 
1/14/08 1.53 
1/15/08 1.13 
1/16/08 0.85 
1/17/08 0.73 
1/18/08 0.46 
1/19/08 0.28 
1/20/08 0.13 
1/21/08 0.04 
1/29/08 0.21 
1/30/08 1.78 
1/31/08 0.70 
2/01/08 0.63 
2/02/08 0.16 
2/03/08 0.08 
2/04/08 0.22 
2/05/08 4.39 
2/06/08 3.02 
2/07/08 1.42 
2/08/08 1.07 
2/09/08 0.97 
2/10/08 0.64 
2/11/08 0.48 
3/03/08 9.88 
3/04/08 7.73 
3/05/08 3.17 
3/06/08 2.00 
3/07/08 1.57 
3/08/08 1.52 
3/09/08 0.75 
3/10/08 0.78 
3/11/08 0.95 
3/12/08 0.63 
3/13/08 0.67 
3/14/08 0.96 
3/15/08 1.90 
3/16/08 1.69 
3/17/08 1.37 
3/18/08 1.72 
3/19/08 7.17 
3/20/08 4.54 
3/21/08 2.99 
3/22/08 2.45 
3/23/08 2.02 
3/24/08 1.61 
3/25/08 1.73 
3/26/08 1.44 
3/27/08 2.33 
3/28/08 2.98 
3/29/08 3.16 
3/30/08 2.99 
3/31/08 9.41 
4/01/08 15.91 
4/02/08 15.35 
4/03/08 15.33 
4/04/08 15.31 
4/05/08 14.56 
4/06/08 14.10 
4/07/08 9.63 
4/08/08 4.05 
4/09/08 2.77 
4/10/08 1.91 
4/11/08 5.23 
4/12/08 8.07 
4/13/08 5.40 
4/14/08 3.00 
4/15/08 1.99 
4/16/08 1.40 
4/17/08 0.95 
4/18/08 0.69 
4/19/08 0.56 
4/20/08 0.38 
4/21/08 0.25 
4/22/08 0.22 
4/23/08 0.14 
4/24/08 0.09 
4/25/08 0.11 
4/26/08 0.05 
4/27/08 0.00 
4/28/08 0.01 
4/29/08 0.00 
4/30/08 0.00 
5/01/08 0.00 
5/02/08 0.00 
5/03/08 0.43 
5/04/08 1.15 
5/05/08 1.04 
5/06/08 0.68 
5/07/08 0.66 
5/08/08 0.41 
5/09/08 0.38 
5/10/08 0.24 
5/11/08 0.29 
5/12/08 0.07 
5/13/08 0.01 
5/14/08 0.07 
5/15/08 0.00 
5/16/08 0.02 
5/17/08 0.04 
5/18/08 0.00 
5/19/08 0.00 
5/20/08 0.00 
5/21/08 0.00 
5/22/08 0.00 
5/23/08 0.00 
5/24/08 0.00 
5/25/08 0.00 
5/26/08 0.00 
5/27/08 0.00 
5/28/08 0.00 
5/29/08 0.00 
5/30/08 0.00 
5/31/08 0.00 
6/01/08 0.00 
6/02/08 0.00 
6/03/08 0.00 
6/04/08 0.00 
6/05/08 0.00 
6/06/08 0.00 
6/07/08 0.00 
6/08/08 0.00 
6/09/08 0.00 
6/10/08 0.00 
6/11/08 0.00 
6/12/08 0.00 
6/13/08 0.00 
6/14/08 0.00 
6/15/08 0.00 
6/16/08 0.00 
6/17/08 0.00 
6/18/08 0.00 
6/19/08 0.00 
6/20/08 0.00 
6/21/08 0.00 
6/22/08 0.00 
6/23/08 0.00 
6/24/08 0.00 
6/25/08 0.00 
6/26/08 
 6/27/08 
 6/28/08 
 6/29/08 
 6/30/08 
 7/01/08 
 7/02/08 
 7/03/08 
 7/04/08 
 7/05/08 
 7/06/08 
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7/07/08 
 7/08/08 
 7/09/08 
 7/10/08 
 7/11/08 
 7/12/08 
 7/13/08 
 7/14/08 
 7/15/08 
 7/16/08 
 7/17/08 
 7/18/08 
 7/19/08 
 7/20/08 
 7/21/08 
 7/22/08 
 7/23/08 
 7/24/08 
 7/25/08 
 7/26/08 
 7/27/08 
 7/28/08 
 7/29/08 
 7/30/08 
 7/31/08 
 8/01/08 
 8/02/08 
 8/03/08 
 8/04/08 
 8/05/08 
 8/06/08 
 8/07/08 
 8/08/08 
 8/09/08 
 8/10/08 
 8/11/08 
 8/12/08 
 8/13/08 
 8/14/08 
 8/15/08 
 8/16/08 
 8/17/08 
 8/18/08 
 
8/19/08 
 8/20/08 
 8/21/08 
 8/22/08 
 8/23/08 
 8/24/08 
 8/25/08 
 8/26/08 
 8/27/08 
 8/28/08 
 8/29/08 
 8/30/08 0.00 
8/31/08 0.00 
9/01/08 0.00 
9/02/08 0.00 
9/03/08 0.00 
9/04/08 0.00 
9/05/08 0.00 
9/06/08 0.00 
9/07/08 0.00 
9/08/08 0.00 
9/09/08 0.00 
9/10/08 
 9/11/08 2.01 
9/12/08 2.02 
9/13/08 1.96 
9/14/08 1.99 
9/15/08 2.01 
9/16/08 0.96 
9/17/08 0.42 
9/18/08 0.15 
9/19/08 0.07 
9/20/08 0.04 
9/21/08 0.00 
9/22/08 0.00 
9/23/08 0.00 
9/24/08 0.00 
9/25/08 0.00 
9/26/08 0.00 
9/27/08 0.00 
9/28/08 0.00 
9/29/08 0.00 
9/30/08 0.01 
10/01/08 0.00 
10/02/08 0.02 
10/03/08 0.07 
10/04/08 0.06 
10/05/08 0.04 
10/06/08 0.01 
10/07/08 0.01 
10/08/08 0.10 
10/09/08 0.39 
10/10/08 0.28 
10/11/08 0.19 
10/12/08 0.14 
10/13/08 0.12 
10/14/08 0.11 
10/15/08 0.08 
10/16/08 0.04 
10/17/08 0.03 
10/18/08 0.01 
10/19/08 0.00 
10/20/08 0.02 
10/21/08 0.01 
10/22/08 0.00 
10/23/08 0.00 
10/24/08 0.00 
10/25/08 0.02 
10/26/08 0.04 
10/27/08 0.03 
10/28/08 0.11 
10/29/08 0.09 
10/30/08 0.00 
10/31/08 0.02 
11/01/08 0.00 
11/02/08 0.00 
11/03/08 0.04 
11/04/08 0.11 
11/05/08 0.10 
11/06/08 0.06 
11/07/08 0.10 
11/08/08 0.84 
11/09/08 0.57 
11/10/08 0.37 
11/11/08 0.25 
11/12/08 0.28 
11/13/08 1.38 
11/14/08 1.38 
11/15/08 7.63 
11/16/08 11.71 
11/17/08 7.30 
11/18/08 3.03 
11/19/08 1.98 
11/20/08 1.24 
11/21/08 0.80 
11/22/08 0.66 
11/23/08 0.58 
11/24/08 0.67 
11/25/08 0.59 
11/26/08 0.66 
11/27/08 0.88 
11/28/08 0.98 
11/29/08 1.03 
11/30/08 1.42 
12/01/08 1.17 
12/02/08 0.81 
12/03/08 1.04 
12/04/08 2.21 
12/05/08 1.73 
12/06/08 1.32 
12/07/08 0.49 
12/08/08 0.34 
12/09/08 0.62 
12/10/08 1.52 
12/11/08 1.14 
12/12/08 0.65 
12/13/08 0.37 
12/14/08 0.38 
12/15/08 9.24 
12/16/08 9.50 
12/17/08 2.83 
12/18/08 1.23 
12/19/08 1.01 
12/20/08 0.54 
12/21/08 0.54 
12/22/08 0.10 
12/23/08 0.08 
12/24/08 2.01 
12/25/08 3.49 
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12/26/08 1.89 
12/27/08 7.79 
12/28/08 12.10 
12/29/08 11.72 
12/30/08 10.90 
12/31/08 3.75 
 
 
 
 
APPENDIX VII: SIMULATION OUTPUT  
 
TIME PREC SURQ TILEQ SW SURQ    CROPNO3 TILENO3 
 
(mm) (mm) (mm) (mm) ----- 
 
(kg/ha) 
1 0 0 0 27.73 0 0 0 
2 1.97 0 0 27.71 0 0 0 
3 0 0 0 27.69 0 0 0 
4 0 0 0 27.68 0 0 0 
5 0 0 0 27.66 0 0 0 
6 0 0 0 29.45 0 0 0 
7 0 0 0 29.28 0 0 0 
8 1.31 0 0 30.58 0 0 0 
9 0.43 0 0 30.57 0 0 0 
10 0 0 0 30.16 0 0 0 
11 2.34 0 0 32.91 0 0 0 
12 0 0 0 32.7 0 0 0 
13 0.69 0 0 32.7 0 0 0 
14 1.17 0 0 32.7 0 0 0 
15 4.64 0 0 32.7 0 0 0 
16 0 0 0 32.54 0 0 0 
17 0.28 0 0 32.54 0 0 0 
18 6.58 0 0 32.54 0 0 0 
19 6.57 0 0 32.54 0 0 0 
20 0 0 0 32.54 0 0 0 
21 0 0 0 32.37 0 0 0 
22 0 0 0 32.18 0 0 0 
23 0 0 0 32.17 0 0 0 
24 2.52 0 0 32.17 0 0 0 
25 1.1 0 0 32.1 0 0 0 
26 0 0 0 31.99 0 0 0 
27 0.1 0 0 31.99 0 0 0 
28 0 0 0 31.96 0 0 0 
29 0 0 0 31.94 0 0 0 
30 1.23 0 0 31.94 0 0 0 
31 4.79 0 0 31.94 0 0 0 
1 35.72 0 0 31.94 0 00   0.00 0 
32 0 0 0 31.9 0 0 0 
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33 0.86 0 0 31.9 0 0 0 
34 0 0 0 31.77 0 0 0 
35 0 0 0 31.74 0 0 0 
36 0 0 0 31.63 0 0 0 
37 2.61 0 0 31.63 0 0 0 
38 0.49 0 0 31.63 0 0 0 
39 0.22 0 0 31.63 0 0 0 
40 0 0 0 31.46 0 0 0 
41 0 0 0 31.4 0 0 0 
42 0 0 0 31.4 0 0 0 
43 0 0 0 36.74 0 0 0 
44 0 0 0 36.88 0 0 0 
45 0 0 0 49.74 0 0 0 
46 0 0 0 52.57 0 0 0 
47 3.37 0 0 52.57 0 0 0 
48 0.2 0 0 52.57 0 0 0 
49 0 0 0 52.38 0 0 0 
50 0 0 0 52.25 0 0 0 
51 2.07 0 0 52.25 0 0 0 
52 0.19 0 0 52.22 0 0 0 
53 0 0 0 52.08 0 0 0 
54 0 0 0 52.06 0 0 0 
55 0 0 0 51.91 0 0 0 
56 0 0 0 51.81 0 0 0 
57 0 0 0 51.57 0 0 0 
58 0 0 0 51.42 0 0 0 
59 0.11 0 0 51.42 0 0 0 
2 10.13 0 0 51.42 0 00   0.00 0 
60 0.86 0 0 51.42 0 0 0 
61 0.83 0 0 51.42 0 0 0 
62 1.71 0 0 51.41 0 0 0 
63 1.21 0 0 51.41 0 0 0 
64 4.46 0 0 51.41 0 0 0 
65 0 0 0 51.23 0 0 0 
66 3.8 0 0 51.23 0 0 0 
67 0 0 0 52.81 0 0 0 
68 4.98 0 0 52.81 0 0 0 
69 0 0 0 72.18 0 0 0 
70 0 0 0 85.93 0 0 0 
71 0 0 0 84.84 0 0 0 
72 0 0 0 83.84 0 0 0 
73 1.43 0 0 84.74 0 0 0 
74 2.67 0 0 86.78 0 0 0 
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75 0.34 0 0 86.49 0 0 0 
76 0 0 0 85.66 0 0 0 
77 0 0 0 84.74 0 0 0 
78 0.39 0 0 84.71 0 0 0 
79 0 0 0 84.38 0 0 0 
80 0 0 0 83.42 0 0 0 
81 1.15 0 0 84.17 0 0 0 
82 0 0 0 82.93 0 0 0 
83 0 0 0 82.04 0 0 0 
84 0 0 0 81.49 0 0 0 
85 5.83 0 0 81.48 0 0 0 
86 0 0 0 81.45 0 0 0 
87 0 0 0 82.26 0 0 0 
88 0.33 0 0 82.26 0 0 0 
89 0 0 0 82.21 0 0 0 
90 0.1 0 0 82.21 0 0 0 
3 30.09 0 0 82.21 0 00   0.00 0 
91 1.06 0 0 88.07 0 0 0 
92 0 0 0 86.84 0 0 0 
93 4.53 0 0 86.84 0 0 0 
94 0.83 0 0 86.61 0 0 0 
95 0 0 0 90.54 0 0 0 
96 5.04 0 0 90.54 0 0 0 
97 0.4 0 0 90.54 0 0 0 
98 0 0 0 90.3 0 0 0 
99 0.25 0 0 90.3 0 0 0 
100 0 0 0 94.48 0 0 0 
101 0 0 0 92.19 0 0 0 
102 0 0 0 90.87 0 0 0 
103 0 0 0 89.4 0 0 0 
104 0 0 0 88.7 0 0 0 
105 0 0 0 87.68 0 0 0 
106 0 0 0 86.42 0 0 0 
107 0 0 0 85.52 0 0 0 
108 0 0 0 84.56 0 0 0 
109 0 0 0 83.74 0 0 0 
110 0 0 0 82.87 0 0 0 
111 0 0 0 82.04 0 0 0 
112 4.22 0 0 84.91 0 0 0 
113 3.32 0 0 87.82 0 0 0 
114 0 0 0 85.95 0 0 0 
115 7.94 0 0 93.04 0 0 0 
116 3.42 0 0 93.04 0 0 0 
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117 1.38 0 0 93.04 0 0 0 
118 10.99 0 0 107.88 0 0 0 
119 0.91 0 0 108.14 0 0 0 
120 0 0 0 106.61 0 0 0 
4 44.28 0 0 106.61 0 00   0.00 0 
121 0 0 0 103.76 0 0 0 
122 0 0 0 102 0 0 0 
123 0 0 0 100.13 0 0 0 
124 0 0 0 98.13 0 0 0 
125 0 0 0 96.3 0 0 0 
126 0 0 0 94.65 0 0 0 
127 8.6 0 0 101.06 0 0 0 
128 1.47 0 0 100.92 0 0 0 
129 11.6 0 0 110.9 0 0 0 
130 0 0 0 107.61 0 0 0 
131 0 0 0 105.71 0 0 0 
132 0 0 0 103.39 0 0 0 
133 0 0 0 101.64 0 0 0 
134 2.89 0 0 103.61 0 0 0 
135 0.91 0 0 103.68 0 0 0 
136 0 0 0 100.54 0 0 0 
137 0 0 0 98.6 0 0 0 
138 6.47 0 0 103.34 0 0 0 
139 0 0 0 99.37 0 0 0 
140 0 0 0 97.98 0 0 0 
141 0 0 0 96.17 0 0 0 
142 4.28 0 0 98.54 0 0 0 
143 0 0 0 95.89 0 0 0 
144 0 0 0 94.24 0 0.59 0 
145 8.39 0 0 101.19 0 0.25 0 
146 1.68 0 0 101.98 0 0.19 0 
147 0 0 0 98.96 0 0.34 0 
148 0 0 0 96.6 0 0.83 0 
149 0 0 0 94.2 0 0.7 0 
150 0 0 0 92.42 0 1.08 0 
151 0 0 0 90.58 0 0.78 0 
5 46.29 0 0 90.58 0 00   4.77 0 
152 0 0 0 88.4 0 0.56 0 
153 0 0 0 86.41 0 1.7 0 
154 0.1 0 0 85.39 0 1.2 0 
155 0 0 0 83.41 0 2.04 0 
156 10.89 0 0 91.44 0 2.09 0 
157 0.63 0 0 89.94 0 2.55 0 
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158 4.24 0 0 91.89 0 1.73 0 
159 4.84 0 0 95.26 0 1.82 0 
160 1.28 0 0 94.3 0 2.21 0 
161 0 0 0 90.58 0 3.54 0 
162 0 0 0 86.81 0 5.06 0 
163 0 0 0 83.13 0 5.52 0 
164 0 0 0 79.73 0 5.95 0 
165 0 0 0 75.64 0 6.34 0 
166 0 0 0 72.13 0 6.81 0 
167 0 0 0 69.02 0 7.94 0 
168 0 0 0 65.34 0 7.18 0 
169 0 0 0 61.48 0 2.92 0 
170 0.89 0 0 60.67 0 0.31 0 
171 0 0 0 55.72 0 0.19 0 
172 0 0 0 50.49 0 0.43 0 
173 0 0 0 45.15 0 2.85 0 
174 0 0 0 40.9 0 6.87 0 
175 0 0 0 36.33 0 13.27 0 
176 2.42 0 0 37.26 0 7.38 0 
177 0 0 0 32.39 0 6.78 0 
178 0.84 0 0 30.91 0 5.13 0 
179 0 0 0 26.34 0 4.27 0 
180 0 0 0 21.81 0 6 0 
181 10.17 0 0 30.38 0 3.97 0 
6 36.31 0 0 30.38 0 00 124.63 0 
182 0 0 0 26.15 0 3.76 0 
183 0.19 0 0 25.28 0 2.66 0 
184 5.51 0 0 30.35 0 0.58 0 
185 0 0 0 25.85 0 3.64 0 
186 0.95 0 0 26 0 1.38 0 
187 0 0 0 21.74 0 3.86 0 
188 0 0 0 18.57 0 5.07 0 
189 0.65 0 0 18.12 0 3.57 0 
190 0 0 0 16.16 0 2.67 0 
191 0 0 0 14.72 0 0.61 0 
192 0 0 0 13.17 0 0.48 0 
193 0 0 0 11.78 0 0.57 0 
194 0 0 0 10.28 0 0.24 0 
195 0.33 0 0 10.16 0 0.42 0 
196 0 0 0 8.6 0 0.01 0 
197 6.42 0 0 13.1 0 0.26 0 
198 0.42 0 0 12.06 0 0.31 0 
199 0.59 0 0 11.49 0 0.15 0 
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200 0.7 0 0 11.35 0 0.27 0 
201 3.28 0 0 13.41 0 0.01 0 
202 0 0 0 10.25 0 0.21 0 
203 0 0 0 8.61 0 0.67 0 
204 0 0 0 7.28 0 4.96 0 
205 0 0 0 6.25 0 4.81 0 
206 1.15 0 0 6.88 0 2.58 0 
207 7.38 0 0 13.41 0 1.19 0 
208 0 0 0 9.63 0 4.5 0 
209 0 0 0 6.37 0 4.99 0 
210 0 0 0 5.31 0 5.76 0 
211 0.74 0 0 5.67 0 1.86 0 
212 2.56 0 0 6.79 0 2.16 0 
7 30.87 0 0 6.79 0 00  64.22 0 
213 3.27 0 0 8.46 0 0.54 0 
214 0 0 0 5.8 0 0.55 0 
215 0 0 0 4.63 0 1.19 0 
216 0 0 0 3.69 0 0.34 0 
217 0 0 0 2.63 0 0.11 0 
218 1.14 0 0 3.13 0 0.07 0 
219 2.68 0 0 4.37 0 0.06 0 
220 0.46 0 0 3.37 0 0.4 0 
221 4.01 0 0 5.88 0 0.92 0 
222 0.36 0 0 4.83 0 0.6 0 
223 0 0 0 3.22 0 0.5 0 
224 0 0 0 2.69 0 0.45 0 
225 0 0 0 2.21 0 0.12 0 
226 0 0 0 1.97 0 0.07 0 
227 0 0 0 1.77 0 0.04 0 
228 0 0 0 1.61 0 0.03 0 
229 0 0 0 1.49 0 0.03 0 
230 0.1 0 0 1.49 0 0.03 0 
231 0.94 0 0 2.26 0 0.02 0 
232 0 0 0 2.06 0 0.02 0 
233 2.8 0 0 3.82 0 0.02 0 
234 0 0 0 2.96 0 0.1 0 
235 0 0 0 2.62 0 0.12 0 
236 0 0 0 2.4 0 0.1 0 
237 0 0 0 2.21 0 0.09 0 
238 0 0 0 2.01 0 0.04 0 
239 0.58 0 0 2.47 0 0.04 0 
240 0 0 0 2.22 0 0.03 0 
241 0 0 0 2 0 0.03 0 
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242 2.81 0 0 3.27 0 0.03 0 
243 0.1 0 0 3.12 0 0.29 0 
8 19.26 0 0 3.12 0 00   6.98 0 
244 2.89 0 0 5.83 0 0.04 0 
245 0 0 0 4.68 0 0.07 0 
246 0 0 0 3.87 0 0.12 0 
247 0 0 0 3.57 0 0.15 0 
248 0 0 0 3.27 0 0 0 
249 0 0 0 3.04 0 0 0 
250 0 0 0 2.8 0 0.01 0 
251 0 0 0 2.64 0 0.01 0 
252 0 0 0 2.43 0 0.01 0 
253 1.86 0 0 3.5 0 0.01 0 
254 4.21 0 0 6.67 0 0.14 0 
255 1.57 0 0 7.76 0 0.14 0 
256 5.77 0 0 13.21 0 0.06 0 
257 0 0 0 11.87 0 0.02 0 
258 0 0 0 10.75 0 0.14 0 
259 0 0 0 9.58 0 0.14 0 
260 2.2 0 0 10.86 0 0.12 0 
261 0 0 0 9.84 0 0.09 0 
262 0.36 0 0 10.1 0 0.09 0 
263 0.1 0 0 9.78 0 0.03 0 
264 1.18 0 0 10.66 0 0.06 0 
265 0 0 0 9.32 0 0.02 0 
266 0 0 0 8.57 0 0.1 0 
267 0 0 0 7.64 0 0.06 0 
268 0 0 0 7.14 0 0.07 0 
269 0 0 0 6.72 0 0.07 0 
270 0 0 0 6.35 0 0.01 0 
271 0 0 0 6.03 0 0.02 0 
272 0 0 0 5.75 0 0.01 0 
273 0 0 0 5.56 0 0 0 
9 20.15 0 0 5.56 0 00   1.80 0 
274 0 0 0 5.29 0 0 0 
275 0 0 0 5.15 0 0 0 
276 0 0 0 5.05 0 0 0 
277 0 0 0 4.96 0 0 0 
278 1.51 0 0 6.35 0 0 0 
279 5.36 0 0 11.2 0 0 0 
280 0 0 0 10.01 0 0 0 
281 11.27 0 0 21.1 0 0 0 
282 0 0 0 20.01 0 0 0 
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283 0 0 0 18.95 0 0 0 
284 0 0 0 18.25 0 0 0 
285 3.48 0 0 21.6 0 0 0 
286 0 0 0 20.39 0 0 0 
287 0.1 0 0 20.35 0 0 0 
288 0.24 0 0 20.44 0 0 0 
289 0 0 0 19.64 0 0 0 
290 7.5 0 0 26.66 0 0 0 
291 8.81 0 0 34.52 0 0 0 
292 0 0 0 32.98 0 0 0 
293 0 0 0 31.47 0 0 0 
294 0 0 0 30.5 0 0 0 
295 0 0 0 29.1 0 0 0 
296 0 0 0 27.83 0 0 0 
297 5.19 0 0 32.57 0 0 0 
298 0 0 0 31.21 0 0 0 
299 0 0 0 30.66 0 0 0 
300 0 0 0 30.12 0 0 0 
301 0 0 0 29.18 0 0 0 
302 0 0 0 28.45 0 0 0 
303 1.73 0 0 29.89 0 0 0 
304 1.02 0 0 30.68 0 0 0 
10 46.22 0 0 30.68 0 00   0.00 0 
305 3.44 0 0 30.63 0 0 0 
306 3.33 0 0 30.63 0 0 0 
307 5.84 0 0 30.63 0 0 0 
308 0 0 0 30.63 0 0 0 
309 13.66 0 0 30.63 0 0 0 
310 12.79 0 0 59.12 0 0 0 
311 0 0 0 69.49 0 0 0 
312 7.96 0 0 77.31 0 0 0 
313 5.11 0 0 82.13 0 0 0 
314 9.04 0 0 91.01 0 0 0 
315 0.12 0 0 90.94 0 0 0 
316 10.46 0 0 101.29 0 0 0 
317 1.36 0 0 102.54 0 0 0 
318 1.04 0 0 103.5 0 0 0 
319 0 0 0 103.36 0 0 0 
320 2.47 0 0 103.36 0 0 0 
321 33.32 0 0 103.31 0 0 0 
322 0.88 0 0 103.31 0 0 0 
323 13.19 0 0 103.31 0 0 0 
324 0 0 0 103.31 0 0 0 
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 325 0 0 0 113.01 0 0 0 
326 17.02 0 0 115.03 0 0 0 
327 1.63 0.02 0 145.41 0 0 0 
328 0 0 1.56 169.78 0 0 0.91 
329 0 0 0.14 169.33 0 0 0.08 
330 0 0 0.01 169.01 0 0 0.01 
331 0 0 0 168.8 0 0 0 
332 0 0 0 168.15 0 0 0 
333 0 0 0 168.01 0 0 0 
334 7.92 0 0.9 174.87 0 0 0.3 
11 150.58 0.02 2.62 174.87 0 00   0.00 1.29 
335 0 0 0.08 174.82 0 0 0.03 
336 3.99 0 0.01 174.81 0 0 0 
337 0 0 0.42 175.92 0 0 0.2 
338 0 0 1.11 177.08 0 0 0.32 
339 0 0 0.1 177.02 0 0 0.03 
340 0 0 0.01 176.93 0 0 0 
341 3.31 0 0 176.93 0 0 0 
342 0 0 0.23 179.59 0 0 0.05 
343 7.26 0 0.02 179.59 0 0 0 
344 5.49 0 0 179.58 0 0 0 
345 0 0 0 179.57 0 0 0 
346 2.37 0 0 179.57 0 0 0 
347 2.31 0 0 179.56 0 0 0 
348 1.52 0 0 179.56 0 0 0 
349 0 0 0 179.56 0 0 0 
350 1.31 0 0 179.56 0 0 0 
351 1.96 0 0 179.42 0 0 0 
352 0 0 0 179.42 0 0 0 
353 0.1 0 0 179.42 0 0 0 
0 0.01 0 0 0 0 0 
 355 0 0 0 187.91 0 0 0 
356 0 0 0 187.91 0 0 0 
357 3.41 0 0 187.9 0 0 0 
358 0.55 0 0 187.9 0 0 0 
359 0.1 0 0 187.89 0 0 0 
360 0 0 0 190.5 0 0 0 
361 2.08 0 0 190.5 0 0.02 0 
362 1.69 0 0 190.5 0 0.02 0 
363 4.69 0 0 190.5 0 0.02 0 
364 0.28 0 0 190.5 0 0.02 0 
365 11.67 0 0 190.33 0 0 0 
12 66.03 0 1.98 190.33 0 00   0.08 0.63 
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(2008 SCENARIO) 
TIME PREC SURQ TILE SW NO3NO3  CROPNO3 TILE NO3 
 
(mm) (mm) (mm) (mm) ------------ kg/ha------- 
 
1 0 0 0 116.35 0 0 0 
2 2.89 0 0 116.29 0 0 0 
3 0 0 0 116.18 0 0 0 
4 0 0 0 116.1 0 0 0 
5 0 0 0 116.03 0 0 0 
6 0 0 0 118.27 0 0 0 
7 0 0 0 117.64 0 0 0 
8 1.92 0 0 119.54 0 0 0 
9 0.63 0 0 119.54 0 0 0 
10 0 0 0 119.21 0 0 0 
11 3.43 0 0 123.24 0 0 0 
12 0 0 0 122.79 0 0 0 
13 1.01 0 0 122.79 0 0 0 
14 1.71 0 0 122.79 0 0 0 
15 6.8 0 0 122.79 0 0 0 
16 0 0 0 122.48 0 0 0 
17 0.41 0 0 122.48 0 0 0 
18 9.65 0 0 122.48 0 0 0 
19 9.64 0 0 122.48 0 0 0 
20 0 0 0 122.43 0 0 0 
21 0 0 0 122.08 0 0 0 
22 0 0 0 121.7 0 0 0 
23 0 0 0 121.62 0 0 0 
24 3.69 0 0 121.62 0 0 0 
25 1.61 0 0 121.51 0 0 0 
26 0 0 0 121.28 0 0 0 
27 0.1 0 0 121.28 0 0 0 
28 0 0 0 121.16 0 0 0 
29 0 0 0 121.08 0 0 0 
30 1.8 0 0 121.07 0 0 0 
31 7.02 0 0 121.07 0 0 0 
1 52.32 0 0 121.07 0 0 0.00    0.00 
32 0 0 0 121.07 0 0 0 
33 3.7 0 0 121.07 0 0 0 
34 0 0 0 121.04 0 0 0 
35 0 0 0 121.04 0 0 0 
36 0 0 0 121.04 0 0 0 
37 11.25 0 0 121.04 0 0 0 
38 2.13 0 0 121.03 0 0 0 
39 0.94 0 0 121.03 0 0 0 
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40 0 0 0 121.03 0 0 0 
41 0 0 0 121.03 0 0 0 
42 0 0 0 121.03 0 0 0 
43 0 0 0 138.25 0 0 0 
44 0 0 0 152.14 0 0 0 
45 0 0.69 0 175.08 0 0 0 
46 0 0.11 0 181.34 0 0 0 
47 14.5 0.02 0 181.34 0 0 0 
48 0.88 0 0 181.34 0 0 0 
49 0 0 0 182.94 0 0 0 
50 0 0 0 182.94 0 0 0 
51 8.89 0 0 182.94 0 0 0 
52 0.82 0 0 182.84 0 0 0 
53 0 0 0 182.84 0 0 0 
54 0 0 0 182.84 0 0 0 
55 0 0 0 182.77 0 0 0 
56 0 0 0 182.74 0 0 0 
57 0 0 0 182.64 0 0 0 
58 0 0 0 182.64 0 0 0 
59 0.49 0 0 182.64 0 0 0 
60 1.05 0 0 182.63 0 0 0 
2 44.66 0.81 0 182.63 0 00   0.00 0.02    0.00 
61 1.13 0 0 182.63 0 0 0 
62 2.34 0 0 182.63 0 0 0 
63 1.65 0 0 182.63 0 0 0 
64 6.08 0 0 182.63 0 0 0 
65 0 0 0 182.57 0 0 0 
66 5.18 0 0 182.57 0 0 0 
67 0 0 0 182.57 0 0 0 
68 6.79 0 0 182.57 0 0 0 
69 0 0 0 190.13 0 0 0 
70 0 0 0 194 0 0 0 
71 0 0.02 0 205.28 0 0 0 
72 0 0.53 0 218.69 0 0 0 
73 1.95 0.08 0 218.69 0 0 0 
74 3.64 0.01 0 218.69 0 0 0 
75 0.47 0 0 218.69 0 0 0 
76 0 0 0 218.67 0 0 0 
77 0 0 0 218.61 0 0 0 
78 0.53 0 0 218.6 0 0 0 
79 0 0 0 224.09 0 0 0 
80 0 0.89 0 234.72 0 0 0 
81 1.57 0.14 0 234.72 0 0 0 
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82 0 0.02 0 235.63 0 0 0 
83 0 0 0 234.76 0 0 0 
84 0 0 0 234.02 0 0 0 
85 7.95 0 0 234.02 0 0 0 
86 0 0 0 234.02 0 0 0 
87 0 0 0 234.02 0 0 0 
88 0.44 0 0 234.02 0 0 0 
89 0 0 0 234.02 0 0 0 
90 0.12 0 0 234.02 0 0 0 
91 0 0 0 234.02 0 0 0 
3 39.84 1.69 0 234.02 0 00   0.00 0.03    0.00 
92 0 0.32 0 239.86 0 0 0 
93 1.01 0.05 0 239.86 0 0 0 
94 4.34 0.03 0 244.24 0 0 0 
95 0 0 0 241.65 0 0 0 
96 0.8 0 0 241.89 0 0 0 
97 4.83 0 0 241.89 0 0 0 
98 0 0.01 0 244.44 0 0 0 
99 0.38 0 0 244.59 0 0 0 
100 0 0 0 241.46 0 0 0 
101 0 0 0 238.27 0 0 0 
102 0 0 0 236.03 0 0 0 
103 0 0 0 233.49 0 0 0 
104 0 0 0 231.86 0 0 0 
105 0 0 0 229.95 0 0 0 
106 0 0 0 228.11 0 0 0 
107 0 0 0 226.54 0 0 0 
108 0 0 0 225.04 0 0 0 
109 0 0 0 223.56 0 0 0 
110 0 0 0 222.25 0 0 0 
111 0 0 0 220.88 0 0 0 
112 0.24 0 0 220.24 0 0 0 
113 4.04 0 0 223.76 0 0 0 
114 0 0 0 220.68 0 0 0 
115 3.18 0 0 222.86 0 0 0 
116 7.61 0 0 230.42 0 0 0 
117 3.28 0 0 233.47 0 0 0 
118 1.33 0 0 233.65 0 0 0 
119 10.53 0 0 243.34 0 0 0 
120 0 0 0 240.4 0 0 0 
121 0 0 0 238.32 0 0 0 
4 41.57 0.4 0 238.32 0 00   0.00 0.01    0.00 
122 0 0 0 236.48 0 0 0 
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123 0 0 0 234.82 0 0 0 
124 0 0 0 232.54 0 0 0 
125 0 0 0 230.48 0 0 0 
126 0 0 0 228.49 0 0 0 
127 1.28 0 0 228.46 0 0 0 
128 11.68 0 0 238.54 0 0 0 
129 2 0 0 239.12 0 0 0 
130 0 0 0 235.72 0 0 0 
131 0 0 0 233.73 0 0 0 
132 0 0 0 231.42 0 0 0 
133 0 0 0 229.79 0 0 0 
134 15.76 0 0 244.55 0 0 0 
135 3.93 0 0 247.58 0 0 0 
136 0 0 0 244.17 0 0 0 
137 0 0 0 241.79 0 0 0 
138 1.23 0 0 241.57 0 0 0 
139 0 0 0 237.93 0 0 0 
140 0 0 0 236.21 0 0 0 
141 0 0 0 234.1 0 0 0 
142 8.79 0 0 240.91 0 0 0 
143 0 0 0 237.75 0 0 0 
144 0 0 0 235.93 0 0 0 
145 5.81 0 0 240.21 0 0 0 
146 11.4 0 0 250.71 0 0.2 0 
147 0 0 0 247.42 0 0.23 0 
148 0 0 0 244.44 0 0.53 0 
149 0 0 0 241.69 0 0.56 0 
150 0 0 0 239.47 0 0.56 0 
151 0 0 0 237.39 0 0.59 0 
152 0 0 0 235.36 0 0.53 0 
5 61.9 0 0 235.36 0 01   3.20 0.00    0.00 
153 0 0 0 232.74 0 0.66 0 
154 3.27 0 0 233.62 0 0.47 0 
155 0 0 0 230.48 0 0.74 0 
156 0.11 0 0 228.77 0 0.58 0 
157 26.9 0.58 10.58 240.04 0 0.76 4.04 
158 1.56 0.09 0.96 238.88 0 0.65 0.37 
159 10.47 0.01 0.09 247.67 0 0.55 0.03 
160 11.95 0 14.79 240.68 0 0.84 5.36 
161 0 0 1.34 236.23 0 1.21 0.49 
162 0 0 0.12 231.91 0 1.82 0.04 
163 0 0 0.01 228.15 0 2.06 0 
164 0 0 0 224.84 0 2.5 0 
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165 0 0 0 221.16 0 2.83 0 
166 0 0 0 217.97 0 3.06 0 
167 0 0 0 215.22 0 4.68 0 
168 0 0 0 211.86 0 5.48 0 
169 0 0 0 208.25 0 6.14 0 
170 3.16 0 0 209.44 0 3.24 0 
171 0 0 0 204.02 0 4.46 0 
172 0 0 0 198.92 0 3.63 0 
173 0 0 0 193.67 0 5.13 0 
174 0 0 0 189.24 0 0.05 0 
175 0 0 0 184.48 0 0.05 0 
176 2.21 0 0 185.12 0 0.05 0 
177 0 0 0 179.48 0 16 0 
178 5.97 0 0 182.68 0 9.04 0 
179 0 0 0 177.34 0 3.09 0 
180 0 0 0 172.18 0 5.01 0 
181 2.08 0 0 172.45 0 5.02 0 
182 0 0 0 167.04 0 0 0 
6 67.69 0.68 27.89 167.04 0 01  89.80 0.01   10.34 
183 67.45 1.4 0 231.64 0.01 0 0 
184 1.4 0.21 0 232.55 0 0 0 
185 0 0.03 0 227.47 0 0 0 
186 40.07 3.22 18.19 242.71 0.01 0 5.1 
187 0 0.49 1.85 237.48 0 0 0.52 
188 0 0.08 0.17 232.4 0 0 0.05 
189 6.9 0.01 0.02 236.97 0 0 0 
190 0 0 0 231.91 0 0 0 
191 0 0 0 227.27 0 0 0 
192 0 0 0 222.29 0 0.31 0 
193 0 0 0 217.78 0 3.7 0 
194 0 0 0 213.01 0 2.98 0 
195 4.7 0 0 216.3 0 3.26 0 
196 0 0 0 211.31 0 0 0 
197 2.43 0 0 211.23 0 4.15 0 
198 46.66 2.52 10.51 241.3 0.01 2.46 3.96 
199 3.08 0.39 0.95 242.8 0 1.95 0.36 
200 4.28 0.06 0.09 245.89 0 1.66 0.03 
201 5.05 0.01 0.01 249.27 0 1.26 0 
202 0 0 0 244.77 0 1.72 0 
203 0 0 0 240.51 0 4.57 0 
204 0 0 0 236.42 0 4.62 0 
205 0 0 0 232.36 0 4.73 0 
206 23.85 0.39 11.27 241.59 0 4.8 4.23 
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207 8.38 0.06 1.02 248.81 0 2.43 0.38 
208 0 0.01 0.09 243.7 0 0.87 0.03 
209 0 0 0.01 238.7 0 4.18 0 
210 0 0 0 233.65 0 4.58 0 
211 53.61 9.43 18.19 254.37 0.02 4.54 4.33 
212 5.34 1.44 16.51 241.3 0 1.58 3.84 
213 18.59 0.41 16.32 241 0 2.37 3.52 
7 291.79 20.16 95.2 241 0.05 01  62.71 0.02   26.38 
214 0 0.06 1.48 237.16 0 2.37 0.32 
215 0 0.01 0.13 233.02 0 3.29 0.03 
216 0 0 0.01 228.79 0 3.48 0 
217 0 0 0 224.24 0 3.59 0 
218 20.45 0 0 242.39 0 3.59 0 
219 7.15 0 0 247.53 0 2.11 0 
220 16.78 0.21 18.19 241.76 0 1.69 1.07 
221 2.86 0.03 1.65 242.44 0 1.9 0.1 
222 25.13 1.26 18.34 243.85 0 1.89 0.58 
223 0 0.19 1.66 239.59 0 1.65 0.05 
224 0 0.03 0.15 236.18 0 2.13 0 
225 0 0 0.01 232.7 0 0.48 0 
226 0 0 0 229.95 0 0 0 
227 0 0 0 227.95 0 0 0 
228 0 0 0 225.68 0 0 0 
229 0 0 0 223.68 0 0 0 
230 2.27 0 0 224.6 0 0 0 
231 0.27 0 0 223.89 0 0 0 
232 0 0 0 221.49 0 0 0 
233 5.88 0 0 226.23 0 0 0 
234 0 0 0 224.27 0 0 0 
235 0 0 0 222.49 0 0 0 
236 0 0 0 220.9 0 0 0 
237 0 0 0 219.59 0 0 0 
238 0 0 0 217.97 0 0 0 
239 17.55 0 0 234.23 0 0 0 
240 0 0 0 230.94 0 0 0 
241 0 0 0 228.09 0 0 0 
242 3.62 0 0 229.73 0 0 0 
243 17.61 0 0 246.06 0 0 0 
244 0.19 0 0 245.35 0 0 0 
8 119.75 1.8 41.63 245.35 0 00  28.17 0.00    2.15 
245 0 0 0 243.71 0 0 0 
246 0 0 0 242.95 0 0 0 
247 0 0 0 242.23 0 0 0 
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248 0 0 0 240.87 0 0 0 
249 0 0 0 239.7 0 0 0 
250 0 0 0 238.34 0 0 0 
251 0 0 0 237.32 0 0 0 
252 0 0 0 235.99 0 0 0 
253 13.78 0 0 248.44 0 0 0 
254 8.86 0 12.68 241.98 0 0 0.07 
255 20.07 0.37 17.73 242.69 0 0 0.22 
256 7.51 0.06 1.61 249.78 0 0 0.02 
257 0 0.01 0.15 248.05 0 0 0 
258 0 0 0.01 246.6 0 0 0 
259 0 0 0 245.15 0 0 0 
260 27.5 2.09 18.19 248.92 0.02 0 0.46 
261 0 0.32 1.65 247.52 0 0 0.04 
262 10.48 0.05 13.46 243.14 0 0 0.39 
263 1.73 0.01 1.22 244.2 0 0 0.04 
264 0.28 0 0.11 244.07 0 0 0 
265 0 0 0.01 242.17 0 0 0 
266 0 0 0 241.08 0 0 0 
267 0 0 0 239.74 0 0 0 
268 0 0 0 238.52 0 0 0 
269 0 0 0 237.41 0 0 0 
270 0 0 0 236.08 0 0 0 
271 0 0 0 234.92 0 0 0 
272 0 0 0 233.38 0 0 0 
273 0 0 0 232.24 0 0 0 
274 0 0 0 231.05 0 0 0 
9 90.2 2.91 66.82 231.05 0.02 00   0.00 0.00    1.25 
275 0 0 0 230.22 0 0 0 
276 0 0 0 229.57 0 0 0 
277 0 0 0 228.97 0 0 0 
278 1.7 0 0 230.28 0 0 0 
279 2.37 0 0 231.95 0 0 0 
280 0 0 0 230.19 0 0 0 
281 8.42 0 0 238.36 0 0 0 
282 0 0 0 236.71 0 0 0 
283 0 0 0 234.98 0 0 0 
284 0 0 0 233.9 0 0 0 
285 17.71 0.01 0 251.37 0 0 0 
286 0 0 0 249.47 0 0 0 
287 5.46 0 10.54 243 0 0 0.44 
288 0.1 0 0.96 242.79 0 0 0.04 
289 0 0 0.09 241.17 0 0 0 
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290 0.38 0 0.01 240.94 0 0 0 
291 11.79 0 0 251.39 0 0 0 
292 0 0 0 248.93 0 0 0 
293 0 0 0 246.43 0 0 0 
294 0 0 0 244.82 0 0 0 
295 0 0 0 242.53 0 0 0 
296 0 0 0 240.45 0 0 0 
297 13.85 0 9.96 242.68 0 0 0.54 
298 0 0 0.9 240.5 0 0 0.05 
299 0 0 0.08 239.64 0 0 0 
300 0 0 0.01 238.76 0 0 0 
301 0 0 0 237.21 0 0 0 
302 0 0 0 236.01 0 0 0 
303 8.16 0 0 242.59 0 0 0 
304 2.72 0 0 246.55 0 0 0 
305 1.6 0 0 247.71 0 0 0 
10 74.27 0.01 22.54 247.71 0 00   0.00 0.00    1.08 
306 4.01 0 0 247.69 0 0 0 
307 3.87 0 0 247.67 0 0 0 
308 0 0 0 247.65 0 0 0 
309 6.79 0 0 247.63 0 0 0 
310 15.89 3.33 18.19 253.8 0.02 0 1.73 
311 0 0.51 11.46 242.83 0 0 1.12 
312 14.88 0.09 14.07 243.17 0 0 1.54 
313 9.26 0.01 1.28 252.09 0 0 0.14 
314 5.95 0 13.46 243.14 0 0 1.63 
315 10.51 0 10.6 243.08 0 0 1.38 
316 0.14 0 0.96 243.13 0 0 0.13 
317 12.17 0 10.95 243.18 0 0 1.52 
318 1.58 0 0.99 244.67 0 0 0.14 
319 0 0 0.09 244.51 0 0 0.01 
320 1.2 0 0.01 244.51 0 0 0 
321 2.88 0 0 244.46 0 0 0 
322 38.77 0 0 244.46 0 0 0 
323 1.03 0 0 244.45 0 0 0 
324 0 0 0 244.45 0 0 0 
325 0 0.69 0 252.45 0.01 0 0 
326 15.34 0.11 0 253.39 0 0 0 
327 19.8 29.21 0 269.75 0.06 0 0 
328 0 6.37 18.19 265.56 0.02 0 2.8 
329 0 0.97 19.84 245.15 0 0 3.05 
330 0 0.15 1.8 244.92 0 0 0.28 
331 0 0.02 0.16 244.69 0 0 0.03 
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332 0 0 0.01 244.17 0 0 0 
333 0 0 0 244.01 0 0 0 
334 1.9 0 0 245.88 0 0 0 
335 0 0 0 245.76 0 0 0 
11 165.97 41.47 122.06 245.76 0.13 01   0.00 0.04   15.49 
336 8.54 0 0 245.75 0 0 0 
337 0 0 0 249.64 0 0 0 
338 0 0 9.86 243.22 0 0 1.6 
339 0 0 0.89 243.16 0 0 0.15 
340 0 0 0.08 243.08 0 0 0.01 
341 4.64 0 0.01 243.08 0 0 0 
342 0 0 0 247.5 0 0 0 
343 3.85 0 0 247.49 0 0 0 
344 8.44 0 0 247.48 0 0 0 
345 0 0 0 247.47 0 0 0 
346 6.39 0 0 247.45 0 0 0 
347 2.76 0 0 247.44 0 0 0 
348 2.69 0 0 247.43 0 0 0 
349 0 0 0 247.42 0 0 0 
350 1.77 0 0 247.41 0 0 0 
351 1.53 0 0 247.28 0 0 0 
352 0 0 0 247.21 0 0 0 
353 2.27 0 0 247.2 0 0 0 
354 0.1 0 0 249.43 0 0 0 
355 0 0.85 0 257.16 0 0 0 
356 0 0.13 0 257.15 0 0 0 
357 13.86 0.02 0 257.14 0 0 0 
358 3.96 0 0 257.12 0 0 0 
359 0.64 0 0 257.11 0 0 0 
360 0 0.07 0 261.4 0 0 0 
361 0.1 0.01 0 261.39 0 0 0 
362 2.42 0 0 261.38 0 0 0 
363 1.96 0 0 261.37 0 0 0 
364 5.45 0 0 261.36 0 0 0 
365 0.32 0 0 261.16 0 0 0 
12 71.69 1.09 10.84 261.16 0 00   0.00 0.00    1.76 
        
2008 1121.66 71.02 386.97 261.16 0.22 05 183.88 0.12   58.44 
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APPENDIX VIII: SWAT Model Relevant Source Codes 
 
subroutine subbasin 
       
!!    ~ ~ ~ PURPOSE ~ ~ ~ 
!!    this subroutine controls the simulation of the land phase of the  
!!    hydrologic cycle 
 
!!    ~ ~ ~ INCOMING VARIABLES ~ ~ ~ 
!!    name           |units         |definition 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
!!    auto_wstr(:,:,:)|none         |water stress factor which triggers auto 
!!                                  |irrigation 
!!    bio_e(:)       |(kg/ha)/      |biomass-energy ratio 
!!                   |     (MJ/m**2)|The potential (unstressed) growth rate 
per 
!!                                  |unit of intercepted photosynthetically 
!!                                  |active radiation. 
!!    canev          |mm H2O        |amount of water evaporated from canopy 
!!                                  |storage 
!!    ep_day         |mm H2O        |actual amount of transpiration that 
occurs 
!!                                  |on day in HRU 
!!    es_day         |mm H2O        |actual amount of evaporation (soil et) 
that 
!!                                  |occurs on day in HRU 
!!    gw_q(:)        |mm H2O        |groundwater contribution to streamflow 
from 
!!                                  |HRU on current day 
!!    hru_ra(:)      |MJ/m^2        |solar radiation for the day in HRU 
!!    iafer(:,:,:)   |julian date   |date of auto fertilization 
initialization 
!!    iairr(:,:,:)   |julian date   |date of auto irrigation initialization 
!!    iida           |julian date   |day being simulated (current julian 
date) 
!!    idplt(:,:,:)   |none          |land cover code from crop.dat 
!!    ifert(:,:,:)   |julian date   |date of fertilizer application 
!!    igro(:)        |none          |land cover status code 
!!                                  |0 no land cover currently growing 
!!                                  |1 land cover growing 
!!    iir(:,:,:)     |julian date   |date of irrigation operation 
!!    inum1          |none          |subbasin number 
!!    ipst(:,:,:)    |julian date   |date of pesticide application 
!!    imp_trig(:,:,:)|none          |release/impound action code: 
!!                                  |0 begin impounding water 
!!                                  |1 release impounded water 
!!    irelease(:,:,:)|julian date   |date of impound/release operation 
!!    irrsc(:)       |none          |irrigation source code: 
!!                                  |1 divert water from reach 
!!                                  |2 divert water from reservoir 
!!                                  |3 divert water from shallow aquifer 
!!                                  |4 divert water from deep aquifer 
!!                                  |5 divert water from source outside 
!!                                  |  watershed 
!!    iurban(:)      |none          |urban simulation code: 
!!                                  |0  no urban sections in HRU 
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!!                                  |1  urban sections in HRU, simulate using 
!!                                  |   USGS regression equations 
!!                                  |2  urban sections in HRU, simulate using 
!!                                  |   build up/wash off algorithm 
!!    latq(:)        |mm H2O        |total lateral flow in soil profile for 
the 
!!                                  |day in HRU 
!!    nafert(:)      |none          |sequence number of auto-fert application 
!!                                  |within the year 
!!    nair(:)        |none          |sequence number of auto-irrigation  
!!                                  |application within the year 
!!    nfert(:)       |none          |sequence number of fertilizer 
application 
!!                                  |within the year 
!!    nirr(:)        |none          |sequence number of irrigation 
application 
!!                                  |within the year 
!!    npest(:)       |none          |sequence number of pesticide application 
!!                                  |within the year 
!!    nrelease(:)    |none          |sequence number of impound/release 
!!                                  |operation within the year 
!!    nro(:)         |none          |sequence number of year in rotation 
!!    peakr          |m^3/s         |peak runoff rate 
!!    pet_day        |mm H2O        |potential evapotranspiration on current 
!!                                  |day in HRU 
!!    phuacc(:)      |none          |fraction of plant heat units accumulated 
!!    phuaf(:,:,:)   |none          |fraction of plant heat units at which 
!!                                  |auto-fertilization is initialized 
!!    phuai(:,:,:)   |none          |fraction of plant heat units at which 
!!                                  |auto-irrigation is initialized 
!!    phubase(:)     |heat units    |base zero total heat units (used when no 
!!                                  |land cover is growing) 
!!    phuirr(:,:,:)  |none          |fraction of plant heat units at which 
!!                                  |irrigation occurs 
!!    phun(:,:,:)    |none          |fraction of plant heat units at which 
!!                                  |fertilization occurs 
!!    phupst(:,:,:)  |none          |fraction of plant heat units at which 
!!                                  |pesticide application occurs 
!!    pot_fr(:)      |km2/km2       |fraction of HRU area that drains into 
!!                                  |pothole 
!!    pot_vol(:)     |m**3 H2O      |current volume of water stored in the  
!!                                  |depression/impounded area 
!!    precipday      |mm H2O        |precipitation for the day in HRU 
!!    qday           |mm H2O        |surface runoff loading to main channel 
from 
!!                                  |HRU for day 
!!    qtile          |mm H2O        |drainage tile flow in soil layer for the  
!!                                  |day 
!!    sci(:)         |none          |retention coefficient for CN method 
based 
!!                                  |on plant ET 
!!    sedyld(:)      |metric tons   |soil loss for day in HRU 
!!    smx(:)         |none          |retention coefficient for CN method 
based 
!!                                  |on soil moisture 
!!    surfq(:)       |mm H2O        |surface runoff generated on day in HRU 
!!    tmn(:)         |deg C         |minimum temperature for the day in HRU 
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!!    tmpav(:)       |deg C         |average temperature for the day in HRU 
!!    tmx(:)         |deg C         |maximum temperature for the day in HRU 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
 
!!    ~ ~ ~ OUTGOING VARIABLES ~ ~ ~ 
!!    name        |units         |definition 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
!!    albday      |none          |albedo, the fraction of the solar radiation 
!!                               |reflected at the soil surface back into 
!!                               |space 
!!    etday       |mm H2O        |actual evapotranspiration occuring on day 
!!                               |in HRU 
!!    ihru        |none          |HRU number 
!!    inflpcp     |mm H2O        |amount of precipitation that infiltrates 
!!                               |into soil (enters soil) 
!!    nafert(:)   |none          |sequence number of auto-fert application 
!!                               |within the year 
!!    nair(:)     |none          |sequence number of auto-irrigation  
!!                               |application within the year 
!!    qdfr        |none          |fraction of water yield that is surface 
!!                               |runoff 
!!    qdr(:)      |mm H2O        |total amount of water entering main channel 
!!                               |for day from HRU 
!!    sci(:)      |none          |retention coefficient for CN method based 
!!                               |on plant ET 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
 
!!    ~ ~ ~ LOCAL DEFINITIONS ~ ~ ~ 
!!    name        |units         |definition 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
!!    d           | 
!!    gma         |kPa/deg C     |psychrometric constant 
!!    ho          |              |net radiation 
!!    j           |none          |HRU number 
!!    pet_alpha   |none          |alpha factor in Priestley-Taylor ET  
!!                               |equation 
!!    tmpk        |deg K         |average temperature for the day in the HRU 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
 
!!    ~ ~ ~ SUBROUTINES/FUNCTIONS CALLED ~ ~ ~ 
!!    Intrinsic: Exp, Max 
!!    SWAT: varinit, albedo, solt, surface, percmain, etpot, etact, fert 
!!    SWAT: confert, graze, plantmod, nminrl, nitvol, pminrl, gwmod, apply 
!!    SWAT: washp, decay, pestlch, enrsb, pesty, orgn, psed, nrain, nlch 
!!    SWAT: solp, subwq, bacteria, urban, pothole, latsed, surfstor 
!!    SWAT: substor, wetland, hrupond, irrsub, autoirr, watuse, watbal 
!!    SWAT: sumv, virtual 
 
!!    ~ ~ ~ ~ ~ ~ END SPECIFICATIONS ~ ~ ~ ~ ~ ~ 
!!   ************************************************************************  
!!    Almendinger/Ulrich -- NEW VARIABLES 
!! 
!!    ~ ~ ~ OUTGOING VARIABLES ~ ~ ~ 
!!~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
!!    latno3_pnd(:)   |kg N/ha   |daily loading to reach from NO3-N entering  
!!                               |pond via lateral flow and exiting 
!!                               |via seepage gw return flow 
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!!    minpgw_pnd(:)   |kg P/ha   |daily loading to reach from soluble P 
entering  
!!                               |pond via gw return flow and exiting 
!!                               |via seepage gw return flow 
!!    no3gw_pnd(:)    |kg N/ha   |daily loading to reach from NO3-N entering 
!!                               |pond via gw return flow and exiting 
!!                               |via seepage gw return flow 
!!    qdr_pnd(:)      |mm H2O    |daily water entering pond as surface/lat/gw 
flow   
!!                               |and exiting as surface/gw return flow 
!!    sedminpa_pnd(:) |kg P/ha   |daily loading to reach from active mineral 
P 
!!                               |sorbed to sed. entering pond via surface 
runoff 
!!                               |and exiting via surface flow 
!!    sedminps_pnd(:) |kg P/ha   |daily loading to reach from stable mineral 
P 
!!                               |sorbed to sed. entering pond via surface 
runoff 
!!                               |and exiting via surface flow 
!!    sedorgn_pnd(:)  |kg N/ha   |daily loading to reach from organic N 
!!                               |entering pond via surface runoff and  
!!                               |exiting via surface flow 
!!    sedorgp_pnd(:)  |kg P/ha   |daily loading to reach from organic P 
!!                               |entering pond via surface runoff and  
!!                               |exiting via surface flow 
!!    sedyld_pnd(:)   |met tons  |daily loading to reach from eroded sediment 
!!                               |entering pond via surface runoff and  
!!                               |exiting via surface flow 
!!    surqno3_pnd(:)  |kg N/ha   |daily loading to reach from NO3-N 
!!                               |entering pond via surface runoff and  
!!                               |exiting via surface flow 
!!    surqsolp_pnd(:) |kg P/ha   |daily loading to reach from soluble P 
!!                               |entering pond via surface runoff and  
!!                               |exiting via surface flow 
!!    latno3_wet(:)   |kg N/ha   |daily loading to reach from NO3-N entering  
!!                               |wetland via lateral flow and exiting 
!!                               |via seepage gw return flow 
!!    minpgw_wet(:)   |kg P/ha   |daily loading to reach from soluble P 
entering  
!!                               |wetland via gw return flow and exiting 
!!                               |via seepage gw return flow 
!!    no3gw_wet(:)    |kg N/ha   |daily loading to reach from NO3-N entering 
!!                               |wetland via gw return flow and exiting 
!!                               |via seepage gw return flow 
!!    qdr_wet(:)      |mm H2O    |daily water entering wetland as 
surface/lat/gw flow   
!!                               |and exiting as surface/gw flow 
!!    sedminpa_wet(:) |kg P/ha   |daily loading to reach from active mineral 
P 
!!                               |sorbed to sed. entering wetland via surface 
runoff 
!!                               |and exiting via surface flow 
!!    sedminps_wet(:) |kg P/ha   |daily loading to reach from stable mineral 
P 
!!                               |sorbed to sed. entering wetland via surface 
runoff 
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!!                               |and exiting via surface flow 
!!    sedorgn_wet(:)  |kg N/ha   |daily loading to reach from organic N 
!!                               |entering wetland via surface runoff and  
!!                               |exiting via surface flow 
!!    sedorgp_wet(:)  |kg P/ha   |daily loading to reach from organic P 
!!                               |entering wetland via surface runoff and  
!!                               |exiting via surface flow 
!!    sedyld_wet(:)   |met tons  |daily loading to reach from eroded sediment 
!!                               |entering wetland via surface runoff and  
!!                               |exiting via surface flow 
!!    surqno3_wet(:)  |kg N/ha   |daily loading to reach from NO3-N 
!!                               |entering wetland via surface runoff and  
!!                               |exiting via surface flow 
!!    surqsolp_wet(:) |kg P/ha   |daily loading to reach from soluble P 
!!                               |entering wetland via surface runoff and  
!!                               |exiting via surface flow 
 
      use parm 
 
      integer :: j 
      real :: tmpk, d, gma, ho, pet_alpha, aphu, phuop 
 
      ihru = 0 
      ihru = hru1(inum1) 
 isub = inum1 
 
      do iihru = 1, hrutot(inum1) 
 
      j = 0 
      j = ihru 
 
      call varinit 
 
      if (bio_e(idplt(1,1,j)) <= 1.e-6 .and. nrot(j) > 0) then 
 
        !! if the HRU is water compute only pet and et 
        !! using Priestly-Taylor and a coefficient 
        tmpk = 0. 
        d = 0. 
        gma = 0. 
        ho = 0. 
        albday = .08 
        pet_alpha = 1.28 
        tmpk = tmpav(j) + 273.15 
        d = Exp(21.255 - 5304. / tmpk) * 5304. / tmpk ** 2 
        gma = d / (d + .68) 
        ho = hru_ra(j) * (1. - albday) / 2.44 
        pet_day = pet_alpha * ho * gma 
        etday = .7 * pet_day 
 
      else 
  
        !! Simulate land covers other than water 
 
        !! update base zero total heat units 
        if (tmpav(j) > 0. .and. phutot(hru_sub(j)) > 0.01) then 
           phubase(j) = phubase(j) + tmpav(j) / phutot(hru_sub(j)) 
 267 
 
        end if 
 
        !! Check date for auto-irrigation and auto-fertilization 
        if (iida == iairr(nro(j),nair(j),j)) nair(j) = nair(j) + 1 
        if (phuacc(j) > phuai(nro(j),nair(j),j)) nair(j) = nair(j) + 1 
        if (iida == iafer(nro(j),nafert(j),j)) nafert(j) = nafert(j) + 1 
        if (phuacc(j) > phuaf(nro(j),nafert(j),j)) then 
         nafert(j) = nafert(j) + 1 
        endif 
 
        call schedule_ops 
 
        !! calculate albedo for day 
        call albedo 
 
        !! calculate soil temperature for soil layers 
        call solt 
 
!       if (ipot(j) /= j .and. imp_trig(nro(j),nrelease(j),j)==1)       & 
        if (pot_vol(j) < 1.e-3 .and. imp_trig(nro(j),nrelease(j),j)==1) & 
     &        then              
          !! calculate surface runoff if HRU is not impounded or an  
          !! undrained depression-- 
          call surface 
 
          !! compute effective rainfall (amount that percs into soil) 
          inflpcp = Max(0.,precipday - surfq(j)) 
        end if 
          
        !! perform soil water routing 
        call percmain 
 
        !! compute evapotranspiration 
        call etpot 
        if (pot_vol(j) < 1.e-6) call etact 
 
        !! compute water table depth using climate drivers 
        call wattable 
 
        !! new CN method 
        if (icn == 1) then  
        sci(j) = sci(j) + pet_day*exp(-cncoef_sub(hru_sub(j))*sci(j)/   & 
     &    smx(j)) - precipday + qday 
        else if (icn == 2) then  
        sci(j) = sci(j) + pet_day*exp(-cncoef_sub(hru_sub(j))*sci(j)/   & 
     &    smx(j)) - precipday + qday + latq(j) + sepbtm(j) + qtile 
        sci(j) = amin1(sci(j),smxco * smx(j)) 
        end if  
         
 
        !! apply fertilizer-check day and heat units 
        do while (iida == ifert(nro(j),nfert(j),j)) 
          call fert 
          write (143,1000) j, iyr, i_mo, iida, "  FERT APP" 
        end do 
 
        if (igro(j) == 0) then 
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          aphu = phubase(j) 
          phuop = phun_nocrop(nro(j),nfert(j),j) 
        else 
          aphu = phuacc(j)  
          phuop = phun(nro(j),nfert(j),j) 
        endif 
!$$$$$$         if (phuop>0. .and. aphu > phuop) then 
        do while (phuop>0. .and. aphu > phuop) 
          call fert 
          write (143,1000) j, iyr, i_mo, iida, "  FERT APP" 
          if (igro(j) == 0) then 
            aphu = phubase(j) 
            phuop = phun_nocrop(nro(j),nfert(j),j) 
          else 
            aphu = phuacc(j)  
            phuop = phun(nro(j),nfert(j),j) 
          endif 
!$$$$$$         end if 
        end do 
 
        !! burn operation 
        if (iburn(nro(j),i_burn(j)+1,j) > 0) then 
          if (iida == iburn(nro(j),i_burn(j)+1,j)) call burnop 
        endif 
        if (igro(j) == 0) then 
          if (phubase(j) > phub(nro(j),i_burn(j)+1,j)) call burnop 
        else 
          if(phuacc(j) > phub(nro(j),i_burn(j)+1,j)) call burnop 
        end if        
         
        !! apply fertilizer/manure in continuous fert operation 
        call confert 
  
        !! apply pesticide in continuous pest operation 
        call conapply 
 
        !! remove biomass from grazing and apply manure 
        call graze 
 
        !! apply pesticide 
        do while (iida == ipst(nro(j),npest(j),j)) 
          call apply 
          write (143,1000) j, iyr, i_mo, iida, "  PEST APP" 
        end do 
        if (igro(j) == 0) then 
          aphu = phubase(j) 
          phuop = phupst_nocrop(nro(j),npest(j),j) 
        else 
          aphu = phuacc(j)  
          phuop = phupst(nro(j),npest(j),j) 
        end if 
!$$$$$$         if (phuop>0. .and. aphu > phuop) then 
        do while (phuop>0. .and. aphu > phuop) 
          call apply 
          write (143,1000) j, iyr, i_mo, iida, "  PEST APP" 
          if (igro(j) == 0) then 
            aphu = phubase(j) 
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            phuop = phupst_nocrop(nro(j),npest(j),j) 
          else 
            aphu = phuacc(j)  
            phuop = phupst(nro(j),npest(j),j) 
          end if 
!$$$$$$         end if 
        end do 
 
        !! compute crop growth 
        call plantmod 
 
        !! compute actual ET for day in HRU 
        etday = ep_day + es_day + canev 
 
        !! write daily air and soil temperature file 
        !! can be uncommmented if needed by user and also in readfile.f 
 
!      write (120,12112) i,j,tmx(j),tmn(j),(sol_tmp(k,j),k=1,sol_nly(j)) 
!12112  format (2i4,12f8.2) 
 
        !! compute nitrogen and phosphorus mineralization  
 
      if (cswat == 0) then 
        call nminrl 
   else 
  call carbon 
   end if 
 
        call nitvol 
        call pminrl 
! septic changes 1/28/09 gsm 
!!    compute septic biozone 
      if (ipop_sep(j) > 0) call biozone 
! septic changes 1/28/09 gsm   
 
        !! compute ground water contribution 
        call gwmod 
 
        !! compute pesticide washoff    
        if (precipday >= 2.54) call washp 
 
        !! compute pesticide degradation 
        call decay 
 
        !! compute pesticide movement in soil 
        call pestlch 
 
        if (surfq(j) > 0. .and. peakr > 1.e-6) then 
          if (precipday > 0.) then 
            call enrsb(0) 
            if (sedyld(j) > 0.) call pesty(0) 
 
    if (cswat == 0) then 
   call orgn(0) 
       else 
      call orgncswat(0) 
    end if 
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            call psed(0) 
          end if 
        end if 
 
        !! add nitrate in rainfall to soil profile 
        call nrain 
 
        !! compute nitrate movement leaching 
        call nlch 
 
        !! compute phosphorus movement 
        call solp 
 
        !! compute chl-a, CBOD and dissolved oxygen loadings 
        call subwq 
 
        !! compute bacteria transport 
        call bacteria 
 
        !! compute loadings from urban areas 
        if (iurban(j) > 0) call urban 
 
        !! compute undrained depression/impounded area (eg rice) processes 
        if (pot_fr(j) > 0.) call pothole 
        !! Check date for release/impounding water on rice fields 
        if (iida == irelease(nro(j),nrelease(j),j)) then 
          nrelease(j) = nrelease(j) + 1 
          write (143,1000) j, iyr, i_mo, iida, "   RELEASE" 
        else if (igro(j) == 0) then 
          aphu = phubase(j) 
          phuop = phuimp_nocrop(nro(j),nrelease(j),j) 
        else 
          aphu = phuacc(j)  
          phuop = phuimp(nro(j),nrelease(j),j) 
        end if 
        if (phuop>0. .and. aphu > phuop) then 
          nrelease(j) = nrelease(j) + 1 
          write (143,1000) j, iyr, i_mo, iida, "   RELEASE" 
        end if 
 
 
        !! compute sediment loading in lateral flow and add to sedyld 
        call latsed 
 
        !! compute nutrient loading in groundwater flow 
        call gwnutr 
        call gw_no3 
 
        !! lag nutrients and sediment in surface runoff 
        call surfstor 
 
        !! lag subsurface flow and nitrate in subsurface flow 
 
        call substor 
 
        !! compute reduction in pollutants due to edge-of-field filter strip 
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        if (vfsi(j) >0.)then 
          call filter 
          if (filterw(j) > 0.) call buffer 
        end if 
              if (vfsi(j) == 0. .and. filterw(j) > 0.) then  
                call filtw 
                call buffer 
              end if 
 
  !! compute reduction in pollutants due to in field grass waterway 
         if (grwat_i(j) == 1) then 
          call grass_wway 
        end if 
 
        !! compute water yield for HRU 
        qdr(j) = qday + latq(j) + gw_q(j) + qtile 
        if (qdr(j) < 0.) qdr(j) = 0. 
        if (qdr(j) > 0.) then 
          qdfr = qday / qdr(j) 
        else 
          qdfr = 0. 
        end if 
         
!! 
*****************************************************************************
***************************         
!! Almendinger/Ulrich: NEW code Part 1: partition HRU water and chemical 
yields into separate pond and wetland components 
!! so IF both features are used in a subbasin they act in parallel not in 
series 
         
        !! IMPORTANT: Requires wet_fr(j) + pnd_fr(j) <= 1.0 otherwise double-
counting will occur 
        qdr_wet(j) = wet_fr(j) * qdr(j) 
        sedyld_wet(j) = sedyld(j) * wet_fr(j)         
        sedorgn_wet(j) = sedorgn(j) * wet_fr(j) 
        surqno3_wet(j) = surqno3(j) * wet_fr(j) 
        latno3_wet(j) = latno3(j) * wet_fr(j) 
        no3gw_wet(j) = no3gw(j) * wet_fr(j) 
        sedorgp_wet(j) = sedorgp(j) * wet_fr(j) 
        sedminpa_wet(j) = sedminpa(j) * wet_fr(j) 
        sedminps_wet(j) = sedminps(j) * wet_fr(j) 
        surqsolp_wet(j) = surqsolp(j) * wet_fr(j) 
        minpgw_wet(j) = minpgw(j) * wet_fr(j)    
         
        qdr_pnd(j) = 0. 
        If (pnd_fr(j) > 0.01) then             
            qdr_pnd(j) = pnd_fr(j) * qdr(j) 
        else 
            pnd_fr(j) = 0. 
        end if 
         
        sedyld_pnd(j) = sedyld(j) * pnd_fr(j)  
        sedorgn_pnd(j) = sedorgn(j) * pnd_fr(j) 
        surqno3_pnd(j) = surqno3(j) * pnd_fr(j) 
        latno3_pnd(j) = latno3(j) * pnd_fr(j) 
        no3gw_pnd(j) = no3gw(j) * pnd_fr(j) 
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        sedorgp_pnd(j) = sedorgp(j) * pnd_fr(j) 
        sedminpa_pnd(j) = sedminpa(j) * pnd_fr(j) 
        sedminps_pnd(j) = sedminps(j) * pnd_fr(j) 
        surqsolp_pnd(j) = surqsolp(j) * pnd_fr(j) 
        minpgw_pnd(j) = minpgw(j) * pnd_fr(j)    
                 
        !! Populate new output variable with before-impoundment quantities: 
"_pre", and "_byp" 
        !qdr_pre = qdr(j) 
         
        !! Subtract off yield(s) being routed to ponds and/or wetlands: non 
_pnd and _wet var's below represent "bypass" values 
        qdr(j) = qdr(j) - qdr_wet(j) - qdr_pnd(j)         
         
        sedyld(j) = sedyld(j) - sedyld_wet(j) - sedyld_pnd(j)      
        sedorgn(j) = sedorgn(j) - sedorgn_wet(j) - sedorgn_pnd(j) 
        surqno3(j) = surqno3(j) - surqno3_wet(j) - surqno3_pnd(j)  
        latno3(j) = latno3(j) - latno3_wet(j) - latno3_pnd(j) 
        no3gw(j) = no3gw(j) - no3gw_wet(j) - no3gw_pnd(j) 
        sedorgp(j) = sedorgp(j) - sedorgp_wet(j) - sedorgp_pnd(j) 
        sedminpa(j) = sedminpa(j) - sedminpa_wet(j) - sedminpa_pnd(j) 
        sedminps(j) = sedminps(j) - sedminps_wet(j) - sedminps_pnd(j) 
        surqsolp(j) = surqsolp(j) - surqsolp_wet(j) - surqsolp_pnd(j) 
        minpgw(j) = minpgw(j) - minpgw_wet(j) - minpgw_pnd(j) 
                 
        !!populate new output variables for pre-impoundment quantities: 
"_pre", and "_byp" 
!        qdr_byp = qdr(j) 
!        qdr_wet_pre = qdr_wet(j) 
!        qdr_pnd_pre = qdr_pnd(j) 
 
!        sedyld_byp = sedyld(j) 
!        sedorgn_byp = sedorgn(j) 
!        surqno3_byp = surqno3(j) 
!        latno3_byp = latno3(j) 
!        no3gw_byp = no3gw(j) 
!        sedorgp_byp = sedorgp(j) 
!        sedminpa_byp = sedminpa(j) 
!        sedminps_byp = sedminps(j) 
!        surqsolp_byp = surqsolp(j) 
!        minpgw_byp = minpgw(j) 
 
!        sedyld_wet_pre = sedyld_wet(j) 
!        sedorgn_wet_pre = sedorgn_wet(j) 
!        surqno3_wet_pre = surqno3_wet(j) 
!        latno3_wet_pre = latno3_wet(j)         
!        no3gw_wet_pre = no3gw_wet(j) 
!        sedorgp_wet_pre = sedorgp_wet(j) 
!        sedminpa_wet_pre = sedminpa_wet(j) 
!        sedminps_wet_pre = sedminps_wet(j) 
!        surqsolp_wet_pre = surqsolp_wet(j) 
!        minpgw_wet_pre = minpgw_wet(j) 
!         
!        sedyld_pnd_pre = sedyld_pnd(j) 
!        sedorgn_pnd_pre = sedorgn_pnd(j) 
!        surqno3_pnd_pre = surqno3_pnd(j) 
!        latno3_pnd_pre = latno3_pnd(j) 
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!        no3gw_pnd_pre = no3gw_pnd(j) 
!        sedorgp_pnd_pre = sedorgp_pnd(j) 
!        sedminpa_pnd_pre = sedminpa_pnd(j) 
!        sedminps_pnd_pre = sedminps_pnd(j) 
!        surqsolp_pnd_pre = surqsolp_pnd(j) 
!        minpgw_pnd_pre = minpgw_pnd(j) 
! 
!! END Almendinger/Ulrich: NEW code Part 1 
!! 
*****************************************************************************
***************************         
        
        !! compute wetland processes 
        call wetlan 
 
        !! compute pond processes 
        call hrupond 
 
!! 
*****************************************************************************
***************************         
!! Almendinger/Ulrich: NEW code Part 2: Calc FINAL HRU yields for day:  
         
        !! Add HRU yield components processed by wetlands and/or ponds back 
to yields that bypassed them, if any (i.e., when wet_fr(j) + pnd_fr(j) < 1.)  
        qdr(j) = qdr(j) + qdr_wet(j) +  qdr_pnd(j) 
         
        !! Add back HRU pond and wetland components for nutrients to get 
final yields 
        sedyld(j) = sedyld(j) + sedyld_wet(j) + sedyld_pnd(j)  
        sedorgn(j) = sedorgn(j) + sedorgn_wet(j) + sedorgn_pnd(j) 
        surqno3(j) = surqno3(j) + surqno3_wet(j) + surqno3_pnd(j)  
        latno3(j) = latno3(j) + latno3_wet(j) + latno3_pnd(j) 
        no3gw(j) = no3gw(j) + no3gw_wet(j) + no3gw_pnd(j) 
        sedorgp(j) = sedorgp(j) + sedorgp_wet(j) + sedorgp_pnd(j) 
        sedminpa(j) = sedminpa(j) + sedminpa_wet(j) + sedminpa_pnd(j) 
        sedminps(j) = sedminps(j) + sedminps_wet(j) + sedminps_pnd(j) 
        surqsolp(j) = surqsolp(j) + surqsolp_wet(j) + surqsolp_pnd(j) 
        minpgw(j) = minpgw(j) + minpgw_wet(j) + minpgw_pnd(j)         
 
!! Almendinger/Ulrich: NEW code Part 2 
!! 
*****************************************************************************
***************************         
         
        !! perform irrigation operations from shallow aquifer, deep 
        !! aquifer and sources outside watershed 
        if (igro(j) == 1) then 
          if (irrsc(j) > 2) then 
            !! irrigation operation 
            if (iir(nro(j),nirr(j),j) > 0) then 
              if (iida == iir(nro(j),nirr(j),j)) then 
                call irrsub 
                write (143,1000) j, iyr, i_mo, iida, "  IRRIGATE" 
            end if 
            else 
              if (phuacc(j) > phuirr(nro(j),nirr(j),j)) then 
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                call irrsub 
                write (143,1000) j, iyr, i_mo, iida, "  IRRIGATE" 
              end if 
            endif 
          !! auto-irrigation operation 
            if (auto_wstr(nro(j),nair(j),j) > 0.) call autoirr 
          end if 
        end if  
 
        !! consumptive water use (ponds, shallow aquifer, deep aquifer) 
        call watuse 
 
        !! perform water balance 
        call watbal 
 
      endif 
 
      !! perform output summarization 
      call sumv 
 
      !! summarize output for multiple HRUs per subbasin 
      !! store reach loadings for new fig method 
      call virtual 
 
      ihru = ihru + 1 
      end do 
 
!! routing add 5/24/2010 
      if (irtun(isub) == 1) call command_sub 
 
 1000 format(4i10,a10) 
      return 
      end 
 
 
 
 
 
      subroutine wattable 
       
!!    ~ ~ ~ PURPOSE ~ ~ ~ 
!!    this subroutine is the master soil percolation component. 
 
!!    ~ ~ ~ INCOMING VARIABLES ~ ~ ~ 
!!    name        |units         |definition 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
!!    icrk        |none          |crack flow code 
!!                               |1 simulate crack flow in watershed 
!!    inflpcp     |mm H2O        |amount of precipitation that infiltrates 
!!                               |into soil (enters soil) 
!!    ihru        |none          |HRU number 
!!    sol_fc(:,:) |mm H2O        |amount of water available to plants in soil 
!!                               |layer at field capacity (fc - wp) 
!!    sol_nly(:)  |none          |number of layers in soil profile 
!!    sol_st(:,:) |mm H2O        |amount of water stored in the soil layer on 
!!                               |the current day (less wp water) 
!!    sol_ul(:,:) |mm H2O        |amount of water held in the soil layer at 
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!!                               |saturation 
!!    voltot      |mm            |total volume of cracks expressed as depth 
!!                               |per unit area 
!!    watab       |mm            |water table based on 30 day antecedent 
!!                               | climate (precip,et) 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
 
!!    ~ ~ ~ OUTGOING VARIABLES ~ ~ ~ 
!!    name        |units         |definition 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
!!    flat(:,:)   |mm H2O        |lateral flow storage array 
!!    latlyr      |mm H2O        |lateral flow in soil layer for the day 
!!    latq(:)     |mm H2O        |total lateral flow in soil profile for the  
!!                               |day in HRU 
!!    lyrtile     |mm H2O        |drainage tile flow in soil layer for day 
!!    qtile       |mm H2O        |drainage tile flow in soil profile for the 
day 
!!    sepday      |mm H2O        |micropore percolation from soil layer 
!!    sepbtm(:)   |mm H2O        |percolation from bottom of soil profile for 
!!                               |the day in HRU 
!!    sol_prk(:,:)|mm H2O        |percolation storage array 
!!    sol_st(:,:) |mm H2O        |amount of water stored in the soil layer on 
!!                               |the current day (less wp water) 
!!    sol_sw(:)   |mm H2O        |amount of water stored in the soil profile 
!!                               |on current day 
!!    sw_excess   |mm H2O        |amount of water in excess of field capacity 
!!                               |stored in soil layer on the current day 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
 
!!    ~ ~ ~ LOCAL DEFINITIONS ~ ~ ~ 
!!    name        |units         |definition 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
!!    j           |none          |HRU number 
!!    j1          |none          |counter 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
 
!!    ~ ~ ~ SUBROUTINES/FUNCTIONS CALLED ~ ~ ~ 
!!    Intrinsic: Max 
!!    SWAT: percmacro, percmicro 
 
!!    ~ ~ ~ ~ ~ ~ END SPECIFICATIONS ~ ~ ~ ~ ~ ~ 
 
      use parm 
 
      integer :: j, j1 
 
      j = 0 
      j = ihru 
      wtab_mn(j) = 0. 
      wtab_mx(j) = 2.5 
 
      !! compute 30 day sums 
      rfqeo_30d(nd_30,j) = precipday - qday - pet_day 
      eo_30d(nd_30,j) = pet_day 
      rfqeo_sum = 0. 
      eo_sum = 0. 
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      do i30 = 1, 30 
        rfqeo_sum = rfqeo_sum + rfqeo_30d(i30,j) 
        eo_sum = eo_sum + eo_30d(i30,j) 
      end do 
 
      if (eo_sum > 1.e-4) then 
        w2 = rfqeo_sum / eo_sum 
      else 
        w2 = 0. 
      end if 
      w1 = amin1 (0.1,abs(w2)) 
      if (w2 > 0.) then 
        wtl = wtab_mn(j) 
      else 
        wtl = wtab_mx(j) 
      end if 
      if (wtab(j) < 1.e-6) wtab(j) = 0.0 
      wtab(j) = wtab(j) - w1 * (wtab(j) - wtl) 
       
!      write (444,1000) curyr,iida,j,wtab(j) 
!1000   format (3i4,f8.2) 
 
      return 
      end 
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subroutine drains 
 
!!    ~ ~ ~ PURPOSE ~ ~ ~ 
!!    this subroutine finds the effective lateral hydraulic conductivity  
!!    and computes drainage or subirrigation flux 
 
!!    ~ ~ ~ INCOMING VARIABLES ~ ~ ~ 
!!    name        |units         |definition 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
!! conk(:,:)   |mm/hr   |lateral saturated hydraulic 
conductivity for each profile 
!!                               |layer in a give HRU. For example (conk(2,1) 
is conductivity  
!!                               |of layer from sol_z(1,1) to sol_z(2,1) in 
HRU1 
!!    curyr       |none          |current year in simulation (sequence) 
!! dc(:)    |mm/day   |drainage coefficient  
!! dg(:,:)   |mm    |depth of soil layer 
!! ddrain(:)   |mm    |depth of drain tube from the soil 
surface         
!! hru_slp(:)  |m/m          |average slope steepness in HRU 
!!    id1         |julian date   |first day of simulation in current year 
!!    ihru        |none          |HRU number 
!! latksatf(:) |none       |multiplication factor to determine 
conk(j1,j) from sol_k(j1,j) for HRU 
!! pc(:)    |mm/hr   |pump capacity (default pump capacity = 
1.042mm/hr or 25mm/day) 
!! sdrain(:)   |mm    |distance between two drain tubes or 
tiles 
!!    sol_k(:,:)  |mm/hr         |saturated hydraulic conductivity of soil 
!!                               |layer  
!!    sol_nly(:)  |none          |number of layers in soil profile 
!! sol_z(:,:)  |mm    |depth to bottom of each profile layer 
in a given HRU 
!! stmaxd(:)   |mm            |maximum surface depressional storage for 
the day in a given HRU 
!! stor    |mm            |surface storage for the day in a given 
HRU 
!! storro   |mm    |surface storage that must be filled 
before surface water 
!!            |can move to the tile drain 
tube 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
 
!!    ~ ~ ~ OUTGOING VARIABLES ~ ~ ~ 
!!    name        |units         |definition 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
!!    lyrtile     |mm H2O        |drainage tile flow in soil layer for day 
!!    qtile       |mm H2O        |drainage tile flow in soil profile for the 
day 
 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
 
!!    ~ ~ ~ LOCAL DEFINITIONS ~ ~ ~ 
!!    name        |units         |definition 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
!! above    |mm    |depth of top layer considered 
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!! adepth      |mm    |actual depth from surface to 
impermeable layer 
!! cone    |mm/hr   |effective saturated lateral 
conductivity - based 
!!                               |on water table depth and conk/sol_k of 
layers 
!! ddarnp      |mm    |a variable used to indicate distance 
slightly less 
!!                               |than ddrain. Used to prevent calculating 
subirrigation 
!!                               |when water table is below drain bottom or 
when it is empty 
!! deep        |mm    |total thickness of saturated zone 
!! depth    |mm    |effective depth to impermeable layer 
from soil surface 
!!            |effective depth may be 
smaller than actual depth to account 
!!            |for convergence near drain 
tubes 
!! dflux    |mm/hr   |drainage flux 
!! dot       |mm    |actual depth from impermeable layer to 
water level 
!!            |above drain during subsurface 
irrigation 
!! em    |mm    |distance from water level in the drains 
to water table  
!!                               |at midpoint: em is negative during 
subirrigation 
!! gee     |none       |factor -g- in Kirkham equation 
!! hdrain     |mm    |equivalent depth from water surface in 
drain tube to 
!!            |impermeable layer 
!!    i           |none          |counter 
!!    j           |none          |HRU number 
!! j1       |none       |counter 
!! w           |mm    |thickness of saturated zone in layer 
considered 
!!    y1          |mm            |dummy variable for dtwt 
!! nlayer   |none       |number of layers to be used to 
determine cone 
!!    ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
 
!!    ~ ~ ~ SUBROUTINES/FUNCTIONS CALLED ~ ~ ~ 
!!    Intrinsic:  
!!    SWAT: depstor 
 
!!    ~ ~ ~ ~ ~ ~ END SPECIFICATIONS ~ ~ ~ ~ ~ ~ 
 
      use parm 
 
      integer :: j1, j, m 
 real:: cone, depth, dg, ad, ap  
 real:: hdrain, gee, e, gee1, gee2, gee3, pi  
      real:: k2, k3, k4, k5, k6  
      real, dimension (:), allocatable :: w 
 allocate (w(mlyr)) 
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      !! initialize variables 
  
 
     
      j = 0 
      j = ihru 
 w = 0 
      y1 = dep_imp(j) - wt_shall  
 if (y1 > dep_imp(j)) y1 = dep_imp(j) 
 above = 0. 
 pi = 22./7. 
 gee1 =0. 
 
!! find number of soil layers  
      do j1 = 1, mlyr 
        if(sol_z(j1,j) > 0.) nlayer = j1      
 end do 
 
!! find effective lateral hydraulic conductivity for the profile in hru j 
 do j1=1,nlayer 
        if(y1 > sol_z(j1,j)) then   
          w(j1) = 0. 
        else 
     w(j1) = sol_z(j1,j) - y1   
     x = sol_z(j1,j) -  above   
          if(w(j1) > x) w(j1) = x 
   end if 
   above = sol_z(j1,j) 
      end do 
      sum = 0. 
 deep = 0. 
 do j1=1,nlayer 
   conk(j1,j) = sol_k(j1,j) * latksatf(j) !Daniel 2/26/09 
   sum = sum + w(j1) * conk(j1,j) 
   deep = deep + w(j1) 
      end do 
 if((deep <= 0.001).or.(sum <= 0.001)) then 
        sum = 0. 
        deep = 0.001 
        do j1=1,nlayer 
      !! Compute layer depth ! Daniel 10/05/07 
          dg = 0. 
          if(j1 == 1) then 
            dg = sol_z(j1,j) 
          else 
            dg = sol_z(j1,j) - sol_z(j1-1,j) 
          end if 
      !! Compute layer depth ! Daniel 10/05/07 
  sum=sum+conk(j1,j)*dg !Daniel 10/09/07 
  deep=deep+dg   !Daniel 10/09/07 
        end do 
   cone=sum/deep 
 else 
   cone=sum/deep 
 end if 
 
      !! calculate parameters hdrain and gee1 
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 ad = dep_imp(j) - ddrain(j) 
 ap = 3.55 - ((1.6 * ad) / sdrain(j)) + 2 * ((2 / sdrain(j))**2) 
 if (ad/sdrain(j) < 0.3) then 
   hdrain= ad / (1 + ((ad / sdrain(j)) * (((8 / pi) * 
     &   Log(ad / re(j)) -ap)))) 
 else 
   hdrain = (sdrain(j) * pi) / (8 * ((log(sdrain(j) / re(j))/ 
     &    log(e)) - 1.15)) 
 end if 
      !! calculate Kirkham G-Factor, gee 
     k2 = tan((pi * ((2. * ad) - re(j))) / (4. * dep_imp(j))) 
 k3 = tan((pi * re(j)) / (4. * dep_imp(j))) 
      do m=1,2 
  k4 = (pi * m * sdrain(j)) / (2 * dep_imp(j)) 
  k5 = (pi * re(j)) / (2 * dep_imp(j)) 
  k6 = (pi * (2 * ad-re(j))) / (2 * dep_imp(j)) 
  gee2 = (cosh(k4) + cos(k5)) / (cosh(k4) - cos(k5)) 
  gee3 = (cosh(k4) - cos(k6)) / (cosh(k4) + cos(k6)) 
  gee1 = gee1 + Log(gee2 * gee3) 
      end do 
  gee = 2 * Log(k2 / k3) + 2 * gee1 
 
      !! calculate drainage and subirrigation flux section 
      ! drainage flux for ponded surface 
      depth = ddrain(j) + hdrain 
 hdmin = depth - ddrain(j) 
 call depstor ! dynamic stmaxd(j): compute current HRU stmaxd based  
     ! on cumulative rainfall and cum. intensity 
 storro = 0.2 * stmaxd(j) !surface storage that must be filled before 
surface 
         !water can move to the tile drain tube 
      !! Determine surface storage for the day in a given HRU (stor) 
 !initialize stor on the beginning day of simulation, Daniel 9/20/2007 
 if(curyr == 1 .and. iida == id1) then  
        stor= 0. 
      end if 
      if (potsa(j) <= 0.) then ! determine stor 
        stor = precipday - inflpcp - etday !Daniel 10/05/07 
        if(surfq(j) > 0.0) stor=stmaxd(j) 
   else 
        stor = pot_vol(j)/(potsa(j)*1000) 
 endif 
 if(hdrain < hdmin) hdrain=hdmin 
   if((stor > storro).and.(y1 < 5.0)) then 
     dflux= (12.56637*24.0*cone*(depth-hdrain+stor))/ 
     &      (gee*sdrain(j)) !eq.10 
  if(dflux > dc(j)) dflux=dc(j) !eq.11 
   else 
! subirrigation flux  
   em=depth-y1-hdrain 
   if(em < -1.0) then 
  ddranp=ddrain(j)-1.0 
  dot=hdrain+dep_imp(j)-depth 
  dflux=4.0*24.0*cone*em*hdrain*(2.0+em/dot)/sdrain(j)**2  
  if((depth-hdrain) >= ddranp) dflux=0. 
  if(abs(dflux) > pc(j)) then 
       dflux = -pc(j)*24.0  
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     end if 
! drainage flux - for WT below the surface and for ponded depths < storro 
(S1) 
   else 
   dflux=4.0*24.0*cone*em*(2.0*hdrain+em)/sdrain(j)**2 !eq.5 
   if(dflux > dc(j)) dflux=dc(j) !eq.11 
   if(dflux < 0.) dflux=0. 
   if(em < 0.) dflux=0. 
   end if 
 end if 
  qtile=dflux 
  
!    write(222,222) curyr, iida, hdrain, gee1, gee  !Daniel 3/1/09 
222   format(1x,4x,i4,4x,i3,4x,3f12.3) 
    return 
 end% 
