Using inclusion-exclusion, we can write the indicator function of a union of finitely many balls as an alternating sum of indicator functions of common intersections of balls. We exhibit abstract simplicial complexes that correspond to minimal inclusion-exclusion formulas. They include the dual complex, as defined in [2] , and are characterized by the independence of their simplices and by geometric realizations with the same underlying space as the dual complex.
INTRODUCTION
In this paper, we study inclusion-exclusion formulas for unions of finitely many balls in Ê , generalizing previous results that derive such formulas from Delaunay triangulations and dual complexes. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. referred to as the space-filling diagram, and its simplest and most common form is a union of balls in Ê ¿ , each ball representing an atom of the molecule. The volume and surface area of this union are fundamental concepts that relate to physical forces acting on the molecules. We refer to [3] for a recent survey that describes this connection and also discusses derivatives of the volume and surface area, which are needed in simulating the motion of molecules.
Motivation. It is common in biochemistry to
Consider a finite set of balls in Ê ¿ and let us focus on the volume of the union. Generally, there are many inclusion-exclusion formulas that give the correct volume, even if we limit our attention to minimal formulas. The starting point of the work reported in this paper is the idea that this ambiguity could be useful in maintaining a formula for a moving set of balls. If we understand how long a formula remains valid, we can save time by delaying any changes until they become necessary. As a first step towards such an understanding, we study the family of minimal inclusion-exclusion formulas for a given set of balls.
Prior work. The principle of inclusion-exclusion is perhaps the most natural approach to measuring a union of balls. Letting be a finite set of balls, the volume of the union is the alternating sum of volumes of intersections:
Writing Ò for the number of balls in , we have ¾ Ò ½ terms, each plus or minus the volume of the intersection of at most Ò balls.
It seems the formula is only useful if all sets with non-empty common intersection are small. More than a quarter century ago, Kratky [6] pointed out that even if this is not the case, one can substitute lower-order for higher-order terms and thus reduce the complexity of the formula. The software of Scheraga and collaborators [8] is based on this observation, but it is sometimes difficult to do the reduction correctly. In 1992, Naiman and Wynn [7] proved that Equation (1) is correct even if we limit the sum to sets that correspond to simplices in the weighted Delaunay triangulation of . By definition, this is the dual of the weighted Voronoi diagram of the balls, also known as the power diagram and the Dirichlet tessellation [1] . In the geometry literature, this dual is also known as the regular triangulation and the coherent triangulation of Ë [4] . In agreement with Kratky, this result implies that in Ê ¿ we only need sets of cardinality at most four. Taking all such sets would lead to an incorrect formula, and Naiman and Wynn's result is a recipe for selecting sets that give a correct formula. In 1995, Edelsbrunner [2] further reduced the formula by proving that Equation (1) remains correct if we limit the sum to simplices in the dual complex, which is a subcomplex of the weighted Delaunay triangulation of . Besides giving a shorter formula, the terms obtained from the dual complex consist of balls that intersect in a unique pattern, which allows a simple implementation without case analysis [5] .
Results. We refer to the specific intersection pattern exhibited by the balls in the dual complex formula as independent, a term whose technical definition will be given shortly. Our first result generalizes this formula to a family of formulas whose terms exhibit the same pattern. Specifically, if Ã is an abstract simplicial complex whose simplices are independent sets of balls and whose canonical geometric realization has the same boundary complex and underlying space as the dual complex then the corresponding inclusion-exclusion formula is correct. To prove that this is a proper generalization, we show in Figure 1 that even already for four disks in the plane we can have more than one such formula. Our second result states that the inclusion-exclusion formulas in the family specified in our first result are minimal and exhaust all minimal formulas that correspond to simplicial complexes. Outline. Section 2 presents definitions and the formal statements of our two results. Section 3 proves the first result and Section 4 proves the second. Section 5 concludes this paper.
STATEMENT OF RESULTS
In this paper, a simplex may be abstract (a collection of balls) or geometric (the convex hull of affinely independent points). We use both interpretations interchangeably and introduce notation that does not distinguish between them. Independent simplices. Let be a finite set of closed balls in Ê . Throughout this paper, we assume that the balls are in general position, which includes that every ball has positive radius and the common intersection of any · ½ bounding spheres is either empty or a sphere of dimension ½. In particular, this prevents the common intersection degenerates to a single point. An abstract simplex is a non-empty subset « and its dimension is one less than its cardinality, Ñ « Ö « ½. A -simplex is an abstract simplex of dimension . It is independent if for every subset «, including , there is a point that belongs to all balls in but not to any ball not in :
´« µ circles decompose the plane into at most 14 regions but we need 16, one each for the ¾ subsets. Similarly, in Ê we have · ½ types of independent simplices. For ¼ ½, we can construct an independent -simplex in Ê from one in Ê , by drawing the latter in a -dimensional plane and replacing each -dimensional ball by a -dimensional ball, using the same center and radius. For , we get an independent -simplex by adding a single ball to an independent´ ½µ-simplex. The ´ ½µ-spheres bounding the balls of the´ ½µ-simplex intersect in two points, and the extra ball contains one of the two points in its interior and does not contain the other point. If ¬ « is a non-empty subset, we call ¬ a face of « and « a coface of ¬. Clearly, every face of an independent simplex is independent. Let us return to the case of our general position assumption. It says that the common intersection of any · ½ · ½ ghost spheres is either empty or a 0-sphere, and the latter case can only happen if . Equivalently, the common intersection of the cells decomposing the union of any · ½ · ½ balls is either empty or a point in the interior of the union, and the latter case can happen only if .
General position.
Characterizing independence. Besides for expressing our general position assumption, ghost spheres can be used for characterizing independent simplices. This characterization will be important in establishing the Non-nesting Lemma in Section 3, a crucial step in the proof of our first result.
GHOST SPHERE LEMMA. A -simplex of · ½ balls in general position is independent iff the common intersection of its · ½ ghost spheres is a sphere of dimension .
PROOF. All ghost spheres have their centers in Ê , which implies that the arrangement of the · ½ -spheres is symmetric with respect to Ê . The number of chambers (cells of dimension · ½ ) in this arrangement is the same above and below Ê , and indeed the same altogether. To prove the claim, we show that there are ¾ ·½ chambers iff the · ½ ghost spheres meet in a´ µ-sphere. We prove one direction by counting the chambers while adding one -sphere at a time. Letting ×¼ × ½ × be this sequence, we note that ×¼ creates two chambers, one inside and one outside. When we add × , we consider its decomposition into -dimensional patches defined by the preceding -spheres. As we add the patches, again one by one, each patch may or may not cut a chamber into two. To reach the necessary ¾ ·½ chambers, we need to double the number of chambers each time we add a -sphere. This is only possible if × is decomposed into ¾ patches, the maximum possible, and each patch cuts a chamber into two. Using stereographic projection, we map × to a -dimensional plane and its patches to the ( -dimensional) chambers in the arrangement of ´ ½µ-spheres, the images of the × × for ¼ ½. By induction over the dimension, having ¾ such chambers implies the ´ ½µ-spheres meet in a common´ µ-sphere. In the last step, we have and get a´ µ-sphere common to all · ½ -spheres. Proving the reverse implication is easier. If , we have · ½ -spheres meeting in a 0-sphere, that is, a pair of points. In a sufficiently small neighborhood of one of these two points, the -spheres behave like -dimensional planes, decomposing the neighborhood into ¾ ·½ orthants. Each orthant corresponds to a unique subset of the -spheres and belongs to a unique chamber in the arrangement they define. It follows that the correspondingsimplex is independent. If , we pick a point on the common´ µ-sphere and intersect the arrangement with the´ · ½ µ -dimensional plane that passes through this point and the centers of the · ½ -spheres. Within this plane, we have · ½ -spheres meeting in a common 0-sphere and we apply the above argument to conclude that the corresponding -simplex is independent.
Simplicial complexes. An abstract simplicial complex is a collection of non-empty abstract simplices, Ã, that contains, with every simplex, the faces of that simplex. If is the set of vertices then Ã is a subset of the power set, Ã ¾ . Figure 4 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 a geometric simplex of the same dimension such that the intersection of the images of two abstract simplices « and ¬ is the image of « ¬, which is either empty or a face of both. In this paper, the vertices are closed balls and we map every abstract simplex to its canonical image, defined as the convex hull of the centers of its balls. We call Ã canonically realizable if this map is a geometric realization. We use the letters « and ¬ to denote the abstract simplices as well as their images, which are geometric simplices. Similarly, we use the letter Ã to denote the abstract simplicial complex as well as its geometric realization, which is a geometric simplicial complex. Its underlying space is the set of points covered by the geometric simplices, which we denote as Ã . The star of an abstract simplex ¬ is the set of cofaces « ¾ Ã, and the link of ¬ is the set of simplices « ¬ with « ¬. Assuming Ã is geometrically realized in Ê , the link of every -simplex is a triangulation of the sphere of dimension ½ or a proper subcomplex of such a triangulation. We define the boundary complex of Ã as the subset of simplices in the latter category. This is also the subcomplex of simplices contained in the boundary of Ã .
Dual and other independent complexes. Let be a set of closed balls and recall the decomposition of Ë into convex cells described above. The nerve of this collection of cells is particularly important for the developments reported in this paper. The dual complex of is the canonical realization of this nerve, obtained by mapping every · ½ cells with non-empty intersection to the -simplex spanned by the centers of the corresponding balls. This construction is illustrated in Figure 5 , where we see the dual complex superimposed on the decomposition of the union into convex cells. It is perhaps not obvious but true that the canonical mapping of abstract simplices defines a geometric realization of the nerve, provided the balls in are in general position. Independence: all simplices in Ã are independent; Realizability: Ã is canonically realizable in Ê ; Boundary: the boundary complex and underlying space of Ã are the same as those of the dual complex.
An independent complex is an abstract simplicial complex that satisfies the independence condition. We note that there is an alternative way to express the boundary condition, without references to the dual complex, by comparing the boundaries of Ã and Ë . In particular, a simplex « belongs to the boundary complex of Ã iff there is a point on the boundary of Ë that belongs to all balls in « and to no others.
First result: correct indication.
The indicator function of a subset
Given a finite set of balls in Ê , our first result states that the inclusion-exclusion formula defined by a simplicial complex that satisfies the above three conditions gives the correct indicator function of the union. ½ Ë . This formula is minimal iff Ã is independent, canonically realizable in Ê , and satisfies the boundary condition.
PROOF OF THEOREM A
In this section, we present our proof of Theorem A. Starting with a finite set of balls, we first add small balls covering the rest of Ê to get an infinite but discrete set, and we second use this discrete set as the basis for a continuous set. Both steps are instrumental in obtaining the technical results that imply Theorem A. and Á Ã´Üµ ´ÃÜµ ¼ . To tackle the points inside the union, we recall that the Euler characteristic of every contractible set is 1. As explained later, such a set has the homotopy type of a point, which in the plane includes trees and closed disks. We will show that ÃÜ is contractible, for every point Ü ¾ Ë , which will then imply Theorem A.
The union of the balls in Ü is star-convex, which implies that Ë Ü is contractible. In spite of the fact that the underlying space of the subcomplex ÃÜ induced by Ü is not necessarily star-convex, we will be able to prove that ÃÜ is also contractible. Before embarking on this proof, we introduce the discrete and continuous sets of balls. Using the continuous set, we will find a set between ÃÜ and Ë Ü, which we will show is star-convex and of the same homotopy type as ÃÜ .
From finite to discrete sets of balls. A simplicial complex is locally finite if the star of every vertex is finite. We extend the finite set of balls to a discrete set . Simultaneously, we construct a locally finite independent complex Ã Ã whose vertices are the balls in and whose underlying space is Ê . The construction depends on a positive number , the radius of the balls in added to . We require that covers Ê while the center of every ball in lies outside all other balls in , as illustrated in Figure 6 . Choosing ¼ sufficiently small, we construct one 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 
Ë
. As we add balls of radius , these cells give up territory to the new balls, but not more than what is covered by the new balls. By shrinking , we can make the loss of territory as narrow as we like. By assumption of general position, we can therefore maintain the non-empty common intersection of any collection of cells in the decomposition of Ë . It follows that the dual complex of is a subcomplex of the dual complex of . The boundary complex of the dual complex of is the same as that of Ã. We can therefore construct Ã equal to Ã inside and equal to the dual complex of outside that boundary, as illustrated in Figure 6 . We finally note the choice of balls implies that Ã is locally finite. 
Letting « ¾ Ã be the simplex whose interior contains the point Þ ¾ Ê , we write Þ for the (unique) convex combination of balls in « whose center is Þ. Incidentally, the coefficients that define Þ in terms of the balls in « are the same as the ones that define Þ in terms of the centers of the balls in «. Relation (2) is useful when we consider a line and the balls Þ whose centers Þ lie on the line. These balls intersect the line in intervals. It turns out that as we move the center monotonically along the line, the left endpoint also moves monotonically and so does the right endpoint.
It is convenient to prove this for the extension Ã of Ã for which there are balls for all points along the line. As usual, we assume the balls in are in general position.
NON-NESTING LEMMA. For any two points Ü Ý in Ê , the two balls Ü and Ý are either disjoint or independent.
PROOF. Consider first the case in which Ü and Ý are points of a common -simplex « in Ã. Since « is independent, the ghost spheres of « intersect in a common 0-sphere. By Relation (2), the ghost spheres of Ü and Ý pass through this 0-sphere and thus meet in a´ ½µ-sphere. It follows that Ü and Ý are independent.
If Ü and Ý do not belong to a common -simplex, there is a point Þ on the line segment connecting Ü and Ý that lies on a´ ½µ-simplex. The number of´ ½µ-simplices separating Ü from Þ is strictly smaller than the number separating Ü from Ý, and similar for Þ and Ý. We can therefore use induction to show that Ü and Þ as well as Þ and Ý are either disjoint or independent. Since Þ lies between Ü and Ý, it follows that also Ü and Ý are either disjoint or independent.
Intermediate set of centers. It is not too difficult to show that the boundary of Ü is piecewise linear, as suggested by Figure 7 . In other words, Ü is a star-convex polytope. 
PROOF OF THEOREM B
In this section, we present a proof of Theorem B. We begin by establishing Equation (4) where, and therefore also in a neighborhood of Ý, the Even Corollary implies that Ä contains an even number of cofaces « of ¬ with Ý ¾ Ì «. One such cofaces is ¬ itself, which implies the number is at least two and therefore includes at least one proper coface.
To get (ii), observe that Ð´¬µ consists of two points, Ý and Þ. Applying the above argument to Ý we obtain a -simplex « ¬ in Ä. Since ½ and are the only dimensions to consider, and for trivial reasons ¬ is the only´ ½µ-simplex that contains ¬, the -simplex « is unique. Since « is independent, the extra ball in « contains Ý and does not contain Þ. Symmetrically, we get a unique -simplex whose extra ball contains Þ and does not contain Ý. The centers of the two extra balls lie on opposite sides of thé ½µ-dimensional plane spanned by ¬. It follows that the twosimplices lie on opposite sides of the´ ½µ-simplex, as illustrated in Figure 8 on the right.
To get (iii), we consider the common intersection of the · ½ balls in «. Since « is independent, this intersection has the shape of a -simplex with spherical faces. For each of its · ½ vertices Ý, we consider the´ ½µ-face ¬ of « with Ý ¾ Ð´¬µ. The Even Corollary implies that Ä contains at least one coface of ¬, besides «, whose common intersection contains Ý. As proved above, « is the only proper coface of ¬ with Ý ¾ Ì «, leaving ¬ itself as the only remaining possibility.
Sufficiency.
We are ready to prove one direction of Theorem B.
Specifically, we show that an abstract simplicial complex Ã that is independent, canonically realizable in Ê , and satisfies the boundary condition has a minimal inclusion-exclusion formula. Equivalently, such a complex Ã contains no redundant subset.
To obtain a contradiction, we assume Ã has a non-empty redundant subset Ä. Because of (i) in the Redundant Subset Lemma, we may assume that Ä contains at least one -simplex. Using (iii) of the same lemma, we see that Ä also contains the´ ½µ-faces of that -simplex. By iterating (ii) and (iii), we conclude that Ä contains all -simplices of a component formed by connecting thesimplices across shared´ ½µ-faces. But then Ä also contains the boundary´ ½µ-simplices of that component, which exist because Ã is finite and geometrically realized in Ê . But now we arrived at a contradiction because a boundary´ ½µ-simplex lacks the -simplex on its other side which, by (ii) of the Redundant Subset Lemma, ought to be in Ä. Odd Corollary implies that Ã contains an odd number of cofaces of ¬ whose common intersections contain Ý. This odd number is at least one, and since Ã is a complex, this implies that Ã also contains ¬. Similar to before, it is possible to get more detailed information when ¬ ¾ Ã is a´ ½µ-simplex. Then Ð´¬µ consists of two points, Ý and Þ, and we get 0, 1, or 2 -simplices sharing ¬ depending on whether both points lie on the boundary, one lies on the boundary and the other in the interior, or both lie in the interior of Ë . The three cases are illustrated in Figure 8 .
Necessity.
We are finally ready to prove the second direction of Theorem B. Specifically, we show that an abstract simplicial complex Ã with minimal inclusion-exclusion formula Á Ã ½ Ë is independent, canonically realizable, and has the same boundary complex and underlying space as the dual complex.
First independence. Suppose Ã is not independent and let « ¾ Ã be a non-independent simplex. By definition, « has a face ¬ such that Ì ¬ Ë´« ¬µ or, equivalently, Ì ¬ Ë´« ¬µ. 
which implies that the set of faces of « that are cofaces of ¬ is redundant. In other words, the minimality of Ã implies its independence.
Second realizability and boundary. Recall that a simplex ¬ belongs to the boundary complex of the dual complex of iff there is a point Ý ¾ Ð´¬µ on the boundary of Ë
. By (ii) of the InsideOutside Lemma, ¬ also belongs to Ã. By (i) of the same lemma, every simplex in Ã for which there is no such point Ý is the face of a -simplex. As explained after the proof of that lemma, every such´ ½µ-simplex belongs to two -simplices, one on each side. Intersect the (canonical images of the) simplices with an oriented line that avoids all simplices of dimension ¾ or less. It meets the boundary´ ½µ-simplices in some order, alternating between entering and exiting the underlying space. After entering and before exiting, the line may encounter a sequence of interioŕ ½µ-simplices, alternating between entering and exiting asimplex. Since this is true for almost all oriented lines, the mapping of abstract simplices to their canonical images is a geometric realization of Ã. Furthermore, the boundary complex and the underlying space of Ã are equal to those of the dual complex. This completes the proof of Theorem B.
CONCLUSION
The main result of this paper is a characterization of the minimal inclusion-exclusion formulas of a union of closed balls in Ê that correspond to simplicial complexes. What about inclusionexclusion formulas that correspond to sets of simplices that do not form complexes? The central concept is that of an independent set of balls in Ê , and our results rest on the observation that the maximum size of such a set is · ½ . There are other classes of geometric shapes with bounds on the size of independent sets. For example, the number of independent ovals (each bounded by an ellipse in Ê ¾ ) is at most five. Does an upper bound of · ½ on the maximum number of independent shapes imply the existence of an abstract simplicial complex of dimension at most that gives a correct inclusion-exclusion formula? The argument leading to Equation (5) might help in constructing such a complex. Can Theorems A and B be extended to ovals and other classes of simple shapes?
