Abstract-In this paper, we present a high-throughput memorybased VLC decoder with codeword boundary prediction. The required information for prediction is added to the proposed branch models. Based on an efficient scheme, these branch models and the Huffman tree structure are mapped onto memory modules. Taking the prediction information, the decompression scheme can determine the codeword length before the decoding procedure is completed. Therefore, a parallel-processor architecture can be applied to the VLC decoder to enhance the system performance. With a clock rate of 100 MHz, a dual-processor decoding process can achieve decompression rate up to 72.5 Msymbols/s on the average. Consequently, the proposed VLC decompression scheme meets the requirements of current and advanced multimedia applications.
I. INTRODUCTION
W ITH the progress of multimedia technologies, a large amount of data is used for representing video films and photographic images. To transmit and keep the information, high bandwidth communication systems and large-capacity storage devices are developed. Nevertheless, they cannot satisfy the requirements of many advanced applications. An efficient data-compression scheme is necessary for reducing the transmission costs and saving the storage space. A classical data-compression scheme is the Huffman code [1] , also called the variable length code (VLC). It is the most popular lossless compression technique, which is recommended as the entropy coding method by many international standards, such as JPEG, MPEG, and H.263. Based on the predetermined weight of each symbol, the Huffman procedure assigns shorter codewords to the higher probability symbols and longer codewords to the less frequency symbols. Therefore, it exploits data redundancy, and the achieved compression ratio is very close to the source entropy.
Although the Huffman encoding procedure reduces a great amount of data, two cases make the realization of high-performance decompression schemes difficult. The first: codeword lengths are variable. The codeword boundary in a bit stream cannot be detected until the decoding procedures of previous codewords are completed. This recursive dependence results in an upper bound on iteration speed. The second: pipeline schemes are not very efficient to increase the throughput of Manuscript received June 1, 1998; revised June 12, 2000 . This work was supported by the National Science Council of Taiwan, R.O.C., under Grant NSC87-2215-E-009-035. This paper was recommended by Associate Editor N. Ranganathan.
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Publisher Item Identifier S 1051-8215(00)10623-8. VLC decoders. For most applications, pipeline techniques can improve the performance of systems by optimizing the clock rate. However, the VLC decompression scheme has to go through one level of the Huffman trees in each operation. The time that this operation takes limits the possible decoding throughput even though it is divided into several pipeline stages. Several VLC decoders and Huffman decompression schemes have been discussed. The PLA-based and ROM-based designs are presented in [2] - [6] , [12] , and [13] . Because their architectures are the direct mapping of coding tables, the VLSI implementations have to be redesigned when the tables are changed. Besides, the designs in [3] and [4] use the concurrent and parallel architectures to break the bottleneck of the decoding throughput. Nevertheless, they are designed for multiple independent bit streams. The iteration bound of a single bit stream remains unsolved. The memory-based VLC decoders are presented in [7] - [11] . Based on the memory-mapping schemes, the coding table information is loaded into on-chip memories to obtain flexibility. Therefore, the Huffman tables can be changed without redesign and the architectures can be used by various applications. In addition, the pipeline schemes in [8] and [9] optimize the operation clock rate. However, the total time that spends in going through one tree level is not reduced. The system performance is not improved significantly.
The motivation behind our research is developing a high throughput and flexible VLC decoder that can satisfy the requirements of current and advanced multimedia applications. According to the proposed branch models and the efficient memory-mapping scheme, the decoding procedure with codeword boundary prediction is presented. Because the recursive dependence of a single bit stream is broken by this procedure, a parallel-processor VLC decoder is proposed to 1051-8215/00$10.00 © 2000 IEEE increase the decoding throughput. Based on a dual-processor decoding process, simulation results show that the average decompression rate up to 72.5 Msymbols/s can be achieved at 100-MHz clock rate.
The organization of this paper is as follows. In Section II, the branch models and the memory-mapping scheme are proposed. Then the decoding procedure with codeword boundary prediction is described. A parallel-processor VLC decoder is presented, too. Based on a dual-processor decoding process, simulation results, and performance comparisons are given for reference. Finally, the conclusion is given in Section III.
II. THE VLC DECODER WITH CODEWORD BOUNDARY PREDICTION

A. Branch Models
To achieve high-performance decoding schemes, it is essential to analyze the characteristics of encoding procedures. An example of Huffman coding procedure is shown in Fig. 1 . It combines two symbols having the lowest probabilities and generates a composite symbol having the probability equal to the sum of the combined symbols. By observing the result of this procedure, it is found that the codewords will have the same prefix and length if their source symbols are combined. For example, the codewords of the symbols, such as X5, X6, X7, and X8 in Fig. 1 , have the same codeword length, 4-bit, and prefix, 2'b11. When this prefix is recognized, VLC decoders can determine the codeword length and boundary in the bit stream before the decoding procedure is completed. However, tree-based decoding schemes are performed by comparing the bit stream with the branch types which specify the conditions between the parent-nodes and child-nodes. The codeword boundary prediction must be realized by detecting the branch types rather than recognizing the codeword prefix. The branch types that are presented in [8] and the 2-bit tree structure of MPEG-2 VLC table 15 are now depicted in Fig. 2 . In addition to the information of these branch types, two messages are necessary for accomplishing the codeword boundary prediction. The first, called ACT, indicates whether All Childnodes of a parent-node are Terminal-nodes. The second, denoted S, expresses that some child-nodes are Special terminalnodes having single bit labels. According to the branch types and the required messages, branch models that can perform the codeword boundary prediction are generated as shown in Fig. 3 . Furthermore, to enhance the prediction efficiency, two Group branch models that indicate all grandchild-nodes are terminalnodes are created since their source symbols are combined and the same codeword prefix and length are received.
B. Memory-Mapping Scheme
An efficient memory-mapping scheme that can enhance the system performance and reduce the memory requirement is very important for memory-based VLC decoders. Based on the efficient scheme presented in [11] , the decoding information, LOC, T, C, and R are mapped onto the memories. To save the memory space, the child-nodes of a parent-node are merged into a LOC. For 2-bit tree structure, each LOC contains 4-set bit assignments of the branch models. The information for calculating the decoded symbol address and the next LOC address is provided by T and C. The th entry of T is the total number of the terminal-nodes from LOC[0] to LOC[i-1]. On the contrary, the th entry of C indicates the total number of the nodes having child-nodes from LOC[0] to LOC[i-1]. In addition, the LOC behind the C th entry only consists of terminal-nodes and unused-nodes. To save the memory space, a 4-bit R instead of the 4-set bit assignments is used for indicating the terminal-nodes and C is eliminated because the next LOC is not required. Besides, T represents T in this condition. Based on this proposed scheme, three memories are requested to perform the memory-mapping. The first memory module stores LOC, T, and C. Both R and T are loaded into the second memory. The third memory stores the decoded symbols. Beside, {LOC [1] , T [1] , C[1]} are copied into individual registers to enhance the decoding throughput.
To access more decoding information in one operation, the distribution of LOC in the tree structure has to be fixed. Both LOC[0] and LOC[1] must be located in tree level 0 and level 1, respectively. Because some nodes in tree level 1 do not generate child-nodes, the LOC distribution is not regular in tree level 2. An unused-LOC which consists of 4 unused-nodes is introduced into the tree level 2 as the child-LOC of the unused-node or terminal-node of tree level 1. Consequently, the tree level 2 must be composed of LOC [2 : 5] and the LOC distribution is fixed from tree level 0 to level 2. Because the parent-node of the unused-LOC is treated as having child-nodes, the number of C has to be updated. An example of the proposed memory-mapping scheme is shown in Fig. 4 where C is 5. The analyses of memory requirements are given in Table I . Although the branch models need more memory space, the overall memory requirement of the proposed scheme is reduced about 5% 10% compared with [8] .
C. Decoding Procedure with Codeword Boundary Prediction
The decoding procedure with codeword boundary prediction is performed by iterating the operation steps shown in Fig. 5 , which is a high level description of this decoding procedure. Based on the memory-mapping results shown in Fig. 4 , an example of a bit stream (11001...) is given as follows for illustration.
Iteration 1, the initial cycle: . {LOC [5] , T [5] , C [5] } are accessed from the memory module 1 and stored in registers, {pMDR, T , C }. According to the bit_stream [2 : 3] , the prediction branch model is the set 00 of LOC [5] in pMDR.
2.1) Neither terminal-nodes nor prediction messages
are detected form the set 11 of LOC [1] . With the bit_stream[0 : 1], the codeword cannot be decoded, nor can the codeword length be predicted. Based on the set 00 of LOC [5] , the bit_stream [2 : 3] is in both ACT and S conditions. After comparing the bit_stream [4 : 5] with the prediction branch model, it is found that the codeword is the special terminal-node and one single bit, 1, remains to be decoded after the bit_stream [2 : 3] . Therefore, the 5-bit codeword length is predicted and the "predict" signal is set. 2.2) Because the codeword has not been decoded, it is essential to find the decoding information of the next cycle. The address of the next required {LOC, T, C} is expressed by (C[5] 7) (OFSC 1) 8, where the OFSC is the number of nonterminal nodes before the set 00 of LOC [5] in pMDR. But this address 8 is greater than , {R [2] , T [2]} instead of {LOC [8] , T [8] , C [8] } are accessed from the memory module 2, where the new address 2 is the result of ( ). 3) Return the code-length 5 and "predict" signal to a controller. Iteration 2, the second cycle:
1.1) LOC [5] , T [5] in pMDR, T are shifted into dMDR, T . 1.2) R[2], T [2] are loaded into pMDR, T . 2.1) The branch model set 00 of LOC [5] in dMDR is used for decoding the bit_stream [2 : 3] which is not the terminal-node. The codeword length needs not be predicted since it has been known in the previous cycle. Iteration 3, the third cycle:
1.1) {R [2] , T [2] } are shifted into {dMDR, T }. 2.1) The terminal of the codeword is detected by the set10 of R [2] in dMDR. 2.
2) The decoded symbol address is (T ) (OFST ) where OFST is the number of terminal nodes before the set 10 of R [2] . Besides, the "finish" signal is enabled.
3) Return the symbol_address and "finish" signal to the controller.
D. Parallel-Processor VLC Decoder
According to the proposed decoding procedure, the valid bit stream of the next codeword is available when the codeword length and boundary are determined. However, the VLC decoding processor has to complete the procedures for finding the decoded symbol address. To increase the decoding throughput, another processor is used for decoding the valid bit stream of the next codeword. A block diagram of a parallel-processor VLC decoder is depicted in Fig. 6 . The processor starts the decoding procedure when the "Bit_Stream & Start" are available. Besides, it transmits the "Sym_address & Finish" to notify the controller that the decoding procedure is completed and the symbol address is found. On the other hand, the controller can determine the codeword boundary when the "CodeLength & Predict" are received. Since the codeword lengths are variable, the latter codeword in the bit stream can be decoded earlier than the former long codeword. The controller has to rearrange the decoded symbol addresses in order of the input codeword before accessing the symbol memory. Because the decoding information is identical for every processor, the multi-read-port memory modules are applied to save the memory requirement. As a result, the overhead of the parallel-processor VLC decoder is acceptable since only decoding processor needs to be duplicated.
The number of processors determines the system performance and hardware efficiency of the parallel-processor VLC decoder. If the valid bit stream is not available consecutively, the hardware efficiency will be degraded due to idle operations. On the other hand, the system performance will not be enhanced if the VLC decoder has no available processor to decode the valid bit stream continuously. Based on the coding table given by MPEG and JPEG, simulation results show that the triple-processor VLC decoder has the highest performance because the bit stream can be decoded continuously. Nevertheless, several stalls are detected in the allocated processors. Compared to the triple-processor, the decoding throughput of the dual-processor becomes degraded a little bit, but the hardware efficiency is improved significantly. Therefore, the dual-processor decoder structure is selected for multimedia applications.
The dual-processor decoding process is presented in Fig. 7 . The controller will determine the codeword boundary and the valid bit stream when the "CodeLength & Predict" are received. When processor transmits "Sym_address & Finish," the controller frees the busy processor and rearranges the decoded symbol address. Then, the symbol can be accessed in order of the input codeword. Besides, the controller assigns "Bit_Stream & Start" to the free processor. If there is no free processor, the controller will queue the bit stream and wait for available processor.
E. Performance Estimation
Based on codeword boundary prediction, performance of the parallel-processor VLC decoder depends on whether the branch models can predict the lengths of the codewords in a given bit stream efficiently. Therefore, random codeword bit streams are generated to evaluate the performance, where the frequency of each codeword coincides with the probability of the related symbol. Performance comparisons of different VLC decompression schemes are given in Table II . It is found that the dual-processor VLC decoder achieves the average decompression rate of 72.5 Msymbol/s operating at 100 MHz. In other words, the decoding throughput of this decoder can be up to 810 Mbps for MPEG-2 DCT coefficient table 15 containing 11-bit symbols and with 60% compression ratio. Besides, with the same clock rate, the average decoding throughput of the proposal is about 1.5 times of a single-processor VLC decoder, 3.4 times of [9] , and 8.2 times of [8] .
III. CONCLUSION
In this paper, we present a VLC decompression scheme with codeword boundary prediction to break the iteration bound of a single bit stream. The required prediction messages are added to the coding table information by the proposed branch models. Based on an efficient memory-mapping scheme, the information is loaded into memory modules for both decoding and prediction operations. Hence, the codeword length can be determined before the decoding procedure is completed. To enhance decompression throughput, a parallel-processor VLC decoder is developed for bit stream decoding. Simulation results show that the dual-processor decoder structure is the optimal solution for video films and images applications. Therefore, the VLC decoder with codeword boundary prediction scheme is suitable for current and advanced multimedia systems, such as MPEG-2, H.263, and MPEG-4.
