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Channel precoding and decoding is a new paradigm that is introduced
during recent years. It is used to shape the transmitted signal and to in-
troduce the redundancy in order to eliminate the intersymbol interference.
In this thesis, we present several linear and nonlinear optimal designs for
precoders and decoders.
A lot of research work has been done for designing better performance
precoder/decoder pair. Such as minimizing the mean-squared error, max-
imizing the information rate, minimizing the bit error rate and so on. In
this thesis, we introduce a new criterion named weighted information rate
criterion for our linear design. This criterion is a generalization of the opti-
mal linear precoder and decoder design. By choosing corresponding weight
matrix, we can obtain maximum information rate (MIR) design, minimum
mean-squared error (MMSE) design and QoS based design.
For the DFE-based nonlinear precoder and decoder design, we firstly
design a precoder which can maximize the information rate, then on the
basis of this design, we further improve it by trying to minimize the bit
xi
SUMMARY xii
error rate (MBER) and maximize the information rate together. We are
using Lagrangian optimizing method to make the eigenvectors of the precoder
matrix match to the eigenvectors of the circulant channel matrix in order to
maximize the information rate. And we use discrete fourier transform (DFT)
matrix to ensure that the average bit error rate is a convex function and has
the minimum value, so by adopting MMSE criterion we can achieve that
minimum value. Therefore, the optimal design is obtained.
Various simulation results prove the improvements of our linear and
nonlinear optimal precoders and decoders designs. For linear weighted infor-
mation rate criterion, the results show that we can achieve different kind of
designs by choosing the weight matrix properly. The MIR design maximizes
the information rate. The MMSE design obtains optimum performance of
MSE and the QoS based design allows us to transmit different signals under
different subchannel SNR requirements. For DFE-based nonlinear designs,
the improvement of the information rate of our MMER-DFE design over the
MMSE-DFE design is considerable. Also, our MBER-DFE design always
has better BER performance, regardless of the channel frequency selectivity.
And the more frequency selective the channel performed, the more obvious
the SNR gain we observed of MBER-DFE design.
Chapter 1
Introduction
1.1 Trends on Wireless Communications
Wireless communications is now undergoing its fastest growth period in
history. The emergence of wireless cellular communication systems brings
about an exciting revolution to the wireless industry in terms of both tech-
nologies and applications. The number of worldwide cellular telephone sub-
scribers has exceeded 600 million in late 2001 [1] and the total number of
worldwide subscribers to wireless cellular services will exceed 2 billion by
2007, according to a new report from In-Stat/MDR. Most of today’s ubiq-
uitous cellular networks use the second generation (2G) technologies which
comform to the second generation cellular standards. Unlike the first gen-
eration cellular systems that adopted Frequency Division Multiple Access
(FDMA), Frequency Division Duplexing (FDD) and analog FM, 2G stan-
1
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dards rely on digital modulation formats and Time Division Multiple Access
(TDMA)/FDD and Code Division Multiple Access (CDMA)/FDD multiple
access techniques.
Global SystemMobile (GSM), North American Digital Cellular (NADC),
Pacific Digital Cellular (PDC) and Interim Standard 95 Code Division Mul-
tiple Access (IS-95) are four of the 2G standards which are used popularly.
GSM supports eight time slotted users for each 200 kHz radio channel.
NADC supports three time slotted users for each 30 kHz radio channel while
PDC is similar to NADC. IS-95 supports up to 64 users that are orthogonally
coded and simultaneously transmitted on each 1.25 MHz channel and is also
known as cdmaOne [1].
In order to improve the 2G standards for compatibility with increased
throughput data rates on demand, new standards have been developed that
can be overlaid upon existing 2G technologies. These new standards are
known as the 2.5G technologies. 2.5G systems, such as GPRS, which is
a radio technology for GSM networks, boasts of many new features. For
instance, it adds packet-switching protocols and requires shorter set-up time
for ISP connections, and can even provide up to about 100 Kbps data rate.
Many commercial GPRS systems were deployed worldwide at the end of
1990s. Also, IS-95B is an upgrade of IS-95, which can provide high-speed
packet and circuit switched data access on a common CDMA radio channel.
At the end of 1990s, the third generation (3G) cellular communication
systems were finalized to provide better data service. 3G system allows
unparalleled wireless access in ways that have never been possible before.
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There are two major 3G technology standards: CDMA2000 and Wideband
CDMA (W-CDMA). CDMA2000 are based on the fundamentals of IS-95
and IS-95B technologies and has several variants. W-CDMA is based on the
fundamentals of GSM and assures backward compatibility with the second
generation GSM. The network structure and bit level packaging of GSM data
is retained by W-CDMA, with additional capacity and bandwidth provided
by a new CDMA air interface.
Although 3G technologies have improved significantly over the years,
it is still inferior in many years, compared to the fixed wire line Internet
connection. Most Local Area Networks (LAN) in campus/office support 100
Mbps data rate at very low costs. For high data rate transmission, con-
ventional cellular communication systems are uneconomical since they have
to pay attention to covering wide areas, supporting highly mobile users and
providing seamless handover. Wireless LAN was hence proposed to address
this problem. Compared to cellular communication systems, a wireless LAN
cell covers up to several hundreds meters [1], the range of a hot spot, and
supports 10 Mbps to 50 Mbps data rate for each user. Currently, the most
popular wireless LAN standard is 802.11b, which can support up to 10 Mbps
data rate and has been installed at some hot spots, such as airports, hotels,
and campus.
At the same time, other wireless technologies are also under intensive
study and some are rapidly becoming pervasive in our everyday life. For
instance, Bluetooth, Wireless Personal Area Networks (802.15) and Fixed
Broadband Wireless Access Standards (802.16).


















Figure 1.1: Basic Elements of a Digital Communication System
High data transmission rates, low bit error rates over different kinds
of wireless channels within the limited radio spectrum are just some of the
pre-requisites of the wireless industry today. The need to achieve these re-
quirements, has driven researchers to look for better communication and
signal processing technologies. Some techniques, such as modulation, equal-
ization, diversity and coding have been extensively studied during the past
decades.
Figure 1.1 shows the basic elements of a digital communication system.
Modulation is the process of encoding information from a message source
in a manner suitable for transmission. It is generally concerned of translat-
ing the baseband message signal to a bandpass signal whose frequencies are
very high when compared to the baseband frequency. The baseband mes-
sage signal is called the modulating signal and the bandpass signal is called
the modulated signal. Modulation techniques can be further divided into
frequency modulation, amplitude modulation and phase modulation. Fre-
quency modulation is the most popular analog modulation technique used
in mobile radio systems. It has better noise immunity and works more ef-
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ficiently when compared to amplitude modulation. But it requires a wider
frequency band and the equipments used for transmitting and receiving are
more complex.
Diversity is another communication technique which is used to com-
pensate for fading channel impairments. It improves the quality of a wireless
communications link without increasing the transmitted power or bandwidth.
Diversity techniques are often employed at both base station and mobile re-
ceivers. The most common diversity technique is spatial diversity. Other
diversity techniques include frequency diversity and time diversity.
More recently, linear and nonlinear precoding and decoding techniques
have become popular research areas because of their simple closed-form solu-
tions for transmission over frequency-selective multiple-input multiple-output
channels. We use precoders and decoders to minimize the bit error rate and
eliminate the inter-symbol interferences and they can protect digital data
from errors by selectively introducing redundancies in the transmitted data.
In the next section, I will first introduce the fundamentals of channel
coding and equalization techniques, followed by a discussion of the research
on channel precoding technique. Finally, I will put forth the optimal designs
of linear and nonlinear precoders and decoders, and issues on the criterions
used in the designs.
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1.2 Channel Coding, Equalization and Pre-
coding Techniques
1.2.1 Channel Coding
The channel encoder is a discrete-input, discrete-output device whose
usual purpose is seen as providing some error-correction capability for the
system [2]. It does this by using a mapping from input sequences to code
sequences, which inserts redundancy and utilizes memory. This means that
the process of channel coding produces modulator input symbols that are
interrelated, introducing a crucial aspect of memory into the signaling pro-
cess. At the same time, a controlled redundancy is introduced. It is well
known [2] that redundancy introduced in the transmitter of a communica-
tion system may allow us to overcome serious intersymbol interference (ISI)
problems due to highly dispersive channels. The channel decoder exploits
the redundancy to decide which message bit was actually transmitted. The
reasons for adopting coding are, widely speaking, to achieve highly reliable
communication at rates approaching the channel capacity limit defined by
the physical channel. Channel coding is useful in virtually every kind of
noisy channel transmission problem; some still regard its principal area of
application as the unlimited-bandwidth channel, but recently major contri-
butions to practical communications have been made by intelligent coding
for band-limited channels. Coding also offers particularly impressive gains on
fading and time-varying interference channels. Channel codes that are used













Figure 1.2: Classification of Channel Coding Techniques
to detect errors are called error detection codes, while codes that can detect
and correct errors are called error correction codes. The basic purpose of
error detection and error correction techniques is to introduce redundancies
in the data to improve wireless link performance. The introduction of redun-
dant bits increases the raw data rate used in the link, hence, it increases the
bandwidth requirement for a fixed source data rate. This reduces the band-
width efficiency of the link in high SNR conditions, but provides excellent
BER performance at low SNR values. Figure 1.2 [2] shows the classification
of channel coding techniques. It is classified based on the structure behind
the encoding function, that is, the relation between message symbols and
modulator inputs.


















Figure 1.3: Block Coding
1.2.1.1 Block Codes
Figure 1.3 shows a diagram of block coding. Block codes operate in
block-by-block manner and each codeword depends only on the current in-
put message block. It may be further categorized as linear and nonlinear
codes. Linear block codes are defined by linear mapping from the space of
input messages to the space of output messages, and it is ultimately rep-
resented by a matrix multiplication. Linear block codes are also known as
parity check codes because we can view the codeword as comprised of a mes-
sage component and parity symbols. The linear block codes are in a more
restricted class known as cyclic codes, or at least codes closely related to
cyclic codes which are a subset of the class of linear codes that satisfy the
cyclic shift property.
The encoder for a block code accepts blocks of k input symbols and
produces blocks of n output symbols which is called code word by multiplying
a generator matrix. We can create a generator matrix that generate an
equivalent code if we permute any rows of the generator matrix and replace















Figure 1.5: Hard Decision
any row of it by a linearly independent combination of rows.
There are two kinds of decoding, one is soft-decision decoding, the other
is hard-decision decoding. Soft-decision decoder operates directly on the
decision statistics (see Figure 1.4) and hard-decision decoder makes “hard”
decisions (0 or 1) on individual bits (see Figure 1.5). In the decoding of a
block code for a memoryless channel, we compute the Hamming distance
for hard-decision decoding and Euclidean distance for soft-decision decoding
between the received code word and all possible code words. Then we select
the code word which is closest in distance to the received code word.
The major classes of block codes are: repetition codes, Hamming codes,
Golay codes, BCH codes, Reed-Solomon codes, Walsh codes, etc. And these
kinds of block codes are widely used in systems, for example, the IS-95 stan-
dard employs a rate (64,6) orthogonal code on the reverse link; proposed
ETSI standard employs RS codes concatenated with convolutional codes for
data communications.






Figure 1.6: Trellis Encoder
1.2.1.2 Trellis Codes
Figure 1.6 shows the typical structure of a trellis encoder. The rect-
angular box represents one element of a serial register. The content of the
shift registers is shifted from left to right. Plus sign represents modulo-2
addition. Trellis codes should be regarded as mapping an arbitrarily long
input message sequence to an arbitrarily long code stream without block
structure. The reason why we call it trellis codes is because the codewords
may be identified with a regular, directed finite-state graph reminiscent of a
garden trellis. Trellis codes are also composed of linear codes and nonlinear
codes. Linear trellis codes are known as convolutional codes because the
original codes were linear mappings from input to output sequences obtained
by a discrete-time, finite-alphabet convolution of the input with an encoder’s
impulse response.
Unlike the block code, optimum decoding of a convolutional code in-
volves a search through the trellis for the most probable sequence. Depending
on whether the hard-decision or soft-decision is employed, the corresponding
metric in the trellis search may be either a Hamming metric or Euclidean
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metric, respectively. The Viterbi algorithm is an optimum decoding method
of convolutional codes. It can be used for either hard or soft decision de-
coding and it is a clever way of implementing maximum likelihood decoding.
Convolutional codes are encoded using a finite state machine and the optimal
decoder for convolutional codes will find the path through the trellis, which
lies at the shortest distance to the received signal.
Convolutional codes are useful for real-time applications because they
can be continuously encoded and decoded. We can represent convolutional
codes as generators, block diagrams, state diagrams and trellis diagrams.
Also, the convolutional codes are widely used in practice. NASA uses
a standard r = 1/2, K = 7 convolutional code. IS-54/136 TDMA Cellular
Standard uses a r = 1/2, K = 6 convolutional code. GSM Cellular Standard
uses a r = 1/2, K = 5 convolutional code. IS-95 CDMA Cellular Standard
uses a r = 1/2, K = 9 convolutional code for forward channel and a r =
1/3, K = 9 convolutional code for reverse channel.
Both block codes and trellis codes have had their own advocates during
these years and both of them have their own advantages in certain appli-
cations. For example, most space-time block codes do not provide coding
gain. Their key feature is the provision of full diversity with extremely low
encoder/decoder complexity. Whereas, space-time trellis codes provide full
diversity gain, their key advantage over space-time block codes is the provi-
sion of coding gain. Their disadvantage is that they are extremely difficult
to design and require a computationally intensive encoder and decoder.
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1.2.2 Channel Equalization
Equalization compensates for intersymbol interference (ISI) created by
multipath within time dispersive channels. An equalizer within a receiver
compensates for the average range of expected channel amplitude and delay
characteristics. Equalizer must be adaptive since the channel is generally
unknown and time varying. ISI distorts the transmitted signal, resulting
in bit errors at the receiver. It has been considered as the major barrier to
high speed data transmission over wireless channels. Equalization is one such
technique that is used to overcome ISI. Widely speaking, equalization can be
used to describe and explain any signal processing operation that minimizes
ISI. In a random and time varying channel, equalizers must track the time
varying characteristics of the mobile channels, and thus are called adaptive
equalizers.
The timespan over which an equalizer converges is a function of the
equalizer algorithm, the equalizer structure and the time rate of change of the
multipath radio channel. An equalizer is usually implemented at baseband
in a receiver, because the baseband complex envelope expression can be used
to represent bandpass waveforms.
As can be seen from Figure 1.7, equalization techniques can be divided
into two general categories, linear and nonlinear equalizations [1]. These
two categories determine how the output of an adaptive equalizer is used
for subsequent control of the equalizer. Linear transversal equalizer (LTE)
is the most ordinary form of equalizer structure. A linear transversal filter
is made up of tapped delay lines, with the tappings spaced a symbol period













Figure 1.7: Classification of Equalizers
apart. A linear equalizer can be implemented as an FIR filter, otherwise
known as the transversal filter. Nonlinear equalizers are used in applications
where the channel distortion is too severe for a linear equalizer to handle
and are commonplace in practical wireless systems. There are three effective
nonlinear methods that have been developed which offer improvements over
linear equalization techniques and are used in most 2G and 3G systems [11].
1. Decision Feedback Equalization (DFE)
2. Maximum Likelihood Symbol Detection
3. Maximum Likelihood Sequence Estimation (MLSE)
The basic notion behind DFE is that once an information symbol has
been detected and decided upon, the ISI that induces on future symbols
can be estimated and subtracted out before detection of subsequent symbols
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[21]. The DFE consists of a feed-forward filter (FFF) and a feedback filter
(FBF). The FBF is driven by decisions on the output of the detector, and
its coefficients can be adjusted to cancel the ISI on the current symbol from
past detected symbols. DFE is nonlinear because the FBF contains dk, which
is the previous decision made on the detected signal.(See Figure 1.8) The
equalizer has N1 +N2 + 1 taps in the feed-forward filter and N3 taps in the








where c∗n and yn are tap gains and the inputs, respectively, to the forward
filter, F ∗i are tap gains for the feedback filter, and di(i < k) is the previous
decision made on the detected signal. It means, once dˆk is obtained from
Eqn.(1.1), dk is confirmed from it. Then dk along with previous decisions
dk−1, dk−2, ... are fed back into the equalizer and then dˆk+1 is obtained using
Eqn.(1.1) again. Figure 1.8 shows the direct form of DFE. Both the peak dis-
tortion criterion and the MSE criterion result in a mathematically tractable
optimization of the equalizer coefficients.
1.2.3 Channel Precoding
During the recent years, a new paradigm for the design of space-time
coding that is referred as precoding is being introduced. The process of
shaping the transmit signal and/or introducing redundancy based on the
knowledge of the channel is known as precoding, while the reverse process
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Figure 1.8: Decision Feedback Equalizer (DFE)
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is called decoding. Precoding technique is used just before the transmitted
symbols pass through the channel and that’s why we call it precoding.
Both channel coding and precoding are used to introduce redundancies
in order to improve the rate of information transfer and detect or correct
the errors. However, they carry the same point by adopting different meth-
ods. Channel coding uses different kind of code words to add redundancies
which has been mentioned in the previous section and channel precoding
technique uses different pairs of precoder and decoder matrices which are
more intuitionistic and convenient to compute and handle. Comparing with
channel coding, the main advantage of using precoding technique is that the
impairment of ISI due to multipath propagation on the transmission perfor-
mance can be mitigated without increasing the complexity of the receiver.
In addition, channel precoding can lead to simple closed-form solutions for
transmission which are scalable with respect to the number of antennas, size
of the coding block and transmit average/peak power. The scheme operates
as a block transmission system in which vectors of symbols are encoded and
modulated through a linear or nonlinear mapping operating jointly in the
space and time dimension. In order to achieve the high information rate,
we need proper precoding and modulation techniques. Orthogonal frequency
division multiplexing (OFDM) system [4] [9] and discrete multitone modula-
tion (DMT) [5] [8] are two modulation schemes that are widely used. OFDM
has been selected as the standard modulation scheme for terrestrial digital
audio and video broadcasting in Europe. DMT has been adopted for high-
bit-rate digital subscriber line (HDSL) and asymmetric digital subscriber line
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(ADSL) systems. Lately, a new linear block-by-block transmission scheme,
which includes OFDM and DMT as special cases, has been studied in [10], [6]
and [12]. The precoding techniques are divided into two main approaches.
The first one without knowing the channel state information (CSI), maps
the information symbols in space and time at the transmitter and with low
complexity at the receiver to obtain full diversity gains [13], [17], [14], [25].
The second one assumes CSI is available at both the transmitter and the
receiver sides and illuminates the optimization of the information rate in the
case of flat fading [15], [29], [16] and frequency-selective channels [18], [20].
Precoding leads to simple closed-form solutions for transmission over
multiple-input multiple-output (MIMO) channels. The solutions are shown
to convert the frequency selective MIMO channel into a set of parallel flat
fading subchannels.
Designs of the block transceivers, which are optimal in the sense of max-
imum information rate, minimum mean-squared error (MMSE) or minimum
bit error rate (MBER), have been of great interest recently. The purpose of
adopting block transmission is to transmit data in the way of block-by-block
and to eliminate the interference between the blocks. We have already known
that OFDM and DMT are two prevalent illustrations of block transmission.
Linear and nonlinear precoders and decoders make good use of block-
by-block transmission. Linear precoder/decoder such as zero-forcing (ZF)
and minimum mean-squared error (MMSE) precoder/decoder are easy to
implement as compared to nonlinear schemes. However, results have estab-
lished that nonlinear precoder/decoder such as zero-forcing decision-feedback
CHAPTER 1. INTRODUCTION 18
equalizer (ZF-DFE) and MMSE decision-feedback equalizer (MMSE-DFE)
have better BER performance [32]. In [33] Al-Dhahir and Cioffi derived a
quasi-stationary approximation to the optimal nonstationary input covari-
ance process and showed that by properly choosing the eigenvectors of the
input symbols, the mutual information rate can be improved significantly. In
linear schemes, maximizing information rate has been extensively studied. In
[7] Scaglione studied the use of filterbank transceivers to optimize the infor-
mation rate over dispersive channel. The same technique and theory as in [33]
were adopted by Dhahir and Cioffi. In addition, they developed two loading
algorithms to distribute transmit power and number of bits across the us-
able subchannels. With the aim of maximizing the information rate, the ZF
and MMSE receiver filterbanks were derived, and the purposed transceivers
outperform DMT for small-size blocks transmitted through highly frequency
selective channels.
Also, minimizing the mean-squared error (MSE) is another aspect of
research. [27] presented MMSE designs for linear precoders and decoders
subject to transmit power constraint and maximum eigenvalue constraint
for MIMO transmission systems with finite memory. The solutions were to
convert the MIMO channel with memory into a set of parallel flat fading
subchannels. The channel was eigendecomposed in constructing the optimal
precoder and decoder matrix and different kind of optimal precoder/decoder
pair was obtained. Alfred Mertins in his work [28] studied the MMSE design
of precoders under the condition of arbitrary channel lengths and yielded
near-optimal solutions for the transmit filters. The proposed design method
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considered the optimal receive filters for given transmit filters and channel,
but during transmitter optimization, it used an approximation for simplifying
the objective function. And it could be considered as an extension of the work
in [10] from block transmission to overlapped block transmission.
Moreover, the design of minimizing the bit error rate becomes another
popular research area recently. The works in [3] and [30] achieved the mini-
mum bound of the bit error rate of zero-forcing equalizer and MMSE equal-
izer, respectively. Both of them obtained the cyclic prefixed minimum bit
error rate (BER) precoder by replacing the diagonal water-filling power load-
ing with a full matrix consisting of a diagonal minimum mean-squared error
power loading matrix, and also were post-multiplied by a discrete Fourier
transform (DFT) matrix. While in nonlinear schemes, Stamoulis in his pa-
per [22] studied to minimize the geometric mean-squared error (GMSE) by
joint optimizing both the transmit and receive filters in order to maximize the
information rate because the information rate was a monotonic decreasing
function of the GMSE. Two different conditions were studied. One was with-
out inter-block interference (IBI) and the other was with IBI. The optimal
DFE receivers were derived and it showed that the BER performance was
better than that of the linear schemes. [23] converted the frequency fading
channel into a set of independent flat fading subchannels and increased the
information rate by using the transmit filterbank as precoder (pre-equalizer)
and the receive DFE as the post-equalizer. The MMSE-DFE can perform
significantly better than a ZF-DFE, particularly at moderate-to-low SNR’s
and on severe-ISI channels [31]. [19] studied the MMSE-DFE with different
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selections of precoder matrix such as Hadamard precoder, OFDM precoder
and optimum ZF precoder. In [19], Stamoulis derived closed form solutions
for the FIR nonlinear decision-feedback receivers. The block channel estima-
tion method was used to enable a self-recovering framework. Nevertheless,
none of the existing papers have tried to maximize the information rate and
at the same time minimize the bit error rate. Therefore, minimizing the bit
error rate together with maximizing the information rate has become one of
the major challenges and hence motivates us to do more research work in
this area.
1.3 Motivation and Contribution of The The-
sis
The demand for high data rate transmission contributes to the ceaseless
research for optimizing the design of linear and nonlinear precoder and de-
coder. Ways of optimizing the information rate in linear schemes has been
widely studied and the maximum information rate has been obtained. How-
ever, in nonlinear schemes, the maximum value of the information rate has
not been completely acquired. In this thesis, we try to make use of the ideas,
which are acquired from linear precoder design and apply them to maximize
the information rate of nonlinear precoder/decoder pair by employing the
Lagrangian method according to the transmit power constraint. In addition,
we attempt to generalize the linear precoder and decoder designs for MIMO
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channels using the weighted information rate criterion. By choosing differ-
ent weight matrix of the information rate, we can obtain different kind of
designs such as maximum information rate design, minimum mean-squared
error (MMSE) design and QoS based design.
Since the precoding techniques are developing very fast, it is not suf-
ficient to simply obtain the maximum information rate. While trying to
maximize the information rate at the same moment, we also attempt to min-
imize the bit error rate (BER) in nonlinear schemes according to the MMSE
criterion and simultaneously add Discrete Fourier Transform (DFT) matri-
ces at both the transmitter and the receiver sides. Hence, our transceiver
becomes a DFT-based transceiver. Therefore, all of these ensure that the bit
error rates are being minimized and information rates are maximized. The
SNR gain of our purposed design over other designs can be several decibels.
Therefore, the contributions of this thesis can be enumerated as follows:
First, we present a new criterion: weighted information rate criterion,
which generalizes the optimal linear precoder and decoder designs.
Secondly, we present the maximum information rate design for nonlinear
precoders and decoders. The transmission information rate is maximized by
using Lagrangian method together with a matched precoder matrix.
Thirdly, we minimize the bit error rate and at the same time maximize
the information rate for nonlinear precoders and decoders by using a matched
precoder matrix together with a DFT matrix.
Comparing to those existing work, we manage to achieve various opti-
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mal precoder and decoder designs through a different way, and also try to
generalize these designs using uniform precoder and decoder equations. That
is our weighted information rate design. Moreover, we notice that no work of
nonlinear precoder and decoder has been done before, while in this thesis, we
obtain the nonlinear designs of precoder and decoder which can maximize
the information rate and minimize the bit error rate simultaneously. The
simulation results show the performance of our designs.
1.4 Organization of The Thesis
The thesis is organized as follows:
Chapter 2 introduces the background preliminaries, including the trans-
mission method that we will adopt in the thesis and some criterions of pre-
coder and decoder design.
In Chapter 3, we show the linear precoder and decoder design. The
system model is described. We also present the linear weighted information
rate criterion; by choosing different weight matrix, we can obtain maximum
information rate design, minimum mean-squared error design and QoS based
design. This criterion generalizes different linear precoder and decoder ap-
plications.
Nonlinear precoder and decoder designs which can maximize the infor-
mation rate and minimize the bit error rate are presented in Chapter 4. For
the system model, we assume that the channel state information is available
at both the transmitter and the receiver sides. This usually results in the
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optimal solution for nonlinear precoder and decoder designs as they take ad-
vantage of the channel state information appropriately and utilize resources
at their best while maintaining a reasonable complexity. We decompose the
channel into several eigen subchannels and load the power on the subchannels
appropriately. Then we try to maximize the information rate of nonlinear
precoder/decoder. Towards the end, on the basis of maximizing the infor-
mation rate, we move on to minimize the bit error rate and introduce our
MBER-DFE design.
In Chapter 5, numerical results are presented to analyze the performance
of our linear and nonlinear precoder and decoder designs. We conduct simu-
lations and choose FIR channels with different tap coefficients to verify our
analysis. The results show that we can generalize the linear optimal designs
and for nonlinear scheme, we can both maximize the information rate and
minimize the bit error rate at the same time.
Chapter 6 summarizes the whole thesis.
Chapter 2
Background Preliminaries
For transmissions over wireless dispersive media, channel induced inter-
symbol interference (ISI) is a major performance limiting factor. To mitigate
such a time-domain dispersive effect that gives rise to frequency selectivity, it
has been proved useful to transmit the information-bearing chips in blocks.
To eliminate the inter-block interference (IBI), it is necessary to use the cyclic
prefixed (CP) transmission method to adopt in our work. In addition, zero
padding (ZP) transmission method is an alternative way to get rid of IBI.
In this chapter, we will introduce and review the basic principles of these
two methods, then briefly present the works that have been done on CP
and ZP, and make comparisons between them. We will also present a few
optimal designs of precoders and decoders, such as minimum mean-squared
error design, maximum output SNR design and maximum information rate
design. The design criteria will be derived. The advantages and drawbacks
24
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Figure 2.1: Block Transmission System Model
of these designs will be discussed and these discussions will be useful in the
following chapters of the thesis.
2.1 Cyclic Prefixed and Zero Padding Trans-
mission Method
2.1.1 Cyclic Prefixed
CP transmission method is a traditional method to ensure symbol re-
covery. It consists of redundant symbols replicated at the beginning of each
transmitted block. To eliminate IBI, the redundant part of each block is
chosen greater than the channel length and is discarded at the decoder side.
The basic CP-based transmission system model is shown in the above Figure
2.1. s(n) denotes the nth block of data that contains M data symbols to be
transmitted, where n = 0, 1, 2.... The data is then transformed to form u(n)
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where the nth transmitted block u(n) is now given as
u(n)
4
= [u(nP ) u(nP + 1) ... u(nP + P − 1)]T 4= Fs(n) (2.1)
where F is a P ×M precoder matrix. P is the number of symbols that are
transmitted across the channel. Redundancy is introduced in this transfor-
mation, where P > M symbols are transmitted across the channel. This
redundancy is key to eliminate IBI at the decoder side, as we will see later.




HFs(n− l) +Gw˜(n) (2.2)
where w˜(n) denotes the additive noise. G is theM×P decoder matrix. The





h(lP ) h(lP − 1) . . . h(lP − P + 1)
h(lP + 1) h(lP )
. . . h(lP − P + 2)
...
. . . . . .
...
h(lP + P − 1) h(lP + P − 2) . . . h(lP )

(2.3)
Eqn.(2.2) can be simplified by the judicious choice of the block size and
redundancy, as is well known in the special case of cyclic prefixed-based
transceivers (see e.g., [12]). To state this formally, we define the following
assumptions in order to set up the cyclic prefixed theory clearly and easily:
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A1. The channel is an Lth order finite impulse response (FIR) channel with
impulse response h(n) = 0, when n < 0 and n > L.
A2. The length of the block of transmitted symbols P ≥M + L and P > 2L.
Therefore, invoking these two assumptions A1, A2 and Eqn.(2.3), Eqn.(2.2)
can be obtained as
r(n) = GH0Fs(n) +GHIBIFs(n− 1) +Gw˜(n) (2.4)






h(0) 0 0 . . . 0
... h(0) 0 . . . 0
h(L) . . .
. . . . . .
...
...
. . . . . . . . . 0







0 . . . h(L) . . . h(1)
...
. . . 0
. . .
...
0 . . .






0 . . . 0 . . . 0

(2.6)
From Eqn.(2.4) we can easily see that the interblock interference now
only arises between successive blocks which is denoted by GHIBIFs(n− 1),
and IBI of the nth block of received symbols now only comes from the previous
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block. To understand this IBI, we can see from Eqn.(2.6) that HIBI has
nonzero elements only in its L×L top right submatrix. Therefore, it is shown
in [30] that IBI can be eliminated, irrespective of the actual impulse response
of the channel, if we impose a structure on F and G so that GHIBIF = 0.









SinceHIBI has nonzero elements only in its L×L top right matrix, therefore,
we can see GcpHIBI = 0 and thus GcpHIBIFs(n − 1) becomes zero. Hence
the IBI is eliminated and Eqn.(2.4) can be written as
r(n) = GcpH0Fs(n) +Gcpw˜(n) (2.8)
2.1.2 Zero Padding
Zero padding(ZP) is another option to let us obtain an IBI-free trans-
missions and was recently proposed to replace the traditional CP method.
It zero-pads the transmitted block s(n) with L trailing zeros [13] by appro-
priately choosing the precoder matrix F. Specifically, in each block of the
ZP transmission, zero symbols are appended after the precoded information
symbols. If the number of zero symbols equals the CP length, then ZP and
CP transmission methods have the same spectral efficiency. Unlike CP and
without bandwidth-consuming channel coding, ZP guarantees symbol recov-
CHAPTER 2. BACKGROUND PRELIMINARIES 29
ery and assures FIR equalization of FIR channels regardless of the channel
zero locations [39].
The only difference of ZP from CP is that the CP is replaced by L
trailing zeros that padded at each precoded block. Note that if F in Eqn.(2.4)
is chosen such that HIBIF = 0, then consequently GHIBIFs(n − 1) = 0
and IBI is therefore eliminated. This corresponds to zero padding block
transmissions [13]. In order to achieve this zero padding, we have to set the










which amounts to setting the last L rows of F to zero, since only the last L
columns of HIBI are nonzero, from Eqn.(2.9) and Eqn.(2.6) we can obtain
HIBIFzp = 0, which is equal to zero padding the IBI matrix HIBI . Accord-
ingly, GHIBIFzps(n − 1) = 0 and the IBI is eliminated. If we make the









where IˆM×L consists of the first L columns of an M ×M identity matrix.
Premultiplying a matrix or a vector by Gzp adds the last L rows to the first
L columns. Then using Eqn.(2.5), Eqn.(2.9) and Eqn.(2.10), the channel






Figure 2.2: Block Transmission with Zero Padding Method
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. . . . . .
...
0
. . . 0 h(L)

(2.11)
Finally, the received block r(n) can be written as
r(n) = Hzps(n) + wˆ(n) (2.12)
where wˆ(n)
4
= Gzp · w˜(n) is the aliased noise. Therefore, we can see the IBI
introduced by s(n− 1) is eliminated, and the system model shown in Figure
2.1 simplifies to Figure 2.2.
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2.1.3 Comparisons Between CP and ZP
We first summarize the following results of CP and ZP methods.
1. Blocking and IBI suppression with cyclic prefixed: By inserting a CP
of length L to the transmitted block u(n) through the matrix Fcp and
then descarding the first L samples of each received block using the
matrix Gcp, we can convert the serial ISI channel h(l) of order L to an
IBI-free circular-convolution-based block system as in Eqn.(2.8).
2. Blocking and IBI suppression with zero padding: By zero padding each
transmitted block u(n) with L trailing zeros, we can achieve IBI-free
linear-convolution-based block transmission. By appropriate time alias-
ing through Gzp, we can obtain the final circular-convolution-based
block transmission system as in Eqn.(2.12).
While CP enables simple equalization of multipath channels, ZP offers
guaranteed symbol recovery regardless of where channel fades may appear. In
addition, a ZP transmission can be recast as a CP transmission by appropri-
ately overlapping and adding successive blocks at the receiver. Therefore, ZP
appears to be more flexible than CP: it can trade off equalization complexity
with symbol detectability.
Besides allowing individual data symbols to be transmitted over inde-
pendent sub-channels, the CP transmission method enables one to deal easily
with IBI channels by simply taking into account the scalar channel attenua-
tions. It also prevents an exponential growth of errors regardless of the phase
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of the channel. In fact, the key property of the cyclic prefixed is that its per-
formance is invariant to the phase of the channel spectrum, and moreover, it
keeps this property regardless of what other linear operations are performed
prior to adding the cyclic prefixed. Note too that a cyclic prefixed method is
the most efficient way of attaining the phase invariance property because a
necessary condition for the inverse to exist is for the precoder to introduce at
least L − 1 redundant symbols. However, it has the obvious drawback that
the symbol transmitted cannot be recovered when it is hit by a channel zero
(e.g., h(l) = 0). This limitation leads to a loss in frequency diversity and can
be overcome by the zero padding (ZP) transmission method [12].
Zero padding introduces the same amount of redundancy as cyclic pre-
fixed method and thus results in the same bit rate loss. Interestingly, ZP
assures channel irrespective retrieval of the transmitted symbol blocks even
when a channel zero is located on a subcarrier which is not possible with
the CP method. The merits of zero padding over cyclic prefixed for wire-
less applications are channel irrespective linear equalizability and guaranteed
symbol recovery [39].
ZP method also has its own defect. In terms of power amplifier-induced
clipping effects, ZP introduces slightly more nonlinear distortions leading
to a larger SNR of operation, and therefore, needs slightly increased power
backoff than CP.
Concerning with wireless applications, where the channel state informa-
tion is not available at the precoder side, Muquet [39] introduces CP and
compares it with ZP in terms of nonlinear amplifier effects.
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It is well known that power amplifier introduces nonlinear distortions,
which destroy orthogonality between the carriers and deteriorate the over-
all system performance by introducing intercarrier interference. Thus, for a
given clipping ratio(number of clipped symbols divided by the total number
of transmitted symbols), the mean transmitted power by ZP is smaller com-
pared to CP. It is shown in [39] that clipping effects alone entail excess SNR
incurred by the CP relative to that required by ZP as high as 0.96dB. How-
ever, this degradation may be compensated by some particular properties of
ZP such as the existence of the specific subspace channel estimation method.
This results in a better performance for CP when transmitting small bursts.
However, with long bursts ZP is to be preferred because it has better channel
tracking capabilities than CP method.
2.2 Optimal Designs for Precoders and De-
coders
Redundancy at the precoder builds diversity in the input of digital com-
munication systems and is well motivated for designing the error correcting
codes [21]. However, especially with block transmissions, where the data
stream is divided into consecutive equal-size blocks [36], the redundancy
added to each block provides also a powerful tool for removing interblock
interference by making use of cyclic prefixed or zero padding methods which
are presented in the previous section.
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Besides the mitigation of IBI and noise, the information rate and/or
diversity gain afforded by the increased hardware complexity requires appro-
priate precoding and decoding techniques. Two main approaches emerged
from the effort of defining such effective transmission strategies: One uses
appropriate mappings of the information symbols in space and time so that
without channel state information (CSI) at the precoder and with low com-
plexity at the decoder, full diversity gains become possible [17]. The second
one addresses specifically the optimization of the information rate in the case
of flat fading [15] and frequency-selective channels [18], assuming that CSI is
available at both the precoder and decoder sides. Optimal designs developed
in the past, which were based on multi-input multi-output (MIMO) models
such as [37], gained importance because of the new interest in joint transmit-
receive diversity schemes. Scaglione has done a lot of research work on opti-
mal precoders and decoders designs. She presents the design paradigm which
is based on an optimal pair of linear transformations F and G of blocks of
the transmit symbols and receive samples, respectively, that operate jointly
on the time and space dimensions. F and G are named as precoder and
decoder, respectively. The designs target different criteria of optimality and
constraints, assuming the channel is known at the decoder as well as the pre-
coder end. CSI can be acquired at the precoder either if a feedback channel
is present or when the precoder and decoder operate in time division duplex
so that the time-invariant MIMO channel transfer function is the same in
both ways. The optimal solutions [27] can appropriately take advantage of
CSI and utilize resources at best while maintaining a reasonable complexity.
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In [27], Scaglione presents the minimum mean-squared error design. As-
suming the white transmit symbols s(n), n = 1, 2, ... are transmitted and
Rss
4
= σ2ssI(See Figure 2.1). The noise w˜(n) is additive Gaussian noise
(AGN) with covariance Rw˜w˜, Rw˜w˜ is positive definite, and is uncorrelated
with the transmit symbols. The system model can be written as
r(n)
4
= GHFs(n) +Gw˜(n) (2.13)
A reasonable criterion to design a decoder G, for given F and H, is to










where E(x) is the mathematical expression of x. Referring to the system











The cumulative MSE of the estimation of s(n) is tr(MSE(F,G)), where tr(A)
denotes the trace of matrix A. We adopt Lagrangian method to differentiate
Eqn.(2.15) with respect to F, subject to the transmit power constraint, then
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Then the determination of precoder matrix F will be based on different per-
formance measures. Scaglione [27] also introduces the eigenvalue decompo-




where V is the unitary matrix whose columns are formed by the correspond-
ing eigenvectors. Λ is a diagonal matrix which contains the non-null eigen-
values λii of H
HR−1w˜w˜H arranged in decreasing order.
The MMSE design minimizes the tr(MSE(F,G)) jointly with respect to
G and F under the transmit power constraint. The solution of the optimiza-
tion problem






ss = p0 (2.18)















where p0 is the transmit power, (x)+
4
= max (x, 0). And GMMSE can be ob-
tained by replacing F with FMMSE in Eqn.(2.16). It is interesting to see that
the minimization of the determinant, in lieu of the trace, of the MSE(F,G)
matrix with respect to F is equivalent to maximizing the information rate.
The capacity of a MIMO channel was derived for the multi-antenna and flat
fading case, in [15] and [16]. In [18], the authors generalize the discrete multi-
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tone (DMT) scheme for the MIMO frequency selective case. Compared with
these works, the approach of Scaglione’s [27] has the following advantages.
1. It jointly optimizes the precoder and decoder explicitly.
2. It does not treat the frequency-selective and flat-fading cases separately
and includes the time-varying case as well.
3. It links together the MSE metric with the maximum information rate
criterion.
The dimensionless signal-to-noise ratio (SNR) is a standard quality mea-
sure for digital communications system performance. Therefore, the required
SNR can be considered as a metric that characterizes the performance of one
system versus another. Maximum output SNR criterion is used to achieve
higher signal-to-noise ratio and thus more transmission power can be ob-
tained. The optimum precoder/decoder (F,G) pair which maximize the
output signal-to-noise ratio (SNR) subject to the zero-forcing (ZF) constraint
is presented in [10]. Scaglione [10] introduces this criterion in her work to
design a pair of precoder and decoder. Since the maximum output SNR
criterion tends to transmit more power at the frequencies where the chan-
nel attenuation is higher, it can also accommodate interferences appended
to the received signal. Also, the design converts transmission over the wide-
band dispersive channel to transmission over several parallel uncorrelated
subchannels. As we know that s(n) is the transmitted symbols and the
additive Gaussian noise vector is w˜(n). They are mutually uncorrelated,
stationary with known covariance matrix Rss
4
= σ2ssI and Rw˜w˜
4
= σ2w˜w˜I. The
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precoder and decoder matrices are F and G, respectively, and the channel
matrix is H (see Figure 2.1). Recalling the system model in Eqn.(2.13), the










ZF constraint is used to force the samples of the combined channel and
equalizer impulse response to zero. That means G = (HF)†, where (A)†
denotes the pseudo-inverse of matrix A. It has the disadvantage that the
inverse filter may excessively amplify noise at frequencies where the folded
channel spectrum has high attenuation. The ZF constraint thus neglects the
effect of noise altogether, and is not often used for wireless links. However,
it performs well for static channels with high SNR. Assuming the transmit-




where I is the M ×M identity matrix. We need to use the ZF constraint,
otherwise the decoder matrix G will become to infinity by maximizing the
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GHF = I (2.24)
Since Rss = σ
2
ssI is the known covariance matrix, tr(Rss) can be considered
as a constant, hence, in order to get the optimum precoder F and decoder
G, we maximize the SNR. It is equal to minimizing tr(GRw˜w˜G
H). There-
fore, invoking the mathematical induction in [10], we minimize tr(GRw˜w˜G
H)
subject to ZF constraint, the Lagrangian equation can be written as
L = tr(GRw˜w˜GH)− µ(tr(GHF)−M) (2.25)
where µ is the Lagrange multiplier. Differentiating Eqn.(2.25) with respect to
G and letting the result equal to zero, we can see that the SNR is maximized
if and only if
G = µFHHHR−1w˜w˜ (2.26)
since we know that Rw˜w˜ = σ
2
w˜w˜I and in order to simplify subsequent ex-
pressions, we select µ = σ2w˜w˜. Using this choice, then the decoder matrix G
becomes G = FHHH and the ZF constraint in Eqn.(2.21) becomes
FHHHHF = I (2.27)
CHAPTER 2. BACKGROUND PRELIMINARIES 40





where Uh and Vh are unitary matrices which contain the corresponding
singular vectors and Λ is the diagonal matrix which contains the singular
values of H on the diagonal. We substitute Eqn.(2.28) into Eqn.(2.26) and
Eqn.(2.27) and the final expressions of the optimal precoder and decoder are
expressed as
F = VhΛ
−(1/2), G = UHh (2.29)
and these expressions are what we require to achieve the maximum SNR
criterion.
Maximum output SNR criterion [10] converts transmission over the
wideband dispersive channel to transmission over P parallel uncorrelated
subchannels. Compared with minimum mean-squared error criterion [27],
it has different power distribution across the subchannels and can trans-
mit more power at the frequencies where the channel attenuation is higher.
For long distance transmissions where the transmitters have to operate at
their maximum power, it is not convenient to use the maximum output SNR
criterion because there will be unnecessary waste of power on subchannels
experiencing severe attenuation or narrowband interferences. Thus, this can
be regarded as the drawback of the maximum output SNR criterion.
In a typical block-based data transmission system, the received output
symbols are grouped into equal-size blocks that are buffered prior to being
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processed to mitigate the effects of channel impairments such as additive
noise and intersymbol interference (ISI). Due to the increasing demand for
higher input bit rates, it is important to investigate efficient schemes for
transmitting the maximum possible number of bits per input symbol, at
an optimized symbol rate, without exceeding capacity limits dictated by
fundamental information theoretic principles. This brings out the maximum
information rate criterion. It was proved in [33] that maximum information
rate with finite-size blocks can be achieved by shaping appropriately the
correlation matrix of the transmitted block.
Scaglione [7] designs the precoder and decoder pair (F,G) that for given
H, Rss and Rw˜w˜ maximizes that possible information rate, subject to a lim-
ited average transmitted power. It is proved that the optimal correlation
matrix can be induced exactly [36], irrespective of the non-Toplitz struc-
ture of the optimal spectral shaping matrix, using a finite impulse response
(FIR) multirate filterbank that introduces minimal redundancy on the input
bit stream. The precoding/decoding structure is adopted and the proposed
transceivers convert the frequency-selective channel into several independent
parallel flat fading subchannels. The decomposition is reached also by [38]
in the context of vector coding. However, the solution in [7] stems from
maximizing a mutual information criterion and possesses inherent flexibility
that yields as special cases zero-forcing and minimum mean-squared error
decoders.
The starting point in maximizing the information rate is to express the
mutual information between channel input u(n) and decoder output r(n) as
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a function of matrices F and G. The result derived in [33] is borrowed and
stated without proof in a slightly more general form that allows for colored
input and noise vectors. The normalized mutual information I(u, r) between
any block u(n) of P channel input symbols and the corresponding block r(n)





log2 |(R†uu +HHR−1w˜w˜H)Ruu| (2.30)
where Ruu is the correlation matrix of the transmitted symbols u(n). † de-
notes the pseudo-inverse. As we can see that spectral shaping of the transmit-
ted blocks Ruu affects mutual information and thus capacity and information
rate of our block transmission through the channel. Without specifying the
decoder structure and assuming additive white Gaussian noise (AWGN), the
mutual information rate can be maximized with respect to Ruu. The spectral
shaper is the precoder F. It is interesting that F will turn out to offer the
exact spectral shaper leading to the optimum Ruu sought by [33]. Along with
the optimum G, the optimum F will be derived in closed form as a result of
maximizing Eqn.(2.30) and will thus achieve the maximum information rate
for block transmissions.
Suppose the transmit power p0 = tr(FRssF
H), the channel matrix H,
the input symbol covariance Rss and the noise covariance matrix Rw˜w˜ be
given. Denoting byU, V the unitary matrices which contain the eigenvectors
and by ∆, Λ the diagonal matrices which contain eigenvalues resulting from




= U∆UH , HHR−1w˜w˜H
4
= VΛVH (2.31)
The optimum (F,G) precoder/decoder pair maximizing the information rate
is given by
Fopt = VΦU
H , Gopt = UΓΛ
−1VHHHR−1w˜w˜ (2.32)












and λii and δii are the ith diagonal entries of Λ1 and ∆.
Note that the optimum pair (Fopt,Gopt) is not unique, and matrix Γ
offers degree of freedom which can be exploited to satisfy added requirements.





Transmission at the maximum information rate in general does not meet
the constraint on the bit error rate which has to be lower than a prescribed
upper bound dictated by the required quality of services.
Similar to existing precoding schemes, Scaglione [7] also assumes that
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the channel is known during her deriving of the maximum information rate
precoder/decoder pair. However, channel information may be imperfect
due to channel estimation errors and presence of time-varying interference.
Therefore, it is important to analyze how sensitive the performance of pro-
posed procoder/decoder pair is obtained from the eigenvectors of the chan-
nel matrix. The sensitivity is expected to increase when the channel matrix
HHR−1w˜w˜H tends to have multiple eigenvalues.
The relative improvement achieved with the maximum information rate
precoder/decoder pair over the discrete multitone (DMT) [35] increases also
as the channel’s frequency selective increases. DMT avoids transmission
over the corresponding subchannels and distributes the available power on
the remaining channels. In contrast, depending on the channel’s eigen char-
acteristics, the optimal design in [7] reshapes all the transmit filters and this
extra flexibility offers the aforementioned improvement over the DMT.
Therefore, we can conclude that in spite of the indisputable interest of
asymptotic results, it is clearly important from the application point of view
to derive systems leading to the maximum information rate for finite-size
block transmissions. Relatively small-size blocks are in fact highly desirable
because they avoid excessive decoding delays, storage requirements, and com-
putational load.
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2.3 Summary
In this chapter, we have introduced the cyclic prefixed and zero padding
transmission methods which can provide an IBI-free transmission. Cyclic
prefixed method inserts a CP of length L to the transmitted block and then
discards the first L entries in the received block. Zero padding method resorts
to zero-pad the transmitted block with L trailing zeros using the transmitted
matrix. These are very effective methods to eliminate IBI and will be adopted
in the following chapters. We have also introduced several optimal designs
for precoders and decoders, including minimum mean-squared error design,
maximum output SNR design and maximum information rate design and
evaluated their respective characteristics. In the next chapter, we will make
use of the minimum mean-squared error criterion and maximum information
rate criterion to design our linear precoders and decoders and try to present
a generalized form to unify different designs.
Chapter 3
Linear Precoder and Decoder
Design
3.1 Introduction
Since the demand for higher transmission information rate is increasing,
addressing this problem has been a crucial part for the research of wireless
communications. Researchers have studied extensively to obtain the methods
which can achieve high information rate. Space-time coding [18] and spatial
multiplexing [15] are two conventional methods that are used to achieve high
data rates over Multiple-Input-Multiple-Output (MIMO) channels. Spatial
multiplexing involves transmitting independent streams of data across multi-
ple antennas to maximize throughput, whereas, space-time coding appropri-
46
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ately maps input symbol streams across space and time for transmit diversity
and coding gain at a given data rate. The advantage is that none of them
requires channel knowledge at the precoder side. However, when channel
knowledge is available at the precoder side, some channel-dependent linear
precoder and decoder designs such as minimum mean-squared error (MMSE)
design [10], maximum information rate (MIR) design [7] and minimum bit
error rate (MBER) design [30] will have good performance in either infor-
mation rate or bit error rate. All these designs use a pair of linear precoder
matrix F0 and decoder matrix G0 which operate linearly on the time and
space dimensions. However, the objective in high bit rate transmissions is
the maximization of the mutual information between precoder and decoder
given performance specifications and limited resources. Optimality in the
sense of maximizing mutual information was proved theoretically for ideal
decision-feedback equalizers (DFE) in [33], assuming PAM signaling, error-
free decisions, and infinite-length feed-forward equalizers. An alternative
approach is the so-called vector coding (VC), that utilizes a bank of filters
whose impulse responses are the eigenvectors of an appropriately defined
channel matrix [38]. The VC approach converts size-M block transmission
over a frequency-selective channel into transmission overM parallel indepen-
dent flat fading channels. In this chapter, we derive the generalized linear
precoder and decoder that maximize any weighted sum of information rate,
assuming total transmit power constraint across all transmit antennas. We
summarize now the main result of this chapter:
• We first introduce the system model for our linear block communication
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system.
• Then we derive the optimum structure for the linear precoder and de-
coder, assuming a total transmit power constraint, and we show that
they diagonalize the channel into several eigen subchannels, for any set
of information rate weights.
• Next, closed-form solutions are derived for the optimum precoder and
decoder as functions of information rate weights, transmit power, de-
coder noise variance and eigenvalues of the channel. We show how to
select appropriate information rate weights to obtain: 1) the maximum
information rate design; 2) the minimum mean-squared error design
and 3) QoS based design(we show how to achieve any set of relative
SNRs across the subchannels).
3.2 System Model
Figure 3.1 shows the model of a linear block communication system,
where s(n)
4
= [s(nM) s(nM + 1) ... s(nM +M − 1)]T is the nth block of M
transmitted data symbols. After being processed by the precoder F0, we get
a block of P data symbols u˜(n)
4
= [u˜(nP ) u˜(nP + 1) ... u˜(nP + P − 1)]T ,
which contains the redundancy inserted by the precoder. We define the
channel H0 is an L
th order FIR channel with the impulse response h(n) =
0, when n < 0 and n > L and we let P = M + L. At the decoder
side, r(n) denotes the nth block of M data symbols of the decoder out-
put. The P × 1 additive white Gaussian noise vector w˜(n) is defined as
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Figure 3.1: Linear Block Transmissions Communication System
w˜(n)
4
= [w˜(nP ) w˜(nP + 1) ... w˜(nP + P − 1)]T , which is independent of the
transmitted symbols and has the correlation matrix Rw˜w˜. We assume the
channel H0 is time invariant and also the channel knowledge is available at
both the precoder and the decoder sides apriori. It is important to note that
if the channel is time-varying, the assumption of channel knowledge at the
precoder side becomes untenable, with the exceptions that the channel can
be taken to be time invariant for an enough long interval or it can be de-
signed resorting to some roughly invariant parameters that can be evaluated
to predict the channel evolution with sufficient accuracy [26]. We use CP
method to eliminate the IBI, this means that we simply discard the first L
entries in the block v˜(n) as shown in Figure 3.1. Therefore, according to the
property of CP and referring to Eqn.(2.15), the precoder F0 can be defined
to have the same structure as Fcp in Chapter 2, which is used to insert a CP
of length L to the transmitted block u(n), thus the precoder matrix can be










which is a P ×M “tall” matrix and the decoder G0 can be considered to
have the same structure as Gcp, which is used to discard the first L rows of









which is anM×P “fat” matrix, and here F andG are bothM×M matrices.
They are the simplified precoder and decoder matrices, respectively, which
means they only process M entries of the transmitted symbols and the noise
vectors. Since both of them have the size of M ×M , it is easy to use them
to do the transformations of the transmit symbols s(n) and receive samples
r(n). According to different optimal designs, F and G will have different
formats, which will be shown in the following.
Since the channel is an Lth order FIR channel with the response h(n) =
0, when n < 0 and n > L, and referring to the CP method we mentioned in
Chapter 2, the system model can be written as
r(n)
4
= G0H0F0s(n)+G0w˜(n) = G0H1F0s(n)+G0HIBIF0s(n−1)+G0w˜(n)
(3.3)
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h(0) 0 0 . . . 0
... h(0) 0 . . . 0
h(L) . . .
. . . . . .
...
...
. . . . . . . . . 0







0 . . . h(L) . . . h(1)
...
. . . 0
. . .
...
0 . . .






0 . . . 0 . . . 0

(3.5)
According to the format of F0 and G0 in Eqn.(3.1) and Eqn.(3.2), we





h(0) 0 . . . h(L) . . . h(1)





... . . . h(L)
0 h(L)
...




. . . . . .
0 . . . h(L) h(L− 1) . . . h(0)

(3.6)
which is an M ×M circulant matrix. Also, since w˜(n) is a P × 1 additive
white Gaussian noise vector, G0w˜(n) will discard the first L elements of






Figure 3.2: Linear Block Transmissions Communication System without
IBI
w˜(n), hence G0w˜(n) equals to Gw(n) where w(n) holds the last M entries
of w˜(n) with autocorrelation Rww = σ
2I. Thus, the system model can be
rewritten as (See Figure 3.2)
r(n) = GHFs(n) +Gw(n) (3.7)
In this chapter, we assume that the noise is statistically independent of the
transmitted symbols. Hence, Rsw
4
= E(swH) = 0.
In all of our designs, the paradigm of precoding/decoding exploits the
channel eigen-decomposition and transmitted symbol eigen-decomposition
in constructing the optimal F, G. The distinct solutions are characterized
by how the power is loaded on each channel eigenfunction. Eigenvalue de-
composition of the HHR−1wwH can decouple the channel into M independent
eigen-subchannels and load the noise power on each eigen-subchannels. Also,
the eigenvalue decomposition of Rss can load the power of transmitted sym-
bols on every eigen-subchannels. Therefore, we make use of the following









where Y and Z are M ×M diagonal matrices with nonnegative entries yii
and zii, 1 ≤ i ≤ M , arranged in a descending order, which contain the
eigenvalues of HHR−1wwH and Rss on their diagonals, respectively. X and U
areM×M unitary matrices whose columns are formed by the corresponding
eigenvectors.
We simplify the objective function by diagonalizing the symmetric ma-
trices involving Rss, H and Rww, all of which are assumed to be available.
Towards this end, we first find the unitary matrices U, X and the diagonal
matrices Y and Z. Next, with appropriately defined matrices Γf and Γg, we









where both Γf and Γg areM×M diagonal matrices with nonnegative entries
γf,ii and γg,ii. They are not unique and will offer degrees of freedom which can
be exploited to satisfy added requirements. For example, the MMSE design
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Figure 3.3: Equivalent Subchannels
and maximum information rate design will result in different structures of
Γf and Γg matrices. Thus, the matrix(or block) channel is described by
the diagonal transfer matrix Γf , Γg and additive noise. Hence, Figure 3.2
becomes equivalent to Figure 3.3, from which we can see that the precoder
and decoder decouple the channel H into M independent eigen-subchannels,
in which case, the flat fading on each of the parallel subchannels corresponds
to the diagonal elements of ΓgΓf .
3.3 Weighted Information Rate Design
Sampath [24] introduces the concept of weighted MMSE criterion. This
criterion gets a better handle on the errors on each eigen subchannel because
it is chosen to design a generalized linear precoder and decoder that minimize
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any weighted sum of symbol estimation errors. Since a diagonalized weight
matrix is presented, the sum of symbol estimation errors on each eigensub-
channel can be managed to be minimized. Based on the idea of weighted
MMSE, we hereby put forward the weighted information rate criterion which
also has a better control on the information rates on each eigen subchannel.
Thus, firstly, we derive the expression of information rate equation that will
be used in precoder/decoder design.
For linear precoding and decoding matrices F and G, we first assume
the noise symbol w˜(n) is to be drawn from a Gaussian distribution. More-
over, it is complex, zero-mean and identically distributed with the correlation
matrix Rw˜w˜
4
= E(w˜w˜H). The transmitted symbol u˜(n) is also assumed to
be complex, zero-mean and independent of the noise with a correlation ma-
trix Ru˜u˜
4
= E(u˜u˜H). From Figure 3.1, we obtain v˜(n) = H0u˜(n) + w˜(n),
therefore, the output correlation matrix is given by
Rv˜v˜
4










= E(v˜u˜H) = H0Ru˜u˜ (3.13)
It is well known [14] that the normalized information rate between any block
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C(u˜) + C(v˜)− C(u˜; v˜)
)
(3.14)






fu˜(x) is the probability density function of the complex vector u˜. It is well
known in information theory that I(u˜; v˜) is only maximized when u˜ obeys a











Because the noise w˜(n) is assumed to be Gaussian, the output vector
















Therefore, according to the definition of the conditional entropy of the
transmitted symbol u˜(n), given v˜(n), and the expressions of C(u˜; v˜) and
C(v˜) in Eqn.(3.19) and Eqn.(3.18), respectively, we can express the following
conditional entropy as
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Referring to the equations of Ru˜v˜, Rv˜v˜ and Rv˜u˜ which are expressed in
Eqn.(3.12) and Eqn.(3.13), we can see that
Ru˜u˜ −Ru˜v˜R−1v˜v˜Rv˜u˜ = Ru˜u˜ −Ru˜u˜HH0 (Rw˜w˜ +H0Ru˜u˜HH0 )−1H0Ru˜u˜ (3.24)
Using the matrix identity theory, which can be expressed as
(A+BCBH)−1
4
= A−1 −A−1B(C−1 +BHA−1B)−1BHA−1 (3.25)
we note that
Ru˜u˜−Ru˜u˜HH0 (Rw˜w˜ +H0Ru˜u˜HH0 )−1H0Ru˜u˜ = (R−1u˜u˜ +HH0 R−1w˜w˜H0)−1 (3.26)
Using the CP method and referring to Figure 3.2, we note that after discard-
ing the first L elements of the cyclic prefixed, the channel matrix H0 can be
simplified to H and the correlation matrix Ru˜u˜; Rw˜w˜ can be expressed as
Ruu and Rww, where u(n) and w(n) denote the firstM elements of u˜(n) and






−1 ⇒ (R−1uu +HHR−1wwH)−1 (3.27)
Then, according to the eigenvalue decomposition of HHR−1wwH of Eqn.(3.8),
Eqn.(3.24) can finally be written as
Ru˜u˜ −Ru˜v˜R−1v˜v˜Rv˜u˜ ⇒ (R−1uu +HHR−1wwH)−1 = (R−1uu +XYXH)−1 (3.28)
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Since u(n) = Fs(n) and we assume the transmitted symbols s(n) are
whitened and normalized to unit power, which implies that Rss = I and







(pie)M |XΓfUHUΓHf XH |
)
(3.30)
Since Γf is the diagonal matrix with diagonal entries γf,ii and U, X are both
unitary matrices, then Eqn.(3.30) can be written as
C(u˜)⇒ log2
(










and based on the same derivation, the expression of C(u˜|v˜) in Eqn.(3.29)
























log2(1 + yii|γf,ii|2) (3.33)
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which expresses the information rate.
Eqn.(3.33) is the well known equation of normalized information rate
[26]. Subsequently, we are going to introduce how to make use of the equation
of the information rate and the weight matrix to acquire the MMSE design,
maximum information rate design and QoS based design.
Before we begin to design, we can see from Eqn.(3.33) that if there is no
constraint, maximizing the weighted information rate will lead to ‖F‖ =∞
because |γf,ii|, i ∈ [1,M ] is going to be maximized to infinity. Here, in this
section, we consider the transmit power constraint, which can be expressed
as: p0
4




i=1 |γf,ii|2 to avoid excessive maximization of F.
p0 is the fixed transmit power. Then our maximum weighted information rate












|γf,ii|2 = p0 (3.35)
T is theM×M diagonal positive definite weighted matrix, which contains the
information rate weights on its diagonal, i.e. T = diag
(
[t11, t22, ..., tMM ]
)
.






log2(1 + yii|γf,ii|2)− µ(
M∑
i=1
|γf,ii|2 − p0) (3.36)
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µ is the Lagrange multiplier and the method of Lagrange multiplier is used
to solve the optimization problem of maximum weighted information rate.
Differentiating Eqn.(3.36) with respect to |γf,ii|2 and letting the result
equal to zero, we have (Proof, see Appendix C)
|γf,ii|2 = tii log2 e
µM
− y−1ii (3.37)







) ⇒ µM = tr(T) log2 e
p0 + tr(Y−1)
(3.38)
By substituting Eqn.(3.38) into Eqn.(3.37) and expressing it in the vector









where (x)+ denotes max(x, 0). Next, we will show that we can acquire differ-
ent designs of the precoder/decoder matrices by appropriately choosing the
weight matrix T. In the following, we show different designs, namely, MMSE
design, maximum information rate design and Qos based design.
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3.3.1 Minimum Mean-Squared Error (MMSE) Design
The design of joint precoder and decoder that minimizes the mean-
squared error and the expressions of the precoder and decoder matrices are
well known in [2]. The MMSE design minimizes the sum of the symbol esti-
mation errors across all subchannels and improves the system performance.
By choosing T = Y−
1














Accordingly, the precoder and decoder matrices which are used to minimize










where the expression of GMMSE can be obtained from Eqn.(2.25). The
MMSE design minimizes the sum of the symbol estimation errors across
all subchannels and improves system performance. Furthermore, the MMSE
power allocation policy allocates no power to an eigensubchannel, if its gain is
less than a certain threshold, i.e., the weakest eigensubchannels are dropped.
The power is then redistributed among the remaining eigensubchannels, so
that more power is allocated to the weaker eigensubchannels and vice versa.
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3.3.2 Maximum Information Rate (MIR) Design
We know that if Γf is chosen according to the well-known water-pouring
solution [14], the information rate will be maximized, so we choose our weight
matrix T = I and can obtain the well-known precoder matrix [24] [7] which
maximize the information rate. According to Eqn.(3.39) and Eqn.(3.10), the








, FMIR = XΓfMIRU
H (3.43)
The decoder G can be chosen as either an MMSE decoder or a zero-forcing
(ZF) decoder because the choice of the decoder will not affect the procedure
of designing the diagonal precoder matrix Γf since Γg has provided the free-
dom of added requirements and it does not enter in the expression for the
maximum information rate given as Eqn.(3.36).
For a zero-forcing decoder, sinceGHF = I should be satisfied, according
to Eqn.(3.10) and Eqn.(3.11) which denote the precoder F and decoder G,





Then we finally obtain ΓgZF = Γ
−1
fMIR
which denotes the ZF constraint and
refer to Eqn.(3.11), the ZF decoder matrix GZF can finally be expressed as
GZF = UΓgZFY
−1XHHHR−1ww.
For an MMSE decoder, the error vector e(n) at the point of the input
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of the decision device can be defined as
e(n)
4
= r(n)− s(n) = (GHF− I)s(n) +Gw(n) (3.45)
In the previous section, we have assumed that the transmitted symbol
correlation matrix Rss = I and the noise correlation matrix Rww = σ
2I and
they are independent, therefore, the error covariance matrix can be defined
as Ree
4
= E[eeH ] = (GHF − I)(GHF − I)H + σ2GGH . Subject to the
transmitted power constraint, we can minimize the mean-squared error of
the received symbols which is defined as in Eqn.(2.24). We obtain the MMSE
optimal design by using Lagrangian method. This equation can be shown as
L 4= tr
(







where µ1 is the Lagrange multiplier for MMSE design. Differentiating Eqn.(3.46)
with respect to G and letting the result equal to zero, we obtain
∂L
∂G
= 0 = HF(GHF)H −HF+ σ2GH (3.47)
Pre-multiply Eqn.(3.47) by G, therefore, we have
GHF = σ2GGH + (GHF)(GHF)H (3.48)
Substitute Eqn.(3.10) and Eqn.(3.11) into Eqn.(3.48) and we finally obtain
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)−1, GMMSE = UΓgMMSEY
−1XHHHR−1ww
(3.49)
The choice T = I in the expression for ΓfMIR obtained from the weighted
information rate design results in the well-known water-pouring solution.
Hence, the maximum information rate design is just a special case of our
generalized design. Also, from the maximum information rate design, we
can see that stronger subchannels support higher rates when compared to
weaker subchannels. The maximum information rate design finds applica-
tions in adaptive modulation systems [40] where more power and higher
order modulation are used on subchannels with higher gains to improve data
rates.
3.3.3 QoS Based Design
We now consider a multimedia application that has different types of
signals and needs to be sent simultaneously on different subchannels, for ex-
ample, video and audio signals. Usually video signal needs a higher SNR
than audio for successful transmission [24]. In such kind of QoS based appli-
cations, it is imperative to have subchannels with different SNRs.
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where Ωi,i is the i
th subchannel SNR. Using F andGmatrix in Eqn.(3.10) and
Eqn.(3.11), the eigenvalue decomposition of HR−1wwH
H and the expression of
|γf,ii|2 in Eqn.(3.37), we can simplify the expression of Ω as following
Ω = Γ2fY =
log2 e
µM
TY − I (3.51)
We now demonstrate how to choose the T matrix to achieve any set of rela-
tive SNRs across the subchannels. From Eqn.(3.51), we make the following
definition
Ω = Γ2fY =
log2 e
µM
TY − I 4= αQ (3.52)
where Q = diag([q1, q2, ...qM ]) is a diagonal matrix of relative SNRs across
subchannels and we assume that
∑M
i=1 qi = 1, α > 0 is a scalar. From
Eqn.(3.52) we can compute T as




From Eqn.(3.38) we can see that µ is a function of T. Substituting the
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Again, we substitute Eqn.(3.55) into the expression of Γf and we can get
the precoder and decoder matrix. In addition, we adopt the MMSE decoder,
so the precoder and decoder that can provide any set of relative SNRs(Ω)
across subchannels are given by
FQoS = XΓfQoSU


















Thus we have shown that by choosing different weight matrices T, we
can obtain MMSE design, MIR design and QoS based design, respectively.
Therefore, we see that MMSE design, MIR design and QoS based design are
just three special cases of our weighted information rate design. Comparing
these three designs, we noticed that MMSE design provides perhaps the best
compromise between BER and information rate. The maximum information
rate design is useful if the information rate is considered as the most im-
portant quality of the performance of a communication system. And as we
have mentioned before, the QoS based design is usually used in the multi-
media applications which have different types of signals and need to be sent
coinstantaneously on different subchannels. However, Neither the maximum
information rate design nor the QoS based design considers the bit error rate
performance, so their bit error rate performances may be unsatisfactory and
are worse than the MMSE design. We will show these simulation results in
Chapter 5.
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3.4 Summary
In this chapter, we have addressed the problem of linear precoder and
decoder design and introduced a new criterion of maximum weighted in-
formation rate subject to the transmit power constraint. We have also il-
lustrated the optimum precoder and decoder which diagonalize the channel
intoM eigen subchannels for any set of information rate weights. We observe
that by choosing different weights of information rate appropriately, we can
achieve MMSE design, MIR design and QoS based design. However, we can
see from these designs that none of them has a optimum performance of bit
error rate. Since bit error rate (BER) is a very important quality measure
for digital system performance, in the next chapter, we will aim to achieve
the minimum bit error rate performance and maximize the information rate





The design of the block transceivers, which are optimal in the sense of
maximum information rate (MIR), minimum mean-squared error (MMSE) or
minimum bit error rate (MBER), has been of great interest. The purpose of
adopting block transmission is to transmit data in the way of block-by-block
and to eliminate the interference between the blocks. Orthogonal frequency
division multiplexing (OFDM) [34] system and discrete multitone modulation
(DMT) [35] system are two prevalent illustrations of block transmission.
Linear and non-linear equalizers make good use of the block-by-block
69
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transmission [10] [7] [19] [32]. Linear ones such as zero-forcing (ZF) and
MMSE equalizers are easy to implement as compared to non-linear equaliz-
ers. However, results have established that nonlinear equalizers such as ZF
decision-feedback equalizer (ZF-DFE) and MMSE decision-feedback equal-
izer (MMSE-DFE) have better BER performance [32]. In linear schemes,
maximizing information rate has been studied and gained plenty of atten-
tion [7] [24]. Scaglione [7] studied to use filterbank transceivers to optimize
the information rate over dispersive channel. Moreover, the design of min-
imizing the bit error rate becomes another pop research area and Ding [30]
achieved the minimum bound of the bit error rate of zero-forcing equalizer.
While in non-linear schemes, maximum information rate and minimum bit
error rate were obtained, respectively. Stamoulis [22] tried to minimize the
geometric mean-squared error (GMSE) in order to maximize the informa-
tion rate and in Liu’s paper [23] a ZF-DFE was proposed and the minimum
BER was achieved, however, maximum information rate was not achievable.
In this chapter, we focus on nonlinear precoder and decoder designs which
make use of the decision-feedback equalizer. It is well know [1] that BER
performance of the equalization process depends critically upon the struc-
ture of the receiver side and decision-feedback equalizers have been known to
exhibit superior bit error rate (BER) performance when compared to linear
schemes and under certain circumstances, have the potential to achieve the
performance of the maximum likelihood receiver.
The basic limitation of a linear equalizer, such as the MMSE equal-
izer or ZF equalizer, is that it performs poorly on channels having spectral
CHAPTER 4. NONLINEAR DFE-BASED PRECODER/DECODER 71
nulls [1]. Such channels are usually encountered in cellular mobile radio ap-
plications. A decision-feedback equalizer is a nonlinear equalizer that uses
previous detector decisions to eliminate the ISI on pulse that are currently
being demodulated. The ISI being removed was caused by the tails of pre-
vious pulse. In effect, the distortion on a current pulse that was caused by
previous pulse is subtracted. The advantage of a DFE implementation is that
the feedback filter, which is additionally working to remove ISI, operates on
noiseless quantized levels, and thus its output is free of channel noise.
In this chapter, due to the properties of the DFE, we will present a
precoder/decoder design, which can acquire the minimum bit error rate and
maximum information rate performances simultaneously. We summarize now
the main result of this chapter:
• We first introduce the system model for our nonlinear block communi-
cation system.
• Then we use the Lagrangian optimizing method and subject to the
transmit power constraint to obtain the optimum structure of precoder
matrix F which can maximize the information rate.
• In addition, based on the maximum information rate design, we further
present how to minimize the bit error rate by adopting the minimum
mean-squared error criterion and add the discrete fourier transform
(DFT) matrix at both the precoder and decoder sides. Therefore, our
transceiver becomes a DFT-based transceiver. All of these not only
ensure that the bit error rate (BER) is minimized, but also guarantee








































Figure 4.1: Nonlinear Block Transmissions Communication System
that the information rate is maximized.
4.2 System Model
Figure 4.1 depicts a block transmission communication system with
M parallel data symbols being precoded to form P parallel channel sym-
bols. In the system, we assume that a block of M data symbols s(n)
4
=
[s(nM) s(nM + 1) ... s(nM +M − 1)]T is transformed to a block of P data
symbols u˜(n)
4
= [u˜(nP ) u˜(nP + 1) ... u˜(nP + P − 1)]T after being inserted
the redundancy by the precoder F0. Subsequently, the data symbols are
transmitted across the communication channel H0, which is an L
th order
FIR channel with the impulse response h(n) = 0, when n < 0 and n > L,
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and we define P = M + L. At the decoder side, a block of P data sym-
bols v˜(n) = x˜(n) + w˜(n) = H0u˜(n) + w˜(n) is re-constructed to get the
final received block of M data symbols r(n) where the L cyclic prefix are
elinimated by the decoder G0. The P × 1 additive white Gaussian noise
vector w˜(n) is defined as w˜(n)
4
= [w˜(nP ) w˜(nP + 1) ... w˜(nP + P − 1)]T .
The noise is independent of the transmitted symbols and has the correlation
matrix Rw˜w˜
4
= E(w˜w˜H). We assume the channel is time invariant and the
channel knowledge is known apriori at both the precoder and the decoder
sides. Hence, a cyclic prefixed (CP) transmission method can be used to elim-
inate the inter-block interference (IBI). CP method simply discards the first
L entries in the block v˜(n) and gets v(n). Therefore, according to Chapter


















which is an M × P “fat” matrix. F and G are both M ×M matrices as
defined in Chapter 3. Using the CP method to eliminate the IBI, the channel
matrix, H0 which is a P ×P matrix, can be divided into two parts. They are
H1 and HIBI , where H1 and HIBI are defined in Eqn.(3.4) and Eqn.(3.5).
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Then, referring to Figure 4.1, the system model can be written as
r(n)
4
= G0H1F0s(n) +G0HIBIF0s(n− 1) +G0w˜(n)−Drˆ(n) (4.3)
where D is an M ×M matrix denoting the feedback filter. It should be ex-
pressed as a strictly upper triangular matrix in order to make the successive
cancellation possible. rˆ(n) is a M ×1 vector which denotes the output of the
decision device and is defined as rˆ(n)
4
= [rˆ(nM) rˆ(nM + 1) ... rˆ(nM +M − 1)]T .
Making use of the structure of F0 and G0 in Eqn.(4.1) and Eqn.(4.2),






h(0) 0 . . . h(L) . . . h(1)





... . . . h(L)
0 h(L)
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. . . . . .
0 . . . h(L) h(L− 1) . . . h(0)

(4.4)




= GHFs(n) +Gw(n)−Drˆ(n) (4.5)
where v(n) and w(n) hold the last M entries of v˜(n) and w˜(n), respectively.
Employing the standard assumption of correct past decisions [19], which
means the output of the decision device is the same as the system input
symbol, we obtain rˆ(n) = s(n), therefore, the system model can be rewritten
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Decision










= (GHF−D)s(n) +Gw(n) (4.6)
In this chapter, we assume w(n) is the additive white Gaussian noise with
autocorrelation Rww = σ
2I and we also assume that the transmitted symbols
have been whitened and normalized to unit power, i.e. Rss
4
= E(ssH) = I,
and the noise is statistically independent of the transmitted symbols.
In order to decouple the channel into M independent eigen-subchannels
to handle the power of every eigen-subchannel easily, we need to make use
of the eigenvalue decomposition of the channel. With the eigenvalues on the
diagonal of a diagonal matrix Y and the corresponding eigenvectors forming
the columns of a matrix X, we introduce the following eigenvalue decompo-
sition: HHR−1wwH
4
= XYXH , where X is an M ×M unitary matrix, Y is an
M ×M diagonal matrix with nonnegative entries yii, 1 ≤ i ≤M .
In order to obtain the matrix D for the feedback filter, which is an
upper triangular matrix, we need to introduce the Cholesky factorization.
The Cholesky factorization expresses a symmetric matrix as the product of a
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triangular matrix and its transpose. Invoking the cholesky factorization [19]
of HHR−1wwH, we obtain
HHR−1wwH = B
HB (4.7)
where B is an upper triangular matrix with unit diagonal. Since the feedback
connection will not affect the precoder and decoder part, the general forms
of the precoder and decoder are similar to those in linear scheme. Therefore,
the (F;G,D) pair is given by
F
4





= B− I (4.8)
Since M +L = P , and we use the power constraint to prevent negative solu-
tions for Γf and Γg, Γf and Γg are both diagonal matrices with nonnegative
entries γf,ii and γg,ii. Hence, the optimal precoder and decoder decouple the
channelH intoM independent eigen subchannels. Since B is an upper trian-
gular matrix with unit diagonal and I is the identity matrix, here, D = B−I
is set to a strictly upper triangular matrix which satisfies the definition of
matrix D and makes successive cancellation possible. By successive cancel-
lation we mean that for every block of rˆ(n), firstly, the (M − 1)th symbol is
recovered, then the estimated rˆ(nM +M − 1) is weighted by the last col-
umn of D and is removed from Gv(n) so that the remaining symbols can
be recovered. The (M − 2)nd symbol is recovered next, and the estimate
rˆ(nM +M − 2) is removed from Gv(n). This procedure is carried out until
all the symbols of the current block have been recovered. Therefore, the
remaining symbols can be recovered.
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4.3 Optimal Design for Non-linear DFE-based
Precoders and Decoders
4.3.1 Maximum Information Rate Precoder
In chapter 3, referring to Eqn.(3.33), we have established that the nor-














i=1 |γf,ii|2 be the fixed transmitted power. We
now maximize the above information rate subject to the transmitted power












|γf,ii|2 = p0 (4.11)
We can now use the Lagrangian optimization method to solve the above
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where µ is the Lagrangian multiplier. Differentiating Eqn.(4.12) with respect
to |γf,ii| and letting the result equal to zero, we have
∂L




1 + yii|γf,ii|2 − 2µ|γf,ii| (4.13)
According to the transmit power constraint, we substitute Eqn.(4.13)














where (x)+ denotes max(x, 0). The decoder Γg can be designed as either a
zero-forcing decoder or an MMSE decoder, as we have already known that
choosing the type of the decoder will not affect the information rate.
For a zero-forcing decoder, since GHF−D = I should be satisfied, then
according to Eqn.(4.8) and the eigenvalue decomposition of HHR−1wwH, we
can obtain
ΓgY
−1XHHHR−1wwHXΓf = B− I+ I (4.16)
=⇒ ΓgZF = Γg = BΓ−1fMIR (4.17)
For an MMSE decoder, it is already known that, the error vector e(n)
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at the point of the input of the decision device can be defined as e(n)
4
=
r(n)− s(n) = (GHF−D− I)s(n) +Gw(n) and Ree 4= E(eeH) is the error
covariance matrix. Subject to the transmitted power constraint, we can










Since GHF = ΓgΓf is a diagonal matrix, and D is an upper triangular
matrix, tr(GHFDH), tr(D(GHF)H), tr(D) and tr(DH) are all equal to






We obtain the MMSE optimal design by using Lagrangian method again
subject to the transmit power constraint. This results in





where µ is the Lagrange multiplier. Differentiating Eqn.(4.20) with respect
to G and letting the result equal to zero, we can obtain
∂L
∂G
= 0 = HF(GHF)H −HF+ σ2GH (4.21)
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Pre-multiply Eqn.(4.21) by G, therefore, we have
GHF = σ2GGH + (GHF)(GHF)H (4.22)




4.3.2 Minimum Bit Error Rate Decoder
Although the MIR-DFE design maximizes the information rate, it never-
theless cannot guarantee that the average bit error rate (BER) is minimized.
In this section, we will attempt to minimize the BER and at the same time
ensure the information rate is also maximized. We use the MMSE criterion
to minimize the BER. The average BER of the detected signal is the average
of the probability of error of each element of the block, therefore, the average


















where Pe,m is the BER of them
th symbol, [X]mm denotes the (m,m)
th element
of a matrix X, A is the covariance matrix which can be expressed as
2[A]mm
4
= σ2[GGH ]mm (4.25)







exp(−z2)dz is the complementary error function. Be-
cause (GHF) and (GHF)H are diagonal matrices, we can get
[(GHF)(GHF)H ]mm = [GHF]mm[(GHF)
H ]mm (4.26)
By substituting Eqn.(4.22) into Eqn.(4.25), we can obtain
2[A]mm = [GHF]mm − [GHF]mm[(GHF)H ]mm (4.27)
Because we know D is a strictly upper triangular matrix, Eqn.(4.27) can be
rewritten as
2[A]mm = [GHF−D]mm − [GHF−D]mm[(GHF−D)H ]mm (4.28)









2[GHF−D]mm − 2[GHF−D]mm[(GHF−D)H ]mm
)
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and apply Jensen’s inequality [14],





















where diag(GHF − D) is a diagonal matrix whose elements are (GHF −
D)mm, m ∈ [1,M ]. Because erfc(x) is a monotonically decreasing function,





to Eqn.(4.19) and Eqn.(4.22) and using the properties of getting the trace of
a matrix, we can see that minimizing the MSE is equivalent to maximizing
the tr(GHF). In other words, minimizing Pe is equivalent to minimizing the
MSE. Because we adopt MMSE criterion in this section, the BER can be
minimized.
In addition, we must check whether Pe has a minimum value, otherwise,
minimizing Pe will become meaningless. We can see that only if Pe is a convex
function, it will have a minimum value. Therefore, to prove Pe is a convex





, x > 0

























> 0 and f(x) becomes a convex function. Thereby, Pe







. So we finally
obtain: if [GHF]mm >
3
4
, ∀m ∈ [1,M ], Pe will be a convex function and have
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a minimum value.






= ΓgΓf is a diagonal matrix because both Γg and Γf are diagonal
matrices. Now we only need to ensure that every diagonal element of Γ is
greater than 3
4
in order to guarantee that Pe is a convex function. Referring
to Lemma 1 in [30], we can obtain the following:
For anM×M positive semi-definite(symmetric) matrix E which can be
eigenvalue decomposed as E = ΦTΦH , where T is a diagonal matrix whose
diagonal elements are the eigenvalues of E and Φ is the unitary matrix, that
is ΦΦH = I, which contains the eigenvectors of E, we can get:
max
VVH=I
min[VHEV]mm = tr(E)/M (4.33)
and the maximum value of Eqn.(4.33) can be achieved by choosing
V = ΦL (4.34)
where L denotes the M ×M (normalized) DFT matrix and we can obtain
VHEV = LHTL. Therefore, we see that if T is a diagonal matrix, we can
find a DFT matrix L to maximize the minimum diagonal element of T and
make all the diagonal entries of T equal.
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Proof: see Appendix B.
So we can maximize the minimum value of Γ and make all the diagonal
entries of Γ equal, mathematically expressed as
max
LLH=I
min[LHΓL]mm = tr(Γ)/M > 3/4 (4.35)
The maximum value in Eqn.(4.35) can be achieved by setting L as a normal-
ized M ×M Discrete Fourier Transform (DFT) matrix, which is obtained
from the eigenvalue decomposition of H = LHΛL, where Λ is the diagonal
matrix holding the corresponding eigenvalues of H. Therefore, the system
model comes up to concatenate a DFT matrix and an inverse DFT (IDFT)
matrix at the precoder and the decoder side, respectively, shown in Figure
4.3. We still make the precoder Γf = ΓfMIR , FMIR = XΓfMIR which de-




−1XHHHR−1ww, which denotes an MMSE decoder. So by
employing both the MIR precoder matrix and the MMSE decoder matrix, we
can see that the precoder is an MIR precoder and the decoder is an MMSE
decoder with specially chosen unitary matrices L and LH . Therefore, the
information rate is maximized while the bit error rate is also minimized.
4.4 Summary
In this chapter, we have presented a method to design the precoder ma-
trix F by ensuring that maximum information rate is achieved. By applying
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Figure 4.3: Block Transmissions Communication System Concatenated
with DFT Matrix
the Lagrangian method subject to the transmit power constraint, we maxi-
mize the information rate and achieve it in our design. Moreover, since the
error probability Pe is a convex function and has the minimum value, we can
make use of the MMSE criterion and DFT matrix to obtain the minimum
bit error rate and keep Γf the same as which we got from MIR-DFE design
to achieve optimum information rate simultaneously. In the next chapter,
we will present our simulation results to show the advantages of our various





In this chapter, We will provide some numerical examples that illustrate
the performance of our optimal designs under the transmit power constraint.
The performance measures include information rate, mean-squared error and















log2(1 + yii|γf,ii|2) (5.1)
which can be used to compute the information rate for different design such
as MIR design, MMSE design and MBER design. The MSE equation can be
86
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obtained from Chapter 2 and is expressed as the following
MSE
4





and it coincides with the cumulative MSE over the M independent subchan-










for the MMSE decoder where Γg = Γf (Y
−1+Γ2f )






1 + |γf,ii|2yii (5.4)















which is obtained from Chapter 4. Relying on these performance measures,
we adopt the following channel model.
Channel Model : For most of our simulations, we use the third order FIR
channel since it is widely adopted by many research works. The channel order
is L = 3 for the impulse response samples beyond the 3rd are statistically
very small. The channel H is assumed known at the transmitter and receiver
sides with full rank and well conditioned. We normalize the total transmission
power p0 = 1. The noise is white Gaussian noise and its autocorrelation is
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Rww = σ
2I and the transmitted symbols have been normalized to unit power,
so its autocorrelation matrix should be Rss = I, the horizontal axis in the











5.2 Performances of Linear Schemes
5.2.1 Information Rate Performance
Table 5.1: Comparison of Information Rate between MIR Design and
MMSE Design Using Random Generated Channels
SNR(dB) IMMSE5 IMIR5 IMMSE7 IMIR7 IMMSE10 IMIR10
2 0.8395 1.0487 0.9639 1.2063 1.1038 1.3835
4 0.9911 1.2211 1.1305 1.3965 1.2578 1.5417
6 1.1491 1.3579 1.3062 1.5735 1.3884 1.6555
8 1.3932 1.6194 1.5434 1.8187 1.6211 1.9069
10 1.6759 1.9116 1.9038 2.1914 1.9524 2.2385
12 1.9972 2.2378 2.2088 2.4827 2.3184 2.5978
14 2.4348 2.6875 2.6222 2.8872 2.7740 3.0404
16 2.9528 3.2002 3.0698 3.3573 3.2081 3.4925
18 3.4235 3.6609 3.5971 3.8633 3.7536 4.0454
20 3.9822 4.2255 4.2058 4.4633 4.3225 4.5949
22 4.4829 4.7068 4.7443 4.9933 4.9085 5.1937
24 5.1364 5.3628 5.3755 5.6279 5.4686 5.7454
For the weighted information rate design, it is known that if Γf is chosen
according to the well-known water-pouring solution, the information rate will
be maximized. Hence by choosing the weighted matrix T = I, the maximum
information rate design can be obtained. We will analyze the information rate
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performance using different channels. Firstly, we consider three randomly
generated channels with the data block length M = 5, 7, 10, respectively.
The complex valued taps of the channels are generated independently from
a zero-mean Gaussian distribution with unit variance. The information rate
performance curves for MMSE design and MIR design are averaged over
500 channel realizations. And the precoder allocates power on the M =
5, 7, 10 eigen subchannels using the water-pouring solution. Using Eqn.(5.1),
we compute the information rate of the MIR design (IMIR5 , IMIR7 , IMIR10)
and the MMSE design (IMMSE5 , IMMSE7 , IMMSE10) for these three different
channels, respectively, and we can see the improvements of the information
rate which are shown in the Figure 5.1-Figure 5.3. Figure 5.1 shows the
improvement of the information rate when the transmitted data block length
M = 5. Figure 5.2 and Figure 5.3 also show the information rate performance
when the M = 7 and M = 10, respectively. Table 5.1 shows the values of
the information rate in details and make a comparison of the information
rate between the maximum information rate design and MMSE design of
different channels under different values of SNRs. The results were obtained
by averaging the MSEs over 500 channels.
From Figure 5.1-Figure 5.3 and Table 5.1, we can obtain that when the
transmitted symbol block length is 5, the average improvement of the infor-
mation rate between maximum information rate design and MMSE design
over different SNRs is around 0.2318 bit/symbol, while if the block length
increases to 7, the improvement increases to 0.2658 bit/symbol, and for
M = 10, it increases to 0.2799 bit/symbol. We can observe that the im-
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Figure 5.1: Information Rate Performance of MIR Design and MMSE
Design With M = 5
























Figure 5.2: Information Rate Performance of MIR Design and MMSE
Design With M = 7
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Figure 5.3: Information Rate Performance of MIR Design and MMSE
Design With M = 10
provement of the information rate between MIR design and MMSE design
is increasing when the transmitted data block length increases. The increas-
ing of the transmitted data block length M can be considered as increasing
the number of subchannels while we multiply the transmitted data block
with the M ×M precoder matrix F. It means the data can be transmitted
from the transmitter through more subchannels to the receiver if we increase
M . Therefore, this can be the reason why our performance improves as M
increases.
Secondly, we consider two FIR channels a1 and a2 with tap coefficients
a1 : {1, 0.5348+0.4494j, 0.3701j, −0.0515+0.0389j}, a2 : {−0.0667−0.1824j,
0.3194−0.1801j, 0.4687+0.0399j, 0.0258+0.2870j}, respectively. These two
FIR channels are generated by us. The channel order is three and the trans-
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Frequency normalized by pi
Figure 5.4: Frequency Response of Channel a1









Figure 5.5: Frequency Response of Channel a2
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Table 5.2: Comparison of Information Rate between MIR Design and
MMSE Design Using Channels a1 and a2
SNR(dB) IMMSEa1 IMIRa1 IMMSEa2 IMIRa2
2 1.3203 1.4923 1.1093 1.5620
4 1.6529 1.8249 1.1646 1.6173
6 2.0740 2.2460 1.2467 1.6994
8 2.5664 2.7384 1.3737 1.8263
10 3.0975 3.2695 1.5487 2.0014
12 3.6839 3.8559 1.7931 2.2458
14 4.2754 4.4474 2.1071 2.5598
16 4.9050 5.0770 2.4893 2.9420
18 5.5356 5.7076 2.9469 3.3996
20 6.1841 6.3561 3.4712 3.9239
22 6.8578 7.0298 4.0355 4.4882
24 7.5084 7.6804 4.6252 5.0779
mitted data block length isM = 7. We just choose these two FIR channels as
the examples to testify the results of our design. For channel a1, the ratio of
the largest to the smallest frequency response is around 4, and for channel a2,
its frequency response range is around 13 which means it is more frequency
selective than channel a1. More frequency selective means the coherent band-
width (bandwidth of channel) becomes smaller compared to the transmitted
signal bandwidth, it will distort the signal and eventually affect the detec-
tion of symbol. Thus, the information rate performance is influenced. The
frequency responses of these two channels are shown in Figure 5.4 and Fig-
ure 5.5, respectively. Figure 5.6 and Figure 5.7 present the information rate
performances of MIR design and MMSE design of these two channels. Table
5.2 also shows the data of the information rate in details. From Figure 5.6,
Figure 5.7 and Table 5.2, we can observe that when we use channel a1, the
improvement of the information rate between MIR design and MMSE design
over different SNRs is around 0.1720 bit/symbol. It is much smaller than
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the one when we use channel a2 which is 0.4527 bit/symbol. In addition,
the information rate increases from 1.4923 bit/symbol to 7.6804 bit/symbol
for the MIR design using channel a1 and it increases from 1.5620 bit/symbol
to 5.0779 bit/symbol for the MIR design using channel a2 within the same
SNR region. Therefore, we can conclude that as the channel becomes more
frequency selective, the improvement of the information rate will be more
obvious. Moreover, the information rate increases much faster for channel a1
than it does for channel a2. As we know, the information rate is an increasing
function of Γf and Γf is a non-negative diagonal matrix. During the process
of computing Γf , the negative values will be replaced by zeros, hence, the
corresponding subchannels will be discarded and will not be used to transmit
the information. As the SNR increases, the values of the diagonal elements
of Γf will also increase, thus more subchannels can be recovered and used to
transmit the information. For channel a1, the recovery speed is faster than
channel a2 because the channel a1 is less frequency selective and has less af-
fection on the distortion of the transmitted signal. Therefore, we can observe
from the simulation results that the information rate increases much faster
for channel a1. Our designs are based on the time-invariant FIR channel. If
the channel is time-varying, neither convolution nor frequency-domain mul-
tiplication can be used to calculate signal transmission through the channel.
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Figure 5.6: Information Rate Performance of MIR Design and MMSE
Design Using Channel a1



























Figure 5.7: Information Rate Performance of MIR Design and MMSE
Design Using Channel a2
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5.2.2 Mean-Squared Error Performance
If the weight matrix is set to T = Y−
1
2 , then MMSE design is achieved.
The following simulation results will compare the MSE performance of MMSE
design and MIR design. Firstly, we consider two FIR channels with the
transmitted symbol block size M = 7. The first is channel a1 with four tap
coefficients {1, 0.5348+0.4494j, 0.3701j,−0.0515+0.0389j}. The second one
is a random generated channel. The complex valued taps of the channels are
generated independently from a zero-mean Gaussian distribution with unit
variance. We average over 500 random channel realizations to obtain our
results. Figure 5.8 and Figure 5.9 compare the mean-squared error of the
maximum information rate (MIR) design and the MMSE design according
to different channels, respectively. It can be seen from both of the figures
that the mean-squared error performance of MMSE design is better when
compared to the MIR design. The improvement of the MSE is much more
obvious when we use a randomly generated channel. From Figure 5.9, we
can see the SNR gain for MMSE design over MIR design at the MSE of 0.2
is around 2.5 dB. It is larger than 1 dB for the fixed channel a1 from Figure
5.8. Thus, we can say that the MMSE design doesn’t deteriorate as much as
MIR design when the channel becomes random. However, no matter which
channel we use, the improvement of the mean-squared error between MMSE
design and MIR design is considerable.
Secondly, we consider three randomly generated FIR channels with the
transmitted data block size M = 5, 7, 10, respectively. Figure 5.10, Fig-
ure 5.9 and Figure 5.11 present the MSE performance of MMSE design and
CHAPTER 5. SIMULATION RESULTS AND DISCUSSIONS 97

















Figure 5.8: Mean-Squared Error Performance of MIR Design and
MMSE Design for Channel a1















Figure 5.9: Mean-Squared Error Performance of MIR Design and
MMSE Design for Randomly Generated Channel With M = 7
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Table 5.3: Comparison of Mean-Squared Error between MMSE Design
and MIR Design Using Randomly Generated Channels
SNR(dB) EMMSE5 EMIR5 EMMSE7 EMIR7 EMMSE10 EMIR10
1 0.4895 0.5175 0.4187 0.4464 0.3838 0.4117
3 0.4159 0.4568 0.3513 0.3943 0.3188 0.3586
5 0.3517 0.3974 0.2891 0.3377 0.2606 0.3101
7 0.2918 0.3359 0.2326 0.2844 0.2121 0.2643
9 0.2374 0.2906 0.1878 0.2417 0.1641 0.2168
11 0.1878 0.2446 0.1444 0.1988 0.1281 0.1809
13 0.1373 0.1989 0.1087 0.1650 0.0940 0.1474
MIR design according to these three channels. Table 5.3 shows the data
of MSE of MMSE design (EMMSE5 , EMMSE7 , EMMSE10) and MIR design
(EMIR5 , EMIR7 , EMIR10) of different transmitted data block sizes under dif-
ferent SNRs in details. The results were obtained by averaging the MSEs
over 500 channels. From Figure 5.9-Figure 5.11 and Table 5.3, we can ob-
serve that the MSE performance improves as the size of transmitted data
block increases. At the same SNR, the MSE of the channel with M = 10 is
the smallest and the MSE of the channel with M = 7 is also smaller than
the MSE of the channel with M = 5. The performance improvement can
be attributed to the increase in transmit diversity and array gain with the
increase in number of subchannels.
Therefore, generally we can conclude that for a perfect channel, the
information rate performance of the MMSE design does not deteriorate too
much comparing to the MIR design. We can see this from Figure 5.6. Thus,
if the transmission information rate is not an important requirement but
a good MSE performance is in great need, the MMSE design is an ideal
choice. However, if the channel becomes more frequency selective, and the
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Figure 5.10: Mean-Squared Error Performance of MIR Design and
MMSE Design for Randomly Generated Channel With M = 5















Figure 5.11: Mean-Squared Error Performance of MIR Design and
MMSE Design for Randomly Generated Channel With M = 10
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information rate performance is significant for us, the MIR design shall be
presented and we can get a much better information rate performance. We
can observe this from Figure 5.7. Maximizing the information rate is the
only objective for MIR design, not for MMSE design. We will show the
design which can maximize the information rate and minimize the bit error
rate simultaneously later in our nonlinear part. Therefore, the MIR design
and MMSE design are two optimal designs and from the simulation results
we observe that we can obtain them through our weighted information rate
design by choosing the weight matrix T accordingly.
5.2.3 Subchannel SNR Performance
For a multimedia application, where different types of information need
to be transmitted simultaneously on different subchannels, we need to apply
the QoS based design to have subchannels with different SNRs to ensure the
successful transmission [24]. We consider an FIR channel and we transmit
M = 3 independent symbol streams. The channel is generated randomly.
The complex valued taps of the channels are generated independently from a
zero-mean Gaussian distribution with unit variance. Each channel realization
is then normalized so that the impulse response has unit norm. We can define
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The matrix Q shows the relative SNR of every subchannel. It presents the
interrelation of the SNR of each subchannel. We can see that the first sub-
channel requires the highest SNR of all the subchannels and the second sub-
channel requires more SNR than the third subchannel but less SNR than the
first subchannel. Figure 5.12 illustrates the performance of the QoS based
design, which indeed guarantees that the SNR of subchannel 1 is 2 dB higher
than subchannel 2 and is 4.5 dB higher than subchannel 3. This meets our
pre-requirements described in matrix Q. From Figure 5.13, we can observe
the relations of subchannel SNRs according to matrix Q more clearly where
the SNR of the first subchannel is 1.5 times of the second subchannel and
is 3 times of the third subchannel. Our results are obtained by averaging
over 5,000 channel realizations. The optimal linear precoder and decoder are
optimized for each channel realization. Figure 5.14 shows the subchannel
SNRs of MMSE design. For MMSE design, we have known from Section
5.2.1 that the corresponding subchannels will be discarded due to the nega-
tive values of Γf . Therefore, we can see from Figure 5.14 that subchannel 5
has been discarded. However, if we use QoS based design, we can make use of
these five subchannels according to different subchannel SNR requirements
without discarding any subchannels.
5.3 Performances of Nonlinear Schemes
In this section, we will make comparisons of the information rate and
bit error rate performances between two DFE based optimal designs, such as
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Figure 5.12: Subchannel SNR Performance of QoS Based Design(in dB)





















Figure 5.13: Subchannel SNR Performance of QoS Based Design
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Figure 5.14: Subchannel SNR Performance of MMSE Design
minimum mean-squared error (MMSE-DFE) design and minimum bit error
rate (MBER-DFE) design. The MBER-DFE design which is presented by
us in Chapter 4 have good performances of information rate and bit error
rate. It can maximize the information rate and minimize the bit error rate
simultaneously. And we will show these results in details in the following sub-
sections. We have the general form of the precoder matrix F as in Chapter
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−1XHHHR−1ww, and for the MMSE-DFE design and MBER-
DFE design, the Γg is shown as
Γg = Γf (Y
−1 + Γ2f )
−1 (5.10)
5.3.1 Information Rate Performance
We consider two FIR channels: a1 and a2, and compute the information
rate of the MMSE-DFE design and our MBER-DFE design, respectively. The
transmitted symbol block size is M = 7. The tap coefficients of the channel
a1 and channel a2 are {1, 0.5348 + 0.4494j, 0.3701j,−0.0515 + 0.0389j} and
{−0.0667 − 0.1824j, 0.3194 − 0.1801j, 0.4687 + 0.0399j, 0.0258 + 0.2870j},
respectively. The curves in Figure 5.15 and Figure 5.16 compare the infor-
mation rates of the MMSE-DFE and MBER-DFE designs. We can deduce
that the information rate of the MBER-DFE design outperforms the MMSE-
DFE design. This is because for the MBER-DFE design we use Lagrangian
method subject to the transmit power constraint to optimize the information
rate and obtain a optimum precoder. The improvement of the information
rates between the MBER-DFE design and MMSE-DFE design is around
0.2 bit/symbol when we use channel a1. For channel a2, the improvement
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Figure 5.15: Information Rate Performance of MBER-DFE and ZF-
DFE and MMSE-DFE Designs Using Channel a1
is around 0.5 bit/symbol between MBER-DFE design and MMSE-DFE de-
sign. The improvement of the information rate will be more obvious when
the channel becomes more frequency selective. Also, we can observe from
Figure 5.15 and Figure 5.16 that the information rate increases much faster
when we use channel a1. This coincides with the previous simulation results
that we obtain in the linear designs.
5.3.2 Bit Error Rate Performance
In order to compare the bit error rate performance, we consider several
different channels which have different qualities and characteristics in order to
allow us to analyze and show the performance improvement of the bit error
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Figure 5.16: Information Rate Performance of MBER-DFE and ZF-
DFE and MMSE-DFE Designs Using Channel a2
rate between the MMSE-DFE design and our MBER-DFE design. In the
following simulations, we will make the transmitted symbol block size M =
32. We will examine the BER performances using different FIR channels
which have different tap coefficients. The model can provide some insight
into our proposed MBER-DFE design.
Example 1: In this example, we examine the BER performance of
the MMSE-DFE design and MBER-DFE design when the data blocks are
transmitted over the channel a1 with four tap coefficients a1 : {1, 0.5348 +
0.4494j, 0.3701j, −0.0515 + 0.0389j}. The frequency response of channel a1
is shown in Figure 5.4. Using the first channel a1, Figure 5.17 compares
the BERs of the MMSE-DFE and the MBER-DFE designs. We can ob-
serve that the bit error rate performance of MBER-DFE is better than the
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Figure 5.17: Bit Error Rate Performance of MBER-DFE and MMSE-
DFE Designs for Channel a1
MMSE-DFE design because we not only adopt MMSE criterion to minimize
the BER but also choose the DFT matrix as the unitary matrix to ensure
Pe to be a convex function and parameterize the precoder matrix. The DFT
matrix in our MBER-DFE design is obtained from the eigenvalue decompo-
sition of the channel matrix H. It is different from the unitary matrix in
MMSE-DFE design which is chosen as the identity matrix. The SNR gain
for the MBER-DFE over MMSE-DFE at the BER of 10−4 is about 1.5 dB.
Example 2: We consider another third order FIR channel a2, which have
the tap coefficients as a2 : {−0.0667 − 0.1824j, 0.3194 − 0.1801j, 0.4687 +
0.0399j, 0.0258 + 0.2870j} and the frequency response of a2 is shown in Fig-
ure 5.5. From Figure 5.5, we can observe that the range of frequency re-
sponse of channel a2 is around 13. Thus, it is much more frequency selective
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than channel a1. Figure 5.18 shows the BER curves of the MMSE-DFE and
MBER-DFE designs. The SNR gain for the MBER-DFE over MMSE-DFE
at the BER of 10−3 is around 4 dB. Comparing to Figure 5.17, the BER per-
formance in Figure 5.18 becomes worse. It is because the channel becomes
more frequency selective and the coherent bandwidth becomes smaller com-
pared to the transmitted signal bandwidth. Then the signal will be distorted
during transmission and the detection of symbol will also be affected. Thus,
it will influence the BER performance. But we can see that our MBER-DFE
design still outperforms the MMSE-DFE design. To explain the performance
advantage of our MBER-DFE design, we recall from Chapter 4 that in or-
der to minimize the BER, we need to maximize the matrix GHF, and we
also note that our MBER-DFE design can make matrix GHF have equal
diagonal elements while maximizing it. However, the MMSE-DFE design do
not result in the product GHF has equal diagonal elements. This leads to
different BER performances.
Example 3: In this example, we will consider a channel a3 with tap
coefficients a3 : {0.6121,−0.5331 − 0.4481j, 0.369j, 0.0513 − 0.0388j}, and
the channel order is L = 3. The frequency response of this channel is shown
in Figure 5.19. From Figure 5.19, we can see that the ratio of the largest to
the smallest frequency responses is around 8.75. It is more frequency selective
than channel a1 in Example 1, but it is less frequency selective than channel
a2 in example 2. Figure 5.20 shows the BER performance of the MMSE-DFE
design and our MBER-DFE design. Similar to the previous examples, the
MBER-DFE design shows clearly superior performance. The SNR gain of
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Figure 5.18: Bit Error Rate Performance of MBER-DFE and MMSE-
DFE Designs for Channel a2











Figure 5.19: Frequency Response of Channel a3
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Figure 5.20: Bit Error Rate Performance of MBER-DFE and MMSE-
DFE Designs for Channel a3
the MBER-DFE design over MMSE-DFE design at the BER of 10−3 is about
3.7 dB in this case.
Example 4: In the previous examples, we examined the BER perfor-
mances of various designs using three different FIR channels, which have
different frequency selectivities, respectively. Now, we examine the average
BER performance of the MMSE-DFE design and our MBER-DFE design
over a class of randomly generated FIR channels. The transmitted symbol
block size M is also equal to 32. The complex valued taps of the channels
are generated independently from a zero-mean Gaussian distribution with
unit variance. The channel order L is 3. The BER performance curves
for MMSE-DFE and MBER-DFE over 5,000 channel realizations from this
class are shown in Figure 5.21. These curves illustrate that the SNR gains
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Figure 5.21: Bit Error Rate Performance of MBER-DFE and MMSE-
DFE Designs for Randomly Generated Channel
of our MBER-DFE design over the MMSE-DFE design remain significant.
We can see at the BER of 10−2 the SNR gain of our MBER-DFE over the
MMSE-DFE is around 3.5 dB.
5.4 Summary
In this chapter, we have presented the simulation results of our various
designs. Firstly, for linear schemes, it showed that we can obtain the maxi-
mum information rate design, minimum mean-squared error design and QoS
based design by choosing the weight matrix T appropriately. From the simu-
lation results we can see, our weighted information rate criterion generalized
the linear precoder and decoder designs. Secondly, for nonlinear schemes, we
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presented the information rate performance of our MBER-DFE design and
the improvement of the information rate is apparent. We also compared the
bit error rate performance of MBER-DFE and MMSE-DFE over different
channels. The results indicate that our MBER-DFE design always has bet-
ter BER performance, regardless of the channel frequency selectivity. And
the more frequency selective the channel performed, the more obvious the
SNR gain we observed of MBER-DFE design. In the next chapter, we will
conclude our work in this thesis and discuss the future direction in this field.
Chapter 6
Conclusions and Future Work
6.1 Conclusions
In this thesis, we introduced the trends on wireless communications.
Also, the concepts of channel coding, equalization and precoding techniques
were presented. In order to have an ISI-free transmission, we could choose
CP or ZP transmission method. In this thesis, we adopted the CP method
to eliminate the ISI. We described the system model of linear and DFE-
based nonlinear precoder and decoder and presented different kinds of de-
signs. We also assumed that the channel state information was available at
the transceiver end and the transmitted symbol and the noise were whitened
and statistically independent. Information rate, mean-squared error and bit
error rate performances for FIR channels were compared and summarized.
Numerical results have also proved the improvements of our designs.
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For linear precoder and decoder designs, we introduced a new criterion
of weighted information rate. By maximizing the weighted information rate
subject to the transmit power constraint, we could attain a general equation
of the precoder matrix Γf , which could be expressed by the weight matrix
T. It is a generalization of linear precoder and decoder design, from which
we could obtain MMSE design, maximum information rate design and QoS
based design by appropriately choosing the weight matrix T. They could
minimize the mean-squared error, maximize the information rate and deal
with subchannels’ relative SNRs, respectively. Simulation results confirmed
the performance of the information rate of the MIR design. And we could
also conclude that when the channel becomes more frequency selective, the
information performance of MIR design over MMSE design becomes more
obvious. In addition, the MSE performance of MMSE design was better
than the MIR design and the difference becomes more obvious when the
channel size increases. The SNR gain of the MMSE design over MIR design
is considerable. Table 6.1 summarized the precoders and decoders of linear
designs.
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For DFE-based nonlinear precoder and decoder designs, we used La-
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grangian method subject to the transmit power constraint to make the eigen-
vectors of the precoder matrix F match to the eigenvectors of the circulant
channel matrix H in order to achieve the optimum information rate. The
improvement of the information rates of our MIR-DFE design is more obvi-
ous when we use a more frequency selective channel which is consistent with
the results of linear schemes. In addition, we also presented a new MBER-
DFE design which could maximize the information rate and minimize the
bit error rate concurrently. Firstly, using the MIR criterion, we obtained a
design of MIR precoder, which can maximize the information rate. Then, the
minimum BER was obtained by observing that the expression of BER was
a convex function of the magnitude of the diagonal elements of the equal-
izer. A lower bound for the BER was derived. Using the MMSE criterion,
we obtained a design of MMSE decoder that minimizes the lower bound,
which could be called MBER decoder. It was parameterized by a unitary
matrix and was obtained from special choice of the unitary matrix. In our
thesis, we choose DFT matrix as the unitary matrix. In conclusion, it uses
the Γf which can ensure that the information rate is maximized and adopts
MMSE criterion and DFT matrix in order to obtain the minimum bit error
rate. Simulation results proved that under the condition of channel a1, whose
range of frequency response is around 4, the SNR gain for our MBER-DFE
over MMSE-DFE at the BER of 10−4 is about 1.5 dB. Subsequently, when
the channel becomes more frequency selective, the SNR gain becomes more
significant. When we use a randomly generated channel, the SNR gain at
the BER of 10−2 becomes 3.5 dB.
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6.2 Future Work
The nonlinear optimal design obtained in this thesis is for a transmission
system with decision-feedback equalization and cyclic prefixed transmission
method, white uncoded data, white noise and a known channel. The future
work can be extended to various other schemes as the following:
1. We can use the zero padding transmission method instead of the cyclic
prefixed method to eliminate the inter-block interference. In our chap-
ter 2, we have introduced the principles of cyclic prefixed and zero
padding transmission methods which are used to get rid of the IBI and
the channel matrices of them have been presented. Comparing to cyclic
prefixed method, zero padding can guarantee the symbol recovery and
assures the FIR equalization of FIR channels regardless of the channel
zero locations. It is more flexible than cyclic prefixed method because it
can trade off equalization complexity with symbol detectability. There-
fore, adopting zero padding transmission method in our designs can be
one of our future work.
2. In our optimal designs, we assumed the noise to be whitened in order
to simplify the analysis. Thus, the autocorrelation matrix of the noise
is Rww = σ
2I. In the future work, we can consider the colored noise
instead of the white noise. We can use filters on the noise signals to
alter the balance of frequency components so that the noise is no longer
“white” but has some other qualities. In this case, the noise becomes a
little more predictable than white noise, because we know that certain
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frequencies will be more prominent. Thus, this can be another research
topic in the future work.
3. We assume the channel state information is known at both the pre-
coder and decoder sides in our work. In such scenario, our optimal
precoder and decoder can appropriately take advantage of the channel
state information and make use of the resources at best. However, we
can extend our work to the channel which is imprecisely known at the
precoder. In this case, the channel estimation technique is needed. We
can use the precoding and decoding criterions in conjunction with dif-
ferent channel estimation methods to obtain the optimal designs and
analyze the performances of information rate, mean-squared error and
bit error rate. We need to do a lot research work in this field in the
future.
4. Currently, we are using precoding and decoding techniques and restrict
them to single-input, single-output (SISO) block transmission systems.
However, consideration of how should we extend our designs to a multi-
input, multi-output (MIMO) system will also become a future research
topic.
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Appendix A
Proof of Jensen’s Inequality
Here we introduce and prove Jensen’s inequality.
Jensen’s inequality is expressed as: If f is a convex function on the










where 0 ≤ λk ≤ 1, λ1+λ2+ ...+λn = 1 and each xk ∈ [a, b]. If f is a concave
function, the inequality is reversed.
There is another formulation of Jensen’s inequality used in probability.
LetX be some random variable, and let f(x) be a convex function(defined
at least on a segment containing the range of X). Then the expected value
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Proof: We prove the equivalent formulation. Let X be some random
variable, and let f(x) be a convex function(defined at least on a segment
containing the range of X).
Let c = E(X). Since f(x) is convex, there exists a supporting line for
f(x) at c:
ϕ(x) = α(x− c) + f(c) (A.3)













+ f(c) = f(c) (A.4)
as claimed.
Appendix B
Proof of Lemma 1 in [30]
Since V is a unitary matrix, we can get tr(VHEV) = tr(A). In addi-
tion, the diagonal elements of E and VHEV are non-negative because E is
positive semidefinite. We know that for a sequence of length N with non-
negative numbers {xi}Ni=1, which
∑N
i=1 xi = y, the sequence which maximize
the minimum value of xi is xi = y/N . Applying this result to the left hand
side of Eqn.(B.1) and observing that the constraint on V may restrict the
values that the diagonal elements of VHEV can take on, we have
max
VVH=I
min[VHEV]mm = tr(E)/M (B.1)
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where ti is the i
th diagonal element of T and lmi is the (m, i)
th element of L.
If L is chosen to be the normalized DFT matrix, then since the magnitude










, for all 1 ≤ m ≤M (B.3)
and hence the proof.
Appendix C
Proof of Eqn.(3.37)
Referring to the Eqn.(3.36) in Chapter 3, we can obtain the Lagrangian
equation which maximizing the weighted information rate subject to the





log2(1 + yii|γf,ii|2)− µ(
M∑
i=1
|γf,ii|2 − p0) (C.1)
We differentiate Eqn.(C.1) with respect to |γf,ii|2 and let the result equal









1 + yii|γf,ii|2 (C.3)
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⇒ yii|γf,ii|2 = yiitii log2 e
µM
− 1 (C.4)
⇒ |γf,ii|2 = tii log2 e
µM
− y−1ii (C.5)
and hence the proof is concluded.
Appendix D
Proof of Eqn.(4.14)
Referring to Eqn.(4.12) in Chapter 4, we can obtain the following La-
grangian equation which maximize the information rate subject to the trans-









Therefore, making use of the properties of logarithm, we differentiate
Eqn.(D.1) with respect to |γf,ii| and let the result equal to zero. We can
obtain the following expressions
∂L
∂|γf,ii| = 0 =
1
M
· 2yii|γf,ii| log2 e
1 + yii|γf,ii|2 − 2µ|γf,ii| (D.2)
⇒ 2µ|γf,ii| = 1
M
· 2yii|γf,ii| log2 e
1 + yii|γf,ii|2 (D.3)
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⇒ µ = 1
M
· yii log2 e
1 + yii|γf,ii|2 (D.4)
⇒ µ = 1
M
· yii log2 e
1 + yii|γf,ii|2 (D.5)
⇒ |γf,ii|2 = log2 e
µM
− y−1ii (D.6)
We substitute Eqn.(D.6) into the equation of transmit power which is defined
in Eqn.(4.11) and can obtain
M∑
i=1











tr(I)− tr(Y−1) = p0 (D.8)




− tr(Y−1) = p0 (D.9)
⇒ µ = log2 e
p0 + tr(Y−1)
(D.10)
and hence the proof is concluded.
