Characterizing, predicting, and quantifying the impact of postings, tweets, messages, etc. on social media platforms is a topic of growing interest due to the increasing reliance on using social media as a means for various purposes by individuals and organizations alike. In this paper, we describe an information diffusion model on the social network of Twitter. The model treats information diffusion on social media as a multivariate time series problem and deals mainly with three different dimensions of Twitter data and the different patterns of information diffusion. These dimensions are the volume of tweets, the sentiment of tweets and influence of tweets. To discover different patterns of information diffusion on Twitter, time series clustering is used where Dynamic Time Warping distance is adopted as the distance measure. To predict different parameters of each of the three dimensions, the linear time series model of Autoregressive Integrated Moving Average (ARIMA) and the non-linear time series model of Long Short-Term Memory (LSTM) Recurrent Neural Networks are used and their performance is compared. Results indicate that LSTM models achieve far better performance and hold great potential to be utilized for real-world applications.
INTRODUCTION
Since the inception of online social media, its usage has evolved in many facets, and nowadays social networks has become one of the most important means of communication-it is used as a major tool for viral marketing, political messaging, opinion formation and many other things. The abundance of information in the social network and its huge impacts have made the social networks a fast growing industry in recent years. People who share a common interest get connected over the social network; they share and spread information over a period of time, or, in other words, the information diffuses over the social network. The pattern and behavior of information diffusion in the social network, therefore, can be analyzed to help predict the success, failure, popularity and opinion about different events.
Information diffusion model in the social network has been studied using the graph-based method [10] or considered as an analogous model for the viral spread of diseases [3] . Earlier researches on this topic showed that the popularity of a topic or meme depends on the number of friends or acquaintances of users who have responded to that topic or meme [4] . However, information diffusion shows much more intelligent and complex behaviors which are beyond just the phenomenon of exposure of meme and it depends on many other factors. Some of the most significant factors are the sentiment of the meme, topic of discussion, the network structure of the user, the physical location of user and presence of some influential users on a topic. In [8] Ferrara shows the complex dynamics between the sentiment of tweets and information diffusion; the papers initial parts discuss the effect of sentiment on the diffusion speed and on content popularity while latter parts of the paper addresses the relation between different type sentiments and their temporal evolution; the paper, however, focuses only on the sentiment of the text of the tweets but does not consider another important aspect of the text, i.e. the topic of it. In [21] Pinto et al. introduce a framework to model information diffusion in social networks based on linear multivariate Hawkes processes and the latent Dirichlet allocation topic model, which mainly focused on the relation between information diffusion and the topics of discussion in social networks. Other than the contents of the social network, the network structure also plays a vital role in information diffusion on the social network. In [27] Yang et al. propose an information diffusion model in implicit networks using Linear Influence Model, where the authors discuss the roles of the different participants of the social network in the dynamics of diffusion. As can be easily understood a very popular person can influence many of their acquaintances over a topic.
Other than factors like this, network structure is another important factor for information diffusion. In [23] Reagans et al. discuss how network structure plays an important role in information diffusion; the authors conclude that social cohesion and network range are more important than the strength of the tie between two people for effective knowledge transfer, social capital, and information diffusion. Recently, Kafeza et al [15] conducted a research of predicting information diffusion patterns in Twitter. They collected tweets data for a couple of hours that related to a single hashtag. Based on retweet action, they analyzed different Tree-Shaped Tweet Cascades patterns and then reduced to four most popular tree structures. Later, they built an information diffusion pattern prediction model based on linguistic features of the tweet, user profile features and their corresponding tree-shaped tweet pattern labels. However, in their work, time components have not been considered and the size of dataset is also small and not diverse enough. In our current research, we extend their work by using a larger dataset, analyzing the data in time series model, and labelling them by using Dynamic Time Wrapping (DTW) clustering. In most of the study on information diffusion, the researchers focused on the pattern of information diffusion and the factors that affect it. Although there are many research papers on different factors of information diffusion, there is very little research that has been carried out to predict the future behavior of these factors. To predict and forecast different factors related to information diffusion, we propose a prediction model in this paper.
We aim in this work to build a prediction model which can predict the volume of tweets and reachability [6] for a hashtag, and which can also predict the sentiment and number of people who will be influenced by that hashtag over a period of time. The proposed model predicts three different facets of information diffusion, they are i) volume ii) sentiment and iii) influence of different popular memes of a social network. We have chosen Twitter as our target social media platform because Twitter provides publicly available data. Specifically the objectives of this research are as follows: 1) Understanding the pattern of information diffusion related to a hashtag and its relationship with the volume of tweets and number of people who are using that hashtag. After that, predicting the number of tweets and people who will use the same hashtag over a period of time. 2) Finding the relation between the sentiment of a tweet and its effect on information diffusion, and predicting the sentiment of tweets related to a hashtag. 3) Finding the direct and indirectly affected users by a hashtag, and predicting the number of total affected users by a particular hashtag over a period of time.
METHODOLOGY
This section describes our methodology. Fig. 1 describes our general approach to analyze, recognize different information diffusion patterns on Twitter and then build prediction models for every hashtag on Twitter social network platform. Figure 1 : The architecture overview Traditional methods to model information diffusion on online social media require an explicit knowledge of the network. Nevertheless, there are many parameters which are difficult to track such as recommendations, links, tags, topics, phrases or memes. Therefore, in this research, we model the information diffusion process on social network as a multivariate time series problem. This approach can help address the above issue as no explicit knowledge of the network is required. The information diffusion process of a topic (which is a hashtag on Twitter) can be modeled in three-time series dimensions with a total of 10 features, as described below:
Modeling the Information Diffusion Process
2.1.1 Volume: This dimension contains two features: #tweet: the total number of tweets of a corresponding hashtag. #retweet: the total number of retweets of a corresponding hashtag.
Influence:
This dimension contains two features: #direct influence user: the total number of users and mentioned users that associated with all tweets contain such hashtag. #indirect influence user: the total number of followers of all users and mentioned users that associated with all tweets contain such hashtag. 
Recognizing Information Diffusion Patterns
We believe that a good understanding of the different patterns in information diffusion processes will help to improve the prediction models. So, after modeling the information diffusion processes as a multivariate time series problem using the 10 
Predicting Information Diffusion Processes
Based on the time series clustering step, we obtain different groups of clusters corresponding to the 10 features in our model. To determine the information diffusion patterns of new Twitter hashtags, k-NN can be used. With enough initial time steps data of a new Twitter hashtag, we can use k-NN with DTW distance to determine which clusters this hashtag belongs to, which in turn will help to recognize the information diffusion patterns of the new hashtag. The next step is building time series forecasting models for each cluster. Every cluster will have its different shape and characteristics. To demonstrate the novelty of our approach, we compare the performance of such models for each cluster with the prediction models without using the clustering results. Experimental results show that prediction model using LSTM with patterns information delivers better performance than traditional time series forecasting methods (ARIMA) and without knowing the patterns beforehand.
3 DATA COLLECTING AND PREPROCESSING
Twitter Data Collecting
One of the objectives of this research is analyzing the pattern of information diffusion on Twitter. Hashtags have a very important role in the information diffusion process on Twitter. Twitter users usually tag posts with hashtags. The adoption of hashtags has created a global information transmission effect on Twitter because hashtags help users keep track of information topics and therefore can form dynamic communities or groups. Therefore, we collected 2-weeks of Twitter sampling streaming data using Tweepy Python library from July 1 to July 14, 2017. From this collected dataset , we collected all hashtags that were used in tweets in this time with their corresponding total number of tweets. Then we sorted these hashtags into descending order based on the volume of tweets. We identified that about 1 million different hashtags were used in this time, and discarded hashtags that did not have a significant volume of tweets (we applied a threshold of 200). As a result, we obtained a list of top 1,686 hashtags with the highest volume of tweets. According to Twitter,the streaming API will only return 1% of real-time tweets data at a time, so we think that we may not have enough tweets of those 1,686 hashtags to analyze. Therefore, we began to collect all tweets that related to those 1,686 hashtags using Twitter Search API in the next 3 weeks, from July 15 to August 4, 2017. Finally, we collected about 27.5 million tweets that contain those 1,686 hashtags that we want to analyze.
Data Preprocessing
From the 27.5 million tweets, we composed our multivariate Twitter information diffusion time series dataset based on the model described in section 2 above. Our time series is measured in hourly basis. Accordingly, for each hashtag, we have 10 time series data rows: #tweet: the total number of tweets that contain such hashtag in each hour #retweet: the total number of retweets that contain such hashtag in each hour #direct influence user: the total number of users and mentioned users that associated with all tweets contain such hashtag in each hour #indirect influence user: the total number of followers of all users and mentioned users that associated with all tweets contain such hashtag in each hour #positive percentage: the percentage of positive sentiment tweets in each hour #neutral percentage: the percentage of neutral sentiment tweets in each hour #negative percentage: the percentage of negative sentiment tweets in each hour #positive average score: the average score of positive sentiment tweets in each hour #neutral average score: the average score of neutral sentiment tweets in each hour #negative average score: the average score of negative sentiment tweets in each hour.
To understand the information diffusion patterns of tweets sentiments, two measurements, the average sentiment score and the sentiment percentage, were used. Sentiment scores (positive, negative and neutral scores) for each tweet are determined by using the Python NLTK library with Wordnet corpora [22] . Later on, the average positive, negative and neutral sentiment scores of all tweets for every time steps (hourly basis) are calculated. Similarly, the percentage of positive, negative and neutral tweets for every hourly time steps are also calculated.
The preprocessed data is available in [7] .
INFORMATION DIFFUSION PATTERNS 4.1 Motivation
Data collection and data preprocessing are the initial major tasks of this research work. After these two steps, we need to analyze the data and find the different patterns in our information diffusion time series dataset. There are several patterns that exist in the data and the patterns are also unknown, or in other words there is no label or class name corresponding with each hashtag. To divide hashtags into groups of similar patterns, many time series clustering techniques are employed. As our information diffusion contains 10 features, clustering for each of those features is done separately.
Time Series Distance Measure
In the present scenario, our dataset contains multiple sequences that were taken at successive, equally spaced points in time which is similar to other time series data like stock market data or weather data. To measure the similarity between two temporal sequences which may vary in speed, the Dynamic Time Warping (DTW) distance is one of the most popular measures. Hence DTW is used in conjunction with time series clustering techniques in our experiments.
Dynamic Time Wrapping (DTW)
The distance is the most useful parameter in time series analysis which helps to measure the dissimilarity between two time series data. DTW employs a dynamic programming algorithm to find the distance between two time series; though an effective distance measure, it requires a lot of computation. In Fig. 2 alignment between two sample time-series are shown. To find DTW initial and final points of the series must match. The deatils of DTW calculation can be find in [9] . The dashed blue lines exemplify how some points are mapped to each other, which shows how they can be warped in time. Note that the vertical position of each series was artificially altered for visualization. The detailed algorithm to calulate DTW distance can be found in [9] .
DTW distance is usually used jointly with clustering algorithms on time series data. Some of the wellknown clustering techniques are Hierarchical clustering, Partitional clustering, and TADPole clustering. Brief descriptions of those clustering algorithms are described in the following subsections.
Hierarchical Clustering
This clustering algorithm tries to create a hierarchy of groups in which, as the level in the hierarchy increases, clusters are created by merging the clusters from the next lower level, such that an ordered sequence of groupings is obtained [9] . The created hierarchy can be visualized as a binary tree where the height of each node is proportional to the value of the intergroup dissimilarity between its two daughter nodes.
Partitional Clustering
Partitional clustering follows a stochastic procedure and it starts with a fixed number of random points from its dataset. The number of data points is decided by the required number of clusters. Some of the most popular algorithms of this type are k-means [20] and k-medoids [13] . In the first step of this algorithm a fixed number of data point is randomly selected (say points) and assigned as centroids. In subsequent steps, one by one, all the remaining data points are clustered based on similarity to the centroids, and after each iteration new centroids are calculated.
TADPole Clustering
It is a relatively new method for time series data clustering with DTW distance. In this algorithm, the centroid of the clusters is always the element of dataset, so it can be also considered as PAM clustering. Depending on cutoff value of distance the clustering algorithm is deterministic in nature. To find close neighbors in DTW space, the algorithm initially uses the upper and lower bounds of the DTW distance. To do a faster calculation of clustering, the algorithm tries to prune as many DTW calculations as possible.
Cluster Evaluation
Clustering is an unsupervised procedure, so performance evaluation of clustering maybe somewhat subjective at least. Much research has been done to develop a cluster evaluation metrics by cluster validity indices (CVIs), and there are many indices proposed by different researchers. In this paper, we employ with some of the very popular [1] indices among them.
Every index has its own range of values. For some indices, if the value is high then the quality of cluster is better; on the other hand some indices show exactly the opposite characteristics. Some indices do not concern how the clustering is happening internally, or how the partition works. For example, Silhouette index is an internal CVI and Variation of Information [17] is an external CVI.
Time-Series Clustering Algorithms mainly represent a group of different types of clustering algorithms such as Hierarchical clustering, Partitional clustering, TADPole clustering, Fuzzy clustering. In our experiments, TADPole clustering gave the best results among all the clustering algorithms.
PREDICTION MODELS
As described in section 2 above, we model information diffusion process on Twitter as multivariate time series problem. Time series analysis is one of the difficult problems in Data Science and is still an active research interest area. There are many Time Series data examples around us. Predicting the stock price, predicting the energy price, sales forecasting or predicting energy consuming load, etc. The stochastic nature of these events makes time series forecasting a very difficult problem.
Traditional Time Series analysis follow parametric methodology by decomposing the data into many components such as trend, seasonal and noise components [18] . Techniques such as Auto regression, Moving average, and ARIMA ( , , ), etc. are used to analyze time series. However, because of the ability of capturing complex structure of time series models, stateful RNNs such as LSTM is found to be very effective in Time Series analysis recently.
ARIMA
ARIMA stands for Autoregressive Integrated Moving Average. It is a class of model that can capture the temporal structure with different cyclicity in a time series data [5] . ARIMA is most generally used for time series data which can be made to be stationary by differencing (if necessary). A random variable that is a time series is stationary if all its statistical properties are constant over time. A random variable of this form can be viewed as a combination of a signal and noise. The series wiggles around the mean with constant amplitude. ARIMA is a generalization of simpler Autoregressive Moving Average (ARMA) model that adds the notion of integration. This acronym is descriptive, capturing the aspects of the model itself [2] :
AR: Autoregression. The component of the model to forecast the interest variable using linear combinations of past values of that variable.
I: Integrated. The use of differencing steps (i.e. subtracting values at current timestep from values at the previous time steps) to make the time series stationary.
MA: Moving Average. Another component of the model that uses past residual errors in a regression-like model to forecast.
ARIMA ( , , ) model has three parameters , , :
• p: number of autoregressive terms or the lag order • d: the number of non-seasonal differences • q: the size of the moving average window In terms of , the general forecasting equation is:
In Equation 3, is the lag operator which operates on a value of a time series to produce the previous value, are the parameters of the autoregressive, and are the moving average parameters, following the convention introduced by Box and Jenkins. To identify the appropriate ARIMA model for , firstly the order of differencing ( ) needing to stationarize the series must be determined. Later, the gross features of seasonality characteristics in time series are removed in conjunction with a variance-stabilizing transformation (logging or deflating). After above steps, the differenced series can merely fit a random walk or random trend model. However, this stationarized series may still have autocorrelated errors. Therefore, some number of AR terms ( ≥ 1) and/or some number MA terms ( ≥ 1) are also required in the final predicting model.
Recurrent Neural Network (RNN)
Recurrent Neural Networks (RNN) [14] are a class of neural network which are well suited for sequential data. This makes them a compelling model for time series, forecasting tasks etc. RNN can be built in many ways. One of the simplest ways to understand RNNs is to think of them as a feed forward neural network that has been unfolded in time. Fig. 3 below describe the process of unfolding visually in a RNN. At each time step, the network emits an intermediate output and maintain an internal state , 's form the sequential input being fed to the network.The following equations describe the update equations:
The matrices , and form the parameters of the model which are learnt by standard propagation. In practice, RNNs have limited usefulness because they suffer from the problem of vanishing and exploding gradients. The vanishing gradient problem occurs when the gradient values become zero and the exploding gradient problem occurs when the gradient values blow up to infinity. Without going into much details, the reason why this happens is as follows. Because of the chain rule of differentiation, during the propagation step, gradients at each time step are multiplied together. If this value <1, the successive multiplications will drive this value to 0. If this value is >1, successive multiplications drive this value to infinity.
LSTM for Time Series Prediction
Long Short-Term Memory (LSTM) [14] is a type of recurrent neural network which protects gradients from harmful changes during training and can capture dependencies when there are time lags of unknown size. LSTM can remove or add information to the cell state by regulated gates. The key to this ability is that there is no activation function within the recurrent components. Thus, the stored value, is not iteratively squashed over time and the gradient term doesnt tend to vanish or explode when backpropagation through time is applied to it. Fig. 4 shows the internal gates and connections 
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are the input, forget and output gates respectively. The gates values can be reset either after feeding each batch or after feeding the entire sequence.
RESULTS AND DISCUSSION
In this section, we evaluate the performance of time series clustering and prediction on our collected dataset from Twitter. We first describe the datasets, experimental setup, and then evaluate the performance and present the results.
Data Descriptions
After preprocessing our dataset as described in section 3, our dataset contains 10 time series subset that are corresponding to 3 dimensions in our information diffusion model: Volume dimension (#tweet and, #retweet), Network Influence dimension (#direct influence user, #indirect influence user), and Sentiment dimension (#positive sentiment percentage, #neu-tral sentiment percentage, #negative sentiment percentage, #average positive sentiment score, #average neutral sentiment score, and #average negative sentiment score). Each subset of those time series data contains 1,687 samples with 467 measured time steps in hourly basis.
Time Series Clustering
In clustering operations, the prior decision about the number of clusters carries a lot of importance in obtaining satisfactory results. In this case we performed ten different experiments to do clustering, and the number of clusters is changed every time. So, these experiments are performed for cluster number 4 to 10. After the clustering, standard cluster validity indices (CVIs) are used to determine the best cluster number between 4 to 10. In this case we have used internal CVIs for cluster evaluation. Internal CVIs and their optimization conditions are mentioned below:
Sil: Silhouette index [16] to be maximized to get better cluster.
D: Dunn index [16] to be maximized to get better cluster. COP: COP index [16] to be minimized to get better cluster.
DB: Davies-Bouldin index [16] to be minimized to get better cluster.
DBstar: Modified Davies-Bouldin index [24] to be minimized to get better cluster.
CH: Calinski-Harabasz index [16] to be maximized to get better cluster.
SF: Score Function [24] to be maximized to get better cluster.
In the present context clustering is performed on the preprocessed Twitter data. The data representing mainly three different dimensions: tweet and retweet count for every hashtag; positive, negative, neutral sentiment score and percentage of tweets on those hashtags; influence count of each of each hashtag. If we consider creating four to ten clusters and comparing their CVIs as one job, a total of ten jobs are performed for each of the parameters. Two jobs for tweet and retweet volume for every hashtag, six jobs for positive, negative, neutral sentiment score and percentage of tweets on those hashtags, two jobs for direct and indirect influence count of each hashtag. While performing the experiments often it has been observed that, not all best CVIs correspond to a number of cluster. In such situations the number of cluster having maximum best values of indices are selected as the optimum number of clusters to be done.
Clustering for tweet and retweet volume for every hashtag.
To find out the optimal number of clusters for tweet and retweet volume features, different CVIs of different number of clusters from four to ten are compared. Based on the comparison, the best number of clusters for tweet and retweet volume is six. Hence both tweet and retweet volume data are clustered into six clusters. In Table 1 , different CVIs for cluster number six are displayed for tweet and retweet volume features. In this table, the column name represents the feature name and the corresponding number of clusters in parentheses. Fig. 5 and Fig. 6 are the visualization of all six different clusters for tweet and retweet volume. Where x-axis is representing the time in hours and y-axis is representing the count of tweets in each hour. 2 Clustering for different sentiment scores and percentages for every hashtag. Similar to tweet and retweet volume features, cluster analysis has also performed for different parameters of sentiments of tweets. Every tweet is given three different sentiments positive, negative and neutral. Each of the sentiments has two different measures: first is the average sentiment score and second is sentiment percentage which ranges from 0 to 1. The best number of clusters for all the sentiment features is six. While Table 2 shows different CVIs values for sentiment percentage features, Table 3 displays different CVIs values for average sentiment scores features. Fig. 7, Fig. 8, Fig. 9 are the visualization of all six different clusters for percentage of positive, negative and neutral sentiment of tweets. Where x-axis is representing the time in hours and y-axis is representing the percentage of sentiments of tweets in each hour. Fig. 10, Fig. 11, Fig. 12 are the visualization of all six different clusters for positive, negative and neutral sentiment 6.2.3 Clustering for network influence dimension. To find out optimal number of clusters for network influence features, different CVIs of different number of clusters from four to ten are compared. Based on the comparison, the best number of clusters for network influence features is four. In Table 4 , CVIs values for direct and indirect network influence features are displayed. 4.512777
The visualization of different patterns clearly shows some common patterns are present in many features. Some of the very common and easily explainable patterns are discussed here. In Fig. 5 cluster number one is a common pattern. Where the graph grows slowly over time, reaching the peak and then gradually declines; it represents the hashtag with the similar type of popularity growth. A similar type of pattern can be observed in cluster 1 in Fig. 14 . The second popular pattern is observed in cluster 4 in Fig. 5 , cluster 1 in Fig. 6 , cluster 4 in Fig. 7 . In all these cases the graphs are showing always a high value. Regarding the volume of tweet, it can be considered as the group of hashtags which are always popular. Some of the patterns are showing very high value in their initial phase and slowly the value decreases with time. In Fig. 5 cluster 6 , in Fig. 6 cluster 6 are showing this type of pattern. In Fig. 5 cluster 3 and in Fig. 6 cluster 3 are exhibiting just the opposite of the previous pattern. In these cases, the value is low in the initial time and increases with time. Other than these patterns, some of the hashtags are observed to show spike behavior-the graph suddenly gives a very high value for a very short period of time. 
Classification of Information Diffusion Patterns of New Hashtags
The proposed system also supports the method to recognize the information diffusion patterns of a new popular hashtag and to predict its information diffusion features over time. In previous sections, time series clustering process helps us to identify clusters of patterns for each feature in our information diffusion model. Therefore, these cluster labels can help us to build a classification model to recognize the information diffusion patterns of a new hashtag. In this research, k-NN is used to build such classification model. The procedure is described in below steps:
Step 1: Find the DTW distance between the time series data of the new hashtag and all the time series data points in each of the cluster.
Step 2: Find k closest points from each of the clusters.
Step 3: Find the mean of those selected k points for every cluster.
Step 4: Find the distance between the new data point and the k mean data points (determined in step 3).
Step 5: Find the closest mean point and assign the new data point to cluster that has that closest mean point. The procedure of building prediction models where ARIMA and LSTM are used is described in the next section.
Predicting Information Diffusion
Process by ARIMA and LSTM
As described in the section 2, we employed two well-known techniques, which are ARIMA and LSTM, to forecast the value of information diffusion time series model. To compare the results between ARIMA and LSTM, we employ the data splitting scheme of 70-30 to divide the dataset. 70% of the total 467 time steps willbe used to train the models and then those models will be used to predict the rest 30%. Root Mean Square Error (RMSE) will be used to evaluate the performance of ARIMA and LSTM models.
6.4.1 ARIMA. For each subset of information diffusion time series, we use grid search to find the corresponding ARIMA model ( , , ) for each hashtag. As described above, 70% of the total 467 time steps will be used to estimate the ARIMA models. Then the estimated models will be used to forecast the rest of 30% time steps. The total RMSE of prediction for each subset of our time series dataset will be the total sum of prediction RMSE of all hashtags. Figure 15 : The comparison of true value and predictions using LSTM models on #tweet and #retweet volume datase 6.4.2 LSTM. For each subset of our time series dataset, we train LSTM models with two layers: first layer has 24 cells and second layer has 128 cells. We use the window size of 24 which means our LSTM models use 24 previous values to predict the value at current time step. Moreover, those models were trained with 100 epochs. The charts from Fig.  15 to Fig. 18 display the comparison of actual value and the prediction values of LSTM models that corresponding with 10 variables in our information diffusion models. Nevertheless, Table 5 displays the performance comparison of different ARIMA and LSTM models that were used to predict our multivariate Twitter information diffusion time series dataset. Figure 16 : The comparison of true value and predictions using LSTM models on #direct and #indirect influence user dataset Figure 17 : The comparison of true value and predictions using LSTM models on the dataset of percentage of positive, neutral, negative sentiment tweets Figure 18 : The comparison of true value and predictions using LSTM models on the dataset of average score of positive, neutral, negative sentiment tweets The performance comparison in Table 5 shows that LSTM prediction models outperform traditional ARIMA models by far. Moreover, building LSTM models for each cluster of time series can help to achieve better performance than other models.
CONCLUSIONS
In recent years, online social media have been increasingly utilized by individuals as well as organizations for a great variety of purposes including communication, entertainment, marketing, crowdsourcing, political messaging, promotion, propaganda, fraud, etc. Characterizing, predicting, and quantifying the key aspects of information diffusion processes on social media, accordingly, has become a research topic of growing interest.
The main contribution of our paper is a general approach to recognize the patterns of, and a model to quantitatively predict, information diffusion on Twitter. We first modeled the information diffusion processes on Twitter as a multivariate time series problem in three dimensions (volume, network influence and sentiment) with a total of 10 features. There are two features in volume dimension which are #tweet and #retweet; two features in network influence dimension which are #direct influence users and #indirect influence users; and six features to quantify the percentage and average score of positive-sentiment, neutral-sentiment, and negative-sentiment tweets. We then collected and processed 27.5 million tweets to develop our information diffusion time series dataset with the 10 features. Different temporal patterns of these features were discovered using time series clustering techniques such as TADPole clustering, hierarchical clustering, and partitional clustering. DTW was used as the distance measure in these clustering techniques.
With the patterns identified, we built an information diffusion prediction model for new topics or memes (hashtags on Twitter). Our prediction model comprises two phrases: the first phrase is determining the pattern of hashtags by using k-NN with DTW distance on our clustering result; the second phrase is building the time series forecasting models using a traditional AIRMA approach and the non-linear LSTM approach. We have built different forecasting models with and without using the pattern information. The performance comparison shows that building LSTM models for each cluster resulted in much significantly better performance than other models. Therefore, we believe that our method holds great promise to be effective in real-world applications of analyzing and predicting the information diffusion processes of new topics or memes in Twitter.
To enhance and refine our proposed model, a better measure of influence (possibly something like influencetracker.com [25] ) can be used which draws more inferences than just the count of directly and indirectly influenced people. Secondly, sentiment analysis methods specifically developed for shot texts or tweets [19, 26] will need to be incorporated to provide accurate measures of the sentiments of tweets. Thirdly, a thorough analysis of network structure and its effect on information diffusion is another important direction for future research. Finally, this model should be applied to other social media platforms [11, 12] to evaluate its performance for validation and/or further development.
