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En este artículo se presenta una metodología que aplica modelos de regresión de usos del suelo (LUR) a datos 
de algunas posibles variables explicativas disponibles en enero de 2007 (usos del suelo, vías principales, 
milímetros de lluvia y decibeles de ruido) para estimar localmente la concentración promedia mensual del 
contaminante PM10 (μgm/m3) en 10 sitios de monitoreo en la ciudad de Medellín - Colombia. La metodología 
usa sistemas de información geográfica (SIG), el método de mínimo cuadrados ordinarios (OLS) y regresiones 
geográficamente ponderadas. De 11 modelos obtenidos, el mejor fue una función lineal de la distancia a las 
vías principales con un R2 de 0,79. En la primera parte se presentan las características de los modelos LUR. 
En la metodología se implementan los modelos LUR; se obtienen los resultados, se hace su análisis y 
finalmente se presentan las conclusiones.  
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METHODOLOGY FOR THE IMPLEMENTATION OF LAND USE REGRESSION MODELS TO MONTHLY 




This article describes a methodology that applies the Land Use Regression models (LUR) to data of some 
potential explanatory variables available in January 2007 (land use, main roads, millimeters of rain and noise 
decibels) to estimate the local monthly average concentrations of PM10 (μgm/m3) at 10 monitoring sites of 
the air quality network (RedAire) of Medellin - Colombia. The methodology used geographic information 
systems (GIS), the method of ordinary least squares (OLS) and geographically weighted regression. From 11 
models obtained, the best was a linear function of the distance to the main roads with a R2 of 0.79. The first 
part introduces the LUR models. In the methodology the LUR models are implemented, the results are 
obtained, an analysis is carried out and finally, the conclusions are presented. 
 
Keywords: Land Use Regression Models, Air Pollution. 
 
Cómo citar este artículo: L. A. Londoño y J. E. Cañón, “Metodología para la aplicación de modelos de 
regresión de usos del suelo en la estimación local de la concentración mensual de PM10 en Medellín – 
Colombia” Revista Politécnica, vol. 11, no. 21, pp. 29-40, 2015. 
29 
Revista Politécnica  ISSN 1900-2351 (Impreso), ISSN 2256-5353 (En línea), Año 11, Número 21, páginas 29-40, Julio-Diciembre 2015 
1. INTRODUCCIÓN 
 
En los centros urbanos densamente poblados se 
presentan problemas de calidad de aire por 
contaminación debida a distintos tipos de fuentes 
de emisión contaminantes que son mezclas 
complejas de sustancias y material particulado de 
diferentes diámetros [1]. El problema de la calidad 
del aire ha sido abordado mediante la 
implementación de sistemas de vigilancia de 
calidad del aire que realizan mediciones de la 
concentración de estas substancias a través de 
redes de sitios de monitoreo. Sin embargo, no 
siempre es posible tener una configuración 
adecuada para la red que permita hacer 
mediciones exhaustivas en el espacio y tiempo 
por lo que se hace necesario el uso del 
modelamiento y la simulación para estimar el valor 
de un contaminante en algún punto del área de 
influencia a partir de los valores de otros 
contaminantes, del valor del mismo contaminante 
en otros puntos (modelos de interpolación 
espacial basados en el principio de 
autocorrelación espacial) y/o de variables 
meteorológicas,  [2] [3] [4]. Existen modelos 
físicos de dispersión atmosférica a pequeña 
escala para simular la calidad del aire, modelos 
numéricos determinísticos gaussianos basados en 
principios físico-químicos que simulan las 
ecuaciones de conservación de masa y los 
efectos de procesos dinámicos que influyen en el 
equilibrio de masa y térmico en un volumen de 
control [5], modelos estocásticos basados en 
relaciones estadísticas entre las mediciones 
obtenidas y otras variables [6], modelos de redes 
neuronales [7] [8] y modelos de regresión de usos 
del suelo (land use regression models – LUR) que 
establecen correlaciones entre las mediciones de 
una variable dependiente y algunas posibles 
variables explicativas para construir modelos de 
regresión con datos espaciales [9] [10] [11]. 
 
Los modelos LUR buscan explicar la variabilidad 
local de una variable dependiente en función de 
variables independientes obtenidas mediante la 
intersección de buffers espaciales con un conjunto 
de posibles variables explicativas. Se han usado 
recientemente para estimar las concentraciones 
de un contaminante en un lugar determinado con 
base en variables explicativas tales como los usos 
del suelo que hay a su alrededor, la proximidad a 
vías existentes y densidades de tráfico entre 
otras. Utilizan SIG, el método de mínimos 
cuadrados ordinarios (Ordinary Minimun Squares - 
OLS) y algunos el método de regresiones 
geográficamente ponderada (Geographically 
Weighted Regression - GWR®) [12] [13]. 
 
Muchas de los modelos LUR revisados en la 
literatura estiman la concentración de carbón 
negro y NO2 y en menor proporción el material 
particulado [9] [14]. Las mayores aplicaciones 
LUR se han realizado en el contexto del proyecto 
“variación de la salud por contaminación del aire 
en áreas pequeñas” (small area variation in air 
pollution health - SAVIAH) en varias ciudades 
Europeas [10]. En general los resultados 
obtenidos varían con base en la cantidad de sitios 
de monitoreo, las variables explicativas utilizadas 
y la ciudad. Los valores de R2 tienen una 
variación entre 0.66 y 0.87. Los modelos usan 
entre 3 y 6 variables explicativas con buffers de 
radio menor a 300m [9] [15] [16]. En algunas 
ciudades de Canadá también se han aplicado 
modelos LUR para estimar NO2 usando hasta 4 
variables explicativas y con valores de R2 entre 
0.54 y 0.76 [17] [18]. En todos estos estudios 
existen algunas características comunes: 
• No necesariamente el aumento de variables 
explicativas mejoró el rendimiento del modelo. 
• Las variables explicativas comunes en todos 
los modelos fueron densidad vehicular y vías. 
• En general no se registra la inclusión de 
variables meteorológicas. Sin embargo, en el 
trabajo de Li et al., en la ciudad se Shangsha 
(China) para estimar NO2 y PM10 [19], se 
incluyeron buffers semicirculares para 
determinar indirectamente el efecto de la 
dirección del viento sobre la concentración de 
estas sustancias, pero dado que esta variable 
cambia constantemente en todos los sitios de 
monitoreo, medirla es una tarea costosa y 
requiere mucho tiempo. En la ciudad de Madrid 
los estudios de Pérez-Martínez y Miranda [20] 
consideraron los efectos de las variables 
meteorológicas y de tráfico sobre la 
concentración de PM10, los resultados más 
significativos fueron: 
• La concentración de PM10 disminuyó 
entre un 10.3% y un 12.4% por cada 
aumento de 1 m/s en la velocidad del 
viento. 
• La concentración de PM10 aumentó en un 
7.2% por cada aumento de 10oC en la 
temperatura. 
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• La concentración de PM10 aumentó en un 
3.3% por cada aumento de 1millón de 
vehículos por km de vía principal. 
• La concentración de PM10 disminuyó en 
un 3.2% por cada disminución del 1% en 
la cantidad de vehículos pesados sobre la 
vía principal. 
• La concentración de PM10 aumentó en un 
0.73% por cada aumento de 1 KM/h en la 
velocidad de los vehículos pesados sobre 
la vía principal. 
 
La implementación de un modelo LUR contempla 
las siguientes fases metodológicas: 
• Construir buffers con distintos valores de 
radio con centro en las coordenadas de 
los sitios de monitoreo de la variable 
dependiente. En general se usa una 
geometría circular para el buffer aunque 
también se han usado geometrías 
anulares. 
• Determinar para cada tamaño de buffer la 
intersección espacial con las posibles 
variables explicativas. Si para un tamaño 
de buffer dado, una posible variable 
explicativa tiene un valor de cero para 
más del 90% de los sitios de monitoreo, 
ésta variable es omitida por no ser 
significativa dentro del modelo LUR. 
• Determinar el modelo LUR mediante la 
correcta especificación de un modelo de 
regresión para cada tamaño de buffer 
analizando cuales variables explicativas 
y/o sus posibles combinaciones cumplen 
con los criterios de especificación del 
método OLS. 
• Validar el modelo LUR mediante la 
ejecución del mismo y el cálculo de los 
residuales y estadísticas de error (valor 
observado menos valor estimado) en 
cada sitio de monitoreo. 
• Usar el modelo LUR para estimar 
localmente el valor de la variable 
dependiente en otros sitios en donde se 
tenga información de las variables 
explicativas. 
 
Los criterios de especificación del método OLS 
son: 
• Criterios de rendimiento del modelo en la 
medida en que las variables explicativas 
dan cuenta de la variación de la variable 
dependiente (R2, R2 ajustado, criterio 
corregido de información de Akaike - 
AICc). 
• Criterio de consistencia del modelo en 
tanto los residuos se distribuyan 
normalmente, es decir, que no falten 
variables explicativas claves, que las 
relaciones sean lineales en un modelo 
lineal, que no hayan efectos de valores 
outliers o fuerte heteroscedasticidad 
(estadístico de Jarque-Bera - JB). 
• Criterio de ausencia de redundancia o 
multicolinealidad entre las variables 
explicativas (factor de inflación de la 
varianza VIF). 
• Criterio de significancia para los 
coeficientes de las variables explicativas 
(estadístico de residuales de Koenker 
Breusch-Pagan – K(BP)). 
• Criterio de ausencia de residuos en la 
autocorrelación espacial (criterio de 
autocorrelación espacial residual 
mediante el índice global de Moran - SA). 
 
En este trabajo se propone un modelo LUR para 
estimar la concentración promedia mensual en 
microgramos por metro cúbico µgm/m3 del 
contaminante PM10 (material particulado de 10 
micras de diámetro) a partir de datos disponibles 
en enero de 2007. Como posibles variables 
explicativas se pudo acceder a datos de 
mediciones de pluviometría (mm), de ruido (db), 






2.1. Análisis de variables explicativas 
 
Los datos de PM10 corresponden con mediciones 
hechas en 10 sitios de monitoreo de la red de 
calidad del aire (RedAire) de la ciudad de 
Medellín, Colombia. En la Fig.1 y en la Tabla 1 se 
muestran las coordenadas y los nombres de los 
sitios (Geographic Coordinate System: GCS 
MAGNA. Projected Coordinate System: MAGNA 
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Fig 1. Ubicación sitios de monitoreo. 
 








1 836785,42 1191924,48 BELLO Municipio de Bello 70.00 
2 827264,12 1165348,22 CALD Municipio de Caldas 59.29 
3 834995,21 1183470,75 AGUI Edificio Miguel de Aguinaga 76.90 
4 849226,63 1197678,07 GIRARDOTA Municipio de Girardota 51.21 
5 833423,81 1182995,98 CORA Corporación Autónoma Regional de Antioquia 70.09 
6 826710,56 1172556,94 ITAGUÍ Municipio de Itagüí Colegio el Rosario 72.58 
7 833901,20 1178597,43 POLITECN Politécnico Colombiano Jaime Isaza Cadavid 63.25 
8 832276,76 1185725,08 UNAL Universidad Nacional de Colombia 88.21 
9 833931,85 1179845,29 RIO Corredor vial del rio 91.71 
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Se pudo tener acceso a 11 posibles variables 
explicativas, clasificadas en las siguientes 
categorías: 
• Usos del suelo: capa temática con 
polígonos e información sobre usos del 
suelo en el área de estudio. Se toma 
como dato el área en m2 del uso. Los 
usos disponibles fueron uso residencial 
(AreaUresid), uso comercial 
(AreaUcomerc), uso industrial (AreaUind), 
uso verde (AreaUverde), uso 
infraestructura pública institucional 
(AreaUInst) y uso minero (AreaUmin). 
• Vías: capa temática con líneas e 
información sobre las vías principales. Se 
hizo un buffer de 25 m sobre cada vía 
para tomar el área de la vía principal en 
m2 (AreaVP) y se calculó el número de 
vías principales por área del buffer 
(#Vp/AreaB) en 1/m2. 
• Distancia: se calculó la distancia 
perpendicular en m de cada sitio de 
monitoreo a la vía principal más cercana 
(DistVPnear). 
• Lluvia: capa temática con información 
sobre los milímetros (mm) de lluvia 
promedio mensual en los sitios de 
monitoreo (PluvAllocat). 
• Ruido: capa temática con información 
sobre los decibeles (db) promedio 
mensual en el día en la vía principal 
cercana al sitio de monitoreo 
(RuidoNearVp). 
 
Mediante sistemas de información geográfica se 
calcularon buffers circulares con centro en los 
sitios de monitoreo (Fig. 2). Para efectos 
exploratorios se construyeron buffers con radios 
de 50m, 100m, 150m, 300m, 500m y 1000m. 
 
Se realizó un proceso de intersección espacial 
entre cada buffer y las posibles variables 
explicativas. Si el buffer se intercepta con alguna 
variable explicativa, se toma el valor de la misma, 
en caso contrario se asigna un valor de cero. Si 
para un tamaño de buffer dado, una posible 
variable explicativa tiene un valor de cero para 
más del 90% de los sitios de monitoreo, ésta 
variable es omitida por no ser significativa dentro 
del modelo LUR. Con base en lo anterior, no 
fueron significativas las variables AreaUcomerc, 
AreaUind, AreaUverde, AreaUInst y AreaUmin; y 
en consecuencia el conjunto de posibles variables 
explicativas se redujo de 11 a 6. En la Tabla 2 se 
muestran las posibles variables explicativas que 
se obtuvieron para los distintos tamaños de 
buffers. 
 
Fig 2. Buffers circulares y algunas variables 
explicativas. 
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2.2. Criterios de especificación del modelo 
 
Para implementar el modelo LUR se especificó un 
modelo de regresión para cada tamaño de buffer. 
Para saber cuáles variables explicativas de la 
Tabla 2 cumplen con los criterios de 
especificación del método OLS se usó la 
herramienta Exploratory Regression® de 
ArcGis10.2®. Esta es una herramienta de minería 
de datos que analiza todas las posibles 
combinaciones de variables explicativas para 
determinar el mejor modelo. Es similar a las 
herramientas de regresión Stepwise existentes en 
muchos software estadísticos y permite definir un 
número mínimo y un número máximo de variables 
explicativas en el análisis [21] [22] [23]. Los 
criterios de especificación usados fueron [13] [22]: 
 
• Criterios de rendimiento del modelo para 
determinar si las variables explicativas 
dan cuenta de la variación de la variable 
dependiente. Para ello se usan el 
coeficiente de determinación (R2), el 
coeficiente de determinación ajustado 
(AdjR2) y el criterio corregido de 
información de Akaike (AICc). La Eq 1 
define el valor mínimo aceptable para 
AdjR2 por lo tanto el mejor modelo será 
aquel con mayor AdjR2. Según la Eq 2, el 
mejor modelo será aquel con menor AICc. 
 
   Eq (1) 
    Eq (2) 
 
• Criterio de consistencia del modelo para 
determinar si los residuos del modelo se 
distribuyen normalmente. Con ello se 
controla que no falten variables 
explicativas claves en el modelo, que las 
relaciones entre las variables explicativas 
sean lineales en un modelo lineal, que no 
haya efectos de valores extremos o fuerte 
heteroscedasticidad. Para ello se usa el p-
valor del estadístico de Jarque-Bera (JB). 
La Eq 3 define el valor mínimo aceptable 
para el p-value de JB. En consecuencia, 
el mejor modelo será aquel con mayor JB. 
 
   Eq (3) 
 
• Criterio de ausencia de redundancia o 
multicolinealidad entre las variables 
explicativas para determinar si éstas son 
independientes entre sí, sino lo fueran 
entonces existe multicolinealidad entre 
ellas y alguna de ellas debería ser 
removida. Para ello se usa el factor de 
inflación de la varianza (VIF). El mejor 
modelo será aquel con menor VIF. El 
valor mínimo aceptable para el VIF viene 
dado por la Eq 4. 
 
    Eq (4) 
 
• Criterio de significancia para las variables 
explicativas que permite determinar si el 
coeficiente de la variable es significativo. 
Para ello se usa el p-valor de los 
residuales de Koenker Breusch-Pagan 
K(BP). El mejor modelo será aquel con 
menor K(BP). El valor mínimo aceptable 
para el K(BP) está dado por la Eq 5. 
 
   Eq (5) 
 
• Criterio de ausencia de residuos en la 
autocorrelación espacial para determinar 
qué tan libre de residuos es la 
autocorrelación espacial. Para ello se usa 
el p-valor del estadístico de 
autocorrelación espacial residual 
mediante el índice global de Moran (SA). 
El mejor modelo será aquel con mayor 
SA. El valor mínimo aceptable para el p-
valor del SA está dado por la Eq 6. 
 
      Eq (6) 
 
Con un mínimo de 1 y un máximo de 5 variables 
explicativas y sus posibles combinaciones se 
calculan los valores de los criterios de 
especificación con los datos de las Tablas 1 y 2. 
En la Tabla 3 se muestran los resultados de 11 
modelos con las mejores combinaciones. 
 
Evaluando los valores de los criterios de 
especificación de la tabla 3 y ordenando los 
modelos con base en el mejor cumplimiento de la 
mayor cantidad de criterios (mayor R2, mayor 
AdjR2, menor AICs, mayor JB, menor K(BP), 
menor VIF, mayor SA), se obtienen los mejores 6 
modelos que se muestran en la Tabla 4. 
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Tabla 3. Criterios de especificación de los mejores modelos. 
Buffer R2 AdjR2 AICc JB K(BP) VIF SA Variables explicativas 
50 0.64 0.54 83.15 0.02 0.68 1.03 0.02 PluvAllocat, AreaVP 
100 
0.64 0.46 92.19 0.09 0.83 1.54 0.02 -DistVPnear, RuidoNearVP, AreaUResid 
0.61 0.51 58.66 0.99 0.26 1.00 0.48 -DistVPnear 
0.80 0.66 84.76 0.80 0.54 1.06 0.60 -DistVPnear, AreaUResid 
150 
0.50 0.44 80.52 0.61 0.35 1.00 0.26 RuidoNearVP 
0.79 0.72 61.12 0.82 0.11 1.00 0.41 -DistVPnear 
300 0.50 0.44 80.52 0.61 0.35 1.00 0.26 RuidoNearVP 
500 0.65 0.47 92.07 0.69 0.46 5.24 0.21 RuidoNearVP, -AreaVP 
1000 
0.65 0.47 92.07 0.69 0.46 5.24 0.21 RuidoNearVP, -AreaVP 
0.76 0.59 82.47 0.94 0.44 1.04 0.53 AreaUResid 
0.77 0.61 82.17 0.81 0.14 1.23 0.26 -DistVPnear, AreaUResid 
 
 
Tabla 4. Mejores modelos según criterios de especificación del GWR. 
Modelo Buffer R2 AdjR2 AICc JB K(BP) VIF SA Variables explicativas 
1 150 0.79 0.72 61.12 0.82 0.11 1.00 0.41 -DistVPnear 
2 1000 0.77 0.61 82.17 0.81 0.14 1.23 0.26 -DistVPnear, AreaUResid 
3 
100 
0.61 0.51 58.66 0.99 0.26 1.00 0.48 -DistVPnear 
4 0.80 0.66 84.76 0.80 0.54 1.06 0.60 -DistVPnear, AreaUResid 
5 150 0.50 0.44 80.52 0.61 0.35 1.00 0.26 RuidoNearVP 
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3. RESULTADOS 
 
De los 6 mejores modelos obtenidos en la tabla 4, 
el modelo 1 cumple con 7 de 7 criterios de 
especificación, seguido por el modelo 2 que 
cumple con 6 de 7. En consecuencia el modelo 1 
es el mejor modelo y su valor de R2 indica que 
explica un 79% de la variabilidad de PM10. Éste 
modelo estaría dado por la Eq 7. 
 
      Eq (7). 
 
Para calcular los coeficientes de la Eq 7 y el valor 
estimado de PM10 en cada uno de los sitios de 
monitoreo de la Tabla 1, se utilizó la herramienta 
GWR® de ArcGis10.2®. En la Tabla 5 se muestra 
el resultado. 
 
Tabla 5. PM10 estimado con la Eq 7. 



















1 70.00 76.01 0.79 79.67 -0.02551 3.58 4.21 0.01 
2 59.29 79.66 0.78 79.66 -0.02550 4.21 4.21 0.01 
3 76.90 79.35 0.79 79.67 -0.02550 4.15 4.21 0.01 
4 51.21 51.00 0.79 79.68 -0.02551 6.61 4.21 0.01 
5 70.09 76.40 0.79 79.67 -0.02550 3.63 4.21 0.01 
6 72.58 77.32 0.78 79.66 -0.02550 3.78 4.21 0.01 
7 63.25 78.29 0.79 79.67 -0.02550 3.95 4.21 0.01 
8 88.21 79.15 0.79 79.67 -0.02551 4.11 4.21 0.01 
9 91.71 76.70 0.79 79.66 -0.02550 3.68 4.21 0.01 
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La Fig. 3 muestra los resultados de la estimación 
local de PM10 en cada sitio de monitoreo y el valor 
del coeficiente de determinación R2 cuyo valor 
promedio fue de 0.78. 
 
 
Fig. 3. PM10 estimado con la Eq 7. 
 
Para validar los valores estimados con el modelo, 
se calculó en cada sitio de monitoreo el error 
absoluto relativo (Absolut Relative Error – ARE) y 
luego el error absoluto relativo promedio (Mean 
Absolut Relative Error – MARE) mediante las Eq 8 
y 9. 
 
    Eq (8) 
   Eq (9) 
 
En donde n es la cantidad de sitios de monitoreo, Ei 
y Oi son los valores estimado y observado en cada 
sitio respectivamente. Los resultados se muestran 
en la tabla 6. El error absoluto relativo promedio 
obtenido fue de 0.12. 
 
Tabla 6. ARE en cada sitio de monitoreo. 







1 70,00 76,01 0,09 
2 59,29 79,66 0,34 
3 76,90 79,35 0,03 
4 51,21 51,00 0,00 
5 70,09 76,40 0,09 
6 72,58 77,32 0,07 
7 63,25 78,29 0,24 
8 88,21 79,15 0,10 
9 91,71 76,70 0,16 
10 69,54 67,76 0,03 
 
 
4. ANÁLISIS DE RESULTADOS 
 
En la realización de este trabajo se tuvieron 
limitaciones para el acceso a valores de variables 
para explicaran la variabilidad de la concentración 
de PM10 en relación con trabajos similares que 
usan gran variedad de variables explicativas como 
la densidad vehicular (vehículos por día en vías 
adyacentes a sitios de monitoreo), la densidad 
poblacional (habitantes por km2), entre otras; y la 
información de la variable dependiente en gran 
cantidad de sitios de monitoreo (en promedio 40 
sitios) [9]. En este caso la única información 
disponible fue de 11 variables asociadas con la 
pluviometría, el ruido, el área de vías principales, 
usos del suelo y el valor de PM10 en 10 sitios de 
monitoreo. 
 
Se usaron y reportaron valores de 7 criterios de 
especificación para determinar la combinación más 
adecuada de las variables explicativas y proponer 
los mejores modelos de regresión. En trabajos 
similares solamente se reportan los valores de los 
criterios de rendimiento de los modelos y 
específicamente R2 más no informan acerca de los 
demás criterios [9]. En la tabla 4 se obtuvieron 6 
modelos con un R2 variando entre 0.61 y 0.80 de 
los cuales 4 cumplen más adecuadamente con los 
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criterios de especificación. Dos de ellos están en 
función de 1 variable explicativa (distancia a vías 
principales) y los otros dos en función de 2 
variables explicativas (distancia a vías principales y 
área del uso del suelo residencial). El valor de R2 
con una o dos variables explicativas prácticamente 
fue el mismo. Para el caso del modelo 1 con un 
buffer de 150m y una variable explicativa, R2 fue de 
0.79 y para modelo 4 con un buffer de 1000m y dos 
variables explicativas, R2 fue de 0.80 (tabla 4). 
 
El modelo 1 fue el que cumplió mejor los criterios 
de especificación y su valor de R2 está dentro del 
rango de los estudios reportados en las referencias. 
Este modelo es similar a un modelo de proximidad 
a vías el cual es útil para hacer análisis de 
concentración e impacto de contaminantes por 
exposición directa por la cercanía a la fuente de 
emisión. La distancia a las vías principales y la 
densidad vehicular sobre la vía están directamente 
relacionadas ya que la cercanía a una vía 
densamente transitada incrementaría el impacto de 
esta fuente sobre la concentración del 
contaminante. 
 
El error absoluto relativo del valor estimado en cada 
sitio de monitoreo fue en general menor o igual a 
0.1 para distancias a vías principales entre 12 m y 
143 m, es decir, distancias dentro del rango del 
tamaño de buffer de 150 m. La excepción se 
encontró en tres sitios de monitoreo (2, 7 y 9) 
ubicados cerca de vías principales pero que tienen 
una alta densidad de flujo vehicular que pudieron 
afectar el modelo. 
 
Las variables de pluviometría y ruido no fueron 
estadísticamente significativas para explicar la 
variabilidad de PM10, esto pudo haber sido 
afectado por el hecho de que en general 
históricamente en el mes de enero se dan dos 
situaciones particulares en la ciudad: es un mes 
caluroso que está caracterizado por bajos niveles 
de lluvia y corresponde con la temporada 
vacacional con lo cual en la ciudad se disminuye la 
densidad de tráfico vehicular y por lo tanto los 
niveles de ruido asociados con ese factor. Los usos 
del suelo disponibles tampoco incidieron de manera 
importante en la explicación de la variación de 
PM10 debido a que durante el proceso de 
intersección espacial entre las variables 
explicativas y la ubicación de los sitios de 
monitoreo para distintos tamaños de buffer, la 
variable usos del suelo tuvo un valor de cero en 
más del 90% de los sitios de monitoreo. 
5. CONCLUSIONES 
 
Se presenta una metodología para la estimación 
local de la concentración de PM10 en la ciudad de 
Medellín – Colombia mediante modelos LUR. Es la 
primera vez que se utilizan estos modelos en la 
ciudad dado que no se tienen reportes de su 
aplicación. En general la metodología expuesta es 
sencilla en su implementación pero necesita tener 
acceso a datos de muchas variables que pudieran 
explicar la variabilidad local de la variable 
dependiente. 
 
En los modelos explorados en la literatura las 
variables más comunes y significativas para estimar 
la concentración de PM10 a nivel urbano fueron 
densidad de tráfico y vías cercanas a los sitios de 
monitoreo. Las variables meteorológicas afectan de 
manera importante la concentración de PM10 pero 
por la dificultad de acceso a ellas y los altos costos 
de su medición; es común que no se incluyan es 
estos tipos de modelos. En este trabajo no se tuvo 
acceso este tipo de variables. 
 
De los modelos obtenidos, el mejor modelo fue un 
modelo lineal en donde la variabilidad local de 
PM10 está en función de la distancia a vías 
principales para un buffer de 150m con un R2 de 
0.79 y un error absoluto relativo promedio de 
estimación de 0.12. Este modelo de regresión 
cumplió todos los criterios de especificación del 
método OLS cuyos valores se registraron 
adecuadamente en la tabla 3. Tener en cuenta 
todos los criterios es muy importante para la 
correcta elección del modelo ya que no solamente 
el criterio del R2 es totalmente valido. Si solamente 
se hubiese considerado este criterio en los 
resultados de los 11 modelos de la tabla 3, la 
elección del mejor modelo no habría sido correcta. 
En consecuencia se sugiere registrar los datos de 
todos los criterios de especificación en futuros 
estudios ya que estos serían unos indicadores muy 
útiles para los análisis de estados de arte y el 
perfeccionamiento de este tipo de modelos. 
 
Los resultados obtenidos en este trabajo y otros 
similares, parecen indicar que las variables 
distancia a vías principales, densidad de tráfico 
vehicular y velocidad del viento; serían unas 
buenas candidatas para explicar la variabilidad 
local de la concentración de PM10 a nivel urbano. 
Se propone a futuro implementar en la ciudad 
modelos LUR que incluyan este tipo de 
información. 
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Estimar la variabilidad local de la concentración de 
PM10 con modelos LUR permitiría establecer 
relaciones con los efectos de la exposición directa 
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