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1. Introduction. The problem of globally minimizing a concave function over a linear polyhedron has been considered by a number of authors [1] , [2] , [6] , [8] , [11] since Tui's fundamental work [9] . These approaches typically seek out a local solution which is then used to generate a cut constructed to eliminate that local solution from further contention. The cut may generate new vertices, which must be accounted for in such a way that they do not multiply indefinitely. ( [11] treats this problem.) Branch and bound procedures may be employed to monitor a sequence of subproblems generated from various local solutions.
In this paper we present a new method for solving the concave minimization problem which (a) is finite, (b) does not involve cuts of the feasible region, (c) does not require an accounting scheme to keep track of subproblems, (d) generates a sequence of linear subproblems, (e) employs only pivoting operations, and (f) is guaranteed to terminate at the global solution.
The principal disadvantage of the algorithm lies in the fact that the linear subproblems typically grow in size from one iteration to the next. However, the maximum number of rows involved in any subproblem is limited to the number of constraints in the original problem and growth takes place primarily with the addition of new columns. Even here, the maximum number of columns of any subproblem is limited to the number of basic solutions of the associated system of linear constraints of the original problem, and this upper bound is typically very crude. Moreover, the total number of subproblems that have to be generated is limited to the number of constraints of the original problem.
The method may be considered as a variation of the Falk-Soland algorithm [3] for separable, nonconvex programs, although here we do not require separability of the objective function. The convex envelope of the objective function taken over a set containing the feasible region is (in effect) generated at each iteration, and minimized over the feasible region. The convex envelope is then refined by "tightening" the containing set. The process continues until the region enclosing the feasible region is sufficiently close to the feasible region to exhibit a global solution. In the worst possible case, the last containing set coincides with the feasible region.
where f is a concave function defined throughout R", and A is an m x n matrix with m > n. We shall assume that the set S = (x : Ax < b} is nonempty and compact, and furthermore, that each basic solution of the system Ax + y = b is nondegenerate, i.e., if A is an n X n nonsingular submatrix of A and A, is any row of A not in A, then A,(A)-lb # bt. Geometrically, this assumption requires that each vertex of a polyhedron determined by any subset of the constraints of Problem P lies on exactly n hyperplanes Aix = bi of the system Ax < b.
The following two theorems are well known:
There is a vertex x* of S which is a solution of Problem P.
DEFINITION. The convex envelope of a function f taken over a nonempty subset T of its domain is a function F such that (i) F is a convex function defined over the convex hull Tc of the set T. (ii) F(x) < f(x) for all x E T. (iii) If h is any convex function defined over TC, and if h(x) < f(x) for all x E T, then h(x) < F(x) for all x E Tc.
THEOREM 2 (KLEIBOHM [5] ). If F is the convex envelope off taken over S, then a point x* globally solving Problem P also minimizes F over S.
Note that the problem of minimizing F over S is a convex program (it actually involves the minimization of a piecewise linear convex function over S, and is equivalent to a linear program) so that it appears to be a fairly well-behaved problem. The difficulty is, of course, that the convex envelope of a function generally is extremely hard to compute. If, however, S has a particularly simple structure, it is fairly easy to express F in terms of the extreme points of S. We now outline the method:
Step 0. Choose a containing polyhedron SO and identify its vertices V?. Let u? = min{f(vi): vj is a vertex of S for somej E J0). But Fk(Xk) underestimates f(x) for all x E S since Fk(x) is the convex envelope of f over a set containing S. Thus, v* E S also yields a lower bound to f over S.
Step 2(b) requires the determination of a vertex vik E Sk such that vik i S, i.e., we must check each vertex vj for j E A k for feasibility. In practice, the set Vk will be divided into two subsets consisting of vertices of S and vertices not in S. Only the latter vertices are candidates for vkj of Step 2(b). If several vertices qualify, any one may be chosen, although two heuristic rules for choosing a "best" vertex are discussed in ?4.
Likewise, the selection of ik is arbitrary, subject only to the criterion that the chosen constraint cuts off the vertex vjk from Sk.
The numbers uk serve as upper bounds on the optimal value z* = f(x*) of Problem P, since each point at which they are computed is a vertex of S. Obviously, the uk's form a monotonically decreasing sequence.
SUCCESSIVE UNDERESTIMATION FOR CONCAVE MINIMIZATION PROBLEMS
What may not be immediately obvious is that the numbers {zk) (see Step 1) serve as lower bounds on z*, and are monotonically nondecreasing towards z*. The lower bounding property of zk follows directly from Theorem 3, and the concavity of f, as Problem pk can be interpreted as finding the minimum over S of the convex envelope of f taken over Sk D S. This convex envelope underestimates f over S, so that its minimum over S serves as a lower bound to z*. The monotonicity property follows. Since C has a nonempty interior, its dimension is n, which violates the above conclusion that it lies in an (n -1)-dimensional subset.
Thus, in order to implement Step 2, it is necessary to check each vertex of Sk against the criterion Aikx > bik. If it satisfies this criterion, all neighbors are generated in the set 5k+1 and retained in Sk+1 if they satisfy Aix = bi.
Actually, any vertex of Sk which is also a vertex of S need not undergo the testing procedure, as it will never be eliminated. 
12xi + 5X2 + 12x3 < 34.8, 
-x2 < 0, each of which is feasible. None of these gives a tighter upper bound than the current one, u1. The solution of Problem P2 yields only a, > 0 and z2 = -0.823. Since vu is feasible to S, we are done, the global solutions is v1. Figure 2 illustrates the sequence of containing polyhedra generated by the algorithm. In this example, the values of the objective function were reasonably uniform over the vertices of S so that all vertices of S had to be generated. In general, the algorithm would terminate with a containing polyhedron that fits S very well near the solution point, but not necessarily elsewhere. Our experience with the computer implementation of this algorithm indicates that it is a viable technique for concave minimization for problems with a moderate number of constraints. Linear fixed charge problems, nonlinear fixed charge problems, negative quadratic transportation problems and general concave minimization problems have been solved using this program.
The largest problem so far attempted using this technique is a 12-variable, 19-constraint problem having a nonseparable objective function. The problem relates to strategic weapon planning and was first considered by Grotte [4] . It has the following structure: minimize C ujII (ajx) X k, subject to Ax < b,
Xijk j ik
where the A matrix is rather dense. The algorithm solved the problem after four steps having generated 187 vertices, only 14 of them feasible. The computer time required for execution was 64 seconds on an IBM 370, model 145. The table below details the results of other problems solved using this method. The testing so far has indicated that algorithms designed to make use of the specific structure of special problems, for example, negative quadratic transportation problems (see Cabot and Francis [2] ), solve such problems faster. However, the method discussed in this paper is unique in that it solves general concave minimization problems, including previously unsolvable problems having nonseparable concave functions. Additional computational experience and the problem of degeneracy will be presented in a later paper by Hoffman. 
