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Las redes de enrutamiento multicast se establecen para  la transmisión desde un nodo fuente emisor 
hacia un  conjunto de nodos sumideros receptores. Sin embargo, estas redes en su proceso de 
enrutamiento pueden repetir paquetes por algunos enlaces y, además, pueden retrasar la 
transmisión, ya que deben crear colas de espera en las interfaces de salida hacia los nodos destinos. 
Los nodos que las conforman, trabajan con la política de almacenamiento y reenvío, de tal modo 
que los  paquetes deben reenviarse, en el mejor de los casos, en el orden en que ingresan al nodo 
enrutador.  Durante el proceso de configuración de la red de enrutamiento multicast, se pueden 
conformar varios enlaces de salida desde el nodo fuente, conllevando la llegada de  múltiples 
paquetes simultáneamente a los nodos de enrutamiento intermedio, generando estos retrasos. La 
presencia de Network Coding en conjunto con el enrutamiento multicast, permite que dentro de 
estos nodos intermedios, de igual manera que en el nodo fuente y los  sumideros, se pueda llevar a 
cabo la combinación lineal de los paquetes que ingresan, produciendo un paquete de salida 
codificado de igual tamaño que  los entrantes, aumentando el uso del ancho de banda por la no 
espera en los buffers de las interfaces de salida. Con Network Coding deben ser solucionados dos 
problemas con enrutamiento multicast. El primero es hallar la red multicast de mínimo flujo 
máximo común que alcance al conjunto de sumideros. El segundo es la búsqueda de  un esquema de  
solución a un sistema lineal de ecuaciones, para  la entrega de los paquetes,  enviados 
simultáneamente desde el nodo fuente. Sin embargo, hallar la red multicast a partir de  una red 
general de comunicaciones, y que pueda responder a la codificación de paquetes, no es tarea fácil, 
dada la naturaleza arbitraria de la red. En primer lugar,  en este trabajo de tesis, se proponen tres 
algoritmos que configuran una red multicast de comunicación, tendiente a tener solución para la 
recepción del mínimo flujo máximo de paquetes enviados simultáneamente. Los algoritmos están 
basados en el método de Ford-Fullkerson con BFS y DFS, y en un algoritmo de búsqueda 
exhaustiva de  caminos disyuntos.  En segundo lugar, se propone un método para encontrar, desde 
el nodo fuente del grafo multicast,  el orden de salida de los paquetes que conforman el mínimo 
flujo máximo, y que permita su decodificación en los  nodos sumideros.   
Palabras clave: Algoritmos, ancho de banda, búsqueda en anchura, búsqueda en profundidad, 
camino, camino aumentado, caminos disyuntos, campo finito, codificación de paquetes, 
codificación lineal de red, colisión, combinación lineal de paquetes, corte, cuello de botella, 
decodificación de  paquetes, diferencia simétrica de conjuntos, enlaces entrantes, enlaces salientes, 
enrutador, espacio vectorial, flujo máximo, grafo de comunicaciones, grafo dirigido acíclico, grafo 
lineal dirigido etiquetado, grafo multicast de mínimo flujo máximo, matriz de adyacencia,  mínimo 
flujo máximo, nilpotencia, nodo codificador, nodo fuente, nodo sumidero, orden de  paquetes, 






Multicast routing networks are established for transmission from a sending source node to a set of 
recipient sink nodes. However, these networks in their routing process can repeat packets by some 
links and, also, they can delay the transmission since they must create queues in the exit interfaces 
towards the destination nodes. The nodes that set them, work with the storage and forwarding 
policy, in such a way that the packets must be forwarded, in the best of cases, in the order in which 
they enter the router node. During the process of configuring the multicast routing network, several 
output links can be formed from the source node, leading to the arrival of multiple packets 
simultaneously to the intermediate routing nodes, generating these delays. The presence of Network 
Coding in conjunction with the multicast routing allows that within these intermediate nodes, as in 
the source node and the sinks, the linear combination of the incoming packets can be carried out. It 
generates an output coded packet of the same size as the incoming ones, increasing the use of 
bandwidth due to no waiting for in the output interface buffers. With Network Coding two problems 
with multicast routing must be solved. The first is to find the common multicast network of 
minimum-maximum flow that reaches the set of sinks. The second is the search for a solution 
scheme to a linear system of equations, for the delivery of the packets, sent simultaneously from the 
source node. However, finding the multicast network from a general communications network, and 
that can respond to packet coding, is not an easy task, given the arbitrary nature of the network. In 
the first place, in this thesis work, three algorithms are proposed that configure a communication 
multicast network, tending to have a solution for the reception of the minimum-maximum flow of 
simultaneously sent packets. The algorithms are based on the Ford-Fullkerson method with BFS 
and DFS, and on an exhaustive search algorithm for disjunct paths. Secondly, a method is proposed 
to find, from the source node of the multicast graph, the order of departure of the packets that make 
up the minimum-maximum flow, and that allow their decoding in the sink nodes. 
Keywords: Algorithms, bandwidth, breadth search, depth search, path, augmented path, disjoint 
paths, finite field, packet coding, linear network coding, collision, linear combination of packets, 
cut, bottleneck, packet decoding , symmetric difference of sets, incoming links, outgoing links, 
router, vector space, maximum flow, communications graph, directed acyclic graph, directed 
labeled linear graph, multicast graph of minimum-maximum flow, adjacency matrix, minimum-
maximum flow, nilpotent, encoder node, source node, sink node, packet order, packet, combined 
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Capítulo 1                                                                  
          
Introducción         
  
1.1 Network Coding y las Redes Multicast 
El mecanismo de enrutamiento multicast [1] se ha utilizado para la transmisión de mensajes desde 
un computador origen hacia un subconjunto de computadores en la red. Este grupo de 
computadores conforman el conocido grupo multicast. En este tipo de  redes, los datos se envían 
una sola vez, y lo reciben todos los destinos del grupo. Los enrutadores de la red se encargan de 
replicar los mensajes por las salidas necesarias para que alcancen todos los nodos del grupo. El 
grupo multicast es identificado por una dirección de grupo IP multicast.  En especial, estas redes se 
han utilizado para transmisión de videoconferencia y teleconferencia a múltiples destinos en 
distintos puntos geográficos.  
En los últimos años se ha aumentado en forma acelerada el crecimiento de usuarios de Internet [2] 
y, por ende, el  crecimiento en el consumo de ancho de banda. La mayoría de las aplicaciones están 
enfocadas al tráfico de video y voz, sin despreciar las aplicaciones que transfieren datos de texto 
plano. Esto conlleva la  implementación de métodos que mejoren la Calidad de Servicio [3], [4] a 
través de un adecuado  manejo del ancho de  banda y, consecuentemente, disminuyan  valores como 
el retardo y el jitter.  
Dado que las redes  multicast requieren una alta demanda de ancho de banda, determinada por la  
transmisión y replicación de mensajes a través de los  múltiples enlaces que alcanzan los 
computadores destinos, se ha propuesto la implementación de la técnica matemática de  Network 
Coding [5] para la entrega simultánea de paquetes (mensajes) desde  el nodo fuente (origen) hasta 
los nodos sumideros (destinos) de un grupo multicast. Esta técnica aplicada a las redes  multicast 
permite entregar simultáneamente el flujo máximo común de paquetes entre el nodo fuente y los  
nodos sumideros, asumiendo una red acíclica y dirigida. El flujo máximo común corresponde al 
mínimo de  los  flujos máximos obtenidos, según el algoritmo de  Ford-Fullkerson [6],  entre el 
nodo fuente y cada uno de los nodos sumideros (grafos unicast de flujo máximo). 
Con el apoyo de Network Coding, se cambia el paradigma de funcionamiento de  los nodos de 
enrutamiento, pasando de ser, tradicionalmente, nodos de almacenamiento y reenvío a nodos de  
codificación. Estos nodos llevan a cabo la  combinación lineal de los paquetes que pertenecen al 
campo 𝔽𝑞 , 𝑞 = 2
𝑚, transferidos por los enlaces  entrantes, obteniendo un nuevo paquete  que será 
reenviado por los enlaces de salida distintos a los entrantes, hasta alcanzar los nodos sumideros del 
grupo multicast. Los nodos sumideros actúan como nodos de  decodificación para obtener los 
paquetes originales enviados desde el  nodo fuente.  Sobre la red multicast, se definirá un esquema 
de codificación con Network Coding, si y solo sí, se logra encontrar los paquetes originales en todos 
los  nodos  sumideros a través de la  decodificación.  




Este trabajo de  tesis,  propone un método para determinar un esquema de codificación con Network 
Coding, mediante la obtención de una secuencia ordenada de los paquetes  por los enlaces de salida 
del nodo fuente de una red multicast de mínimo flujo máximo. El método se  basa en determinar la 
independencia lineal de  las combinaciones de paquetes que arriban a los  nodos sumideros con el 
fin de hallar la solución que derive en los paquetes enviados desde el nodo fuente.  Si no se  logra 
hallar el ordenamiento de paquetes por las salidas del  nodo fuente, el  sistema no tendrá solución en 
los nodos sumideros, y estos no podrán determinar los  paquetes originales enviados.  
1.2 Enrutamiento Multicast para solución con Network Coding 
Las redes de comunicaciones están formadas por múltiples enlaces y nodos de enrutamiento, 
constituyendo un modelo de grafo general de comunicaciones con los  nodos fuente y sumideros de 
una red multicast definidos. A partir de estas redes, se debe obtener el  grafo de enrutamiento 
multicast que permita transferir los paquetes desde el nodo fuente hasta el grupo de nodos 
sumideros en forma simultánea con el fin de lograr el máximo flujo común (o mínimo flujo 
máximo); así como permitir lograr el mínimo de  nodos codificadores. El grafo multicast a obtener 
debe ser unisesión, dirigido, acíclico y con enlaces de capacidad igual a una unidad de información. 
La  unidad de información establecida en este trabajo es un paquete de longitud 𝑙 bits. El grafo 
multicast se considera  unisesión, porque tiene un nodo fuente y un grupo de nodos  sumideros 
receptores de la misma información.  
Es  importante obtener  el menor número de nodos codificadores, ya que estos agregan tiempo 
adicional de procesamiento, producto de la  codificación lineal que deben realizar sobre los paquees 
entrantes, para obtener el  paquete a enviar por sus enlaces de  salida.  
La reducción del grafo general a un grafo multicast unisesión de mínimo flujo máximo es  resuelta, 
en este trabajo de tesis, mediante tres algoritmos. Dos algoritmos utilizan el  método de  Ford-
Fullkerson, los cuales  sufren variaciones al  momento de eliminar caminos de los grafos unicast 
que se forman entre el nodo fuente y algún sumidero que sobrepase el  límite del  mínimo flujo 
máximo. Estas variaciones están orientadas a eliminar los primeros caminos o los caminos más 
largos hasta igualar con el mínimo flujo máximo, el  número de caminos en cada grafo unicast, 
antes de  mezclarlos para obtener el grafo multicast unisesión de flujo máximo común.  El tercer 
método, lleva a cabo una búsqueda exhaustiva para obtener los caminos más cortos, disyuntos y con 
menor número de sumideros entre el nodo fuente y los nodos sumideros. 
El esquema de codificación propuesto en el trabajo, permite la obtención de los  paquetes 
originados por el nodo fuente en los nodos  sumideros. Se establece mediante un conjunto de 
restricciones definidas por un sistema lineal de ecuaciones soportadas por Network Coding,  en las 
que los paquetes entrantes en  los  nodos sumideros, deben especificarse en función de los paquetes 
originales salientes en el nodo fuente. Además, se debe cumplir que el contenido de los paquetes 
entrantes debe ser  linealmente independiente, para que se logre la solución del sistema en los  
nodos  sumideros. La propuesta permite, como alternativa de solución, que se puedan establecer 
combinaciones lineales de los paquetes originales desde el mismo nodo fuente y no solo en los 
nodos codificadores interiores.  
1.3 Esquema de la tesis 




Este trabajo de tesis tiene dos logros importantes. En primer lugar,  la reducción del grafo general 
de  comunicaciones a un grafo multicast unisesión con un número de caminos disyuntos igual al 
mínimo flujo máximo, desde el nodo fuente hasta cada sumidero. Esta solución genera el menor 
número de nodos codificadores en promedio, y resuelve la mayor cantidad de grafos multicast de 
prueba sobre la base de Network Coding. En segundo lugar, la definición de un modelo de solución 
multicast para los grafos multicast unisesión de mínimo flujo máximo, que ordena los paquetes en 
los enlaces  de salida desde el nodo fuente, de tal forma que los nodos sumideros reciban las 
combinaciones lineales necesarias que permitan obtener los paquetes originales. Para demostrar 
estos  logros, la tesis está organizada como sigue: 
El Capítulo 2 contiene los conceptos preliminares y básicos necesarios que se  utilizarán dentro del 
marco de desarrollo del trabajo. Estos temas comprenden, dentro del álgebra lineal y la teoría de 
conjuntos, los tópicos de nilpotencia de matrices y sus  propiedades básicas, la transposición de 
matrices, y la diferencia simétrica de conjuntos. También dentro del capítulo se presentan, desde la 
teoría de grafos, los conceptos de red general de comunicaciones, enrutamiento multicast y árboles 
de Steiner, junto con sus modelos matemáticos. Se presentan los conceptos acerca de Network 
Coding, su fundamentación matemática, ventajas, aplicaciones y limitaciones, y estado del arte. 
Además, se exponen los antecedentes de la problemática a resolver  dentro del contexto de Network 
Coding. Se definen los conceptos básicos asociados con el cálculo del grafo de mínimo flujo 
máximo orientado a la  solución con Network Coding. Estos conceptos comprenden: el grafo 
unicast de flujo máximo, la mezcla de grafos  unicast, el  modelo de enrutamiento multicast para 
Network Coding, y el método para calcular todas las rutas desde un nodo fuente hasta un  sumidero 
en un grafo. Otros conceptos básicos están dentro del área de  teoría de campos y espacios 
vectoriales, tales como la definición de símbolos, códigos y campos, y espacios vectoriales y 
paquetes. Por último, se presentan los dos grandes problemas a resolver, dentro del marco de 
desarrollo de este trabajo; así como los objetivos, general y específicos, que se  persiguen.  
En el Capítulo 3, se explica, en la primera parte, el concepto de redes de flujo, el cual comprende 
las temáticas relacionadas con su modelamiento matemático en grafos, sus propiedades y 
características, y el máximo flujo. Se introduce el concepto de  corte, la capacidad del corte y el 
mínimo corte. Se expone el problema del flujo máximo que abarca los conceptos de red residual, 
camino aumentado y enlace saturado, y el algoritmo de flujo máximo propuesto por Ford-
Fullkerson. Se explica el problema del mínimo corte, el flujo dentro del corte, y sus propiedades. 
Por último, se presenta el  teorema del Flujo Máximo – Corte Mínimo, que relaciona ambos 
conceptos, que son relevantes para hallar un grafo de mínimo flujo máximo a partir de un grafo 
general de comunicaciones. En la segunda parte, el Capítulo 3 explica el método para hallar el  
grafo multicast dirigido, acíclico y unisesión de mínimo flujo máximo a partir de un grafo de 
general de  comunicaciones, basado en el método de Ford-Fullkerson. Con el algoritmo de Ford-
Fullkerson, se proponen las versiones de búsqueda en anchura y búsqueda en profundidad para 
obtener cada grafo unicast de flujo máximo desde el nodo fuente hasta cada nodo sumidero. De los 
grafos unicast obtenidos, se calcula el mínimo flujo máximo, y se eliminan los primeros caminos o 
los caminos más largos de los grafos que  sobrepasan el mínimo flujo máximo hasta igualarlos 
todos al mínimo flujo máximo. Por  último, se mezclan los grafos de mínimo flujo máximo para 
obtener el grafo multicast objetivo, deduciendo de este, los nodos codificadores.      




El Capítulo 4 presenta una solución mejorada al problema de reducir el grafo general de 
comunicaciones al grafo multicast de mínimo flujo máximo unisesión, dirigido y acíclico. Este 
método se basa en el cálculo de todos los caminos desde el nodo fuente hasta cada sumidero.  A 
partir del conjunto de caminos resultantes por cada sumidero, se obtienen los caminos disyuntos 
más cortos entre el nodo fuente y cada sumidero, conformando un grafo unicast de flujo máximo. 
De estos, se deduce el mínimo flujo máximo común. Posteriormente, se obtiene la unificación de la 
cantidad de caminos que conforman el mínimo flujo máximo en los grafos que lo sobrepasan. Se 
seleccionan, en lo posible, los caminos de estos grafos que se sobreponen a caminos de grafos 
unicast que si cumplen con  el mínimo flujo máximo. Esto permite el  transporte de un paquete por  
un camino común con dirección a más de un sumidero, y disminuye la aparición de  nodos 
codificadores o caminos que conducirán tráfico de paquetes inconsistentes que no se podrán 
decodificar en los  nodos sumideros. Luego, los grafos unicast, ya igualados en el mínimo flujo 
máximo, son mezclados para obtener el grafo multicast de mínimo flujo máximo. Sin embargo, el 
método puede arrojar soluciones con enlaces entrantes en los  sumideros, que entregan paquetes con 
posibilidad de  anularse, y llevar a un sistema sin solución. El método de caminos disyuntos,  aplica 
un algoritmo de corrección basado en la diferencia simétrica de conjuntos (considerando los  nodos 
adyacentes al nodo fuente como conjuntos), para eliminar enlaces que finalizan en nodos 
codificadores, y así cambiarlos a nodos de almacenamiento y reenvío, minimizando el  problema 
anterior.     
El Capítulo 5 muestra el método mediante el cual se determina, en los nodos sumideros de un grafo 
de mínimo flujo máximo, la posibilidad de hallar los paquetes enviados por el nodo fuente en forma 
simultánea, a través de la solución de un sistema lineal de ecuaciones sobre la base de Network 
Coding. También se determina el orden en que deben emerger los paquetes por los enlaces de salida 
desde el nodo fuente. En este capítulo, se redefine el concepto de tasa máxima de transmisión, se 
define el modelo de codificación de  los mensajes, se plantea el problema de solución del sistema 
lineal de  ecuaciones sobre Network Coding para una red multicast unisesión, se presentan los 
componentes del  modelo de red para construir la solución y, por último, se plantean las bases y el 
esquema de restricciones que dará solución al sistema. Al final, se muestran ejemplos de aplicación 
del modelo con grafos multicast unisesión de  mínimo flujo máximo, y un resumen de las 
características de la solución planteada; además de una comparación con el método polinomial de 
solución de un sistema multicast soportado por Network Coding.  
En el Capítulo 6, se exponen las valoraciones de los métodos propuestos de reducción del grafo de 
comunicaciones a  un grafo multicast de mínimo flujo máximo, utilizando  las variables de número 
de soluciones con paquetes simples, número de soluciones con paquetes combinados, y número 
promedio de nodos codificadores resultantes en los grafos multicast. También determina cuántos 
métodos solucionan de la forma más óptima un grafo multicast, y cuántos métodos son únicos 
solucionando un grafo multicast. Por último, se revisan los  métodos de reducción a partir del 
tiempo de  ejecución de cada algoritmo. 
El Capítulo 7 presenta las principales conclusiones derivadas de este trabajo, así como los posibles  
tópicos de investigación futuros. Es importante destacar, que los resultados de esta tesis, se pueden 
extender a una red multicast multisesión con diferentes mínimos flujos máximos entre los nodos  




Capítulo 2                                                      
          
Preliminares         
  
2.1 Conceptos Básicos de Algebra Lineal y Teoría de Conjuntos 
2.1.1 Matrices nilpotentes y propiedades 
Una matriz 𝐴 diferente de cero es nilpotente, si existe un número entero 𝑘 tal que 𝐴𝑘 = 0. El índice 
de nilpotencia se define como el entero más pequeño para el que 𝐴𝑘 = 0 [7].  
Lema  2.1: Si 𝐴 es nilpotente, entonces det 𝐴 =  0. 
 
Demostración: 
Si 𝐴 es  nilpotente, entonces existe un 𝑘 > 0 tal que 𝐴𝑘 = 0, luego det (𝐴𝑘) = 0 y, además, 
det (𝐴𝑘) = det (𝐴𝐴…𝐴)⏟    
𝑘−𝑣𝑒𝑐𝑒𝑠
=0, luego det(𝐴) det(𝐴)…det (𝐴)⏟             
𝑘−𝑣𝑒𝑐𝑒𝑠
=0, de donde (det 𝐴)𝑘 = 0 y, por 
último, det 𝐴 = 0.                                                                                                                               ∎ 
 




Por inducción matemática [8] sobre 𝑘 en una matriz cuadrada 𝐴 de tamaño 𝑛 × 𝑛  se tiene: 
Base: 
Si 𝑛 = 2, la  matriz triangular superior 𝐴 con ceros en la  diagonal principal es de tamaño 2 × 2, 
luego 𝐴2 = 0, por lo tanto 𝑘 = 2. 
Paso Inductivo: 
Se asume verdadero para un índice de  nilpotencia entero 𝑘. La matriz triangular superior 𝐴 con 
ceros en la diagonal principal de tamaño 𝑛 × 𝑛, se puede expresar como 𝐴 = [
𝐴11 𝐴12
0 0
], donde el 
bloque matricial 𝐴11 es de tamaño (𝑛 − 1) × (𝑛 − 1), 𝐴12 es de tamaño (𝑛 − 1) × 1, 𝐴21 es de 
tamaño 1 × (𝑛 − 1) y 𝐴22 de tamaño 1 × 1. La matriz 𝐴11 es triangular superior con ceros en la 
diagonal principal, las matrices 𝐴21 y 𝐴22 son 0 y la matriz 𝐴12 toma cualquier valor.  Se asume 




] = 0, por tanto 𝐴11
𝑘 = 0 y 𝐴11 es 
nilpotente con 𝑘 como índice de  nilpotencia. 











] = 0, ya 
que 𝐴11
𝑘 = 0, según la hipótesis.                                                                                                         ∎ 




2.1.2 Transpuesta de una Matriz 
Sea 𝐴 = (𝐴𝑖𝑗) una matriz de tamaño 𝑛 ×𝑚. La matriz transpuesta de 𝐴, que se denota por 𝐴
𝑇, es la 
matriz de tamaño 𝑚 × 𝑛, obtenida al intercambiar  las filas por las columnas de 𝐴 [7], [9]. Se puede  
describir la transpuesta como 𝐴𝑇 = (𝐴𝑗𝑖). 
Se denota 𝐴𝑇(𝑗) como el vector correspondiente a la 𝑗-ésima fila de la matriz 𝐴𝑇, que corresponde 
con la 𝑗-ésima columna de  𝐴.  
2.1.3 Diferencia Simétrica de Conjuntos 
La diferencia simétrica de dos conjuntos [10]–[12] 𝐴 y 𝐵, se define como 
𝐴∆𝐵 = (𝐴\𝐵) ∪ (𝐵\𝐴) = (𝐴 ∪ 𝐵)\(𝐴 ∩ 𝐵) (2.1) 
Es decir, la diferencia simétrica de dos conjuntos genera un conjunto cuyos elementos pertenecen a 
uno de los conjuntos, sin pertenecer a ambos. 
2.2 Red de Comunicaciones 
Para una sesión de  comunicaciones unidifusión [13], la red de flujo [14], se modela  con un grafo 
de enlaces dirigidos,  acíclico y sin pérdidas (completamente confiables) 𝐺 =  (𝑉, 𝐸), donde 𝑉 
representa el conjunto de  nodos (enrutadores) y  𝐸 es el conjunto de enlaces dirigidos que  unen los  
nodos. Sean 𝑖, 𝑗 ∈ ℕ,  se establece que  ∀𝑒 ∈ 𝐸, se puede  representar como el par ordenado 
𝑒 = (𝑖, 𝑗) ó 𝑒 =  𝑖𝑗 (en este trabajo, utilizaremos ambas notaciones), donde 𝑖, 𝑗 ∈ 𝑉, están ordenados 
topológicamente [14]–[16], es decir 𝑖 < 𝑗 (o 𝑖 “precede a” 𝑗) y el flujo de información va desde el 
nodo 𝑖 al nodo 𝑗, no considerando retardos en la  transmisión. El nodo origen y destino de un enlace 
𝑒 = (𝑖, 𝑗), se denota por 𝑜(𝑒) = 𝑖 y 𝑑(𝑒) = 𝑗, respectivamente. Dentro del grafo 𝐺 se diferencian el  
nodo fuente 𝑠 y el nodo sumidero 𝑡. Cada nodo 𝑣 ∈ 𝑉 ∖ {𝑠, 𝑡} se encuentra en algún camino desde 𝑠 
hasta 𝑡, logrando establecer un grafo conectado, y |𝐸| ≥ |𝑉| − 1. 
Se define de [17], Γ𝐼(𝑖) como el  conjunto de  enlaces que ingresan al  nodo 𝑖 ∈ 𝑉 y Γ𝑂(𝑖)  como el  
conjunto de enlaces que se  originan en 𝑖. De manera formal, se escribe 
Γ𝐼(𝑖) = {𝑒 ∈ 𝐸| 𝑑(𝑒) = 𝑖} (2.2) 
Γ𝑂(𝑖) = {𝑒 ∈ 𝐸| 𝑜(𝑒) = 𝑖} (2.3) 
Además, se  define 𝛿𝐼(𝑖) como el  grado o número de enlaces que ingresan a 𝑖, mientras que 𝛿𝑂(𝑖) 
es el grado o número de enlaces que emergen de 𝑖. Formalmente, 𝛿𝐼(𝑖) = |Γ𝐼(𝑖)| y 𝛿𝑂(𝑖) = |Γ𝑂(𝑖)|. 
El nodo 𝑠 no tiene enlaces de entrada y el nodo 𝑡 no tiene enlaces de salida; es decir, Γ𝐼(𝑠) = ∅ y 
Γ𝑂(𝑡) = ∅.   
A cada enlace 𝑒 ∈ 𝐸, se le asocia un 𝐶(𝑒) ∈ ℤ+, llamado la capacidad de 𝑒. Un nodo 𝑖 puede enviar 
información a través de un enlace  𝑒 = (𝑖, 𝑗) a una tasa máxima de 𝐶(𝑒) bits por unidad de tiempo. 
Además, 𝐶(𝑖, 𝑗) = 0 si (𝑖, 𝑗) ∉ 𝐸.  El flujo de bits (llamado proceso aleatorio en [17],[18]) 
transmitido a través del  enlace 𝑒 se denota por 𝑓𝑒 o 𝑓(𝑖, 𝑗). Además, al nodo 𝑖 ingresan los flujos 
𝑓𝑒′ que transitan por cada 𝑒
′ ∈ Γ𝐼(𝑖). 




2.3 Enrutamiento Multicast 
2.3.1 Modelo de grafo multicast unisesión 
Una red como Internet  está constituida por un conjunto de enlaces y enrutadores, los cuales no son 
todos necesarios al  momento de establecer  los caminos de enrutamiento desde un nodo fuente  
hacia al conjunto de nodos sumideros en una sesión de comunicación multicast. 
Los sistemas de  redes de comunicaciones se diseñan para  entregar la información desde nodos 
fuentes a nodos destinatarios. La forma tradicional de entrega de datos emplea caminos para  la 
conexión unidifusión y árboles para las conexiones multicast [19]. Desde el  punto de  vista de [20], 
multicasting es la capacidad de una red de comunicaciones para generar un mensaje simple desde 
una aplicación, y entregar copias del mensaje a múltiples receptores en diferentes localizaciones. 
Uno de los principales retos, es disminuir el uso de los recursos de red.  
Deering propuso  en 1990, el IP multicast, como una extensión al modelo de servicio unicast, con el 
fin de lograr una  comunicación eficiente multipunto[21]. Aunque el envío de información a un 
grupo, se puede realizar a través del envío de diferentes mensajes unicast a cada uno de los  hosts 
destinos, es preferible utilizar multicast para realizar esta tarea.  La principal ventaja de usar 
multicast es la disminución de la carga en  la red. 
Por otro lado, desde el punto de vista formal de grafos, una red multicast [22] es un grafo dirigido 
𝐺′ = (𝑉′, 𝐸′), donde los elementos de 𝑉′ son denominados nodos y los elementos de 𝐸′ son 
llamados enlaces de un nodo a otro. 𝐺′  contiene un nodo fuente 𝑠 ∈ 𝑉′, que  puede transmitir la 
misma información a un conjunto de nodos destinatarios (sumideros) 𝑇 ⊂ 𝑉′, donde 𝑠 ∉ 𝑇.  El nodo 
fuente tiene un conjunto de mensajes de un alfabeto fijo y cada destino intentará recuperar todos los  
mensajes. Los elementos de  𝑉′\𝑇\{𝑠} son nodos  interiores.  Para  una red multicast, se requiere 
que Γ𝐼(𝑖) ≥ 1, ∀𝑖 ∈ 𝑉′\{𝑠}.  
El principal problema a resolver para el enrutamiento multicast general, consiste en determinar la 
red que representa una sesión para la entrega confiable de los paquetes originados en un nodo fuente 
𝑠 a un conjunto 𝑇 ⊂ 𝑉′\{𝑠} de nodos sumideros atravesando un grupo de nodos intermedios. 
Según [23], en general, una red de sesión multicast corresponde a 𝐺′ = (𝑉′, 𝐸′) ≼ 𝐺 = (𝑉, 𝐸), 
donde 𝐺′ es un subgrafo de  𝐺,  𝑉′ ⊆ 𝑉 y 𝐸′ ⊆ 𝐸. De igual forma, en el subgrafo 𝐺′ los enlaces 
𝑒′ ∈ 𝐸′  tienen asociados sus capacidades 𝐶(𝑒′). De esta definición, se infiere que |𝑉′| ≤ |𝑉| y que 
|𝐸′| ≤ |𝐸|. En la red de sesión multicast,  un nodo 𝑠 ∈ 𝑉′ corresponde con la fuente de los mensajes 
que se enviarán a los nodos sumideros 𝑇 ⊂ 𝑉′\{𝑠}. 
2.3.2 Arbol de Steiner 
Con el fin de llevar a cabo la comunicación multicast, los  nodos del grupo multicast deben estar 
interconectados  a través de un árbol [20]. Por tanto, el problema de enrutamiento multicast en una 
red de comunicaciones se reduce a encontrar un árbol 𝐴 en un grafo de comunicaciones 𝐺, tal que 𝐴 
abarque todos los nodos en el grupo multicast. Este árbol es llamado un árbol multicast, cuya 
obtención se convierte en un problema de optimización de enrutamiento multicast que se resuelve 
mediante la consecución del árbol de Steiner [24]–[28]. Sin embargo, se ha demostrado que  




encontrar el árbol de Steiner óptimo, que proporcione el  máximo rendimiento, es un problema NP-
completo [23], [27].   
Para definir el problema de optimización en redes  multicast, se  define el problema del árbol de  
Steiner en los  siguientes términos [20], [29]: Sea 𝐺 = (𝑉, 𝐸) un grafo no dirigido con  pesos 𝑤𝑒 no 
negativos en cada enlace 𝑒 ∈ 𝐸, y un conjunto de nodos 𝑀 ⊆ 𝑉, los cuales pertenecen al grupo 
multicast, se debe encontrar un árbol 𝐴 = (𝑉𝐴, 𝐸𝐴) que abarque 𝑀, y tal que su peso, 𝑊𝐴, calculado 
en (2.4), sea mínimo. 
𝑊𝐴 = ∑ 𝑤𝑒
𝑒∈𝐸𝐴
 (2.4) 
Ejemplo 2.1:  La Figura 2.1 muestra un grafo de comunicaciones 𝐺 de 12 nodos (enrutadores) y 
19 enlaces. En este grafo, se destaca un árbol de Steiner con los nodos y enlaces resaltados. El 
árbol de Steiner conecta el grupo multicast conformado por  los  nodos 𝑀 = {𝐶𝐴1, 𝑇𝑋, 𝐼𝐿, 𝑁𝑌}. En 
el ejemplo, se asume que el peso de cada enlace es 1, por lo tanto, el peso del árbol de Steiner es  5. 
Los nodos 𝐶𝐴2 y 𝑃𝐴 no pertenecen al grupo multicast, pero si son parte del árbol de Steiner, y se 
les denomina nodos Steiner. El nodo fuente 𝑠 está etiquetado con 𝐶𝐴1 y los tres nodos sumideros 
son 𝑇 = {𝑇𝑋, 𝐼𝐿, 𝑁𝑌}. En general, el grafo multicast 𝐺′ = (𝑉′, 𝐸′), donde  
𝑉′ = {𝐶𝐴1, 𝐶𝐴2, 𝑃𝐴, 𝑇𝑋, 𝐼𝐿, 𝑁𝑌} y 𝐸′ consta de 5 enlaces, los cuales están resaltados.  
 
 
Figura 2.1 Ejemplo del árbol de Steiner [20] 
2.3.3 Mecanismo de enrutamiento Multicast 
En los sistemas unidifusión,  se utilizan mecanismos de enrutamiento para llevar a cabo la entrega 
de información.  Los mecanismos de  enrutamiento tradicionales, permiten que los  nodos 
intermedios (enrutadores) ejecuten las acciones de almacenamiento y reenvío, de tal manera que 
cada mensaje de salida es una copia de un mensaje recibido previamente en un enlace de entrada al 
nodo. En los sistemas  multicast IP tradicionales [30], además que los nodos intermedios reciben los 
paquetes por los enlaces de entrada, pueden duplicarlos y reenviarlos a varios enlaces de salida de 
acuerdo con el método de enrutamiento seleccionado, independientemente de la correlación del 
contenido entre los datos para los distintos destinos. 
Las rutas multicast para diferentes destinos, se pueden intersectar en algunos nodos y compartir 
enlaces comunes. En este caso, es inevitable el uso de políticas de encolamiento para los diferentes 
paquetes de  datos, lo cual resultará en la reducción de la  eficiencia en la  transmisión, y hace este 
mecanismo proclive a la congestión de tráfico. Por lo tanto, no es posible lograr el máximo flujo 
simultáneamente para todos los nodos sumideros en 𝑇. 




2.4 Network Coding 
2.4.1 Conceptos y generalidades 
Por su lado, Network Coding [5], [17], [31] permite que cada enrutador que actúa como nodo en la 
red pueda llevar a cabo una mezcla de los mensajes  a través del cálculo de su combinación lineal, 
no solo en los nodos fuente y sumideros, sino en los nodos intermedios. La Figura 2.2 muestra un 
nodo (enrutador) al que ingresan tres flujos de  mensajes y se  obtienen dos flujos salientes que son 
una combinación lineal de los entrantes. En general, el flujo de bits 𝑓𝑒 transmitido a través del 
enlace 𝑒 = (𝑖, 𝑗) ∈ Γ𝑂(𝑖) será una función de todos los flujos 𝑓𝑒′,  donde 𝑒
′ ∈ Γ𝐼(𝑖). Cuando se  
utiliza Network Coding en las transmisiones, especialmente  multicast, los mensajes pueden ser 
reenviados, mezclados (codificados) en los  nodos intermedios, y decodificados en los nodos 
sumideros para obtener los mensajes originales [13]. Por tanto, la teoría de Network Coding 
muestra que la transmisión de información en forma multicast puede ser mejorada, superando el 
paradigma de enrutamiento y replicación de datos.  
Según [32], “Network Coding significa que los bits en los flujos de información no tienen que ser  
entregados como una mercancía; estos pueden ser mezclados como se quiera, siempre y cuando los 
computadores receptores hayan recibido suficiente evidencia o pistas para reconstruir los paquetes 
originales del computador emisor.”  
 
Figura 2.2 Cálculo de mensajes de salida a partir de mensajes de entrada 
Tomando la  Figura 2.3 [13], [19], se  muestra una red constituida por enlaces dirigidos que tienen 
la misma capacidad de 𝐵 bps. En esta red, los computadores fuente 𝑠1 y 𝑠2 envían un flujo de 
mensajes, sin tener nodos enrutadores intermedios, a los computadores receptores 𝑡2 y 𝑡1, 
respectivamente. A su vez,  el computador fuente 𝑠1 intenta enviar mensajes al computador 𝑡1, y el  
computador 𝑠2 intenta enviar mensajes al computador 𝑡2. Se puede observar que los mensajes 
salientes de 𝑠1 pueden llegar a 𝑡1 solamente a través del camino 𝑠1 → 1 → 3 → 4 → 6 → 𝑡1, y los 
mensajes salientes de 𝑠2 pueden llegar a 𝑡2 solamente a través del camino 𝑠2 → 2 → 3 → 4 → 5 →
𝑡2. Claramente se nota que el enlace (3,4) es compartido y actúa constituyendo un cuello de botella 
para la transmisión simultánea.   
Si los nodos, que conforman la red de la Figura 2.3, solo enrutan la información que reciben, el 
enlace (3,4) debe ser usado en forma compartida entre las dos sesiones unicast, permitiendo solo el 
siguiente conjunto de tasas de transmisión {(𝑟1, 𝑟2)|0 ≤ 𝑟1, 0 ≤ 𝑟2, 𝑟1 + 𝑟2 ≤ 𝐵  }, el cual es 
interpretado gráficamente en la Figura 2.4(a) [33]. No obstante, si los nodos de la red pueden 
ejecutar la codificación de red, específicamente en el nodo 3 del enlace compartido (3,4), luego 
ambas sesiones pueden comunicarse confiablemente a la tasa 𝐵, permitiendo el conjunto de tasas de 
transmisión {(𝑟1, 𝑟2)|0 ≤ 𝑟1 ≤ 𝐵, 0 ≤ 𝑟2 ≤ 𝐵  }, como se muestra en la Figura 2.4(b) [33]. Para 
ambas sesiones unicast, se logra la tasa 𝐵 a través de  la mezcla de los flujos de  información en el 




nodo 3 utilizando una operación XOR, y luego en los nodos 5 y 6, se logra obtener los flujos 
originales aplicando nuevamente la operación XOR. En la Figura 2.3, los flujos de información 
original se transportan en los enlaces de rectas quebradas, mientras que el flujo mezclado se 
transporta  en los enlaces de rectas continuas. 
 
Figura 2.3 Dos sesiones unicast en contienda por el enlace (3,4)[13] 
No es posible, para ninguna de las sesiones unicast, establecer un flujo de comunicación con una 
tasa mayor que 𝐵, ya que los enlaces en la red están limitados por esta capacidad para cualquier 
sesión entre un emisor y los receptores. De lo anterior, la región de la Figura 2.4(b) comprende 
todas las tasas de flujo alcanzables, la cual es llamada la región de capacidad para estas sesiones 
[13], [33].  
 
Figura 2.4 Rangos de tasas de transferencia de datos alcanzables para (a) enrutamiento tradicional y 
(b) enrutamiento con NC[13] 
Según Fragouli et al. [34], las redes de comunicaciones actuales comparten el mismo principio 
fundamental de  operación. Independientemente de que se envíen paquetes sobre Internet, o señales 
en un red telefónica, la  información es transportada de la misma forma como los  vehículos 
comparten una autopista. Es decir, los flujos de  datos independientes  pueden compartir los 
recursos de la red, pero la  información en sí está separada. 
Actualmente y, en forma tradicional, las redes de comunicaciones tratan los paquetes de datos como 
una unidad inmodificable; es decir, los  paquetes de datos que se producen en la  fuente se  enrutan 
a través de la  red hasta que alcanzan un destino. En este proceso, cada paquete se  mantiene intacto.  
El paradigma de Network Coding (NC) propuesto inicialmente en [5], es un campo reciente en la 
teoría de información que rompe con el supuesto anterior. Este propone, que en vez de simplemente 
reenviar datos, los  nodos pueden combinar varios paquetes de entrada en uno o varios paquetes 
salientes, siendo innecesario entregar a un nodo sumidero los paquetes reales producidos por el 





















a través de un proceso de decodificación de los paquetes recibidos. Un ejemplo sencillo en un 
contexto de redes  inalámbricas, es  una topología de tres nodos [35], [36], como se muestra en la 
Figura 2.5, donde el nodo 1 intercambia paquetes a través del nodo de reenvío 3 (estación 
inalámbrica de base) con el nodo 2. Se asume que la transmisión llevada a cabo es “semi-dúplex”; 
es decir, que durante cualquier intervalo dado, un nodo puede transmitir o recibir, pero no puede 
transmitir y recibir al mismo tiempo. Durante un período de tiempo, el nodo de reenvío (3) puede 
recibir transmisiones desde cualquier estación, pero no de ambas. Cuando el nodo de reenvío realiza 
la difusión de los  paquetes, ambos nodos emisores-receptores  (1 y 2) reciben el mensaje. Si se 
quiere enviar un paquete por cada estación (un paquete 𝑋1 desde 1 a 2 y un paquete 𝑋2 desde 2 a  
3), se pueden establecer los siguientes escenarios: 
Según la Figura 2.5(a) [35], [36], la  solución sin Network Coding o con enrutamiento solamente, 
lograría el envío y entrega de los dos paquetes objetivos de la comunicación en cuatro espacios de  
tiempo: (𝑡1) el envío de 𝑋1 desde el nodo 1 al nodo 3; (𝑡2) la difusión de 𝑋1; (𝑡3) el envío de 𝑋2 
desde el nodo 2 al nodo 3; y (𝑡4) la difusión de 𝑋2. 
Según la Figura 2.5(b) [35], [36], la solución con Network Coding lograría la transmisión de los dos 
paquetes en solo tres espacios de tiempo: (𝑡1) el envío de 𝑋1 desde el nodo 1 al nodo 3; (𝑡2) el envío 
de 𝑋2 desde el nodo 2 al nodo 3;  y  (𝑡3) la difusión de 𝑋1 + 𝑋2 desde 3 a cada uno de los nodos 
emisores-receptores. Dado que el nodo 1 ya conoce a 𝑋1, éste puede recuperar 𝑋2 mediante el 
cálculo de 𝑋1 + (𝑋1 + 𝑋2) y de igual manera, el nodo 2 puede recuperar a 𝑋1 porque conoce a 𝑋2. 
Se puede observar que a pesar del costo de la operación de codificación en el nodo interno de la red, 
y las operaciones  de decodificación en los nodos destinos, el rendimiento mejora más allá de lo que 
se  puede lograr a través del enrutamiento solamente. El rendimiento en el reenvío tradicional sería 
de  1/2 , y con la aplicación de Network Coding sería de 2/3 (en el mejor de los casos, cuando 𝑋1 y 
𝑋2 salgan al mismo tiempo de  sus puntos de partida y lleguen al nodo 3, este realizará la 
codificación y reenviará el paquete codificado por cada uno de sus puertos de salida al mismo 
tiempo, realizando las dos actividades en los tiempos 𝑡1 y 𝑡2, derivando en un rendimiento de 1). 
 
Figura 2.5 Intercambio de mensajes entre dos dispositivos inalámbricos: (a) Sin NC, (b) Con NC 
2.4.2 Ventajas y Aplicaciones 
Además de permitir una mejora en el  rendimiento, Network Coding ofrece otros beneficios para la 
red multicast, tales como el balanceo de carga y el ahorro en la utilización del ancho de banda [37], 
[38] [30], [39]. En el mismo contexto de las redes de comunicaciones, Chou and Wu [13] 




expusieron un importante trabajo sobre Network Coding y sus aplicaciones en redes de 
comunicaciones alámbricas e inalámbricas. Ellos presentaron varios aspectos tales como la 
sincronización, variación del retardo, y pérdida de datos.  
En general, Network Coding ha emergido como un nuevo paradigma que ha influenciado distintas 
áreas de la informática [36], [40], tales como  la ciencia de la computación [41], [42], 
almacenamiento de  datos distribuidos [43], [44], seguridad de información [45]–[47], teoría de 
información [48], [49], la teoría de código [33], [50], [51], teoría de optimización [52], [53], entrega 
de  contenidos en redes P2P reduciendo el retardo en la  entrega de la información [54]–[57], redes 
de tolerancia a retardos (DTN) [58], [59],  las comunicaciones inalámbricas/satelitales [35], [60], 
[61], redes ópticas [62]–[65] y teoría de switches [66]–[68]. 
2.4.3 Soluciones Multicast con Network Coding y sus limitantes 
El trabajo inicial teórico en Network Coding desarrollado por Ahlswede et al. [5],  fue modelado 
con un grafo dirigido 𝐺 = (𝑉, 𝐸) con enlaces sin ruido y con capacidades de  un símbolo de un 
campo 𝔽𝑞 por unidad de tiempo, mostrando que un nodo fuente 𝑠 ∈ 𝑉 puede enviar la misma 
información a un conjunto de nodos sumideros 𝑇 = {𝑡1, 𝑡2, … , 𝑡𝑑}  ⊂ 𝑉, donde 𝑠 ∉ 𝑇, a una tasa de 
flujo de datos máxima. Ahlswede et al. demostraron que el problema de una sesión multicast se 
convierte en una subutilización de los recursos al restringir la  utilización de los nodos de  la red a la 
ejecución de solamente la función de enrutamiento.  También demostraron en su trabajo, que la 
capacidad multicast 𝑟(𝑠, 𝑇), que es definida como la máxima tasa a la que un nodo fuente puede 
transmitir la  información común a un conjunto de  nodos sumideros, está determinada por el  
menor  valor de  los máximos flujos desde el nodo fuente 𝑠 a cada uno de los nodos sumideros 
𝑡 ∈ 𝑇; es decir 𝑟 = 𝑚𝑖𝑛𝑡∈𝑇𝑀𝑎𝑥𝐹𝑙𝑢𝑗𝑜(𝑠, 𝑡).  
El resultado anterior es conocido como el teorema del flujo de información, que puede ser 
considerado como una generalización del clásico teorema de máx-flujo-mín-corte para flujo de 
productos [69], el cual fue probado de forma independiente por Elías et al.[70] y Ford y Fullkerson 
[6], [71] en 1956.  Con el uso de  Network Coding, se demostró el logro en el aumento del 
rendimiento, lo cual es  una ventaja sobre los mecanismos de enrutamiento clásicos.  De igual 
forma, demostraron que mientras no se pueda lograr la capacidad multicast por mecanismos de 
enrutamiento, esta se puede alcanzar a través de Network Coding. 
De forma general, existen dos tipos de algoritmos de flujo máximo[30], [72]. Los algoritmos 
basados en caminos aumentados, tal como Ford-Fullkerson, Edmonds-Karp [73], [74] y Dinic [75], 
[76],  que mantienen la conservación del flujo  para cada nodo, excepto para el fuente y el 
destinatario.  Esto significa que en cada nodo intermedio, los valores de los flujos de entrada y 
salida son iguales entre sí. Para estos casos, el valor del flujo se incrementa gradualmente hasta que 
alcanza el  límite máximo.  
Por otro lado, existen los algoritmos basados en el  método del  preflujo-empuje. Contrario a los 
primeros, estos  algoritmos no garantizan la conservación del  flujo. Un preflujo es similar a un 
flujo, excepto que la cantidad que fluye hacia un nodo puede exceder la cantidad que fluye desde el 
nodo [77], y de esta forma no se garantiza el principio de conservación. El valor del flujo en cada 
enlace es ajustado iterativamente [30].  Cuando todos los nodos intermedios satisfacen el principio 




de conservación del  flujo, ya se habrá determinado el flujo máximo. Entre las propuestas 
algorítmicas que trabajan con el método del preflujo-empuje, está el método sugerido por Karzanov 
[78], quien mejoró el algoritmo de Dinic en una red de capas. Otros algoritmos que también 
trabajan aplicando el método preflujo-empuje, son las presentadas por Golberg y  Golberg-Tarjan 
[72], [77], [79], [80].  
Para cualquier caso, ambos tipos de  algoritmos se pueden implementar en un ambiente distribuido. 
Sin embargo, es más fácil en los  algoritmos del primer tipo controlar el valor del flujo,  ya que 
estos  garantizan su conservación.  
En [31] se demostró que es suficiente que la función de  codificación en los nodos interiores sea 
lineal, para lograr la máxima capacidad multicast, definiendo así la Codificación de Red Lineal o 
Linear Network Coding (LNC). LNC considera los mensajes como vectores constituidos por 
elementos de un campo finito 𝔽𝑞 [81], el cual puede ser representado por un vector binario de 
longitud 𝑙𝑜𝑔2(𝑞) bits [19], y la función de  codificación que genera un mensaje emergente de un 
nodo, es una simple combinación lineal de los mensajes entrantes al nodo en el espacio vectorial 
definido sobre 𝔽𝑞. De igual manera, las decodificaciones en los sumideros pueden ser llevadas a 
cabo a través de operaciones lineales sobre la información entrante a los nodos. 
Koetter y Médard [17], [82] mostraron que las soluciones lineales existen para redes multicast 
solucionables al interior de un alfabeto de algún campo finito, cuyo tamaño es una potencia de dos, 
y que es tan grande como  𝑟|𝑇|. Además, demostraron cómo encontrar los coeficientes de la 
codificación lineal y las funciones de decodificación mediante la búsqueda de los valores de las 
variables de un polinomio no nulo. Sin embargo, para la solución del problema multicast, la 
estructura propuesta por ellos produce un algoritmo de tiempo polinomial.  Ho et al. [83] 
propusieron la estructura de la Codificación de Red Lineal Aleatoria o Random Linear Network 
Coding (RLNC), la  cual orienta la  investigación de codificación de red de la teoría a la aplicación 
práctica y, además, muestran que la  capacidad de una sesión multicast es alcanzable a través de 
LNC. En [84]–[86], se demostró cómo encontrar los coeficientes de codificación y decodificación 
lineal para una sesión multicast, a través de un algoritmo que se ejecuta en un  tiempo polinomial en 
un campo finito de  tamaño máximo |𝑇|. De  igual forma, en [87],  fue demostrado este mismo 
tamaño máximo para el campo finito que comprende los coeficientes de codificación y 
decodificación multicast. Ellos ofrecieron una visión combinatoria para reformular las condiciones 
algebraicas propuestas en [83]. 
El trabajo expuesto en [88] demostró que para lograr una solución lineal, algunas redes multicast 
solucionables asintóticamente requieren alfabetos de campos finitos que sean al menos del tamaño 
2√|𝑇|. La solubilidad es probada sobre una red construida especialmente, y limita su tamaño de  
alfabeto a una solución lineal. Además, la red que ellos utilizan no es solucionable sobre el campo 
binario. De igual forma, Rasala Lehman y Lehman [89] configuraron una  red multicast similar a la 
de [35], y llegaron al  mismo  resultado. También, ellos determinaron los tipos de  complejidades de 
diferentes problemas de codificación de red lineal escalar.  
A través  de la formulación del problema, utilizando la programación lineal, se obtuvieron 
aplicaciones en redes inalámbricas utilizando Network Coding para la solución multicasting de 




optimización de energía [90]. En [91], se han mostrado los resultados de las investigaciones para la 
aplicación de Network Coding en redes con ciclos, siendo de los  primeros en realizar este tipo de 
estudios, dado que en la mayoría de los trabajos se parte del supuesto que la red de comunicaciones  
es acíclica. 
2.4.4 Antecedentes al problema planteado 
De acuerdo con [92], [93], cuando se  utiliza Network Coding en redes multicast, se deben 
considerar dos pasos: el primero, encontrar los caminos de transmisión propios desde el nodo fuente 
hasta los  múltiples sumideros, de tal forma que constituya una red multicast de mínimo flujo 
máximo común que se pueda resolver bajo un esquema de  codificación; y el segundo, determinar el 
esquema de codificación adecuado. En cuanto al último problema, se han presentado varias 
propuestas tales como [17], [31], [85], [86], [94]. La propuesta de RLNC [94], se caracteriza  por 
ser una implementación distribuida de  LNC, con una  baja complejidad comparada con un 
algoritmo heurístico en [17], un algoritmo exponencial en [31], y un algoritmo exponencial en [85], 
[86]. Este método al ser comparado con otros métodos, tiene la más baja complejidad y puede ser 
utilizado en sistemas de  redes reales.  
El primer  problema, sin embargo, no ha sido tratado tan ampliamente ni de manera profunda. El 
establecimiento del enrutamiento es una precondición para llevar a cabo la transmisión multicast en 
una red.  La estructura del grafo de  enrutamiento multicast es la principal condición para que se  
pueda dar solución a un problema de LNC. Los algoritmos actuales de enrutamiento multicast están 
fundamentados en la capa de red o capa IP, a través  de la configuración de los árboles de Steiner 
[95]. Sin embargo, cuando se utiliza Network Coding en enrutamiento multicast, este problema es  
mucho más simple. En este caso, uno o más  nodos intermedios en el grafo de red pueden codificar 
los paquetes de datos de múltiples flujos de información, que ingresan a través de diferentes 
enlaces, en un único paquete de datos y transmitirlo simultáneamente sin encolamiento a nodos 
adyacentes. Si no hay pérdida de información, los flujos de  datos combinados pueden ser  
decodificados, obteniendo los paquetes originales en los  nodos sumideros [30].  
Un trabajo en esta línea, se presenta en [93], en el cual se propone un método para encontrar los 
caminos de transmisión propios desde el nodo fuente hasta los múltiples sumideros en una red 
multicast, mientras se usa Network Coding. El flujo máximo entre el nodo fuente y los nodos 
sumideros es ℎ. El algoritmo propuesto se caracteriza porque se debe encontrar un conjunto de ℎ 
caminos disyuntos por cada receptor para llevar  a cabo la transmisión multicast de máximo flujo. 
Para lograr este objetivo, se utiliza el algoritmo de etiquetamiento [96] modificado por cada nodo 
sumidero. En el trabajo, se  determina que existen dos tipos de nodos en los caminos de  
transmisión: nodos de enrutamiento (almacenamiento y reenvío) y nodos claves (nodos de  
codificación). Sin embargo, los autores no especifican si su propuesta siempre cumple con un 
esquema de codificación para cualquier ℎ cuando se mezclan los conjuntos de caminos disyuntos 
por cada sumidero.  
Los autores de [97] propusieron una  mejora significativa al rendimiento de la transmisión multicast 
extremo-a-extremo [98],  mediante la replicación y reenvío de los datos por nodos  superpuestos, en 
vez de enviarlos por los sistemas extremos. En este trabajo, los nodos superpuestos tienen la 
capacidad total de codificar y decodificar datos a nivel del mensaje usando LNC; igualmente, 




proponen un algoritmo distribuido para construir un Grafo Dirigido Acíclico (Directed Acyclic 
Graph - DAG) correspondiente a la red multicast, en el cual se aplica Network Coding. Este 
algoritmo duplica el rendimiento extremo-a-extremo en varios casos.  En [97], se  definen los 
conceptos de  flujo máximo individual y flujo máximo simultáneo, que corresponden, en el modelo 
planteado de este trabajo de investigación, con el concepto de flujo máximo del grafo unicast y el 
mínimo flujo máximo del grafo multicast unisesión, respectivamente. Los autores de [97] definen el 
𝑘-grafo multicast redundante, que corresponde con la definición del grafo multicast unisesión de 
flujo máximo, donde  el flujo máximo 𝑘 que logra un receptor, es el flujo máximo simultáneo. El 
algoritmo propuesto parte de un grafo rudimentario, en el cual cada enlace tiene asociado un peso 
formado por una 2-tupla constituida por el ancho de banda del enlace y su latencia. Luego se pasa a 
un árbol rudimentario, basado en la técnica del Spanning Tree [99]–[102], desde el nodo fuente 
hasta los nodos intermedios. Del árbol rudimentario, se construye el 𝑘-grafo multicast redundante al 
agregar enlaces del grafo rudimentario, según sea necesario; seleccionando cuidadosamente, al 
final, los 𝑘-caminos, de tal forma que sean disyuntos para cada sumidero. 
En [103], se propone un algoritmo para hallar los caminos de transmisión desde un nodo fuente a 
múltiples receptores en una red de enrutamiento multicast basado en un esquema de codificación en 
Network Coding. Este algoritmo optimiza la compartición de enlaces en los caminos e incrementa 
el rendimiento del enrutamiento multicast. También trabaja sobre la base del 𝑘-grafo multicast 
redundante y sobre los 𝑘-caminos disyuntos que conforman el flujo máximo entre 𝑠 y cada nodo 
sumidero 𝑡. La base fundamental de este algoritmo, es la marca de camino (path stamp) 𝑝𝑠(𝑛, 𝑖, 𝑐), 
definido como el hecho que el camino 𝑐 ha pasado a través del nodo intermedio 𝑛 para llegar al 
nodo sumidero 𝑡𝑖 , 1 ≤ 𝑖 ≤ |𝑇| desde 𝑠. Cuando 𝑝𝑠(𝑛, 𝑖, 𝑐) = 1, el  nodo intermedio 𝑛 está en el  
camino desde 𝑠 hasta 𝑡𝑖, mientras que 𝑝𝑠(𝑛, 𝑖, 𝑐) = 0, indica que el nodo no está en el camino. El 
algoritmo construye el primer camino 𝑝𝑖1 (𝑐 = 1) para cada 𝑡𝑖, 1 ≤ 𝑖 ≤ |𝑇| desde 𝑠, utilizando el 
algoritmo del camino más  corto Dijkstra modificado. Todos los nodos intermedios del camino  son 
marcados con 𝑝𝑠(𝑛, 𝑖, 𝑐) = 1. Se da prioridad a los enlaces no utilizados por otros primeros 
caminos previos  hallados para otro sumidero, con el fin de calcular un nuevo primer camino; es 
decir, los que tienen 𝑝𝑠(𝑛, 𝑗, 𝑐) = 0, donde  𝑗 ≠ 𝑖. Para caminos posteriores al primero  hacia cada 
𝑡𝑖, se  sigue  la misma regla anterior, pero se evitan los enlaces utilizados por los caminos anteriores 
hacia el  mismo 𝑡𝑖; es decir, se evita 𝑝𝑠(𝑛, 𝑖, 𝑏) = 1, si 𝑏 < 𝑐 para  el mismo sumidero 𝑡𝑖. La 
importancia de este método está en que casi todos los enlaces toman parte en el balanceo de  carga 
del  tráfico, y muchos enlaces son compartidos por diferentes caminos desde el nodo fuente hacia 
los diferentes nodos sumideros.  
En [92], [104], se  presenta un esquema de enrutamiento y codificación con el objeto de lograr el 
máximo transporte de paquetes en una sesión multicast. Esto se alcanza mediante la determinación 
y combinación de los caminos de múltiples flujos máximos hacia cada nodo sumidero para la 
construcción del grafo de flujo máximo común, utilizando el solapamiento de enlaces comunes en 
caminos hacia distintos nodos sumideros. Con la determinación del grafo, pretenden alcanzar la tasa 
de máximo flujo en una red, minimizar el número de  nodos de codificación y, en caso de no haber 
nodos de codificación para una red, el algoritmo dispone de un esquema con los mecanismos 
tradicionales de reenvío y multicast.  




La propuesta presentada en [39], determina que la meta del enrutamiento con  Network Coding es 
construir caminos de enlaces disyuntos desde el nodo fuente hacia cada nodo sumidero. Los autores 
presentan una solución para el enrutamiento multicast utilizando Network Coding basado en la 
obtención de las rutas disyuntas por medio del algoritmo “Packing Steiner Tree” [24], [25]. Con 
este  método, se  obtienen los ℎ-caminos de enlaces disyuntos para cada receptor. Por lo tanto, si se 
pueden construir h-árboles Steiner, se  puede garantizar que habrá h-caminos para cada receptor.  
En [39] se utiliza una modificación del algoritmo Heurística del Camino de Costo Mínimo o 
Mínimum Cost Path Heuristic (MPH) expuesto en [105], [106], el cual utiliza una heurística 
efectiva para el cálculo del árbol Steiner. El algoritmo propuesto evita los enlaces comunes entre los 
caminos para el mismo receptor mediante una modificación a MPH, de tal forma que se adecúe con 
Network Coding.  
En [107], se propone un esquema distribuido con el fin de llevar a cabo la codificación de red en 
forma práctica en redes de paquetes reales, alcanzando un rendimiento muy cercano a la capacidad 
con bajo retardo frente a la pérdida de paquetes,  a los cambios de la topología, y la capacidad de los 
enlaces. 
2.5 Conceptos Básicos 




′), 𝑖 = 1,… , |𝑇|, un grafo unicast que se obtiene a partir del grafo general de  
comunicaciones 𝐺, el  cual permite un flujo máximo 𝑓𝐺𝑖
′ entre 𝑠 y el nodo sumidero 𝑡𝑖 ∈ 𝑇.  𝐺𝑖
′ 
denota al grafo de flujo máximo individual para el sumidero 𝑡𝑖 desde el nodo 𝑠. 




′), ∀𝑖 = 1,… , |𝑇|, |𝑇| grafos dirigidos acíclicos unicast de flujo máximo común 
𝑓𝑚𝑎𝑥 constituidos con el mismo nodo fuente 𝑠 y para cada nodo sumideros 𝑡𝑖 ∈ 𝑇, respectivamente; 
se define la mezcla de 𝐺1
′ , 𝐺2
′ , … , 𝐺|𝑇|
′  como el nuevo grafo dirigido acíclico multicast 𝐺′ = (𝑉′, 𝐸′) 













El grafo 𝐺′ calculado contendrá nodos comunes y enlaces comunes, originados de los distintos 
caminos constituidos por los 𝐺𝑖
′ originales que contengan caminos que se solapen en algunos 
enlaces; es decir, caminos no disyuntos entre grafos distintos. Un nodo 𝑢 en 𝑉′ se clasifica como 
nodo de almacenamiento y reenvío si 𝛿𝐼(𝑢) = 1, y nodo de codificación cuando 𝛿𝐼(𝑢) > 1. Si un 
enlace 𝑒 ∈ 𝐸′ cumple que 𝛿𝐼(𝑜(𝑒)) > 1, se  considera que es un enlace de cuello de botella; es 
decir, el nodo 𝑜(𝑒) es un codificador para la red multicast 𝐺′, y en este nodo debe producirse un 
nuevo paquete resultante de la codificación de los 𝛿𝐼(𝑜(𝑒)) paquetes simultáneos entrantes al nodo 




𝑜(𝑒) por los enlaces 𝑒′ ∈ Γ𝐼(𝑜(𝑒)). Si  𝛿𝐼(𝑜(𝑒)) = 1, el  enlace 𝑒 se considera de  reenvío, y 
transporta la misma información que proviene del único enlace 𝑒′ entrante al nodo 𝑜(𝑒). 
2.5.3 Modelo de Enrutamiento Multicast para Network Coding 
Tomando como referencia el trabajo de [108], se  establece un modelo basado en un grafo dirigido 
acíclico 𝐺′ = (𝑉′, 𝐸′), donde 𝑉′ es el conjunto de nodos en 𝐺′ y 𝐸′ es el conjunto de enlaces 
dirigidos. 𝐺′ constituye un grafo multicast unisesión de flujo máximo derivado de un grafo de 
comunicaciones 𝐺. En consecuencia, 𝑉′ ⊆ 𝑉 y 𝐸′ ⊆ 𝐸. En 𝐺′, el nodo 𝑠 ∈ 𝑉′, se considera el nodo 
fuente, y 𝑇 ⊂ 𝑉′, se considera el  conjunto de nodos sumideros; además 𝑠 ∉ 𝑇.   
Los enlaces en 𝐸′, se definen  como canales de  comunicación sin ruido, todos de igual capacidad y 
de valor igual a una unidad de datos por unidad de tiempo. El nodo fuente tiene una gran cantidad 
de información que transmitir a los sumideros. La información se divide en paquetes que pertenecen 
a un alfabeto Σ, y se asume que cada enlace puede transmitir un símbolo de este alfabeto en cada 
unidad de tiempo. El modelo establece que 𝑟 es el número máximo de paquetes simultáneos (flujo 
máximo común de 𝐺′) que deben ser transmitidos desde el nodo fuente 𝑠 a cada sumidero 𝑡 en 𝑇.  
Los paquetes de mensajes están inicialmente presentes en la memoria del nodo fuente.  
En [108], se  define una función de codificación 𝜙𝑒 , 𝑒 ∈ 𝐸 según (2.7), para un enlace 𝑒 = (𝑢, 𝑣). 
𝜙𝑒: {
Σ𝑟 ⟼ Σ,           𝑢 = 𝑠
ΣΓ𝐼(𝑢) ⟼ Σ,     𝑢 ≠ 𝑠
 
(2.7) 
La función 𝜙(𝑠,𝑣) determina el paquete transmitido de entre los 𝑟-paquetes en el enlace (𝑠, 𝑣) o 
determina el paquete transmitido en el enlace (𝑢, 𝑣) para cualquier combinación de paquetes que 
arriban a los enlaces entrantes en 𝑢. En algunas circunstancias, es posible que del nodo fuente, 
también se  obtengan combinaciones de paquetes del alfabeto Σ, como se observará en la sección   
5.6.1. 
En [108], también se definen los tipos de enlaces  para  una red con Network Coding, según la 
función de codificación 𝜙𝑒. Un enlace 𝑒 se define como  un enlace de codificación, si 𝜙𝑒 depende 
de dos o más variables (o paquetes entrantes al nodo 𝑜(𝑒)). Cuando 𝜙𝑒 depende de una variable (o 
paquete entrante al nodo 𝑜(𝑒)), 𝑒 es  un enlace de reenvío.  
En el modelo también se define un enlace de salida 𝑒, cuando emerge directamente del nodo fuente 
𝑠; es decir, 𝑜(𝑒) = 𝑠, y un enlace de llegada e, se caracteriza porque 𝑑(𝑒) = 𝑡, 𝑡 ∈ 𝑇; es decir, 
finaliza en un nodo sumidero.  
Un esquema de codificación de red para una  red multicast 𝐺′ es factible, si este permite la  
comunicación con un flujo máximo 𝑟 entre 𝑠 y cada sumidero 𝑡 en 𝑇. Es decir, una codificación de  
red para una red multicast acíclica 𝐺′, permite la  comunicación a una tasa 𝑟, si cada sumidero 𝑡 en 
𝑇 puede calcular los 𝑟 paquetes originados en el  nodo fuente, a partir de los paquetes recibidos en 
los enlaces entrantes de cada 𝑡. 
2.5.4 Cálculo de todas las rutas (caminos) 
Este algoritmo, que será soporte para la solución de varios problemas de cálculo de rutas,  se basa 




en la búsqueda en profundidad (DFS) [14],  para hallar todos los caminos desde un nodo fuente 
hasta un nodo sumidero en un grafo acíclico y dirigido 𝐺. El algoritmo encuentra todos los caminos 
posibles existentes entre el  nodo fuente y el sumidero, y las devuelve en la estructura vectorial 
𝑟𝑢𝑡𝑎𝑠, la cual contiene un solo campo denominado 𝑐𝑎𝑚𝑖𝑛𝑜. Se interpreta 𝑟𝑢𝑡𝑎𝑠(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜, 
como la existencia del camino número 𝑘 desde el  nodo fuente 𝑠 hasta el nodo sumidero 𝑡𝑖. 
Además, el número de  caminos desde 𝑠 hasta 𝑡𝑖 corresponde a |𝑟𝑢𝑡𝑎𝑠|. 
Ejemplo 2.2: La Figura 2.6 muestra las siete rutas existentes entre el nodo 1 y el nodo 10 en un 
grafo de comunicaciones de 12 nodos y 3 sumideros. Estas rutas fueron calculadas con el algoritmo 
de todas las rutas basado en búsqueda en profundidad. 
 
 
Figura 2.6 Rutas entre el nodo 1 y el nodo 10 
2.5.5 Símbolos, códigos y campos 
Los enlaces dirigidos de 𝐺′, pueden transportar de forma confiable paquetes 𝑝, donde cada uno es 
un vector de longitud 𝑙 bits establecidos sobre el campo finito 𝔽𝑞 , 𝑞 = 2
𝑚, siendo 𝑚 el número de 
bits por símbolo en el campo finito. El número 𝐿 de símbolos de longitud 𝑚 bits que constituyen el 













Ejemplo 2.3: Dada una red con un paquete 𝑝 de 12 bits de longitud y con 3 bits por símbolo (están 
en el campo 𝔽23), se pueden deducir los siguientes valores: 
La longitud 𝑙 del paquete es: 12 bits. 
El número 𝑚 de bits por símbolo en el campo finito 𝔽𝑞 es: 3 bits por símbolo. 
El número de símbolos de 3 bits en el campo finito 𝔽𝑞 es: |𝔽𝑞| = 2
3 = 8 símbolos de 3 bits. 
El número 𝐿 de símbolos en el paquete es: 𝐿 = ⌈
12 𝑏𝑖𝑡𝑠
3 𝑏𝑖𝑡𝑠/𝑠í𝑚𝑏𝑜𝑙𝑜
⌉ = 4 símbolos del campo 𝔽𝑞. 
Se observa claramente que es un paquete de longitud 12 bits, 𝑝 ∈ 𝔽𝑞
4, con 𝑞 = 23. Todos los 
paquetes que se  generen y transiten por los enlaces de la red estarán en el espacio vectorial 𝔽23
4  y 
habrá en total |𝔽23
4 | paquetes distintos que se pueden generar.  
Una muestra de estos paquetes se observa a continuación, donde se agrupan en paréntesis los  
símbolos de tres bits: 
𝑝1 = [(001)(010)(100)(110)] 
𝑝2 = [(010)(000)(110)(110)] 
𝑝3 = [(100)(110)(001)(101)] 
 




2.5.6 Espacios vectoriales y paquetes 
A partir de  la tasa de transmisión máxima 𝑟 = 𝑚𝑖𝑛𝑡∈𝑇𝑀𝑎𝑥𝐹𝑙𝑢𝑗𝑜(𝑠, 𝑡) entre un nodo fuente 𝑠 y el 
conjunto 𝑇 de nodos sumideros en una transmisión multicast, se establece que 𝑟 corresponde, en el 
modelo propuesto, con el número máximo de paquetes que se pueden generar en el nodo fuente 𝑠, el 
cual es el mismo número de paquetes que se entregarán en cada uno de los nodos 𝑡 ∈ 𝑇.  Los 𝑟 
paquetes que se generan y entregan son de longitud 𝑙 símbolos (para el Ejemplo 2.3, los símbolos 
corresponden a bits; es decir, están en el campo 𝔽2,  cuyo tamaño es 2). 
Los paquetes se pueden clasificar en paquetes simples y paquetes combinados. Los primeros 
corresponden a los 𝑟 paquetes originales que generaría el computador cliente que está antes del  
nodo fuente (enrutador fuente 𝑠) y que serán obtenidos (a través de decodificación lineal) en los |𝑇| 
nodos sumideros,  mientras que los segundos son resultado de  las combinaciones lineales que se 
producen a lo largo de la transmisión multicast desde el nodo fuente 𝑠 hasta cualquiera de  los 
nodos sumideros en 𝑇. 
El nodo fuente 𝑠 recibe de un  computador emisor los  𝑟 paquetes simples que determinan el 
máximo flujo de la sesión multicast  y, cada paquete simple 𝑝 ∈ 𝔽2
𝑙 . Por ejemplo, si 𝑙 = 7, los 
paquetes que se generarán y recibirá 𝑠, pertenecen al espacio vectorial  𝔽2
7  y tienen longitud de 7 
bits.   
Cada paquete, en el modelo, corresponde con una unidad de información constituida por 𝑙 bits, y 
cada enlace de la red se define con un ancho de banda o capacidad igual a la unidad de información, 
teniendo todos los enlaces la misma capacidad. 
2.6 Planteamiento del Problema  
El trabajo desarrollado está  encaminado a aportar mecanismos que propenden por la solución de 
los dos siguientes problemas: 
A partir de un grafo 𝐺, que representa una red de comunicaciones, conocidos los nodos fuente 𝑠 y 
sumideros 𝑇 de un grupo multicast, el primer problema consiste en hallar el grafo que representa el 
enrutamiento multicast unisesión 𝐺′, con el mínimo flujo máximo de caminos disyuntos entre 𝑠 y 
cada nodo 𝑡 en  𝑇. El grafo multicast unisesión debe permitir el envío y recepción, en forma 
simultánea, de hasta el mínimo flujo máximo de paquetes entre el nodo fuente y cada sumidero, 
sobre la base de utilización de la técnica de Network Coding. A través de esta técnica, se llevan a 
cabo combinaciones lineales que generan paquetes codificados en los nodos intermedios, de tal 
forma que puedan ser transmitidos por enlaces cuellos de botella, generando un mayor 
aprovechamiento del  ancho de banda; y además, permite la solución de  las combinaciones lineales 
correspondientes a los paquetes recibidos en los sumideros; solución que producirá los paquetes 
enviados originalmente por 𝑠.  
Ejemplo 2.4: La Figura 2.7 (a) muestra un grafo 𝐺, que representa una red general de 
comunicaciones, el cual deriva en un grafo 𝐺′, mostrado en la Figura 2.7 (b), que representa la red 
de enrutamiento multicast unisesión de mínimo flujo máximo 2, entre el nodo fuente 1 y los 
sumideros 10,14,15,16,17 y 18. 
 





Figura 2.7 (a) Grafo general de comunicaciones. (b) Grafo multicast unisesión resultante sobre la 
base de NC 
Sobre la base del grafo multicast unisesión 𝐺′, el segundo problema consiste en determinar un  
esquema de codificación, que especifique si es posible establecer el  orden en que el mínimo flujo 
máximo de paquetes, debe emerger desde el nodo fuente por los enlaces de salida, para que sea  
posible generar las combinaciones  lineales en  los  nodos intermedios sobre la base de Network 
Coding,  y que conlleve el establecimiento de un sistema lineal de ecuaciones en los nodos  
sumideros, cuya solución resulte en la entrega simultánea de los paquetes originales enviados por el  
nodo fuente. 
Ejemplo 2.5: La Figura 2.8 representa el grafo 𝐺′ del ejemplo anterior, con el esquema de 
codificación establecido sobre la base de Network Coding, donde se muestra el  orden de  envío de 
los dos  paquetes que constituyen el mínimo flujo máximo, y la recepción simultánea de 
combinaciones lineales, cuya decodificación conlleva la obtención de los dos paquetes originales.   
 
 
Figura 2.8 Esquema de codificación con un mínimo flujo máximo de  2 
2.7 Objetivos 
2.7.1 General 
Diseñar un protocolo de enrutamiento multicast unisesión que permita la implementación de 
sistemas lineales de ecuaciones en los nodos intermedios y en los  sumideros, sobre la base del 
paradigma algebraico de Códigos de Red (Network Coding), y cuya solución conlleve la entrega 
simultánea del mínimo flujo máximo de paquetes originales enviados desde el nodo fuente.  





 Diseñar, sobre un grafo general de comunicaciones 𝐺, una solución aproximada de grafo de 
enrutamiento multicast unisesión de mínimo flujo máximo 𝐺′, sobre el cual  se pueda aplicar la  
técnica de codificación/decodificación de Network Coding para el envío y recepción eficiente 
de paquetes desde el nodo fuente hasta el conjunto de  sumideros.  
 Definir un esquema de solución de un sistema multicast unisesión, utilizando la técnica de 
Network Coding, que permita el  envío del mínimo flujo máximo de paquetes desde un nodo 




Capítulo 3                                                               
                
Sesión Multicast para Network Coding: Ford 
Fullkerson             
   
3.1 Redes de flujo 
A partir de los  conceptos expuestos en las secciones 2.2, 2.3 y 2.5.3, se construirá el modelo de red 
de flujo de sesión multicast única que entregará, en igual cantidad, el máximo número de paquetes a 
los nodos sumideros de la sesión, soportada en el principio de  Network Coding.  
Ejemplo 3.1: En la Figura 3.1 se  observa un grafo con capacidades en los enlaces. Este grafo será 
utilizado para exponer los ejemplos desarrollados en esta sección. De este grafo se  obtienen, para 
el nodo 𝑣3, los siguientes valores: 
Γ𝐼(𝑣3) = {(𝑣1, 𝑣3), (𝑣2, 𝑣3)}, 𝛿𝐼(𝑣3) = 2 
Γ𝑂(𝑣3) = {(𝑣3, 𝑣4), (𝑣3, 𝑡)}, 𝛿𝑂(𝑣3) = 2 
 
Figura 3.1 Grafo con capacidades 
3.1.1 Función Flujo 
La función flujo en un grafo de comunicaciones 𝐺, se define como: 
𝑓: 𝑉2 ⟼ℤ 
𝑓(𝑖, 𝑗) = 𝑛 
(3.1) 
Esta función satisface las siguientes propiedades [14]: 
3.1.1.1 Restricción de capacidad 
Significa que el flujo de red en un enlace, no debe exceder la capacidad establecida en el enlace.  
∀𝑖, 𝑗 ∈ 𝑉, 0 ≤ 𝑓(𝑖, 𝑗) ≤ 𝐶(𝑖, 𝑗) (3.2) 
3.1.1.2 Simetría inversa 

















dirección inversa de 𝑗 a 𝑖.  
∀𝑖, 𝑗 ∈ 𝑉, 𝑓(𝑖, 𝑗) = −𝑓(𝑗, 𝑖) (3.3) 
Como consecuencia, el flujo de red de un nodo al mismo es 0, ya que 𝑓(𝑖, 𝑖) = −𝑓(𝑖, 𝑖), ∀𝑖 ∈ 𝑉, 
luego 𝑓(𝑖, 𝑖) = 0. 
3.1.1.3 Conservación del flujo 
Este principio determina que el flujo total de red que ingresa a un nodo, es el mismo total que 
emerge del nodo. Esto aplica dentro del alcance de un nodo particular hasta la red como un todo, lo 
cual está dentro del marco de las leyes de Kirchhoff [109] para circuitos y nodos. 





Sobre el concepto de flujo, también se establecen las siguientes definiciones [14], [110]: 
3.1.1.4 Valor del flujo de red entrante a un nodo 
El flujo de red positivo entrante en un nodo 𝑗 se define como: 





Como consecuencia de las dos últimas propiedades, es que el flujo de red positivo que entra a un 
nodo, distinto de los nodos fuente y sumidero, debe ser igual al flujo de red positivo saliente del 
nodo. 
3.1.1.5 Valor de un flujo 
El valor de un flujo 𝑓 en 𝐺 se define como: 




lo cual representa el flujo total saliente desde el  nodo fuente. Se denomina a 𝐺 como una red de  
flujo 𝑓. 
3.1.1.6 Suma de flujos 
Dada una red de flujo 𝐺 = (𝑉, 𝐸), sean 𝑓1 y 𝑓2 funciones de 𝑉
2⟼ ℤ+. La función suma de flujos 
𝑓1 + 𝑓2 es la función de 𝑉
2⟼ℤ+ definida por: 
(𝑓1 + 𝑓2)(𝑖, 𝑗) = 𝑓1(𝑖, 𝑗) + 𝑓2(𝑖, 𝑗), ∀𝑖, 𝑗 ∈ 𝑉  (3.7) 
3.1.2 Corte 
En general, para un grafo de flujo 𝐺 = (𝑉, 𝐸), un  corte [72] es una  partición de 𝐸 en dos 
subconjuntos 𝑈 y ?̅? = 𝑉\𝑈. También se define un corte como el conjunto de enlaces 𝑒 ∈ 𝐸, tal que 
𝑜(𝑒) ∈ 𝑈 y 𝑑(𝑒) ∈ ?̅?. Un corte 𝑠-𝑡 se caracteriza porque 𝑠 ∈ 𝑈 y 𝑡 ∈ ?̅?.  
Ejemplo 3.2: En la Figura 3.2, se observa el corte 𝑠-𝑡 formado por los enlaces quebrados, donde 




𝑈 = {𝑠, 𝑣1, 𝑣3} y ?̅? = {𝑣2, 𝑣4, 𝑡}. 
 
Dado un corte 𝑈 definido en 𝐺 con el nodo 𝑖 ∈ 𝑈 y el nodo 𝑗 ∈ ?̅?, el enlace (𝑖, 𝑗) se denomina 
enlace hacia adelante, siendo (𝑈, ?̅?) el conjunto de enlaces hacia adelante del corte, y un enlace 
(𝑖, 𝑗) con 𝑖 ∈ ?̅? y 𝑗 ∈ 𝑈, se denomina enlace hacia atrás del corte, siendo (?̅?, 𝑈) el conjunto de 
enlaces hacia atrás.  
 
Ejemplo 3.3: De la Figura 3.2, se obtienen los conjuntos:  
(𝑈, ?̅?) = {(𝑠, 𝑣2), (𝑣1, 𝑣2), (𝑣3, 𝑣4), (𝑣3, 𝑡)} y (?̅?, 𝑈) = {(𝑣2, 𝑣3)}. 
 
 
Figura 3.2 Corte 𝑠-𝑡 
3.1.3 Capacidad del corte 𝒔-𝒕 
La capacidad 𝐶(𝑈) se define como la suma de las capacidades de los enlaces hacia adelante en el 
corte. Es decir: 
𝐶(𝑈) = ∑ 𝐶(𝑖, 𝑗)
(𝑖,𝑗)∈(𝑈,?̅?)
 (3.8) 
Esta capacidad es la máxima cantidad de flujo que se  puede enviar desde los nodos en 𝑈 hacia los 
nodos en ?̅?.  
Ejemplo 3.4: De la Figura 3.3, 𝐶(𝑈) = 𝐶(𝑠, 𝑣2) + 𝐶(𝑣1, 𝑣2) + 𝐶(𝑣3, 𝑣4) + 𝐶(𝑣3, 𝑡) = 2 + 3 +
2 + 3 = 10. 
 
Figura 3.3 Capacidad del corte 𝑠-𝑡 en 𝐺 
3.1.4 Mínimo corte 
Sea 𝑈𝑇 el conjunto de todos los cortes 𝑠-𝑡 que se pueden obtener en un grafo de flujo 𝐺 = (𝑉, 𝐸), es 
decir: 

































De igual forma, el conjunto con las capacidades de todos los cortes 𝑠-𝑡 que se pueden obtener en un 
grafo de flujo, se representa como: 
𝐶(𝑈𝑇) = {𝐶(𝑈) | 𝑈 ∈ 𝑈𝑇} (3.10) 
El mínimo corte 𝑠-𝑡, 𝑈𝑚𝑖𝑛 o 𝑀𝑖𝑛𝐶𝑜𝑟𝑡𝑒(𝑠, 𝑡) se refiere al corte cuya capacidad es la mínima entre 
todos los cortes 𝑠-𝑡. Formalmente, se puede expresar como: 
𝑈𝑚𝑖𝑛 = 𝑀𝑖𝑛𝐶𝑜𝑟𝑡𝑒(𝑠, 𝑡) = 𝑈 ∶  𝐶(𝑈) = 𝑚𝑖𝑛𝐶(𝑈𝑇) (3.11) 
3.1.5 Problema del flujo máximo 
El problema se plantea en términos de encontrar el flujo 𝜈(𝑓) máximo 𝑓𝐺 entre el nodo fuente 𝑠 y el 
nodo sumidero 𝑡 en una red representada por el grafo 𝐺 = (𝑉, 𝐸), tal que satisfaga las capacidades 
de los enlaces y las restricciones de balanceo de flujo en los nodos. 
Maximizar: 








0 ≤ 𝑓(𝑖, 𝑗) ≤ 𝐶(𝑖, 𝑗), ∀𝑒 = (𝑖, 𝑗) ∈ 𝐸 (3.13) 





3.1.6 Red residual 
Suponiendo que se tiene una red de flujo 𝐺 = (𝑉, 𝐸) y 𝑓 es el flujo de 𝐺. El concepto de red 
residual está basado en que dado un enlace 𝑒 = (𝑖, 𝑗) ∈ 𝐸  con capacidad 𝐶(𝑖, 𝑗) que transporta un 
flujo 𝑓(𝑖, 𝑗), se podría enviar todavía un flujo adicional de 𝐶(𝑖, 𝑗) − 𝑓(𝑖, 𝑗) unidades a través del 
enlace (𝑖, 𝑗) antes de exceder la capacidad 𝐶(𝑖, 𝑗). De igual forma, se pueden enviar hasta 𝑓(𝑖, 𝑗) 
unidades de flujo desde el nodo 𝑗 al nodo 𝑖 sobre el enlace (𝑖, 𝑗), lo cual equivale a cancelar el flujo 
existente en el enlace.  
Dado una red de flujo 𝐺 = (𝑉, 𝐸) y un flujo 𝑓, para obtener la red residual, cada enlace 𝑒 = (𝑖, 𝑗) ∈
𝐸 se descompone en dos enlaces 𝑒 = (𝑖, 𝑗) y 𝑒𝑅 = (𝑗, 𝑖); el enlace 𝑒 = (𝑖, 𝑗) según la Figura 3.4 (a), 
tiene una capacidad residual 
𝐶𝑓(𝑖, 𝑗) = 𝐶(𝑖, 𝑗) − 𝑓(𝑖, 𝑗) (3.15) 
 y, el enlace 𝑒𝑅 = (𝑗, 𝑖), según la Figura 3.4 (b), tiene una capacidad residual 
𝐶𝑓(𝑗, 𝑖) = 𝑓(𝑖, 𝑗) (3.16) 
De (3.15) se obtiene (3.16) así: 
𝐶𝑓(𝑗, 𝑖) = 𝐶(𝑗, 𝑖) − 𝑓(𝑗, 𝑖) = 0 − (−𝑓(𝑖, 𝑗)) = 𝑓(𝑖, 𝑗) 





Figura 3.4 (a) Enlace de grafo 𝐺.   (b) Enlace de grafo 𝐺𝑓. 
La red residual de 𝐺 determinada por 𝑓 es 𝐺𝑓 = (𝑉, 𝐸𝑓), donde 
𝐸𝑓 = {(𝑖, 𝑗) ∈ 𝐸| 𝐶𝑓(𝑖, 𝑗) > 0} (3.17) 
Ejemplo 3.5: En la Figura 3.5(a) se observa un flujo 𝑓 en el grafo 𝐺 de la Figura 3.1 con valor 
𝜈(𝑓) = 2 y en la Figura 3.5(b) se observa la red residual 𝐺𝑓 para este flujo. 
 
Figura 3.5 (a) Red de flujo 𝐺 con 𝜈(𝑓) = 2. (b) Red residual 𝐺𝑓 con 𝜈(𝑓) = 2 
 
El siguiente lema, enunciado y demostrado en [14], determina la relación en los valores de los flujos 
de 𝐺 y 𝐺𝑓. 
Lema  3.1: Sea 𝐺 = (𝑉, 𝐸) una red de flujo con nodo fuente 𝑠 y nodo sumidero 𝑡, y sea 𝑓 un flujo 
en 𝐺. Sea 𝐺𝑓 la red residual de 𝐺 inducida por 𝑓, y sea 𝑓
′ un flujo en 𝐺𝑓. Luego, la suma de flujos 
𝑓 + 𝑓′ definida en (3.7) es un flujo en 𝐺 con valor 𝜈(𝑓 + 𝑓′) = 𝜈(𝑓) + 𝜈(𝑓′). 
 
3.1.7 Camino aumentado y enlace saturado 
Un camino aumentado 𝜋 [14], [72] para una red de flujo 𝐺 = (𝑉, 𝐸) y un flujo 𝑓, es un camino 
simple desde el nodo fuente 𝑠 hasta el nodo sumidero 𝑡 en una red residual 𝐺𝑓. Acorde con el 
concepto de red residual, cada enlace (𝑖, 𝑗) en 𝜋 se puede aumentar en un flujo de red positivo 
adicional desde el  nodo 𝑖 al nodo 𝑗 sin sobrepasar la restricción de capacidad del enlace. La 
capacidad residual o capacidad de  cuello de  botella 𝑏(𝜋) de un camino aumentado es la mínima 
capacidad de cualquier enlace en el  camino y, se constituye en la máxima cantidad de flujo de red 
que se puede pasar a lo largo de los  enlaces que forman el camino aumentado 𝜋. Formalmente, la 
capacidad residual 𝑏(𝜋) se define como: 
𝑏(𝜋) = 𝑚𝑖𝑛{𝐶𝑓(𝑖, 𝑗)| (𝑖, 𝑗) está en 𝜋} (3.18) 
En 𝐺𝑓, un enlace (𝑖, 𝑗) ∈ 𝐸 se dice saturado, sí y solo sí,  𝑓(𝑖, 𝑗) = 𝐶(𝑖, 𝑗) en 𝐺 ó 𝐶𝑓(𝑖, 𝑗) = 0 en 𝐺𝑓. 
Ejemplo 3.6: En la red residual de la Figura 3.5 (b), el camino aumentado 𝜋 = 𝑠 → 𝑣1 → 𝑣2 →
































𝑚𝑖𝑛{2, 3, 3, 2} = 2. En consecuencia, se pueden pasar 2 unidades de flujo de red adicionales, a 
través de cada enlace de 𝜋, sin sobrepasar la restricción de capacidad.   
Lema  3.2: Sea 𝐺 = (𝑉, 𝐸) una red de flujo, sea 𝑓 un flujo en 𝐺, y sea 𝜋 un camino aumentado en 
𝐺𝑓. Se define una función 𝑓𝜋: 𝑉
2⟼ ℤ+ por: 
𝑓𝜋(𝑖, 𝑗) = {
𝑏(𝜋), si (𝑖, 𝑗) está en 𝜋 
−𝑏(𝜋), si (𝑗, 𝑖) está en 𝜋
0 de  otro modo
 
(3.19) 
Luego, 𝑓𝜋 es un flujo en 𝐺𝑓 con valor 𝜈(𝑓𝜋) = 𝑏(𝜋) > 0. 
Demostración: 
Para llevar a cabo la demostración que 𝑓𝜋 es un flujo en 𝐺𝑓, se deben probar las tres propiedades 
que debe satisfacer  un flujo. Posteriormente, se halla el valor del flujo: 
Restricción de capacidad: Por definición de 𝑏(𝜋), este valor es la mínima capacidad residual en 
cualquiera de los enlaces a lo largo del camino aumentado 𝜋, por tanto la capacidad residual 𝑏(𝜋) 
es menor o igual que la capacidad inicial 𝐶(𝑖, 𝑗) de cualquier enlace (𝑖, 𝑗) en el camino aumentado. 
De lo anterior se desprende que el flujo 𝑓𝜋(𝑖, 𝑗) ≤ 𝐶(𝑖, 𝑗).  Evidentemente, 𝑓𝜋(𝑖, 𝑗) = 0 ≤ 𝐶(𝑖, 𝑗). 
Restricción de simetría inversa: De la definición, se observa que si (𝑖, 𝑗) están en 𝜋, se satisface que: 
Caso I: 
𝑓𝜋(𝑖, 𝑗) = 𝑏(𝜋) y, de la definición se puede inferir que  𝑓𝜋(𝑗, 𝑖) = −𝑏(𝜋). Por tanto, 𝑓𝜋(𝑖, 𝑗) =
−𝑓𝜋(𝑗, 𝑖). 
Caso II: 
𝑓𝜋(𝑖, 𝑗) = −𝑏(𝜋) y, de la definición se puede inferir que  𝑓𝜋(𝑗, 𝑖) = 𝑏(𝜋). Por tanto, 𝑓𝜋(𝑖, 𝑗) =
−𝑓𝜋(𝑗, 𝑖). 
Caso III: 
Se cumple que 𝑓𝜋(𝑖, 𝑗) = 0 = −𝑓𝜋(𝑗, 𝑖). 
Luego, se cumple siempre que 𝑓𝜋(𝑖, 𝑗) = −𝑓𝜋(𝑗, 𝑖). 
Restricción de conservación de flujo: Sea (𝑖, 𝑗), (𝑗, 𝑘) en 𝜋 y, dado que 𝑏(𝜋) es constante a lo largo 
de 𝜋, se deduce que: 
∑𝑓𝜋(𝑖, 𝑗) = 𝑓𝜋(𝑖, 𝑗) = 𝑏(𝜋) =∑𝑓𝜋(𝑗, 𝑘) = 𝑓𝜋(𝑗, 𝑘) 
(3.20) 
Valor del flujo: Dado que el camino aumentado 𝜋 se define en 𝐺𝑓 desde el nodo 𝑠, se puede deducir 
que el enlace (𝑠, 𝑗) está en 𝜋 y 𝑓𝜋(𝑠, 𝑗) = 𝑏(𝜋), ya que es un valor constante a lo largo del camino 
aumentado 𝜋, luego: 
𝜈(𝑓𝜋) =∑𝑓𝜋(𝑠, 𝑗)
𝑗∈𝑉
= 𝑓𝜋(𝑠, 𝑗) = 𝑏(𝜋) > 0 
(3.21) 
Corolario  3.3: Sea 𝐺 = (𝑉, 𝐸) una red de  flujo, sea 𝑓 un flujo en 𝐺, y sea 𝜋 un camino 




aumentado en 𝐺𝑓. 𝑓𝜋 se define como en (3.19). Además, se define una función 𝑓
′: 𝑉2 ⟼ℤ+ como 
𝑓′ = 𝑓 + 𝑓𝜋. Luego, 𝑓
′ es un flujo en 𝐺 con 𝜈(𝑓′) = 𝜈(𝑓) + 𝜈(𝑓𝜋) > 𝜈(𝑓).  
Demostración: 
Del Lema  3.2, se deduce que 𝑓𝜋 es un flujo en 𝐺𝑓 y del Lema  3.1, se deduce que 𝑓
′ = 𝑓 + 𝑓𝜋 es un 
flujo y que su valor es 𝜈(𝑓′) = 𝜈(𝑓) + 𝜈(𝑓𝜋) y, dado que  𝜈(𝑓𝜋) >  0, también por el Lema  3.2, 
𝜈(𝑓′) > 𝜈(𝑓).  
3.1.8 Algoritmo de flujo máximo 
3.1.8.1 Algoritmo del camino aumentado 
A continuación se explica la forma en que el flujo es enviado desde el nodo fuente 𝑠 hasta el nodo 
sumidero 𝑡 en el 𝐺𝑓. Los enlaces en 𝐺𝑓 se definen de la siguiente forma:  
Definición 3.1: Un enlace (𝑖, 𝑗) en un  𝜋 para un grafo 𝐺𝑓 está en el conjunto de enlaces hacia 
adelante (𝐹), sí y solo sí 𝑓(𝑖, 𝑗) < 𝐶𝑓(𝑖, 𝑗) y, en consecuencia, el flujo 𝑓 puede ser aumentado. 
Definición 3.2: Un enlace (𝑖, 𝑗) en un  𝜋 para un grafo 𝐺𝑓 está en el conjunto de enlaces hacia atrás 
(𝐵), sí y solo sí 𝑓(𝑖, 𝑗) > 0 y, en consecuencia, el flujo 𝑓 puede ser decrementado. 
Sobre la base que se puede enviar un flujo adicional positivo desde 𝑠  a 𝑡 cuando se tiene un camino 
aumentado[14], [72], [110] 𝜋 en 𝐺𝑓, se construye el Algoritmo 3.1 a continuación:  
Algoritmo 3.1: Cálculo del camino Aumentado   
Entrada: 𝑓, 𝜋, 𝐶𝑓 
Salida: 𝑓 
1 𝑏(𝜋) = min{𝐶𝑓(𝑖, 𝑗)| (𝑖, 𝑗) 𝑒𝑠𝑡á 𝑒𝑛 𝜋};  
2 Para cada enlace (𝑖, 𝑗) en 𝜋 
3   Si (𝑖, 𝑗) ∈ 𝐹  
4      𝑓(𝑖, 𝑗) = 𝑓(𝑖, 𝑗) + 𝑏(𝜋); 
5   Fin Si 
6   Si (𝑖, 𝑗) ∈ 𝐵  
7      𝑓(𝑖, 𝑗) = 𝑓(𝑖, 𝑗) − 𝑏(𝜋); 
8   Fin Si 
9 Fin Para 
10 Retornar 𝑓; 
3.1.8.2 Algoritmo de Ford-Fullkerson 
Este algoritmo se llama de Ford-Fullkerson [6], [71] en honor a los dos investigadores que lo 
desarrollaron en 1956 y quiénes probaron el  teorema conocido como Máx-Flujo-Min-Corte, el cual 
determina que el valor del máximo flujo en una red de  flujo 𝐺 es igual a la  capacidad del mínimo 
corte. En 1927, Menger [111], [112] probó una variación para este teorema con grafos no dirigidos 
con enlaces de capacidad uno, donde siempre existe un conjunto de 𝑟 = 𝑀𝑖𝑛𝐶𝑜𝑟𝑡𝑒(𝑠, 𝑡) caminos de 
enlaces disyuntos entre 𝑠 y 𝑡.  En consecuencia, el teorema de Merger y el algoritmo de Ford 
Fullkerson entregan las bases para obtener de la red una sesión multicast simple [13]. 
El algoritmo calcula un camino aumentado a través del cual se puede enviar un flujo de red desde el 




nodo fuente 𝑠 hasta el nodo sumidero 𝑡 en el grafo de red de flujo 𝐺. Este camino se usa para  
enviar tanto flujo como sea posible desde 𝑠 a 𝑡. El proceso se repite hasta que no se pueda encontrar 
ningún otro camino aumentado, que mejore el flujo total de 𝑠 a 𝑡 y, en este caso se ha encontrado el 
flujo máximo. El algoritmo propuesto determina en un tiempo polinomial el número máximo de 
caminos con enlaces disyuntos de capacidad unitaria desde 𝑠 a 𝑡. El Algoritmo 3.2 muestra el 
cálculo del flujo máximo a través de la propuesta de  Ford-Fullkerson.  
Algoritmo 3.2: Ford-Fullkerson 
Entrada: 𝐺, 𝑠, 𝑡, 𝐶𝑓 
Salida: 𝑓, 𝐺𝑓 
1 Para cada enlace (𝑖, 𝑗) ∈ 𝐸  
2    𝑓(𝑖, 𝑗) = 0; 
3 Fin Para 
4 𝐺𝑓 = 𝐺; 
5 Mientras exista un camino aumentado 𝜋 desde 𝑠 a 𝑡 en 𝐺𝑓  
6    𝑓 = Aumentado(𝑓, 𝜋, 𝐶𝑓); 
7    Actualizar 𝐺𝑓; 
8 Fin Mientras 
9 Retornar 𝑓, 𝐺𝑓; 
 
3.1.9 Problema del mínimo corte 
El problema del mínimo corte consiste en encontrar un corte de mínima capacidad entre todos los 
cortes 𝑠-𝑡 de un grafo. 
3.1.9.1 Capacidad residual de un corte s-t 
La capacidad residual 𝐶𝑓(𝑈) de un corte 𝑠-𝑡 𝑈 en 𝐺𝑓 es la suma de las capacidades residuales de los 
enlaces hacia adelante en el corte. A partir de (3.8) se deduce que  
𝐶𝑓(𝑈) = ∑ 𝐶𝑓(𝑖, 𝑗)
(𝑖,𝑗)∈(𝑈,?̅?)
 (3.22) 
Ejemplo 3.7: De la Figura 3.6 se  puede obtener la capacidad residual en el corte 𝑈 aplicando 
(3.22) así  𝐶𝑓(𝑈) = 𝐶𝑓(𝑠, 𝑣2) + 𝐶𝑓(𝑣1, 𝑣2)+𝐶𝑓(𝑣3, 𝑣4) + 𝐶𝑓(𝑣3, 𝑡) = 2 + 3 + 2 + 1 = 8. 
 
 





















3.1.9.2 Flujo en un corte 𝑠-𝑡 
El valor del flujo en una red es el mismo flujo a través de  un corte 𝑠-𝑡 en la red y este se establece a 
través del siguiente lema: 
Lema  3.4: Sea 𝑓 un flujo en una red 𝐺 con nodo fuente 𝑠, y sea 𝑈 un corte de 𝐺, luego, el flujo de 
red a través del corte 𝑈 es 𝑓(𝑈) = 𝜈(𝑓). 
 
Demostración: 







= 0 (3.23) 
Este principio se puede aplicar a cada nodo 𝑖 ∈ 𝑈, con 𝑖 ≠ 𝑠 y por tanto se puede establecer la 









Se observa que ∀𝑒′: 𝑑(𝑒′) ∈ 𝑈, ∀𝑒: 𝑜(𝑒) ∈ 𝑈, 𝑜(𝑒′) = 𝑑(𝑒) = 𝑖, los flujos entrantes y salientes del 
nodo 𝑖 se anulan. En las sumatorias interiores solo quedaría la diferencia de los flujos de los enlaces 
que emergen de los nodos en 𝑈 y de los flujos de los enlaces que ingresan a  nodos en 𝑈; es decir,  
la primera sumatoria interior estaría restringida para los enlaces 𝑒′ salientes de 𝑈, tal que 𝑜(𝑒′) ∈ 𝑈 
y, la segunda sumatoria interior estaría restringida para los enlaces 𝑒 entrantes a 𝑈, tal que 𝑑(𝑒) ∈





= 0 (3.25) 
Por otro lado, dado que el nodo 𝑠 ∈ 𝑈, al  sumar el valor del  flujo definido en (3.6) con la anterior 









Los enlaces que nacen en 𝑠 y que corresponden a la primera sumatoria, se caracterizan porque 
𝑜(𝑒) = 𝑠, y por definición de corte 𝑠-𝑡, 𝑠 ∈ 𝑈; por tanto, se  pueden unir las dos sumatorias 
iniciales en una  sola para simplificar la  expresión en 





La sumatoria derecha significa la cantidad de flujo que sale de los nodos en 𝑈 hacia los nodos en ?̅?, 
y la segunda sumatoria es la cantidad de flujo desde los nodos en ?̅? hacia los nodos en 𝑈. Por lo 
anterior, el flujo a través de cualquier corte 𝑠-𝑡 es 𝜈(𝑓). 




A partir de  la red residual, se puede obtener el  flujo de red 𝜈(𝑓) = 𝑓(𝑈) a través del corte 𝑈, como 
la suma de los flujos de los enlaces hacia adelante menos la suma de los flujos de los enlaces hacia 
atrás. Es decir, (3.26) se puede reescribir como: 
𝑓(𝑈) = 𝜈(𝑓) = ∑ 𝑓𝑒 − ∑ 𝑓𝑒 
𝑒∈(?̅?,𝑈)𝑒∈(𝑈,?̅?)
 (3.27) 
Ejemplo 3.8: De la Figura 3.7, 𝑓(𝑈) = 𝑓(𝑠, 𝑣2) + 𝑓(𝑣1, 𝑣2) + 𝑓(𝑣3, 𝑣4) + 𝑓(𝑣3, 𝑡) − 𝑓(𝑣2, 𝑣3) =
0 + 1 + 0 + 3 − 1 = 3. Este valor corresponde con el 𝜈(𝑓) de un paso intermedio antes de  
obtener el flujo máximo.  
 
Figura 3.7 Flujos en el corte 𝑠-𝑡  𝑈 de 𝐺 en un paso intermedio hasta obtener el  𝑓𝐺 
Ejemplo 3.9: En la Figura 3.8 se obtiene 𝑓𝐺 = 5, que corresponde también con 𝑓(𝑈) = 𝑓(𝑠, 𝑣1) +
𝑓(𝑣2, 𝑣3) + 𝑓(𝑣4, 𝑡) − 𝑓(𝑣1, 𝑣2) − 𝑓(𝑣3, 𝑣4) = 3 + 1 + 2 − 1 − 0 = 5. 
 
Figura 3.8 Flujos en el corte 𝑠-𝑡 𝑈 de 𝐺 en el paso final para obtener 𝑓𝐺 
3.1.9.3 Capacidad como límite superior del flujo 
El siguiente corolario es consecuencia del Lema  3.4, y explica como las capacidades del  corte 
pueden ser usadas para limitar el valor de un flujo. 
Corolario  3.5: Sea 𝑓 cualquier flujo y 𝑈 un corte 𝑠-𝑡 cualquiera de 𝐺, luego 𝑓𝑚𝑎𝑥 ≤ 𝐶(𝑈). 
Demostración:  
Tomando a 𝑈 como cualquier corte 𝑠-𝑡 de 𝐺 y sea 𝑓 cualquier flujo. Por el Lema  3.4 y por  (3.2) se 
tiene que: 
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𝑓(𝑈) = 𝜈(𝑓) ≤ ∑ 𝑓𝑒
𝑒∈(𝑈,?̅?)
≤   ∑ 𝐶(𝑒) = 𝐶(𝑈)
𝑒∈(𝑈,?̅?)
 
3.1.10 Teorema del Flujo Máximo – Corte Mínimo  
Sea 𝑓 el valor del flujo que es devuelto por el Algoritmo 3.2 para  una red de flujo 𝐺 = (𝑉, 𝐸) con 
nodo fuente s y nodo sumidero t, luego se demostrará que 𝑓 corresponde con el máximo valor de 
cualquier flujo en 𝐺. También se mostrará que existe un corte 𝑠-𝑡 𝑈 en 𝐺 para el cual 𝜈(𝑓) = 𝐶(𝑈) 
y, como consecuencia, se establece que 𝑓 tiene el máximo valor sobre cualquier flujo, y que 𝑈 tiene 
la  mínima capacidad sobre cualquier corte 𝑠-𝑡 en 𝐺. El teorema siguiente muestra estas relaciones: 
Teorema  3.6: Si 𝑓 es  un flujo en una red de  flujo 𝐺 = (𝑉, 𝐸) con nodo fuente 𝑠 y nodo sumidero 
𝑡, entonces se  cumplen las siguientes tres propiedades: 
1. Existe un corte 𝑠-𝑡 𝑈 en 𝐺, tal que la 𝐶(𝑈) = 𝑓𝑚𝑎𝑥. 
2. 𝑓𝑚𝑎𝑥 es el flujo máximo de 𝐺. 
3. No hay caminos aumentados en 𝐺𝑓 respecto a 𝑓𝑚𝑎𝑥. 
Demostración: 
[12]. 
Suponemos que 𝑈 es un corte 𝑠-𝑡, tal que 𝐶(𝑈) = 𝑓𝑚𝑎𝑥 (por 1). 
Si existe otro 𝑓𝑚𝑎𝑥
′ , luego 𝑓𝑚𝑎𝑥
′ ≤ 𝐶(𝑈) (por Corolario  3.5). 
Entonces, 𝑓𝑚𝑎𝑥
′ ≤ 𝐶(𝑈) = 𝑓𝑚𝑎𝑥 (por 1). 
Entonces,  𝒎𝒂𝒙 es el flujo máximo de  . 
[23]  se probará por contradicción [~3~2]. 
Suponemos que hay un camino aumentado 𝜋 respecto a 𝑓𝑚𝑎𝑥 (por ~3). 
Hay un 𝑏(𝜋) (capacidad residual o de cuello de botella) en el camino aumentado.  
Entonces, 𝑓𝑚𝑎𝑥
′ = 𝑓𝑚𝑎𝑥 + 𝑏(𝜋) (se puede mejorar el 𝑓𝑚𝑎𝑥).  
Entonces,  𝒎𝒂𝒙 no es el flujo máximo de  . (Contradicción). 
 
[31]. 
Suponemos que no hay caminos aumentados respecto a 𝑓𝑚𝑎𝑥 en 𝐺𝑓 (por 3). 
Se define 𝑈 = {𝑗 ∈ 𝑉𝑓|𝑗 es alcanzable desde 𝑠 por caminos en 𝐺𝑓}.  
Se define ?̅? = 𝑉𝑓\𝑈. 
Entonces, no existen enlaces en 𝐺𝑓 desde 𝑈 a ?̅? (Por 3).  
Luego en 𝐺, todos los enlaces de 𝑈 a ?̅? están saturados, es decir  𝑓𝑒 = 𝐶(𝑒) con 𝑜(𝑒) ∈ 𝑈 y 
𝑑(𝑒) ∈ ?̅?. 
Por tanto, se deduce, a partir del Lema  3.4  y por la afirmación anterior, que: 
𝜈(𝑓𝑚𝑎𝑥) = ∑ 𝑓𝑒 − ∑ 𝑓𝑒 
𝑒∈(?̅?,𝑈)





Luego,  𝒎𝒂𝒙 = 𝑪( ). 
 
Del anterior teorema, se deriva el siguiente corolario que concluye el teorema del flujo máximo- 
corte mínimo. 




Corolario  3.7: Sea 𝑓 cualquier flujo, y sea 𝑈 cualquier corte 𝑠-𝑡. Si 𝜈(𝑓) = 𝐶(𝑈), luego 𝑓 es 
máximo y 𝐶(𝑈) es  mínima.   
3.1.10.2 Cálculo del mínimo corte a partir del  flujo máximo 
Del Corolario  3.7 y, como consecuencia del Teorema  3.6 en los acápites 3) y 1), se  puede deducir 
la forma de  obtener el corte mínimo cuando se  obtenga el flujo máximo 𝑓𝐺 y el grafo de red 
residual 𝐺𝑓. Sea 𝜋𝑖, el  camino desde el nodo fuente 𝑠 hasta un nodo 𝑖 ∈ 𝑉, donde cada enlace (𝑢, 𝑣) 
en 𝜋𝑖 es un enlace hacia adelante, según la Definición 3.1. Formalmente: 
𝜋𝑖 = {𝑠 ↝ 𝑖 | (𝑢, 𝑣) está en 𝑠 ↝ 𝑖 ⟺ (𝑢, 𝑣) ∈ 𝐹} (3.28) 
En el grafo de red residual  𝐺𝑓, con flujo máximo 𝑓𝐺, se obtiene el conjunto 
𝑈 = {𝑖 ∈ 𝑉 |∃𝜋𝑖} (3.29) 
Es decir, el conjunto 𝑈 contiene los nodos de  𝐺𝑓  alcanzables a partir del nodo fuente 𝑠 con enlaces 
hacia adelante. Este conjunto de nodos forma el mínimo corte en 𝐺, lo cual quiere decir que la 
𝐶(𝑈) = 𝑓𝑚𝑎𝑥. 
Ejemplo 3.10: La Figura 3.9 corresponde con el grafo de red residual  𝐺𝑓 de la Figura 3.8 después 
de aplicar la ecuación (3.28) y, de (3.29), se obtiene el corte mínimo 𝑈 = {𝑠, 𝑣1, 𝑣2, 𝑣3, 𝑣4}. La 
Figura 3.10 muestra el  corte mínimo en el grafo de red 𝐺 donde se  observa que la 𝐶(𝑈) =
𝐶(𝑣3, 𝑡) + 𝐶(𝑣4, 𝑡) = 2 + 3 = 5 = 𝑓𝐺. 
 
Figura 3.9 Grafo 𝐺𝑓 con corte mínimo 
 
Figura 3.10 Grafo de red 𝐺 con corte mínimo 𝑈 
3.2 Solución basada en Ford-Fullkerson 
De acuerdo con el comportamiento del  Algoritmo de  Ford-Fullkerson, se establece un mecanismo 
para hallar el grafo multicast de  mínimo flujo máximo desde un nodo fuente 𝑠 hasta un  grupo de 
nodos sumideros 𝑡𝑖 en 𝑇, partiendo de una  red de comunicaciones (red de flujo) 𝐺. El método 
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nodo fuente 𝑠 y nodo sumidero 𝑡𝑖, que luego de un proceso de mezcla de los mismos, alcanza un 
grafo para comunicación multicast de mínimo flujo máximo 𝐺′. El 𝐺′ obtenido, es una 
aproximación a un grafo multicast de mínimo flujo máximo, sobre el que se debe demostrar su 
solubilidad para el envío de paquetes sobre la base de un sistema lineal de ecuaciones soportado en 
Network Coding. El Algoritmo  3.3 propone el método, el cual consta de los  siguientes pasos: 
Algoritmo  3.3: Grafo_Sesion_Multicast 
Entrada: Arreglos 𝐶, 𝑑𝑒𝑠𝑡  
Salida: Arreglos 𝑓𝑙𝑢𝑗𝑜 Escalar 𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥   
1 Sea 𝑛𝑛 el número de nodos de 𝐺 o 𝑛𝑛 = |𝐶|; 
2 Para cada 𝑖 ∈ 𝑑𝑒𝑠𝑡; //𝑖 es un nodo sumidero 
3    [𝑓𝑙𝑢𝑚𝑎𝑥(𝑖), 𝑓𝑙𝑢𝑗𝑜𝑡(𝑖). 𝑓𝑙𝑢𝑗𝑜] = Flujo_Máximo(𝐶, 1, 𝑖, 𝑛𝑛); 
4 Fin Para 
5 𝑓𝑙𝑢𝑚𝑖𝑛 = min (𝑓𝑙𝑢𝑚𝑎𝑥); 
6 Almacenar 𝑖 en 𝑓𝑚𝑝𝑜𝑠 tal que 𝑓𝑙𝑢𝑚𝑎𝑥(𝑖) ≠ 𝑓𝑙𝑢𝑚𝑖𝑛; 
7 Almacenar 𝑓𝑙𝑢𝑚𝑎𝑥(𝑖) en 𝑓𝑚𝑣𝑎𝑙, ∀𝑖 ∈ 𝑓𝑚𝑝𝑜𝑠; 
8 Para cada 𝑖 ∈ 𝑓𝑚𝑝𝑜𝑠 
9    Para 𝑗 = 1: 𝑓𝑚𝑣𝑎𝑙(𝑖) − 𝑓𝑙𝑢𝑚𝑖𝑛 
10       𝑓𝑙𝑢𝑗𝑜𝑡 =Eliminacion_Camino(𝑓𝑙𝑢𝑗𝑜𝑡, 𝑖); 
11    Fin Para 
12 Fin Para 
13 𝑓𝑙𝑚𝑖𝑛(𝑘, 𝑙) = 0, ∀𝑘, 𝑙 = 1,… , 𝑛𝑛; 
14 Para cada 𝑖 ∈ 𝑑𝑒𝑠𝑡 
15    Para 𝑘 = 1,… , 𝑛𝑛 
16       Para 𝑙 = 1,… , 𝑛𝑛 
17          𝑓𝑙𝑚𝑖𝑛(𝑘, 𝑙) = 𝑓𝑙𝑢𝑗𝑜𝑡(𝑖). 𝑓𝑙𝑢𝑗𝑜(𝑘, 𝑙); 
18       Fin Para 
19    Fin Para 
20 Fin Para  
21 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑 =Calculo_Nodos_Codificacion(𝑓𝑙𝑚𝑖𝑛, 𝑑𝑒𝑠𝑡);  
22 Retornar 𝑓𝑙𝑢𝑗𝑜, 𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥; 
 
3.2.1 Inicialización del grafo de comunicaciones   
En esta etapa se  recibe el grafo 𝐺 de comunicaciones en la  matriz 𝐶, donde cada 𝐶(𝑖, 𝑗) = 1, 
significa que existe un  enlace entre el nodo 𝑖 y el nodo 𝑗 con capacidad unitaria (un paquete por 
unidad de tiempo). Cuando 𝐶(𝑖, 𝑗) = 0, no existe un enlace entre 𝑖 y 𝑗. 
En la variable 𝑑𝑒𝑠𝑡, se almacenan los nodos que actuarán como sumideros, y la variable 𝑛𝑛 guarda 
el  número total de nodos del grafo 𝐺.  
3.2.2 Cálculo del flujo máximo para cada sumidero 
Entre las líneas 2 a 4 del Algoritmo  3.3, se llama al Algoritmo  3.4 que devuelve el grafo de flujo 
máximo 𝐺𝑖
′ para el  sumidero 𝑡𝑖 ∈ 𝑇 dentro de la  matriz 𝑓𝑙𝑢𝑗𝑜𝑡(𝑖). 𝑓𝑙𝑢𝑗𝑜 de tamaño 𝑛𝑛 × 𝑛𝑛, y 
también devuelve el valor del  flujo  máximo individual 𝑓𝐺𝑖
′ desde 𝑠 hacia  𝑡𝑖, el cual es  
almacenado en una posición del  arreglo de flujos máximos individuales 𝑓𝑙𝑢𝑚𝑎𝑥. La estructura 




vectorial 𝑓𝑙𝑢𝑗𝑜𝑡 contiene tantas entradas como nodos sumideros existen en 𝑇, y cada entrada 
contiene la matriz de flujo máximo del nodo 𝑡𝑖.  Los resultados devueltos, significan que en 𝐺𝑖
′, 
representado mediante el arreglo 𝑓𝑙𝑢𝑗𝑜𝑡(𝑖). 𝑓𝑙𝑢𝑗𝑜 existen máximo 𝑓𝑙𝑢𝑚𝑎𝑥(𝑖) caminos disyuntos 
desde 𝑠 hasta 𝑡𝑖. 
El Algoritmo  3.4, internamente, calcula el grafo de  flujo máximo 𝐺𝑖
′ para el  sumidero 𝑡𝑖 ∈ 𝑇  
dentro de la matriz 𝑓𝑙𝑢𝑗𝑜 (grafo residual de 𝐺 para 𝑡𝑖) de tamaño 𝑛𝑛 × 𝑛𝑛. También se calcula el 
valor del flujo máximo individual 𝑓𝐺𝑖
′ desde 𝑠 hacia  𝑡𝑖 en la variable 𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥.  
Los Algoritmos 3.5 y 3.6, cada vez que son llamados, calculan un camino aumentado (𝜋) 𝑐𝑎𝑚𝑖𝑛𝑜, a 
partir de la matriz de capacidad 𝐶 (grafo de comunicaciones 𝐺), y del estado del  𝑓𝑙𝑢𝑗𝑜 en el 
momento en que es llamado.  Este camino es registrado por el Algoritmo  3.4 en la matriz 𝑓𝑙𝑢𝑗𝑜 a 
través de los enlaces que lo constituyen. Como consecuencia del  modelo de red que se estableció, 
donde todos los enlaces  de 𝐺 tienen una capacidad de un paquete por unidad de tiempo, el valor del 
cuello de botella para cada camino aumentado es 1. Por tanto, para cada enlace hacia adelante, el 
𝑓𝑙𝑢𝑗𝑜 se incrementa en 1; y para cada enlace hacia atrás, el 𝑓𝑙𝑢𝑗𝑜 se decrementa en 1. Además, se 
incrementa en 1 la variable 𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥 cada vez que se registra un camino. Por lo anterior, para cada 
enlace (𝑢, 𝑣) en un camino aumentado, si 𝐶(𝑢, 𝑣) = 1 y 𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑣) = 0, los valores del 𝑓𝑙𝑢𝑗𝑜 se 
actualizarán como 𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑣) = 1 y 𝑓𝑙𝑢𝑗𝑜(𝑣, 𝑢) = −1.  Si 𝐶(𝑣, 𝑢) = 0 y 𝑓(𝑣, 𝑢) = −1, los 
valores del flujo se actualizarán como 𝑓𝑙𝑢𝑗𝑜(𝑣, 𝑢) = 0 y 𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑣) = 0. Esto último, determina la 
anulación del enlace (𝑢, 𝑣) en el camino aumentado. 
A partir del registro del segundo camino aumentado obtenido, y en adelante, se revisa que no 
existan  nodos comunes entre el último camino calculado y los ya establecidos en la matriz 𝑓𝑙𝑢𝑗𝑜. 
Esto implica un ciclo de revisión en las columnas de la matriz 𝑓𝑙𝑢𝑗𝑜, desde la ubicada en la segunda 
posición hasta la ubicada en la posición previa al sumidero 𝑡𝑖, de tal forma que si hay una columna 
𝑘 con dos celdas 𝑓𝑙𝑢𝑗𝑜(𝑤1, 𝑘) = 1 y 𝑓𝑙𝑢𝑗𝑜(𝑤2, 𝑘) = 1, se almacenan las posiciones de las filas 𝑤1 
y 𝑤2  en el arreglo 𝑝𝑜𝑠𝑐.  
Si el arreglo 𝑝𝑜𝑠𝑐 no está  vacío, se elimina el camino aumentado registrado previamente en la 
matriz 𝑓𝑙𝑢𝑗𝑜, reversando los incrementos y decrementos que se llevaron a cabo. También se 
decrementa en 1 el 𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥. Sea (𝑝, 𝑘) el enlace del último camino aumentado actualizado tal 
que 𝑝 está en 𝑝𝑜𝑠𝑐. Se actualiza 𝐶(𝑝, 𝑘) = 0 para evitar que  el algoritmo que calcula el camino 
aumentado (Algoritmo  3.5 o Algoritmo  3.6), tome este enlace  nuevamente y, en consecuencia, 
genere otro camino aumentado distinto al anterior. Es decir, se elimina (𝑝, 𝑘) del grafo 𝐺 original, 
resultando un nuevo grafo 𝐺 recortado. 
Algoritmo  3.4: Flujo_Máximo 
Entrada: Arreglos 𝐶 Escalar 𝑜𝑟𝑖𝑔𝑒𝑛, 𝑑𝑒𝑠𝑡𝑖𝑛𝑜, 𝑛𝑛 
Salida: Arreglos 𝑓𝑙𝑢𝑗𝑜 Escalar 𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥   
1 𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑣) = 0, ∀𝑢, 𝑣 = 1,… , 𝑛𝑛; 
2 𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥 = 0; 
3 𝑐𝑎𝑚𝑖𝑛𝑜 =Aumentado(𝑓𝑙𝑢𝑗𝑜, 𝐶, 𝑜𝑟𝑖𝑔𝑒𝑛, 𝑑𝑒𝑠𝑡𝑖𝑛𝑜); 
4 𝑗 = 0; 
5 Mientras 𝑐𝑎𝑚𝑖𝑛𝑜 ≠ ∅ 




6    Para cada enlace (𝑢, 𝑣) ∈ 𝑐𝑎𝑚𝑖𝑛𝑜     
7       𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑣) + +; 
8       𝑓𝑙𝑢𝑗𝑜(𝑣, 𝑢) − −; 
9    Fin Para 
10    𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥 + +; 
11    𝑗 + +; 
12    Si 𝑗 == 1 
13       𝑐𝑎𝑚𝑖𝑛𝑜 =Aumentado(𝑓𝑙𝑢𝑗𝑜, 𝐶, 𝑜𝑟𝑖𝑔𝑒𝑛, 𝑑𝑒𝑠𝑡𝑖𝑛𝑜); 
14    Fin Si 
15    Si 𝑗 ≥ 2 
16       Sea 𝑝𝑜𝑠𝑐 el conjunto de posiciones 𝑤 en 𝑓𝑙𝑢𝑗𝑜𝑇 tal que 
          𝑓𝑙𝑢𝑗𝑜(𝑘, 𝑤) == 1 ∧ |𝑓𝑙𝑢𝑗𝑜𝑇(𝑘)|=1 == 2, para algún 𝑘 = 2,… , 𝑑𝑒𝑠𝑡𝑖𝑛𝑜 − 1; 
17       Si 𝑝𝑜𝑠𝑐 ≠ ∅ 
18          Para cada enlace (𝑢, 𝑣) ∈ 𝑐𝑎𝑚𝑖𝑛𝑜     
19             𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑣) − −; 
20             𝑓𝑙𝑢𝑗𝑜(𝑣, 𝑢) + +; 
21          Fin Para 
22          𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥 − −; 
23          𝑝 = 𝑐𝑎𝑚𝑖𝑛𝑜 ∩ 𝑝𝑜𝑠𝑐; 
24          𝐶(𝑝, 𝑘) = 0; 
25       Fin Si 
26       𝑐𝑎𝑚𝑖𝑛𝑜 =Aumentado(𝑓𝑙𝑢𝑗𝑜, 𝐶, 𝑜𝑟𝑖𝑔𝑒𝑛, 𝑑𝑒𝑠𝑡𝑖𝑛𝑜); 
27    Fin Si 
28 Fin Mientras 
29 Retornar 𝑓𝑙𝑢𝑗𝑜, 𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥; 
3.2.2.1 Cálculo del camino aumentado por Búsqueda en Anchura 
El Algoritmo  3.5 calcula un camino aumentado desde el nodo 𝑜𝑟𝑖𝑔𝑒𝑛 (𝑠) hasta un nodo 𝑑𝑒𝑠𝑡𝑖𝑛𝑜 
(𝑡𝑖) utilizando el método BFS [14], [113], [114] o búsqueda en anchura (Breadth-First-Search) cada 
vez que es llamado desde el Algoritmo  3.4. En este algoritmo se observa, en la línea 13, que para  
el  último nodo extraído de  la cola 𝑞, el nodo 𝑐, que forma el enlace (𝑢, 𝑐), entra en 𝑞 cuando no ha 
sido revisado (está de color BLANCO y 𝐶(𝑢, 𝑐) > 𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑐)).  Además se cambia su color a 
GRIS y su predecesor, 𝑝𝑟𝑒𝑑(𝑐) pasa a ser 𝑢. La segunda condición en la  línea 13 determina que 
para algún 𝐶(𝑢, 𝑐) = 0 y 𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑐) = −1 (establecido en el Algoritmo  3.4), se inserte el nodo 𝑐 
en 𝑞 y se establezca un enlace (𝑢, 𝑐) en 𝑐𝑎𝑚𝑖𝑛𝑜 que no respete el orden topológico de los nodos. Es 
importante destacar, que en este  algoritmo, solo se explora desde el nodo 𝑜𝑟𝑖𝑔𝑒𝑛 hasta el  nodo 
𝑑𝑒𝑠𝑡𝑖𝑛𝑜, y no todos los nodos del grafo 𝐺 representado en la matriz 𝐶. 
Entre las líneas 20 y 26, se calcula el camino aumentado 𝑐𝑎𝑚𝑖𝑛𝑜, siempre que se cumpla que el 
color del 𝑑𝑒𝑠𝑡𝑖𝑛𝑜 sea NEGRO. 
Algoritmo  3.5: Aumentado-BFS 
Entrada: Arreglos 𝑓𝑙𝑢𝑗𝑜, 𝐶 Escalar 𝑜𝑟𝑖𝑔𝑒𝑛, 𝑑𝑒𝑠𝑡𝑖𝑛𝑜 
Salida: Arreglos 𝑐𝑎𝑚𝑖𝑛𝑜  
1 BLANCO = 0; 
2 GRIS = 1; 




3 NEGRO = 2; 
4 𝑐𝑜𝑙𝑜𝑟(𝑖) = BLANCO, ∀𝑖 = 1,… , 𝑑𝑒𝑠𝑡𝑖𝑛𝑜; 
5 Adicionar 𝑜𝑟𝑖𝑔𝑒𝑛 a la cola 𝑞; 
6 𝑐𝑎𝑚𝑖𝑛𝑜 = ∅; 
7 𝑐𝑜𝑙𝑜𝑟(𝑜𝑟𝑖𝑔𝑒𝑛) = GRIS; 
8 𝑝𝑟𝑒𝑑(𝑖) = 0, ∀𝑖 = 1, … , 𝑑𝑒𝑠𝑡𝑖𝑛𝑜; 
9 Mientras 𝑞 ≠ ∅ 
10    Extraer elemento de la cola 𝑞 y almacenarlo en 𝑢; 
11    𝑐𝑜𝑙𝑜𝑟(𝑢) = NEGRO; 
12    Para 𝑐 = 1: 𝑑𝑒𝑠𝑡𝑖𝑛𝑜 
13       Si 𝑐𝑜𝑙𝑜𝑟(𝑐) == BLANCO ∧ 𝐶(𝑢, 𝑐) > 𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑐) 
14          Adicionar 𝑐 a la cola 𝑞; 
15          𝑐𝑜𝑙𝑜𝑟(𝑐) = GRIS; 
16          𝑝𝑟𝑒𝑑(𝑐) = 𝑢; 
17       Fin Si 
18    Fin Para 
19 Fin Mientras 
20 Si 𝑐𝑜𝑙𝑜𝑟(𝑑𝑒𝑠𝑡𝑖𝑛𝑜) == NEGRO; 
21    𝑡𝑒𝑚𝑝 = 𝑑𝑒𝑠𝑡𝑖𝑛𝑜; 
22    Mientras 𝑝𝑟𝑒𝑑(𝑡𝑒𝑚𝑝) ≠ 𝑜𝑟𝑖𝑔𝑒𝑛; 
23       Adicionar 𝑝𝑟𝑒𝑑(𝑡𝑒𝑚𝑝) a 𝑐𝑎𝑚𝑖𝑛𝑜; 
24       𝑡𝑒𝑚𝑝 = 𝑝𝑟𝑒𝑑(𝑡𝑒𝑚𝑝); 
25    Fin Mientras 
26    𝑐𝑎𝑚𝑖𝑛𝑜 = [𝑜𝑟𝑖𝑔𝑒𝑛 𝑐𝑎𝑚𝑖𝑛𝑜 𝑑𝑒𝑠𝑡𝑖𝑛𝑜]; 
27 Fin Si 
28 Retornar 𝑐𝑎𝑚𝑖𝑛𝑜; 
3.2.2.2 Cálculo del camino aumentado por Búsqueda en Profundidad 
El Algoritmo  3.6 determina un camino aumentado desde el nodo 𝑜𝑟𝑖𝑔𝑒𝑛 (𝑠) hasta  un nodo 
𝑑𝑒𝑠𝑡𝑖𝑛𝑜 (𝑡𝑖) utilizando el  método DFS[14], [115] o búsqueda en profundidad (Depth-First-Search) 
cada vez que es llamado por el Algoritmo  3.4. En la línea 6, se llama al  Algoritmo  3.7 o Visita-
DFS para que construya, a partir del nodo 𝑜𝑟𝑖𝑔𝑒𝑛 (𝑠), la lista de los nodos predecesores y el arreglo 
de colores de cada nodo hasta el nodo 𝑑𝑒𝑠𝑡𝑖𝑛𝑜 (𝑡𝑖). Luego, se calcula el camino aumentado 
𝑐𝑎𝑚𝑖𝑛𝑜 entre las líneas 8 y 11, siempre que se cumpla que el color del 𝑑𝑒𝑠𝑡𝑖𝑛𝑜 sea NEGRO. 
Algoritmo  3.6: Aumentado-DFS 
Entrada: Arreglos 𝑓𝑙𝑢𝑗𝑜, 𝐶 Escalar 𝑜𝑟𝑖𝑔𝑒𝑛, 𝑑𝑒𝑠𝑡𝑖𝑛𝑜 
Salida: Arreglos 𝑐𝑎𝑚𝑖𝑛𝑜  
1 BLANCO = 0; 
2 GRIS = 1; 
3 NEGRO = 2; 
4 𝑐𝑜𝑙𝑜𝑟(𝑖) = BLANCO, ∀𝑖 = 1,… , 𝑑𝑒𝑠𝑡𝑖𝑛𝑜; 
5 𝑝𝑟𝑒𝑑(𝑖) = 0, ∀𝑖 = 1, … , 𝑑𝑒𝑠𝑡𝑖𝑛𝑜; 
6 [𝑐𝑜𝑙𝑜𝑟, 𝑝𝑟𝑒𝑑]  =Visita-DFS(𝑓𝑙𝑢𝑗𝑜, 𝐶, 𝑐𝑜𝑙𝑜𝑟, 𝑝𝑟𝑒𝑑, 𝑜𝑟𝑖𝑔𝑒𝑛, 𝑑𝑒𝑠𝑡𝑖𝑛𝑜, BLANCO, GRIS, NEGRO);  
7 𝑐𝑎𝑚𝑖𝑛𝑜 = ∅; 
8 Si 𝑐𝑜𝑙𝑜𝑟(𝑑𝑒𝑠𝑡𝑖𝑛𝑜) == NEGRO; 




9    𝑡𝑒𝑚𝑝 = 𝑑𝑒𝑠𝑡𝑖𝑛𝑜; 
10    Mientras 𝑝𝑟𝑒𝑑(𝑡𝑒𝑚𝑝) ≠ 𝑜𝑟𝑖𝑔𝑒𝑛; 
11       Adicionar 𝑝𝑟𝑒𝑑(𝑡𝑒𝑚𝑝) a 𝑐𝑎𝑚𝑖𝑛𝑜; 
12       𝑡𝑒𝑚𝑝 = 𝑝𝑟𝑒𝑑(𝑡𝑒𝑚𝑝); 
13    Fin Mientras 
14    𝑐𝑎𝑚𝑖𝑛𝑜 = [𝑜𝑟𝑖𝑔𝑒𝑛 𝑐𝑎𝑚𝑖𝑛𝑜 𝑑𝑒𝑠𝑡𝑖𝑛𝑜]; 
15 Fin Si 
16 Retornar 𝑐𝑎𝑚𝑖𝑛𝑜; 
 
En cada llamada del Algoritmo  3.7, se cambia el color del nodo raiz 𝑢 (actúa como 𝑜𝑟𝑖𝑔𝑒𝑛 en cada 
llamado) a GRIS, y se toman como adyacentes todos los nodos desde el 𝑜𝑟𝑖𝑔𝑒𝑛 hasta el  𝑑𝑒𝑠𝑡𝑖𝑛𝑜. 
Si existe un enlace directo entre el nodo 𝑢 y el nodo 𝑑𝑒𝑠𝑡𝑖𝑛𝑜, se  intercambian las posiciones del 
primer nodo en la  lista de  adyacencia y la del nodo destino. Esto con el fin de encontrar más 
rápidamente un camino aumentado hacia el 𝑑𝑒𝑠𝑡𝑖𝑛𝑜 y no bloquear otros caminos que puedan 
conducir posteriormente hacia este nodo, consecuencia del ordenamiento topológico de los  nodos. 
Entre las líneas 7 a 12, se realiza el  ciclo de  revisión de los nodos en la lista de adyacencia, si el 
color del nodo es BLANCO y 𝐶(𝑢, 𝑐) > 𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑐), se asigna como 𝑝𝑟𝑒𝑑(𝑐) a 𝑢 y se sigue 
invocando recursivamente la Visita-DFS con el nodo 𝑐. Finalmente, después que cada nodo 𝑢 es  
explorado, se colorea de  NEGRO. Al igual que se especificó  en BFS, la segunda condición en la 
línea 8 determina que para algún 𝐶(𝑢, 𝑐) = 0 y 𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑐) = −1 (establecido en el Algoritmo  
3.4), se establezca un enlace (𝑢, 𝑐) en 𝑐𝑎𝑚𝑖𝑛𝑜 que no respete el orden topológico de los nodos. Es 
importante destacar, que en este  algoritmo, solo se explora desde el nodo 𝑜𝑟𝑖𝑔𝑒𝑛 hasta el  nodo 
𝑑𝑒𝑠𝑡𝑖𝑛𝑜, y no todos los nodos del grafo 𝐺 representado en la matriz 𝐶. 
Ejemplo 3.11: En la Figura 3.11, si se sigue la búsqueda de los caminos aumentados desde 1 hasta 
8 sin realizar el intercambio para los adyacentes al nodo 2, se hallaría como primer camino [1 2 5 
8]. Esto conlleva que no se  puedan establecer  más caminos, ya que cualquier otro no sería 
disyunto con el primero. En cambio, sí se establece el orden de los nodos adyacentes a 2, colocando 
en primer lugar al nodo 𝑑𝑒𝑠𝑡𝑖𝑛𝑜 8, se obtendrían los caminos disyuntos en el siguiente orden: [1 2 
8] y [1 3 5 8]. 
  
Algoritmo  3.7: Visita-DFS 
Entrada: Arreglos 𝑓𝑙𝑢𝑗𝑜, 𝐶, 𝑐𝑜𝑙𝑜𝑟, 𝑝𝑟𝑒𝑑 Escalar 𝑢, 𝑑𝑒𝑠𝑡𝑖𝑛𝑜, BLANCO, GRIS, NEGRO 
Salida: Arreglos 𝑐𝑜𝑙𝑜𝑟, 𝑝𝑟𝑒𝑑  
1 𝑐𝑜𝑙𝑜𝑟(𝑢) = GRIS; 
2 𝑎𝑑𝑦(𝑖) = 𝑖, ∀𝑖 = 1,… , 𝑑𝑒𝑠𝑡𝑖𝑛𝑜; 
3 Si 𝐶(𝑢, 𝑑𝑒𝑠𝑡𝑖𝑛𝑜) == 1 
4    Sea 𝑝𝑜𝑠𝑓𝑖𝑛 tal que 𝑎𝑑𝑦(𝑝𝑜𝑠𝑓𝑖𝑛) == 𝑑𝑒𝑠𝑡𝑖𝑛𝑜; 
5    Intercambiar 𝑎𝑑𝑦(1) con 𝑎𝑑𝑦(𝑝𝑜𝑠𝑓𝑖𝑛); 
6 Fin Si 
7 Para cada 𝑐 en 𝑎𝑑𝑦 
8    Si 𝑐𝑜𝑙𝑜𝑟(𝑐) == BLANCO ∧ 𝐶(𝑢, 𝑐) > 𝑓𝑙𝑢𝑗𝑜(𝑢, 𝑐) 
9       𝑝𝑟𝑒𝑑(𝑐) = 𝑢; 
10       [𝑐𝑜𝑙𝑜𝑟, 𝑝𝑟𝑒𝑑]  =Visita-DFS(𝐶, 𝑐, 𝑐𝑜𝑙𝑜𝑟, 𝑝𝑟𝑒𝑑, 𝑓𝑙𝑢𝑗𝑜, 𝑑𝑒𝑠𝑡𝑖𝑛𝑜, BLANCO, GRIS, NEGRO); 




11    Fin Si 
12 Fin Para 
13 𝑐𝑜𝑙𝑜𝑟(𝑢) = NEGRO; 
14 Retornar 𝑐𝑜𝑙𝑜𝑟, 𝑝𝑟𝑒𝑑; 
 
Ejemplo 3.12: La Figura 3.11 muestra el grafo de comunicaciones 𝐺 de 12 nodos, a partir del cual 
se explicará el  funcionamiento del Algoritmo  3.4 para obtener el grafo de flujo máximo 𝐺11
′ . La  
Figura 3.12 presenta el proceso de construcción utilizando BFS para  el cálculo de los caminos  
aumentados expuesto en el Algoritmo  3.5. Se observa en (a) y (b) que los dos  primeros caminos 
aumentados obtenidos son disyuntos; sin embargo, el camino aumentado obtenido en (c):[1 4 6 9 
11],  presenta un nodo en común con el camino en (b), por tanto, este último es eliminado. El flujo 
máximo 𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥 toma los valores 1,2 y 3 en (a),(b) y (c), respectivamente. No obstante, por la 
eliminación del camino en (c), se vuelve a restituir su valor a 2. Además, del grafo de 
comunicaciones 𝐺 (matriz de capacidad de la Tabla 3.1(a)), se elimina el enlace (4,6), resultando el 
grafo 𝐺 recortado mostrado en (d), correspondiente con la matriz de capacidad de la Tabla 3.1(b). 
El grafo 𝐺 recortado, no permitirá al algoritmo de cálculo del camino aumentado volver a generar el 
camino en (c). En (e), se  muestra el cálculo del último camino aumentado sobre el grafo 𝐺 
recortado en (d), resultando el grafo 𝐺11
′ , donde  todos los caminos son disyuntos. 
 
Figura 3.11 Grafo de comunicaciones 𝐺 de 12 nodos 
 
Figura 3.12 Construcción de 𝐺11
′  para 𝐺 de 12 nodos con Aumentado-BFS 
Tabla 3.1 Matrices de capacidades para 𝐺 de 12 nodos: (a) Original y (b) Recortada 
 
 1  2  3  4  5  6  7  8  9 10 11 12    1  2  3  4  5  6  7  8  9 10 11 12 
1 0 1 1 1 0 0 0 0 0 0 0 0  1 0 1 1 1 0 0 0 0 0 0 0 0 
2 0 0 0 0 1 0 0 1 0 0 0 0  2 0 0 0 0 1 0 0 1 0 0 0 0 
3 0 0 0 0 1 1 0 0 1 0 0 0  3 0 0 0 0 1 1 0 0 1 0 0 0 
4 0 0 0 0 0 1 1 0 0 0 0 0  4 0 0 0 0 0 0 1 0 0 0 0 0 
5 0 0 0 0 0 0 0 1 1 0 1 0  5 0 0 0 0 0 0 0 1 1 0 1 0 
6 0 0 0 0 0 0 0 0 1 1 1 0  6 0 0 0 0 0 0 0 0 1 1 1 0 
7 0 0 0 0 0 0 0 0 0 1 0 0  7 0 0 0 0 0 0 0 0 0 1 0 0 




8 0 0 0 0 0 0 0 0 0 0 0 0  8 0 0 0 0 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 0 0 1 1  9 0 0 0 0 0 0 0 0 0 0 1 1 
10 0 0 0 0 0 0 0 0 0 0 1 1  10 0 0 0 0 0 0 0 0 0 0 1 1 
11 0 0 0 0 0 0 0 0 0 0 0 0  11 0 0 0 0 0 0 0 0 0 0 0 0 
12 0 0 0 0 0 0 0 0 0 0 0 0  12 0 0 0 0 0 0 0 0 0 0 0 0 
(a)  (b) 
 
Ejemplo 3.13: La Figura 3.13 muestra el proceso de construcción del grafo de  flujo máximo 
𝐺11
′ utilizando DFS expuesta en el Algoritmo  3.6.  En  (a), se observa el primer camino hallado. En 
(b), el segundo camino, tiene el  nodo 5 coincidente con el camino en (a). Por tanto, el camino en 
(b) es eliminado. El flujo máximo 𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥 toma los valores 1 y 2 en (a) y (b), respectivamente. 
Sin embargo, su valor se restituye a 1 después de eliminar el camino. Del grafo 𝐺 (matriz de  
capacidad de la Tabla 3.2(a)), se elimina el enlace (3,5), generando el grafo 𝐺 recortado mostrado 
en (c), que corresponde con la matriz de capacidad de la Tabla 3.2(b). El grafo recortado se utilizará  
para establecer el siguiente camino aumentado, el  cual ya no tomará el enlace (3,5), como se 
observa en (d). En (e), se  observa que dado que 𝐶(6,3) = 0 y que por el camino aumentado 
hallado en (d), el 𝑓𝑙𝑢𝑗𝑜(6,3) = −1, se  logra calcular el camino aumentado [1 4 6 3 9 11]. Este 
camino aumentado implicaría la actualización del flujo así: 𝑓𝑙𝑢𝑗𝑜(6,3) = 0 y 𝑓𝑙𝑢𝑗𝑜(3,6) = 0, lo 
cual elimina el enlace (3,6) de la matriz de 𝑓𝑙𝑢𝑗𝑜. La matriz de 𝑓𝑙𝑢𝑗𝑜 resultante se observa en (f), 
donde el 𝑓𝑙𝑢𝑗𝑜𝑚𝑎𝑥 = 3, y se muestra que dos  caminos, para alcanzar el nodo sumidero 11, 
resultan de la combinación de los caminos hallados en (d) y (e). 
 
Figura 3.13 Construcción de 𝐺11
′  para 𝐺 de 12 nodos con Aumentado-DFS 
Tabla 3.2 Matrices de capacidades para 𝐺 de 12 nodos: (a) Original y (b) Recortada 
 
 1  2  3  4  5  6  7  8  9 10 11 12    1  2  3  4  5  6  7  8  9 10 11 12 
1 0 1 1 1 0 0 0 0 0 0 0 0  1 0 1 1 1 0 0 0 0 0 0 0 0 
2 0 0 0 0 1 0 0 1 0 0 0 0  2 0 0 0 0 1 0 0 1 0 0 0 0 
3 0 0 0 0 1 1 0 0 1 0 0 0  3 0 0 0 0 0 1 0 0 1 0 0 0 
4 0 0 0 0 0 1 1 0 0 0 0 0  4 0 0 0 0 0 1 1 0 0 0 0 0 
5 0 0 0 0 0 0 0 1 1 0 1 0  5 0 0 0 0 0 0 0 1 1 0 1 0 
6 0 0 0 0 0 0 0 0 1 1 1 0  6 0 0 0 0 0 0 0 0 1 1 1 0 
7 0 0 0 0 0 0 0 0 0 1 0 0  7 0 0 0 0 0 0 0 0 0 1 0 0 
8 0 0 0 0 0 0 0 0 0 0 0 0  8 0 0 0 0 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 0 0 1 1  9 0 0 0 0 0 0 0 0 0 0 1 1 
10 0 0 0 0 0 0 0 0 0 0 1 1  10 0 0 0 0 0 0 0 0 0 0 1 1 
11 0 0 0 0 0 0 0 0 0 0 0 0  11 0 0 0 0 0 0 0 0 0 0 0 0 
12 0 0 0 0 0 0 0 0 0 0 0 0  12 0 0 0 0 0 0 0 0 0 0 0 0 
(a)  (b) 
 
Ejemplo 3.14: En resumen,  en la Figura 3.14, se presentan los grafos de flujo máximo 𝐺𝑖
′ para 
cada sumidero en 𝑇 = {8,11,12}. Estos grafos se obtuvieron, aplicando BFS para el cálculo de los 
caminos aumentados sobre el grafo de comunicaciones de la Figura 3.11. Se observa que el grafo 
en (b) es el  mismo de la Figura 3.12 (e) solo con los enlaces utilizados. Además, se observa que 




los flujos máximos de estos grafos son, respectivamente (a) 2, (b) 3 y (c) 2. Por tanto, el grafo de 
(b) se debe llevar a un grafo de flujo máximo 2 para unificar los  flujos máximos a uno solo. 
 
Figura 3.14 Grafos unicast de flujo máximo 𝐺𝑖
′ para cada  𝑡𝑖 ∈ 𝑇 = {8,11,12} en 𝐺 de 12 nodos a 
través de BFS 
3.2.3 Igualación de los flujos 
En el Algoritmo  3.3, entre las líneas 5 a 12, se ejecuta la  igualación de los flujos máximos, de tal  
forma que todos los grafos 𝐺𝑖
′ desde el  nodo fuente 𝑠 hasta los sumideros 𝑡𝑖 en 𝑇, tengan el mismo 
flujo máximo. Este flujo corresponde, según el teorema del  mínimo flujo máximo [5], al mínimo 
valor (𝑓𝑙𝑢𝑚𝑖𝑛) de los  flujos almacenados en el arreglo 𝑓𝑙𝑢𝑚𝑎𝑥.  
En el Algoritmo  3.3, los arreglos 𝑓𝑚𝑝𝑜𝑠 y 𝑓𝑚𝑣𝑎𝑙 almacenan, respectivamente, los identificadores 
𝑖 y los flujos máximos individuales 𝑓𝑙𝑢𝑚𝑎𝑥(𝑖) para cada sumidero 𝑡𝑖 que sobrepase el mínimo 
flujo máximo común 𝑓𝑙𝑢𝑚𝑖𝑛. 
Entre las líneas 7 a 12 del Algoritmo  3.3, se evalúa cada uno de  los identificadores de nodos 
sumideros 𝑖 almacenados en 𝑓𝑚𝑝𝑜𝑠, hacia los cuales se sobrepasa el mínimo flujo máximo. El 
objetivo es eliminar los 𝑓𝑚𝑣𝑎𝑙(𝑖) − 𝑓𝑙𝑢𝑚𝑖𝑛 caminos que conllevan este sobrepaso.  Para llevar a 
cabo esta labor, se llama al procedimiento Eliminación_Camino  con los parámetros 𝑓𝑙𝑢𝑗𝑜𝑡 e 𝑖, el 
cual devuelve el arreglo 𝑓𝑙𝑢𝑗𝑜𝑡, con la matriz 𝑓𝑙𝑢𝑗𝑜 asociada al identificador de nodo sumidero 𝑖 
ajustada al mínimo flujo máximo 𝑓𝑙𝑢𝑚𝑖𝑛. La Eliminación_Camino se puede  ejecutar mediante la 
eliminación del primer camino del conjunto de caminos (Algoritmo  3.8) o mediante la eliminación 
del camino más largo (Algoritmo  3.9). 
3.2.3.1 Eliminación del primer camino  
El Algoritmo  3.8 elimina los primeros caminos, que aparecen en orden topológico, de la lista de 
caminos que finalizan en el  nodo sumidero 𝑡𝑖. Dado que todos los caminos son disyuntos, solo 
tienen en común el nodo fuente (𝑠 = 1) y el nodo sumidero 𝑡𝑖. El fin del algoritmo, en cada 
llamada, es eliminar los enlaces (𝑥, 𝑦) que conforman el primero de los caminos que converge en 𝑡𝑖, 
según el orden topológico de los nodos. Es decir, dados los caminos 𝑐1: 𝑠 → 𝑘 → ⋯ → 𝑡𝑖 y 𝑐2: 𝑠 →
𝑙 → ⋯ → 𝑡𝑖 , donde topológicamente, el nodo 𝑘 está primero que el nodo 𝑙 o 𝑘 < 𝑙, luego el camino 
𝑐1 estará primero que el  camino 𝑐2. 
La variable 𝑥, que actúa como el nodo origen de cada enlace, se inicia en el nodo fuente (que para el 
efecto es el  nodo con etiqueta 1), luego se entra al ciclo donde 𝑥 debe ser diferente del valor de la 
etiqueta 𝑖 correspondiente al nodo sumidero. Al interior del ciclo, se busca dentro del 




𝑓𝑙𝑢𝑗𝑜𝑡(𝑖). 𝑓𝑙𝑢𝑗𝑜 correspondiente al sumidero 𝑖 en revisión, el nodo destino del enlace saliente de 𝑥 
y se almacena en el arreglo 𝑎. Cuando 𝑥 toma el valor 1, los enlaces salientes serán múltiples como 
consecuencia de  los 𝑓𝑙𝑢𝑚𝑎𝑥(𝑖) caminos que se han derivado desde este nodo para alcanzar 𝑡𝑖. 
Esto conlleva que, en la primera iteración, el arreglo 𝑎 contenga más de un valor de nodo destino, 
por tanto, en la línea 4 se asegura tomar el  primer nodo destino en la variable 𝑦. Para las demás 
iteraciones, en 𝑎 solo habrá un valor de nodo destino por la disyunción de los  caminos. Lo 
siguiente es  anular el enlace (𝑥, 𝑦), y el nodo 𝑦 pasa de ser destino en el enlace actual a origen en el 
enlace de la siguiente iteración.  
Algoritmo  3.8: Eliminacion_Camino (Primera) 
Entrada: Arreglos 𝑓𝑙𝑢𝑗𝑜𝑡 Escalar 𝑖 
Salida: Arreglos 𝑓𝑙𝑢𝑗𝑜𝑡  
1 𝑥 = 1; 
2 Mientras 𝑥 ≠ 𝑖 
3    Almacenar 𝑘 en 𝑎 tal que 𝑓𝑙𝑢𝑗𝑜𝑡(𝑖). 𝑓𝑙𝑢𝑗𝑜(𝑥, 𝑘) ≠ 0; 
4    𝑦 = 𝑎(1); 
5    𝑓𝑙𝑢𝑗𝑜𝑡(𝑖). 𝑓𝑙𝑢𝑗𝑜(𝑥, 𝑦) = 0; 
6    𝑥 = 𝑦; 
7 Fin Mientras 
8 Retornar 𝑓𝑙𝑢𝑗𝑜𝑡; 
3.2.3.2 Eliminación del camino más largo 
El Algoritmo  3.9 también se  puede  utilizar para eliminar caminos de un grafo de flujo máximo 𝐺𝑖
′. 
La característica principal de este algoritmo, es la eliminación del camino más largo del conjunto de 
𝑓𝑙𝑢𝑚𝑎𝑥(𝑖) caminos que convergen en el sumidero 𝑡𝑖.  
El algoritmo recibe el identificador 𝑖 del sumidero 𝑡𝑖,  junto con el arreglo matricial 𝑓𝑙𝑢𝑗𝑜𝑡. Estas 
variables,  junto con el valor del nodo fuente 𝑠 (𝑠 = 1), son utilizados para llamar la función 
𝑡𝑜𝑑𝑎𝑠_𝑙𝑎𝑠_𝑟𝑢𝑡𝑎𝑠 (sección 2.5.4), la cual devuelve en la estructura vectorial 𝑟𝑢𝑡𝑎𝑠, todos los 
caminos que  constituyen el flujo máximo entre 𝑠 y el sumidero 𝑡𝑖 evaluado.  
El primer ciclo, entre las líneas 2 y 8, determina en qué posición de 𝑟𝑢𝑡𝑎𝑠 está el camino más largo. 
El segundo ciclo, entre las líneas 9 y 13, elimina el camino más largo, anulando cada uno de sus 
enlaces (𝑥, 𝑦).  
Algoritmo  3.9: Eliminacion_Camino (Más Largo) 
Entrada: Arreglos 𝑓𝑙𝑢𝑗𝑜𝑡 Escalar 𝑖 
Salida: Arreglos 𝑓𝑙𝑢𝑗𝑜𝑡  
1 𝑟𝑢𝑡𝑎𝑠 = 𝑡𝑜𝑑𝑎𝑠_𝑙𝑎𝑠_𝑟𝑢𝑡𝑎𝑠(1, 𝑖, 𝑓𝑙𝑢𝑗𝑜𝑡(𝑖). 𝑓𝑙𝑢𝑗𝑜); 
2 𝑟𝑢𝑡𝑚𝑎𝑥 = 0; 
3 Para 𝑘 = 1: |𝑟𝑢𝑡𝑎𝑠| 
4    Si |𝑟𝑢𝑡𝑎𝑠(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜| > 𝑟𝑢𝑡𝑚𝑎𝑥 
5       𝑟𝑢𝑡𝑚𝑎𝑥 = |𝑟𝑢𝑡𝑎𝑠(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜|; 
6       𝑝𝑜𝑠𝑚𝑎𝑥 = 𝑘; 
7    Fin Si 
8 Fin Para 




9 𝑥 = 1; 
9 Para 𝑙 = 2: |𝑟𝑢𝑡𝑎𝑠(𝑝𝑜𝑠𝑚𝑎𝑥). 𝑐𝑎𝑚𝑖𝑛𝑜| 
10    𝑦 = 𝑟𝑢𝑡𝑎𝑠(𝑝𝑜𝑠𝑚𝑎𝑥). 𝑐𝑎𝑚𝑖𝑛𝑜(𝑙); 
11    𝑓𝑙𝑢𝑗𝑜𝑡(𝑖). 𝑓𝑙𝑢𝑗𝑜(𝑥, 𝑦) = 0; 
12    𝑥 = 𝑦; 
13 Fin Para 
14 Retornar 𝑓𝑙𝑢𝑗𝑜𝑡; 
 
Ejemplo 3.15: El grafo de la Figura 3.14 (b), resultante de BFS, se iguala hasta el mínimo flujo 
máximo 2, eliminando el primer camino o el camino más largo, según lo previamente explicado. 
Eliminando el primer camino, se obtiene el grafo de la Figura 3.15(a), y eliminando el camino más 
largo, se obtiene el grafo de la Figura 3.15(b). 
 
En el primer caso, se  elimina el camino [1 2 5 11], ya que en orden topológico, el segundo nodo 
etiquetado con 2 es menor que 3 y 4, que son los segundos nodos de los caminos restantes. En el 
segundo caso, se elimina el camino [1 4 7 10 11], ya que es el camino de mayor longitud de los tres 
que finalizan en 11.  
3.2.4 Creación del Grafo de Mínimo Flujo Máximo  ′ 
Entre las líneas 13 a 20 se obtiene el grafo de mínimo flujo máximo 𝐺′  en la matriz 𝑓𝑙𝑚𝑖𝑛 de 
tamaño 𝑛𝑛 × 𝑛𝑛 a través  de la mezcla de los 𝐺𝑖
′, 1 ≤ 𝑖 ≤ |𝑇|. Cada matriz 𝑓𝑙𝑢𝑗𝑜(𝑖). 𝑓𝑙𝑢𝑗𝑜 que 
representa al grafo de flujo máximo 𝐺𝑖
′ asociado al nodo sumidero 𝑡𝑖, se carga en la matriz 𝑓𝑙𝑚𝑖𝑛. 
Es decir, cada enlace (𝑘, 𝑙) existente en un 𝐺𝑖
′ existirá en 𝐺′. La carga de los enlaces que constituyen 
los caminos de los distintos grafos 𝐺𝑖
′, implicará  que existan dentro de  𝐺′ nodos comunes y enlaces 
comunes, que determinarán, por ende, los nodos de codificación y enlaces cuellos de  botella dentro 
del grafo de red multicast de mínimo flujo máximo.  
 
Figura 3.15 Igualación del flujo de 𝐺11
′ , después de aplicar BFS, por Eliminación de (a) Primer 
Camino, (b) Camino más Largo. 
3.2.5 Cálculo de nodos de  codificación  
El Algoritmo  3.10 calcula los nodos de codificación.  El algoritmo revisa si la  sumatoria de celdas 
de cada columna diferente de un nodo sumidero en la matriz  𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜 es mayor que 1.  Si 
esto se cumple, el  nodo que etiqueta la columna es un codificador. Es importante resaltar, que en 
los nodos sumideros, también se cumple la condición, por tanto no hay que tenerlos en cuenta, ya 
que ellos actúan como nodos decodificadores.  




Algoritmo  3.10: Cálculo_Nodos_Codificación 
Entrada: Arreglos 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑑𝑒𝑠𝑡  
Salida: Arreglos 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑  
1 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑 = ∅;  
2 Para 𝑗 = 1: 𝑛𝑛 
3    Si ∑ 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜(𝑛𝑛𝑖=1 𝑖, 𝑗) > 1 ∧  𝑗 ∉ 𝑑𝑒𝑠𝑡 
4       Adicionar 𝑗 a 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑; 
5    Fin Si 
6 Fin Para 
7 Retornar 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑; 
 
Ejemplo 3.16: En los grafos de las Figuras 3.14 (c) y 3.15 (a), se observa que en el nodo 6 finalizan 
los enlaces (4,6) y (3,6), respectivamente. Esto conlleva tener dos entradas marcadas en 1 en la 
columna (nodo) 6 de 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜. Por ende, este nodo sería codificador. De igual forma sucede  
con los enlaces (6,10) y (7,10) de las Figuras 3.14 (c) y 3.15 (a), lo cual conlleva que el nodo 10 
también sea codificador. Los enlaces salientes de 6 y 10 se constituyen en cuellos de botella, por 
ende, dentro de estos nodos, se aplica la codificación de paquetes basado en Network Coding para 
aprovechar mejor el ancho de banda.  La Figura 3.16 (a) muestra el grafo resultante después de 
aplicar BFS, eliminar el primer camino en el grafo unicast 𝐺11
′ , consolidar los grafos de flujo 
máximo individuales 𝐺𝑖
′ en el grafo de mínimo flujo máximo 𝐺′, y de obtener  los nodos de 
codificación. 
 
Igualmente, en los  grafos de la Figuras 3.14 (a) y 3.15 (b), se observa que en el nodo 5 finalizan los 
enlaces (3,5) y (2,5), respectivamente. También, se observa en las Figuras 3.14 (c) y 3.15 (b), que 
en el nodo 6 finalizan los enlaces (3,6) y (4,6), respectivamente. Por tanto, los nodos 5 y 6 son 
codificadores. La  Figura 3.16 (b) muestra el grafo resultante después de aplicar BFS, eliminar el 
camino más largo en el grafo unicast 𝐺11
′ , consolidar los grafos de flujo máximo individuales 𝐺𝑖
′ en 
el grafo de mínimo flujo máximo 𝐺′, y de obtener  los nodos de codificación. 
 
Ejemplo 3.17: Siguiendo el mismo proceso de los Ejemplos 3.14 a 3.16, en la Figura 3.17, se 
obtienen los grafos de flujo máximo 𝐺𝑖
′ para cada sumidero en 𝑇 = {8,11,12}, utilizando DFS para 
el cálculo de los caminos aumentados sobre el grafo de comunicaciones de la Figura 3.11. 
 
En la  Figura 3.18, se muestra la igualación del flujo máximo para el grafo 𝐺11
′ , el  cual sobrepasa el 
mínimo flujo máximo común de 2. La eliminación del primer camino y el camino más largo del 
grafo en la Figura 3.17 (b), producen el mismo grafo resultante.  
 
En la Figura 3.19, se muestra el grafo resultante después de aplicar DFS, eliminar el camino 
(primero o más largo) en el grafo unicast 𝐺11
′ , consolidar los grafos de flujo máximo individuales 
𝐺𝑖
′ en el grafo de mínimo flujo máximo 𝐺′, y de obtener  los nodos de codificación. 





Figura 3.16 Grafo 𝐺′ de mínimo flujo máximo para 𝐺 de 12 nodos hallado por BFS y con 
Eliminación de a) Primer Camino b) Camino más largo 
 
Figura 3.17 Grafos unicast de flujo máximo 𝐺𝑖
′ para cada  𝑡𝑖 ∈ 𝑇 = {8,11,12} en 𝐺 de 12 nodos a 
través de DFS 
 
Figura 3.18 Igualación del flujo de 𝐺11
′ , después de aplicar DFS, por Eliminación de Primer Camino 
o Camino más Largo 
 





Capítulo 4                                                            
            
Solución de Sesión Multicast para Network 
Coding: Caminos Disyuntos     
  
 
En este capítulo se presenta la metodología seguida para la construcción de  un grafo de red 
multicast unisesión de mínimo flujo máximo 𝐺′ a partir del grafo de comunicaciones 𝐺. Por tanto, 
𝐺′ ≼ 𝐺, ya  que 𝑉′ ⊆ 𝑉 y 𝐸′ ⊆ 𝐸. El método expuesto se basa en la  obtención de caminos 
disyuntos a partir de los  siguientes criterios: 
 Para cada nodo sumidero 𝑡𝑖 ∈ 𝑇, a partir del total de caminos que comunican el nodo fuente 𝑠 
con 𝑡𝑖, obtener el grafo unicast de flujo máximo 𝐺𝑖
′ entre 𝑠 y 𝑡𝑖, determinado por el número de 
caminos disyuntos y de  menor longitud que lo constituyen;  los cuales corresponden al valor 
del flujo máximo particular 𝑓𝐺𝑖
′. 
 Hallar el mínimo flujo máximo común 𝑓𝐺′ para el grafo multicast 𝐺
′ de resolución con 
Network Coding, aplicando el teorema del  mínimo flujo máximo [5]. 
 Eliminación de los caminos sobrantes en los grafos 𝐺𝑖
′, que sobrepasen el mínimo flujo máximo 
común, hasta lograr la igualdad en  la cantidad de caminos disyuntos de los |𝑇| grafos 𝐺𝑖
′ 
resultantes. 
 Construir el grafo multicast 𝐺′ de mínimo flujo máximo, a partir de  la mezcla de  los |𝑇| grafos 
de  flujo máximo individuales 𝐺𝑖
′, que cumplen con el mínimo flujo máximo 𝑓𝐺′. 
 Reducción del  grafo de  mínimo flujo máximo 𝐺′ para garantizar o aproximar la resolución del  
sistema lineal de ecuaciones basado en Network Coding. 
El grafo de  flujo máximo para  una sesión multicast 𝐺′, según lo descrito en la sección 2.5.3, se 
construye  para llevar a cabo el envío de los paquetes simultáneamente desde el nodo fuente 𝑠 hasta  
los nodos sumideros en 𝑇 utilizando Network Coding. Este grafo se construye a partir del grafo de 
la red de comunicaciones 𝐺.  
Según lo anterior, a continuación se presenta el conjunto de procedimientos cuyo objetivo es 
construir la aproximación de un grafo de flujo máximo 𝐺′ a partir del grafo de comunicaciones 𝐺.  
4.1 Grafos de Flujo Máximo de Comunicaciones 
En esta sección se describe un procedimiento basado en el cálculo de  todos los caminos desde el  
nodo fuente 𝑠 hacia cada uno de los nodos sumideros 𝑡 en 𝑇 (En algunos apartes, para  ser más 
específico, se  denotará como 𝑡𝑖 ∈ 𝑇).  Con los métodos planteados se obtendrán los |𝑇| grafos de 
flujo máximo individuales con nodo fuente 𝑠 y nodo sumidero 𝑡. Los pasos para lograr la  
construcción de estos grafos individuales, se explican a continuación. 





Esta etapa del algoritmo incluye: 
4.1.1.1 Lectura de 𝐺 
A partir de un archivo de  entrada, se lee el  grafo 𝐺 y los nodos sumideros en 𝑇. El grafo 𝐺 
corresponde con la matriz de  capacidades 𝐶, donde cada 𝐶(𝑖, 𝑗) = 1, indica que existe un enlace 
entre el  nodo 𝑖 y el nodo 𝑗 con capacidad unitaria. Cuando no exista un enlace entre 𝑖 y 𝑗, se 
registra un 0.  
Ejemplo 4.1: En la gráfica de la Figura 4.1, se muestra un grafo de comunicaciones de  27 nodos, 
con el nodo fuente etiquetado con 1, y los nodos sumideros 23, 24, 25, 26 y 27. Cada enlace se 
transforma en una entrada con valor en 1 en la matriz 𝐶. 
 
En la Tabla 4.1, se observa la matriz de capacidades 𝐶 para el ejemplo del grafo 𝐺 de 27 nodos. 
Los enlaces entre nodos se destacan con un 1 resaltado en la celda correspondiente.  
 
 
Figura 4.1 Grafo de comunicaciones para 27 nodos y 5 sumideros 
Tabla 4.1 Matriz de Capacidades 𝐶 de 𝐺 de 27 nodos 
𝑪  1  2  3  4  5  6  7  8  9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 
1 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
3 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 1 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 1 0 0 0 
9 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 1 0 0 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 
12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 
13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0 0 0 0 
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 1 0 
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 




4.1.1.2 Cálculo de valores iniciales  
Se calcula el  número de nodos de 𝐺 (𝑛𝑛) y el  número de sumideros (𝑛𝑑𝑒𝑠𝑡). La lista de segundos 
nodos o nodos adyacentes al nodo fuente, se guardan en un arreglo unidimensional (𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡). Se 
lleva un conteo del uso de los  segundos nodos por cada camino desde el nodo fuente hasta cada 
nodo sumidero en un arreglo unidimensional. Se inicializa el arreglo que contendrá  el número de 
caminos válidos posibles o flujo máximo (𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡) por cada sesión entre el nodo fuente 𝑠 y 
cada sumidero 𝑡𝑖 ∈ 𝑇; es decir, por cada sumidero 𝑡𝑖 habrá una entrada 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡(𝑖), por tanto el  
tamaño de este arreglo es 𝑛𝑑𝑒𝑠𝑡. El índice 𝑖 es la  posición que ocupa el nodo sumidero en el 
arreglo 𝑑𝑒𝑠𝑡. 
Ejemplo 4.2: Según la Figura 4.1, estos valores  corresponden con los presentados en  la Tabla 4.2. 
Tabla 4.2 Variables y valores iniciales para 𝐺 de 27 nodos 
Variable Valores Iniciales 
Número de nodos de 𝐺 (𝑛𝑛) 27 
Nodo fuente (𝑠) 1 
Nodos sumideros (𝑑𝑒𝑠𝑡) [23, 24, 25, 26, 27] 
Número de sumideros de 𝐺 (𝑛𝑑𝑒𝑠𝑡) 5 
Segundos nodos adyacentes a 𝑠 (𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡) [2, 3, 4, 5, 6] 
Contador de uso de segundos nodos (𝑐𝑜𝑛𝑡𝑠𝑒𝑔𝑛𝑜𝑑) [0, 0, 0, 0, 0] 
Flujo máximo o Caminos posibles entre 𝑠 y cada 𝑡𝑖 ∈ 𝑇(𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡) [] 
 
4.1.2 Cálculo de grafos individuales de flujo máximo 
Se denota por 𝑛𝑑 el índice con el que se  recorre el arreglo 𝑑𝑒𝑠𝑡 y, por ende, 1 ≤ 𝑛𝑑 ≤ 𝑛𝑑𝑒𝑠𝑡. Sea 
el nodo sumidero 𝑡 ∈ 𝑇, luego existe un 𝑛𝑑 tal que 𝑑𝑒𝑠𝑡(𝑛𝑑) = 𝑡. Para cada 𝑡 ∈ 𝑇, se llevan a cabo 
los  siguientes cálculos: 
4.1.2.1 Cálculo de todos los caminos 
Se aplica un algoritmo de cálculo de todos los caminos (sección 2.5.4) desde  el nodo fuente 𝑠 hasta 
el nodo 𝑡. Estos caminos se guardan en una estructura unidimensional (𝑟𝑢𝑡𝑎𝑠), donde el índice de 
este vector corresponde con el identificador de camino. En total, existe un número de caminos 
almacenado en 𝑛𝑟𝑢𝑡𝑎𝑠, que es igual a la longitud del vector 𝑟𝑢𝑡𝑎𝑠. Cada camino 𝑖 se especifica 
como 𝑟𝑢𝑡𝑎𝑠(𝑖), y es desplegado como  la secuencia de nodos que lo representan, desde el nodo 
fuente 𝑠 hasta el nodo sumidero 𝑡,  en el arreglo 𝑟𝑢𝑡𝑎𝑠(𝑖). 𝑐𝑎𝑚𝑖𝑛𝑜 con la siguiente forma: 
𝑟𝑢𝑡𝑎𝑠(𝑖). 𝑐𝑎𝑚𝑖𝑛𝑜 = [𝑠, 𝑎1, 𝑎2, … , 𝑎ℓ, 𝑡] (4.1) 
Donde los 𝑎𝑘 , 𝑘 = 1,… , ℓ corresponden con los ℓ nodos que deben ser previamente visitados para 
llegar al nodo 𝑡 desde el nodo 𝑠.  
Ejemplo 4.3: A partir de  la Tabla 4.3 hasta la Tabla 4.7, se muestra la estructura de los caminos 
para los sumideros del grafo de comunicaciones de la Figura 4.1. En estas tablas se observan los 
caminos existentes desde  el nodo fuente 1 hasta cada sumidero, indexadas por el contador 𝑖 en 
orden secuencial. De  estos caminos, quedarán seleccionados los que sean más cortos y que tengan 




un menor número de colisiones, como se explicará más adelante. De igual forma, se pueden obtener 
los caminos hacia cada uno de los restantes  sumideros. En la Tabla 4.8, se  puede observar el 
número de caminos posibles entre el  nodo fuente 1 y cada nodo sumidero en este ejemplo. 
Tabla 4.3 Caminos desde el nodo fuente 1 al sumidero 23 en 𝐺 de 27 nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 
1 1 2 7 13 18 23 15 1 2 9 13 23 
 
29 1 3 8 14 19 23 43 1 3 10 15 23 
 
2 1 2 7 13 19 23 16 1 2 9 15 20 23 30 1 3 8 14 20 23 44 1 4 10 14 19 23 
3 1 2 7 13 23 
 
17 1 2 9 15 23 
 
31 1 3 8 18 23 
 
45 1 4 10 14 20 23 
4 1 2 7 14 19 23 18 1 2 9 19 23 
 
32 1 3 8 19 23 
 
46 1 4 10 15 20 23 
5 1 2 7 14 20 23 19 1 2 9 20 23 
 
33 1 3 9 13 18 23 47 1 4 10 15 23 
 
6 1 2 7 15 20 23 20 1 2 23 
   
34 1 3 9 13 19 23 48 1 4 13 18 23 
 
7 1 2 7 15 23 
 
21 1 3 7 13 18 23 35 1 3 9 13 23 
 
49 1 4 13 19 23 
 
8 1 2 7 18 23 
 
22 1 3 7 13 19 23 36 1 3 9 15 20 23 50 1 4 13 23 
  
9 1 2 8 14 19 23 23 1 3 7 13 23 
 
37 1 3 9 15 23 
 
51 1 5 10 14 19 23 
10 1 2 8 14 20 23 24 1 3 7 14 19 23 38 1 3 9 19 23 
 
52 1 5 10 14 20 23 
11 1 2 8 18 23 
 
25 1 3 7 14 20 23 39 1 3 9 20 23 
 
53 1 5 10 15 20 23 
12 1 2 8 19 23 
 
26 1 3 7 15 20 23 40 1 3 10 14 19 23 54 1 5 10 15 23 
 
13 1 2 9 13 18 23 27 1 3 7 15 23 
 
41 1 3 10 14 20 23 55 1 6 10 14 19 23 
14 1 2 9 13 19 23 28 1 3 7 18 23 
 
42 1 3 10 15 20 23 56 1 6 10 14 20 23 
 
      
 
      
 
      
57 1 6 10 15 20 23 
 
      
 
      
 
      
58 1 6 10 15 23 
  
Tabla 4.4 Caminos desde el nodo fuente 1 al sumidero 24 en 𝐺 de 27 nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 
1 1 2 7 13 18 24 17 1 2 9 19 24 
 
33 1 3 9 15 20 24 49 1 4 21 24 
  
2 1 2 7 13 19 24 18 1 2 9 20 24 
 
34 1 3 9 15 21 24 50 1 5 10 14 19 24 
3 1 2 7 14 19 24 19 1 3 7 13 18 24 35 1 3 9 19 24 
 
51 1 5 10 14 20 24 
4 1 2 7 14 20 24 20 1 3 7 13 19 24 36 1 3 9 20 24 
 
52 1 5 10 15 20 24 
5 1 2 7 15 20 24 21 1 3 7 14 19 24 37 1 3 10 14 19 24 53 1 5 10 15 21 24 
6 1 2 7 15 21 24 22 1 3 7 14 20 24 38 1 3 10 14 20 24 54 1 5 10 16 21 24 
7 1 2 7 18 24 
 
23 1 3 7 15 20 24 39 1 3 10 15 20 24 55 1 5 11 16 21 24 
8 1 2 8 14 19 24 24 1 3 7 15 21 24 40 1 3 10 15 21 24 56 1 5 12 16 21 24 
9 1 2 8 14 20 24 25 1 3 7 18 24 
 
41 1 3 10 16 21 24 57 1 5 16 21 24 
 
10 1 2 8 18 24 
 
26 1 3 8 14 19 24 42 1 4 10 14 19 24 58 1 6 10 14 19 24 
11 1 2 8 19 24 
 
27 1 3 8 14 20 24 43 1 4 10 14 20 24 59 1 6 10 14 20 24 
12 1 2 8 24 
  
28 1 3 8 18 24 
 
44 1 4 10 15 20 24 60 1 6 10 15 20 24 
13 1 2 9 13 18 24 29 1 3 8 19 24 
 
45 1 4 10 15 21 24 61 1 6 10 15 21 24 
14 1 2 9 13 19 24 30 1 3 8 24 
  
46 1 4 10 16 21 24 62 1 6 10 16 21 24 
15 1 2 9 15 20 24 31 1 3 9 13 18 24 47 1 4 13 18 24 
 
63 1 6 11 16 21 24 
16 1 2 9 15 21 24 32 1 3 9 13 19 24 48 1 4 13 19 24 
 
64 1 6 12 16 21 24 





Tabla 4.5 Caminos desde el nodo fuente 1 al sumidero 25 en 𝐺 de 27 nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 
1 1 2 7 13 18 25 19 1 3 9 13 18 25 37 1 4 17 25 
  
55 1 5 16 22 25 
 
2 1 2 7 14 20 25 20 1 3 9 15 20 25 38 1 4 21 25 
  
56 1 5 16 25 
  
3 1 2 7 15 20 25 21 1 3 9 15 21 25 39 1 5 10 14 20 25 57 1 6 10 14 20 25 
4 1 2 7 15 21 25 22 1 3 9 20 25 
 
40 1 5 10 15 20 25 58 1 6 10 15 20 25 
5 1 2 7 18 25 
 
23 1 3 10 14 20 25 41 1 5 10 15 21 25 59 1 6 10 15 21 25 
6 1 2 8 14 20 25 24 1 3 10 15 20 25 42 1 5 10 16 21 25 60 1 6 10 16 21 25 
7 1 2 8 18 25 
 
25 1 3 10 15 21 25 43 1 5 10 16 22 25 61 1 6 10 16 22 25 
8 1 2 9 13 18 25 26 1 3 10 16 21 25 44 1 5 10 16 25 
 
62 1 6 10 16 25 
 
9 1 2 9 15 20 25 27 1 3 10 16 22 25 45 1 5 11 16 21 25 63 1 6 11 16 21 25 
10 1 2 9 15 21 25 28 1 3 10 16 25 
 
46 1 5 11 16 22 25 64 1 6 11 16 22 25 
11 1 2 9 20 25 
 
29 1 4 10 14 20 25 47 1 5 11 16 25 
 
65 1 6 11 16 25 
 
12 1 3 7 13 18 25 30 1 4 10 15 20 25 48 1 5 11 22 25 
 
66 1 6 11 22 25 
 
13 1 3 7 14 20 25 31 1 4 10 15 21 25 49 1 5 12 16 21 25 67 1 6 12 16 21 25 
14 1 3 7 15 20 25 32 1 4 10 16 21 25 50 1 5 12 16 22 25 68 1 6 12 16 22 25 
15 1 3 7 15 21 25 33 1 4 10 16 22 25 51 1 5 12 16 25 
 
69 1 6 12 16 25 
 
16 1 3 7 18 25 
 
34 1 4 10 16 25 
 
52 1 5 12 17 22 25 70 1 6 12 17 22 25 
17 1 3 8 14 20 25 35 1 4 13 18 25 
 
53 1 5 12 17 25 
 
71 1 6 12 17 25 
 
18 1 3 8 18 25 
 
36 1 4 17 22 25 
 
54 1 5 16 21 25 
 
72 1 6 17 22 25 
 
                     
73 1 6 17 25 
   
Tabla 4.6 Caminos desde el nodo fuente 1 al sumidero 26 en 𝐺 de 27 nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 
1 1 2 7 14 26 
 
13 1 3 10 14 26 
 
25 1 5 10 14 26 
 
37 1 5 16 22 26 
 
2 1 2 7 15 21 26 14 1 3 10 15 21 26 26 1 5 10 15 21 26 38 1 6 10 14 26 
 
3 1 2 7 15 26 
 
15 1 3 10 15 26 
 
27 1 5 10 15 26 
 
39 1 6 10 15 21 26 
4 1 2 8 14 26 
 
16 1 3 10 16 21 26 28 1 5 10 16 21 26 40 1 6 10 15 26 
 
5 1 2 9 15 21 26 17 1 3 10 16 22 26 29 1 5 10 16 22 26 41 1 6 10 16 21 26 
6 1 2 9 15 26 
 
18 1 4 10 14 26 
 
30 1 5 11 16 21 26 42 1 6 10 16 22 26 
7 1 3 7 14 26 
 
19 1 4 10 15 21 26 31 1 5 11 16 22 26 43 1 6 11 16 21 26 
8 1 3 7 15 21 26 20 1 4 10 15 26 
 
32 1 5 11 22 26 
 
44 1 6 11 16 22 26 
9 1 3 7 15 26 
 
21 1 4 10 16 21 26 33 1 5 12 16 21 26 45 1 6 11 22 26 
 
10 1 3 8 14 26 
 
22 1 4 10 16 22 26 34 1 5 12 16 22 26 46 1 6 12 16 21 26 
11 1 3 9 15 21 26 23 1 4 17 22 26 
 
35 1 5 12 17 22 26 47 1 6 12 16 22 26 
12 1 3 9 15 26 
 
24 1 4 21 26 
  
36 1 5 16 21 26 
 
48 1 6 12 17 22 26 
                     
49 1 6 17 22 26 
  




Tabla 4.7 Caminos desde el nodo fuente 1 al sumidero 27 en 𝐺 de 27 nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 
1 1 2 7 15 21 27 13 1 4 17 22 27 
 
25 1 5 12 16 22 27 37 1 6 11 16 21 27 
2 1 2 9 15 21 27 14 1 4 17 27 
  
26 1 5 12 16 27 
 
38 1 6 11 16 22 27 
3 1 3 7 15 21 27 15 1 4 21 27 
  
27 1 5 12 17 22 27 39 1 6 11 16 27 
 
4 1 3 9 15 21 27 16 1 5 10 15 21 27 28 1 5 12 17 27 
 
40 1 6 11 22 27 
 
5 1 3 10 15 21 27 17 1 5 10 16 21 27 29 1 5 12 27 
  
41 1 6 12 16 21 27 
6 1 3 10 16 21 27 18 1 5 10 16 22 27 30 1 5 16 21 27 
 
42 1 6 12 16 22 27 
7 1 3 10 16 22 27 19 1 5 10 16 27 
 
31 1 5 16 22 27 
 
43 1 6 12 16 27 
 
8 1 3 10 16 27 
 
20 1 5 11 16 21 27 32 1 5 16 27 
  
44 1 6 12 17 22 27 
9 1 4 10 15 21 27 21 1 5 11 16 22 27 33 1 6 10 15 21 27 45 1 6 12 17 27 
 
10 1 4 10 16 21 27 22 1 5 11 16 27 
 
34 1 6 10 16 21 27 46 1 6 12 27 
  
11 1 4 10 16 22 27 23 1 5 11 22 27 
 
35 1 6 10 16 22 27 47 1 6 17 22 27 
 
12 1 4 10 16 27 
 
24 1 5 12 16 21 27 36 1 6 10 16 27 
 
48 1 6 17 27 
   
Tabla 4.8 Número de caminos por cada sumidero en 𝐺 de 27 nodos 






4.1.2.2 Cálculo de la matriz 𝑝𝑜𝑠𝑖 
La matriz 𝑝𝑜𝑠𝑖 de  tamaño 𝑛𝑟𝑢𝑡𝑎𝑠 ×  𝑛𝑛, se calcula para  cada sumidero 𝑡.  Cada posición de esta 
matriz indica si un nodo 𝑗 (1 ≤ 𝑗 ≤ 𝑛𝑛) se encuentra en un camino 𝑖 (1 ≤ 𝑖 ≤ 𝑛𝑟𝑢𝑡𝑎𝑠) que 
conduce desde 𝑠 a 𝑡. Esta matriz será relevante al  momento del  cálculo de las colisiones. En 
consecuencia, cada posición de la matriz 𝑝𝑜𝑠𝑖 asociada al sumidero 𝑡 ∈ 𝑇, almacena la información 
siguiente: 
𝑝𝑜𝑠𝑖(𝑖, 𝑗) = {
1, si el nodo 𝑗 está en el camino 𝑖 desde 𝑠 a 𝑡     
0, si el nodo 𝑗 no está en el camino 𝑖 desde 𝑠 a 𝑡
 
(4.2) 
Inicialmente la matriz 𝑝𝑜𝑠𝑖 se inicializa con ceros en todas sus posiciones. Para el caso del  nodo 
sumidero 23, en el ejemplo en revisión, la matriz 𝑝𝑜𝑠𝑖 tiene una dimensión de 58 × 27. 
4.1.2.3 Cálculo del vector de longitudes de caminos  𝑙𝑜𝑛𝑔 
Este vector contiene la longitud de cada camino encontrado desde 𝑠 hasta el sumidero 𝑡. El tamaño 
del vector 𝑙𝑜𝑛𝑔 es 𝑛𝑟𝑢𝑡𝑎𝑠. 
Ejemplo 4.4: Para el grafo 𝐺 con 27 nodos, en la Tabla 4.9 se  muestran los vectores de  
longitudes para cada lista de caminos de cada nodo sumidero. 
 











4.1.2.4 Cálculo de los nodos visitados por todos los caminos desde 𝑠 hasta 𝑡  
Los identificadores de los caminos que pasan por cada nodo desde el nodo fuente hasta el sumidero 
𝑡, son guardados en la estructura vectorial 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎, la cual tiene la forma 
𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎(𝑗). 𝑙𝑖𝑠𝑡𝑎. Esto significa que para el nodo 𝑗 (excepto el  nodo 𝑠 y el sumidero 𝑡) se 
guardan en el vector 𝑙𝑖𝑠𝑡𝑎 los identificadores de los caminos hallados y registrados en el vector 
𝑟𝑢𝑡𝑎𝑠 para el sumidero 𝑡 en revisión. Si el 𝑖-ésimo 𝑐𝑎𝑚𝑖𝑛𝑜 de 𝑟𝑢𝑡𝑎𝑠 pasa por el  nodo 𝑗, luego 
𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎(𝑗). 𝑙𝑖𝑠𝑡𝑎 contiene al identificador 𝑖. 
El Algoritmo  4.1 muestra la forma en que se registran los identificadores de caminos 𝑗 
almacenados en el vector 𝑟𝑢𝑡𝑎𝑠 dentro de  la estructura vectorial 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎(𝑖). 𝑙𝑖𝑠𝑡𝑎, donde 
2 ≤ 𝑖 ≤ 𝑡 − 1. La estructura vectorial 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎, se construye a través de dos iteraciones: la  
primera, sobre las columnas de 𝑝𝑜𝑠𝑖 iniciando en el segundo nodo de esta matriz y terminando en 
una posición previa al sumidero y, la  segunda, sobre todos los caminos que conforman las filas de  
𝑝𝑜𝑠𝑖. El tamaño de  𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎 es 𝑡 − 2.  
Ejemplo 4.5: Para 𝐺 de 27 nodos, desde la Tabla 4.10 hasta la Tabla 4.14, se presentan los 
resultados del cálculo de los nodos visitados por todos las caminos desde el nodo fuente 1 hasta los 
nodos sumideros 23, 24, 25, 26 y 27. Se observa en la Tabla 4.10, que el nodo 3 es el más visitado 
por los caminos que se dirigen desde 1 hasta 23. También se observa que los nodos 11, 12, 16, 17, 
21 y 22 nunca son visitados por ningún camino y su 𝑙𝑖𝑠𝑡𝑎 está vacía. El mismo análisis se puede 
realizar para los demás nodos sumideros y sus respectivas tablas. 
 
Algoritmo  4.1: Cálculo_Caminos_Atravesando_Cada_Nodo 
Entrada: Arreglos 𝑝𝑜𝑠𝑖, 𝑑𝑒𝑠𝑡, 𝑛𝑑, Escalar 𝑛𝑟𝑢𝑡𝑎𝑠 
Salida: Estructura vectorial 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎   
1 Para 𝑗 = 2: 𝑑𝑒𝑠𝑡(𝑛𝑑) − 1  
2    𝑘 = 1; 
3    Para 𝑖 = 1: 𝑛𝑟𝑢𝑡𝑎𝑠 
4       Si 𝑝𝑜𝑠𝑖(𝑖, 𝑗) == 1  
5          𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎(𝑗). 𝑙𝑖𝑠𝑡𝑎(𝑘) = 𝑖; 
6          𝑘 + +; 
7       Fin Si 
8    Fin Para 
9 Fin Para 
10 Retornar 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎; 
  




Tabla 4.10 Listado de nodos visitados por los caminos desde 1 hasta 23 en 𝐺 de 27 nodos 
 Nodos visitados por todos los caminos desde el fuente hasta el sumidero 







1 21 44 51 55 1 9 13 40 
  
1 4 6 
  
1 2 5 
  2 22 45 52 56 2 10 14 41 
  
2 5 7 
  
8 4 6 
  3 23 46 53 57 3 11 15 42 
  
3 9 16 
  
11 9 10 
  4 24 47 54 58 4 12 16 43 
  
13 10 17 
  
13 12 16 
  5 25 48 
  
5 29 17 44 
  
14 24 26 
  
21 14 19 
  6 26 49 
  
6 30 18 45 
  
15 25 27 
  
28 18 25 
  7 27 50 
  
7 31 19 46 
  
21 29 36 
  
31 22 26 
  8 28 
   
8 32 33 47 
  
22 30 37 
  
33 24 30 
  9 29 





23 40 42 
  
48 29 36 
  10 30 





33 41 43 
   
32 39 
  11 31 





34 44 46 
   
34 41 
  12 32 





35 45 47 
   
38 42 
  13 33 





48 51 53 
   
40 45 
  14 34 





49 52 54 
   
44 46 
  15 35 





50 55 57 
   
49 52 
  16 36 




   
56 58 
   
51 53 
  17 37 
               
55 56 
  18 38 
                
57 
  19 39 
                   20 40 
                   
 
41 
                   
 
42 
                   
 
43 
                    
Tabla 4.11 Listado de nodos visitados por los caminos desde 1 hasta 24 en 𝐺 de 27 nodos 
 







2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 
1 19 42 50 58 1 8 13 37 55 56 1 3 5 41 
 
1 2 4 6 
  
2 20 43 51 59 2 9 14 38 63 64 2 4 6 46 
 
7 3 5 16 
  
3 21 44 52 60 3 10 15 39 
  
13 8 15 54 
 
10 8 9 24 
  
4 22 45 53 61 4 11 16 40 
  
14 9 16 55 
 
13 11 15 34 
  
5 23 46 54 62 5 12 17 41 
  
19 21 23 56 
 
19 14 18 40 
  
6 24 47 55 63 6 26 18 42 
  
20 22 24 57 
 
25 17 22 41 
  
7 25 48 56 64 7 27 31 43 
  
31 26 33 62 
 
28 20 23 45 
  
8 26 49 57 
 
19 28 32 44 
  
32 27 34 63 
 
31 21 27 46 
  
9 27 
   
20 29 33 45 
  
47 37 39 64 
 
47 26 33 49 
  
10 28 
   
21 30 34 46 
  
48 38 40 
   
29 36 53 
  
11 29 




   
42 44 
   
32 38 54 
  
12 30 




   
43 45 
   
35 39 55 
  
13 31 




   
50 52 
   
37 43 56 
  
14 32 




   
51 53 
   
42 44 57 
  
15 33 
      
54 
   
58 60 
   
48 51 61 
  
16 34 
      
58 
   
59 61 
   
50 52 62 
  





      
59 
        
58 59 63 
  
18 36 
      
60 





      
61 
             
 
38 
      
62 
             
 
39 
                    
 
40 
                    
 
41 
                     
Tabla 4.12 Listado de nodos visitados por los caminos desde 1 hasta 25 en 𝐺 de 27 nodos 







2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
1 12 29 39 57 1 6 8 23 45 49 1 2 3 26 36 1 
 
2 4 27 
  
2 13 30 40 58 2 7 9 24 46 50 8 6 4 27 37 5 
 
3 10 33 
  
3 14 31 41 59 3 17 10 25 47 51 12 13 9 28 52 7 
 
6 15 36 
  
4 15 32 42 60 4 18 11 26 48 52 19 17 10 32 53 8 
 
9 21 43 
  
5 16 33 43 61 5 
 
19 27 63 53 35 23 14 33 70 12 
 
11 25 46 
  
6 17 34 44 62 12 
 
20 28 64 67 
 
29 15 34 71 16 
 
13 26 48 
  
7 18 35 45 63 13 
 
21 29 65 68 
 
39 20 42 72 18 
 
14 31 50 
  
8 19 36 46 64 14 
 
22 30 66 69 
 
57 21 43 73 19 
 
17 32 52 
  










20 38 55 
  







   





   
33 
    
30 46 
   






   
34 
    
31 47 
   






   
39 
    
40 49 
   






   
40 
    
41 50 
   






   
41 
    
58 51 
   






   
42 
    
59 54 
   
40 60 





   
43 
     
55 
   
57 63 
   
   
56 
    
44 
     
56 
   
58 67 
   
        
57 
     
60 
        
        
58 
     
61 
        
        
59 
     
62 
        
        
60 
     
63 
        
        
61 
     
64 
        
        
62 
     
65 
        
              
67 
        
              
68 
        
 
             
69 
         
  











Nodos visitados por todos los caminos desde el fuente hasta el sumidero 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
1 7 18 25 38 1 4 5 13 30 33 
 
1 2 16 23 
   
2 17 
   
2 8 19 26 39 2 10 6 14 31 34 
 
4 3 17 35 
   
5 22 
   
3 9 20 27 40 3 
 
11 15 32 35 
 
7 5 21 48 
   
8 23 
   
4 10 21 28 41 7 
 
12 16 43 46 
 
10 6 22 49 
   
11 29 
   
5 11 22 29 42 8 
  
17 44 47 
 
13 8 28 
    
14 31 
   
6 12 23 30 43 9 
  
18 45 48 
 
18 9 29 
    
16 32 
   
 
13 24 31 44 
   
19 
   
25 11 30 
    
19 34 





   
20 
   
38 12 31 
    
21 35 





   
21 
    
14 33 
    
24 37 





   
22 
    
15 34 
    
26 42 





   
25 
    
19 36 
    
28 44 
   
   
36 49 
   
26 
    
20 37 
    
30 45 
   
   
37 
    
27 
    
26 41 
    
33 47 
   
        
28 
    
27 42 
    
36 48 
   
        
29 
    
39 43 
    
39 49 
   
        
38 
    
40 44 
    
41 
    
        
39 
     
46 
    
43 
    
        
40 
     
47 
    
46 
    
        
41 
               
        
42 
                
Tabla 4.14 Listado de nodos visitados por los caminos desde 1 hasta 27 en 𝐺 de 27 nodos 







2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 
1 3 9 16 33 1 
 
2 5 20 24 
  
1 6 13 
   
1 7 
     
2 4 10 17 34 3 
 
4 6 21 25 
  
2 7 14 
   
2 11 
     
 
5 11 18 35 
   
7 22 26 
  
3 8 27 
   
3 13 
     
 
6 12 19 36 
   
8 23 27 
  
4 10 28 
   
4 18 
     
 
7 13 20 37 
   
9 37 28 
  
5 11 44 
   
5 21 
     
 
8 14 21 38 
   
10 38 29 
  
9 12 45 
   
6 23 
     
  
15 22 39 
   
11 39 41 
  
16 17 47 
   
9 25 
     
   
23 40 
   
12 40 42 
  
33 18 48 
   
10 27 
     
   
24 41 




   
19 
    
15 31 
     
   
25 42 




   
20 
    
16 35 
     
   
26 43 




   
21 
    
17 38 
     
   
27 44 




   
22 
    
20 40 
     
   
28 45 
   
33 
     
24 
    
24 42 
     
   
29 46 
   
34 
     
25 
    
30 44 
     




   
30 47 
   
35 
     
26 
    
33 47 
     
   
31 48 
   
36 
     
30 
    
34 
      
   
32 
          
31 
    
37 
      
              
32 
    
41 
      
              
34 
           
              
35 
           
              
36 
           
              
37 
           
              
38 
           
              
39 
           
              
41 
           
              
42 
           
              
43 
           
4.1.2.5 Cálculo de colisiones para cada nodo en el camino 
Si por un nodo 𝑖 de 𝐺 pasa más de un camino desde 𝑠 a 𝑡, se considera que en el  nodo 𝑖 hay 
colisión de caminos hacia el  mismo sumidero.  La cantidad de caminos que pasen por 𝑖, se  
considera su  número de colisiones.  El cálculo de las longitudes de cada 𝑙𝑖𝑠𝑡𝑎 en cada 
𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎(𝑖), determina el número de colisiones para cada nodo en los caminos del flujo desde 
el nodo 𝑠 hasta el nodo 𝑡. La longitud (número de colisiones) se almacena en el arreglo 𝑐𝑜𝑙𝑖𝑠𝑖𝑜𝑛𝑒𝑠 
y, por ende, el tamaño de este arreglo es 𝑡 − 2. Cada 𝑐𝑜𝑙𝑖𝑠𝑖𝑜𝑛𝑒𝑠(𝑖) significa el número de caminos 
que pasan por el nodo 𝑖 desde el nodo etiquetado por 2, después de la fuente 𝑠, hasta el  nodo previo 
al sumidero 𝑡, o sea 𝑡 − 1 (Aquí se  tiene en cuenta que los nodos están ordenados 
topológicamente).  
Ejemplo 4.6: Para el ejemplo del grafo 𝐺 con 27 nodos, se  muestran los vectores de colisiones 
para cada lista de caminos de cada nodo sumidero en la Tabla 4.15. 








Los nodos sin caminos que los atraviesen, tendrán una 𝑙𝑖𝑠𝑡𝑎 vacía y, por ende, el número de 
colisiones es 0. 
4.1.2.6 Cálculo de colisiones en cada camino 
A partir del vector de 𝑐𝑜𝑙𝑖𝑠𝑖𝑜𝑛𝑒𝑠, determinado en el paso anterior, se  calcula la sumatoria de 
colisiones que se presentan en cada uno de los caminos hallados y, que son almacenados en 𝑟𝑢𝑡𝑎𝑠. 
Utilizando como índices los nodos del 𝑖-ésimo vector 𝑐𝑎𝑚𝑖𝑛𝑜 en el arreglo 𝑟𝑢𝑡𝑎𝑠, se calcula la 
sumatoria de 𝑐𝑜𝑙𝑖𝑠𝑖𝑜𝑛𝑒𝑠 que cada nodo, individualmente, aporta al total de colisiones del 𝑖-ésimo 
𝑐𝑎𝑚𝑖𝑛𝑜 en el arreglo 𝑟𝑢𝑡𝑎𝑠. Las colisiones para el 𝑖-ésimo 𝑐𝑎𝑚𝑖𝑛𝑜 en 𝑟𝑢𝑡𝑎𝑠 se calculan según: 









Esta sumatoria selecciona y suma, del vector 𝑐𝑜𝑙𝑖𝑠𝑖𝑜𝑛𝑒𝑠, el número de colisiones individuales para 
cada una de las posiciones o nodos 𝑟𝑢𝑡𝑎𝑠(𝑖). 𝑐𝑎𝑚𝑖𝑛𝑜(𝑗) con el fin de obtener, al final, la suma de  
colisiones 𝑠𝑢𝑚𝑐𝑜𝑙 que se presentan en el 𝑖-ésimo 𝑐𝑎𝑚𝑖𝑛𝑜 de 𝑟𝑢𝑡𝑎𝑠.  
Ejemplo 4.7: A partir de la Tabla 4.16 hasta la Tabla 4.20, se muestra el número total de colisiones 
para el 𝑖-ésimo 𝑐𝑎𝑚𝑖𝑛𝑜 en 𝑟𝑢𝑡𝑎𝑠 de cada sumidero 𝑡 ∈ {23, 24, 25, 26, 27} en el grafo de 27 
nodos. 
Tabla 4.16 Sumatoria de colisiones en cada camino desde 1 hasta 23 en 𝐺 de 27 nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 
1 60 15 49 29 64 43 55 
2 68 16 68 30 65 44 56 
3 51 17 50 31 40 45 57 
4 69 18 51 32 48 46 57 
5 70 19 52 33 61 47 39 
6 70 20 20 34 69 48 31 
7 52 21 63 35 52 49 39 
8 45 22 71 36 71 50 22 
9 61 23 54 37 53 51 53 
10 62 24 72 38 54 52 54 
11 37 25 73 39 55 53 54 
12 45 26 73 40 72 54 36 
13 58 27 55 41 73 55 53 
14 66 28 48 42 73 56 54 
      
57 54 
      
58 36 
 
Tabla 4.17 Sumatoria de colisiones en cada camino desde 1 hasta 24 en 𝐺 de 27 nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 
1 51 17 47 33 69 49 26 
2 59 18 48 34 69 50 61 
3 65 19 56 35 52 51 62 
4 66 20 64 36 53 52 62 
5 66 21 70 37 76 53 62 
6 66 22 71 38 77 54 55 
7 41 23 71 39 77 55 37 
8 61 24 71 40 77 56 37 
9 62 25 46 41 70 57 35 




10 37 26 66 42 61 58 60 
11 45 27 67 43 62 59 61 
12 28 28 42 44 62 60 61 
13 49 29 50 45 62 61 61 
14 57 30 33 46 55 62 54 
15 64 31 54 47 27 63 36 
16 64 32 62 48 35 64 36 
 
 
Tabla 4.18 Sumatoria de colisiones en cada camino desde 1 hasta 25 en 𝐺 de 27 nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 
1 35 19 39 37 18 55 60 
2 47 20 59 38 28 56 45 
3 55 21 59 39 68 57 67 
4 55 22 43 40 76 58 75 
5 30 23 67 41 76 59 75 
6 41 24 75 42 87 60 86 
7 24 25 75 43 84 61 83 
8 33 26 86 44 69 62 68 
9 53 27 83 45 71 63 70 
10 53 28 68 46 68 64 67 
11 37 29 60 47 53 65 52 
12 41 30 68 48 41 66 40 
13 53 31 68 49 73 67 72 
14 61 32 79 50 70 68 69 
15 61 33 76 51 55 69 54 
16 36 34 61 52 51 70 50 
17 47 35 24 53 36 71 35 
18 30 36 33 54 63 72 40 
      73 25 
 
Tabla 4.19 Sumatoria de colisiones en cada camino desde 1 hasta 26 en 𝐺 de 27 nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 
1 20 13 39 25 41 37 46 
2 46 14 65 26 67 38 40 
3 28 15 47 27 49 39 66 
4 16 16 67 28 69 40 48 
5 44 17 64 29 66 41 68 
6 26 18 35 30 55 42 65 
7 25 19 61 31 52 43 54 




8 51 20 43 32 34 44 51 
9 33 21 63 33 55 45 33 
10 21 22 60 34 52 46 54 
11 49 23 26 35 38 47 51 
12 31 24 25 36 49 48 37 
      49 31 
 
Tabla 4.20 Sumatoria de colisiones en cada camino desde 1 hasta 27 en 𝐺 de 27 nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 
1 30 13 30 25 71 37 69 
2 30 14 15 26 56 38 66 
3 34 15 25 27 52 39 51 
4 34 16 59 28 37 40 39 
5 48 17 78 29 29 41 73 
6 67 18 75 30 62 42 70 
7 64 19 60 31 59 43 55 
8 49 20 70 32 44 44 51 
9 49 21 67 33 58 45 36 
10 68 22 52 34 77 46 28 
11 65 23 40 35 74 47 39 
12 50 24 74 36 59 48 24 
4.1.2.7 Búsqueda de los caminos primarios 
Se inicializa el arreglo 𝑚𝑎𝑟𝑐𝑎 de longitud 𝑛𝑟𝑢𝑡𝑎𝑠 con valores  en cero para la búsqueda de los 
caminos que conforman el  flujo hacia un nodo sumidero 𝑡. Es decir, 𝑚𝑎𝑟𝑐𝑎(𝑖) = 0, ∀𝑖 =
1,… , 𝑛𝑟𝑢𝑡𝑎𝑠. Luego se ejecutan los siguientes  pasos mientras haya un camino 𝑖 con 𝑚𝑎𝑟𝑐𝑎(𝑖) =
0. 
a. Búsqueda de camino sin marcar de menor longitud: Se busca entre todos los caminos marcados 
con 0, el de menor longitud (se busca el  mínimo valor en el arreglo 𝑙𝑜𝑛𝑔 entre las posiciones 
que hayan sido marcadas con 0). Los caminos de menor longitud tendrán menos probabilidad 
de presentar nodos comunes, en un paso futuro, al  momento de  mezclarse con los caminos que 
conducen a otros sumideros. Este valor mínimo de  longitud o del camino más corto para 
alcanzar al sumidero 𝑡, se guarda en la variable 𝑚𝑛. Es decir, 
𝑚𝑛 = min {𝑙𝑜𝑛𝑔(𝑖)|𝑚𝑎𝑟𝑐𝑎(𝑖) = 0, ∀𝑖 = 1,… , 𝑛𝑟𝑢𝑡𝑎𝑠} (4.4) 
Ejemplo 4.8: Aplicando (4.4) al ejemplo de 𝐺 de 27 nodos para  el  nodo sumidero 23 en la  
primera iteración, la mínima longitud de camino obtenida de long es 𝑚𝑛 = 3, como se observa 
en la primera fila de la Tabla 4.9. 
b. Almacenamiento de identificadores y longitudes de caminos sin marcar: Se almacena para cada 
𝑐𝑎𝑚𝑖𝑛𝑜 𝑖 sin marcar (𝑚𝑎𝑟𝑐𝑎(𝑖) = 0)  o que no ha sido revisado, su identificador en el arreglo 
𝑝𝑜𝑠 y su longitud en el arreglo 𝑙𝑛. Los identificadores serán utilizados para hallar el camino 




más corto y con menos colisiones. Las longitudes de caminos en 𝑙𝑛, es un subconjunto del 
arreglo 𝑙𝑜𝑛𝑔 (𝑙𝑛 ⊆ 𝑙𝑜𝑛𝑔). En cada iteración del algoritmo serán menos los identificadores de 
caminos sin marcar. El objetivo de este paso es que si 𝑚𝑎𝑟𝑐𝑎(𝑖) = 0, entonces 𝑖 se  incluye en 
𝑝𝑜𝑠, y 𝑙𝑜𝑛𝑔(𝑖) se incluye en 𝑙𝑛, según las expresiones (4.5) y (4.6): 
𝑝𝑜𝑠 = [𝑖1, 𝑖2, … , 𝑖𝑘], tal que 𝑚𝑎𝑟𝑐𝑎(𝑖𝑗) = 0, 1 ≤ 𝑖𝑗 ≤ 𝑛𝑟𝑢𝑡𝑎𝑠 (4.5) 
𝑙𝑛 = [𝑙𝑜𝑛𝑔(𝑖1), 𝑙𝑜𝑛𝑔(𝑖2), … , 𝑙𝑜𝑛𝑔(𝑖𝑘)], tal que 𝑚𝑎𝑟𝑐𝑎(𝑖𝑗) = 0, 1 ≤ 𝑖𝑗 ≤ 𝑛𝑟𝑢𝑡𝑎𝑠 (4.6) 
El tamaño de  los arreglos 𝑝𝑜𝑠 y 𝑙𝑛 es el número de  identificadores de caminos sin marcar y se 
denotará por 𝑛𝑟𝑢𝑡𝑠𝑚. Se observa esta búsqueda en el Algoritmo  4.2. 
 
Ejemplo 4.9: Según el ejemplo de 𝐺 de 27 nodos, los vectores 𝑝𝑜𝑠 y 𝑙𝑛 para el sumidero 
𝑡 = 23 en la primera iteración, comprenden todos los identificadores de los  𝑐𝑎𝑚𝑖𝑛𝑜𝑠 𝑖 y todas 
las longitudes en 𝑙𝑜𝑛𝑔, respectivamente. Es decir, 𝑙𝑛 corresponde a la primera fila de la Tabla 
4.9 y 𝑝𝑜𝑠 = [1,… ,58].  
 
c. Búsqueda de los caminos no marcados con menor longitud: Se lleva a cabo la búsqueda de los 
identificadores de camino en 𝑙𝑛 que coinciden con la mínima longitud de camino 𝑚𝑛. Estos 
identificadores se guardan en el arreglo 𝑟𝑢𝑡. Es decir,  según la expresión (4.7): 
𝑟𝑢𝑡 = [𝑖1, 𝑖2, … , 𝑖𝑘], tal que 𝑙𝑛(𝑙) = 𝑚𝑛, 𝑝𝑜𝑠(𝑙) = 𝑖𝑗,1 ≤ 𝑙 ≤ 𝑛𝑟𝑢𝑡𝑠𝑚 (4.7) 
Ejemplo 4.10: Según el Ejemplo 4.9, el arreglo de identificadores de caminos para la primera 
iteración cuando el sumidero es 23, corresponde con 𝑟𝑢𝑡 = [20]. Esto quiere decir, que la 
posición 20 es el único identificador de 𝑐𝑎𝑚𝑖𝑛𝑜𝑠 con la mínima longitud de 3. 
 
Algoritmo  4.2: Búsqueda_Identificadores_Longitudes_Caminos_Sin_Marcar 
Entrada: Arreglos 𝑚𝑎𝑟𝑐𝑎, 𝑙𝑜𝑛𝑔, Escalar 𝑛𝑟𝑢𝑡𝑎𝑠 
Salida: Arreglos 𝑝𝑜𝑠, 𝑙𝑛   
15 Para 𝑖 = 1: 𝑛𝑟𝑢𝑡𝑎𝑠 
16    𝑘 = 1; 
17    Si 𝑚𝑎𝑟𝑐𝑎(𝑖) == 0  
18       𝑝𝑜𝑠(𝑘) = 𝑖; 
19       𝑙𝑛(𝑘) = 𝑙𝑜𝑛𝑔(𝑖); 
20       𝑘 + +; 
21    Fin Si 
22 Fin Para 
23 Retornar 𝑝𝑜𝑠, 𝑙𝑛; 
 
 
d. Selección del camino con menos colisiones y hallazgo del  valor mínimo de colisiones: De entre 
todos los caminos registradas en 𝑟𝑢𝑡, se escoge el de menor número de colisiones. En la 
variable 𝑝𝑟𝑢𝑡 se guarda la posición de 𝑟𝑢𝑡 en que está almacenado el identificador de caminos 
con menos colisiones. Es decir, 𝑟𝑢𝑡(𝑝𝑟𝑢𝑡) es el camino que tendrá menos colisiones entre los  
caminos que presentan la  mínima longitud. A este camino se le denominará el camino 




primario. A través de esta búsqueda, también se  halla el valor correspondiente al mínimo de 
colisiones que se almacena en la  variable 𝑚𝑛𝑐𝑜𝑙. Formalmente, el cálculo del mínimo de 
colisiones y la posición 𝑝𝑟𝑢𝑡 del identificador de camino con menor número de colisiones, 
corresponde con las expresiones en (4.8) y (4.9): 
𝑚𝑛𝑐𝑜𝑙 = min{𝑟𝑢𝑡𝑎𝑠(𝑟𝑢𝑡(𝑖)). 𝑠𝑢𝑚𝑐𝑜𝑙|1 ≤ 𝑖 ≤ 𝑛𝑟𝑢𝑡𝑠𝑚} (4.8) 
𝑝𝑟𝑢𝑡 = 𝑖, tal que 𝑟𝑢𝑡𝑎𝑠(𝑟𝑢𝑡(𝑖)). 𝑠𝑢𝑚𝑐𝑜𝑙 = 𝑚𝑛𝑐𝑜𝑙 (4.9) 
Ejemplo 4.11: Para el Ejemplo 4.10 del grafo 𝐺 de  27 nodos con nodo sumidero 23, en la 
primera iteración, el 𝑚𝑛𝑐𝑜𝑙 = 20, que  corresponde con el camino cuyo identificador 
𝑟𝑢𝑡(𝑝𝑟𝑢𝑡) = 20 con 𝑝𝑟𝑢𝑡 = 1. 
e. Conteo de segundos nodos: El número de caminos máximos posibles para la comunicación 
entre el nodo fuente 𝑠 y el sumidero 𝑡𝑖, 𝑖 = 1,… , |𝑇|, está almacenado en 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡(𝑖). Cada 
uno de las 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡(𝑖) caminos primarios para establecer el flujo hacia el sumidero 𝑡𝑖  tiene 
la forma [𝑠, 𝑏2𝑗, 𝑎2, … , 𝑎ℓ, 𝑡𝑖], y cada uno pasa por un segundo nodo denotado por 𝑏2𝑗, 𝑗 =
1,… , 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡(𝑖) con 𝑏2𝑗 ≠ 𝑏2𝑘, 𝑗 ≠ 𝑘. Es decir, los 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡(𝑖) caminos, desde el nodo 
fuente 𝑠 hasta cada nodo sumidero 𝑡𝑖, son disyuntos y, por ende, cada uno de los caminos 
utilizan un segundo nodo distinto ya que no hay nodos repetidos entre caminos diferentes. Se 
establece el segundo nodo 𝑏2𝑗 como un elemento distintivo para cada camino en un flujo desde 
el nodo fuente 𝑠 y un  nodo sumidero 𝑡𝑖. Con la búsqueda de los mejores caminos desde el  
nodo fuente 𝑠 hasta el nodo sumidero 𝑡𝑖, se establece el número de veces que es utilizado cada 
segundo nodo en todos los caminos para el total de nodos sumideros |𝑇|. Este conteo se va 
actualizando en el arreglo 𝑐𝑜𝑛𝑡𝑠𝑒𝑔𝑛𝑜𝑑, donde cada 𝑐𝑜𝑛𝑡𝑠𝑒𝑔𝑛𝑜𝑑(𝑗) es el número de veces que 
el 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡(𝑗) es utilizado en todos los caminos que conforman los flujos hacia los |𝑇| 
sumideros. Es claro, que después de llevar a cabo todas las iteraciones para hallar los flujos 









Ejemplo 4.12: En la Tabla 4.21 y, de acuerdo con el grafo 𝐺 de 27 nodos, se muestra la 
secuencia de cálculos de 𝑐𝑜𝑛𝑡𝑠𝑒𝑔𝑛𝑜𝑑 y 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡, según se van realizando las iteraciones 
sobre 𝑛𝑑, el índice de los  nodos sumideros. Se confirma la relación (4.10).  
Tabla 4.21 Secuencia de hallazgos de 𝑐𝑜𝑛𝑡𝑠𝑒𝑔𝑛𝑜𝑑 y 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡 para 𝐺 de 27 nodos 
𝒏𝒅 𝒄𝒐𝒏𝒕𝒔𝒆𝒈𝒏𝒐𝒅  𝒍𝒖𝒎𝒂𝒙𝒓𝒖𝒕 
1 [1,1,1,1,0] [4] 
2 [2,2,2,2,0] [4,4] 
3 [3,3,3,3,1] [4,4,5] 
4 [4,4,4,3,2] [4,4,5,4] 
5 [5,4,5,4,3] [4,4,5,4,4] 
 
f. Actualización del arreglo 𝑚𝑎𝑟𝑐𝑎 y eliminación de 𝑐𝑎𝑚𝑖𝑛𝑜𝑠 que colisionan con el camino 
primario hallado: Seleccionado el camino  primario, se  busca en cada 𝑙𝑖𝑠𝑡𝑎 registrada en 




𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎, cuáles colisionan con el camino primario identificado por 𝑟𝑢𝑡(𝑝𝑟𝑢𝑡). Es decir, 
se busca en cada 𝑙𝑖𝑠𝑡𝑎 determinada por 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎, si el camino primario 𝑟𝑢𝑡(𝑝𝑟𝑢𝑡) está 
allí; luego los  identificadores de 𝑐𝑎𝑚𝑖𝑛𝑜𝑠 distintos del  camino primario, deben ser eliminados 
para que no colisionen con este.  
El procedimiento descrito en el Algoritmo  4.3, consiste en que una vez encontrada una 𝑙𝑖𝑠𝑡𝑎 de 
𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎  que contenga el camino primario 𝑟𝑢𝑡(𝑝𝑟𝑢𝑡), se incluyan todos los  
identificadores de los caminos distintos del primario en una pila de eliminación 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚.  
Algoritmo  4.3: Caminos_Eliminar 
Entrada: Arreglos 𝑟𝑢𝑡, 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎, Escalar 𝑝𝑟𝑢𝑡 
Salida: Arreglos 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚   
1 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚 = ∅; 
2 Para 𝑗 = 1: |𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎| 
3    Si 𝑟𝑢𝑡(𝑝𝑟𝑢𝑡) ∈ 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎(𝑗). 𝑙𝑖𝑠𝑡𝑎 
4       Insertar en 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚 a {𝑘|𝑘 ∈ 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎(𝑗). 𝑙𝑖𝑠𝑡𝑎\𝑟𝑢𝑡(𝑝𝑟𝑢𝑡)}; 
5    Fin Si 
6 Fin Para 
7 Eliminar los elementos duplicados de 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚; 
8 Retornar 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚; 
 
Posteriormente, según (4.11), se  marcan todas  las  posiciones del arreglo 𝑚𝑎𝑟𝑐𝑎 
correspondientes a los identificadores en 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚 con valor en 1, que significa que estos 
caminos no serán utilizados en el  flujo hacia el sumidero 𝑡. Además, de acuerdo con (4.12), se 
anulan, en el  arreglo 𝑟𝑢𝑡𝑎𝑠, los 𝑐𝑎𝑚𝑖𝑛𝑜𝑠 correspondientes a los identificadores en 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚, 
para que en el futuro ya no vuelvan a utilizarse en la marcación de nodos y, en consecuencia, no 
aumentar el número de colisiones en las siguientes iteraciones. 
𝑚𝑎𝑟𝑐𝑎(𝑖) = 0, ∀𝑖 ∈ 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚 (4.11) 
𝑟𝑢𝑡𝑎𝑠(𝑖). 𝑐𝑎𝑚𝑖𝑛𝑜 = ∅, ∀𝑖 ∈ 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚 (4.12) 
Seguidamente, según (4.13), se busca en cada  𝑙𝑖𝑠𝑡𝑎 de 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎, los identificadores de 
𝑐𝑎𝑚𝑖𝑛𝑜𝑠 que coincidan con los ubicados en 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚. Estos identificadores de 𝑐𝑎𝑚𝑖𝑛𝑜𝑠 se 
eliminan de cada 𝑙𝑖𝑠𝑡𝑎 en 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎 y, así se podrá disminuir el número de colisiones para 
la siguiente iteración. 
𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎(𝑗). 𝑙𝑖𝑠𝑡𝑎(𝑘) = ∅, ∀𝑘 ∈ 𝑝𝑖𝑙𝑎𝑒𝑙𝑖𝑚 ∩ 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎(𝑗). 𝑙𝑖𝑠𝑡𝑎, 
∀𝑗 = 1,… , |𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎| 
(4.13) 
Ejemplo 4.13: De acuerdo con lo explicado en este paso, los caminos a eliminar en la primera 
iteración para el hallazgo del flujo máximo desde 1 hasta 23 en el grafo 𝐺 de 27 nodos, 
comprenden desde el identificador 1 al 19, los cuales son  distintos del camino primario 20. 
Esto genera una  actualización de cada 𝑐𝑎𝑚𝑖𝑛𝑜 en el arreglo 𝑟𝑢𝑡𝑎𝑠, correspondientes al  
sumidero 23 (Tabla 4.22) y cada 𝑙𝑖𝑠𝑡𝑎 en el arreglo 𝑛𝑜𝑑𝑜𝑠𝑒𝑛𝑟𝑢𝑡𝑎𝑠 (Tabla 4.23). 




g. Re-cálculo de colisiones y suma de colisiones: Se re-totalizan las colisiones que generan los 
distintos caminos restantes desde el nodo fuente 𝑠 hasta el nodo sumidero 𝑡 = 𝑑𝑒𝑠𝑡(𝑛𝑑) para 
cada uno de  los nodos que conforman estos caminos. Después se vuelven a calcular las 
sumatorias de colisiones para cada uno de los caminos restantes y se actualizan estos valores. 
Tabla 4.22 Actualización de caminos desde el nodo fuente 1 al sumidero 23 en 𝐺 de 27 nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒄𝒂𝒎𝒊𝒏𝒐 
1 1 2 7 13 18 23 15 1 2 9 13 23 
 
29 1 3 8 14 19 23 43 1 3 10 15 23 
 
2 1 2 7 13 19 23 16 1 2 9 15 20 23 30 1 3 8 14 20 23 44 1 4 10 14 19 23 
3 1 2 7 13 23 
 
17 1 2 9 15 23 
 
31 1 3 8 18 23 
 
45 1 4 10 14 20 23 
4 1 2 7 14 19 23 18 1 2 9 19 23 
 
32 1 3 8 19 23 
 
46 1 4 10 15 20 23 
5 1 2 7 14 20 23 19 1 2 9 20 23 
 
33 1 3 9 13 18 23 47 1 4 10 15 23 
 
6 1 2 7 15 20 23 20 1 2 23 
   
34 1 3 9 13 19 23 48 1 4 13 18 23 
 
7 1 2 7 15 23 
 
21 1 3 7 13 18 23 35 1 3 9 13 23 
 
49 1 4 13 19 23 
 
8 1 2 7 18 23 
 
22 1 3 7 13 19 23 36 1 3 9 15 20 23 50 1 4 13 23 
  
9 1 2 8 14 19 23 23 1 3 7 13 23 
 
37 1 3 9 15 23 
 
51 1 5 10 14 19 23 
10 1 2 8 14 20 23 24 1 3 7 14 19 23 38 1 3 9 19 23 
 
52 1 5 10 14 20 23 
11 1 2 8 18 23 
 
25 1 3 7 14 20 23 39 1 3 9 20 23 
 
53 1 5 10 15 20 23 
12 1 2 8 19 23 
 
26 1 3 7 15 20 23 40 1 3 10 14 19 23 54 1 5 10 15 23 
 
13 1 2 9 13 18 23 27 1 3 7 15 23 
 
41 1 3 10 14 20 23 55 1 6 10 14 19 23 
14 1 2 9 13 19 23 28 1 3 7 18 23 
 
42 1 3 10 15 20 23 56 1 6 10 14 20 23 
 
      
 
      
 
      
57 1 6 10 15 20 23 
 
      
 
      
 
      
58 1 6 10 15 23 
  
Tabla 4.23 Actualización de nodos visitados por los caminos desde 1 hasta 23 en 𝐺 de 27 nodos 
 Nodos visitados por todos los caminos desde el fuente hasta el sumidero 







1 21 44 51 55 1 9 13 40 
  
1 4 6 
  
1 2 5 
  2 22 45 52 56 2 10 14 41 
  
2 5 7 
  
8 4 6 
  3 23 46 53 57 3 11 15 42 
  
3 9 16 
  
11 9 10 
  4 24 47 54 58 4 12 16 43 
  
13 10 17 
  
13 12 16 
  5 25 48 
  
5 29 17 44 
  
14 24 26 
  
21 14 19 
  6 26 49 
  
6 30 18 45 
  
15 25 27 
  
28 18 25 
  7 27 50 
  
7 31 19 46 
  
21 29 36 
  
31 22 26 
  8 28 
   
8 32 33 47 
  
22 30 37 
  
33 24 30 
  9 29 





23 40 42 
  
48 29 36 
  10 30 





33 41 43 
   
32 39 
  11 31 





34 44 46 
   
34 41 
  12 32 





35 45 47 
   
38 42 
  13 33 





48 51 53 
   
40 45 
  14 34 





49 52 54 
   
44 46 
  15 35 





50 55 57 
   
49 52 
  16 36 




   
56 58 
   
51 53 
  17 37 
               
55 56 
  18 38 
                
57 
  19 39 
                   





                   
 
41 
                   
 
42 
                   
 
43 
                   
Ejemplo 4.14: La Tabla 4.24 muestra la actualización de las colisiones de cada camino que 
finaliza en el nodo sumidero 23 para el grafo 𝐺 de 27 de nodos, y la Tabla 4.25 muestra la  
actualización de la sumatoria de colisiones para estos mismos caminos. 
 
Tabla 4.24 Actualización de colisiones para cada camino hacia el sumidero 23 en 𝐺 de 27 nodos 
𝒕 𝒄𝒐𝒍𝒊𝒔𝒊𝒐𝒏𝒆𝒔 
23 [0,1, 23,7,4,4,8,4,7,16,0,0,9,12,12,0,0,5,11,13,0,0] 
 
Tabla 4.25 Actualización sumatoria de colisiones en cada camino desde 1 hasta 23 en 𝐺 de 27 
nodos 
𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 𝒊 𝒓𝒖𝒕𝒂𝒔(𝒊). 𝒔𝒖𝒎𝒄𝒐𝒍 
1 0 15 0 29 50 43 51 
2 0 16 0 30 52 44 46 
3 0 17 0 31 32 45 48 
4 0 18 0 32 38 46 48 
5 0 19 0 33 44 47 35 
6 0 20 1 34 50 48 21 
7 0 21 45 35 39 49 27 
8 0 22 51 36 55 50 16 
9 0 23 40 37 42 51 43 
10 0 24 54 38 41 52 45 
11 0 25 56 39 43 53 45 
12 0 26 56 40 62 54 32 
13 0 27 43 41 64 55 43 
14 0 28 36 42 64 56 45 
      
57 45 
      
58 32 
h. Fijación de camino primario: El identificador de camino primario ubicado en 𝑟𝑢𝑡(𝑝𝑟𝑢𝑡) se 
marca como fijo con valor de 2 en 𝑚𝑎𝑟𝑐𝑎. Es decir, se asigna 𝑚𝑎𝑟𝑐𝑎(𝑟𝑢𝑡(𝑝𝑟𝑢𝑡)) = 2.  
i. Resumen de los caminos válidos: Se calcula el identificador de  caminos válidos, y cada uno de 
estos se  guarda en el arreglo 𝑟𝑢𝑡𝑎𝑠𝑣𝑎𝑙. Estos identificadores se obtienen a partir del arreglo 
𝑚𝑎𝑟𝑐𝑎, donde se seleccionan las posiciones cuyo contenido es 2, y estas posiciones 
corresponden con los identificadores de los caminos válidos. Esto quiere decir que si 
𝑚𝑎𝑟𝑐𝑎(𝑖) = 2, el camino 𝑖 hace parte de los caminos  válidos desde 𝑠 hasta 𝑡. 
En la estructura vectorial 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡 (tiene una  posición por cada sumidero), se va 
almacenando internamente otra estructura  vectorial denominada 𝑟𝑢𝑡𝑎𝑚𝑎𝑥, la  cual contiene el  




campo 𝑐𝑎𝑚𝑖𝑛𝑜, que  corresponde al  arreglo formado por cada camino válido seleccionado; y 
𝑛𝑢𝑚𝑟𝑢𝑡𝑎𝑠, que equivale al identificador de 𝑐𝑎𝑚𝑖𝑛𝑜 (índice del  arreglo 𝑟𝑢𝑡𝑎𝑠) escogido. El 






El arreglo vectorial 𝑠𝑒𝑔𝑛𝑜𝑑, de  tamaño igual al número de  sumideros, guarda el segundo  
nodo de cada 𝑐𝑎𝑚𝑖𝑛𝑜 válido en el arreglo 𝑙𝑖𝑠𝑡𝑎. Luego, 𝑠𝑒𝑔𝑛𝑜𝑑(𝑛𝑑). 𝑙𝑖𝑠𝑡𝑎(𝑖) = 𝑠𝑒𝑔, significa 





En el arreglo 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡, se almacena la cantidad de caminos disyuntos obtenidos  por cada 
nodo sumidero. Al final de todas las iteraciones, se obtendrá en este arreglo, el  flujo máximo 
por cada sumidero. 
Ejemplo 4.15: En la Tabla 4.26 se observa el resumen de identificadores de  caminos válidos 
hacia cada sumidero; además, se  presentan los segundos nodos que los identifican. En la 
misma tabla se encuentran el identificador  de camino que le corresponde según cada sumidero 
y  la secuencia de nodos que conforman cada camino. En la Figura 4.2 se muestran los grafos 
de flujo máximo correspondientes a cada uno de los sumideros presentados en la Tabla 4.26. El 
flujo máximo que llega al nodo sumidero 25 (Figura 4.2 (c)), es el único que sobrepasa el valor 
del mínimo flujo máximo común, que es 4. 
Tabla 4.26 Identificación y descripción de caminos por cada sumidero 
𝒏𝒅 𝒕𝒏𝒅 𝒓𝒖𝒕𝒂𝒔𝒗𝒂𝒍 𝒔𝒆𝒈𝒏𝒐𝒅(𝒏𝒅). 𝒍𝒊𝒔𝒕𝒂 𝒓𝒖𝒕𝒂𝒔𝒅𝒆𝒔𝒕 
    𝒊 𝒓𝒖𝒕𝒂𝒎𝒂𝒙 
1 23 [20,31,50,54] [2,3,4,5] 
 𝒏𝒖𝒎𝒓𝒖𝒕𝒂 𝒄𝒂𝒎𝒊𝒏𝒐 
1 20 [1 2 23] 
2 31 [1 3 8 18 23] 
3 50 [1 4 13 23] 
4 54 [1 5 10 15 23] 
    𝒊 𝒓𝒖𝒕𝒂𝒎𝒂𝒙 
2 24 [12,25,49,50] [2,3,4,5] 
 𝒏𝒖𝒎𝒓𝒖𝒕𝒂 𝒄𝒂𝒎𝒊𝒏𝒐 
1 12 [1 2 8 24] 
2 25 [1 3 7 18 24] 
3 49 [1 4 21 24] 
4 50 [1 5 10 14 19 24] 
    𝒊 𝒓𝒖𝒕𝒂𝒎𝒂𝒙 
3 25 [7,22,37,56,66] [2,3,4,5,6] 
 𝒏𝒖𝒎𝒓𝒖𝒕𝒂 𝒄𝒂𝒎𝒊𝒏𝒐 
1 7 [1 2 8 18 25] 
2 22 [1 3 9 20 25] 
3 37 [1 4 17 25] 
4 56 [1 5 16 25] 
5 66 [1 6 11 22 25] 
    𝒊 𝒓𝒖𝒕𝒂𝒎𝒂𝒙 




4 26 [4,9,24,49] [2,3,4,6] 
 𝒏𝒖𝒎𝒓𝒖𝒕𝒂 𝒄𝒂𝒎𝒊𝒏𝒐 
1 4 [1 2 8 14 26] 
2 9 [1 3 7 15 26] 
3 24 [1 4 21 26] 
4 49 [1 6 17 22 26] 
    𝒊 𝒓𝒖𝒕𝒂𝒎𝒂𝒙 
5 27 [1,14,32,46] [2,4,5,6] 
 𝒏𝒖𝒎𝒓𝒖𝒕𝒂 𝒄𝒂𝒎𝒊𝒏𝒐 
1 1 [1 2 7 15 21 27] 
2 14 [1 4 17 27] 
3 32 [1 5 16 27] 
4 46 [1 6 12 27] 
 
 
Figura 4.2 Grafos unicast de flujos máximos individuales para los sumideros de 𝐺 de 27 nodos 
4.2 Grafo de Mínimo Flujo Máximo 
Después de obtener para cada sumidero el grafo de flujo máximo, se procede a unificar el sistema 
multicast unisesión al mínimo flujo máximo [5]. Esta sección explica cómo reducir la  estructura 
vectorial 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, de tal forma que en esta solo queden almacenados, por cada nodo sumidero 
que la constituyen, un número de caminos disyuntos que finalicen en el sumidero y  que 
correspondan en cantidad al mínimo flujo máximo. En esta sección se calcula el grafo de mínimo 
flujo máximo 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, que comprende todos los caminos desde el nodo fuente hasta cada 
sumidero. La cantidad de caminos por cada nodo sumidero es la misma y equivalente al mínimo 
flujo máximo. 
4.2.1 Bases del algoritmo 
Hasta este punto se han calculado los grafos unicast de flujos máximos 𝐺𝑖
′ individuales por cada 
nodo sumidero 𝑡𝑖 ∈ 𝑇. Los grafos se clasifican en los que cumplen con el mínimo flujo máximo 
común 𝑟 y los que no. Por cada grafo unicast de flujo máximo, ya está calculada la lista de 
segundos nodos 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎, que identifican los caminos disyuntos que arriban al sumidero 𝑡𝑖.  
El algoritmo unifica el número de caminos disyuntos que debe finalizar en los sumideros, de tal 
forma que todos tengan un flujo máximo igual a 𝑟. La política del algoritmo consiste en tomar cada 
𝐺𝑖
′ que no cumpla con 𝑟 (𝑓𝐺𝑖
′ > 𝑟), verificar que la mayor cantidad de segundos nodos (en lo posible 
𝑟) en 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎, representantes de sus caminos, se solapen o intersecten con los segundos 
nodos de algunos de los grafos que si cumplan con el  mínimo flujo 𝑟. Además, la sumatoria de las 
longitudes de los caminos  hallados en 𝐺𝑖
′, debe ser la menor posible. Aquel conjunto de segundos  
nodos intersectados que se aproxime o sea igual a 𝑟, y que la longitud de los caminos que 





′, sea la menor posible, serán escogidos. Formalmente en (4.14), se calcula la 
intersección Ι𝑖
𝑗
 de los  segundos nodos de 𝐺𝑖
′ ( 𝑓𝐺𝑖
′ > 𝑟 ) con los segundos nodos de 𝐺𝑗
′ ( 𝑓𝐺𝑗
′ = 𝑟 ). 
Ι𝑖
𝑗
= 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎 ∩ 𝑠𝑒𝑔𝑛𝑜𝑑(𝑗). 𝑙𝑖𝑠𝑡𝑎 (4.14) 
Se define Λ
Ι𝑖
𝑗 como la suma de las longitudes de los caminos que contienen a los segundos nodos en 
Ι𝑖
𝑗
, la cual se calcula según (4.15). 
Λ
Ι𝑖






La colección de intersecciones para 𝐺𝑖
′, se denota como Ι𝑖 y el conjunto de sumas de longitudes se 




′ > 𝑟 ∧ 𝑓𝐺𝑗






El conjunto intersección de segundos nodos se define según (4.22). 




∈ Ι𝑖  ∧ ΛΙ𝑖
𝑗 = min (ΛΙ𝑖)} 
(4.18) 
En consecuencia, la selección del mejor conjunto intersección de segundos nodos no involucra a  
más de un grafo de mínimo flujo máximo ya obtenido. Es decir, los caminos son comunes con un 
solo grafo de mínimo flujo máximo, por ende no hay caminos entremezclados de varios grafos.  
En caso de que no se alcance el flujo máximo común para un grafo, se debe seguir buscando entre 
todas sus rutas que no hayan sido utilizadas en la revisión, hasta completar el mínimo flujo máximo 
de caminos disyuntos con la menor sumatoria de longitudes. Los grafos que se modifiquen y 
obtengan su mínimo flujo máximo, pasan a  la lista de los que cumplen. 
Ejemplo 4.16: En la Figura 4.2(c), se observa que el grafo 𝐺3
′  supera el  mínimo flujo máximo 
𝑟 = 4. Se denotan  los  sumideros secuencialmente como 𝑡1 = 23, 𝑡2 = 24, 𝑡3 = 25, 𝑡4 = 26 y 
𝑡5 = 27. Para lograr llevar este grafo al mínimo flujo máximo común,  se calcula, inicialmente, los 
conjuntos  intersecciones según (4.14) y el conjunto de las sumas de longitudes que estos segundos 




2 = {2,3,4,5}, Ι3
4 = {2,3,4,6} y Ι3
5 = {2,4,5,6}. 
ΛΙ31 = ΛΙ32 = 18, ΛΙ34 = 19 y ΛΙ35 = 18. 
 
Las colecciones de conjuntos intersecciones y sumas de longitudes de caminos son: 
Ι3 = {{2,3,4,5}, {2,3,4,6}, {2,4,5,6}}, ΛΙ3 = {18,19,18}. 
 
Por tanto, 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛 = {2,3,4,5}. 




Esto significa, que los caminos de 𝐺3
′  determinados por los segundos nodos 2,3, 4 y 5, son los 
escogidos para cumplir con el mínimo flujo máximo 𝑟 = 4. El grafo 𝐺3




′  con flujo 𝑟 = 4 igualado con otros grafos en 𝐺 de 27 nodos 
4.2.2 Cálculo del  mínimo flujo máximo 
A partir del arreglo 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡, el cual  contiene los valores de los flujos máximos desde el nodo 
fuente hacia cada  uno de  los  nodos sumideros de la sesión multicast, se calcula el  mínimo valor 
que corresponde  con el mínimo flujo máximo de esta sesión. Este valor está almacenado en la 
variable 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 y se calcula según (4.19).  
𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 = min{𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡(𝑖)|1 ≤ 𝑖 ≤ 𝑛𝑑𝑒𝑠𝑡} (4.19) 
En el  arreglo 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛, se almacenan los índices de 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡 que corresponden con el 
𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜. Estos índices, igualmente, corresponden con los de 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡 que coinciden con el 
mínimo flujo máximo.  
Ejemplo 4.17: Según los datos de la Tabla 4.21, el mínimo flujo máximo 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 es 4 y el 
arreglo 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛 contiene los índices donde 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡 coincide con 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜; es decir, 
𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛 = [1,2,4,5].  
4.2.3 Emparejamiento de caminos que no cumplen 
En el arreglo 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡 se almacenan los índices de 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡, cuyos flujos máximos son mayores 
que el 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, según se  especifica en (4.20). Los índices almacenados en 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡 coinciden 
con los índices de los sumideros en 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡 que sobrepasan en caminos entrantes al mínimo 
flujo máximo, según (4.21). Si este arreglo está  vacío, significa que todos los  caminos hacia los 
sumideros, son iguales al 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, y no hay que establecer ajustes. Cuando no está  vacío, el 
procedimiento  de ajuste consiste en reacomodar las rutas.  
𝑖 ∈ 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡 ⇔ 𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡(𝑖) > 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 (4.20) 
∀𝑖 ∈ 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡 y |𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡(𝑖). 𝑟𝑢𝑡𝑎𝑚𝑎𝑥| > 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 (4.21) 
El objetivo es lograr que el número de 𝑐𝑎𝑚𝑖𝑛𝑜𝑠 hacia los sumideros, con índices en 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, y 
almacenados en 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡, sea igual en cantidad al  𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜. La meta se logra con la selección de 
los caminos que tengan en común, con los flujos de los sumideros con índice en 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛, el 
segundo nodo que los determina y que la sumatoria de sus longitudes sea la menor. Esta tarea se 
realiza con la ejecución del Algoritmo  4.4. Este algoritmo implica la ejecución de un conjunto de 




iteraciones según el número de índices  de  sumideros almacenados en 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡. Dentro de cada 
iteración se ejecutan los siguientes procedimientos: 
Algoritmo  4.4: Igualar_Sumideros_Mayores_Flujo 
Entrada: Arreglos 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑, 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡, 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛 Escalar 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 
Salida: Arreglo 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑, 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛   
1 Para cada sumidero 𝑖 en 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡 
2    Búsqueda_Sobre_Nodos_Comunes(𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑, 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛, 𝑖, 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜); 
3    Búsqueda_Sobre_Nodos_Comtotal(𝑚𝑖𝑛𝑐𝑜𝑛𝑢𝑛, 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙, 𝑠𝑒𝑔𝑛𝑜𝑑, 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑,𝑖, 
                                 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜,𝑚𝑖𝑛𝑙𝑜𝑛𝑔); 
4    Actualizaciones(𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑, 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛,𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛, 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙, 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑, 𝑖, 
                   𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜); 
5 Fin Para 
6 Retornar 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑, 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛; 
4.2.3.1 Búsqueda sobre nodos comunes 
El Algoritmo  4.5 calcula, para  el sumidero 𝑖 en 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡 entregado como  parámetro, y para  cada 
sumidero 𝑗 en 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛, los segundos nodos comunes pertenecientes al conjunto de caminos que 
convergen en 𝑖 y al conjunto de  caminos que convergen en 𝑗. Es decir, establece una búsqueda de 
segundos nodos comunes entre el  sumidero 𝑖 con cada sumidero 𝑗, cuyo grafo de  flujo máximo 𝐺𝑗
′ 
si cumple  el  𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜.  Además, la sumatoria de  las longitudes de los caminos, identificados por 
los segundos nodos comunes que finalizan en 𝑖, debe ser la mínima de entre todas las |𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛| 
posibilidades.  
De todos los conjuntos obtenidos, se  calcula el mínimo de segundos nodos comunes (𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛)  
con la  condición que se logre alcanzar el 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 y que la sumatoria de las longitudes de los 
caminos que estos segundos  nodos determinan, sea la mínima posible (𝑚𝑖𝑛𝑙𝑜𝑛𝑔). Si no se  logra 
alcanzar un mínimo común de  segundos nodos igual al 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, se devuelve el arreglo mínimo 
común más cercano posible en cantidad a este límite, y con la sumatoria de longitudes que sea la 
menor posible. Siempre será preferido un conjunto de segundos nodos comunes igual en cantidad al 
𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, sobre uno que no lo sea. Durante cada iteración sobre los sumideros en 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛, se 
van almacenando, de forma única, todos los segundos nodos comunes en el arreglo 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙, el 
cual es una salida del algoritmo que será utilizada para verificar si se encuentra un 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛 de 
tamaño 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 con una menor sumatoria de longitudes en los caminos que estos representan.  Es 
decir, todavía es posible hallar un 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛 mejor que el encontrado, usando el arreglo 
𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙, el cual contiene los  segundos nodos de todos los  sumideros en 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛 validados. 
Este algoritmo también devuelve la 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 de los caminos que finalizan en el sumidero en la  
posición 𝑖 de 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡; es decir, la longitud de los  caminos almacenados en 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡(𝑖). El 
arreglo 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 se calcula según la expresión (4.22). En conclusión, este algoritmo devuelve un 
arreglo de segundos nodos que identifican los posibles caminos hacia el nodo sumidero asociado a 𝑖 
en 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡.  Este arreglo, no sobrepasa el minimo flujo máximo 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜. 
𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 = {
|𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡(𝑖). 𝑟𝑢𝑡𝑎𝑚𝑎𝑥(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜| |
𝑖 ∈ 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡, 1 ≤ 𝑘 ≤ |𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡(𝑖). 𝑟𝑢𝑡𝑎𝑚𝑎𝑥|
} 
(4.22) 




El cálculo de los segundos nodos comunes se ejecuta |𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛| veces en el Algoritmo  4.5, por 
tanto se ejecuta |𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡| × |𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛| veces dentro del Algoritmo  4.4. 
Algoritmo  4.5: Búsqueda_Sobre_Nodos_Comunes 
Entrada: Arreglos 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑, 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛 Escalar 𝑖, 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 
Salida: Arreglos 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛, 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙, 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 Escalar 𝑚𝑖𝑛𝑙𝑜𝑛𝑔   
1 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 = |𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡(𝑖). 𝑟𝑢𝑡𝑎𝑚𝑎𝑥(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜|, ∀ 𝑐𝑎𝑚𝑖𝑛𝑜 𝑘 finalizando en 𝑖; 
2 𝑚𝑖𝑛𝑙𝑜𝑛𝑔 = ∞; 
3 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙 = ∅; 
4 𝑑𝑖𝑓𝑐𝑜𝑚𝑢𝑛 = |𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎|; 
5 𝑚𝑒𝑗𝑜𝑟𝑐𝑜𝑚𝑢𝑛 = 𝑓𝑎𝑙𝑠𝑒; 
6 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛 = ∅; 
7 Para cada sumidero 𝑗 en 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛 
8    𝑐𝑜𝑚𝑢𝑛 = 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎 ∩ 𝑠𝑒𝑔𝑛𝑜𝑑(𝑗). 𝑙𝑖𝑠𝑡𝑎; 
9    𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙 = 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙 ∪ 𝑐𝑜𝑚𝑢𝑛; 
10    𝑛𝑢𝑒𝑣𝑜𝑐𝑜𝑚𝑢𝑛 = 𝑓𝑎𝑙𝑠𝑒; 
11    Si |𝑐𝑜𝑚𝑢𝑛| == 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 
12       𝑐𝑜𝑚𝑢𝑛𝑠𝑒𝑙 = 𝑐𝑜𝑚𝑢𝑛; 
13       𝑛𝑢𝑒𝑣𝑜𝑐𝑜𝑚𝑢𝑛 = 𝑡𝑟𝑢𝑒; 
14       Si ~𝑚𝑒𝑗𝑜𝑟𝑐𝑜𝑚𝑢𝑛 //Es el primer |𝑐𝑜𝑚𝑢𝑛| == 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 
15          𝑚𝑖𝑛𝑙𝑜𝑛𝑔 = ∞; 
16          𝑚𝑒𝑗𝑜𝑟𝑐𝑜𝑚𝑢𝑛 = 𝑡𝑟𝑢𝑒; 
17       Fin Si 
18    Sino 
19       Si ~𝑚𝑒𝑗𝑜𝑟𝑐𝑜𝑚𝑢𝑛 //No hay un 𝑐𝑜𝑚𝑢𝑛 tal que |𝑐𝑜𝑚𝑢𝑛| == 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 
20          Si |𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎| − |𝑐𝑜𝑚𝑢𝑛| < 𝑑𝑖𝑓𝑐𝑜𝑚𝑢𝑛 
21             𝑑𝑖𝑓𝑐𝑜𝑚𝑢𝑛 = |𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎| − |𝑐𝑜𝑚𝑢𝑛|; 
22             𝑐𝑜𝑚𝑢𝑛𝑠𝑒𝑙 = 𝑐𝑜𝑚𝑢𝑛; 
23             𝑛𝑢𝑒𝑣𝑜𝑐𝑜𝑚𝑢𝑛 = 𝑡𝑟𝑢𝑒; 
24          Fin Si 
25       Fin Si 
26    Fin Si 
27    Si 𝑛𝑢𝑒𝑣𝑜𝑐𝑜𝑚𝑢𝑛 
28       𝑠𝑢𝑚𝑙𝑜𝑛𝑔 = ∑ 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑(𝑚),𝑚  tal que 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎(𝑚) == 𝑐𝑜𝑚𝑢𝑛𝑠𝑒𝑙(𝑘), 
               ∀𝑘 = 1,… , |𝑐𝑜𝑚𝑢𝑛𝑠𝑒𝑙|; 
29    Fin Si 
30    Si 𝑚𝑖𝑛𝑙𝑜𝑛𝑔 > 𝑠𝑢𝑚𝑙𝑜𝑛𝑔 
31       𝑚𝑖𝑛𝑙𝑜𝑛𝑔 = 𝑠𝑢𝑚𝑙𝑜𝑛𝑔; 
32       𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛 = 𝑐𝑜𝑚𝑢𝑛𝑠𝑒𝑙; 
33    Fin Si 
34 Fin Para 
35 Retornar 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛, 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙, 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑,𝑚𝑖𝑛𝑙𝑜𝑛𝑔; 
4.2.3.2 Búsqueda sobre nodos comunes totales 
Si el Algoritmo  4.5 genera un arreglo 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛 de tamaño 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 después de ejecutar  las 
|𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛| iteraciones, se procede a revisar a través del Algoritmo  4.6, si existen segundos nodos 




mezclados en 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙 de las  distintas iteraciones que generen 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 caminos con una menor 
sumatoria de  longitudes respecto a la hallada y almacenada en 𝑚𝑖𝑛𝑙𝑜𝑛𝑔. El arreglo 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙 
contiene todos los segundos nodos comunes  encontrados en la revisión ejecutada en el Algoritmo  
4.5. El Algoritmo  4.6 utiliza a 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙 para intentar mejorar la mínima longitud almacenada en 
𝑚𝑖𝑛𝑙𝑜𝑛𝑔.  Este algoritmo almacena en el arreglo 𝑙𝑜𝑛𝑔𝑐𝑜𝑚, la 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 de cada uno de los 
caminos asociados a los segundos nodos dentro de 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙. Si el tamaño de 𝑙𝑜𝑛𝑔𝑐𝑜𝑚 supera o es 
igual al 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, se ordena ascendentemente. Si la suma de sus primeras  𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 longitudes  es 
menor que 𝑚𝑖𝑛𝑙𝑜𝑛𝑔, esta suma será el nuevo valor de 𝑚𝑖𝑛𝑙𝑜𝑛𝑔 y los  segundos nodos en 
𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙, asociados a las primeras 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 longitudes en 𝑙𝑜𝑛𝑔𝑐𝑜𝑚, constituirán el  nuevo 
𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛. 
Algoritmo  4.6: Búsqueda_Sobre_Nodos_Comtotal 
Entrada: Arreglos 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛, 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙, 𝑠𝑒𝑔𝑛𝑜𝑑, 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 Escalar 𝑖, 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜,𝑚𝑖𝑛𝑙𝑜𝑛𝑔 
Salida: Arreglo 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛   
1 Si |𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛| == 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 
2    𝑙𝑜𝑛𝑔𝑐𝑜𝑚 = ∅; 
3    𝑙𝑜𝑛𝑔𝑐𝑜𝑚(𝑗) = 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑(𝑖𝑐), tal que 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎(𝑖𝑐) == 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙(𝑗),  
                     ∀𝑗 = 1,… , |𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙|; 
4    Si |𝑙𝑜𝑛𝑔𝑐𝑜𝑚| ≥ 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜  
5               [𝑙𝑜𝑛𝑔𝑐𝑜𝑚, 𝑝𝑜𝑠𝑐𝑜𝑚] =sort(𝑙𝑜𝑛𝑔𝑐𝑜𝑚);// Arreglo 𝑝𝑜𝑠𝑐𝑜𝑚 guarda posición de 
                               // cada longitud antes de ser ordenado.  
6       𝑛𝑢𝑒𝑙𝑜𝑛𝑔 =  ∑ 𝑙𝑜𝑛𝑔𝑐𝑜𝑚(𝑚)
𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜
𝑚=1 ; 
7       Si 𝑛𝑢𝑒𝑙𝑜𝑛𝑔 < 𝑚𝑖𝑛𝑙𝑜𝑛𝑔 
8          𝑚𝑖𝑛𝑙𝑜𝑛𝑔 = 𝑛𝑢𝑒𝑙𝑜𝑛𝑔; 
9          𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛(𝑘) = 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙(𝑝𝑜𝑠𝑐𝑜𝑚(𝑘)), ∀𝑘 = 1,… ,𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜; 
10       Fin Si 
11    Fin Si 
12 Fin Si 
13 Retornar 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛; 
4.2.3.3 Actualizaciones 
El Algoritmo  4.7 calcula el  número de caminos válidos hacia un nodo sumidero 𝑡. Hasta el 
momento, en los dos algoritmos anteriores, se ha calculado el conjunto de segundos nodos que 
identifican los posibles caminos válidos que convergen en el  nodo 𝑡.  Este valor se  guarda en la 
variable 𝑛𝑢𝑚𝑓𝑙𝑢𝑗𝑜 y se obtiene a partir de la longitud del arreglo 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛. El algoritmo 
inicializa un arreglo de segundos  nodos 𝑢𝑠𝑎𝑑𝑜𝑠 en la obtención de los caminos válidos para el 
sumidero 𝑖, con los nodos almacenados en 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛. Los segundos nodos de caminos hacia el 
sumidero 𝑖 ya revisados, aunque no todos usados, están en 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙. El algoritmo calcula los 
segundos nodos cuyos caminos hacia  𝑖 faltan por revisar y la longitud de cada uno de estos 
caminos. Estos valores son almacenados en los arreglos 𝑠𝑒𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎 y 𝑙𝑜𝑛𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎, 
respectivamente. El número de caminos faltantes y que se crearán  para el sumidero 𝑖 es 
𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 − 𝑛𝑢𝑚𝑓𝑙𝑢𝑗𝑜.  En cada iteración del ciclo entre las líneas 5-12 del algoritmo, se 
determinan las posiciones de  los segundos nodos en 𝑠𝑒𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎 cuyos caminos asociados tengan 
la menor longitud en 𝑙𝑜𝑛𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎. De estos  caminos, se  selecciona el primero, del cual se 




almacena su segundo nodo en el arreglo 𝑢𝑠𝑎𝑑𝑜𝑠, y se elimina de 𝑠𝑒𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎. También se 
elimina la longitud del  camino asociado a este segundo nodo en el arreglo 𝑙𝑜𝑛𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎.  
La última parte del algoritmo calcula los segundos nodos no usados para el sumidero 𝑖, a partir de la  
diferencia entre los arreglos de los segundos nodos en 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎 y los 𝑢𝑠𝑎𝑑𝑜𝑠. Luego se 
eliminan los  segundos nodos no usados de 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎 y las  rutas  no usadas de  
𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡(𝑖). 𝑟𝑢𝑡𝑎𝑚𝑎𝑥, resultando que cada flujo hacia el sumidero 𝑖 será el 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜. Además, 
se  adiciona el sumidero 𝑖 al arreglo 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛. 
Algoritmo  4.7: Actualizaciones 
Entrada: Arreglos 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑, 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛,𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛, 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙, 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑  
         Escalar 𝑖, 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 
Salida: Escalar 𝑠𝑒𝑔𝑛𝑜𝑑, 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛 
1 𝑛𝑢𝑚𝑓𝑙𝑢𝑗𝑜 = |𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛|; 
2 𝑢𝑠𝑎𝑑𝑜𝑠 = 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛; 
3 𝑠𝑒𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎 = 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎 − 𝑐𝑜𝑚𝑡𝑜𝑡𝑎𝑙; 
4 𝑙𝑜𝑛𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎(𝑗) = 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑(𝑘), tal que 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎(𝑘) == 𝑠𝑒𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎(𝑗), 
              ∀𝑗 = 1,… , |𝑠𝑒𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎|; 
5 Para 𝑗 = 1:𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 − 𝑛𝑢𝑚𝑓𝑙𝑢𝑗𝑜 
6    𝑚𝑒𝑛𝑜𝑟 = min(𝑙𝑜𝑛𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎); 
7    Adicionar 𝑘 en arreglo 𝑟𝑟, tal que 𝑙𝑜𝑛𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎(𝑘) == 𝑚𝑒𝑛𝑜𝑟, 
                ∀𝑘 = 1,… , |𝑙𝑜𝑛𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎|; 
8    𝑠𝑒𝑔 = 𝑠𝑒𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎(𝑟𝑟(1)); //Se toma el primer segundo nodo cuya  
                        //posición está en rr porque todas  
                        //corresponden a caminos de igual longitud. 
9    Adicionar 𝑠𝑒𝑔 a 𝑢𝑠𝑎𝑑𝑜𝑠; 
10    Eliminar el nodo 𝑠𝑒𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎(𝑟𝑟(1)); 
11    Eliminar la longitud 𝑙𝑜𝑛𝑔𝑛𝑜𝑑𝑓𝑎𝑙𝑡𝑎(𝑟𝑟(1)); 
12 Fin Para 
13 𝑛𝑜𝑢𝑠𝑎𝑑𝑜𝑠 = 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎 − 𝑢𝑠𝑎𝑑𝑜𝑠; 
14 Para 𝑗 = 1: |𝑛𝑜𝑢𝑠𝑎𝑑𝑜𝑠| 
15    Sea 𝑟𝑟 tal que 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎(𝑟𝑟) == 𝑛𝑜𝑢𝑠𝑎𝑑𝑜𝑠(𝑗); 
16    Eliminar el segundo nodo 𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎(𝑟𝑟); 
17    Eliminar el camino 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡(𝑖). 𝑟𝑢𝑡𝑎𝑚𝑎𝑥(𝑟𝑟); 
18 Fin Para 
19 Adicionar 𝑖 a 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛; 
20 Retornar 𝑠𝑒𝑔𝑛𝑜𝑑, 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛; 
 
Ejemplo 4.18: Tomando el grafo de la red de comunicaciones de la  Figura 4.4, se obtienen los 
siguientes valores antes de ejecutar el Algoritmo  4.4: 
 
𝑓𝑙𝑢𝑚𝑎𝑥𝑟𝑢𝑡 = [3,2,2,3,2,4] 
𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡 = [1,4,6] 
𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛 = [2,3,5] 
𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 = 2 
 




La Tabla 4.27, presenta el estado de los caminos y la lista de  segundos nodos asociados a cada 
camino y la Figura 4.6 presenta los mismos resultados en los grafos unicast derivados de la 
ejecución del algoritmo de caminos disyuntos. Se observa como los grafos en (a), (d) y (f), superan 
el mínimo flujo máximo de  2. 
 
Tabla 4.27 Rutas y listas de  segundos nodos para 𝐺 de 18 nodos y 6 sumideros 
𝒊 𝒕𝒊 𝒔𝒆𝒈𝒏𝒐𝒅(𝒊). 𝒍𝒊𝒔𝒕𝒂 𝒓𝒖𝒕𝒂𝒔𝒅𝒆𝒔𝒕 
    𝒓𝒖𝒕𝒂𝒎𝒂𝒙 
1 10 [3,4,5] 
𝒋 𝒏𝒖𝒎𝒓𝒖𝒕𝒂 𝒄𝒂𝒎𝒊𝒏𝒐 
1 1 [1 3 9 10] 
2 2 [1 4 10] 
3 4 [1 5 10] 
    𝒓𝒖𝒕𝒂𝒎𝒂𝒙 
2 14 [4,6] 
𝒋 𝒏𝒖𝒎𝒓𝒖𝒕𝒂 𝒄𝒂𝒎𝒊𝒏𝒐 
1 12 [1 4 13 14] 
2 14 [1 6 7 14] 
    𝒓𝒖𝒕𝒂𝒎𝒂𝒙 
3 15 [2,4] 
𝒋 𝒏𝒖𝒎𝒓𝒖𝒕𝒂 𝒄𝒂𝒎𝒊𝒏𝒐 
1 3 [1 2 11 15] 
2 7 [1 4 13 15] 
    𝒓𝒖𝒕𝒂𝒎𝒂𝒙 
4 16 [2,3,4] 
𝒋 𝒏𝒖𝒎𝒓𝒖𝒕𝒂 𝒄𝒂𝒎𝒊𝒏𝒐 
1 3 [1 2 11 16] 
2 6 [1 3 16] 
3 7 [1 4 8 16] 
    𝒓𝒖𝒕𝒂𝒎𝒂𝒙 
5 17 [2,3] 
𝒋 𝒏𝒖𝒎𝒓𝒖𝒕𝒂 𝒄𝒂𝒎𝒊𝒏𝒐 
1 1 [1 2 11 17] 
2 14 [1 3 9 17] 
    𝒓𝒖𝒕𝒂𝒎𝒂𝒙 
6 18 [2,3,4,5] 
𝒋 𝒏𝒖𝒎𝒓𝒖𝒕𝒂 𝒄𝒂𝒎𝒊𝒏𝒐 
1 3 [1 2 11 18] 
2 6 [1 3 9 18] 
3 7 [1 4 8 18] 
4 10 [1 5 18] 
 
 
Figura 4.4 Grafo de comunicaciones para 18 nodos y 6 sumideros 





Figura 4.5 Grafos unicast de flujo máximo derivados de 𝐺 de 18 nodos 
Ejemplo 4.19: Con cada iteración del Algoritmo  4.4, sobre los valores presentados en la Tabla 
4.27, se generan los resultados presentados en la Tabla 4.28: 
 
Tabla 4.28 Resultados de la Ejecución del Algoritmo  4.4 en 𝐺 de 18 nodos 







4.6 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛 [4] 
4.7 
𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎 [4,5] 








4.6 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛 [2,3] 
4.7 
𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎 [2,3] 








4.6 𝑚𝑖𝑛𝑐𝑜𝑚𝑢𝑛 [4,5] 
4.7 
𝑠𝑒𝑔𝑛𝑜𝑑(𝑖). 𝑙𝑖𝑠𝑡𝑎 [4,5] 
𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡(𝑖). 𝑟𝑢𝑡𝑎𝑚𝑎𝑥 𝑗 =3,4 
𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛 [2,3,5,1,4,6] 
 
En la Figura 4.6 se muestran los grafos individuales de mínimo flujo máximo para cada sumidero 
del grado 𝐺 de 18 nodos. Se observan las rutas de los sumideros incluidos en 𝑑𝑖𝑟𝑓𝑙𝑟𝑢𝑡. 





Figura 4.6 Grafos de mínimo flujo máximo para 𝐺 de 18 nodos 
4.2.4 Compilación de rutas en grafo de  mínimo flujo máximo 
En el Algoritmo  4.8, el arreglo matricial 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜 de tamaño 𝑛𝑛 × 𝑛𝑛 almacena los grafos 
que corresponden al mínimo flujo para cada sumidero. Es decir, 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜 contiene la mezcla 
de todos los grafos de las redes de comunicaciones que se forman individualmente a partir de los 
flujos máximos hallados por cada nodo sumidero. Inicialmente esta matriz está llena de ceros en 
cada una de sus celdas. En la matriz 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜 se almacenan los caminos válidos desde el nodo 
fuente 𝑠 hasta cada sumidero 𝑡𝑖. En este punto, en cada sumidero 𝑡𝑖, confluyen 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 caminos. 
Algoritmo  4.8: Compilación_Rutas_Minmaxflujo 
Entrada: Arreglos 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡, 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛 Escalar 𝑛𝑛,𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 
Salida: Arreglos 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜  
1 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜(𝑖, 𝑗) = 0, (∀𝑖 = 1,… , 𝑛𝑛, (∀𝑗 = 1,… , 𝑛𝑛));  
2 Para cada sumidero 𝑖 en 𝑑𝑖𝑟𝑓𝑙𝑚𝑖𝑛 
3    Para cada camino 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡(𝑖). 𝑟𝑢𝑡𝑎𝑚𝑎𝑥(𝑗), ∀𝑗 = 1,… ,𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 
4       Para cada enlace (𝑘1, 𝑘2) ∈ 𝑟𝑢𝑡𝑎𝑠𝑑𝑒𝑠𝑡(𝑖). 𝑟𝑢𝑡𝑎𝑚𝑎𝑥(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜 
5          𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜(𝑘1, 𝑘2) = 1; 
6       Fin Para 
7    Fin Para 
8 Fin Para 
9 Retornar 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜; 
4.2.5 Cálculo de nodos de  codificación  
El Algoritmo  3.10 explicado previamente calcula los nodos de codificación.  
Ejemplo 4.20: En la Figura 4.7 se observa el grafo multicast unisesión 𝐺′ para el  grafo 𝐺 de  
comunicaciones de 18 nodos. Este grafo resulta de la compilación en la matriz 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜 de 
los grafos de la Figura 4.6. No se  observan nodos de codificación en el grafo 𝐺′. 





Figura 4.7 Grafo 𝐺′ multicast unisesión con rutas compiladas para 𝐺 de 18 nodos 
4.3 Reducción del Grafo de Mínimo Flujo Máximo 
Dada la situación de la Figura 4.8 (𝐺′ obtenido del grafo 𝐺 de 27 nodos presentado en Figura 4.1), 
se observa que al  nodo sumidero 26 ingresan dos flujos de datos iguales por  los enlaces (14,26) y 
(15,26). Estos corresponden al paquete combinado A+B+C. Esta situación se presenta porque a los 
nodos 14 y 15, que son codificadores, llegan paquetes que provienen de los segundos nodos 2, 3 y 
5, saltando a través de los nodos codificadores 8 y 7, y el nodo de enrutamiento simple 10. 
El método a presentar consiste en eliminar algún o algunos enlaces que deriven en la formación de 
nodos codificadores innecesarios que impidan, con la constitución de los paquetes combinados,  una 
correcta decodificación de los paquetes simples dentro de los nodos sumideros.  A continuación se 
presenta un conjunto de algoritmos que permiten cumplir con este objetivo para muchos grafos 
multicast de mínimo flujo máximo, sin que se logre, aún, la solución al sistema de  ecuaciones 
lineales sobre la base de Network Coding que se configura en los nodos sumideros  para todos los 
grafos de comunicaciones existentes.  
 
Figura 4.8 Multicast con anulación de entradas en sumidero 
4.3.1 Algoritmo de recorte de flujo: opt_minflujo 
4.3.1.1 Conceptos previos y principios básicos 
Esta función recibe los  siguientes datos de entrada: 




𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜: Es el valor del mínimo flujo máximo común entre todos los grafos unicast formados 
después de la reducción inicial y que se  conserva después de llevar a cabo la  mezcla de estos 
grafos de flujo máximo. 
𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑: Arreglo constituido por  los nodos de  codificación hallados en el grafo 𝐺′ resultante de 
la mezcla de  los grafos unicast de flujo máximo. 
𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜: Grafo multicast 𝐺′, resultante de la mezcla de los grafos unicast de  flujo máximo. 
Cada nodo sumidero en este grafo tiene un flujo máximo igual al 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜. 
𝑑𝑒𝑠𝑡: Arreglo constituido por  los nodos sumideros del grafo multicast 𝐺′. Son los mismos nodos 
sumideros del grafo general de comunicaciones 𝐺. 
𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟: Bandera booleana que contiene el valor verdadero, lo cual indica que el grafo multicast 
𝐺′ resultante está disponible para seguir siendo revisado y corregido de acuerdo con el criterio de  
este algoritmo; si el  algoritmo cambia la bandera a falso, quiere decir que el grafo 𝐺′ ya no es 
susceptible de más revisiones. 
La función genera los siguientes datos de salida: 
𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜: Aproximación de grafo multicast 𝐺′ revisado y modificado sin los  enlaces que 
pudieran obstruir la solución para el sistema lineal de ecuaciones basado en Network Coding. Es  
posible que el sistema arroje que el grafo 𝐺′ no contiene enlaces que obstruyan la solución y, por 
ende, la respuesta retornada es igual al grafo entrante. El grafo 𝐺′ resultante, aún puede no ser el  
adecuado para una red multicast que conlleve la solución de un sistema lineal de  ecuaciones que se 
resuelva sobre la base de  Network Coding.  
𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑: Arreglo constituido por  los nodos de  codificación del grafo 𝐺′. Este arreglo puede 
sufrir cambios si el grafo 𝐺′ fue modificado en el  algoritmo o permanecer idéntico al arreglo 
entrante al algoritmo, aunque  𝐺′ sufra cambios. Los nodos en este arreglo se  caracterizan por tener 
más de un enlace entrante. Al presentarse cambios en el grafo 𝐺′, es posible que solo quede un 
enlace entrante y, por ende, el nodo deja de ser  de codificación para  ser  un nodo de enrutamiento 
por almacenamiento y reenvío, exclusivamente. 
𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟: Devuelve verdadero si el grafo 𝐺′ sufre modificaciones; sino, devuelve falso ya que 𝐺′ 
no es susceptible de  más revisiones y modificaciones. 
Las siguientes definiciones serán importantes para el  planteamiento de  la solución de reducción 
del  grafo multicast de mínimo flujo máximo 𝐺′. 
Definición 4.1: Sea 𝑎 = [𝑎1, 𝑎2, … , 𝑎𝑛] una lista de nodos, y 𝑎𝑘 un nodo que puede aparecer cero o 
más veces repetido en 𝑎. La expresión |𝑎|=𝑎𝑘 corresponde con el número de apariciones de 𝑎𝑘 en 
𝑎, y la expresión |𝑎|≠𝑎𝑘 corresponde con el número de elementos en 𝑎 distintos de  𝑎𝑘. 
Definición 4.2: Un penúltimo nodo 𝑝 de un camino 𝑐 desde el nodo fuente 𝑠 hasta el nodo 
sumidero 𝑡𝑖 ∈ 𝑇 en un grafo multicast de mínimo flujo  máximo, corresponde a un nodo desde el  
cual emerge el último enlace de 𝑐 antes de  alcanzar 𝑡𝑖. Es decir, es el  nodo predecesor  de  𝑡𝑖, 
constituyendo el enlace (𝑝, 𝑡𝑖) de 𝑐. 




Definición 4.3: Un segundo nodo 𝑠𝑒𝑔 de un camino 𝑐 desde  el nodo  fuente 𝑠 hasta el nodo 
sumidero 𝑡𝑖 ∈ 𝑇 en un grafo multicast de  flujo máximo,  corresponde a un nodo en el cual finaliza 
el  primer enlace de 𝑐 a partir de 𝑠. Es decir, es el nodo sucesor de 𝑠, constituyendo el enlace 
(𝑠, 𝑠𝑒𝑔) de 𝑐. 
Definición 4.4: En un grafo multicast de mínimo flujo máximo 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, una lista de segundos 
nodos asociados a un penúltimo nodo 𝑝 (𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝)) de  un nodo sumidero 𝑡𝑖, corresponde con los 
segundos nodos que forman parte de los caminos que  conducen a 𝑡𝑖 a  través de 𝑝. En una 
𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝) pueden existir segundos nodos repetidos, porque se guarda un segundo nodo por cada 
camino que llega a  𝑝, independientemente si ya está en la lista.  
Definición 4.5: Sea 𝑎 = [𝑎1, 𝑎2, … , 𝑎𝑛] una lista de nodos, y 𝑎𝑘 un nodo que puede aparecer cero o 
más veces repetido en 𝑎. La lista de 𝑎 reducida, 𝑟𝑒𝑑𝑢𝑐𝑖𝑑𝑎(𝑎), se obtiene al dejar el nodo 𝑎𝑘 de 
𝑎, |𝑎|=𝑎𝑘mod 2 veces en 𝑟𝑒𝑑𝑢𝑐𝑖𝑑𝑎(𝑎). Es decir, si 
|𝑎|=𝑎𝑘  mod 2 = {
0, no habrá apariciones de 𝑎𝑘 en 𝑟𝑒𝑑𝑢𝑐𝑖𝑑𝑎(𝑎) 





Definición 4.6: Las funciones 𝑚𝑎𝑥𝑛𝑜𝑑𝑜𝑠 y 𝑚𝑖𝑛𝑛𝑜𝑑𝑜𝑠, respectivamente, generan como salida el 
arreglo con más nodos y con menos nodos de entre varios arreglos.  Es decir, si 𝑎1, 𝑎2, … , 𝑎𝑛 son 
arreglos de cualquier longitud, se definen estas funciones según las expresiones (4.24) y (4.25): 
𝑚𝑖𝑛𝑛𝑜𝑑𝑜𝑠(𝑎1, 𝑎2, … , 𝑎𝑛) = {𝑎𝑖| |𝑎𝑖| ≤ |𝑎𝑗|, ∀ 𝑗 = 1,… , 𝑛, 𝑗 ≠ 𝑖} (4.24) 
𝑚𝑎𝑥𝑛𝑜𝑑𝑜𝑠(𝑎1, 𝑎2, … , 𝑎𝑛) = {𝑎𝑖| |𝑎𝑖| ≥ |𝑎𝑗|, ∀ 𝑗 = 1,… , 𝑛, 𝑗 ≠ 𝑖} (4.25) 
 
Los siguientes lemas serán importantes para explicar el procedimiento  aplicado en la reducción del 
grafo multicast de flujo máximo 𝐺′. 
Lema 4.1: El número de penúltimos nodos predecesores de un nodo sumidero 𝑡𝑖 en un grafo 
unicast 𝐺𝑖
′ de  flujo máximo, es igual a 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜. 
Demostración: 
El grafo unicast de  flujo máximo obtenido por el procedimiento explicado en la sección 4.2.2, 
contiene 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 caminos disyuntos desde 𝑠 a 𝑡𝑖, denotados por 𝑐1 = [𝑠, 𝑛11, 𝑛12, … , 𝑝1, 𝑡𝑖], 𝑐2 =
[𝑠, 𝑛21, 𝑛22, … , 𝑝2, 𝑡𝑖], … , 𝑐𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 = [𝑠, 𝑛𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜1, 𝑛𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜2, … , 𝑝𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, 𝑡𝑖], donde 𝑛𝑞𝑟 
denota al 𝑟-ésimo nodo del camino 𝑐𝑞 y, 𝑝𝑞 representa el penúltimo nodo (predecesor de 𝑡𝑖)  del 
camino 𝑐𝑞. Se cumple que 𝑐1 ∩ 𝑐2 ∩ …∩ 𝑐𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 = ∅, por  tanto, 𝑝1 ≠ 𝑝2 ≠ ⋯ ≠ 𝑝𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, y 
como conclusión, existirán 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 penúltimos nodos distintos predecesores de 𝑡𝑖.                    ∎ 
Lema 4.2: El número de penúltimos nodos predecesores de un nodo sumidero 𝑡𝑖 en un grafo 
multicast 𝐺′ de mínimo flujo máximo, es igual a 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜. 
Demostración: 
Sea 𝑡𝑖 ∈ 𝑇 y sea 𝐺𝑖
′, el grafo unicast de flujo máximo reducido con valor  𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, desde el nodo 
fuente 𝑠 hasta el nodo sumidero 𝑡𝑖, derivado del grafo general de comunicaciones 𝐺, el 
procedimiento explicado en 4.2.2, asegura que en 𝐺𝑖
′ existen 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 caminos disyuntos, por 








′ dos grafos unicast individuales reducidos de flujo  máximo común 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 con 
penúltimos nodos comunes 𝑝1, 𝑝2, … , 𝑝𝑐 , tal que 𝑐 ≤ 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜. Estos son los penúltimos nodos  
comunes de 𝐺𝑖
′ y 𝐺𝑗
′, que contribuyen en forma común a los flujos de 𝑡𝑖 y 𝑡𝑗, luego existen 
𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 − 𝑐 penúltimos nodos distintos para cada grafo que contribuyen independientemente al 
flujo de 𝑡𝑖 y 𝑡𝑗. Estos  flujos comunes pueden ser paquetes simples o  combinaciones de los 
mismos. Dado los grafos unicast 𝐺𝑖
′ y 𝐺𝑗
′ con nodo fuente 𝑠 y nodos  sumideros 𝑡𝑖 y 𝑡𝑗, 
respectivamente, con 𝑐 penúltimos nodos comunes entre ellos; de  los nodos 𝑝1, 𝑝2, … , 𝑝𝑐 emergen 
los enlaces (𝑝1, 𝑡𝑖), (𝑝1, 𝑡𝑗), (𝑝2, 𝑡𝑖), (𝑝2, 𝑡𝑗), … , (𝑝𝑐 , 𝑡𝑖), (𝑝𝑐 , 𝑡𝑗)  resultantes de la  mezcla  de  los  
dos  grafos durante la conformación del  grafo 𝐺’ multicast.  
 
La mezcla de los  dos grafos para la formación del  grafo 𝐺′, no implica la  adición de  nuevos 
penúltimos nodos para 𝑡𝑖 y 𝑡𝑗. Los  𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 − 𝑐 penúltimos nodos de  𝑡𝑖 y los de  𝑡𝑗, siguen 
precediendo de  forma exclusiva a estos sumideros, además de los 𝑐 penúltimos nodos comunes.  ∎ 
 
Lema 4.3: Sea 𝐺′ un grafo multicast de  mínimo flujo máximo común 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, y sea 𝒞(𝐺𝑖
′) el 
conjunto de caminos desde  𝑠 hasta 𝑡𝑖 ∈ 𝑇 en 𝐺′, luego si |𝒞(𝐺𝑖
′)| = 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, todos los caminos 




′ grafos unicast de flujo máximo 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 desde 𝑠 hasta 𝑡𝑖 y 𝑡𝑗, con 𝑡𝑖, 𝑡𝑗 ∈ 𝑇, 
respectivamente; por definición de flujo máximo basado en el procedimiento en la sección  4.2.2, 




′) el  conjunto de caminos disyuntos de 𝐺𝑖
′ y 𝐺𝑗
′, respectivamente,  y asumiendo 
que |𝒞(𝐺𝑖
′) ∪ 𝒞(𝐺𝑗
′)| = 2 ∗ 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 número de caminos  resultantes en 𝐺′ despúes de mezclar a 
𝐺𝑖
′  y 𝐺𝑗
′ en 𝐺′. Luego, estos  caminos no se entrelazan, y  𝒞(𝐺𝑖
′) ∩ 𝒞(𝐺𝑗
′) = ∅ en 𝐺′, por tanto  
|𝒞(𝐺𝑖
′)| = 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜.  Sea 𝑐𝑞(𝐺𝑖
′) el 𝑞-ésimo camino del grafo unicast  𝐺𝑖
′ dentro de 𝐺′, por el  








Es decir, todos los caminos de 𝐺𝑖
′ dentro de 𝐺′, desde 𝑠 hasta 𝑡𝑖 son disyuntos.                               ∎ 
 
Después de obtener el  flujo máximo común (mínimo flujo máximo, 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜) para  todos los 
grafos que permiten la comunicación unicast entre el nodo fuente 𝑠 y cada sumidero 𝑡𝑖 en 𝐺, se 
asume que todos tienen un 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 de caminos disyuntos que conducen a lograr el flujo máximo 
común en cada sumidero. Al llevar a cabo la reducción de los grafos unicast, a partir del grafo 
general de  comunicaciones 𝐺, para que en el  nodo sumidero converjan 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 caminos 
disyuntos, el número de nodos predecesores (penúltimo nodo en cada camino) para cada  𝑡𝑖, debe 
ser el valor del 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, de acuerdo con el Lema 4.1.  Según el  Lema 4.2, al mezclar los grafos 




unicast de flujo máximo común para obtener el grafo de comunicación multicast 𝐺′, los penúltimos 
nodos permanecen siendo iguales; no obstante, se pueden generar nuevos caminos entre el nodo 
fuente y cada nodo sumidero al configurarse los nodos de codificación, resultado del ingreso de dos 
o más enlaces al mismo nodo intermedio, consecuencia de la adhesión de las rutas de grafos unicast 
que pasan por este nodo.  Esto significa que se conformarían nuevos caminos y, no necesariamente 
disyuntos, con la posibilidad que al llevar los paquetes al nodo sumidero, se anularían;  no 
permitiendo la solución del sistema y, por ende, la no entrega de todos los paquetes simples 
originales enviados desde el nodo fuente. 
 
Lema 4.4: El número total de elementos (nodos) pertenecientes a todas las 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 asociadas a los 
penúltimos nodos de un sumidero 𝑡𝑖 en un grafo multicast 𝐺′ de  mínimo flujo máximo 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, 
es igual al  número total  de  caminos desde  𝑠 hasta 𝑡𝑖. 
 
Demostración: 
Sea 𝐺′ un grafo multicast de mínimo flujo máximo configurado después de mezclar los |𝑇| grafos 
unicast de flujo máximo, y sea 𝑁 el número total de caminos desde 𝑠 hasta 𝑡𝑖 ∈ 𝑇. Por el Lema 4.2, 
el  número de penúltimos nodos para  cualquier 𝑡𝑖 es 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜  y,  𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 ≤ 𝑁.  
 
Si 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 = 𝑁, por el Lema 4.3, todos  los  caminos desde 𝑠 hasta 𝑡𝑖 son disyuntos y como  
consecuencia, todos están configurados con nodos únicos,  lo  cual quiere decir que el número total 
de  segundos nodos en las 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 asociadas a  los penúltimos nodos de 𝑡𝑖 es 𝑁. 
 
Si 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 < 𝑁, los caminos desde 𝑠 hasta 𝑡𝑖 pueden tener nodos comunes (no  disyuntos). Sea 
𝑝𝑖
𝑗
, el 𝑗-ésimo penúltimo nodo predecesor de 𝑡𝑖,  tal que en este convergen 𝑟𝑗-caminos (1 ≤ 𝑟𝑗 ≤
𝑁). Estos 𝑟𝑗-caminos que convergen en 𝑝𝑖
𝑗
 pueden tener segundos nodos distintos o iguales en sus 
trayectorias, y de igual forma, los paquetes que están en capacidad de transportar,  pueden ser 
simples, combinados o vacíos, como consecuencia de haber cruzado por nodos codificadores que  
realizan previamente operaciones  de  combinaciones lineales. Sea 𝑠𝑒𝑔𝑚, el segundo nodo del 
camino 𝑚 (1 ≤ 𝑚 ≤ 𝑟𝑗) que alcanza a 𝑡𝑖, se puede definir una lista de segundos nodos asociada con 
cada penúltimo nodo 𝑝𝑖
𝑗




) = {𝑠𝑒𝑔𝑚|1 ≤ 𝑚 ≤ 𝑟𝑗} (4.27) 
 
En este conjunto pueden existir segundos nodos repetidos 𝑠𝑒𝑔𝑚1 = 𝑠𝑒𝑔𝑚2, donde 𝑚1 ≠ 𝑚2, ya  
que los caminos pueden tener nodos comunes por no ser disyuntos.  
 
De (4.27), se obtiene que |𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝𝑖
𝑗
)| = 𝑟𝑗; es decir, el número de segundos nodos en la 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 
del penúltimo nodo 𝑝𝑖
𝑗
, es el mismo número de caminos que convergen en 𝑝𝑖
𝑗
. Por el Lema 4.2, 
existen 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜  𝑝𝑖
𝑗
; o  lo que es lo  mismo, hay 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 conjuntos de 𝑟𝑗-caminos que parten 
desde 𝑠 e ingresan a 𝑡𝑖, tomando de cada uno el segundo nodo 𝑠𝑒𝑔𝑚, 1 ≤ 𝑚 ≤ 𝑟𝑗, para configurar 
𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝𝑖
𝑗
). Luego el  número de caminos que viajan desde 𝑠 hasta 𝑡𝑖 es: 
 













La Figura 4.9 muestra los 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 conjuntos de  𝑟𝑗-caminos, donde cada conjunto converge en 
cada 𝑗-penúltimo  nodo 𝑝𝑖
𝑗
 para un total de 𝑁-caminos desde 𝑠 hasta 𝑡𝑖.                                           ∎ 
 
 
Figura 4.9 Ilustración del Lema 4.4 
 
Lema 4.5: Sean 𝑝1 y 𝑝2 dos penúltimos nodos que preceden al nodo sumidero 𝑡𝑖. Sean 𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝1) 
y 𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝2) las listas de segundos nodos de 𝑝1 y 𝑝2, respectivamente. Si 
𝑟𝑒𝑑𝑢𝑐𝑖𝑑𝑎(𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝1)) =  𝑟𝑒𝑑𝑢𝑐𝑖𝑑𝑎(𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝2)), los flujos de paquetes que ingresan por 𝑝1 y 
𝑝2 se anulan. 
 
Demostración: 
Sea 𝑟𝑒𝑑𝑢𝑐𝑖𝑑𝑎(𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝1)) =  𝑟𝑒𝑑𝑢𝑐𝑖𝑑𝑎(𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝2)) = [𝑠𝑒𝑔1, 𝑠𝑒𝑔2, … , 𝑠𝑒𝑔𝑚], y sean 𝐴𝑗 las 
etiquetas de  los paquetes que emergen a través de  los enlaces (𝑠, 𝑠𝑒𝑔𝑗), 1 ≤ 𝑗 ≤ 𝑚. Los paquetes 
salientes de 𝑝1 y 𝑝2, y resultantes de las combinaciones lineales  ∑ 𝐴𝑗
𝑚
𝑗=1  que se  configuran a lo 
largo de  los trayectos hacia 𝑝1 y 𝑝2, serán las mismas para ambos penúltimos nodos. Ambos 
paquetes combinados entrarán en el nodo sumidero 𝑡𝑖 y se anularán durante la decodificación. 
 
La Figura 4.10 muestra la forma en que egresan los paquetes desde el nodo fuente 𝑠, cómo son 
llevados hasta los penúltimos nodos 𝑝1 y 𝑝2, y entregados en el nodo sumidero 𝑡𝑖.                          ∎ 
 
Lema 4.6: El número de enlaces de salida que parten del nodo 𝑠 y llegan a los segundos nodos en 
un grafo multicast de mínimo flujo máximo 𝐺′, no debe ser menor que el 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜. 
 
Demostración: 
Partiendo del supuesto que por cada enlace solo se puede transportar una unidad de datos (un 




paquete) y, que además, el mínimo flujo máximo común es 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, se infiere que a cada nodo 
𝑡𝑖, le llegan 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 paquetes distintos simultáneamente que se originan en 𝑠. Es decir, que se 
necesitan, por lo menos, 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 enlaces de salida desde 𝑠 hasta los segundos nodos que 
transporten un único paquete a la vez. Estos paquetes pueden ser simples o combinados, pero todos 
de tamaño una unidad de datos.                                                                                                          ∎ 
 
 
Figura 4.10 Ilustración del  
Lema 4.5 
Ejemplo 4.21: En la Figura 4.11, se  observan, en (a) y (b), los  grafos unicast de  flujo máximo con 
𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 = 4.  
 
En (a), para alcanzar el sumidero 23, se encuentran los caminos: 
𝑐1 = [1,2,23], 𝑐2 = [1,3, 𝟖, 𝟏𝟖, 23], 𝑐3 = [1,4,13,23], 𝑐4 = [1,5,10,15,23].  
 
En (b), para alcanzar el sumidero 24, se encuentran los caminos: 
𝑐1 = [1,2, 𝟖, 24], 𝑐2 = [1,3,7, 𝟏𝟖, 24], 𝑐3 = [1,4,21,24], 𝑐4 = [1,5,10,14,19,24].  
 
Los cuatro caminos de cada grafo unicast son disyuntos; es decir, no existen nodos repetidos en 
ningún  camino para el  mismo grafo. 
 
En cambio, cuando se  mezclan estos dos grafos, con el fin de  ir configurando el grafo multicast, se 
observan nuevos caminos que surgen por la existencia  de nodos comunes y enlaces  comunes entre 
caminos distintos.  Se observa que los nodos 8 y 18 están repetidos en caminos de los dos grafos 
unicast y esto conlleva la creación de nuevos caminos que conducen a  los  nodos  sumideros 23 y 
24. Estos nodos se convierten en nodos de codificación en el  momento de  la mezcla. 
 
Los caminos adicionales que en (c) se forman para alcanzar el sumidero 23, son: 
𝑐5 = [1,2,8,18,23], 𝑐6 = [1,3,7,18,23]. 





Los caminos  adicionales que en (c) se forman para alcanzar el sumidero 24, son:  
𝑐5 = [1,3,8,18,24], 𝑐6 = [1,2,8,18,24]. 
 
También se  observa que los  penúltimos nodos en  los grafos unicast que conducen a los nodos 
sumideros 23 y 24, se mantienen para el  grafo multicast resultante de la mezcla.  
 
Figura 4.11 (a) y (b) Grafos unicast de flujo máximo 4.  (c) Grafo multicast resultante de la mezcla 
de  (a) y (b) de  flujo máximo común 4 
El método de Optimización de Flujo se presenta en el Algoritmo  4.9 y está constituido de las tres 
funciones, que a continuación se describen: 
Algoritmo  4.9: Optimización_Flujo 
Entrada: Arreglos 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡 Escalar 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟 
Salida: Arreglo 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑  Escalar 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟, 𝑠𝑤𝑝 
1 [𝑡𝑑𝑟𝑚𝑖𝑛, 𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔]=Derivación_Todas_Rutas_Desde_𝒔_Hasta_𝒕𝒊( 
                                      𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡,𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜); 
2 𝑐𝑜𝑑𝑠𝑒𝑔=Construcción_Arreglo_𝐜𝐨𝐝𝐬𝐞𝐠(𝑡𝑑𝑟𝑚𝑖𝑛, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑); 
3 [𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟, 𝑠𝑤𝑝]= 
Eliminación_Enlace_Evasión_Convergencia(
𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑐𝑜𝑑𝑠𝑒𝑔, 𝑡𝑑𝑟𝑚𝑖𝑛, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡, 𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔, 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟); 
4 Retornar 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟, 𝑠𝑤𝑝; 
 
4.3.1.2 Derivación de  todas las rutas posibles desde el nodo fuente hasta el nodo sumidero 
Se construye la estructura 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖) para cada nodo sumidero 𝑡𝑖, cuyo número de caminos desde 
el nodo 𝑠 hasta 𝑡𝑖 sea mayor que el 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜. Si el número de rutas para alcanzar un sumidero 𝑡𝑖 es 
el mismo 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 (Lema 4.3), este sumidero no se debe revisar, ya que todas serán disyuntas y es 
lo que se exige; lo contrario indicaría que algunos caminos obtenidos tienen nodos comunes y, por 
ende, se  deben corregir. 
Formalmente, sea 𝑡𝑑𝑟𝑑𝑒𝑠𝑡 todos los caminos posibles entre 𝑠 y 𝑡𝑖, solo se construye 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖) 
para  un 𝑡𝑖, si y solo sí, |𝑡𝑑𝑟𝑑𝑒𝑠𝑡| > 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜.  Si |𝑡𝑑𝑟𝑑𝑒𝑠𝑡| = 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, ya se cumple el número 
de caminos disyuntos que satisfacen el mínimo flujo máximo común (según el Lema 4.4). Cada 
𝑡𝑑𝑟𝑚𝑖𝑛(𝑖) tiene la forma: 











En esta estructura se observan los siguientes componentes: 
𝑖: Índice del nodo sumidero 𝑡𝑖 en revisión. 
𝑗: Índice que señala al 𝑗-ésimo camino hacia el nodo sumidero 𝑡𝑖 desde el nodo fuente 𝑠. 
𝑐𝑎𝑚𝑖𝑛𝑜: Nodos adyacentes a través de enlaces que especifican un camino desde 𝑠 hasta 𝑡𝑖. 
𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠: Arreglo que contiene la estructura constituida por los penúltimos nodos precedentes a 
cada nodo sumidero 𝑡𝑖 y, la lista de los segundos nodos o nodos adyacentes al nodo fuente que 
hacen parte de cada 𝑐𝑎𝑚𝑖𝑛𝑜 que conduce a un penúltimo nodo.  
𝑘: Índice, cuyo valor máximo es el 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, que representa el número de penúltimo nodo (o 
precedente) de un nodo sumidero y como consecuencia, el  índice con el que se referencia cada 
componente en el arreglo 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠. El valor máximo de 𝑘 está acorde con el Lema 4.1 y el Lema 
4.2. 
𝑝𝑒𝑛: Corresponde al penúltimo nodo predecesor del nodo sumidero 𝑡𝑖 en la posición 𝑘-ésima del 
arreglo 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠.  
𝑙𝑖𝑠𝑡𝑠𝑒𝑔: Cada 𝑘-ésimo penúltimo nodo contiene asociado un conjunto de segundos nodos que se 
obtienen de todos los caminos (uno o más caminos) que convergen en éste. Se puede configurar una 
lista tal como: 
𝑝𝑒𝑛(𝑘): 𝑠𝑒𝑔1, 𝑠𝑒𝑔2, … , 𝑠𝑒𝑔|𝑙𝑖𝑠𝑡𝑠𝑒𝑔𝑘| (4.29) 
En (4.29), cada 𝑠𝑒𝑔𝑚 corresponde al segundo nodo que utiliza el 𝑚-ésimo 𝑐𝑎𝑚𝑖𝑛𝑜 que llega al 
nodo 𝑝𝑒𝑛(𝑘). Pueden existir un 𝑠𝑒𝑔𝑚1 y un 𝑠𝑒𝑔𝑚2, tal que 𝑠𝑒𝑔𝑚1 = 𝑠𝑒𝑔𝑚2, donde 𝑚1 y 𝑚2 son 
dos caminos distintos que conducen a 𝑝𝑒𝑛(𝑘), pero no disyuntos.  
Paralelamente a esta estructura vectorial, se  define de forma temporal e independiente, la estructura 
𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑘) con la misma forma de su análoga en 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 
 




= |𝑡𝑑𝑟𝑚𝑖𝑛(𝑡𝑖). 𝑡𝑑𝑟𝑚𝑛| 
(4.30) 




Se observa que, después de haber mezclado los grafos unicast de mínimo flujo máximo, la 
sumatoria del total de segundos nodos en las listas 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 pertenecientes a los penúltimos nodos 
asociados a cada sumidero 𝑡𝑖, es igual al número de rutas desde 𝑠 hasta 𝑡𝑖. 
Para asegurar lo propuesto en el Lema 4.6, y que el procedimiento planteado no elimine enlaces 
iniciales que conduzcan a que queden menos enlaces que el valor del  𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, se mantiene la 
matriz 𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔 de dimensión |𝑡𝑑𝑟𝑚𝑖𝑛| × |𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡|. Esta  matriz almacena el  número de 
veces que cada segundo nodo es utilizado dentro de  los  𝑟𝑗-caminos que convergen en el penúltimo 
nodo 𝑝𝑖
𝑗
 precedente del sumidero 𝑡𝑖. Si 𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔(𝑖, 𝑠𝑒𝑔) = 𝑛, quiere decir que el segundo nodo 
𝑠𝑒𝑔 aparece en 𝑛-caminos del conjunto de 𝑟𝑗-caminos que llegan a 𝑝𝑖
𝑗
 previo al  sumidero 𝑡𝑖. Esto 
se lleva a cabo revisando el conjunto de caminos que llegan a 𝑡𝑖 almacenados en el 𝑡𝑑𝑟𝑑𝑒𝑠𝑡 
correspondiente. 
El Algoritmo  4.10 resume los pasos para el cálculo de la estructura 𝑡𝑑𝑟𝑚𝑖𝑛 compuesta por los 
caminos, penúltimos nodos y las listas de segundos nodos asociadas a estos.  Se ejecutan 
cíclicamente, de  acuerdo con el número de nodos sumideros presentes en el  grafo multicast 𝐺′, los 
siguientes pasos: 
 
a. Cálculo de todos los  caminos posibles desde el nodo 𝑠 hasta un sumidero 𝑡𝑑 en 𝑡𝑑𝑟𝑑𝑒𝑠𝑡. Si el 
número de caminos es superior al 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, se procede con (b), (c), (d) y (e). Sino, se  
continúa con el siguiente sumidero 𝑡𝑑+1. 
b. Guardar 𝑡𝑑𝑟𝑑𝑒𝑠𝑡 en 𝑡𝑑𝑟𝑚𝑖𝑛. 
c. Calcular la unión de los penúltimos nodos de los caminos en 𝑡𝑑𝑟𝑑𝑒𝑠𝑡 para 𝑡𝑑 y almacenar, de 
forma única y ordenados topológicamente, cada penúltimo nodo en el arreglo 𝑝𝑒𝑛𝑢𝑙𝑡𝑖𝑚𝑜. De 
esta forma, quedan solo 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 penúltimos nodos almacenados por cada sumidero 𝑡𝑑 (Lema 
4.2). También se calcula la matriz 𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔. 
d. Almacenamiento del 𝑘-ésimo penúltimo (𝑝𝑒𝑛𝑢𝑙𝑡𝑖𝑚𝑜(𝑘)) nodo en 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑘). 𝑝𝑒𝑛 e 
inicialización de cada lista 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑘). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 como un conjunto vacío.  
e. Buscar en cada camino de 𝑡𝑑𝑟𝑑𝑒𝑠𝑡, el segundo nodo e insertarlo en la 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 respectiva de 
acuerdo con el penúltimo nodo de este camino. De esta forma queda actualizado 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑘) 
para asignarlo a 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠. 
Algoritmo  4.10: Derivación_Todas_Rutas_Desde_𝑠_Hasta_𝑡𝑖 
Entrada: Arreglos 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡 Escalar 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 
Salida: Arreglo 𝑡𝑑𝑟𝑚𝑖𝑛, 𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔   
5 𝑡𝑑𝑟𝑚𝑖𝑛 =  ∅; 
6 𝑖 = 1; 
7 𝑠 = 1; 
8 Para 𝑑 = 1: |𝑑𝑒𝑠𝑡| 
9    𝑡𝑑𝑟𝑑𝑒𝑠𝑡 = 𝑡𝑜𝑑𝑎𝑠_𝑙𝑎𝑠_𝑟𝑢𝑡𝑎𝑠(𝑠, 𝑑𝑒𝑠𝑡(𝑑),𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜); 
10    Si |𝑡𝑑𝑟𝑑𝑒𝑠𝑡| > 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 
11       𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛 = 𝑡𝑑𝑟𝑑𝑒𝑠𝑡; 
12       𝑐𝑜𝑛𝑡𝑠𝑒𝑔(𝑠𝑒𝑔) = 0, ∀ 𝑠𝑒𝑔 = 1,… , |𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡|; 
13       𝑝𝑒𝑛𝑢𝑙𝑡𝑖𝑚𝑜 = ∅; 




14       Para 𝑘 = 1: |𝑡𝑑𝑟𝑑𝑒𝑠𝑡| 
15          Agregar penúltimo nodo de 𝑡𝑑𝑟𝑑𝑒𝑠𝑡(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜 a 𝑝𝑒𝑛𝑢𝑙𝑡𝑖𝑚𝑜 si no 
                 está; 
16          𝑐𝑜𝑛𝑡𝑠𝑒𝑔(𝑠𝑒𝑔) + +, tal que 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡(𝑠𝑒𝑔) = 𝑡𝑑𝑟𝑑𝑒𝑠𝑡(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜(2); 
17       Fin Para 
18       𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔(𝑖) = 𝑐𝑜𝑛𝑡𝑠𝑒𝑔; //Matriz de |𝑡𝑑𝑟𝑚𝑖𝑛| × |𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡| 
19       Para 𝑘 = 1: |𝑝𝑒𝑛𝑢𝑙𝑡𝑖𝑚𝑜| 
20          𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑘). 𝑝𝑒𝑛 = 𝑝𝑒𝑛𝑢𝑙𝑡𝑖𝑚𝑜(𝑘); 
21          𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑘). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 = ∅; 
22       Fin Para 
23       Para 𝑗 = 1: |𝑡𝑑𝑟𝑑𝑒𝑠𝑡| 
24          Buscar un 𝑝𝑜𝑠𝑝𝑒𝑛 tal que 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑝𝑜𝑠𝑝𝑒𝑛). 𝑝𝑒𝑛 coincida con el  
         penúltimo nodo de 𝑡𝑑𝑟𝑑𝑒𝑠𝑡(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜; 
25          Adicionar 𝑡𝑑𝑟𝑑𝑒𝑠𝑡(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜(2) a 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑝𝑜𝑠𝑝𝑒𝑛). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔; 
26       Fin Para 
27       𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠 = 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠; 
28       𝑖 + +; 
29    Fin Si 
30 Fin Para 
31 Retornar 𝑡𝑑𝑟𝑚𝑖𝑛, 𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔; 
 
Ejemplo 4.22: De la Figura 4.8, se extraen todos los 𝑐𝑎𝑚𝑖𝑛𝑜𝑠 que se forman desde el nodo fuente 
1 hasta cada nodo sumidero después de  la mezcla de los grafos unicast de flujo máximo. Estos 
𝑐𝑎𝑚𝑖𝑛𝑜𝑠 se presentan en la Tabla 4.29. En la Tabla 4.30, se observan los arreglos 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠 para 
cada nodo sumidero. Se  observa que cada lista de extremos es constituida por el penúltimo nodo 
𝑝𝑒𝑛 y la lista 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 de segundos nodos que están en los caminos que conducen a este penúltimo 
nodo y que, por ende, llegan al nodo sumidero. 
 
Tabla 4.29 Caminos que llegan a cada sumidero desde el nodo fuente en 𝐺′ de la Figura 4.8 
Caminos de  1 a 23  Caminos de  1 a 24  Caminos de  1 a 25 
1 2 7 15 23  1 2 7 15 21 24  1 2 7 18 25 
1 2 7 18 23  1 2 7 18 24    1 2 8 18 25 
1 2 8 18 23  1 2 8 14 19 24  1 3 7 18 25 
1 2 23 
  
 1 2 8 18 24    1 3 8 18 25 
1 3 7 15 23  1 2 8 24      1 3 9 20 25 
1 3 7 18 23  1 3 7 15 21 24  1 4 17 25  
1 3 8 18 23  1 3 7 18 24    1 5 16 25  
1 4 13 23 
 
 1 3 8 14 19 24  1 6 17 25  
1 5 10 15 23  1 3 8 18 24         
      1 3 8 24           
      1 4 21 24           
      1 5 10 14 19 24       
      1 5 10 15 21 24       
                  
Caminos de  1 a 26  Caminos de  1 a 27      
1 2 7 15 21 26  1 2 7 15 21 27      
1 2 7 15 26   1 3 7 15 21 27      
1 2 8 14 26   1 4 17 27          
1 3 7 15 21 26  1 4 21 27          
1 3 7 15 26   1 5 10 15 21 27      
1 3 8 14 26   1 5 16 27          
1 4 17 22 26   1 6 12 27          
1 4 21 26    1 6 17 27          
1 5 10 14 26              
1 5 10 15 21 26             
1 5 10 15 26              




1 6 17 22 26              
 
  




Tabla 4.30 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠 para cada nodo sumidero 
𝒊 𝒕𝒊 𝒊 𝒕𝒊 𝒊 𝒕𝒊 𝒊 𝒕𝒊 𝒊 𝒕𝒊 
1 23 2 24 3 25 4 26 5 27 
𝑝𝑒𝑛 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 𝑝𝑒𝑛 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 𝑝𝑒𝑛 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 𝑝𝑒𝑛 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 𝑝𝑒𝑛 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 
2 2 
   
8 2 3   16 5    14 2 3 5  12 6    
13 4 
   
18 2 2 3 3 17 4 6   15 2 3 5  16 5    
15 2 3 5 
 
19 2 3 5  18 2 2 3 3 21 2 3 4 5 17 4 6   
18 2 2 3 3 21 2 3 4 5 20 3    22 4 6   21 2 3 4 5 
4.3.1.3 Creación de la estructura codificadores-segundos nodos (𝑐𝑜𝑑𝑠𝑒𝑔) 
La estructura 𝑐𝑜𝑑𝑠𝑒𝑔 consiste de un arreglo que contiene en cada posición la lista resumida de los 
nodos codificadores y segundos nodos de los caminos del grafo multicast a reducir. Para calcular 
𝑐𝑜𝑑𝑠𝑒𝑔 se revisan los conjuntos de  caminos asociados a cada nodo sumidero almacenados en 
𝑡𝑑𝑟𝑚𝑖𝑛. Si llegan a existir listas iguales, estas se almacenan una vez. La forma de la estructura es: 
𝑐𝑜𝑑𝑠𝑒𝑔(𝑖) 
 𝑛𝑜𝑑𝑜𝑠 
Cada posición 𝑖-ésima de 𝑐𝑜𝑑𝑠𝑒𝑔 está formada por una lista de nodos codificadores y el segundo 
nodo del camino de donde se extrajo. 
El método para calcular 𝑐𝑜𝑑𝑠𝑒𝑔 consiste en recorrer el 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖) asociado a cada nodo sumidero 
𝑡𝑖 y aplicar los pasos (a) y (b) descritos en el Algoritmo  4.11 y, el paso (c) descrito en el Algoritmo  
4.12:  
a. Recorrer los 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠 asociados a 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖) para hallar dos 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 reducidas (En 
la sección 4.3.3 se explica el algoritmo para reducir listas) iguales. Si se hallan, quiere decir que 
estos dos caminos transportarán los mismos paquetes (simples o combinados) hasta los 
penúltimos nodos predecesores del nodo sumidero 𝑡𝑖, y que se anularán en este último, por  
ende, no contribuirán a la decodificación. Al cumplirse la condición de igualdad entre dos 
𝑙𝑖𝑠𝑡𝑠𝑒𝑔 reducidas, se aplica el procedimiento explicado en el acápite (c).  
b. Si no se hallan dos 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 reducidas iguales, se busca la primera 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 reducida vacía del 
arreglo 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠; si se obtiene, se procede con el procedimiento expuesto en el 
acápite (c). Esta acción es necesaria, dado que si la lista 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 reducida corresponde con un  
conjunto vacío, el enlace entrante al nodo 𝑡𝑖 que conduce esta lista, no aportará ningún paquete 
a la solución en este nodo sumidero. 
c. Se procede a hallar los  nodos de codificación que se encuentran en cada camino de 𝑡𝑑𝑟𝑚𝑖𝑛 
que conducen al nodo sumidero 𝑡𝑖 que cumpla la condición en (a) o (b). Si la lista de nodos de 
codificación (𝑐𝑜𝑑𝑖𝑛𝑡) en el 𝑗-ésimo camino (𝑡𝑑𝑟. 𝑡𝑑𝑟𝑚𝑛(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜) no está vacía, se anexa el 
segundo nodo del 𝑐𝑎𝑚𝑖𝑛𝑜 a la lista 𝑐𝑜𝑑𝑖𝑛𝑡, creando el arreglo 𝑛𝑜𝑑𝑜𝑠. A continuación se 
verifica que el arreglo 𝑐𝑜𝑑𝑠𝑒𝑔 no esté vacío (línea 7) y, por último, se verifica si esta lista de 
𝑛𝑜𝑑𝑜𝑠 es subconjunto del componente 𝑖𝑘 de 𝑐𝑜𝑑𝑠𝑒𝑔 o viceversa. De ser así, se actualiza 
𝑐𝑜𝑑𝑠𝑒𝑔(𝑖𝑘). 𝑛𝑜𝑑𝑜𝑠 = 𝑚𝑎𝑥𝑛𝑜𝑑𝑜𝑠 (𝑛𝑜𝑑𝑜𝑠, 𝑐𝑜𝑑𝑠𝑒𝑔(𝑖𝑘). 𝑛𝑜𝑑𝑜𝑠), ya  que para las verificaciones 
posteriores se debe tener el mayor espectro de  nodos codificadores en 𝑐𝑜𝑑𝑠𝑒𝑔(𝑖𝑘). De no 
presentarse ninguna de las situaciones anteriores, se adiciona 𝑛𝑜𝑑𝑜𝑠 al arreglo 𝑐𝑜𝑑𝑠𝑒𝑔. 




De esta forma, queda constituido el arreglo 𝑐𝑜𝑑𝑠𝑒𝑔 para todos los nodos sumideros 𝑡𝑖  en 𝐺′ que 
contienen más caminos entrantes que 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 y que, por tanto, no son disyuntos.  
Algoritmo  4.11: Construcción_Arreglo_𝑐𝑜𝑑𝑠𝑒𝑔: Cumplimiento de condiciones 
Entrada: Arreglos 𝑡𝑑𝑟𝑚𝑖𝑛, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑  
Salida: Arreglo 𝑐𝑜𝑑𝑠𝑒𝑔   
1 𝑐𝑜𝑑𝑠𝑒𝑔 = ∅; 
2 Para 𝑖 = 1: |𝑡𝑑𝑟𝑚𝑖𝑛| 
3    Para cada dos 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 reducidas en 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖) iguales  
4       𝑐𝑜𝑑𝑠𝑒𝑔=Conscodseg(𝑐𝑜𝑑𝑠𝑒𝑔,𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑,𝑡𝑑𝑟𝑚𝑖𝑛(𝑖)); 
5    Fin Para 
6    Para cada 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 reducida en 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖) vacía  
7       𝑐𝑜𝑑𝑠𝑒𝑔=Conscodseg(𝑐𝑜𝑑𝑠𝑒𝑔,𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑,𝑡𝑑𝑟𝑚𝑖𝑛(𝑖)); 
8    Fin Para 
9 Fin Para 
10 Retornar 𝑐𝑜𝑑𝑠𝑒𝑔; 
 
Algoritmo  4.12: Conscodseg: Inserción_Segundos_Nodos 
Entrada: Arreglos 𝑐𝑜𝑑𝑠𝑒𝑔, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑡𝑑𝑟  
Salida: Arreglo 𝑐𝑜𝑑𝑠𝑒𝑔   
1 𝑖𝑗 = |𝑐𝑜𝑑𝑠𝑒𝑔| + 1; 
2 Para 𝑗 = 1: |𝑡𝑑𝑟. 𝑡𝑑𝑟𝑚𝑛| //Recorrido sobre todos los caminos en 𝑡𝑑𝑟 
3    𝑐𝑜𝑑𝑖𝑛𝑡 = 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑 ∩ 𝑡𝑑𝑟. 𝑡𝑑𝑟𝑚𝑛(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜; 
4    Si 𝑐𝑜𝑑𝑖𝑛𝑡 ≠ ∅ 
5       𝑛𝑜𝑑𝑜𝑠 = 𝑐𝑜𝑑𝑖𝑛𝑡 ∥ 𝑡𝑑𝑟. 𝑡𝑑𝑟𝑚𝑛(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜(2); 
6       𝑠𝑤𝑐 = 𝑓𝑎𝑙𝑠𝑒; 
7       Si 𝑖𝑗 > 1 
8          𝑖𝑘 = 1; 
9          Mientras ~𝑠𝑤𝑐 ∧  𝑖𝑘 ≤ |𝑐𝑜𝑑𝑠𝑒𝑔|  
10             Si 𝑛𝑜𝑑𝑜𝑠 ⊆ 𝑐𝑜𝑑𝑠𝑒𝑔(𝑖𝑘). 𝑛𝑜𝑑𝑜𝑠 ⋁ 𝑐𝑜𝑑𝑠𝑒𝑔(𝑖𝑘). 𝑛𝑜𝑑𝑜𝑠 ⊆ 𝑛𝑜𝑑𝑜𝑠 
11                𝑐𝑜𝑑𝑠𝑒𝑔(𝑖𝑘). 𝑛𝑜𝑑𝑜𝑠 = 𝑚𝑎𝑥𝑛𝑜𝑑𝑜𝑠 (𝑛𝑜𝑑𝑜𝑠, 𝑐𝑜𝑑𝑠𝑒𝑔(𝑖𝑘). 𝑛𝑜𝑑𝑜𝑠); 
12                𝑠𝑤𝑐 = 𝑡𝑟𝑢𝑒; 
13             Sino 
14                𝑖𝑘 + +; 
15             Fin Si 
16          Fin Mientras  
17       Fin Si 
18       Si ~𝑠𝑤𝑐 
19          𝑐𝑜𝑑𝑠𝑒𝑔(𝑖𝑗). 𝑛𝑜𝑑𝑜𝑠 = 𝑛𝑜𝑑𝑜𝑠; 
20          𝑖𝑗 + +; 
21       Fin Si 
22    Fin Si 
23 Fin Para 
24 Retornar 𝑐𝑜𝑑𝑠𝑒𝑔; 
 
Ejemplo 4.23: Siguiendo con el Ejemplo 4.22, se toman los índices 𝑖 = 1,… , 5 correspondientes a 




los sumideros 𝑡𝑖 = 23,… ,27, y se genera el arreglo 𝑐𝑜𝑑𝑠𝑒𝑔 listado en la  Tabla 4.31.  
 
Tabla 4.31 Arreglo 𝑐𝑜𝑑𝑠𝑒𝑔 para primera iteración con 𝐺′ de 27 nodos 
cod seg 

















8 14 2 
8 14  3 
21   4 
14   5 
17   4 
17   6 
4.3.1.4 Eliminación de enlace para evitar convergencia de caminos al mismo sumidero 
El objetivo del procedimiento  es eliminar un enlace para evitar que dos caminos distintos converjan 
al mismo nodo sumidero 𝑡𝑖 con la misma 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 reducida. En el Algoritmo  4.13 se resume la 
ejecución para lograr este objetivo.  Se ejecutan los pasos para cada lista de nodos codificadores y 
segundo nodo en cada posición ℎ ≤ |𝑐𝑜𝑑𝑠𝑒𝑔|, controlados también por la bandera 𝑠𝑤𝑐 que se 
mantendrá inactiva (false), mientras no se cumpla la condición para la eliminación del enlace 
propósito de este procedimiento.   
Se construye un arreglo de dos nodos (𝑐𝑜𝑛𝑗2), formado con el nodo  de codificación inicial y el 
segundo nodo de la lista en cada posición en  𝑐𝑜𝑑𝑠𝑒𝑔. También se inicializa vacía la lista 𝑠𝑢𝑚𝑖𝑠𝑒𝑔 
de posiciones de 𝑡𝑑𝑟𝑚𝑖𝑛, correspondientes a los sumideros 𝑡𝑖 que cumplirán la condición para 
eliminación del enlace. 
Para cada 𝑐𝑜𝑑𝑠𝑒𝑔 revisado, se activa la bandera 𝑠𝑤 y se itera con la variable 𝑖 sobre el arreglo 
𝑡𝑑𝑟𝑚𝑖𝑛 que contiene los conjuntos de los caminos que conducen a 𝑡𝑖. La bandera 𝑠𝑤 se desactiva, 
si para un conjunto de caminos pertenecientes a un sumidero 𝑡𝑖, se obtiene un conjunto vacío a 
partir de la función xor de sus segundos nodos o xorvect (sección 4.3.2). 
Algoritmo  4.13: Eliminación_Enlace_Evasión_Convergencia 
Entrada: Arreglos 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑐𝑜𝑑𝑠𝑒𝑔, 𝑡𝑑𝑟𝑚𝑖𝑛, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡, 𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔  
         Escalar 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟 
Salida: Arreglos 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟 Escalar: 𝑠𝑤𝑝   
1 𝑠𝑤𝑐 = 𝑓𝑎𝑙𝑠𝑒; 
2 ℎ = 1; 
3 Mientras ~𝑠𝑤𝑐 ∧  ℎ ≤ |𝑐𝑜𝑑𝑠𝑒𝑔| 
4    𝑠𝑤 = 𝑡𝑟𝑢𝑒; 
5    𝑖 = 1; 
6    𝑢𝑙𝑡𝑖𝑚𝑜 = |𝑐𝑜𝑑𝑠𝑒𝑔(ℎ). 𝑛𝑜𝑑𝑜𝑠|; 
7    𝑐𝑜𝑛𝑗2 = [𝑐𝑜𝑑𝑠𝑒𝑔(ℎ). 𝑛𝑜𝑑𝑜𝑠(1), 𝑐𝑜𝑑𝑠𝑒𝑔(ℎ). 𝑛𝑜𝑑𝑜𝑠(𝑢𝑙𝑡𝑖𝑚𝑜)]; //Mezcla de los nodos 
                                        //extremos del 𝑐𝑜𝑑𝑠𝑒𝑔 evaluado  
8    𝑠𝑢𝑚𝑖𝑠𝑒𝑔 = ∅; 




9    Mientras ~𝑠𝑤 ∧  𝑖 ≤ |𝑡𝑑𝑟𝑚𝑖𝑛| 
10       [𝑠𝑤𝑒, 𝑝𝑒𝑛𝑒𝑙𝑒𝑔, 𝑟𝑢𝑡𝑒𝑠𝑐, 𝑡𝑐𝑜𝑑]=Determinación_Ruta_Eliminar(  
                                           𝑡𝑑𝑟𝑚𝑖𝑛, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑐𝑜𝑑𝑠𝑒𝑔, 𝑐𝑜𝑛𝑗2, 𝑖); 
11       Si 𝑠𝑤𝑒 
12          [𝑡𝑑𝑟𝑚𝑖𝑛, 𝑧𝑥𝑜𝑟]=Verificación_Ruta_Eliminar(𝑡𝑑𝑟𝑚𝑖𝑛, 𝑝𝑒𝑛𝑒𝑙𝑒𝑔, 𝑖); 
13          Si 𝑧𝑥𝑜𝑟 == ∅ 
14             𝑠𝑤 = 𝑓𝑎𝑙𝑠𝑒; 
15          Sino 
16             Adicionar 𝑖 a 𝑠𝑢𝑚𝑖𝑠𝑒𝑔; 
17             𝑠𝑒𝑙𝑠𝑢𝑚 = 𝑖; 
18             𝑠𝑒𝑙𝑟𝑢𝑡 = 𝑟𝑢𝑡𝑒𝑠𝑐; 
19             𝑖 + +; 
20          Fin Si 
21       Sino 
22          𝑖 + +;  
23       Fin Si 
24    Fin Mientras 
25    Si 𝑖 − |𝑡𝑑𝑟𝑚𝑖𝑛| == 1 
26      𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔(𝑝, 𝑞) = − −, tal que 𝑝 ∈ 𝑠𝑢𝑚𝑖𝑠𝑒𝑔, y 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡(𝑞) == 𝑡𝑠𝑒𝑐; 
27      Si |𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔(𝑝)|≠0 < 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 para algún 𝑝 ∈ 𝑠𝑢𝑚𝑖𝑠𝑒𝑔 
28         𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔(𝑝, 𝑞) = + +, tal que 𝑝 ∈ 𝑠𝑢𝑚𝑖𝑠𝑒𝑔, y 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡(𝑞) == 𝑡𝑠𝑒𝑐; 
29         ℎ + +; 
30      Sino 
31         𝑠𝑤𝑐 = 𝑡𝑟𝑢𝑒; 
32      Fin Si 
33    Sino 
34      ℎ + +; 
35    Fin Si 
36 Fin Mientras 
37 𝑠𝑤𝑝 = 𝑓𝑎𝑙𝑠𝑒; 
38 Si 𝑠𝑤𝑐 
39    [𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑]=Actflujo( 
               𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑡𝑑𝑟𝑚𝑖𝑛(𝑠𝑒𝑙𝑠𝑢𝑚). 𝑡𝑑𝑟𝑚𝑛(𝑠𝑒𝑙𝑟𝑢𝑡). 𝑐𝑎𝑚𝑖𝑛𝑜, 𝑡𝑐𝑜𝑑); 
40 Sino 
41    𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟 = 𝑓𝑎𝑙𝑠𝑒; 
42    Si |𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡| == 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 ∧  𝑡𝑑𝑟𝑚𝑖𝑛 ≠ ∅ 
43       [𝑡𝑐𝑜𝑑, 𝑠𝑒𝑙𝑠𝑢𝑚, 𝑠𝑒𝑙𝑟𝑢𝑡, 𝑠𝑤𝑝]=Verdet(𝑡𝑑𝑟𝑚𝑖𝑛,𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, 𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑); 
44       Si 𝑠𝑤𝑝 
45          [𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑]=Actflujo( 
               𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑡𝑑𝑟𝑚𝑖𝑛(𝑠𝑒𝑙𝑠𝑢𝑚). 𝑡𝑑𝑟𝑚𝑛(𝑠𝑒𝑙𝑟𝑢𝑡). 𝑐𝑎𝑚𝑖𝑛𝑜, 𝑡𝑐𝑜𝑑); 
      Fin Si 
46    Fin Si 
47 Fin Si 
48 Retornar 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟, 𝑠𝑤𝑝; 
 
Dentro del ciclo, se ejecutan los siguientes dos procedimientos: 




a. Determinación de  la Ruta a Eliminar: De acuerdo con el Algoritmo  4.14, se ejecuta un  ciclo 
con la variable 𝑗 (índice de los caminos hacia cada sumidero 𝑡𝑖)  sobre el arreglo 
𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛 para  buscar si en sus 𝑐𝑎𝑚𝑖𝑛𝑜𝑠 existen nodos de codificación. Si contiene 
nodos de codificación, estos se concatenan con el segundo nodo del camino creando el arreglo 
𝑛𝑜𝑑𝑜𝑠; además de  obtener el arreglo 𝑐𝑜𝑛𝑗1 formado por el primer nodo de codificación y el 
segundo nodo del camino, que se utilizará en conjunto con 𝑐𝑜𝑛𝑗2, para verificar si realmente 
existe un camino coincidente con 𝑐𝑜𝑑𝑠𝑒𝑔. 
A continuación, se obtienen los arreglos 𝑐𝑜𝑛𝑗 y 𝑠𝑢𝑏𝑐𝑜𝑛𝑗 a través de las siguientes expresiones: 
𝑐𝑜𝑛𝑗 = 𝑚𝑎𝑥𝑛𝑜𝑑𝑜𝑠(𝑐𝑜𝑑𝑠𝑒𝑔(ℎ). 𝑛𝑜𝑑𝑜𝑠, 𝑛𝑜𝑑𝑜𝑠) (4.31) 
𝑠𝑢𝑏𝑐𝑜𝑛𝑗 = 𝑚𝑖𝑛𝑛𝑜𝑑𝑜𝑠(𝑐𝑜𝑑𝑠𝑒𝑔(ℎ). 𝑛𝑜𝑑𝑜𝑠, 𝑛𝑜𝑑𝑜𝑠) (4.32) 
Si se logra el cumplimiento de  la doble condición  𝑠𝑢𝑏𝑐𝑜𝑛𝑗 ⊆ 𝑐𝑜𝑛𝑗 y 𝑐𝑜𝑛𝑗1 = 𝑐𝑜𝑛𝑗2, se 
deduce que se encontró un camino 𝑗 en el 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). Es  decir, con la primera condición,  para 
el nodo sumidero 𝑡𝑖, se encontró el camino 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜 que cumple el 
emparejamiento en sus nodos de codificación componentes y el segundo nodo con el 
𝑐𝑜𝑑𝑠𝑒𝑔(ℎ). 𝑛𝑜𝑑𝑜𝑠. Además, la segunda  condición se usa para completar de asegurar que este 
es el camino, ya que el primer nodo codificador y el segundo nodo, tanto del 𝑐𝑜𝑑𝑠𝑒𝑔(ℎ) y del 
camino escogido, coinciden uno a uno entre sí. Cumplidas estas condiciones, se almacena la  
posición del camino 𝑗 en el arreglo 𝑝𝑒𝑛𝑒𝑙𝑒𝑔, se guarda el camino escogido (nuevamente 𝑗) en 
la variable 𝑟𝑢𝑡𝑒𝑠𝑐, y el primer nodo codificador del arreglo 𝑐𝑜𝑑𝑠𝑒𝑔(ℎ). 𝑛𝑜𝑑𝑜𝑠 (que es el 
mismo del camino escogido) en la variable 𝑡𝑐𝑜𝑑 (este va a servir de base, si se mantiene la 
prueba, para eliminar el enlace que obstruye la  solución). Además, se activa la bandera 𝑠𝑤𝑒 
para especificar que por lo menos el camino 𝑡𝑑𝑟𝑚𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜 cumplió con la 
condición.   
Algoritmo  4.14: Determinación_Ruta_Eliminar 
Entrada: Arreglos 𝑡𝑑𝑟𝑚𝑖𝑛, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑐𝑜𝑑𝑠𝑒𝑔, 𝑐𝑜𝑛𝑗2 Escalares 𝑖 
Salida: Arreglo 𝑠𝑤𝑒, 𝑝𝑒𝑛𝑒𝑙𝑒𝑔, 𝑟𝑢𝑡𝑒𝑠𝑐, 𝑡𝑐𝑜𝑑   
1 𝑠𝑤𝑒 = 𝑓𝑎𝑙𝑠𝑒; 
2 𝑝𝑒𝑛𝑒𝑙𝑒𝑔 = ∅; 
3 Para cada camino 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛(𝑗), 𝑗 = 1, … , |𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛| 
4    𝑐𝑜𝑑𝑖𝑛𝑡 = 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑 ∩  𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜; 
5    Si 𝑐𝑜𝑑𝑖𝑛𝑡 ≠ ∅ 
6       𝑛𝑜𝑑𝑜𝑠 = [𝑐𝑜𝑑𝑖𝑛𝑡, 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜(2)]; //Mezcla de nodos de 
      //codificación en camino 𝑗 y segundo nodo de camino 𝑗 
7       𝑢𝑙𝑡𝑖𝑚𝑜 = |𝑛𝑜𝑑𝑜𝑠|; 
8       𝑐𝑜𝑛𝑗1 = [𝑛𝑜𝑑𝑜𝑠(1), 𝑛𝑜𝑑𝑜𝑠(𝑢𝑙𝑡𝑖𝑚𝑜)]; //Mezcla de los nodos extremos de 
      //𝑛𝑜𝑑𝑜𝑠 evaluados 
9       𝑐𝑜𝑛𝑗 = 𝑚𝑎𝑥𝑛𝑜𝑑𝑜𝑠(𝑐𝑜𝑑𝑠𝑒𝑔(ℎ). 𝑛𝑜𝑑𝑜𝑠, 𝑛𝑜𝑑𝑜𝑠); 
10       𝑠𝑢𝑏𝑐𝑜𝑛𝑗 = 𝑚𝑖𝑛𝑛𝑜𝑑𝑜𝑠(𝑐𝑜𝑑𝑠𝑒𝑔(ℎ). 𝑛𝑜𝑑𝑜𝑠, 𝑛𝑜𝑑𝑜𝑠); 
11       Si 𝑠𝑢𝑏𝑐𝑜𝑛𝑗 ⊆ 𝑐𝑜𝑛𝑗 ∧  𝑐𝑜𝑛𝑗1 == 𝑐𝑜𝑛𝑗2  
12          𝑠𝑤𝑒 = 𝑡𝑟𝑢𝑒; 
13          Adicionar camino etiquetado con 𝑗 a 𝑝𝑒𝑛𝑒𝑙𝑒𝑔; 




14          𝑟𝑢𝑡𝑒𝑠𝑐 = 𝑗; 
15          𝑡𝑐𝑜𝑑 = 𝑐𝑜𝑛𝑗(1); 
16       Fin Si 
17    Fin Si 
18 Fin Para 
19 Retornar 𝑠𝑤𝑒, 𝑝𝑒𝑛𝑒𝑙𝑒𝑔, 𝑟𝑢𝑡𝑒𝑠𝑐, 𝑡𝑐𝑜𝑑; 
 
b. Verificación de la Ruta a  Eliminar: En el Algoritmo  4.13, si la última doble condición en (a) 
no se cumple (𝑠𝑤𝑒 desactivado), se  procede con el siguiente nodo sumidero en 𝑡𝑑𝑟𝑚𝑖𝑛; por el  
contrario, si la condición se cumple, se ejecuta el Algoritmo  4.15, donde se  procede a dar los 
siguientes pasos por cada posición 𝑗 de camino guardada en 𝑝𝑒𝑛𝑒𝑙𝑒𝑔: 
Se almacena, respectivamente, en las variables 𝑡𝑝𝑒𝑛 (temporal penúltimo) y 𝑡𝑠𝑒𝑐 (temporal 
segundo nodo), el penúltimo (o precedente del nodo sumidero) y el segundo nodo del 𝑐𝑎𝑚𝑖𝑛𝑜 
(posición 𝑗 del camino guardada en 𝑝𝑒𝑛𝑒𝑙𝑒𝑔) ubicado en 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛. 
Luego, se busca en qué posición del arreglo 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠 está guardado el 𝑡𝑝𝑒𝑛. Es decir, en qué 
posición 𝑙, tal que 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑙). 𝑝𝑒𝑛 = 𝑡𝑝𝑒𝑛. Aquí, la variable 𝑖 mantiene la 
posición del sumidero 𝑡𝑖 al  que está asociado el 𝑐𝑎𝑚𝑖𝑛𝑜 donde se almacena el segundo nodo 
que, potencialmente, es el punto de  partida del camino que anula una solución al sistema lineal 
de ecuaciones para el grafo multicast con la aplicación de Network Coding. Lo siguiente es 
encontrar la posición del segundo nodo en la 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 asociada al penúltimo nodo hallado 
previamente en el arreglo 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠.  
Seguidamente, se debe eliminar de la 𝑙𝑖𝑠𝑡𝑠𝑒𝑔, temporalmente, el nodo correspondiente a 𝑡𝑠𝑒𝑐 
en la primera posición donde se presente el emparejamiento y, luego guardar la posición de este 
extremo en el arreglo 𝑝𝑜𝑠𝑒𝑥𝑡𝑟𝑚𝑜𝑑, el cual se utilizará para la posterior recuperación y 
restitución del segundo nodo eliminado. En 𝑝𝑜𝑠𝑒𝑥𝑡𝑟𝑚𝑜𝑑 pueden quedar almacenadas tantas 
posiciones de 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠 como elementos estén guardados en 𝑝𝑒𝑛𝑒𝑙𝑒𝑔. 
Se ejecuta el xorvect sobre los segundos nodos almacenados en las 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 reducidas para el 
sumidero 𝑡𝑖 referenciado en 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖) aplicando la operación descrita en (4.33), donde el 
símbolo ⋁ representa a la función 𝑥𝑜𝑟𝑣𝑒𝑐𝑡. Posteriormente, se recupera el segundo nodo 
eliminado de 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 (𝑡𝑠𝑒𝑐),  a partir de la posición de cada camino a restablecer, guardado en 
𝑝𝑜𝑠𝑒𝑥𝑡𝑟𝑚𝑜𝑑. 





Algoritmo  4.15: Verificación_Ruta_Eliminar 
Entrada: Arreglos 𝑡𝑑𝑟𝑚𝑖𝑛, 𝑝𝑒𝑛𝑒𝑙𝑒𝑔 Escalares 𝑖 
Salida: Arreglo 𝑡𝑑𝑟𝑚𝑖𝑛, 𝑧𝑥𝑜𝑟   
1 𝑝𝑜𝑠𝑒𝑥𝑡𝑟𝑚𝑜𝑑 = ∅; 
2 Para cada camino etiquetado con 𝑗 en 𝑝𝑒𝑛𝑒𝑙𝑒𝑔 
3    𝑢𝑙𝑡𝑖𝑚𝑜 = |𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜|; 




4    𝑡𝑝𝑒𝑛 =  𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜(𝑢𝑙𝑡𝑖𝑚𝑜 − 1); 
5    𝑡𝑠𝑒𝑐 =  𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛(𝑗). 𝑐𝑎𝑚𝑖𝑛𝑜(2); 
6    Sea 𝑙 la posición tal que 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑙). 𝑝𝑒𝑛 == 𝑡𝑝𝑒𝑛; 
7    Sea 𝑝𝑜𝑠𝑠𝑒𝑐 la posición tal que  𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑙). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝𝑜𝑠𝑠𝑒𝑐) == 𝑡𝑠𝑒𝑐; 
8    Eliminar el segundo nodo 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑙). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝𝑜𝑠𝑠𝑒𝑐); 
9    Adicionar 𝑙 a 𝑝𝑜𝑠𝑒𝑥𝑡𝑟𝑚𝑜𝑑; 
10 Fin Para 
11 𝑧𝑥𝑜𝑟 = ⋁ 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑥). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔
𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜
𝑥=1 ;//Donde ⋁ = 𝑥𝑜𝑟𝑣𝑒𝑐𝑡 
12 Adicionar 𝑡𝑠𝑒𝑐 a 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑙). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔, ∀𝑙 ∈ 𝑝𝑜𝑠𝑒𝑥𝑡𝑟𝑚𝑜𝑑; 
13 Retornar 𝑡𝑑𝑟𝑚𝑖𝑛, 𝑧𝑥𝑜𝑟; 
 
Según el Algoritmo  4.13, si el resultado de la  operación xorvect anterior es el conjunto vacío, 
quiere decir que para los nodos codificadores y segundos nodos agrupados en 𝑐𝑜𝑑𝑠𝑒𝑔(ℎ), no es  
posible eliminar un enlace del camino seleccionado en 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖), que lleve a una solución con 
Network Coding cuando se aplique al sistema lineal de ecuaciones derivados del  grafo multicast de 
mínimo flujo máximo 𝐺′. Este resultado implica que no se ejecute la revisión con el siguiente 
sumidero en 𝑡𝑑𝑟𝑚𝑖𝑛 y,  por tanto, se desactiva  la  bandera  𝑠𝑤 que también controla el ciclo sobre 
los componentes de 𝑡𝑑𝑟𝑚𝑖𝑛, interrumpiéndolo, y no pudiendo incrementar el contador de 
iteraciones 𝑖 sobre 𝑡𝑑𝑟𝑚𝑖𝑛. 
Si el xorvect, resultado de la operación anterior, es  distinto del conjunto vacío, se almacena la 
posición 𝑖 del nodo sumidero 𝑡𝑖 en el arreglo 𝑠𝑢𝑚𝑖𝑠𝑒𝑔 y en la variable 𝑠𝑒𝑙𝑠𝑢𝑚, y la ruta 𝑟𝑢𝑡𝑒𝑠𝑐 en 
𝑠𝑒𝑙𝑟𝑢𝑡 para indicar, que del sumidero 𝑡𝑖,  se utilizará la  ruta guardada en 𝑠𝑒𝑙𝑟𝑢𝑡 con el fin de 
eliminar el  enlace que termina en el nodo 𝑡𝑐𝑜𝑑, y que pasa por el  segundo nodo 𝑡𝑠𝑒𝑐. Después se 
continúa con el siguiente nodo sumidero 𝑡𝑖+1 porque es posible que este o los subsiguientes nodos 
también presenten la misma situación. Al final de todas las iteraciones sobre el arreglo 𝑡𝑑𝑟𝑚𝑖𝑛, si 
no se produce ningún conjunto vacío como resultado del xorvect, se tendrá almacenado en 𝑠𝑒𝑙𝑠𝑢𝑚 
la posición de 𝑡𝑑𝑟𝑚𝑖𝑛 del último sumidero 𝑡𝑖 evaluado y que cumplió con la doble condición en 
(a); además, se tendrá guardado en 𝑠𝑒𝑙𝑟𝑢𝑡 la 𝑟𝑢𝑡𝑒𝑠𝑐 (ruta seleccionada, de la cual se eliminará el  
enlace que obstruye  la solución)  asociada a este último nodo sumidero. 
Estos pasos se deben ejecutar cíclicamente para todos los nodos sumideros en 𝑡𝑑𝑟𝑚𝑖𝑛 
confrontándolos con los elementos de  𝑐𝑜𝑑𝑠𝑒𝑔(ℎ); es decir, para cada 𝑡𝑖 cuyo número de  caminos 
después de la  mezcla de grafos unicast con mínimo flujo máximo sea mayor que 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜. Si 
estos pasos se logran para todos los nodos sumideros en esta condición, se tendrá la veracidad para 
poder corregir la ruta que pasa por el  segundo nodo 𝑡𝑠𝑒𝑐, el nodo codificador  𝑡𝑐𝑜𝑑 y cuyo 
penúltimo nodo es 𝑡𝑝𝑒𝑛, antes de llegar al grupo de nodos sumideros que fueron validados con el 
xorvect.  
Si el ciclo de iteraciones sobre 𝑡𝑑𝑟𝑚𝑖𝑛, no se interrumpe por la no desactivación de la bandera 𝑠𝑤; 
es decir, para todos los sumideros 𝑡𝑖 que tienen una  entrada en 𝑡𝑑𝑟𝑚𝑖𝑛, se completan las 
iteraciones (las iteraciones  se  cumplen si el  contador de  iteraciones 𝑖 es mayor en 1 que el 
número de elementos en 𝑡𝑑𝑟𝑚𝑖𝑛, o 𝑖 − |𝑡𝑑𝑟𝑚𝑖𝑛| = 1); entonces,  se procede a decrementar en 1 
cada celda  𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔(𝑝, 𝑞), donde 𝑝 ∈ 𝑠𝑢𝑚𝑖𝑠𝑒𝑔 y 𝑞 es tal que  𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡(𝑞) = 𝑡𝑠𝑒𝑐. Si 
|𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔(𝑝)|≠0 < 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 para cualquier sumidero 𝑝 ∈ 𝑠𝑢𝑚𝑖𝑠𝑒𝑔, implicaría que no habría un 
𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 mínimo de  enlaces salientes desde 𝑠 para cumplir con el mínimo flujo máximo para 




todos los sumideros del grafo 𝐺′ (Lema 4.6), por tanto se mantiene desactivada la bandera 𝑠𝑤𝑐, se 
restaura cada celda 𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔(𝑝, 𝑞) a su valor  original y se vuelve a repetir el ciclo para el 
siguiente 𝑐𝑜𝑑𝑠𝑒𝑔 al incrementar el contador ℎ. Si |𝑐𝑜𝑛𝑡𝑎𝑟𝑠𝑒𝑔(𝑝)|≠0 ≥ 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 para el primer 
sumidero 𝑝 ∈ 𝑠𝑢𝑚𝑖𝑠𝑒𝑔, se activa 𝑠𝑤𝑐 y se detiene el ciclo sobre el arreglo 𝑐𝑜𝑑𝑠𝑒𝑔, ya que se 
cumple el Lema 4.6. 
Si el ciclo de iteraciones sobre 𝑡𝑑𝑟𝑚𝑖𝑛 se interrumpe por la desactivación de la bandera 𝑠𝑤, no se 
cumplirá la condición 𝑖 − |𝑡𝑑𝑟𝑚𝑛| = 1 y esto conlleva incrementar ℎ para continuar con el 
siguiente componente de 𝑐𝑜𝑑𝑠𝑒𝑔. En este caso, la bandera 𝑠𝑤𝑐 sigue desactivada. 
Si se activa el 𝑠𝑤𝑐, se procede a ejecutar la función de Actualización de Flujo (sección 4.3.4), con 
el fin de efectuar la anulación del  camino que pasa por el grupo de nodos: 𝑡𝑠𝑒𝑐, 𝑡𝑐𝑜𝑑, y 𝑡𝑝𝑒𝑛.  En 
caso de mantenerse desactivada 𝑠𝑤𝑐, se desactiva 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟 para  detener un siguiente llamado de 
la  función opt_minflujo. Después de desactivar 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟, se revisa el caso especial donde el 
número de segundos nodos sea 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 y el arreglo de todas las rutas 𝑡𝑑𝑟𝑚𝑖𝑛 no esté vacío. En 
caso de cumplirse esta condición, se invoca la función de Verificación de determinantes (sección 
4.3.5); si esta devuelve el 𝑠𝑤𝑝 activado,  se puede volver a llamar la Actualización de Flujo con los 
parámetros que devuelve la Verificación de determinantes.  En caso de no cumplirse la condición, 
que el número de segundos nodos es el  𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, se mantiene el grafo multicast 𝐺′ igual al último 
que ingresó al Algoritmo  4.13.   
Ejemplo 4.24: Continuando con la ejecución de  los  ejemplos anteriores, se presentarán las dos 
iteraciones correspondientes a ℎ = 1 y ℎ = 2, donde ℎ es el contador sobre el cual se itera para 
𝑐𝑜𝑑𝑠𝑒𝑔.  
 
Para ℎ = 1, se logra obtener los valores en 𝑝𝑒𝑛𝑒𝑙𝑒𝑔, 𝑟𝑢𝑡𝑒𝑠𝑐 y 𝑡𝑐𝑜𝑑 en la primera iteración sobre 𝑗 
que recorre el  arreglo 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑡𝑑𝑟𝑚𝑛, como se  observa en las celdas resaltadas de la Tabla 
4.32. Después de 𝑗 = 1, no se logra cambiar más estos valores, dado que no se  cumple la doble 
condición en (a).  Como consecuencia de  obtener estos tres valores: 𝑝𝑒𝑛𝑒𝑙𝑒𝑔, 𝑟𝑢𝑡𝑒𝑠𝑐 y 𝑡𝑐𝑜𝑑, se 
procede a ejecutar el paso (b), iterando sobre el número de elementos en 𝑝𝑒𝑛𝑒𝑙𝑒𝑔 y, dado que solo 
hay un elemento en este arreglo, el número de iteraciones a ejecutar es solo una; de esta forma se  
calculan 𝑡𝑝𝑒𝑛 y 𝑡𝑠𝑒𝑐 sobre la  única ruta almacenada en 𝑝𝑒𝑛𝑒𝑙𝑒𝑔 correspondiente al  sumidero 
indexado con 𝑖 = 1. Se ubica dentro de los 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠 del 𝑡𝑑𝑟𝑚𝑖𝑛(1), el 𝑡𝑝𝑒𝑛 y, a la 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 
asociada, se le elimina un segundo nodo 𝑡𝑠𝑒𝑐. Esta ubicación corresponde con 
𝑡𝑑𝑟𝑚𝑖𝑛(1). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(3). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔, la cual queda modificada como se observa en la Tabla 4.33 en 
la fila resaltada. El cálculo del  xorvect sobre los arreglos 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 en la Tabla 4.33, arroja como 
resultado un conjunto vacío por la reducción al vacío de la 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 correspondiente al 𝑝𝑒𝑛 = 18, 
por ende, la ejecución sobre el resto de nodos sumideros no se ejecuta y, la  variable de iteración ℎ 
de 𝑐𝑜𝑑𝑠𝑒𝑔, se incrementa para continuar con el siguiente componente de este vector. 
 
Para ℎ = 2, se obtiene la secuencia de ejecución mostrada desde la Tabla 4.34 hasta la Tabla 4.43. 
En la Tabla 4.34, se observa que para 𝑡𝑖 = 23, en el camino etiquetado con 𝑗 = 2, se logra cumplir  
la doble condición en (a) y se obtienen los valores para 𝑝𝑒𝑛𝑒𝑙𝑒𝑔, 𝑟𝑢𝑡𝑒𝑠𝑐 y 𝑡𝑐𝑜𝑑 (resaltados en la 
tabla). Estos valores se mantienen idénticos hasta culminar las iteraciones  de los caminos asociados 




a 𝑡𝑖 = 23. Con estos valores se calcula 𝑡𝑝𝑒𝑛 = 𝑡𝑑𝑟𝑚𝑖𝑛(1). 𝑡𝑑𝑟𝑚𝑛(1). 𝑐𝑎𝑚𝑖𝑛𝑜(8) = 18 y 
𝑡𝑠𝑒𝑐 = 𝑡𝑑𝑟𝑚𝑖𝑛(1). 𝑡𝑑𝑟𝑚𝑛(1). 𝑐𝑎𝑚𝑖𝑛𝑜(2) = 2. Esto conlleva eliminar un segundo nodo 
etiquetado con 2 de las 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 asociada al penúltimo nodo 18 del 𝑡𝑖 = 23 en la Tabla 4.30, 
quedando modificada como aparece en la  Tabla 4.35. En esta tabla, como consecuencia, se observa 
que el xorvect  no está vacío y, por ende, se puede determinar el índice del sumidero escogido 
(𝑠𝑒𝑙𝑠𝑢𝑚) y la ruta o camino que conduce a éste (𝑠𝑒𝑙𝑟𝑢𝑡), de donde será eliminado el enlace para 
permitir dar solución al sistema lineal de ecuaciones con el fin de hallar los paquetes simples 
enviados desde el nodo fuente. Inmediatamente, se continúa con el  siguiente nodo sumidero y se 
repiten estos pasos con 𝑖 = 2 (𝑡2 = 24) e 𝑖 = 3 (𝑡3 = 25). Sin embargo, con 𝑖 = 4 (𝑡4 = 26) e 
𝑖 = 5 (𝑡5 = 27), no se logra cumplir con la condición en (a) y, por tanto, no se puede calcular un 
nuevo 𝑝𝑒𝑛𝑒𝑙𝑒𝑔, 𝑟𝑢𝑡𝑒𝑠𝑐 y 𝑡𝑐𝑜𝑑. 
 
Tabla 4.32 Ejecución del algoritmo en el paso (a) para  ℎ = 1, 𝑡1 = 23 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
1 [7 15 21 2] [7 2]       
 𝒊 𝒕𝒊        
 1 23        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [7 15] [7 15 2] [7 2] [7 15 21 2] [7 15 2] [1] 1 7 
 2 [7 18] [7 18 2] [7 2] [7 15 21 2] [7 18 2] [1] 1 7 
 3 [8 18] [8 18 2] [8 2] [7 15 21 2] [8 18 2] [1] 1 7 
 4 []     [1] 1 7 
 5 [7 15] [7 15 3] [7 3] [7 15 21 2] [7 15 3] [1] 1 7 
 6 [7 18] [7 18 3] [7 3] [7 15 21 2] [7 18 3] [1] 1 7 
 7 [8 18] [8 18 3] [8 3] [7 15 21 2] [8 18 3] [1] 1 7 
 8 []     [1] 1 7 
 9 [15] [15 5] [15 5] [7 15 21 2] [15 5] [1] 1 7 
 







   13 4 
   15 3 5 
  18 2 2 3 3 
𝑧𝑥𝑜𝑟 [] 
 
Tabla 4.34 Ejecución del algoritmo en el paso (a) para  ℎ = 2, 𝑡1 = 23 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
2 [7 18 2] [7 2]       
 𝒊 𝒕𝒊        
 1 23        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [7 15] [7 15 2] [7 2] [7 18 2] [7 15 2] []   
 2 [7 18] [7 18 2] [7 2] [7 18 2] [7 18 2] [2] 2 7 
 3 [8 18] [8 18 2] [8 2] [7 18 2] [8 18 2] [2] 2 7 
 4 []     [2] 2 7 
 5 [7 15] [7 15 3] [7 3] [7 18 2] [7 15 3] [2] 2 7 
 6 [7 18] [7 18 3] [7 3] [7 18 2] [7 18 3] [2] 2 7 
 7 [8 18] [8 18 3] [8 3] [7 18 2] [8 18 3] [2] 2 7 
 8 []     [2] 2 7 
 9 [15] [15 5] [15 5] [7 18 2] [15 5] [2] 2 7 











   13 4 
   15 2 3 5 
 18 2 3 3 




Tabla 4.36 Ejecución del algoritmo en el paso (a) para  ℎ = 2, 𝑡2 = 24 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
2 [7 18 2] [7 2]       
 𝒊 𝒕𝒊        
 2 24        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [7 15 21] [7 15 21 2] [7 2] [7 15 21 2] [7 18 2] []   
 2 [7 18] [7 18 2] [7 2] [7 18 2] [7 18 2] [2] 2 7 
 3 [8 14] [8 14 2] [8 2] [7 18 2] [8 14 2] [2] 2 7 
 4 [8 18] [8 18 2] [8 2] [7 18 2] [8 18 2] [2] 2 7 
 5 [8] [8 2] [8 2] [7 18 2] [8 2] [2] 2 7 
 6 [7 15 21 3] [7 18 3] [7 3] [7 15 21 3] [7 18 2] [2] 2 7 
 7 [7 18] [7 18 3] [7 3] [7 18 2] [7 18 3] [2] 2 7 
 8 [8 14] [8 14 3] [8 3] [7 18 2] [8 14 3] [2] 2 7 
 9 [8 18] [8 18 3] [8 3] [7 18 2] [8 18 3] [2] 2 7 
 10 [8] [8 3] [8 3] [7 18 2] [8 3] [2] 2 7 
 11 [21] [21 4] [21 4] [7 18 2] [21 4] [2] 2 7 
 12 [14] [14 5] [14 5] [7 18 2] [14 5] [2] 2 7 
 13 [15 21] [15 21 5] [15 5] [7 18 2] [15 21 5] [2] 2 7 
 






8 2 3 
  18 2 3 3
19 2 3 5 
 21 2 3 4 5 




Tabla 4.38 Ejecución del algoritmo en el paso (a) para  ℎ = 2, 𝑡3 = 25 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
2 [7 18 2] [7 2]       
 𝒊 𝒕𝒊        
 3 25        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [7 18] [7 18 2] [7 2] [7 18 2] [7 18 2] [1] 1 7 
 2 [8 18] [8 18 2] [8 2] [7 18 2] [8 18 2] [1] 1 7 
 3 [7 18] [7 18 3] [7 3] [7 18 2] [7 18 3] [1] 1 7 
 4 [8 18] [8 18 3] [8 3] [7 18 2] [8 18 3] [1] 1 7 




 5 []     [1] 1 7 
 6 [17] [17 4] [17 4] [7 18 2] [17 4] [1] 1 7 
 7 []     [1] 1 7 
 8 [17] [17 6] [17 6] [7 18 2] [17 6] [1] 1 7 
 







   17 4 6
18 2 3 3  
20 3 




Tabla 4.40 Ejecución del algoritmo en el paso (a) para  ℎ = 2, 𝑡4 = 26 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
2 [7 18 2] [7 2]       
 𝒊 𝒕𝒊        
 4 26        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [7 15 21] [7 15 21 2] [7 2] [7 15 21 2] [7 18 2] []   
 2 [7 15] [7 15 2] [7 2] [7 18 2] [7 15 2] []   
 3 [8 14] [8 14 2] [8 2] [7 18 2] [8 14 2] []   
 4 [7 15 21] [7 15 21 3] [7 3] [7 15 21 3] [7 18 2] []   
 5 [7 15] [7 15 3] [7 3] [7 18 2] [7 15 3] []   
 6 [8 14] [8 14 3] [8 3] [7 18 2] [8 14 3] []   
 7 [17] [17 4] [17 4] [7 18 2] [17 4] []   
 8 [21] [21 4] [21 4] [7 18 2] [21 4] []   
 9 [14] [14 5] [7 18 2] [7 18 2] [14 5] []   
 10 [15 21] [15 21 5] [15 5] [7 18 2] [15 21 5] []   
 11 [15] [15 5] [15 5] [7 18 2] [15 5] []   
 12 [17] [17 6] [17 6] [7 18 2] [17 6] []   
 






14 2 3 5 
 15 2 3 5 
21 2 3 4 5 
22 4 6 




Tabla 4.42 Ejecución del algoritmo en el paso (a) para  ℎ = 2, 𝑡5 = 27 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
2 [7 18 2] [7 2]       
 𝒊 𝒕𝒊        
 5 27        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 




 1 [7 15 21] [7 15 21 2] [7 2] [7 15 21 2] [7 18 2] []   
 2 [7 15 21] [7 15 21 3] [7 3] [7 15 21 3] [7 18 2] []   
 3 [17] [17 4] [17 4] [7 18 2] [17 4] []   
 4 [21] [21 4] [21 4] [7 18 2] [21 4] []   
 5 [15 21] [15 21 5] [15 5] [7 18 2] [15 21 5] []   
 6 []     []   
 7 []     []   
 8 [17] [17 6] [17 6] [7 18 2] [17 6] []   
 







   16 5 
17 4 6 





Ejemplo 4.25: Según el Ejemplo 4.24, se cumplió el ciclo de iteraciones sobre 𝑡𝑑𝑟𝑚𝑖𝑛 y, por 
tanto, la bandera 𝑠𝑤 no fue desactivada, resultando así el contador 𝑖 en un valor de 6 (|𝑡𝑑𝑟𝑚𝑖𝑛| +
1); por tanto, se cumple la condición 𝑖 − |𝑡𝑑𝑟𝑚𝑖𝑛| = 1 y, se procede a tomar el camino señalado 
por el índice 𝑠𝑒𝑙𝑟𝑢𝑡 = 1 del  sumidero indicado por 𝑠𝑒𝑙𝑠𝑢𝑚 = 3, donde 𝑡𝑠𝑒𝑙𝑠𝑢𝑚 = 𝑡3 = 25. Este 
camino corresponde, según la Tabla 4.29 a la secuencia [1 2 7 18 25] y, dado que la variable 
𝑡𝑐𝑜𝑑 = 7, se toma como nodo predecesor 𝑡𝑛𝑜𝑑𝑝 = 2 y, se elimina el enlace (2,7), lo cual equivale 
a establecer  𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜(2,7) = 0, como lo muestra la Figura 4.12. Al eliminar este enlace, el 
camino anterior desaparece para todos los sumideros 𝑡𝑖 que utilizan a 𝑡𝑠𝑒𝑐 = 2, 𝑡𝑐𝑜𝑑 = 7 y 
𝑡𝑝𝑒𝑛 = 18 en su trayectoria. Es decir, este camino desaparece para 𝑡1 = 23, 𝑡2 = 24 y 𝑡3 = 25.  
 
En el arreglo de nodos codificadores 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, se elimina el 𝑡𝑐𝑜𝑑 = 7, resultando en el 
siguiente nuevo arreglo 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑 = [8,14,15,17,18,21].  
 
Por último, se interrumpe la revisión de los siguientes componentes de  𝑐𝑜𝑑𝑠𝑒𝑔, la bandera 
𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟 permanece activa y, se vuelve a ejecutar el algoritmo opt_minflujo con un grupo de 
caminos más reducido. 
 
Figura 4.12 Grafo multicast 𝐺′ después de eliminar el enlace (2,7) 




Ejemplo 4.26: Se vuelve a ejecutar el algoritmo opt_minflujo, ya que la bandera 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟 
continúa activa. Las iteraciones de este algoritmo se llevan a cabo sobre el  grafo de la Figura 4.12. 
El  resumen de esta ejecución se  presenta desde la Tabla 4.44 hasta la Tabla 4.70 y culmina en la 
Figura 4.13. En la Tabla 4.44, se  presentan los caminos desde el  nodo fuente 1 hasta cada uno de 
los nodos sumideros. En la Tabla 4.45, se presentan los  arreglos 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠 para cada nodo 
sumidero. La Tabla 4.46 muestra el resultado de aplicar  la creación del  arreglo 𝑐𝑜𝑑𝑠𝑒𝑔. Se puede 
observar que este arreglo contiene menos entradas. Esto es consecuencia de la eliminación del 
enlace en  la iteración anterior. En la Tabla 4.47, se muestra la primera iteración dentro del arreglo 
𝑐𝑜𝑑𝑠𝑒𝑔 (ℎ = 1) y, la Tabla 4.48, muestra que el  resultado de la  operación xorvect es el conjunto 
vacío, deteniendo la  ejecución para ℎ = 1 y, conllevando revisar el siguiente 𝑐𝑜𝑑𝑠𝑒𝑔 (ℎ = 2). Los 
resultados para esta iteración se  muestran desde la Tabla 4.49 hasta la Tabla 4.59. En la Tabla 4.55, 
se observa que el arreglo 𝑝𝑒𝑛𝑒𝑙𝑒𝑔 =[2,3] contiene más de una ruta (rutas 2 y 3), determinadas por 
el penúltimo nodo que lleva al nodo sumidero 𝑡4 = 26. En cada una de estas rutas correspondientes 
al 𝑡4 = 26, se elimina el segundo nodo antes de calcular el xorvect, como lo muestra Tabla 4.56 y 
Tabla 4.57. En la Tabla 4.57, se calcula el  xorvect y se obtienen las variables de sumidero 
seleccionado y ruta seleccionada. Para 𝑡5 = 27 con ℎ = 2, en la Tabla 4.59, se obtiene un xorvect 
vacío, que interrumpe nuevamente el incremento del contador de iteraciones 𝑖 para 𝑡𝑑𝑟𝑚𝑖𝑛 y, por 
ende, no se cumple la  condición 𝑖 − |𝑡𝑑𝑟𝑚𝑛| = 1, lo cual conlleva incrementar ℎ y continuar con 
el contenido del 𝑐𝑜𝑑𝑠𝑒𝑔 siguiente.  
 
Se continúa con el  contenido del 𝑐𝑜𝑑𝑠𝑒𝑔 para ℎ = 3, mostrado desde la Tabla 4.60 hasta la Tabla 
4.70. En la Tabla 4.62, se observa que en el  𝑝𝑒𝑛𝑒𝑙𝑒𝑔 se almacenan las dos rutas (7 y 8) que pasan 
por los penúltimos nodos 18 y 8, respectivamente. De cada ruta se elimina el segundo nodo 
especificado por 𝑡𝑠𝑒𝑐, que para ambas rutas es el 3, permitiendo obtener un xorvect distinto del 
conjunto vacío, que conlleva el hallazgo de la ruta 𝑠𝑒𝑙𝑟𝑢𝑡 = 8 dentro del sumidero con índice 
𝑠𝑒𝑙𝑠𝑢𝑚 = 2 (𝑡2 = 24). Luego, las iteraciones sobre 𝑡𝑑𝑟𝑚𝑖𝑛 continúan siendo válidas hasta 
𝑡5 = 27, no desactivando el  contador 𝑠𝑤, y llevando el contador 𝑖 hasta el valor de 6; cumpliendo 
la condición 𝑖 − |𝑡𝑑𝑟𝑚𝑖𝑛| = 1. Se toma el valor del sumidero seleccionado (𝑠𝑒𝑙𝑠𝑢𝑚 = 3) y la ruta 
seleccionada (𝑠𝑒𝑙𝑟𝑢𝑡 = 3) dentro de este, indicados en la Tabla 4.70 para actualizar la ruta [1 3 8 18 
25] mostrada en la  Tabla 4.44. Se toma  el  valor del último 𝑡𝑐𝑜𝑑 = 8 para determinar el  nodo 
predecesor 𝑡𝑛𝑜𝑑𝑝 = 3 y así eliminar el enlace (3,8), o lo que es lo mismo establecer 
𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜(3,8) = 0, como lo  muestra  la  Figura 4.13. Al eliminar este enlace, el camino 
anterior desaparece para todos los sumideros 𝑡𝑖 que utilizan a 𝑡𝑠𝑒𝑐 = 3, 𝑡𝑐𝑜𝑑 = 8 y 𝑡𝑝𝑒𝑛 = 18 en 
su trayectoria. Es decir, este camino desaparece para 𝑡1 = 23, 𝑡2 = 24 y 𝑡3 = 25.  
En el arreglo de nodos codificadores 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, se elimina el 𝑡𝑐𝑜𝑑 = 8, resultando en el siguiente 
nuevo arreglo 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑 = [14,15,17,18,21].  
Por último, se interrumpe la revisión de los siguientes componentes de  𝑐𝑜𝑑𝑠𝑒𝑔, la bandera 
𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟 permanece activa y, se vuelve a ejecutar el algoritmo opt_minflujo con un grupo de 
caminos más reducido; sin embargo, después de esta tercera ejecución, el arreglo 𝑐𝑜𝑑𝑠𝑒𝑔 no se 
logra construir y permanece vacío, devolviendo desactivada la bandera 𝑠𝑤𝑠𝑒𝑔𝑢𝑖𝑟. Esto conlleva 
obtener en forma definitiva el grafo multicast de  mínimo flujo máximo reducido, mostrado en la 
Figura 4.13, para entrega de paquetes utilizando el paradigma de Network Coding. 




 Tabla 4.44 Caminos que llegan a cada sumidero desde el  nodo fuente en 𝐺′ de la Figura 4.12 
Caminos de  1 a 23  Caminos de  1 a 24  Caminos de  1 a 25 
1 2 8 18 23  1 2 8 14 19 24  1 2 8 18 25 
1 2 23 
  
 1 2 8 18 24   1 3 7 18 25 
1 3 7 15 23  1 2 8 24    1 3 8 18 25 
1 3 7 18 23  1 3 7 15 21 24  1 3 9 20 25 
1 3 8 18 23  1 3 7 18 24   1 4 17 25  
1 4 13 23 
 
 1 3 8 14 19 24  1 5 16 25  
1 5 10 15 23  1 3 8 18 24   1 6 17 25  
      1 3 8 24         
      1 4 21 24         
      1 5 10 14 19 24       
      1 5 10 15 21 24       
                  
Caminos de  1 a 26  Caminos de  1 a 27      
1 2 8 14 26   1 3 7 15 21 27      
1 3 7 15 21 26  1 4 17 27        
1 3 7 15 26   1 4 21 27        
1 3 8 14 26   1 5 10 15 21 27      
1 4 17 22 26   1 5 16 27        
1 4 21 26    1 6 12 27        
1 5 10 14 26   1 6 17 27        
1 5 10 15 21 26             
1 5 10 15 26              
1 6 17 22 26              
                  
Tabla 4.45 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠 para cada nodo sumidero 
𝒊 𝒕𝒊 𝒊 𝒕𝒊 𝒊 𝒕𝒊 𝒊 𝒕𝒊 𝒊 𝒕𝒊 
1 23 2 24 3 25 4 26 5 27 
𝑝𝑒𝑛 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 𝑝𝑒𝑛 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 𝑝𝑒𝑛 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 𝑝𝑒𝑛 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 𝑝𝑒𝑛 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 
2 2 
  
2 8 2 3  2 16 5   5 14 2 3 5 2 12 6   6 
13 4 
  
4 18 2 3 3 2 17 4 6  4 15 3 5  3 16 5   5 
15 3 5 
 
3 19 2 3 5 2 18 2 3 3 2 21 3 4 5 3 17 4 6  4 
18 2 3 3 2 21 3 4 5 3 20 3   3 22 4 6  4 21 3 4 5 3 
 
Tabla 4.46 Arreglo 𝑐𝑜𝑑𝑠𝑒𝑔 para segunda iteración con 𝐺′ de 27 nodos 
cod seg 









Tabla 4.47 Ejecución del algoritmo en el paso (a) para  ℎ = 1, 𝑡1 = 23 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
1 [8 18 2] [8 2]       
 𝒊 𝒕𝒊        
 1 23        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [8 18] [8 18 2] [8 2] [8 18 2] [8 18 2] [1] 1 8 
 2 []     [1] 1 8 
 3 [15] [15 3] [15 3] [8 18 2] [15 3] [1] 1 8 
 4 [18] [18 3] [18 3] [8 18 2] [18 3] [1] 1 8 
 5 [8 18] [8 18 3] [18 3] [8 18 2] [8 18 3] [1] 1 8 
 6 []     [1] 1 8 
 7 [15] [15 5] [15 5] [8 18 2] [15 5] [1] 1 8 
 
  
















15 3 5 
 
3 
18 3 3 3 2 
𝑧𝑥𝑜𝑟 [] 
 
Tabla 4.49 Ejecución del algoritmo en el paso (a) para  ℎ = 2, 𝑡1 = 23 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
2 [15 3] [15 3]       
 𝒊 𝒕𝒊        
 1 23        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [8 18] [8 18 2] [8 2] [8 18 2] [15 3] []   
 2 []     []   
 3 [15] [15 3] [15 3] [15 3] [15 3] [3] 3 15 
 4 [18] [18 3] [18 3] [15 3] [18 3] [3] 3 15 
 5 [8 18] [8 18 3] [8 3] [8 18 3] [15 3] [3] 3 15 
 6 []     [3] 3 15 
 7 [15] [15 5] [15 5] [15 3] [15 5] [3] 3 15 
 












15 5 5 
 
3 
18 2 3 3 2 




Tabla 4.51 Ejecución del algoritmo en el paso (a) para  ℎ = 2, 𝑡2 = 24 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
2 [15 3] [15 3]       
 𝒊 𝒕𝒊        
 2 24        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [8 14] [8 14 2] [8 2] [8 14 2] [15 3] []   
 2 [8 18] [8 18 2] [8 2] [8 18 2] [15 3] []   
 3 [8] [8 2] [8 2] [15 3] [8 2] []   
 4 [15 21] [15 21 3] [15 3] [15 21 3] [15 3] [4] 4 15 
 5 [18] [18 3] [18 3] [15 3] [18 3] [4] 4 15 
 6 [8 14] [8 14 3] [8 3] [8 14 3] [15 3] [4] 4 15 
 7 [8 18] [8 18 3] [8 3] [8 18 3] [15 3] [4] 4 15 
 8 [8] [8 3] [8 3] [15 3] [8 3] [4] 4 15 
 9 [21] [21 4] [21 4] [15 3] [21 4] [4] 4 15 
 10 [14] [14 5] [14 5] [15 3] [14 5] [4] 4 15 
 11 [15 21] [15 21 5] [15 5] [15 21 5] [15 3] [4] 4 15 
 










8 2 3 
 
2 
18 2 3 3 2 
19 2 3 5 2 
21 4 5 5 3 




Tabla 4.53 Ejecución del algoritmo en el paso (a) para  ℎ = 2, 𝑡3 = 25 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
2 [15 3] [15 3]       
 𝒊 𝒕𝒊        
 3 25        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [8 18] [8 18 2] [8 2] [8 18 2] [15 3] []   
 2 [18] [18 3] [18 3] [15 3] [18 3] []   
 3 [8 18] [8 18 3] [8 3] [8 18 3] [15 3] []   
 4 []     []   
 5 [17] [17 4] [17 4] [15 3] [17 4] []   
 6 []     []   
 7 [17] [17 6] [17 6] [15 3] [17 6] []   
 









17 4 6 4 








Tabla 4.55 Ejecución del algoritmo en el paso (a) para  ℎ = 2, 𝑡4 = 26 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
2 [15 3] [15 3]       
 𝒊 𝒕𝒊        
 4 26        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [8 14] [8 14 2] [8 2] [8 14 2] [15 3] []   
 2 [15 21] [15 21 3] [15 3] [15 21 3] [15 3] [2] 2 15 
 3 [15] [15 3] [15 3] [15 3] [15 3] [2 3] 3 15 
 4 [8 14] [8 14 3] [8 3] [8 14 3] [15 3] [2 3] 3 15 
 5 [17] [17 4] [17 4] [15 3] [17 4] [2 3] 3 15 
 6 [21] [21 4] [21 4] [15 3] [21 4] [2 3] 3 15 
 7 [14] [14 5] [14 5] [15 3] [14 5] [2 3] 3 15 
 8 [15 21] [15 21 5] [15 5] [15 21 5] [15 3] [2 3] 3 15 
 9 [15] [15 5] [15 5] [15 3] [15 5] [2 3] 3 15 
 10 [17] [17 6] [17 6] [15 3] [17 6] [2 3] 3 15 




Tabla 4.56 Ejecución del algoritmo en el paso (b) para  ℎ = 2, 𝑡4 = 26, 𝑝𝑒𝑛𝑒𝑙𝑒𝑔(1) = 2 
𝒕𝒑𝒆𝒏 𝒕𝒔𝒆𝒄 




14 2 3 5 2 
15 3 5  3 
21 4 5 5 3 













14 2 3 5 2 
15 5 5  3 
21 4 5 5 3 
22 4 6 
 
4 




Tabla 4.58 Ejecución del algoritmo en el paso (a) para  ℎ = 2, 𝑡5 = 27 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
2 [15 3] [15 3]       
 𝒊 𝒕𝒊        
 5 27        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [15 21] [15 21 3] [15 3] [15 21 3] [15 3] [1] 1 15 
 2 [17] [17 4] [17 4] [15 3] [17 4] [1] 1 15 
 3 [21] [21 4] [21 4] [15 3] [21 4] [1] 1 15 
 4 [15 21] [15 21 5] [15 5] [15 21 5] [15 3] [1] 1 15 
 5 []     [1] 1 15 
 6 []     [1] 1 15 
 7 [17] [17 6] [17 6] [15 3] [17 6] [1] 1 15 
 









16 5 5 
17 4 6 
 
4 









Tabla 4.60 Ejecución del algoritmo en el paso (a) para  ℎ = 3, 𝑡1 = 23 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
3 [8 18 3] [8 3]       
 𝒊 𝒕𝒊        
 1 23        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [8 18] [8 18 2] [8 2] [8 18 3] [8 18 2] []   
 2 []     []   
 3 [15] [15 3] [15 3] [8 18 3] [15 3] []   
 4 [18] [18 3] [18 3] [8 18 3] [18 3] []   
 5 [8 18] [8 18 3] [8 3] [8 18 3] [8 18 3] [5] 5 8 
 6 []     [5] 5 8 
 7 [15] [15 5] [15 5] [8 18 3] [15 5] [5] 5 8 
 












15 3 5 
 
3 
18 2 3 3 2 




Tabla 4.62 Ejecución del algoritmo en el paso (a) para  ℎ = 3, 𝑡2 = 24 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
3 [8 18 3] [8 3]       
 𝒊 𝒕𝒊        
 2 24        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [8 14] [8 14 2] [8 2] [8 18 3] [8 14 2] []   
 2 [8 18] [8 18 2] [8 2] [8 18 3] [8 18 2] []   
 3 [8] [8 2] [8 2] [8 18 3] [8 2] []   
 4 [15 21] [15 21 3] [15 3] [8 18 3] [15 21 3] []   
 5 [18] [18 3] [18 3] [8 18 3] [18 3] []   
 6 [8 14] [8 14 3] [8 3] [8 18 3] [8 14 3] []   
 7 [8 18] [8 18 3] [8 3] [8 18 3] [8 18 3] [7] 7 8 
 8 [8] [8 3] [8 3] [8 18 3] [8 3] [7 8] 8 8 
 9 [21] [21 4] [21 4] [8 18 3] [21 4] [7 8] 8 8 
 10 [14] [14 5] [14 5] [8 18 3] [14 5] [7 8] 8 8 
 11 [15 21] [15 21 5] [15 5] [8 18 3] [15 21 5] [7 8] 8 8 
 






8 2 3 
 
2 
18 2 3 3 2 
19 2 3 5 2 
21 3 4 5 3 
𝑧𝑥𝑜𝑟  
𝑠𝑒𝑙𝑠𝑢𝑚  















18 2 3 3 2 
19 2 3 5 2 
21 3 4 5 3 




Tabla 4.65 Ejecución del algoritmo en el paso (a) para  ℎ = 3, 𝑡3 = 25 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
3 [8 18 3] [8 3]       
 𝒊 𝒕𝒊        
 3 25        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [8 18] [8 18 2] [8 2] [8 18 3] [8 18 2] []   
 2 [18] [18 3] [18 3] [8 18 3] [18 3] []   
 3 [8 18] [8 18 3] [8 3] [8 18 3] [8 18 3] [3] 3 8 
 4 []     [3] 3 8 
 5 [17] [17 4] [17 4] [8 18 3] [17 4] [3] 3 8 
 6 []     [3] 3 8 
 7 [17] [17 6] [17 6] [8 18 3] [17 6] [3] 3 8 
 









17 4 6 4 








Tabla 4.67 Ejecución del algoritmo en el paso (a) para  ℎ = 3, 𝑡4 = 26 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
3 [8 18 3] [8 3]       
 𝒊 𝒕𝒊        
 4 26        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [8 14] [8 14 2] [8 2] [8 18 3] [8 14 2] []   
 2 [15 21] [15 21 3] [15 3] [8 18 3] [15 21 3] []   
 3 [15] [15 3] [15 3] [8 18 3] [15 3] []   
 4 [8 14] [8 14 3] [8 3] [8 18 3] [8 14 3] []   
 5 [17] [17 4] [17 4] [8 18 3] [17 4] []   
 6 [21] [21 4] [21 4] [8 18 3] [21 4] []   
 7 [14] [14 5] [14 5] [8 18 3] [14 5] []   
 8 [15 21] [15 21 5] [15 5] [8 18 3] [15 21 5] []   




 9 [15] [15 5] [15 5] [8 18 3] [15 5] []   
 10 [17] [17 6] [17 6] [8 18 3] [17 6] []   
 






14 2 3 5 2 
15 3 5  3 
21 3 4 5 3 







Tabla 4.69 Ejecución del algoritmo en el paso (a) para  ℎ = 3, 𝑡5 = 27 
𝒉 𝒄𝒐𝒅𝒔𝒆𝒈(𝒉) 𝒄𝒐𝒏𝒋𝟐       
3 [8 18 3] [8 3]       
 𝒊 𝒕𝒊        
 5 27        
 𝒋 𝒄𝒐𝒅𝒊𝒏𝒕 𝒏𝒐𝒅𝒐𝒔 𝒄𝒐𝒏𝒋𝟏 𝒄𝒐𝒏𝒋 𝒔𝒖𝒃𝒄𝒐𝒏𝒋 𝒑𝒆𝒏𝒆𝒍𝒆𝒈 𝒓𝒖𝒕𝒆𝒔𝒄 𝒕𝒄𝒐𝒅 
 1 [15 21] [15 21 3] [15 3] [8 18 3] [15 21 3] []   
 2 [17] [17 4] [17 4] [8 18 3] [17 4] []   
 3 [21] [21 4] [21 4] [8 18 3] [21 4] []   
 4 [15 21] [15 21 5] [15 5] [8 18 3] [15 21 5] []   
 5 []     []   
 6 []     []   
 7 [17] [17 6] [17 6] [8 18 3] [17 6] []   
 









16 5 5 
17 4 6 
 
4 






Figura 4.13 Grafo multicast 𝐺′ después de eliminar el enlace (3,8) 




4.3.2 Algoritmo xor de conjuntos de segundos nodos:xorvect 
El objetivo de  este procedimiento es  tomar dos arreglos de segundos nodos y determinar si es 
posible aplicar el xor con ellos (o la operación diferencia simétrica de conjuntos (sección 2.1.3) 
sobre ellos), de tal forma que permita sobre el grafo multicast 𝐺′, resolver el sistema lineal de 
ecuaciones sobre  la base de Network Coding, generando en cada nodo sumidero los paquetes 
originales enviados desde el nodo fuente.  La función xorvect (Algoritmo  4.16) se ejecuta de la 
siguiente forma:  
a. Recibe dos vectores (𝑙𝑖𝑠𝑡𝑠𝑒𝑔), cada uno conteniendo los segundos nodos 𝑠𝑒𝑔𝑚,𝑚 ≤ |𝑙𝑖𝑠𝑡𝑠𝑒𝑔| 
de los caminos que convergen en un penúltimo nodo o predecesor 𝑝𝑗 , 𝑗 ≤ 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 de  un   
sumidero 𝑡𝑖. Es decir, cada segundo nodo representa un paquete diferente emitido por el  nodo 
fuente.   La  primera acción a ejecutar es la aplicación de la función reducir (sección 4.3.3)  a 
cada conjunto de segundos nodos.   
 
Si en una 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 existen nodos repetidos 𝑠𝑒𝑔𝑚1 y 𝑠𝑒𝑔𝑚2, quiere  decir que dos caminos 
distintos 𝑚1 y 𝑚2 están alimentando o contribuyendo al penúltimo nodo (predecesor del nodo 
sumidero) 𝑝𝑗 con el mismo paquete, estos se anulan según la reglas de ejecución de la  función 
reducir.  Si la resultante es un arreglo vacío, no se puede obtener una solución al sistema lineal 
de ecuaciones en el grafo multicast. Esto conlleva que en el  algoritmo opt_minflujo, esta 
alternativa de solución se deba descartar, dado que está informando que por un  mismo enlace 
entrante (𝑥, 𝑝𝑗) al nodo 𝑝𝑗, todo el flujo de paquetes que ingrese, se anule.  Consecuentemente,  
imposibilitaría una  solución, dado que el enlace (𝑝𝑗 , 𝑡𝑖)  no transportaría ningún paquete al 
sumidero 𝑡𝑖 y, por ende, el mínimo flujo máximo (𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜) para este nodo se disminuiría en 
1, no logrando reunir las combinaciones lineales necesarias  para obtener la solución al sistema 
y, por tanto, la no decodificación de los paquetes originales. 
 
Ejemplo 4.27: La Figura 4.14 muestra que al nodo 18, el cual es penúltimo nodo de los 
sumideros 23, 24 y 25, ingresa el paquete combinado A+B en forma repetida, por los  enlaces 
(8,18) y (7,18). Esto significa que la lista de segundos nodos de 18 corresponde con el arreglo 
𝑙𝑖𝑠𝑡𝑠𝑒𝑔18 = [2,2,3,3], donde el nodo 2 es el segundo nodo por donde se transfiere A, y 3 es el 
segundo nodo por donde se transfiere B. La función 𝑟𝑒𝑑𝑢𝑐𝑖𝑟 anularía esta lista y,  por ende,  la 
función xorvect devolvería como resultante un  conjunto vacío y la bandera de control en falso. 
En este caso no se alcanzaría a realizar la diferencia de los conjuntos de segundos nodos 
asociados a otros penúltimos nodos de los sumideros 23, 24 y 25, con el conjunto de segundos  
nodos de 18. 
b. Si las dos 𝑙𝑖𝑠𝑡𝑠𝑒𝑔 recibidas y reducidas no son vacías, al aplicar la función xor de conjuntos 
(diferencia simétrica de conjuntos) sobre estos dos arreglos, se  puede obtener un conjunto 
vacío como respuesta a retornar y, por ende, la bandera de control en falso nuevamente. En este 
caso, se efectúa el xor de dos conjuntos 𝑙𝑖𝑠𝑡𝑠𝑒𝑔𝑖1 y 𝑙𝑖𝑠𝑡𝑠𝑒𝑔𝑖2 reducidos no vacíos para un 
mismo sumidero 𝑡𝑖,  pero con los  mismos segundos nodos. Esto conlleva generar un conjunto 
vacío. La segunda posibilidad es que se genere como resultante un conjunto no vacío y la 
bandera de control se establece en verdadero. 
 




Ejemplo 4.28: La Figura 4.8 muestra como al  nodo sumidero 26 ingresa en forma duplicada el  
paquete combinado A+B+C por los enlaces (14,26) y (15,26), y que corresponde a  las  listas de 
segundos nodos 𝑙𝑖𝑠𝑡𝑠𝑒𝑔14 = 𝑙𝑖𝑠𝑡𝑠𝑒𝑔15 = [2,3,5]. Al aplicar la función xorvect sobre estas, 
devolverá como resultante un  conjunto vacío y la bandera de control en falso. 
 
c. Si el xorvect obtenido no está vacío, se supondría que se tiene una solución al sistema de  
ecuaciones para este  nodo sumidero en un grafo multicast. Si el xorvect está vacío, no se podrá 
corregir el grafo  multicast con este sumidero. 
 
Algoritmo  4.16: xorvect : xor de segundos nodos 
Entrada: Arreglos 𝑎, 𝑏  
Salida: Arreglo 𝑥𝑜𝑟𝑣𝑒𝑐𝑡 Escalar 𝑠𝑤    
1 𝑎𝑟 = reducir(a); 
2 𝑏𝑟 = reducir(b); 
3 Si 𝑎𝑟 == ∅ ⋁ 𝑏𝑟 == ∅ 
4    𝑥𝑜𝑟𝑣𝑒𝑐𝑡 = ∅; 
5 Sino 
6    𝑥𝑜𝑟𝑣𝑒𝑐𝑡 = 𝑎𝑟 ∆ 𝑏𝑟; 
7 Fin Si 
8 Si 𝑥𝑜𝑟𝑣𝑒𝑐𝑡 == ∅ 
9    𝑠𝑤 = 𝑓𝑎𝑙𝑠𝑒; 
10 Sino 
11    𝑠𝑤 = 𝑡𝑟𝑢𝑒; 
12 Fin Si 
13 Retornar 𝑥𝑜𝑟𝑣𝑒𝑐𝑡, 𝑠𝑤; 
 
4.3.3 Algoritmo de reducción de conjuntos de segundos nodos: reducir 
Como resultado de la mezcla de los grafos unicast de flujo máximo individuales ya depurados, a un 
penúltimo nodo (o predecesor de nodo sumidero), le puede llegar  un flujo resultante de paquetes 
que sea la sumatoria xor de varios caminos que pasan por el mismo segundo nodo. La Figura 4.14 
muestra  que en el nodo 18, el cual es el penúltimo nodo antes de  llegar al nodo sumidero 23, 
convergen dos flujos provenientes de los segundos nodos 2 y 3. Ante la presencia de los  nodos 
codificadores 7 y 8, que son alimentados simultáneamente por los enlaces que se desprenden de 
estos segundos nodos, se configura un mismo paquete combinado A+B que ingresará tanto por el  
enlace (8,18) y (7,18) y se anulará en 18, que actúa como codificador. Por tanto, el nodo 18 no 
entregará nada al nodo 23. En conclusión, el nodo 18 recibe el conjunto de  paquetes [A,A,B,B], 
que en términos de segundos nodos corresponde al arreglo [2,2,3,3].  
La función reducir, basada en la Definición 4.5, tiene como objetivo reducir los segundos nodos 
repetidos bajo una  operación que funcione con la suma módulo 2. Es decir, si existe un número 
impar de nodos repetidos, solo se mantiene uno, y si el número de  nodos repetidos es par, todos se 
eliminan y se obtiene un conjunto vacío. En el ejemplo descrito, según la Figura 4.14, se anularía 
toda la  lista y el resultado estaría vacío. 





Figura 4.14 Anulación de flujos en penúltimo nodo 18 
4.3.4 Algoritmo de actualización de flujo: Actflujo 
El  Algoritmo  4.17 recibe como entradas la  matriz que corresponde al grafo multicast de  flujo  
máximo,  𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜; el arreglo de nodos codificadores, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑;  el camino 
correspondiente a 𝑡𝑑𝑟𝑚𝑖𝑛(𝑠𝑒𝑙𝑠𝑢𝑚). 𝑡𝑑𝑟𝑚𝑛(𝑠𝑒𝑙𝑟𝑢𝑡). 𝑐𝑎𝑚𝑖𝑛𝑜; y el nodo codificador, 𝑡𝑐𝑜𝑑, por el 
cual pasa este camino y que es el objetivo al que se eliminará un enlace entrante. 
Para cumplir la meta de actualización del camino, se busca el nodo predecesor de 𝑡𝑐𝑜𝑑. Sea 𝑡𝑛𝑜𝑑𝑝 
el nodo predecesor de 𝑡𝑐𝑜𝑑 en esta ruta; luego, se elimina este camino desde 𝑡𝑠𝑒𝑐 hasta 𝑡𝑝𝑒𝑛, 
pasando por 𝑡𝑐𝑜𝑑, y  anulando el enlace (𝑡𝑛𝑜𝑑𝑝, 𝑡𝑐𝑜𝑑). Es decir, 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜(𝑡𝑛𝑜𝑑𝑝, 𝑡𝑐𝑜𝑑) =
0.  Como consecuencia de la eliminación del enlace entrante al  nodo codificador, se debe revisar si 
no ingresan, aún,  más de  un enlace a este nodo; de ser así, el  nodo deja de ser codificador y se 
elimina de la lista 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑. 
El algoritmo también elimina caminos que no conducen a ningún nodo sumidero y que se pueden 
considerar espurios, dado que no finalizan en ningún nodo sumidero.    
Algoritmo  4.17: Actflujo : Actualización de flujo 
Entrada: Arreglos 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑, 𝑐𝑎𝑚𝑖𝑛𝑜 Escalar 𝑡𝑐𝑜𝑑  
Salida: Arreglo 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑  
1 Hallar un 𝑠𝑒𝑙𝑛𝑜𝑑 tal que 𝑐𝑎𝑚𝑖𝑛𝑜(𝑠𝑒𝑙𝑛𝑜𝑑) == 𝑡𝑐𝑜𝑑; 
2 𝑡𝑛𝑜𝑑𝑝 = 𝑐𝑎𝑚𝑖𝑛𝑜(𝑠𝑒𝑙𝑛𝑜𝑑 − 1); 
3 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜(𝑡𝑛𝑜𝑑𝑝, 𝑡𝑐𝑜𝑑) = 0; 
4 Si |𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜(𝑡𝑛𝑜𝑑𝑝)|≠0 == 0 // Es un camino espurio a partir de 𝑡𝑛𝑜𝑑𝑝 
5    ∀ 𝑒𝑛𝑙𝑎𝑐𝑒 (𝑖𝑝, 𝑡𝑑𝑛𝑜𝑝)  ∈ 𝐺′, 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜(𝑖𝑝, 𝑡𝑛𝑜𝑑𝑝) = 0; //Eliminar enlaces 
                                             //previos a 𝑡𝑛𝑜𝑑𝑝                                                                 
6 Fin Si 
7 Si |𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜𝑇(𝑡𝑐𝑜𝑑)|=1 < 2 //Actualización de 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑 
8    𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑(𝑝𝑐𝑜𝑑) = ∅, tal que 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑(𝑝𝑐𝑜𝑑) == 𝑡𝑐𝑜𝑑; 
9 Fin Si 
10 Retornar 𝑚𝑖𝑛𝑚𝑎𝑥𝑓𝑙𝑢𝑗𝑜, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑;  
 




4.3.5 Algoritmo de verificación de determinantes: Verdet 
Esta función, en particular, se utiliza cuando se presenta un número de segundos nodos igual 
a 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 y, dado que el número de penúltimos nodos (o nodos predecesores) de cada sumidero 
es igual a 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜 (Lema 4.2), se  puede generar una matriz cuadrada que muestre cuantas veces 
contribuye cada segundo nodo en los nodos predecesores de cada sumidero antes que este reciba los 
paquetes entrantes (simples o combinados) de forma definitiva.   
Sea 𝜅 el  número de  enlaces de salida desde  el  nodo fuente 𝑠 (𝜅 es el número de segundos nodos), 
y 𝑟 el mínimo flujo máximo común del grafo multicast unisesión. Si 𝑟 = 𝜅, se infiere que por cada 
uno de los 𝜅 enlaces salientes de 𝑠, debe emerger uno y solo uno de los 𝑟-paquetes que conforman 
el  flujo máximo común.  A su vez, cada uno de los 𝑟-penúltimos nodos tiene asociado el conjunto 
de segundos nodos que determinan las combinaciones lineales de paquetes que entregan a los 
sumideros que preceden. Por tanto, de los 𝑟 penúltimos nodos predecesores de  cada sumidero 
𝑡𝑖 ∈ 𝑇, deben emerger enlaces de  llegada que entreguen paquetes (simples o  combinados) que 
formen un sistema linealmente independiente o que la  matriz con elementos en el  campo 𝔽2 que  
constituyan, sea invertible. 
Por cada  nodo sumidero 𝑡𝑖, se  constituirá una matriz 𝑠𝑢𝑝𝑚𝑎𝑡(𝑖) cuadrada de dimensión 𝑟 × 𝑟, 
como lo muestra  la  Figura 4.15,  donde las 𝑟  filas corresponden al número de penúltimo nodos 
que  preceden al sumidero 𝑡𝑖 y, las  𝑟 columnas están asociadas al número de segundos nodos en 
que finalizan los enlaces de salida desde el nodo fuente 𝑠.  Se construye la matriz 𝑠𝑢𝑝𝑚𝑎𝑡(𝑖) por 
cada sumidero 𝑡𝑖, donde se indique la contribución de cada paquete emergente en 𝑠 y que pasa por 
un segundo nodo 𝑠𝑒𝑔𝑘, (𝑠𝑒𝑔𝑘 = 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡(𝑘)), en la combinación lineal (paquete) que arriba a 
cada penúltimo nodo 𝑝𝑖
𝑗
, (1 ≤ 𝑖 ≤ |𝑇|, 1 ≤ 𝑗 ≤ 𝑟) de 𝑡𝑖. Se  parte de  la lista de  segundos nodos de 
cada penúltimo nodo, 𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝𝑖
𝑗
), para hallar cuántas veces un segundo nodo contribuye en las 
combinaciones lineales que se forman en 𝑝𝑖
𝑗
. 
      𝑠𝑒𝑔1 𝑠𝑒𝑔1 … 𝑠𝑒𝑔𝑟     
𝑝𝑖
1  0 0 … 1  
𝑝𝑖
2  1 3 … 0  
⋮  ⋮ ⋮ ⋱ ⋮  
𝑝𝑖
𝑟  2 0 … 4  
Figura 4.15 Forma de la matriz 𝑠𝑢𝑝𝑚𝑎𝑡(𝑖) para el sumidero 𝑡𝑖 
Inicialmente, la matriz 𝑠𝑢𝑝𝑚𝑎𝑡(𝑖) se  inicializa con cero en cada posición, y el resultado de la 
contribución de cada segundo nodo a la combinación lineal que se forma en los penúltimos nodos 
que preceden al sumidero 𝑡𝑖, se calcula según (4.34): 
𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) = {
𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) + +, si 𝑠𝑒𝑔 ∈ 𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑝𝑖
𝑗
) y 𝑘: 𝑠𝑒𝑔 = 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡(𝑘)








Cada posición 𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) = 𝑐, significa que al  penúltimo nodo 𝑝𝑖
𝑗
, asociado al sumidero 𝑡𝑖, 
ingresan 𝑐-caminos que han pasado por el segundo nodo 𝑠𝑒𝑔𝑘. La matriz  𝑚𝑠𝑢𝑝𝑚𝑎𝑡 redefine a la 
matriz 𝑠𝑢𝑝𝑚𝑎𝑡, como una  matriz con elementos en el  campo 𝔽2, según (4.35): 
𝑚𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) = 𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) mod 2 (4.35) 
 
Si el número de contribuciones de un segundo nodo 𝑠𝑒𝑔𝑘, a través de los  caminos que ingresan al 
penúltimo nodo 𝑝𝑖
𝑗
 del nodo sumidero 𝑡𝑖,  es impar, se infiere que, realmente llegará el paquete que 
se envía a través del enlace de salida (𝑠, 𝑠𝑒𝑔𝑘) al sumidero. Este paquete puede llegar de forma 
individual o combinado con otros paquetes. Por el contrario, si el número de contribuciones del 
segundo nodo 𝑠𝑒𝑔𝑘 es par, se infiere que no llegará el paquete que se envía a través del enlace de 
salida (𝑠, 𝑠𝑒𝑔𝑘) al sumidero. 
La política del  algoritmo consiste, para cada nodo sumidero 𝑡𝑖, en examinar la posibilidad de 
reajustar un camino que pase por un conjunto de nodos codificadores, de tal forma que se elimine la 
ruta que va desde el nodo 𝑠 hasta el primer nodo del conjunto de  codificadores, y que atraviese por 
un segundo nodo específico 𝑠𝑒𝑔𝑘. Se determinan los penúltimos nodos 𝑝𝑖
𝑗
, que tienen el segundo 
nodo 𝑠𝑒𝑔𝑘 en su lista, para actualizar las entradas correspondientes a sus posiciones en la matriz 
𝑚𝑠𝑢𝑝𝑚𝑎𝑡 mediante (4.36). Luego, si cada 𝑚𝑠𝑢𝑝𝑚𝑎𝑡(𝑖), 1 ≤ 𝑖 ≤ |𝑇|, es no singular, se procede a 
eliminar el enlace que finaliza en el nodo codificador y que hace parte de la ruta que contiene al 
segundo nodo 𝑠𝑒𝑔𝑘.  
𝑚𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) = (𝑚𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) + 1) mod 2 (4.36) 
A continuación se presenta el Algoritmo  4.18 que realiza los siguientes pasos: 
a. Inicialización de la matriz 𝑠𝑢𝑝𝑚𝑎𝑡(𝑖) para cada 𝑡𝑖 ∈ 𝑇 con valores nulos, además de iniciar con 
valor vacío las variables 𝑡𝑐𝑜𝑑, 𝑠𝑒𝑙𝑠𝑢𝑚 y 𝑠𝑒𝑙𝑟𝑢𝑡. 
b. Incrementar en 1 𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) para cada 𝑡𝑖 ∈ 𝑇, de tal forma que para cada penúltimo nodo 
𝑝𝑖
𝑗
  que preceda a 𝑡𝑖, se halle el segundo nodo 𝑠𝑒𝑔𝑘 donde 
𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑗). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑙) = 𝑠𝑒𝑔𝑘, ∀𝑙 = 1,… , |𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑗). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔|.  
c. Cálculo de 𝑚𝑠𝑢𝑝𝑚𝑎𝑡, a partir de la matriz 𝑠𝑢𝑝𝑚𝑎𝑡, según (4.35). 
d. Cálculo del determinante 𝑑𝑠𝑢𝑝𝑚(𝑖) para cada matriz 𝑚𝑠𝑢𝑝𝑚𝑎𝑡(𝑖). 
e. Si todos los determinantes en 𝑑𝑠𝑢𝑝𝑚 son no nulos, la comprobación de determinantes está 
correcta, el  𝑠𝑤 es activado y finaliza la comprobación. Sino, el 𝑠𝑤 es desactivado y se continúa 
con los siguientes pasos. 
f. Si el  𝑠𝑤 está desactivado,  se calcula el arreglo 𝑐𝑜𝑑𝑠𝑒𝑔 invocando la función Conscodseg 
(Algoritmo  4.12). 
g. Se ejecutan los siguientes tres pasos para cada lista de nodos codificadores y segundo nodo en 
cada posición ℎ ≤ |𝑐𝑜𝑑𝑠𝑒𝑔|, controlados también por la bandera 𝑠𝑤 que se mantendrá inactiva 
(false) mientras no se cumpla que los determinantes para cada sumidero 𝑡𝑖 sean distintos de  
nulo.  
h. Para cada 𝑐𝑜𝑑𝑠𝑒𝑔 se almacena temporalmente 𝑚𝑠𝑢𝑝𝑚𝑎𝑡 y 𝑑𝑠𝑢𝑝𝑚 en 𝑡𝑠𝑢𝑝𝑚𝑎𝑡 y 𝑡𝑑𝑠𝑢𝑝𝑚, 
respectivamente y, se desactiva la bandera 𝑠𝑤𝑡. Se itera con la variable 𝑗 para recorrer y revisar 




cada 𝑡𝑑𝑟𝑚𝑖𝑛, controlada con la  bandera 𝑠𝑤𝑡. Dentro de cada iteración sobre 𝑡𝑑𝑟𝑚𝑖𝑛 se itera 
con la variable 𝑘 sobre 𝑡𝑑𝑟𝑚𝑖𝑛(𝑗). 𝑡𝑑𝑟𝑚𝑛 para determinar los caminos que cumplen que la 
concatenación de sus  nodos codificadores (si es diferente de  vacío) y su segundo nodo, es un 
subconjunto de los nodos codificadores y segundo nodo almacenados en 𝑐𝑜𝑑𝑠𝑒𝑔(ℎ). 𝑛𝑜𝑑𝑜𝑠. Si 
se  cumple esta condición, se almacena el camino indexado con 𝑘 en 𝑝𝑒𝑛𝑠𝑒𝑙; en 𝑡𝑐𝑜𝑑, el primer 
codificador de la  secuencia en el camino 𝑘; en 𝑠𝑒𝑙𝑠𝑢𝑚, el índice 𝑗 correspondiente al sumidero 
que cumple la  condición y; en 𝑠𝑒𝑙𝑟𝑢𝑡, nuevamente el camino indexado con 𝑘. 
i. Si 𝑝𝑒𝑛𝑠𝑒𝑙 no está vacío, para cada camino 𝑘 almacenado en éste, se actualiza la celda  
𝑡𝑠𝑢𝑝𝑚𝑎𝑡(𝑗, 𝑓𝑖𝑙, 𝑐𝑜𝑙), asignándole el residuo de la división entera por 2 de su contenido actual 
incrementado en 1. El índice 𝑓𝑖𝑙 es tal que 𝑡𝑑𝑟𝑚𝑖𝑛(𝑗). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑓𝑖𝑙). 𝑝𝑒𝑛 es el penúltimo 
nodo del camino 𝑘 en 𝑡𝑑𝑟𝑚𝑖𝑛(𝑗) y, el índice 𝑐𝑜𝑙 es tal que 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡(𝑐𝑜𝑙) es el segundo nodo 
del camino 𝑘 en 𝑡𝑑𝑟𝑚𝑖𝑛(𝑗). Si determinante de 𝑡𝑑𝑠𝑢𝑝𝑚(𝑗) es distinto de  nulo, se continúa con 
el siguiente sumidero (se incrementa el índice 𝑗); en caso contrario, se activa la bandera 𝑠𝑤𝑡 
para impedir que se continúe la revisión con las matrices asociadas a los  siguientes sumideros. 
Si 𝑝𝑒𝑛𝑠𝑒𝑙 está vacío, se continúa la revisión con el siguiente sumidero (se incrementa el índice  
𝑗). 
j. Si la bandera 𝑠𝑤𝑡 permanece desactivada, se verifica que los determinantes almacenados en 
𝑡𝑑𝑠𝑢𝑝𝑚 de las matrices asociadas a los nodos sumideros sean no nulos. Si se  cumple esto, se 
activa la bandera 𝑠𝑤 para que no se continúe revisando la siguiente componente de 𝑐𝑜𝑑𝑠𝑒𝑔; en 
caso de no cumplirse, se continúa con la siguiente componente de 𝑐𝑜𝑑𝑠𝑒𝑔 (se incrementa el 
índice ℎ). Si la bandera 𝑠𝑤𝑡 está activada, igualmente se continúa con la siguiente componente 
de 𝑐𝑜𝑑𝑠𝑒𝑔 (incremento del índice ℎ). 
Algoritmo  4.18: Verdet: Verificación de determinantes  
Entrada: Arreglos 𝑡𝑑𝑟𝑚𝑖𝑛, 𝑑𝑒𝑠𝑡, 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡, 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑 Escalar 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜  
Salida: Escalares 𝑡𝑐𝑜𝑑, 𝑠𝑒𝑙𝑠𝑢𝑚, 𝑠𝑒𝑙𝑟𝑢𝑡, 𝑠𝑤 
1 Inicializar 𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) = 0, (∀𝑖 = 1,… , |𝑑𝑒𝑠𝑡|, (∀ 𝑗 = 1,… ,𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, 
                                        (∀𝑘 = 1,… , |𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡|))); 
2 𝑡𝑐𝑜𝑑 = ∅; 
3 𝑠𝑒𝑙𝑠𝑢𝑚 = ∅; 
4 𝑠𝑒𝑙𝑟𝑢𝑡 = ∅; 
5 𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) + +, (∀𝑖 = 1,… , |𝑑𝑒𝑠𝑡|, (∀𝑗 = 1,… ,𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑗). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑙),
(∀𝑙 = 1,… , |𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑗). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔|))) , ∃𝑘, 1 ≤ 𝑘 ≤ 𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, tal que  
 𝑡𝑑𝑟𝑚𝑖𝑛(𝑖). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑗). 𝑙𝑖𝑠𝑡𝑠𝑒𝑔(𝑙) = 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡(𝑘); 
6 𝑚𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) = 𝑠𝑢𝑝𝑚𝑎𝑡(𝑖, 𝑗, 𝑘) mod 2, (∀𝑖 = 1,… , |𝑑𝑒𝑠𝑡|, ( ∀𝑗 = 1,… ,𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜, (∀𝑘 =
 1, … ,𝑚𝑖𝑛𝑓𝑙𝑢𝑗𝑜)));  //Cálculo de la matriz 𝑠𝑢𝑝𝑚𝑎𝑡 en el campo 𝔽2 
7 𝑑𝑠𝑢𝑝𝑚(𝑖) = det(𝑚𝑠𝑢𝑝𝑚𝑎𝑡(𝑖)), ∀𝑖 = 1,… , |𝑑𝑒𝑠𝑡|;// Almacenamiento de determinantes 
                                    // en vector 𝑑𝑠𝑢𝑝𝑚 
8 Si |𝑑𝑠𝑢𝑝𝑚|≠0 == |𝑑𝑒𝑠𝑡|  
9    𝑠𝑤 = 𝑡𝑟𝑢𝑒; 
10 Sino 
11    𝑠𝑤 = 𝑓𝑎𝑙𝑠𝑒; 
12 Fin Si 
13 Si ~𝑠𝑤 




14    𝑐𝑜𝑑𝑠𝑒𝑔 = ∅; 
15    Para 𝑖 = 1: |𝑡𝑑𝑟𝑚𝑖𝑛|  
16       𝑐𝑜𝑑𝑠𝑒𝑔=Conscodseg(𝑐𝑜𝑑𝑠𝑒𝑔,𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑,𝑡𝑑𝑟𝑚𝑖𝑛(𝑖)); 
17    Fin Para 
18    ℎ = 1; 
19    Mientras ~𝑠𝑤 ⋀  ℎ ≤ |𝑐𝑜𝑑𝑠𝑒𝑔|  
20       𝑠𝑤𝑡 = 𝑓𝑎𝑙𝑠𝑒; 
21       𝑗 = 1; 
22       𝑡𝑠𝑢𝑝𝑚𝑎𝑡 = 𝑚𝑠𝑢𝑝𝑚𝑎𝑡; 
23       𝑡𝑑𝑠𝑢𝑝𝑚 = 𝑑𝑠𝑢𝑝𝑚; 
24       Mientras ~𝑠𝑤𝑡 ⋀  𝑗 ≤ |𝑡𝑑𝑟𝑚𝑖𝑛|  
25          𝑝𝑒𝑛𝑠𝑒𝑙 = ∅; 
26          Para cada ruta 𝑘 = 1,… , |𝑡𝑑𝑟𝑚𝑖𝑛(𝑗). 𝑡𝑑𝑟𝑚𝑛|  
27             𝑐𝑜𝑑𝑖𝑛𝑡 = 𝑛𝑜𝑑𝑜𝑠_𝑐𝑜𝑑 ∩ 𝑡𝑑𝑟𝑚𝑖𝑛(𝑗). 𝑡𝑑𝑟𝑚𝑛(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜; 
28             Si 𝑐𝑜𝑑𝑖𝑛𝑡 ≠ ∅  
29                𝑛𝑜𝑑𝑜𝑠 = 𝑐𝑜𝑑𝑖𝑛𝑡 ∥ 𝑡𝑑𝑟𝑚𝑖𝑛(𝑗). 𝑡𝑑𝑟𝑚𝑛(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜(2); 
30                Si 𝑛𝑜𝑑𝑜𝑠 ⊆ 𝑐𝑜𝑑𝑠𝑒𝑔(ℎ). 𝑛𝑜𝑑𝑜𝑠 
31                   Adicionar la ruta 𝑘 en 𝑝𝑒𝑛𝑠𝑒𝑙; 
32                   𝑡𝑐𝑜𝑑 = 𝑛𝑜𝑑𝑜𝑠(1); 
33                   𝑠𝑒𝑙𝑠𝑢𝑚 = 𝑗; 
34                   𝑠𝑒𝑙𝑟𝑢𝑡 = 𝑘; 
35                Fin Si  
36             Fin Si 
37          Fin Para  
38          Si 𝑝𝑒𝑛𝑠𝑒𝑙 ≠ ∅  //Coincidencias con los 𝑐𝑜𝑑𝑠𝑒𝑔 y hay penúltimos 
39             Para cada ruta 𝑘 en 𝑝𝑒𝑛𝑠𝑒𝑙  
40                𝑡𝑠𝑒𝑐 = 𝑡𝑑𝑟𝑚𝑖𝑛(𝑗). 𝑡𝑑𝑟𝑚𝑛(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜(2); 
41                𝑢𝑙𝑡𝑖𝑚𝑜 = |𝑡𝑑𝑟𝑚𝑖𝑛(𝑗). 𝑡𝑑𝑟𝑚𝑛(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜|; 
42                𝑡𝑝𝑒𝑛 = 𝑡𝑑𝑟𝑚𝑖𝑛(𝑗). 𝑡𝑑𝑟𝑚𝑛(𝑘). 𝑐𝑎𝑚𝑖𝑛𝑜(𝑢𝑙𝑡𝑖𝑚𝑜 − 1);  
43                Buscar en 𝑡𝑑𝑟𝑚𝑖𝑛(𝑗). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠 la posición 𝑓𝑖𝑙, tal que                 
fdfdfdfdfdf    𝑡𝑑𝑟𝑚𝑖𝑛(𝑗). 𝑒𝑥𝑡𝑟𝑒𝑚𝑜𝑠(𝑓𝑖𝑙). 𝑝𝑒𝑛 = 𝑡𝑝𝑒𝑛; 
44                Buscar en 𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡 la posición 𝑐𝑜𝑙, tal que   
fdfdfdfdfdf    𝑠𝑒𝑔𝑛𝑜𝑑𝑡𝑜𝑡(𝑐𝑜𝑙) = 𝑡𝑠𝑒𝑐; 
45                𝑡𝑠𝑢𝑝𝑚𝑎𝑡(𝑗, 𝑓𝑖𝑙, 𝑐𝑜𝑙) = (𝑡𝑠𝑢𝑝𝑚𝑎𝑡(𝑗, 𝑓𝑖𝑙, 𝑐𝑜𝑙) + 1) mod 2; 
46             Fin Para 
47             𝑡𝑑𝑠𝑢𝑝𝑚(𝑗) = det(𝑡𝑠𝑢𝑝𝑚𝑎𝑡(𝑗)); //Actualización de determinante 
                         kkkk       // del 𝑗-ésimo sumidero 
48             Si 𝑡𝑑𝑠𝑢𝑝𝑚(𝑗) ≠ 0 
49                𝑗 + +; //Se continúa con el siguiente sumidero 
50             Sino 
51                𝑠𝑤𝑡 = 𝑡𝑟𝑢𝑒; //Se interrumpe la revisión de determinantes 
52             Fin Si 
53          Sino //No se hallaron coincidencias con 𝑐𝑜𝑑𝑠𝑒𝑔 
54             𝑗 + +; 
55          Fin Si 
56       Fin Mientras  




57       Si ~𝑠𝑤𝑡 
58          Si |𝑡𝑑𝑠𝑢𝑝𝑚|≠0 == |𝑑𝑒𝑠𝑡|  //Todos los determinantes son no nulos 
59             𝑠𝑤 = 𝑡𝑟𝑢𝑒; 
60          Sino 
61             ℎ + +; 
62          Fin Si 
63       Sino 
64          ℎ + +; 
65       Fin Si 
66    Fin Mientras  
67 Fin Si 
68 Retornar 𝑡𝑐𝑜𝑑, 𝑠𝑒𝑙𝑠𝑢𝑚, 𝑠𝑒𝑙𝑟𝑢𝑡, 𝑠𝑤;  
 
Ejemplo 4.29: Las Figuras 4.14 a 4.17 muestran el proceso de reducción de un grafo de 
comunicaciones 𝐺 de 46 nodos, 4 sumideros, flujo máximo de 6, y 6 enlaces de salida desde  el 
nodo fuente 𝑠 = 1. La  Figura 4.16 muestra al grafo de comunicaciones 𝐺, donde se destacan los 
sumideros 43, 44, 45 y 46. La Figura 4.17 muestra la primera aproximación a la solución, 
aplicando solo eliminación por caminos disyuntos. Se observa que los nodos 44 y 46, tienen 
solución, ya que logran derivar los seis paquetes enviados desde 𝑠; mientras 43 y 45, no logran la 
solución. La Figura 4.18 corresponde a la segunda aproximación, obtenida por el algoritmo de  
reducción, donde el nodo 23 deja de ser codificador al eliminar el enlace (14,23). Tampoco se  
logra obtener la solución para los sumideros 43 y 45; sin embargo, se mantiene la solución para los 
nodos 44 y 46. Por último, la Figura 4.19 muestra la solución obtenida con la aplicación del  
algoritmo de  Verificacion de  determinantes, donde el  nodo 24 deja de ser codificador al eliminar 
el enlace (12,24). En este grafo, se logra entregar  los seis paquetes a los cuatro sumideros. 
 
Figura 4.16 Grafo de comunicaciones 𝐺 de 46 nodos, 4 sumideros, 𝑟 = 6, 𝜅 = 6 
 
Figura 4.17 Grafo 𝐺′: Aproximación inicial con caminos disyuntos. Nodos 43 y 45 sin  solución 





Figura 4.18 Grafo 𝐺′: Segundo aproximación con reducción. Nodos 43 y 45 sin solución 
 




Capítulo 5                                                        
                  
Modelo de Salida y Entrega de Paquetes  
  
 
En este capítulo se propone un método basado en un sistema de restricciones lineales para 
solucionar la forma en que deben ser ordenados, en los enlaces salientes de un grafo de mínimo 
flujo máximo 𝐺′ desde el nodo fuente 𝑠, los 𝑓𝐺′ = 𝑟 paquetes en el espacio vectorial 𝔽𝑞
𝑛 que 
corresponden al flujo máximo de una sesión multicast. El ordenamiento en los enlaces de salida 
desde el nodo fuente 𝑠, debe garantizar la entrega correcta de los paquetes  en los  nodos sumideros 
𝑇. Los paquetes se pueden expedir desde el nodo fuente en formato original (paquetes simples) o 
como combinaciones lineales de  paquetes simples (paquetes combinados). A través de  los enlaces 
y nodos interiores de la red, se pueden realizar o no, más combinaciones lineales que permitan la 
llegada de paquetes que conformen vectores en el espacio vectorial 𝔽𝑞
𝑛, y que sean linealmente 
independientes. La  importancia del capítulo está en que las restricciones más relevantes que se 
derivan de la solución, definen cada flujo de llegada en cada sumidero como una combinación lineal 
de algunos de los flujos de  salida en el nodo fuente en términos de los códigos que representan los 
paquetes.  Los paquetes se etiquetan como variables basadas en un sistema de códigos dentro del 
espacio vectorial 𝔽2
𝑟, donde las restricciones se establecen con coeficientes en 𝔽2.  
5.1 Tasa máxima de transmisión 
El interés es enviar la  misma información desde el nodo fuente a cada  nodo sumidero a la máxima 
tasa de datos posible. Sea  𝑟(𝑠, 𝑇), o simplemente 𝑟 la tasa alcanzable a la cual se puede transmitir 
la  misma  información en forma confiable a cada nodo sumidero  𝑡 ∈ 𝑇;  se  observa claramente  
que la tasa de transmisión o ancho de banda máxima 𝑟(𝑠, 𝑇) tiene como cota superior el mínimo de 
los flujos máximos entre 𝑠 y cada 𝑡 ∈ 𝑇 , es decir 𝑟(𝑠, 𝑇) ≤ 𝑚𝑖𝑛𝑡∈𝑇𝑀𝑎𝑥𝐹𝑙𝑢𝑗𝑜(𝑠, 𝑡), o lo que es lo 
mismo,  y dado que [112] demostró con el teorema MaxFlujo-MínCorte que el mínimo corte es 
igual al máximo flujo para el caso unicast, se puede  establecer  que 
𝑟(𝑠, 𝑇) ≤ 𝑚𝑖𝑛𝑡∈𝑇𝑀𝑖𝑛𝐶𝑜𝑟𝑡𝑒(𝑠, 𝑡).  Esta tasa de  transmisión máxima solo es alcanzable en 
cualquier red donde se lleve a  cabo una comunicación multicast  utilizando  Network Coding, 
como fue demostrado por [5]. 
5.2 Modelo de codificación de mensajes 
Sea 𝑐(𝑝) el código del paquete 𝑝, los 𝑟 paquetes simples y los combinados que se constituyan a lo 
largo de la transmisión hacia los nodos en 𝑇 se representarán (o etiquetarán) por códigos que 
pertenecen al conjunto 
℘ = {𝑐(𝑝)|𝑐(𝑝) ∈ [1: 2𝑟 − 1] } (5.1) 
Los códigos de paquetes simples constituyen el conjunto ℘𝑢, tal que ℘𝑢 ⊂ ℘, donde 




℘𝑢 = {𝑐(𝑝)|𝑐(𝑝) = 𝑢𝑖 = [0
𝑖−1, 1, 0𝑟−𝑖], 𝑖 = 1,… , 𝑟 } (5.2) 
El vector 𝑢𝑖 es  el 𝑖-é𝑠𝑖𝑚𝑜 vector de la base canónica de 𝔽2
𝑟. El número de códigos en ℘ que se 
puede manejar en una sesión multicast de flujo máximo 𝑟 es |℘| = 2𝑟 − 1 y el número de códigos 
correspondientes a paquetes simples es |℘𝑢| = 𝑟. 
Además, los códigos (o etiquetas) de los paquetes simples también se representan con  mnemónicos 
correspondientes a un alfabeto  Σ = {𝐴1, 𝐴2, … , 𝐴𝑟} y se relacionan de acuerdo con el ordenamiento 
topológico de los símbolos del alfabeto, según se específica en la siguiente función biyectiva: 
𝑔:℘𝑢 ⟼ Σ 
𝑔(𝑢𝑖) = 𝐴𝑖 
(5.3) 
 
De la función 𝑔, se  deriva que Σ = {𝐴𝑖|𝐴𝑖 = 𝑔(𝑢𝑖), 𝑢𝑖 ∈ ℘𝑢}, y |Σ| = 𝑟. 
Ejemplo 5.1: Si 𝑟 = 2, los conjuntos ℘,℘𝑢 y Σ son: 
℘ = {01,10,11}, ℘𝑢 = {01,10} y Σ = {𝐴, 𝐵}. 
Donde 𝑔(01) = 𝐴 y 𝑔(10) = 𝐵 y los códigos en ℘ se representan como las combinaciones  
lineales de los símbolos en Σ: 𝐴, 𝐵, 𝐴 + 𝐵, respectivamente. 
Si 𝑟 = 3, los conjuntos ℘,℘𝑢 y Σ son: 
℘ = {001,010,011,100,101,110,111}, ℘𝑢 = {001,010,100} y Σ = {𝐴, 𝐵, 𝐶} 
Donde 𝑔(001) = 𝐴 , 𝑔(010) = 𝐵 y 𝑔(100) = 𝐶 y los códigos en ℘ se representan como las 
combinaciones  lineales de los símbolos en Σ: 𝐴, 𝐵, 𝐴 + 𝐵, 𝐶, 𝐴 + 𝐶, 𝐵 + 𝐶, 𝐴 + 𝐵 + 𝐶, 
respectivamente. 
De lo anterior, se deduce que los códigos que representan a los 𝑟 paquetes que se pueden transmitir 
desde el nodo fuente 𝑠 en una sesión multicast, son elementos no nulos del espacio vectorial 𝔽2
𝑟. Es 
decir, la diferencia entre los paquetes a transmitir está dada por los códigos que los representan y no 
por sus contenidos. Igualmente, si los nombres o códigos para identificar dos o más paquetes son 
diferentes, también lo son en sus contenidos. 
En cada nodo de codificación/enrutamiento se establece un paquete de salida que corresponde a una 
combinación lineal de los paquetes entrantes, utilizando como coeficientes de codificación global 
[18] los símbolos (bits) con valor en 1 que pertenecen al campo 𝔽2. Esta combinación lineal se 
traduce en una  suma bit a bit entre los bits componentes de los paquetes que ingresen al nodo.  
Por ejemplo, si se observa la Figura 5.1, cada paquete 𝑝 que llega al  nodo de  codificación 𝑐, tiene 
longitud uno, es decir 𝑝 ∈ 𝔽2
𝑙  y, cada 𝑎𝑖 , 𝑏𝑖 ∈ 𝔽2. En el nodo 𝑐 se  establece la combinación lineal 
que emerge por cada enlace de salida. El nuevo paquete, también de longitud 𝑙, se reenvía bit a bit 
durante el proceso de transmisión y propagación, desde el nodo 𝑐 hacia cada uno de los nodos 
adyacentes conectados a través de los enlaces salientes.   
Es importante resaltar que, como consecuencia de este planteamiento, se llevan a cabo 𝑙 sumas bit a 
bit entre  ambos paquetes para determinar el  paquete combinado. 





Figura 5.1 Combinación lineal bit por bit en paquetes 
5.3 Problema Propuesto 
5.3.1 Solución al Sistema Lineal de Ecuaciones sobre Network Coding para Multicast 
La solución de un sistema lineal de ecuaciones sobre Network Coding para una sesión multicast, ha 
sido abordado de  distintas formas según lo explicado en la sección 2.4.4, pero en todos los casos se  
ha revisado desde el contenido de los mensajes o paquetes, y esto sujeta la solución al tamaño del 
campo al que pertenece el contenido.  
Una sesión multicast para una red de comunicaciones, se configura con un nodo fuente 𝑠, un 
conjunto de nodos sumideros 𝑇, una capacidad unitaria de información por enlace de longitud 𝑙 𝑏𝑖𝑡𝑠  
y un flujo máximo 𝑟 para cada nodo en 𝑇, tal como lo muestra la Figura 5.2. 
La  meta es determinar la etiqueta o código de  paquete en ℘ para cada uno de los  𝜅 enlaces de 
salida 𝑒1, 𝑒2, … , 𝑒𝜅 que emergen del nodo fuente 𝑠. Este proceso garantiza la recepción de las  
combinaciones lineales independientes en los  nodos sumideros para recuperar los códigos en ℘𝑢  
de los 𝑟-paquetes simples originales de longitud 𝑙 𝑏𝑖𝑡𝑠. Los paquetes son enviados a través de los  
enlaces y nodos interiores de 𝐺′, y etiquetados dentro del conjunto ℘ o especificados como 
combinaciones lineales de los mnemónicos en Σ. 
La meta consiste en acomodar en cada enlace de salida 𝑒1, 𝑒2, … , 𝑒𝜅 a partir de 𝑠, la mejor 
combinación de etiquetas (vectores 𝑢𝑖 o sus combinaciones lineales) en ℘ para atravesar la red 
internamente (nodos de  enrutamiento y codificadores) y obtener las etiquetas de  los paquetes 
originales en los nodos de 𝑇 a través de la resolución de  un sistema de ecuaciones linealmente 
independientes. Es decir, las combinaciones lineales que se generen en los 𝑟 caminos que alcancen 
cada nodo en 𝑇 desde 𝑠, deben ser linealmente independientes. 
La solución se establece sin tener en cuenta el tamaño del campo al que pertenecen los contenidos 
de los paquetes; es  decir, independientemente de su longitud en bits. Solo se tendrá en cuenta el 
tamaño de la etiqueta o código de cada paquete que se genere en el  nodo fuente.  
En la Figura 5.2, se observa que por cada enlace de salida, a partir de 𝑠, puede emerger uno de  los 
paquetes que se  generen con etiqueta 𝐴𝑖 = 𝑔(𝑢𝑖) o combinaciones lineales de los códigos que 
representen las etiquetas en ℘u.  A cada nodo sumidero debe entrar un flujo de paquetes, donde los  
códigos que los representan están en ℘ y deben ser linealmente independientes. Los códigos 
entrantes son el resultado de las combinaciones lineales a  lo largo de la transmisión a través de los  
nodos  interiores.  




5.3.2 Cota superior del número de salidas 
Es importante resaltar que la solución no es única  para cualquier grafo 𝐺′ = (𝑉′, 𝐸′) que represente 
una sesión multicast. Se denota por σ el número de posibles combinaciones de paquetes enviados a 
través de  los enlaces salientes de 𝑠. Las soluciones se podrían plantear en dos términos: para 
paquetes simples y para paquetes combinados: 
El número máximo de combinaciones para paquetes simples emergentes desde el nodo 𝑠 a través de 
sus enlaces de salida es: 
𝜎 = 𝑟𝜅 (5.4) 
 
Si se considera que el nodo (enrutador) 𝑠 puede generar combinaciones lineales de los paquetes 










= (2𝑟 − 1)𝜅 
(5.5) 
 
Es importante especificar que todas las combinaciones no son válidas para resolver el problema 
multicast planteado, ya que no tendrían solución en los enlaces de llegada a los nodos sumideros. 
 
Figura 5.2 Visión general del  problema 
5.4 Representación del Modelo de Red 
5.4.1 Matriz de Adyacencia de la red 
La red de comunicaciones para una sesión multicast, con las diferentes rutas desde el nodo fuente 𝑠 
hasta los distintos nodos sumideros en 𝑇 = {𝑡1, 𝑡2, … , 𝑡𝑑}, se representa con una matriz de 
adyacencia. Además, cada celda en la matriz representa la capacidad de cada uno de los enlaces que 
conforman la red después de  haber obtenido los caminos  disyuntos desde el nodo fuente 𝑠 hacia 
cada uno de los nodos sumideros. Esta matriz de  capacidades se denomina 𝐶 y es de tamaño 







𝐴1 ∨ ⋯∨ 𝐴𝑟 𝐴1 ∨ ⋯∨ 𝐴𝑟 𝐴1 ∨ ⋯∨ 𝐴𝑟
𝐴1, ⋯ , 𝐴𝑟 𝐴1, ⋯ , 𝐴𝑟 𝐴1, ⋯ , 𝐴𝑟




𝐶(𝑖, 𝑗) = { 
0, (𝑖, 𝑗) ∉ 𝐸′
1, (𝑖, 𝑗) ∈ 𝐸′
 
(5.6) 
Como se especificó previamente, en el enlace 𝑒 = (𝑖, 𝑗), 𝑖, 𝑗 ∈ 𝑉′, 𝑖 < 𝑗, de esta forma, también se 
logra un ordenamiento topológico de los enlaces en 𝐸′. 
5.4.2 Clasificación de enlaces 
Un enlace 𝑒 ∈ 𝐸′, se puede clasificar, según sí 𝑜(𝑒) es el nodo fuente o no, y según si 𝑑(𝑒) está en 
𝑇 o no,  en cualquiera de los siguientes tipos: 
𝑇𝑖𝑝𝑜(𝑒) = {
0, 𝑜(𝑒) ≠ 𝑠, 𝑑(𝑒) ∉ 𝑇  
1, 𝑜(𝑒) = 𝑠, 𝑑(𝑒) ∉ 𝑇  
2, 𝑜(𝑒) ≠ 𝑠, 𝑑(𝑒) ∈ 𝑇
3, 𝑜(𝑒) = 𝑠, 𝑑(𝑒) ∈ 𝑇
 
(5.7) 
Los Tipo 0 corresponden a los enlaces interiores, los cuales originan en un nodo distinto del fuente 
𝑠, y sus nodos destinos no pertenecen al conjunto 𝑇. Los Tipo 1 serán llamados enlaces de salida, 
ya que originan en el nodo fuente 𝑠 y, finalizan en un nodo cualquiera distinto de los que están en 𝑇. 
Los Tipo 2 se denominarán enlaces de llegada, ya que originan en un nodo distinto del fuente 𝑠 y 
finalizan en un nodo perteneciente al conjunto 𝑇. Finalmente, los Tipo 3 se denominarán enlaces  
salida-llegada, ya que pueden enviar paquetes directamente desde el nodo fuente 𝑠 hasta un 
sumidero en 𝑇, sin pasar por enlaces interiores. 
Es claro que a cada nodo sumidero llega un flujo de paquetes cuya  cantidad se constituye en la cota 
límite de la red multicast y, dado que la capacidad de cada enlace 𝑒 ∈ 𝐸′, 𝐶(𝑒) = 1, el número de 
enlaces de llegada  que llevan el flujo a cada nodo sumidero es igual a:  
𝑟(𝑠, 𝑇) ≤ 𝑚𝑖𝑛𝑡∈𝑇𝑀𝑖𝑛𝐶𝑜𝑟𝑡𝑒(𝑠, 𝑡) = 𝑚𝑖𝑛𝑡∈𝑇𝑀𝑎𝑥𝐹𝑙𝑢𝑗𝑜(𝑠, 𝑡) (5.8) 
Se denota por 𝑆 el conjunto de enlaces de salida, que corresponde con la siguiente definición: 
𝑆 = {𝑒 ∈ 𝐸′ | 𝑜(𝑒) = 𝑠,   𝑑(𝑒) ∉ 𝑇} (5.9) 
El conjunto de enlaces de llegada se denota por 𝐿 y corresponde con la siguiente definición: 
𝐿 = {𝑒 ∈ 𝐸′ | 𝑜(𝑒) ≠ 𝑠, 𝑑(𝑒) ∈ 𝑇} (5.10) 
El conjunto de enlaces de salida-llegada se denota por 𝐾 y corresponde con la siguiente definición: 
𝐾 = {𝑒 ∈ 𝐸′ | 𝑜(𝑒) = 𝑠, 𝑑(𝑒) ∈ 𝑇} (5.11) 
De la sección 5.3.1, y las ecuaciones (5.9) y (5.11), el número de  enlaces emergentes de 𝑠 es 
|𝑆 ∪ 𝐾| = |𝑆| + |𝐾| = 𝜅; y de (5.10) y (5.11) se establece que |𝐿 ∪ 𝐾| = |𝐿| + |𝐾| = 𝑟|𝑇|. 
5.4.3 Tabla de enlaces 
A partir de la matriz de adyacencia 𝐶, la cual representa a  𝐺′, y la clasificación de  los enlaces, se 
construye la tabla de Enlaces, la cual tiene la siguiente estructura (Tabla 5.1). 
 










Si 𝐶(𝑖, 𝑗) = 1, el enlace 𝑒𝑙 con índice 𝑙 contiene 𝑂𝑟𝑖𝑔𝑒𝑛(𝑙) = 𝑖 (es lo mismo que 𝑜(𝑙) = 𝑖) y 
𝐷𝑒𝑠𝑡𝑖𝑛𝑜(𝑙) = 𝑗 (es lo mismo que 𝑑(𝑙) = 𝑗). El 𝑇𝑖𝑝𝑜(𝑙) está especificado según lo definido 








5.5 Bases de la Solución 
5.5.1 Grafo lineal dirigido etiquetado y Matriz de un salto 
El Grafo Lineal Dirigido Etiquetado o Directed Labeled Line Graph (DLLG)  [17], [82] derivado 
de 𝐺′ = (𝑉′, 𝐸′) es  𝔊 = (𝒱, ℰ), el cual se construye a partir de la matriz de capacidades 𝐶 con las 
siguientes reglas: 
1. Cada nodo 𝑣 ∈ 𝒱 corresponde con un enlace dirigido 𝑒 = (𝑖, 𝑗) ∈ 𝐸′. Luego 𝒱 = 𝐸′. 
2. Cada enlace 𝑒′ ∈ ℰ es definido como 𝑒′ = (𝑒1, 𝑒2), donde 𝑒1, 𝑒2 ∈ 𝐸
′ y 𝑑(𝑒1) = 𝑜(𝑒2), por 
tanto ℰ = {(𝑒1, 𝑒2) ∈ 𝐸
′ × 𝐸′|𝑑(𝑒1) = 𝑜(𝑒2)}. 
3. Se construye la  matriz de adyacencia 𝐹 = (𝐹(𝑘, 𝑙))
𝑘=1,𝑙=1
|𝒱|
 para  el grafo  𝔊, donde cualquier 
enlace 𝑒′ = (𝑒1, 𝑒2) ∈ ℰ se etiqueta según (5.13): 
𝐹(𝑒1, 𝑒2) = {
1, 𝑑(𝑒1) = 𝑜(𝑒2)
0, en otro caso
 
(5.13) 
La matriz de un salto 𝐹, resultante de las tres reglas anteriores,  tiene las siguientes características: 
1. Es una matriz diagonal superior con ceros en la diagonal principal porque se construye a partir 
de un grafo dirigido y acíclico, cuyos nodos y enlaces están etiquetados en orden topológico. 
2. Por la razón anterior, es una matriz nilpotente (Lema  2.2), es decir ∃𝑛 ∈ ℕ, tal que 𝐹𝑛 = 0. 
3. Dada la propiedad de  nilpotencia de 𝐹, la matriz 𝐹ℎ = (𝐹ℎ(𝑘, 𝑙))
𝑘=1,𝑙=1
|𝒱|
  es generada, donde 
cada  𝐹ℎ(𝑘, 𝑙) , 1 ≤ ℎ ≤ 𝑛 se  interpreta según su valor como: 
𝐹ℎ(𝑘, 𝑙) = {
𝑖,  existen 𝑖 caminos desde el enlace 𝑘 hasta el 𝑙 en ℎ saltos
0, no existen caminos desde el enlace 𝑘 hasta el 𝑙 en ℎ saltos
 
(5.14) 
5.5.2 Matriz de saltos Fuente-Sumideros 
A partir de la matriz de un salto y sus propiedades, y por medio del Algoritmo  5.1, se construye la 
matriz de saltos Fuente-Sumideros 𝑄, la cual tiene una dimensión de (|𝑆| + |𝐾|) × |𝐸′|.  




Algoritmo  5.1: Construcción_Matriz_Saltos_Fuente-Sumideros 
Entrada: Arreglos 𝐹, 𝑆 ∪ 𝐾, 𝐸′ 
Salida: Arreglo 𝑄   
//Las  filas de 𝑄 están constituidas por los enlaces 𝑘, tal que 𝑘 ∈ 𝑆 ∪ 𝐾. 
//Las columnas de 𝑄 están constituidas por todos los enlaces 𝑙 ∈ 𝐸′ 
//(incluyendo los enlaces interiores o tipo 0, que no son necesarios en 
//el modelo final).  
1 Inicializar 𝑄, con 𝑄(𝑘, 𝑙) = 0, (∀𝑘 ∈ 𝑆 ∪ 𝐾, (∀𝑙 ∈ 𝐸′)); 
2 Para cada 𝐹ℎ, (1 ≤ ℎ < 𝑛) //Cuando ℎ = 𝑛, 𝐹𝑛 = 0 
3    Para cada 𝑘 ∈ 𝑆 ∪ 𝐾 
4       Para cada 𝑙 ∈ 𝐸′ 
5          Si 𝐹ℎ(𝑘, 𝑙) ≥ 1 y 𝑇𝑖𝑝𝑜(𝑙) = 2 
6             𝑄(𝑘, 𝑙)+= 𝐹ℎ(𝑘, 𝑙); // Incrementa en 𝐹ℎ(𝑘, 𝑙) cada vez 
7          Fin Si 
8       Fin Para 
9    Fin Para 
10 Fin Para 
11 Retornar 𝑄; 
 
En conclusión, cada 𝑄(𝑘, 𝑙) ≠ 0,  representa la cantidad de veces que el flujo proveniente del  
enlace de salida 𝑘 (𝑇𝑖𝑝𝑜(𝑘) = 1) contribuye, en una combinación lineal, al cálculo del flujo del 
enlace de llegada 𝑙 (𝑇𝑖𝑝𝑜(𝑙) = 2). Es decir, si 𝑓𝑘 corresponde al flujo saliente de 𝑠 y transmitido a 
través del enlace de salida 𝑘, luego 𝑄(𝑘, 𝑙) ∗ 𝑓𝑘 será el flujo  que transitará en una combinación 
lineal a través del enlace de llegada 𝑙 hasta el nodo sumidero 𝑑(𝑙). Por tanto, 𝑓𝑘 contribuirá 𝑄(𝑘, 𝑙) 
veces a la combinación lineal del flujo entrante a través del enlace de llegada 𝑙 hacia el nodo 
sumidero 𝑑(𝑙). Realmente, el flujo con el que contribuirá el enlace de salida 𝑘, será 𝑓𝑘 si 𝑄(𝑘, 𝑙) es 
un número entero impar; y será cero, en caso contrario. 
Definición 5.1: Sea ℒ = {𝑙 ∈ 𝐸′ | 𝑑(𝑙) ∉ 𝑇}, cuyos destinos no están en 𝑇. Es decir, 𝑇𝑖𝑝𝑜(𝑙) = 0 o 
𝑇𝑖𝑝𝑜(𝑙) = 1. 
A partir de esta definición y definiciones anteriores, se  pueden establecer los siguientes teoremas: 
 
Teorema 5.1: Sea 𝑙 ∈ 𝐿, luego 𝑄𝑇(𝑙) ≠ 0. 
Demostración: 
Si 𝑙 ∈ 𝐿, por definición del conjunto 𝐿, 𝑑(𝑙) ∈ 𝑇. Además, 𝑇𝑖𝑝𝑜(𝑙) = 2, por tanto en cada iteración 
del Algoritmo  5.1 hasta llegar a 𝐹𝑛 = 0, se cumple que cuando haya ℎ saltos de 𝑘 a 𝑙; es decir 
𝐹ℎ(𝑘, 𝑙) = 𝑖, se logrará el incremento en la celda 𝑄(𝑘, 𝑙) y esto evitará que 𝑄𝑇(𝑙) = 0.                  ∎ 
Teorema 5.2: Sea 𝑙 ∈ ℒ, luego 𝑄𝑇(𝑙) = 0. 
Demostración: 
Si 𝑙 ∈ ℒ,  por definición del conjunto ℒ, 𝑑(𝑙) ∉ 𝑇. Además, 𝑇𝑖𝑝𝑜(𝑙) ≠ 2 y 𝑇𝑖𝑝𝑜(𝑙) ≠ 3, por tanto 
en cada iteración del Algoritmo  5.1 hasta llegar a 𝐹𝑛 = 0, no se logrará el incremento en la celda 
𝑄(𝑘, 𝑙) y esto conllevará que 𝑄𝑇(𝑙) = 0.                                                                                            ∎ 




Teorema 5.3: Si 𝑙 es un enlace donde 𝑇𝑖𝑝𝑜(𝑙) = 3, luego 𝑄𝑇(𝑙) = 0. 
Demostración: 
Si 𝑙 es un enlace Tipo 3, luego 𝑙 ∈ 𝐾 y, por definición, 𝑜(𝑙) = 𝑠 y 𝑑(𝑙) = 𝑡 ∈ 𝑇. Esto significa que 𝑙 
es un enlace directo desde 𝑠 a 𝑡 sin nodos intermediarios, por tanto no hay enlaces que precedan o 
sucedan a 𝑙 y, consecuentemente, 𝑙 es un enlace de llegada sin saltos, llevando a que en cada 
iteración del Algoritmo  5.1, 𝐹ℎ(𝑘, 𝑙) = 0, ∀𝑘 ∈ 𝑆 ∪ 𝐾 y resultando al final en 𝑄𝑇(𝑙) = 0.             ∎ 
𝑄 contiene |ℒ| columnas en 0 que se denominarán columnas no  sumideros, las cuales no muestran 
ninguna relación entre algún enlace de salida y un enlace de llegada, o lo que es lo mismo, entre el 
nodo 𝑠 y algún 𝑡 ∈ 𝑇. Estas cumplen con el Teorema 5.2. 
Al resto, se les denominará columnas sumideros, las cuales están constituidas por las columnas 𝑙, 
cuyo 𝑑(𝑙) ∈ 𝑇. Es decir, las columnas que cumplen con el Teorema 5.1 o Teorema 5.3.   
El tiempo de ejecución del Algoritmo  5.1 es 𝑂(𝑛 × |𝑆 ∪ 𝐾| × |𝐸′|) = 𝑂(𝑛𝜅|𝐸′|). 
5.5.3 Reducción de la matriz de saltos Fuente-Sumideros 
En la matriz de saltos Fuente-Sumideros Reducida, se eliminan las |ℒ| columnas en 0 que 
corresponden con enlaces 𝑙′ ∈ 𝐸′, tal que 𝑑(𝑙′) ∉ 𝑇; es  decir, solo se  mantienen las columnas que 
corresponden a enlaces tipo 2 ó 3. Se denota por 𝑄𝑟 la matriz de saltos Fuente-Sumideros Reducida 
y su dimensión está dada por (|𝑆| + |𝐾|) × (|𝐿| + |𝐾|) = 𝜅𝑟|𝑇|. El Algoritmo  5.2 muestra el 
proceso de reducción de la matriz Fuente-Sumideros. 
Algoritmo  5.2: Reducción_Matriz_Fuente-Sumideros 
Entrada: Arreglos 𝑄, 𝐿 ∪ 𝐾, 𝑆 ∪ 𝐾  
Salida: Arreglo 𝑄𝑟  
1 Inicializar 𝑄𝑟, con 𝑄𝑟(𝑘, 𝑙) = 0, (∀𝑘 ∈ 𝑆 ∪ 𝐾, (∀𝑙 ∈ 𝐿 ∪ 𝐾)) 
2 Para cada enlace 𝑙 ∈ 𝐿 ∪ 𝐾 
3    𝑄𝑟
𝑇(𝑙) = 𝑄𝑇(𝑙); 
4 Fin Para  
5 Retornar 𝑄𝑟; 
 
El tiempo de ejecución del Algoritmo  5.2 es  𝑂(|𝑆 ∪ 𝐾| × |𝐿 ∪ 𝐾|) = 𝑂(𝜅𝑟|𝑇|). 
5.6 Construcción de restricciones  
5.6.1 Principios del método planteado 
El modelo propuesto parte del grafo 𝐺′  =  (𝑉′, 𝐸′) representando una red multicast con un nodo 
fuente 𝑠, un conjunto de  nodos sumideros 𝑇, con flujo máximo 𝑟 y capacidad 𝐶(𝑒) = 1 para cada 
enlace 𝑒 ∈ 𝐸′. El objetivo es construir un sistema de  ecuaciones lineales formadas por variables 
que representan a los flujos de paquetes de los enlaces de salida, llegada y salida-llegada, donde 
cada flujo está  constituido por el código asociado al paquete que puede viajar por este (puede ser 
un paquete simple o combinado). El modelo se basa en tres principios: 
5.6.1.1 Definición de restricciones en el nodo fuente 𝑠 




En el nodo fuente 𝑠 se originan 𝑟 paquetes distintos, distinguidos con una etiqueta de longitud 𝑟-bits 
y de la forma 𝐴𝑖 = 𝑔(𝑢𝑖), donde 𝑢𝑖 es el vector de módulo unitario, definido en la sección 5.2. De 
este nodo emergen |𝑆| + |𝐾| enlaces (entre salida y salida-llegada), permitiendo establecer las 𝑟 
posibles salidas de paquetes por cada uno de estos enlaces.  Se  deduce que se pueden obtener los  
siguientes flujos simples (un paquete simple por enlace de salida o de salida-llegada) según la 
relación (5.15): 
𝑓𝑒 = 𝐴1| 𝐴2|… |𝐴𝑟, ∀𝑒 ∈ 𝑆 ∪ 𝐾 (5.15) 
Es posible que por cada enlace de salida 𝑒 ∈ 𝑆 ∪ 𝐾 emerjan combinaciones lineales (paquetes 
combinados) de paquetes simples etiquetados con algún 𝑢𝑖, generando un paquete 𝑝𝑒 con etiqueta 
𝑐(𝑝𝑒) ∈ ℘ que se almacena en el flujo combinado 𝑓𝑒: 




, ∀𝑒 ∈ 𝑆   (5.16) 
La ecuación anterior también se puede escribir en la forma: 
𝑓𝑒 ≠ 0  (5.17) 
Para todos los casos 𝑓𝑒 ∈ 𝔽2
r ∖ {0} o 𝑓𝑒 ∈  ℘. 
5.6.1.2 Definición de restricciones basadas en los saltos desde un enlace de salida a uno de llegada 
Dada la gráfica de la Figura 5.3, sea 𝑓𝑠𝑣1un  flujo que emerge desde 𝑠, el cual llegará a 𝑡  a través de 
los  distintos enlaces que forman el camino y, por el principio de  conservación del flujo (3.1.1), se 
desprende la siguiente la relación de igualdad (5.18): 
𝑓𝑠𝑣1 = 𝑓𝑣1𝑣2 = ⋯ = 𝑓𝑣𝑗−1𝑣𝑗 = 𝑓𝑣𝑗𝑡 (5.18) 
 
Figura 5.3 Camino del nodo fuente a un nodo sumidero 
Esta igualdad, no se  debe tomar en un sentido estrictamente literal. En un camino desde el nodo 
fuente 𝑠 hasta un nodo sumidero 𝑡, sean 𝑓𝑘 y 𝑓𝑙 los flujos a través  de  los enlaces 𝑘 y 𝑙, tal que 
𝑓𝑘 = 𝑓𝑙, donde 𝑑(𝑘) = 𝑜(𝑙). Se interpreta como que el flujo a la izquierda de la igualdad contribuye 
al flujo de la derecha. Es decir, hará  parte de la combinación lineal que se  formará para obtener el 
flujo a través de cada enlace saliente en cada nodo intermedio. Por tanto, el flujo de un enlace 
saliente se ve incrementado por el flujo que le precede en la igualdad.  
De esta igualdad se pueden desprender dos escenarios: 
a. Si 𝑑(𝑘) es un nodo de enrutamiento clásico, el flujo entrante 𝑓𝑘 es el mismo flujo saliente 𝑓𝑙, ya 
que no existe codificación lineal en la salida y simplemente el flujo pasa del enlace entrante al 
enlace saliente en forma idéntica. 
b. Si 𝑑(𝑘) es un nodo codificador, el flujo entrante 𝑓𝑘 es una componente de la combinación lineal 
formada en los enlaces salientes del nodo.  Es decir, 
𝑓𝑙 = ⋯+ 𝑓𝑘 +⋯ (5.19) 
𝑠 𝑣1 𝑣2 𝑣𝑗−1 𝑣𝑗 t…




Del escenario en (a) y de (5.18), si no existe ningún nodo de  codificación en el camino desde 𝑠 
hasta 𝑡, se puede deducir que: 
𝑓𝑠𝑣1 = 𝑓𝑣𝑗𝑡    (5.20) 
Es decir, el flujo que se originó en el nodo fuente 𝑠, y que se transmite a través del enlace de  salida 
(𝑠, 𝑣1), se  mantiene después de  𝑗 saltos en el enlace de llegada (𝑣𝑗, 𝑡). 
Si existe un nodo codificador en el grafo 𝐺′, se generarán rutas desde el nodo fuente 𝑠 hasta un 
nodo sumidero 𝑡, como muestra la Figura 5.4, que corresponde a dos rutas emergentes desde 𝑠 que 
convergen en el nodo codificador 𝑣𝑗−1.  
 
Figura 5.4 Confluencia de rutas en nodo codificador 
Por tanto, de  aquí se desprenden las dos siguientes relaciones de igualdad de flujos desde 𝑠 hasta 𝑡: 
𝑓𝑠𝑣1 = 𝑓𝑣1𝑣2 = ⋯ = 𝑓𝑣𝑗−1𝑣𝑗 = 𝑓𝑣𝑗𝑡 (5.21) 
y 
𝑓𝑠𝑤1 = 𝑓𝑤1𝑤2 = ⋯ = 𝑓𝑣𝑗−1𝑣𝑗 = 𝑓𝑣𝑗𝑡 (5.22) 
Se observa que (𝑣𝑗−1, 𝑣𝑗) es un enlace cuello de botella, y el flujo 𝑓𝑣𝑗−1𝑣𝑗 nace en el  nodo 
codificador 𝑣𝑗−1. Además, los  flujos 𝑓𝑠𝑣1y 𝑓𝑠𝑤1 emergen de 𝑠 a través de los enlaces (𝑠, 𝑣1) y 
(𝑠, 𝑤1), respectivamente. Según (5.21) y (5.22),  estos contribuyen al flujo 𝑓𝑣𝑗−1𝑣𝑗 en el  enlace 
cuello de  botella, y por (5.19) forman la combinación lineal: 
𝑓𝑣𝑗−1𝑣𝑗 = 𝑓𝑠𝑣1 + 𝑓𝑠𝑤1 (5.23) 
En consecuencia, de (5.21),(5.22) y (5.23), se puede  deducir que el flujo en el  enlace de llegada 
(𝑣𝑗, 𝑡) dependerá directamente de los flujos salientes de 𝑠 a través de los enlaces de salida (𝑠, 𝑣1) y 
(𝑠, 𝑤1) mediante la relación: 
𝑓𝑣𝑗𝑡 = 𝑓𝑠𝑣1 + 𝑓𝑠𝑤1 (5.24) 
Tanto en (5.21) como en (5.24), los flujos en los enlaces de llegada al nodo 𝑡 ∈ 𝑇 corresponden a 
paquetes de tamaño 𝑙-bits en el espacio vectorial 𝔽2
𝑙  como se especificó en la sección 2.5.5, al igual 
que los  paquetes de los flujos salientes. 
5.6.1.3 Definición de restricciones en los enlaces de  llegada 









a. Flujos de llegada deben ser no nulos: Si 𝑓𝑣𝑗𝑡 es  el flujo que arriba a 𝑡, a través del enlace de 
llegada (𝑣𝑗, 𝑡), el paquete que fluye a través de éste y entrante a 𝑡, debe tener una etiqueta o 
combinación lineal con código distinto de 0, es decir, según la Figura 5.5, se debe cumplir que: 
𝑓𝑣𝑗𝑡 ≠ 0, ∀(𝑣𝑗, 𝑡) ∈ 𝐿 (5.25) 
 
Figura 5.5 Enlaces de  llegada 
b. La combinación lineal de los flujos de llegada a un nodo sumidero debe ser no nula: De igual 
forma se debe cumplir que la combinación lineal de los códigos de los paquetes que ingresan a 
cada nodo sumidero, a través de  los flujos de llegada, debe ser distinta de 0. Es decir, según la 




≠ 0, ∀𝑡 ∈ 𝑇 
(5.26) 
c. La matriz de códigos que etiquetan a los  flujos de enlaces de llegada, debe tener rango 𝑟: Los 
códigos de paquetes que llegan dentro de cada flujo al nodo 𝑡, deben ser, en conjunto, 
linealmente independientes, es decir los bits que conforman el código de cada paquete en cada 
flujo entrante a un nodo sumidero 𝑡, forman las filas de una matriz cuadrada 𝑃 de dimensión 
𝑟 × 𝑟 con rango(𝑃) = 𝑟 ó det (𝑃) ≠ 0. Las filas de 𝑃 representan los códigos de los 𝑟-paquetes 
de tamaño 𝑟-bits que ingresan al nodo sumidero. 
 
La forma de la matriz 𝑃, constituida por los 𝑟-códigos que identifican los paquetes de los flujos 







𝑏11 𝑏12 … 𝑏1𝑟











Ejemplo 5.2: Si 𝑟 = 3, significaría un flujo máximo para una sesión multicast de 3 paquetes 
generados en el nodo fuente y llegando a cada nodo sumidero. La longitud de los paquetes es 
indiferente. Por lo anterior, los códigos están en el  espacio vectorial 𝔽2
3. Si se supone que a un 
nodo sumidero le llegan, por sus tres enlaces, los paquetes etiquetados con mnemónicos 














𝐴        = 001 = 𝑃1
𝐴 + 𝐶 = 101 = 𝑃2
𝐵 + 𝐶 = 110 = 𝑃3
 






y su determinante es 1. 
5.6.2 Construcción del sistema de restricciones 
Las restricciones se construyen con base en las siguientes reglas: 
a. Restricciones en los flujos de enlaces de salida: Para cada enlace 𝑒 de  tipo 1 ó 3, se definen los 
nombres de  variables de los flujos (paquetes) de los enlaces de salida de acuerdo con la 
siguiente regla: Si 𝑒 es un enlace de salida en 𝑆 ∪ 𝐾, su 𝑜(𝑒) = 𝑠, luego la notación de la 
variable de flujo del enlace de salida es 𝑓𝑠_𝑑(𝑒) y su tamaño computacional es de 𝑟-bits. 
Las alternativas de solución están determinadas por flujos de salida según: 
1. Paquetes simples: Cada 𝑓𝑠_𝑑(𝑒) corresponde a un entero potencia de 2, desde 1 hasta 2
𝑟: 
𝑓𝑠_𝑑(𝑒) = 1 ∨ 2 ∨ 4 ∨ …∨ 2
𝑟  (5.28) 
2. Paquetes combinados: Cada 𝑓𝑠_𝑑(𝑒) corresponda con cualquier entero entre 1 y 2
𝑟: 
𝑓𝑠_𝑑(𝑒) = [1: 2
𝑟]  ≠ 0 (5.29) 
b. Restricciones en los flujos de enlaces de llegada: Para cada enlace l de  tipo 2 ó 3, se definen los 
nombres de  variables de los flujos (paquetes) de los enlaces de llegada de acuerdo con la 
siguiente regla: Si 𝑙 es un enlace de llegada en 𝐿 ∪ 𝐾, su 𝑑(𝑙) = 𝑡, 𝑡 ∈ 𝑇, luego la notación de la 
variable de flujo del enlace de llegada es 𝑓𝑜(𝑙)_𝑡 y su tamaño computacional es de 𝑟-bits. 
Las restricciones se establecen con el apoyo de la matriz de saltos Fuente-Sumideros reducida 
𝑄𝑟, donde cada 𝑄𝑟(𝑘, 𝑙) = 𝑗 significa que existe un  camino directo,  con 𝑗 saltos (1 ≤ 𝑗 ≤ 𝑛 −
1, donde 𝐹𝑛 = 0)  entre el enlace de salida 𝑘 y el enlace de llegada 𝑙.  Se observa que 𝑄𝑟
𝑇(𝑙) es 
la columna correspondiente al enlace de llegada 𝑙 de la matriz 𝑄𝑟, y 𝑄𝑟
𝑇(𝑙, 𝑘) es el  número de 
veces que el flujo proveniente del enlace de salida 𝑘 (el cual se denota 𝑓𝑠_𝑑(𝑘)) contribuirá 
dentro de la combinación lineal que se constituirá para dar solución al flujo del enlace de  
llegada 𝑙 (el cual se  denota 𝑓𝑜(𝑙)_𝑡). Para un enlace de  llegada 𝑙, el flujo 𝑓𝑜(𝑙)_𝑡 se forma como 
una combinación lineal constituida por la suma XOR del siguiente número de componentes: 




El flujo 𝑓𝑜(𝑙)_𝑡 en el  enlace de llegada 𝑙, se  obtiene a través de la  siguiente expresión, 
compuesta por la suma XOR de los flujos de salida 𝑓𝑠_𝑑(𝑘), ∀𝑘 ∈ 𝑆 ∪ 𝐾: 












c. Restricciones en los enlaces de llegada y en los nodos sumideros: Se deben cumplir las 
restricciones dadas en la sección 5.6.1.3. 
1. Para cada enlace 𝑙 de  tipo 2 o 3, teniendo en cuenta (5.25),  su  flujo debe cumplir con la 
siguiente expresión: 
𝑓𝑜(𝑙)_𝑡  ≠ 0, ∀𝑡 ∈ 𝑇, ∀𝑙 con 𝑑(𝑙) = 𝑡 (5.32) 
2. Para la combinación lineal de los flujos en los enlaces de llegada 𝑙1, 𝑙2, … , 𝑙𝑟 al nodo 
sumidero 𝑡 y teniendo en cuenta (5.26), se debe cumplir con la siguiente expresión: 
∑𝑓𝑜(𝑙𝑖)_𝑡  ≠ 0
𝑟
𝑖=1
, ∀𝑡 ∈ 𝑇, ∀𝑙𝑖 con 𝑑(𝑙𝑖) = 𝑡 
(5.33) 
3. Para establecer la independencia lineal entre los códigos de los flujos (paquetes) que arriban 
a un nodo sumidero 𝑡 ∈ 𝑇, se construye una matriz 𝑃𝑡, cuyas filas contienen estos códigos. 
Cada uno de  los 𝑟-bits que componen un flujo 𝑓𝑜(𝑙𝑖)_𝑡 será denotado por  𝑓𝑜(𝑙𝑖)_𝑡
(𝑗)
, donde 




















































En este trabajo, el cálculo del determinante se realizará por el método de  menores y cofactores en 
forma recursiva sobre la matriz 𝑃𝑡; sin embargo, se  puede llevar a cabo por  cualquier otro método. 
Este determinante debe ser no nulo para cumplir la condición de  independencia lineal. El 
determinante se calculará de la siguiente forma para el  nodo sumidero 𝑡: 
det(𝑃𝑡) = 𝑓𝑜(𝑙1)_𝑡
(1)
∗ 𝑀11 + 𝑓𝑜(𝑙1)_𝑡
(2)
∗ 𝑀12 +⋯+ 𝑓𝑜(𝑙1)_𝑡
(𝑟)
∗ 𝑀1𝑟  ≠ 0 (5.35) 





∗ 𝑀1𝑟  ≠ 0, ∀𝑡 ∈ 𝑇   
(5.36) 
En síntesis, se tiene un sistema de restricciones, que de tener solución, lograría determinar cuál es el 
valor del  código que etiqueta al  paquete que debe emerger por cada enlace de salida que nace en el 
nodo fuente 𝑠. De igual forma, se obtendría la solución de los valores de  los códigos que arribarían 
a cada nodo sumidero en 𝑇. El sistema de  restricciones para encontrar la  solución a la  sesión 
multicast de  un nodo fuente único 𝑠 y el conjunto 𝑇 de nodos sumideros se resume en la Figura 5.6: 




𝑓𝑠_𝑑(𝑘) = 1 ∨ 2 ∨ 4 ∨ …∨ 2
𝑟      ó  𝑓𝑠_𝑑(𝑘) = [1: 2
𝑟]  ≠ 0 








𝑓𝑜(𝑙)_𝑡  ≠ 0, ∀𝑡 ∈ 𝑇, ∀𝑙 con 𝑑(𝑙) = 𝑡     
 
∑𝑓𝑜(𝑙𝑖)_𝑡  ≠ 0
𝑟
𝑖=1























































∗ 𝑀1𝑟  ≠ 0, ∀𝑡 ∈ 𝑇 
Figura 5.6 Resumen de restricciones para la solución de una sesión multicast 
5.7 Ejemplos y Resultados 
5.7.1 Ejemplo 1: Sesión multicast de 9 nodos 
5.7.1.1 Grafos y Matrices del  Sistema 
La Figura 5.7 y la Tabla 5.2 muestran el grafo y la matriz de capacidades, respectivamente, de  una  
sesión multicast de 9 nodos, con un nodo fuente (𝑠 = 1), tres sumideros (𝑇 = {7,8,9}) y flujo 
máximo 𝑟 = 2 paquetes en 𝔽2
𝑙 . Por tener un flujo máximo de  2,  los  códigos que etiquetarán los 
paquetes estarán en el espacio 𝔽2
2\{0}. Además se  observa un nodo codificador (nodo 5), que para 
el planteamiento del  modelo no es trascendente. La Tabla 5.3 muestra los enlaces y sus tipos. De 
esta tabla también se deduce que los conjuntos de enlaces de salida y enlaces de llegada están 
constituidos por: 
𝑆 = {(1,2), (1,3), (1,4)} 
𝐿 = {(2,7), (6,7), (3,9), (6,8), (4,8), (6,9)} 
 
Figura 5.7 Sesión Multicast de 9 nodos 




Tabla 5.2 Matriz de Adyacencia (Capacidad) 𝐶 del Grafo 𝐺′ de 9 nodos 
nodos 1 2 3 4 5 6 7 8 9 
1 0 1 1 1 0 0 0 0 0 
2 0 0 0 0 1 0 1 0 0 
3 0 0 0 0 1 0 0 0 1 
4 0 0 0 0 0 0 0 1 0 
5 0 0 0 0 0 1 0 0 0 
6 0 0 0 0 0 0 1 1 1 
7 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 0 
 
Tabla 5.3 Tabla de Enlaces 
Índice 1 2 3 4 5 6 7 8 9 10 11 12 
Origen 1 1 1 2 2 3 3 4 5 6 6 6 
Destino 2 3 4 5 7 5 9 8 6 7 8 9 
Tipo 1 1 1 0 2 0 2 2 0 2 2 2 
 
El grafo lineal dirigido 𝔊 se presenta en la Figura 5.8: 
 
Figura 5.8 Grafo Lineal Dirigido para 9 nodos 
Se observa que el  camino más largo es de tres saltos, por  lo cual solo se  puede iterar hasta 𝑛 = 3 y 
en 𝑛 = 4, 𝐹4 = 0. En la Tabla 5.4 hasta la Tabla 5.6, se muestran las iteraciones desde un salto 
hasta alcanzar los tres saltos en  𝐹3. La Tabla 5.7 muestra la matriz de enlaces y la Tabla 5.8 
muestra la matriz de enlaces reducida. 
Tabla 5.4 Matriz de un salto 𝐹 
Enlace (1,2) (1,3) (1,4) (2,5) (2,7) (3,5) (3,9) (4,8) (5,6) (6,7) (6,8) (6,9) 
(1,2) 0 0 0 1 1 0 0 0 0 0 0 0 
(1,3) 0 0 0 0 0 1 1 0 0 0 0 0 
(1,4) 0 0 0 0 0 0 0 1 0 0 0 0 
(2,5) 0 0 0 0 0 0 0 0 1 0 0 0 
(2,7) 0 0 0 0 0 0 0 0 0 0 0 0 
(3,5) 0 0 0 0 0 0 0 0 1 0 0 0 
(3,8) 0 0 0 0 0 0 0 0 0 0 0 0 
(4,9) 0 0 0 0 0 0 0 0 0 0 0 0 
(5,6) 0 0 0 0 0 0 0 0 0 1 1 1 
(6,7) 0 0 0 0 0 0 0 0 0 0 0 0 
(6,8) 0 0 0 0 0 0 0 0 0 0 0 0 
(6,9) 0 0 0 0 0 0 0 0 0 0 0 0 
 




Tabla 5.5 Matriz de dos saltos 𝐹2 
Enlace (1,2) (1,3) (1,4) (2,5) (2,7) (3,5) (3,9) (4,8) (5,6) (6,7) (6,8) (6,9) 
(1,2) 0 0 0 0 0 0 0 0 1 0 0 0 
(1,3) 0 0 0 0 0 0 0 0 1 0 0 0 
(1,4) 0 0 0 0 0 0 0 0 0 0 0 0 
(2,5) 0 0 0 0 0 0 0 0 0 1 1 1 
(2,7) 0 0 0 0 0 0 0 0 0 0 0 0 
(3,5) 0 0 0 0 0 0 0 0 0 1 1 1 
(3,8) 0 0 0 0 0 0 0 0 0 0 0 0 
(4,9) 0 0 0 0 0 0 0 0 0 0 0 0 
(5,6) 0 0 0 0 0 0 0 0 0 0 0 0 
(6,7) 0 0 0 0 0 0 0 0 0 0 0 0 
(6,8) 0 0 0 0 0 0 0 0 0 0 0 0 
(6,9) 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla 5.6 Matriz de tres saltos 𝐹3 
Enlace (1,2) (1,3) (1,4) (2,5) (2,7) (3,5) (3,9) (4,8) (5,6) (6,7) (6,8) (6,9) 
(1,2) 0 0 0 0 0 0 0 0 0 1 1 1 
(1,3) 0 0 0 0 0 0 0 0 0 1 1 1 
(1,4) 0 0 0 0 0 0 0 0 0 0 0 0 
(2,5) 0 0 0 0 0 0 0 0 0 0 0 0 
(2,7) 0 0 0 0 0 0 0 0 0 0 0 0 
(3,5) 0 0 0 0 0 0 0 0 0 0 0 0 
(3,8) 0 0 0 0 0 0 0 0 0 0 0 0 
(4,9) 0 0 0 0 0 0 0 0 0 0 0 0 
(5,6) 0 0 0 0 0 0 0 0 0 0 0 0 
(6,7) 0 0 0 0 0 0 0 0 0 0 0 0 
(6,8) 0 0 0 0 0 0 0 0 0 0 0 0 
(6,9) 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla 5.7 Matriz de Enlaces 𝑄 
Enlace (1,2) (1,3) (1,4) (2,5) (2,7) (3,5) (3,9) (4,8) (5,6) (6,7) (6,8) (6,9) 
(1,2) 0 0 0 0 1 0 0 0 0 1 1 1 
(1,3) 0 0 0 0 0 0 1 0 0 1 1 1 
(1,4) 0 0 0 0 0 0 0 1 0 0 0 0 
 
Tabla 5.8 Matriz de Enlaces reducida 𝑄𝑟 
Enlace (2,7) (3,9) (4,8) (6,7) (6,8) (6,9) 
(1,2) 1 0 0 1 1 1 
(1,3) 0 1 0 1 1 1 
(1,4) 0 0 1 0 0 0 
5.7.1.2 Restricciones del sistema 
De acuerdo con  la sesión multicast representada en el grafo de la Figura 5.7, se muestra el siguiente 
conjunto de restricciones derivadas de la aplicación del modelo. 
1. Restricciones en los flujos de enlaces de salida: 










Caso II: Flujos con paquetes combinados: 
𝑓1_2 ≠ 0
𝑓1_3  ≠ 0
𝑓1_4  ≠ 0
 
 
2. Restricciones en los flujos de enlaces de llegada: 
Con el apoyo de la matriz de enlaces reducida 𝑄𝑟, se tiene: 
𝑓2_7 = 𝑓1_2             𝑓6_7 = 𝑓1_2 + 𝑓1_3 
𝑓3_9 = 𝑓1_3             𝑓6_8 = 𝑓1_2 + 𝑓1_3 
𝑓4_8 = 𝑓1_4            𝑓6_9 = 𝑓1_2 + 𝑓1_3 
 
3. Restricciones en los enlaces de llegada y en los nodos sumideros: 
 
a. Flujos de llegada no nulos: 
𝑓2_7  ≠ 0  𝑓6_7  ≠ 0 
𝑓3_9  ≠ 0 𝑓6_8  ≠ 0 
𝑓4_8  ≠ 0 𝑓6_9  ≠ 0 
 
b. Combinación lineal de los flujos de llegada a un nodo sumidero no nula: 
𝑓2_7 + 𝑓6_7  ≠ 0
𝑓4_8 + 𝑓6_8  ≠ 0
𝑓3_9 + 𝑓6_9 ≠ 0
 
 
c. Matriz de códigos de etiquetas con tamaño 𝑟 = 2:  
Los códigos de este espacio son: 
℘ = 𝔽2
2\{0} = {01,10,11} 
 
A continuación, en la Tabla 5.9, se presentan las matrices de códigos y la restricción de 
linealidad independiente entre los flujos entrantes a cada nodo sumidero en 𝑇:  
Tabla 5.9 Matrices de Código y Restricciones Linealmente Independientes 




































1 ≠ 0 
5.7.1.3 Solución al  sistema 
Al llevar este sistema a un solucionador de ecuaciones (en este trabajo se utilizó Z3[116], que es 
probador de teoremas y solucionador de lógica de primer orden, dentro de un código escrito en 
Python[117] ), se logran las siguientes respuestas para cada valor de flujo (paquete) en los  enlaces 
de salida y cada valor de  flujo (paquete) en los enlaces de  llegada: 




Caso I: Flujos con paquetes simples: 
Códigos de paquetes emergentes por enlaces de  salida: 
𝑓1_2 = 2 = 𝐵
𝑓1_3 = 1 = 𝐴
𝑓1_4 = 2 = 𝐵
 
 
Códigos de paquetes entrantes por los enlaces de llegada en la Tabla 5.10: 
  Tabla 5.10 Códigos de  Paquetes Entrantes por los Enlaces de Llegada - Caso I 
Para 𝒕 = 𝟕 Para 𝒕 = 𝟖 Para 𝒕 = 𝟗 
𝑓2_7  = 2 = 𝐵       
𝑓6_7  = 3 = 𝐴 + 𝐵
 
𝑓4_8  = 2 = 𝐵        
𝑓6_8  = 3 = 𝐴 + 𝐵
 
𝑓3_9  = 1 = 𝐴        
𝑓6_9  = 3 = 𝐴 + 𝐵
 
 
El grafo de sesión multicast con la solución, se muestra en la Figura 5.9(a). 
Caso II: Flujos con paquetes combinados: 
Códigos de paquetes emergentes por enlaces de  salida: 
𝑓1_2 = 1 = 𝐴        
𝑓1_3 = 3 = 𝐴 + 𝐵
𝑓1_4 = 3 = 𝐴 + 𝐵
 
 
Códigos de  paquetes entrantes por los enlaces de llegada en la Tabla 5.11: 
Tabla 5.11 Códigos de  Paquetes Entrantes por los Enlaces de Llegada - Caso II 
Para 𝒕 = 𝟕 Para 𝒕 = 𝟖 Para 𝒕 = 𝟗 
𝑓2_7  = 1 = 𝐴        
𝑓6_7  = 2 = 𝐵       
 
𝑓4_8  = 3 =  𝐴 + 𝐵
𝑓6_8  = 2 =  𝐵        
 
𝑓3_9  = 3 = 𝐴 + 𝐵
𝑓6_9  = 2 = 𝐵        
 
 
El grafo de sesión multicast con la solución se muestra en la Figura 5.9(b) 
 
Figura 5.9 Solución en grafo 𝐺′ de 9 nodos 
5.7.2 Ejemplo 2: Sesión multicast de 18 nodos 
5.7.2.1 Grafos y Matrices del  Sistema 
La Figura 5.10 y la Tabla 5.12 muestran el grafo y la matriz de capacidades, respectivamente,  de  




una  sesión multicast de 18 nodos, con un nodo fuente (𝑠 = 1), tres sumideros (𝑇 = {18,19,20} y 
flujo máximo 𝑟 = 4 paquetes en 𝔽2
𝑙 . Por tener un flujo máximo de  4,  los  códigos que etiquetarán 
los paquetes estarán en el espacio 𝔽2
4\{0}. Además se  observan dos nodos codificadores (nodos 8 y 
12) que para el planteamiento del  modelo no son relevantes. 
 
Figura 5.10 Sesión Multicast de 18 nodos 
Tabla 5.12 Matriz de Adyacencia (Capacidad) 𝐶 del Grafo 𝐺′ de 18 nodos 
nodos 1 2 3 4 5 6 7 8 10 11 12 13 14 15 16 18 19 20 
1 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 
7 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
11 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
La Tabla 5.13 muestra los enlaces y sus tipos. De esta tabla también se deduce que los conjuntos de 
enlaces de salida y enlaces de llegada están constituidos por: 
 
𝑆 = {(1,2), (1,3), (1,4), (1,5), (1,6), (1,7)} 
𝐿 = {




Tabla 5.13 Tabla de Enlaces 
Índice 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Origen 1 1 1 1 1 1 2 3 4 4 5 6 6 7 
Destino 2 3 4 5 6 7 8 8 10 13 11 12 19 12 
Tipo 1 1 1 1 1 1 0 0 0 0 0 0 2 0 
 
Índice 15 16 17 18 19 20 21 22 23 24 25 26 27 28 




Origen 8 10 11 12 13 14 14 14 15 15 15 16 16 16 
Destino 14 20 15 16 18 18 19 20 18 19 20 18 19 20 
Tipo 0 2 0 0 2 2 2 2 2 2 2 2 2 2 
 
El grafo lineal dirigido 𝔊 se presenta en la Figura 5.11: 
 
Figura 5.11 Grafo lineal dirigido para 18 nodos 
Se observa que el  camino más largo es de tres saltos, por  lo cual solo se  puede iterar hasta 𝑛 = 3 y 
en 𝑛 = 4, 𝐹4 = 0. En la Tabla 5.14 hasta la Tabla 5.16, se muestran las iteraciones desde un salto 
hasta alcanzar los tres saltos en 𝐹3. La Tabla 5.17 muestra la matriz de enlaces y la Tabla 5.18 
muestra la matriz de enlaces reducida. 
5.7.2.2 Restricciones del sistema 
De acuerdo con la sesión multicast representada en el grafo de la Figura 5.10, se muestra el 
siguiente conjunto de restricciones derivadas de la aplicación del modelo. 
1. Restricciones en los flujos de enlaces de salida: 
Caso I: Flujos con paquetes simples: 
𝑓1_2 = 1⋁2⋁4⋁8 𝑓1_5 = 1⋁2⋁4⋁8 
𝑓1_3 = 1⋁2⋁4⋁8 𝑓1_6 = 1⋁2⋁4⋁8 
𝑓1_4 = 1⋁2⋁4⋁8 𝑓1_7 = 1⋁2⋁4⋁8 
 
Caso II: Flujos con paquetes combinados: 
𝑓1_2  ≠ 0 𝑓1_5 ≠ 0 
𝑓1_3  ≠ 0 𝑓1_6 ≠ 0 


























































































































































(1,2) 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,3) 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,4) 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,5) 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,6) 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(2,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
(3,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
(4,13) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
(5,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
(6,12) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
(6,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(7,12) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
(8,14) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 
(10,20) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(11,15) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 
(12,16) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
(13,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(14,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(14,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(14,20) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(15,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(15,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(15,20) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(16,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(16,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 





























































































































































(1,2) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,3) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,4) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 
(1,5) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
(1,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
(1,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
(2,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 
(3,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 
(4,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,13) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 
(6,12) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
(6,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(7,12) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
(8,14) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(10,20) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(11,15) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(12,16) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(13,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(14,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(14,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(14,20) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(15,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(15,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(15,20) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(16,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(16,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 























































































































































(1,2) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 
(1,3) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 
(1,4) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,5) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 
(1,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
(1,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
(2,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(3,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,13) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(6,12) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(6,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(7,12) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(8,14) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(10,20) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(11,15) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(12,16) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(13,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(14,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(14,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(14,20) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(15,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(15,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(15,20) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(16,18) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(16,19) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 































































































































































(1,2) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 
(1,3) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 
(1,4) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 
(1,5) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 
(1,6) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
(1,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
 





























































(1,2) 0 0 0 1 1 1 0 0 0 0 0 0 
(1,3) 0 0 0 1 1 1 0 0 0 0 0 0 
(1,4) 0 1 1 0 0 0 0 0 0 0 0 0 
(1,5) 0 0 0 0 0 0 1 1 1 0 0 0 
(1,6) 1 0 0 0 0 0 0 0 0 1 1 1 








2. Restricciones en los flujos de enlaces de llegada: 
Con el apoyo de la matriz de enlaces reducida 𝑄𝑟, se tiene: 
𝑓13_18 = 𝑓1_4             𝑓6_19 =   𝑓1_6             𝑓10_20 = 𝑓1_4             
𝑓14_18 = 𝑓1_2 + 𝑓1_3 𝑓14_19 = 𝑓1_2 + 𝑓1_3 𝑓14_20 = 𝑓1_2 + 𝑓1_3 
𝑓15_18 = 𝑓1_5            𝑓15_19 = 𝑓1_5            𝑓15_20 = 𝑓1_5             
𝑓16_18 = 𝑓1_6 + 𝑓1_7 𝑓16_19 = 𝑓1_6 + 𝑓1_7 𝑓16_20 = 𝑓1_6 + 𝑓1_7 
 
3. Restricciones en los enlaces de llegada y en los nodos sumideros: 
 
a. Flujos de  llegada no nulos: 
𝑓13_18 ≠ 0 𝑓6_19  ≠  0 𝑓10_20 ≠ 0 
𝑓14_18 ≠ 0 𝑓14_19 ≠ 0 𝑓14_20 ≠ 0 
𝑓15_18 ≠ 0 𝑓15_19 ≠ 0 𝑓15_20 ≠ 0 
𝑓16_18 ≠ 0 𝑓16_19 ≠ 0 𝑓16_20 ≠ 0 
 
b. Combinación lineal de los flujos de llegada a un nodo sumidero no nula: 
𝑓13_18 + 𝑓14_18 + 𝑓15_18 + 𝑓16_18  ≠ 0
𝑓6_19 + 𝑓14_19 + 𝑓15_19 + 𝑓16_19    ≠ 0
𝑓10_20 + 𝑓14_20 + 𝑓15_20 + 𝑓16_20  ≠ 0
 
 
c. Matriz de códigos de etiquetas con tamaño 𝑟 = 4:  
Los códigos de este espacio son: 
℘ = 𝔽2
4\{0} = {0001,0010,0011,0100,0101,0110,0111,1000,1001,1010,1011,1100,1101,1110,1111} 
 
A continuación se presentan las matrices de  códigos y la restricción de linealidad 
independiente entre los flujos entrantes a cada nodo sumidero en 𝑇:  
















































































































1 )) ≠ 0  
 
Para 𝑡 = 19: 




















































































































1 )) ≠ 0  
 

















































































































1 )) ≠ 0  
5.7.2.3 Solución al  sistema 
Se logran las siguientes respuestas para cada valor de flujo (paquete) en los  enlaces de salida y cada 
valor de  flujo (paquete) en los enlaces de  llegada: 
 
Caso I: Flujos con paquetes simples: 
Códigos de paquetes emergentes por enlaces de  salida: 
𝑓1_2 = 1 = 𝐴 𝑓1_5 = 4 = 𝐶 
𝑓1_3 = 8 = 𝐷 𝑓1_6 = 2 = 𝐵 
𝑓1_4 = 1 = 𝐴 𝑓1_7 = 1 = 𝐴 
 
Códigos de paquetes entrantes por los enlaces de llegada en la Tabla 5.19: 
 




  Tabla 5.19 Códigos de  Paquetes Entrantes por los Enlaces de Llegada - Caso I 
Para 𝒕 = 𝟏𝟖 Para 𝒕 = 𝟏𝟗 Para 𝒕 = 𝟐𝟎 
𝑓13_18  = 1 = 𝐴         
𝑓14_18  = 9 = 𝐴 + 𝐷
𝑓15_18  = 4 = 𝐶        
𝑓16_18  = 3 = 𝐴 + 𝐵
 
𝑓6_19   = 2 =  𝐵        
𝑓14_19  = 9 = 𝐴 + 𝐷
𝑓15_19  = 4 = 𝐶        
𝑓16_19  = 3 = 𝐴 + 𝐵
 
𝑓10_20  = 1 = 𝐴         
𝑓14_20  = 9 = 𝐴 + 𝐷
𝑓15_20  = 4 = 𝐶        
𝑓16_20  = 3 = 𝐴 + 𝐵
 
 
El grafo de sesión multicast con la solución se muestra en la Figura 5.12(a). 
Caso II: Flujos con paquetes combinados: 
Códigos de paquetes emergentes por enlaces de  salida: 
𝑓1_2 =   7 =   𝐴 + 𝐵 + 𝐶 𝑓1_5 = 12 =   𝐶 + 𝐷         
𝑓1_3 =   1 =   𝐴                  𝑓1_6 =   3 =   𝐴 + 𝐵         
𝑓1_4 =   3 =   𝐴 + 𝐵         𝑓1_7 = 11 =   𝐴 + 𝐵 + 𝐷 
 
Códigos de paquetes entrantes por los enlaces de llegada en la Tabla 5.20: 
 Tabla 5.20 Códigos de  Paquetes Entrantes por los Enlaces de Llegada - Caso II 
Para 𝒕 = 𝟏𝟖 Para 𝒕 = 𝟏𝟗 Para 𝒕 = 𝟐𝟎 
𝑓13_18  =  3 = 𝐴 + 𝐵
𝑓14_18  =  6 = 𝐵 + 𝐶
 𝑓15_18  = 12 = 𝐶 + 𝐷
 𝑓16_18  =  8 = 𝐷          
 
𝑓6_19  =   3 =  𝐴 + 𝐵
𝑓14_19 =   6 = 𝐵 + 𝐶
𝑓15_19  = 12 = 𝐶 + 𝐷
𝑓16_19  = 8 = 𝐷          
 
𝑓10_20  = 3 = 𝐴 + 𝐵
𝑓14_20  = 6 = 𝐵 + 𝐶
𝑓15_20  = 12 = 𝐶 + 𝐷
𝑓16_20  = 8 = 𝐷          
 
 
El grafo de sesión multicast con la solución se muestra en la Figura 5.12(b). 
 
 
Figura 5.12 Solución en grafo 𝐺′ de 18 nodos 
5.7.3 Ejemplo 3: Sesión multicast de 11 nodos 
5.7.3.1 Grafos y Matrices del  Sistema 
La Figura 5.13 y la Tabla 5.21 muestran el grafo y la matriz de capacidades, respectivamente, de  
una  sesión multicast de 11 nodos, con un nodo fuente (𝑠 = 1), tres sumideros (𝑇 = {6,10,11}) y 
flujo máximo 𝑟 = 2 paquetes en 𝔽2
𝑙 . Por tener un flujo máximo de  2,  los  códigos que etiquetarán 
los paquetes estarán en el espacio 𝔽2
2\{0}. Además se  observan dos nodos codificadores (nodos 
4,8), que no son transcendentes para el planteamiento del modelo.  





Figura 5.13 Sesión Multicast de 11 nodos 
Tabla 5.21 Matriz de Adyacencia (Capacidad) 𝐶 del Grafo 𝐺′ de 11 nodos 
nodos 1 2 3 4 5 6 7 8 9 10 11 
1 0 1 1 0 0 0 0 0 0 0 0 
2 0 0 0 1 0 0 1 0 0 0 0 
3 0 0 0 1 0 1 0 0 0 0 0 
4 0 0 0 0 1 0 0 0 0 0 0 
5 0 0 0 0 0 1 0 1 0 1 0 
6 0 0 0 0 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 0 1 0 0 1 
8 0 0 0 0 0 0 0 0 1 0 0 
9 0 0 0 0 0 0 0 0 0 1 1 
10 0 0 0 0 0 0 0 0 0 0 0 
11 0 0 0 0 0 0 0 0 0 0 0 
 
La Tabla 5.22 muestra los enlaces y sus tipos. De esta tabla también se deduce que los conjuntos de 
enlaces de salida y enlaces de llegada están constituidos por: 
𝑆 = {(1,2), (1,3)} 
𝐿 = {(3,6), (5,6), (5,10), (9,10), (7,11), (9,11)} 
 
Tabla 5.22 Tabla de Enlaces 
Índice 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Origen 1 1 2 2 3 3 4 5 5 5 7 7 8 9 9 
Destino 2 3 4 7 4 6 5 6 8 10 8 11 9 10 11 
Tipo 1 1 0 0 0 2 0 2 0 2 0 2 0 2 2 
 
El grafo lineal dirigido 𝔊 se presenta a continuación: 
 
Figura 5.14 Grafo Lineal Dirigido para 11 nodos 




Se observa que el  camino más largo es de cinco saltos, por  lo cual solo se  puede iterar hasta 𝑛 = 5 
y en 𝑛 = 6, 𝐹6 = 0 . En la Tabla 5.23 hasta la Tabla 5.27, se muestran las iteraciones desde un salto 
hasta alcanzar los tres saltos en 𝐹5. La Tabla 5.28 muestra la matriz de enlaces y la Tabla 5.29 
muestra la matriz de enlaces reducida. 
Tabla 5.23 Matriz de un salto 𝐹 
Enlace (1,2) (1,3) (2,4) (2,7) (3,4) (3,6) (4,5) (5,6) (5,8) (5,10) (7,8) (7,11) (8,9) (9,10) (9,11) 
(1,2) 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 
(1,3) 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 
(2,4) 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
(2,7) 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
(3,4) 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
(3,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,5) 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 
(5,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,8) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
(5,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(7,8) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
(7,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(8,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
(9,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(9,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla 5.24 Matriz de dos saltos 𝐹2 
Enlace (1,2) (1,3) (2,4) (2,7) (3,4) (3,6) (4,5) (5,6) (5,8) (5,10) (7,8) (7,11) (8,9) (9,10) (9,11) 
(1,2) 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 
(1,3) 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
(2,4) 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 
(2,7) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
(3,4) 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 
(3,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,5) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
(5,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
(5,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(7,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
(7,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(8,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(9,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(9,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla 5.25 Matriz de tres saltos 𝐹3 
Enlace (1,2) (1,3) (2,4) (2,7) (3,4) (3,6) (4,5) (5,6) (5,8) (5,10) (7,8) (7,11) (8,9) (9,10) (9,11) 
(1,2) 0 0 0 0 0 0 0 1 1 1 0 0 1 0 0 
(1,3) 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 
(2,4) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
(2,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
(3,4) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
(3,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,5) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
(5,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(7,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(7,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(8,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(9,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(9,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 




Tabla 5.26 Matriz de cuatro saltos 𝐹4 
Enlace (1,2) (1,3) (2,4) (2,7) (3,4) (3,6) (4,5) (5,6) (5,8) (5,10) (7,8) (7,11) (8,9) (9,10) (9,11) 
(1,2) 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
(1,3) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
(2,4) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
(2,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(3,4) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
(3,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,5) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(7,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(7,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(8,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(9,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(9,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla 5.27 Matriz de cinco saltos 𝐹5 
Enlace (1,2) (1,3) (2,4) (2,7) (3,4) (3,6) (4,5) (5,6) (5,8) (5,10) (7,8) (7,11) (8,9) (9,10) (9,11) 
(1,2) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
(1,3) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
(2,4) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(2,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(3,4) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(3,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,5) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(7,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(7,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(8,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(9,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(9,11) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla 5.28 Matriz de Enlaces 𝑄 
Enlace (1,2) (1,3) (2,4) (2,7) (3,4) (3,6) (4,5) (5,6) (5,8) (5,10) (7,8) (7,11) (8,9) (9,10) (9,11) 
(1,2) 0 0 0 0 0 0 0 1 0 1 0 1 0 2 2 
(1,3) 0 0 0 0 0 1 0 1 0 1 0 0 0 1 1 
 
Tabla 5.29 Matriz de Enlaces reducida 𝑄𝑟 
Enlace (3,6) (5,6) (5,10) (7,11) (9,10) (9,11) 
(1,2) 0 1 1 1 2 2 
(1,3) 1 1 1 0 1 1 
 
En este ejemplo, se observa como el  enlace de salida (1,2) contribuye con dos componentes a los 
flujos de los enlaces de llegada (9,10) y (9,11). Esto conlleva que estos dos flujos se anulen y solo 
se tome el flujo proveniente del enlace (1,3). Esta doble contribución de (1,2), se observa en el 
grafo de la Figura 5.14, donde hay dos caminos que llegan del nodo (1,2) a los nodos (9,10) y 
(9,11). 
5.7.3.2 Restricciones del sistema 
De acuerdo con el grafo de la sesión multicast representada en el grafo de la Figura 5.13, se muestra 
el siguiente conjunto de restricciones derivadas de la aplicación del modelo. 




1. Restricciones en los flujos de enlaces de salida: 









2. Restricciones en los flujos de enlaces de llegada: 
Con el apoyo de la matriz de enlaces reducida 𝑄𝑟, se tiene: 
𝑓3_6 = 𝑓1_2                          𝑓5_10 = 𝑓1_2 + 𝑓1_3           𝑓7_11 = 𝑓1_2                         
𝑓5_6 = 𝑓1_2 + 𝑓1_3             𝑓9_10 = 𝑓1_2 + 𝑓1_2 + 𝑓1_3 𝑓9_11 = 𝑓1_2 + 𝑓1_2 + 𝑓1_3 
 
3. Restricciones en los enlaces de llegada y en los nodos sumideros: 
 
a. Flujos de  llegada no nulos: 
𝑓3_6 ≠ 0 𝑓5_10 ≠ 0 𝑓7_11 ≠ 0 
𝑓5_6 ≠ 0 𝑓9_10 ≠ 0 𝑓9_11 ≠ 0 
 
b. Combinación lineal de los flujos de llegada a un nodo sumidero no nula: 
𝑓3_6 + 𝑓5_6  ≠ 0
𝑓5_10 + 𝑓9_10  ≠ 0
𝑓7_11 + 𝑓9_11 ≠ 0
 
 
c. Matriz de códigos de etiquetas con tamaño 𝑟 = 2:  
Los códigos de este espacio son: 
℘ = 𝔽2
2\{0} = {01,10,11} 
 
A continuación, en la Tabla 5.30, se presentan las matrices de  códigos y la restricción de 
linealidad independiente entre los flujos entrantes a cada nodo sumidero en 𝑇:  
 
Tabla 5.30 Matrices de Código y Restricciones Linealmente Independientes 




































1 ≠ 0 
 




5.7.3.3 Solución al  sistema 
Se logran las siguientes respuestas para cada valor de flujo (paquete) en los  enlaces de salida y cada 
valor de  flujo (paquete) en los enlaces de  llegada: 
 
Caso I: Flujos con paquetes simples: 
Códigos de  paquetes emergentes por enlaces de  salida: 
𝑓1_2 = 1 = 𝐴
𝑓1_3 = 2 = 𝐵
 
 
Códigos de paquetes entrantes por los enlaces de llegada en la Tabla 5.31: 
Tabla 5.31 Códigos de Paquetes Entrantes por los Enlaces de Llegada - Caso I 
Para 𝒕 = 𝟔 Para 𝒕 = 𝟏𝟎 Para 𝒕 = 𝟏𝟏 
𝑓3_6  = 2 = 𝐵        
𝑓5_6  = 3 = 𝐴 + 𝐵
 
𝑓5_10  = 3 = 𝐴 + 𝐵
𝑓9_10  = 2 = 𝐵        
 
𝑓7_11  = 1 = 𝐴        
𝑓9_11  = 2 = 𝐵        
 
 
El grafo de sesión multicast con la solución, se muestra en la Figura 5.15(a). 
Caso II: Flujos con paquetes combinados: 
Códigos de paquetes emergentes por enlaces de  salida: 
𝑓1_2 = 3 = 𝐴 + 𝐵
𝑓1_3 = 2 = 𝐵        
 
 
Códigos de paquetes entrantes por los enlaces de llegada en la Tabla 5.32: 
Tabla 5.32 Códigos de Paquetes Entrantes por los Enlaces de Llegada - Caso II 
Para 𝒕 = 𝟔 Para 𝒕 = 𝟏𝟎 Para 𝒕 = 𝟏𝟏 
𝑓3_6  = 2 = 𝐵        
𝑓5_6  = 1 = 𝐴       
 
𝑓5_10  = 1 =  𝐴        
𝑓9_10  = 2 =  𝐵        
 
𝑓7_11  = 3 = 𝐴 + 𝐵
𝑓9_11  = 2 = 𝐵        
 
 
El grafo de sesión multicast con la solución se muestra en la Figura 5.15(b). 
 
Figura 5.15 Solución en grafo 𝐺′ de 11 nodos 




5.7.4 Ejemplo 4: Sesión multicast de 10 nodos 
5.7.4.1 Grafos y Matrices del  Sistema 
La Figura 5.16 y la Tabla 5.33 muestran el grafo y la matriz de capacidades, respectivamente, de  
una  sesión multicast de 10 nodos, con un nodo fuente (𝑠 = 1), cinco sumideros (𝑇 = {6, 7,8,9,10}) 
y flujo máximo 𝑟 = 2 paquetes en 𝔽2
𝑙 . Por tener un flujo máximo de  2,  los  códigos que 
etiquetarán los paquetes estarán en el espacio 𝔽2
2\{0}. 
La Figura 5.16 expone dos situaciones importantes: La primera es que hay dos enlace de salida-
llegada, el (1,6) y el (1,9) y, la segunda es que los  nodos sumideros 6 y 8 también son dos 
codificadores que reenvían la información saliente a los nodos sumideros 7 y 10, respectivamente.  
 
Figura 5.16 Sesión Multicast de 10 nodos 
Tabla 5.33 Matriz de Adyacencia (Capacidad) 𝐶 del Grafo 𝐺′ de 10 nodos 
nodos 1 2 3 4 5 6 7 8 9 10 
1 0 1 0 1 1 1 0 0 1 0 
2 0 0 1 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 1 1 0 
4 0 0 0 0 0 1 0 1 0 0 
5 0 0 0 0 0 0 1 0 0 1 
6 0 0 0 0 0 0 1 0 0 0 
7 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 1 
9 0 0 0 0 0 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 0 0 
 
La Tabla 5.34 muestra los enlaces y sus tipos. De esta tabla también se deduce que los conjuntos de 
enlaces de salida,  enlaces de llegada y enlaces salida-llegada están constituidos por: 
𝑆 = {(1,2), (1,4), (1,5)} 
𝐾 = {(1,6), (1,9)} 
𝐿 = {(3,8), (3,9), (4,6), (4,8), (5,7), (5,10), (6,7), (8,10)} 
 
Tabla 5.34 Tabla de Enlaces 
Índice 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Origen 1 1 1 1 1 2 3 3 4 4 5 5 6 8 
Destino 2 4 5 6 9 3 8 9 6 8 7 10 7 10 
Tipo 1 1 1 3 3 0 2 2 2 2 2 2 2 2 




El grafo lineal dirigido 𝔊 se presenta en la Figura 5.17: 
 
Figura 5.17 Grafo Lineal Dirigido para 11 nodos 
Se observa que el  camino más largo es de cinco saltos, por  lo cual solo se  puede iterar hasta 𝑛 = 3 
y en 𝑛 = 4, 𝐹4 = 0. En la Tabla 5.35 hasta la Tabla 5.37, se muestran las iteraciones desde un salto 
hasta alcanzar los tres saltos en 𝐹3. La Tabla 5.38 muestra la matriz de enlaces y la Tabla 5.39 
muestra la matriz de enlaces reducida. 
Tabla 5.35 Matriz de un salto 𝐹 
Enlace (1,2) (1,4) (1,5) (1,6) (1,9) (2,3) (3,8) (3,9) (4,6) (4,8) (5,7) (5,10) (6,7) (8,10) 
(1,2) 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
(1,4) 0 0 0 0 0 0 0 0 1 1 0 0 0 0 
(1,5) 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
(1,6) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
(1,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(2,3) 0 0 0 0 0 0 1 1 0 0 0 0 0 0 
(3,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
(3,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,6) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
(4,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
(5,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(6,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(8,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla 5.36 Matriz de dos saltos 𝐹2 
Enlace (1,2) (1,4) (1,5) (1,6) (1,9) (2,3) (3,8) (3,9) (4,6) (4,8) (5,7) (5,10) (6,7) (8,10) 
(1,2) 0 0 0 0 0 0 1 1 0 0 0 0 0 0 
(1,4) 0 0 0 0 0 0 0 0 0 0 0 0 1 1 
(1,5) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(2,3) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
(3,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(3,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(6,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(8,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 




Tabla 5.37 Matriz de tres saltos 𝐹3 
Enlace (1,2) (1,4) (1,5) (1,6) (1,9) (2,3) (3,8) (3,9) (4,6) (4,8) (5,7) (5,10) (6,7) (8,10) 
(1,2) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
(1,4) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,5) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(1,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(2,3) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(3,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(3,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,6) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(4,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(5,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(6,7) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(8,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla 5.38 Matriz de Enlaces 𝑄 
Enlace (1,2) (1,4) (1,5) (1,6) (1,9) (2,3) (3,8) (3,9) (4,6) (4,8) (5,7) (5,10) (6,7) (8,10) 
(1,2) 0 0 0 0 0 1 1 1 0 0 0 0 0 1 
(1,4) 0 0 0 0 0 0 0 0 1 1 0 0 1 1 
(1,5) 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
(1,6) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
(1,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla 5.39 Matriz de Enlaces reducida 𝑄𝑟 
Enlace (1,6) (1,9) (3,8) (3,9) (4,6) (4,8) (5,7) (5,10) (6,7) (8,10) 
(1,2) 0 0 1 1 0 0 0 0 0 1 
(1,4) 0 0 0 0 1 1 0 0 1 1 
(1,5) 0 0 0 0 0 0 1 1 0 0 
(1,6) 0 0 0 0 0 0 0 0 1 0 
(1,9) 0 0 0 0 0 0 0 0 0 0 
 
En 𝑄𝑟 se observa que las columnas (1,6) y (1,9) están en ceros, a raíz que estas corresponden a 
enlaces salida-llegada, los cuales permiten una comunicación directa del  nodo fuente a los nodos 
sumideros 6 y 9.  
5.7.4.2 Ecuaciones del sistema 
De acuerdo con el grafo de la sesión multicast representada en el grafo de la Figura 5.16, se muestra 
el siguiente conjunto de restricciones derivadas de la aplicación del modelo. 
1. Restricciones en los flujos de enlaces de salida: 
Caso I: Flujos con paquetes simples: 
𝑓1_2 = 1⋁2 𝑓1_5 = 1⋁2 𝑓1_9 = 1⋁2 
𝑓1_4 = 1⋁2 𝑓1_6 = 1⋁2  
 
Caso II: Flujos con paquetes combinados: 
𝑓1_2 ≠ 0 𝑓1_5 ≠ 0 𝑓1_9 ≠ 0 
𝑓1_4 ≠ 0 𝑓1_6 ≠ 0  
 




2. Restricciones en los flujos de enlaces de llegada: 
Con el apoyo de la matriz de enlaces reducida 𝑄𝑟, se tiene: 
𝑓4_6 = 𝑓1_4 𝑓5_7 = 𝑓1_5            𝑓3_8 = 𝑓1_2 𝑓3_9 = 𝑓1_2 𝑓5_10 = 𝑓1_5             
 𝑓6_7 = 𝑓1_4 + 𝑓1_6 𝑓4_8 = 𝑓1_4  𝑓8_10 = 𝑓1_2 + 𝑓1_4 
 
3. Restricciones en los enlaces de llegada y en los nodos sumideros: 
 
a. Flujos de  llegada no nulos: 
𝑓1_6 ≠ 0 𝑓5_7 ≠ 0 𝑓3_8 ≠ 0 𝑓1_9 ≠ 0 𝑓5_10 ≠ 0 
𝑓4_6 ≠ 0 𝑓6_7 ≠ 0 𝑓4_8 ≠ 0  𝑓3_9 ≠ 0 𝑓8_10 ≠  0 
 
b. Combinación lineal de los flujos de llegada a un nodo sumidero no nula: 
 
𝑓1_6 + 𝑓4_6  ≠ 0
𝑓5_7 + 𝑓6_7  ≠ 0
𝑓3_8 + 𝑓4_8 ≠ 0
𝑓1_9 + 𝑓3_9 ≠ 0
𝑓5_10 + 𝑓8_10 ≠ 0
 
 
c. Matriz de códigos de etiquetas con tamaño 𝑟 = 2:  
Los códigos de este espacio son: 
℘ = 𝔽2
2\{0} = {01,10,11} 
 
A continuación se presentan las matrices de  códigos y la restricción de linealidad 
independiente entre los flujos entrantes a cada nodo sumidero en 𝑇:  
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5.7.4.3 Solución al  sistema 
Se logran las siguientes respuestas para cada valor de flujo (paquete) en los  enlaces de salida y cada 
valor de  flujo (paquete) en los enlaces de  llegada: 
 
Caso I: Flujos con paquetes simples: 
Códigos de paquetes emergentes por enlaces de  salida: 
𝑓1_2 = 2 = 𝐵
𝑓1_4 = 1 = 𝐴
𝑓1_5 = 2 = 𝐵
𝑓1_6 = 2 = 𝐵
𝑓1_9 = 1 = 𝐴
 
 
Códigos de paquetes entrantes por los enlaces de llegada en la Tabla 5.40: 
Tabla 5.40 Códigos de Paquetes Entrantes por los Enlaces de Llegada - Caso I 
Para 𝒕 = 𝟔 Para 𝒕 = 𝟕 Para 𝒕 = 𝟖 Para 𝒕 = 𝟗 Para 𝒕 = 𝟏𝟎 
𝑓1_6  = 2 = 𝐵
𝑓4_6  = 1 = 𝐴
 
𝑓5_7  = 2 = 𝐵        
𝑓6_7  = 3 = 𝐴 + 𝐵
 
𝑓3_8  = 2 = 𝐵
𝑓4_8  = 1 = 𝐴
 
𝑓1_9  = 1 = 𝐴
𝑓3_9  = 2 = 𝐵
 
𝑓5_10  = 2 = 𝐵        
𝑓8_10  = 3 = 𝐴 + 𝐵
 
 
El grafo de sesión multicast con la solución, se muestra en la Figura 5.18(a). 
 
Caso II: Flujos con paquetes combinados: 
Códigos de paquetes emergentes por enlaces de  salida: 
𝑓1_2 = 3 = 𝐴 + 𝐵
𝑓1_4 = 1 = 𝐴        
𝑓1_5 = 3 = 𝐴 + 𝐵
𝑓1_6 = 3 = 𝐴 + 𝐵
𝑓1_9 = 1 = 𝐴        
 
 




Códigos de paquetes entrantes por los enlaces de llegada en la Tabla 5.41: 
Tabla 5.41 Códigos de Paquetes Entrantes por los Enlaces de Llegada - Caso II 
Para 𝒕 = 𝟔 Para 𝒕 = 𝟕 Para 𝒕 = 𝟖 Para 𝒕 = 𝟗 Para 𝒕 = 𝟏𝟎 
𝑓1_6  = 3 = 𝐴 + 𝐵
𝑓4_6  = 1 = 𝐴        
 
𝑓5_7  = 3 = 𝐴 + 𝐵
𝑓6_7  = 2 = 𝐵        
 
𝑓3_8  = 3 = 𝐴 + 𝐵
𝑓4_8  = 1 = 𝐴        
 
𝑓1_9  = 1 = 𝐴        
𝑓3_9  = 3 = 𝐴 + 𝐵
 
𝑓5_10  = 3 = 𝐴 + 𝐵
𝑓8_10  = 2 = 𝐵        
 
 
El grafo de sesión multicast con la solución se muestra en la Figura 5.18(b). 
 
Figura 5.18 Solución en grafo 𝐺′ 
5.7.5 Ejemplos adicionales 
5.7.5.1 Sesión multicast de 7 nodos sin codificadores 
En el grafo de  sesión multicast, representado en la Figura 5.19(a), no hay nodos codificadores, 
consta de 3 sumideros y 𝑟 = 2. La solución existente corresponde  solo al Caso II, y la del Caso I 
no se logra,  dado que no es  posible enviar paquetes simples por los tres enlaces de salida y que se 
garantice la recepción de los paquetes generados por el computador emisor en los nodos sumideros. 
 
Figura 5.19 (a) Sesión Multicast de 7 nodos sin codificadores. (b) Solución solo con paquetes 
combinados 
5.7.5.2 Sesión multicast de 11 nodos sin codificadores y sin solución 
El grafo de sesión multicast mostrado en la Figura 5.20, tomado de [118], no tiene codificadores, 
consta de 6 sumideros y 𝑟 = 2. Se observa que en este grafo no existe solución para ninguno de los 




dos casos. En [118] proponen un aumento de la capacidad a 2 paquetes, mientras mantienen el 
tamaño del buffer, es decir, el tamaño es de un paquete. Esto no concordaría con el modelo 
propuesto, donde se mantiene la misma capacidad de un paquete en cada enlace. 
 
Figura 5.20 Sesión Multicast de 11 nodos sin solución 
5.8 Resumen de características del  método 
5.8.1 Características del método 
1. Si el flujo máximo es  𝑟 para  una sesión multicast con un solo nodo fuente, se enviarán, desde 
este nodo, 𝑟 paquetes de longitud 𝑙 símbolos. 
2. Los símbolos son considerados bits  y, por ende,  pertenecen al campo 𝔽2. 
3. A cada paquete de longitud 𝑙 se le considera una unidad de información que se transmitirá por 
los  enlaces de la sesión multicast hasta alcanzar cada uno de los nodos sumideros en 𝑇. 
4. Los 𝑟 paquetes que se  generan en el nodo fuente 𝑠, tienen longitud 𝑙 y constituyen la unidad de  
medida de información, no importando cuál sea el tamaño de 𝑙. Todos los paquetes en la red 
(sesión multicast) tienen el mismo tamaño 𝑙. 
5. Los 𝑟 paquetes que se pueden generar y enviar a partir del nodo fuente se etiquetan con un 
código binario (manipulado como un número entero que está en ℕ) de longitud 𝑟 que pertenece 
al espacio vectorial 𝔽2
𝑟 y corresponden con el 𝑖-é𝑠𝑖𝑚𝑜 vector de la base canónica de 𝔽2
𝑟.   
𝑢𝑖 = [0
𝑖−1, 1, 0𝑟−𝑖], 𝑖 = 1,… , 𝑟, donde 0𝑗 significa un vector fila de ceros de longitud 𝑗. Las 
etiquetas de los paquetes son linealmente independientes.  
6. Otra forma más simple de nombrar los paquetes es a través de las letras del  alfabeto latino, 
donde cada  letra en orden  topológico representa un vector de la base canónica de 𝔽2
𝑟   en orden 
creciente.  Es así como en la Tabla 5.42, se puede establecer la relación para 𝑟 = 4: 
Tabla 5.42 Ejemplo de relación de mnemónicos, vectores y enteros 
Letra del alfabeto Vector base canónica de 𝔽𝟐
𝒓  Valor entero 
A 𝑢1 = [0001] 1 
B 𝑢2 = [0010] 2 
C 𝑢3 = [0100] 4 
D 𝑢4 = [1000] 8 
 




7. El ancho de  banda de cada enlace en la red es de tamaño 𝑙 símbolos por unidad de  tiempo (𝑙 
bits por unidad de  tiempo), es decir, la capacidad es de una unidad de información por unidad 
de tiempo.  
8. En cada nodo de codificación/enrutamiento se establece una combinación lineal  en  𝔽2 entre 
los bits correspondientes a la misma posición en los  paquetes (vectores)  que ingresan al nodo. 
Lógicamente se utilizan como coeficientes de codificación los símbolos (bits) en 𝔽2. Es 
importante resaltar, que los nodos de enrutamiento solo reenvían los  paquetes que a ellos 
ingresan; así, que en estos, el proceso de combinación lineal no existe.  
9. El algoritmo, que resuelve las ecuaciones  con Z3, debe probar todas las posibles 
combinaciones hasta encontrar una solución correcta. En el peor de los casos, alcanzará las 
cotas máximas definidas en (5.4) para paquetes simples y en (5.5) para paquetes combinados, si 
la solución está en el  último lugar del conjunto de  combinaciones posibles o no existen 
soluciones para  el sistema lineal de ecuaciones formado a partir del  grafo multicast de mínimo 
flujo máximo.   
5.8.2 Diferencias con el algoritmo polinomial de Jaggi et al. [85] 
1. El algoritmo polinomial se  basa en encontrar los coeficientes de codificación global en el 
espacio 𝔽2
𝑟, en cada nodo 𝑜(𝑒) donde inicia un enlace 𝑒, de tal forma que todos los sumideros 
puedan reconstruir la información original enviada por el nodo fuente  a partir de  los símbolos 
recibidos. 
2. El algoritmo propuesto no se  basa, prioritariamente, en encontrar los coeficientes de  
codificación global,  sino que busca el orden en que se  deben arreglar los 𝑟-paquetes entre los 
enlaces de salida, de tal forma que se pueda obtener la información original a partir de  los 
paquetes (simples y combinaciones lineales de los mismos) que arriben por los  enlaces de 
llegada a los nodos sumideros. 
3. El algoritmo polinomial introduce 𝑟-enlaces paralelos virtuales desde un nuevo nodo 𝑠′ hasta 𝑠,  
los cuales transportan los símbolos (o paquetes) entrantes hacia el nodo fuente 𝑠. 
4. El algoritmo propuesto no define enlaces auxiliares, sino que trabaja inmediatamente con las 
etiquetas de los 𝑟 paquetes formados por 𝑙-bits. Cada paquete 𝑝𝑘 ∈ 𝔽2
𝑙 , donde 1 ≤ 𝑘 ≤ 𝑟. 
5. El algoritmo polinomial utiliza los vectores de la base canónica de 𝔽2
𝑟,   𝑢𝑖 = [0
𝑖−1, 1, 0𝑟−𝑖] 
para iniciar los vectores de codificación global y etiquetar los enlaces virtuales agregados.  
6. El algoritmo propuesto utiliza los vectores de la base canónica de 𝔽2
𝑟 para representar de manera 
única la identidad de cada uno de los 𝑟 paquetes que se generarán en el nodo fuente 𝑠. Estos 
vectores representan la  etiqueta de cada paquete, la cual se puede mostrar como una letra de un 
alfabeto.  
7. El algoritmo polinomial  y otros (sección 2.4.3),  considera el tamaño del campo al que 
pertenecen los símbolos que se van a transmitir desde el nodo fuente en una sesión multicast,  
como una restricción para solucionar el problema de LNC. Para el polinomial la restricción es 
|𝔽| ≥ |𝑇|. 
8. Sin embargo, el  algoritmo propuesto solo se preocupa por conocer el  flujo máximo 𝑟 (es decir, 
𝑟 paquetes distintos desde el nodo fuente) en la sesión multicast, y a partir de este define que 
por cada enlace de salida, se debe generar un vector de la base canónica de 𝔽2
𝑟 de los 𝑟-posibles 
(o una combinación de estos), con la posibilidad de que se repitan entre enlaces de salida. Es 
decir, por más de un enlace, puede originar el mismo vector para paquetes  simples (o la  letra 




con la que corresponda) o la combinación de vectores (o la combinación lineal de letras a la que 




Capítulo 6                                                       
            
Pruebas y Resultados       
  
 
Las pruebas a los métodos expuestos en los  capítulos 2 al 4, se desarrollaron con 37 grafos de 
comunicaciones. A continuación se expondrán las características de los grafos, los resultados de las 
pruebas según el número de soluciones posibles utilizando Network Coding y el rendimiento de los 
algoritmos según el tiempo de cómputo para reducir el grafo de mínimo flujo máximo a una red 
multicast unisesión. Es importante resaltar que de estos 37 grafos, dos no logran tener solución 
dentro de un modelo multicast donde se aplique Network Coding, y en uno la red termina teniendo 
un flujo máximo de uno, el cual también se descarta. 
6.1 Caracterización de los grafos de comunicaciones   para prueba 
Los grafos de comunicaciones de prueba se caracterizan por las siguientes variables: 
Número de nodos del grafo de comunicaciones: El número de nodos de los grafos está comprendido 
en un rango de 7 a 54 nodos. Este valor corresponde a |𝑉| para cada grafo. 
Número de nodos sumideros: Los grafos de prueba constan de nodos sumideros en el rango de  2 a 
7. Este valor corresponde a |𝑇| para cada grafo. 
Número de enlaces: Es el  número de  enlaces  que conectan los nodos que constituyen el grafo. 
Este valor corresponde a |𝐸| para  cada grafo. 
Flujos máximos de los grafos: Los flujos máximos  obtenidos en estos grafos están comprendidos 
entre 1 y 6. Este valor corresponde al valor 𝑟 para  cada grafo. 
El número de grafos correspondiente por cada cantidad de nodos, sumideros y flujos se observa en 
la Tabla 6.1. La Tabla 6.2 muestra la  descripción de  cada  grafo de prueba. 
Tabla 6.1 Número de grafos de comunicaciones por cantidad de (a) nodos, (b) sumideros (c) flujos 
Número de Nodos Número de Grafos   Número de Sumideros Número de Grafos 
7 3 2 4 
9 1 3 16 
10 1 4 5 
11 7 5 3 
12 3 6 6 
13 4 7 3 
15 1 (b) 
17 1   
18 2 Número de Flujos Número de Grafos 
20 4 1 1 
23 1 2 22 




27 1 3 5 
31 1 4 4 
35 1 5 1 
38 2 6 4 
45 1 (c) 
46 1   
47 1   
54 1   
(a)    
Tabla 6.2 Descripción de cada grafo 𝐺 
Sec Archivo-Grafo Nodos Sumideros Enlaces Flujos 
1 7grafo2fm1v2des 7 2 9 2 
2 7grafo2fm2v3des 7 3 9 2 
3 7grafo2fm3v3des 7 3 13 2 
4 9grafo2fm1v3des 9 3 13 2 
5 10grafo2fm1v3des 10 3 16 2 
6 11grafo2fm1v2des 11 2 15 2 
7 11grafo2fm1v3des 11 3 15 2 
8 11grafo2fm1v6des 11 6 16 2 
9 11grafo2fm2v3des 11 3 15 2 
10 11grafo2fm3v3des 11 3 18 2 
11 11grafo2fm4v3des 11 3 18 2 
12 11grafo4fm1v2des 11 2 22 4 
13 12grafo2fm1v3des 12 3 21 2 
14 12grafo2fm2v3des 12 3 26 2 
15 12grafo3fm1v3des 12 3 24 3 
16 13grafo1fm2v3des 13 3 22 1 
17 13grafo2fm1v5des 13 5 27 2 
18 13grafo3fm1v4des 13 4 27 3 
19 13grafo3fm2v4des 13 4 27 3 
20 15grafo2fm1v4des 15 4 21 2 
21 17grafo2fm1v6des 17 6 26 2 
22 18grafo2fm1v6des 18 6 36 2 
23 18grafo2fm2v6des 18 6 36 2 
24 20grafo2fm1v4des 20 4 50 2 
25 20grafo4fm1v3des 20 3 47 4 
26 20grafo4fm2v3des 20 3 48 4 
27 20grafo5fm1v3des 20 3 49 5 
28 23grafo6fm1v2des 23 2 50 6 
29 27grafo4fm1v5des 27 5 77 4 
30 31grafo2fm1v7des 31 7 76 2 
31 35grafo2fm1v6des 35 6 87 2 
32 38grafo2fm1v6des 38 6 81 2 
33 38grafo3fm1v7des 38 7 101 3 
34 45grafo6fm1v3des 45 3 141 6 
35 46grafo6fm1v4des 46 4 148 6 
36 47grafo6fm1v5des 47 5 155 6 
37 54grafo3fm1v7des 54 7 142 3 
 




Los grafos de comunicaciones 𝐺 están almacenados individualmente en archivos de texto que 
contienen el listado de  los nodos sumideros y a continuación la matriz de adyacencia 
correspondiente al grafo. Se asume, en todos  los  casos, que el índice uno corresponde al  nodo 
fuente.  
Los 37 grafos de comunicaciones propuestos son considerados para  llevar a cabo las pruebas de 
reducción al grafo multicast unisesión de mínimo flujo máximo con los cinco métodos planteados. 
Sin embargo, solo se  tienen en cuenta 34 grafos multicast unisesión resultantes para llevar a cabo 
las pruebas al algoritmo de  solución propuesto en el Capítulo 5, ya que dos de éstos no tienen 
solución para el sistema de ecuaciones planteado sobre Network Coding, y el tercero tiene un  flujo 
máximo de uno. 
Las soluciones de los algoritmos, se implementaron en el lenguaje de programación Matlab [119] 
en razón que es un lenguaje orientado al manejo de arreglos, lo cual facilitó la programación de los 
grafos y conjuntos. Además, contiene la caja de herramientas (toolbox) biograph que presenta 
facilidades para la construcción de  los grafos. 
Los nombres de los archivos de prueba tienen la siguiente notación: nngrafoffmvvdddes.txt (Tabla 
6.2), donde: 
nn: Entero correspondiente al número de nodos del grafo de comunicaciones 𝐺. 
f: Entero correspondiente al mínimo flujo máximo del grafo multicast unisesión 𝐺′. 
v: Entero correspondiente al número de versión del grafo. Esto implica que el grafo que representa 
es similar a otro donde se pudo haber eliminado un enlace o un nodo. 
dd: Entero que representa al número de nodos sumideros específicos para la comunicación 
multicast.  
6.2 Valoración de los métodos de solución 
Los métodos de reducción del grafo general de comunicaciones al grafo multicast unisesión de 
mínimo flujo máximo se valorarán según los siguientes criterios: 
6.2.1 Número de soluciones válidas  
De acuerdo con el número de grafos de comunicaciones de pruebas, un método será mejor que otro, 
si halla el mayor número de grafos multicast unisesión, con  soluciones al sistema lineal de 
ecuaciones soportados por Network Coding, que se configure en los nodos sumideros. En la medida 
en que las soluciones se deriven de un escenario donde se envíen paquetes simples desde el nodo 
fuente, en vez de paquetes combinados, el método estará mejor posicionado. 
6.2.2 Número de nodos codificadores 
El número  de nodos  codificadores es relevante al momento de determinar cuál solución es mejor.  
En los métodos de enrutamiento multicast clásicos, los nodos enrutadores solo actúan con la política 
de almacenamiento y reenvío; sin embargo con la aplicación de Network Coding, en los  nodos 
codificadores el trabajo de procesamiento aumenta, ya que deben realizar la operación de 




codificación de los paquetes entrantes, además  de las dos  tareas tradicionales. En consecuencia, el 
interés es que en una red multicast unisesión de mínimo flujo máximo, haya el menor número de 
codificadores para incrementar el rendimiento en el proceso de  entrega de los paquetes en su 
destino final. 
6.2.3 Soluciones Conjuntas 
Al comparar los cinco métodos de reducción sobre un grafo de comunicaciones específico para 
obtener un grafo multicast unisesión de mínimo flujo máximo, se considera como el  mejor, el (los) 
que logre(n) la solución con paquetes simples, antes que con paquetes combinados y en segunda 
instancia contenga(n) menos nodos codificadores. Más de un método puede tener la mejor solución; 
es decir, una misma solución puede ser resultado de la reducción llevada a cabo por más de un 
método; por tanto, si una mejor solución es obtenida por más de un método, se contabiliza una vez 
para cada uno de ellos. En síntesis, la medida  de soluciones  conjuntas puede ser mínimo uno y 
máximo cinco. 
6.2.4 Soluciones Individuales 
Esta valoración consiste en que existe un método que fue el único que pudo obtener la mejor 
solución del 𝐺′, dentro de la comparación de soluciones respecto a un grafo de comunicaciones 𝐺. 
En el caso en que una mejor solución sea obtenida por más de un método, no se tiene en cuenta (se 
contabiliza en la variable de soluciones conjuntas). Es importante destacar, que el conjunto de 
soluciones individuales hace parte de las soluciones conjuntas. 
6.2.5 Tiempo de cómputo 
Los métodos también se  miden por el tiempo de cómputo utilizado durante su ejecución para 
alcanzar el grafo multicast unisesión de mínimo flujo máximo.  Los tiempos de ejecución están 
determinados por el número de nodos del grafo, el número de nodos sumideros y el mínimo flujo 
máximo del grafo multicast.  
6.3 Resultados de las pruebas según número de soluciones y número de 
codificadores 
La expectativa de los métodos planteados, es que a partir de un grafo general de comunicaciones  𝐺, 
en los que están definidos exactamente el nodo de fuente 𝑠 y el conjunto de nodos  sumideros 𝑇, se 
pueda reducir al grafo multicast unisesión de mínimo flujo máximo 𝐺′, que permita el  envío  
simultáneo de 𝑟 paquetes desde el nodo fuente hacia los nodos  sumideros.   
La Tabla 6.3 muestra los resultados de la ejecución de los  cinco métodos con cada uno de los 
grafos de prueba. En esta tabla se etiquetan las columnas con los nombres de los cinco métodos así: 
Disyuntos o Disy (Rutas Disyuntas), BFS_PRI o B_PR (BFS con eliminación del primer camino), 
BFS_ML o B_ML (BFS con eliminación del camino más largo), DFS_PRI o D_PR (DFS con 



































Disyuntos  BFS_PRI BFS_ML DFS_PRI DFS_ML Mejores soluciones conjunta Mejor solución única 
Sec Archivo-Grafo S C Co S C Co S C Co S C Co S C Co Disy B_PR B_ML D_PR D_ML Disy B_PR B_ML D_PR D_ML 
1 7grafo2fm1v2des x x 1 x x 1 x x 1 x x 1 x x 1 x x x x x           
2 7grafo2fm2v3des   x 0   x 0   x 0   x 0   x 0 x x x x x           
3 7grafo2fm3v3des   x 0 x x 1   x 0 x x 1 x x 1   x   x x           
4 9grafo2fm1v3des x x 1 x x 1 x x 1 x x 1 x x 1 x x x x x           
5 10grafo2fm1v3des x x 0   x 0   x 0   x 0   x 0 x         x         
6 11grafo2fm1v2des x x 1 x x 1 x x 1 x x 1 x x 1 x x x x x           
7 11grafo2fm1v3des x x 2 x x 2 x x 2 x x 2 x x 2 x x x x x           
8 11grafo2fm1v6des                       
 
    
 
                    
9 11grafo2fm2v3des x x 1 x x 1 x x 1 x x 1 x x 1 x x x x x           
10 11grafo2fm3v3des x x 1     2       x x 3 x x 1 x       x           
11 11grafo2fm4v3des x x 1             x x 1 x x 1 x     x x           
12 11grafo4fm1v2des x x 1 x x 1 x x 1 x x 0 x x 0       x x           
13 12grafo2fm1v3des x x 1 x x 0   x 2 x x 3 x x 3   x         x       
14 12grafo2fm2v3des x x 0 x x 1 x x 1 x x 2 x x 2 x         x         
15 12grafo3fm1v3des x x 0 x x 0 x x 0 x x 0 x x 0 x x x x x           
16 13grafo1fm2v3des                             
 
                    
17 13grafo2fm1v5des x x 0 x x 0 x x 0 x x 0 x x 0 x x x x x           
18 13grafo3fm1v4des x x 0   x 0 x x 0   x 0 x x 0 x x x x x           
19 13grafo3fm2v4des x x 0 x x 0 x x 0 x x 0 x x 0 x x x x x           
20 15grafo2fm1v4des x x 1 x x 1 x x 1 x x 1 x x 1 x x x x x           
21 17grafo2fm1v6des                                                   
22 18grafo2fm1v6des x x 0 x x 2 x x 1 x x 1 x x 1 x         x         
23 18grafo2fm2v6des x x 0 x x 2     1     2     2 x         x         
24 20grafo2fm1v4des x x 2   x 2   x 2   x 3   x 3 x         x         
25 20grafo4fm1v3des x x 2 x x 2 x x 2 x x 1 x x 2       x         x   
26 20grafo4fm2v3des x x 1 x x 2 x x 2 x x 2 x x 3 x         x         
27 20grafo5fm1v3des x x 2 x x 3 x x 3 x x 3 x x 3 x         x         
28 23grafo6fm1v2des x x 3 x x 4 x x 3 x x 4 x x 4 x   x               
29 27grafo4fm1v5des x x 5     8     7 x x 8 x x 8 x         x         
30 31grafo2fm1v7des x x 1     2   x 0     10   x 10 x         x         
31 35grafo2fm1v6des x x 3 x x 5   x 2     8     8 x         x         
32 38grafo2fm1v6des x x 2   x 2     2     6   x 3 x         x         
33 38grafo3fm1v7des x x 8   x 6   x 5   x 14   x 13 x         x         
34 45grafo6fm1v3des x x 4 x x 3 x x 3 x x 6 x x 6   x x               
35 46grafo6fm1v4des x x 8 x x 8 x x 8 x x 9 x x 9 x x x               
36 47grafo6fm1v5des     5 x x 8 x x 8     12     12   x x               
37 54grafo3fm1v7des x x 7   x 9 x x 7     15   x 14 x   x               
 Total 31 33 64 23 30 80 21 29 67 23 28 121 24 31 116 28 16 16 15 15 12 1 0 1 0 




Las columnas etiquetadas con S y C representan si las soluciones se desarrollaron con paquetes 
simples o paquetes combinados, respectivamente. La columna etiquetada con Co significa el 
número de nodos codificadores que arrojó la solución. Al final, se totaliza cada columna por 
método. Resalta, que de los 37 grafos probados, solo se  cuentan 34 al momento de hacer los 
cálculos, ya que tres (Grafos 8, 16 y 21) fueron excluidos, y las razones explicadas previamente.  
Se observa en la Tabla 6.4 y la Figura 6.1 (a) que el sistema lineal de ecuaciones formulado bajo la 
técnica de Network Coding, tiene el mayor porcentaje de  soluciones  para los grafos 𝐺′ que se 
derivan a partir del método de los caminos disyuntos con respecto a los otros cuatro métodos. El 
mayor porcentaje de soluciones con este método, se alcanza cuando se utilizan paquetes 
combinados linealmente en el  nodo fuente. De igual forma, se logra un porcentaje significativo de 
soluciones, con este método, cuando se  envían paquetes simples desde el  nodo fuente. Es 
importante señalar que el  método DFS, con la eliminación del camino más largo, presenta un 
porcentaje importante del 91% de soluciones al sistema lineal de ecuaciones combinando los 
paquetes por las salidas del nodo fuente.   
La Tabla 6.4 y la Figura 6.1 (b) muestran que el número de nodos codificadores presenta el  más 
bajo valor promedio cuando se aplica el método de caminos disyuntos para la reducción del grafo 
de comunicaciones. 
Tabla 6.4 Comparación de los métodos de reducción sobre 34 grafos 𝐺 probados 
Método de Reducción 
Paquetes Simples Paquetes Combinados Promedio 
Codificadores Soluciones % Soluciones % 
BFS-Primer Camino 23 68 30 88 2.353 
BFS-Camino más largo 21 62 29 85 1.971 
DFS-Primer Camino 23 68 28 82 3.559 
DFS-Camino más largo 22 71 31 91 3.412 
Disyuntos 31 91 33 97 1.882 
 
En consecuencia, el método de caminos disyuntos presenta la mejor valoración en cuanto al número 
de soluciones válidas (siendo muy alto su rendimiento con paquetes simples) y en cuanto al menor 
número promedio de codificadores presentado en las soluciones obtenidas.  
6.4 Resultados de las pruebas según el tipo de soluciones 
En la Tabla 6.3 y en la Figura 6.2 se observa que con el método de  reducción al grafo multicast 
unisesión, utilizando caminos disyuntos, se obtiene la mayor cantidad de soluciones conjuntas e 
individuales. El método de caminos disyuntos presenta 28 mejores soluciones conjuntas, de  las 
cuales 27 corresponden con el  envío de paquetes simples  y una corresponde  con el envío de  
paquetes combinados (grafo No. 2 de la Tabla 6.3). En cuanto a  las soluciones con el envío de 
paquetes simples desde el nodo fuente, no es el mejor en  los  grafos 12, 13, 25 y 34 de la Tabla 6.3; 
sin embargo, son solucionados  por el método. En estos grafos, el número de codificadores es 
mayor que el de la mejor solución en los cuatro casos.  
Es importante resaltar  en la Tabla 6.3 y en la Figura 6.2, el resultado de las soluciones individuales 
en caminos disyuntos, ya que es el método que más soluciones presenta. También se destaca que los 
otros cuatro métodos presentan una solución individual (BFS_PRI y DFS_PRI) o ninguna solución. 






Figura 6.1 Resultados de aplicación de los métodos según (a) Porcentaje de Soluciones con NC, (b) 
Promedio de  Codificadores 
 
Figura 6.2 Soluciones Conjuntas e Individuales según la aplicación de los métodos 
6.5 Rendimiento de los  algoritmos según tiempo de cómputo 
Los cinco métodos para obtener el  grafo multicast de mínimo flujo máximo unisesión 𝐺′a partir de 
un grafo general de  comunicaciones 𝐺, se probaron con los 37 ejemplos ya antes expuestos en la 
Tabla 6.3. Según la variable de tiempo de cómputo en la ejecución de los  procedimientos, se 
observa en la Figura 6.3 que todos los métodos tienen un comportamiento exponencial en la  
medida  en que aumentan el número de nodos del grafo de comunicaciones, el número de destinos, 
el flujo máximo y el número de  enlaces.  
En la  Figura 6.3 se observa que las diferencias en los tiempos de ejecución de los métodos son muy 
similares para los grafos de comunicaciones con un número de nodos menor o igual a 23. A partir 
de este punto, las diferencias se van pronunciando de manera acentuada, donde el método de 
caminos disyuntos se aleja de los demás en gran medida, por el proceso de cómputo que implica 
obtener los caminos con la mayor calidad, representada en el menor número de codificadores y 
alcanzar la mayor cantidad de soluciones de los sistemas lineales de ecuaciones que se constituye en 
cada uno de  los nodos sumideros, de tal modo que formen una matriz cuadrada no singular o 
invertible con los bits de los paquetes entrantes. 
6.6 Discusión de los métodos 
Según la revisión de los métodos de reducción del grafo de comunicaciones a un grafo de multicast 
unisesión de mínimo flujo máximo, se puede establecer que el método de búsqueda exhaustiva 




basado en caminos disyuntos presenta el  mayor  número de soluciones factibles a los sistemas 
lineales de ecuaciones que se configuran en los nodos sumideros luego de la transmisión de los 
paquetes a través de la red. Este método, además, es el que genera el menor número de nodos de 
codificación promedio, lo cual redunda en el rendimiento que tendrá la transmisión multicast  al 
momento de implementarla. Por otro lado, el método también es el que mejores soluciones 
individuales genera por encima de los otros cuatro métodos. La principal desventaja del método es  
su alto costo computacional por la revisión exhaustiva que lleva a cabo para hallar los caminos de 
mejor calidad. 
  





Capítulo 7                                                 
               
Conclusiones y Trabajos Futuros    
  
 
La investigación llevada a cabo en este trabajo se ha centrado fundamentalmente en dos aspectos a 
solucionar: en primer lugar,  la reducción a un grafo dirigido y acíclico multicast unisesión de 
mínimo flujo máximo,  que permita la  resolución de un sistema lineal de ecuaciones bajo la técnica 
de  Network Coding; y en segundo lugar, la obtención del  esquema de codificación, que determine 
la posibilidad de resolver la organización y envío de los paquetes simultáneamente, desde el nodo 
fuente hacia los nodos sumideros en un grafo multicast de mínimo flujo máximo. De estos dos 
problemas, el primero presenta muy pocos trabajos desarrollados en la literatura. Esto, en razón de 
la complejidad que  pueden presentar los grafos de comunicaciones para reducirlos a un grafo 
multicast de enrutamiento unisesión de mínimo flujo máximo, y que permita la  recepción 
simultánea de la cantidad de paquetes que constituyen el flujo. 
La búsqueda del grafo multicast unisesión de mínimo flujo máximo,  se basa en el teorema 
establecido por  Ahlswede et al.[5] a partir de un grafo general dirigido y acíclico de 
comunicaciones con los nodos fuente y sumideros especificados. En este grafo de comunicación 
multicast hallado, se podría llevar a cabo la transmisión del mínimo flujo máximo de paquetes en 
forma simultánea desde el nodo fuente hasta los nodos sumideros. 
La resolución del  segundo problema, implica  el hallazgo, en los nodos sumideros, de los paquetes 
que solucionan los sistemas de ecuaciones lineales constituidos a lo largo de la transmisión 
simultánea, utilizando la red multicast unisesión. El número de paquetes enviados y recibidos 
simultáneamente, constituyen el mínimo flujo máximo común entre el nodo fuente y el conjunto de 
nodos sumideros.  
Ambos problemas se solucionan sobre la base de la técnica matemática de Network Coding y en 
especial de LNC. Esta técnica permite que se puedan enviar simultáneamente paquetes hasta  el  
mínimo flujo máximo común por los caminos que conducen desde el  nodo  fuente hacia los nodos 
sumideros. Varios caminos hacia distintos sumideros pueden converger en nodos de enrutamiento 
intermedio, configurándolos como nodos  codificadores que llevan a cabo combinaciones lineales 
de sus paquetes entrantes, y reenviando el paquete resultante a través de  sus enlaces  de salida hacia 
los nodos destinatarios. A lo largo de los caminos, los paquetes se pueden volver a combinar con 
otros paquetes en más nodos codificadores hasta alcanzar los nodos sumideros.  
Los primeros métodos establecidos en este trabajo para la solución del primer problema planteado, 
se  basan en el método de Ford-Fullkerson  aplicando los algoritmos de búsquedas clásicas en 
grafos: Búsqueda en Anchura (Breadth Firsth Search – BFS) y Búsqueda en Profundidad (Depth 
First Search – DFS). Ambos métodos se modelaron para  establecer el grafo unicast de flujo 




máximo entre el nodo fuente y cada nodo sumidero especificado. Luego se igualan los flujos 
máximos al mínimo valor a través de la eliminación de los primeros caminos o de los caminos más 
largos en los grafos que sobrepasan el mínimo flujo máximo común. Por  último, se logra obtener el  
grafo multicast de mínimo flujo máximo mediante la mezcla de los grafos unicast de flujos 
máximos igualados.  
En resumen, aplicando Ford-Fullkerson con los dos algoritmos de búsqueda y las dos modalidades 
de  reducción, se obtienen grafos multicast de mínimo flujo máximo, los cuales superan en más de  
un 60% las resoluciones de  ecuaciones lineales  en los  nodos sumideros para obtener el mínimo 
flujo máximo de  paquetes simples distintos enviados desde el  nodo fuente. De igual forma, con 
paquetes combinados salientes del nodo fuente, las resoluciones de ecuaciones  lineales en los 
nodos  sumideros, superan el 80%. Sin embargo, el  número de nodos codificadores promedio 
generados por los dos métodos con sus dos variaciones está por  encima de dos, excepto para el  
método de Búsqueda en Anchura con eliminación del camino más largo (BFS_ML). 
El algoritmo, que mejores resultados arroja, está basado en la búsqueda exhaustiva de  todos los 
caminos que conducen desde el nodo  fuente hacia cada sumidero. Este algoritmo elimina las rutas 
más largas  y las que más colisiones presentan entre sí. Así obtiene el grafo unicast de flujo máximo 
entre el nodo fuente y cada sumidero. Posteriormente, se  igualan los flujos máximos de los grafos 
unicast que sobrepasan el  flujo máximo común. Se  toman los caminos que sobrelapan en la mayor 
cantidad de nodos y enlaces a los caminos de un grafo unicast que cumpla con el flujo máximo 
común y que, además, estos caminos sean de la menor longitud posible. Luego, se mezclan los 
grafos de mínimo flujo máximo común para obtener el grafo multicast unisesión, el cual puede 
tener todavía caminos que no lleven a una  solución del sistema lineal de ecuaciones basado en 
Network Coding. Ante esto, se eliminan los nuevos caminos no disyuntos creados durante la 
mezcla, aplicando como principio que la diferencia simétrica de los conjuntos de segundos nodos 
(asociados a los paquetes salientes del nodo fuente) que arriben a cada nodo sumidero no debe ser el 
conjunto vacío. 
Este algoritmo genera el mayor número de grafos multicast unisesión en los que se  soluciona el 
sistema lineal de ecuaciones en los nodos sumideros,  con envío de paquetes simples y combinados 
desde el nodo fuente. Igualmente, es el algoritmo que presenta el menor promedio de nodos 
codificadores por grafo. Sin embargo, es el que tiene el mayor tiempo de ejecución porque halla las 
rutas de mejor calidad, demostrado en que es el que mayor cantidad de mejores soluciones únicas 
arroja.  
El esquema de codificación propuesto, para el ordenamiento de los paquetes de salida por los 
enlaces salientes desde el nodo fuente y la resolución del sistema lineal de ecuaciones en los nodos 
sumideros, se basa en la formulación, en los nodos sumideros,  de ecuaciones linealmente 
independientes a partir de  la combinación lineal de códigos que etiquetan a los paquetes generados 
y emergentes por los enlaces salientes desde el nodo fuente. Estas ecuaciones se forman en cada 
enlace entrante en los nodos sumideros. El número de ecuaciones a resolver en cada nodo sumidero 
es el mínimo flujo máximo, y la resolución de estas ecuaciones en todos los sumideros, conlleva 
que el esquema de codificación sea válido, de lo contrario no tiene solución y, por ende, el grafo 
multicast no puede enviar simultáneamente el  mínimo flujo máximo a los sumideros.  




Como trabajos futuros a desarrollar están: 
Afinamiento al modelo de caminos disyuntos: Afinar el  modelo de caminos disyuntos para 
incrementar la solución de los grafos multicast unisesión, y aumentar aún más su porcentaje de 
rendimiento en este aspecto. Igualmente, manteniendo la cota más baja en el promedio de nodos 
codificadores. 
Generación de todas las  soluciones al sistema lineal de ecuaciones: Modelar un mecanismo que 
permita encontrar todos los ordenamientos resultantes de la solución al sistema lineal de ecuaciones 
sobre la base de Network Coding. 
Soluciones parciales: Considerar un modelo que presente las soluciones parciales; es decir, que  
logre entregar los paquetes en los nodos sumideros donde se obtenga la solución. Igualmente, 
considerar cómo reajustar el  grafo multicast, ya sea eliminando nodos o enlaces y/o adicionando 
nodos o enlaces, del grafo general de comunicaciones, para aumentar el  número de  soluciones  
posibles y sin perder la dimensión del  mínimo flujo máximo en el grafo multicast original. 
Sistema multicast multisesión: Considerar la solución de un sistema que contenga la mezcla de 
varios grafos multicast unisesión de distintos mínimos flujos máximos, donde existan nodos de 
codificación y sumideros comunes. Este sistema debe considerar retardos y encolamiento en estos 
nodos  comunes.   
Sistema multicast unisesión con pérdidas en los enlaces: Dado que las redes  pueden llegar a 
tener un mal funcionamiento en algunos enlaces, ya sea por ruptura, congestión o cualquier otra 
circunstancia, es necesario considerar la pérdida de paquetes y las acciones que se deben ejecutar 
para la recuperación de la información perdida. Es significativo, en esta propuesta, que se lleve a 
cabo una simulación de la red multicast para comprobar las acciones que logren la solución. 
Estudio estadístico de los modelos: Revisar, a través de un diseño de experimentos, el 
comportamiento de los métodos de generación de grafos multicast de mínimo flujo máximo, dentro 
del marco de las variables que determinan un grafo general de comunicaciones: número de  nodos, 
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