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Abstract 
With the rapid growth of China's transportation, traffic accidents were in a growing trend year by year, and the 
tracking of hit-and-run vehicles had caught the hotspot of people concern. Therefore, how to reduce the road traffic 
accidents and improve traffic safety level had become important issues that need to be resolved. This paper whose 
research objects are hit-and-run vehicles is based on the intelligent traffic accident treatment system. After 
researching the application of Mean shift and Kalman filter in the field of target tracking, this paper presented an 
effective tracking method which combined Mean shift and Kalman filter algorithm to improve the accuracy and 
robustness in occlusion. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction 
With the rapid growth of China's national economy, transportation plays an important role for 
economic and social sustainable development. However, traffic accidents were in a growing trend year by 
year, and the tracking of hit-and-run vehicles had become the hotspot of people concern. Therefore, how 
to reduce the road traffic accidents and improve traffic safety level had become important issues that need 
to be resolved in China's transportation business.  
In the field of computer vision, vision tracking plays a crucial role as a preliminary step for high-level 
image processing. Vision tracking technology, whether in the civil or the military, has a wide range of 
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applications, such as: the ballistic missile defense, air attack, air warning, marine monitoring, battlefield 
surveillance, video monitoring, highway traffic control, robot vision navigation, etc.  
In 1995 Yizong Cheng[1] introduced Mean shift to the vision tracking field, thus raised the boom of 
researches on vision tracking. In the past decades, a large number of techniques based on vision tracking 
have been reported. Comaniciu and Meer[2] successfully used Mean shift method in the feature space, and 
achieved good results in image smooth and image segmentation. Nummiaro[3] unified particle filter and 
Mean shift method, but because the particle filter itself was relatively complex, the real-time of vision 
tracking was bad. Collins[4] tried to combine the Mean shift and scale space method, and solved the target 
tracking problem when kernel bandwidth changed in real-time, but the speed of the algorithm was bad. 
Zhan Jianping and Huang Xiyue [5] proposed a method which combined the Mean shift and particle filter 
algorithm, and successfully applied it in the urban traffic scenes. Chen Yuan[6] studied moving targets 
detection and visual tracking method in complex scene, but the speed of algorithm in the complex scenes 
were not very good.  
From the researches above, we could see that most cases Mean shift algorithm can fast tracking, but in 
the case that the targets were seriously sheltered, the algorithm might lost target tracking. Therefore, this 
paper proposed a new tracking method which combined Mean shift and Kalman filtering algorithm, to 
improve the accuracy and robustness in occlusion.  
2. Mean Shift Algorithm 
2.1. Expression of Target Model  
{ } niix ,...1= is normalized pixel coordinates in the target model, the center of the target template is ,
the number of characteristic value is m. Define a kernel functions k(x), which is an isotropic, convex, 
monotonic decreasing function. The kernel function histogram of the target model defined as:  
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2.2. Expression of Candidate Model 
Every frame after the second frame may contain target area which called candidate area. Its center 
coordinate is y, and it’s also the center of kernel function. The pixels in this area express as ,
the probability density of characteristic value u = 1... m is defined as:  
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2.3. Similarity Function 
Similarity function is to describe the similarity degree between target model and candidate model. 
Ideally, the probability distribution of the two models is the same. We use Bhattacharyya coefficient as 
the similarity function which is defined as:  
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2.4. Mean Shift Iterative Algorithm 
To make  the largest, we define the target center in the current frame as the target center  in 
the previous frame. Search for optimal matching from this point. Calculate target candidate 
model , and the Taylor expansion in place  for: 
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We rewrite expression (11) with formula (2) as: 
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which yields 
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In expression (12), the first part has nothing to do with y. In order to make distance minimize, we 
should make the 2nd part maximize. In each of Mean shift iteration in the target area, the center will 
move from to : 0y 1y
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We calculate the distance between the new and old coordinate. If 
ε<− 01 yy , then go to the next 
frame, otherwise, continue to compute the Mean shift offset vector according to the new coordinate. 
3. Kalman Filter 
The Kalman filter is a set of mathematical equations that provides an efficient computational 
(recursive) means to estimate the state of a process, in a way that minimizes the mean of the squared 
error. The filter is very powerful in several aspects: it supports estimations of past, present, and even 
future states, and it can do so even when the precise nature of the modeled system is unknown. Kalman 
filter is one of the Bayesian filtering algorithms. The Kalman filter uses a system's dynamics model, 
known control inputs to that system, and measurements to form an estimate of its state that is better than 
the estimate obtained by using any one measurement alone.  
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As a result of using state transition matrix to describe the dynamic system, its have wider Application; 
the estimate value of Kalman filter utilized the previous and current observation data, without storing 
historical data which reduced computer storage requirements. And this algorithm is the optimal algorithm 
in cases of linear, noise gauss distribution, a posteriori probability.  
Through the Kalman filter predicts, we can reduce the iteration times of Mean shift algorithm, and 
overcome the occlusion problem that Mean shift algorithm can't solve. When the tracked object is in 
occlusion，the Kalman filter predicts the possible position of the object. When the object is visible，the 
Mean Shift iteration starts from the Kalman filter prediction result. 
4. Combination of t Mean Shift and Kalman Filter Algorithm 
This paper proposed a method of combining Mean shift and Kalman filter in target tracking. Firstly, 
this method predicted the initial position through the Kalman filter, and then we tracked the target 
position around the initial position by using Mean shift. At the same time, the Bhattacharyya coefficient is 
adopted to measure the similarity degree between the target model and the candidate model. The paper 
proposed a kind of object occlusion factor as judging degree of whether the tracked object was in 
occlusion or not, and thus determined whether "candidate model" should be replaced by "target model".  
In the similarity measurement based on Bhattacharyya coefficient, each component in feature 
histogram was independent; therefore, the total degree was the accumulation of each sub model’s 
component. This paper considered each component separately, and then judge the occlusion condition 
overall. The matching degree function was defined as:  
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when 21
ma
m
u
u >∑
= , occlusion was not obvious, we could continue to use the tracking method and updated 
template; when 21
ma
m
u
u ≤∑
= ,occlusion was obvious, Kalman filter had stopped working. We linearly 
forecasted the starting point of next frame by using the center location information of the previous frames. 
And then we searched for the real position of the current target by using the Mean shift algorithm.  
This paper proposed a target tracking algorithm based on Mean shift and Kalman filter to track and 
locate new target. The tracking algorithm is as follows:  
Step1: Initial selected tracking target, calculate target model  according to the formula (1); uq
Step2: Read the next frame; predict the initial tracking point  by using Kalman filter;  0y
Step3: Locate the new position  in the current frame by using the following Mean shift iteration 
process near the prediction position ;
1y
0y
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• Calculate the candidate target model )( 0 by expression (2); Calculate similarity degree 
⎥⎦ between target model and candidate model according to formula (5); 
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• Calculate weights 
{ } nii ,...1=ω  according to formula (6)；
• Search for new tracking target position 1y  by formula (7); 
• If
ε≤− 01 yy ， then end iteration, otherwise, set 10 yy = ,return to step (1) and continue 
iterating. 
Step4: Calculate occlusion judging factor  according to formula (8) and (9).if is bigger than 
threshold, then go to step 5, otherwise go to step 6; 
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Step5: update target states using Kalman filter, and then go to step 2; 
Step6: Linearly predict the starting point of next frame, continue to calculate .If  is bigger 
than threshold, then go to step 5, otherwise go to step 2. 
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5. Conclusions 
This paper presented an effective tracking method which combined Mean shift and Kalman filter 
algorithm to improve the accuracy and robustness in occlusion. Firstly, this method predicted the initial 
position through the Kalman filter, and then we tracked the target position around the initial position by 
using Mean shift. At the same time, the Bhattacharyya coefficient is adopted to measure the similarity 
degree between the target model and the candidate model. The paper proposed a kind of object occlusion 
factor as judgment degree of whether the tracked object was in occlusion or not and thus determined 
whether "candidate model" should be replaced by "target model". 
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