ABSTRACT Proper handling of preferences in multiobjective evolutionary algorithms is essential for the algorithms' success in real-life applications. While there has been a tremendous work addressing preferences in evolutionary algorithms, the issue of the exact interpretation of decision maker's (DM) preferences and how it affects the performance of evolutionary algorithms has received little attention. One interpretation of preferences that has received significant attention lately by the AI community and is believed to be exercised naturally by decision makers is the Ceteris Paribus (all else being equal) interpretation. In this paper, we adopt the notion of Ceteris Paribus as an interpretation for the DM preferences and incorporate it in a constrained multiobjective problem known as virtual machine placement (VMP). VMP is an essential multiobjective problem in the design and operation of cloud data centers concerned about placing each virtual machine to a physical machine (a server) in the data center. We propose a variant of the NSGA-II that promotes Ceteris Paribus preferred solutions and evaluate its applicability. Our experiment results show that this variant was able to return preferred solutions at almost no extra cost when compared to NSGA-II.
I. INTRODUCTION
The ultimate goal of evolutionary multiobjective optimization (EMO) algorithms is to support the decision maker in making optimal decisions. Hence, decision making is an integral part of any solving approach. Furthermore, it is well-noted in the EMO literature that the number of optimal solutions grows exponentially with the number of objectives in the problem [1] . As a result, it is advantageous to incorporate decision maker (DM) preferences in EMO algorithms to return a small set of solutions that capture DM preferences and meet her expectations.
Incorporating user preferences into EMO algorithms has received considerable attention lately. A less investigated problem is the meaning of such preferences. Any preference information issued by DM has a meaning and expected consequences on the problem domain. Understanding this meaning (or semantics) and incorporating it effectively in EMO algorithms would lead to better success in applying such algorithms for real-world applications.
The issue of preference semantics and interpretation has received great attention in the last two decades from both
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the Artificial Intelligence (AI) and Multi-Criteria Decision Making (MCDM) communities [2] . This attention is derived mainly by the increasing need for developing systems that adequately meet user expectations and intentions. As for interpretation, research works in EMO usually assume a totalitarian interpretation for DM preferences. That is, if DM prefers α over β as a value for a particular variable X , then for any two solutions s and s , the solution with value X = α is preferred to any other solution with value X = β regardless of other variables' values. This classic interpretation while generally believed to exist, it could not be what the DM expected at the first place when she issued such preferences. On the other side of the spectrum is the Ceteris Paribus interpretation of preferences which is believed to be naturally exercised by many decision makers [3] . Ceteris Paribus (CP) is a Latin phrase means ''when all other things being equal'' or without change. In multiattribute domains, it is usually meant to be when all other attributes are fixed. Under the CP semantics, a DM stating a preference for α over β means for any two solutions s and s , the solution with X = α is preferred to another with X = β only when s and s share similar values for other variables. Roughly, one can evaluate any preferencebased EMO method by investigating the following three properties [4] :
• Efficiency: The proposed method is efficient in the sense that handling preferences should not lead to a significant increase in the computational resources to solve a problem.
• Cognitive Easiness: The proposed method does not require too much/complicated information from the DM
• Reliability: The proposed method returns solutions that are sensible to DM issued preferences. Considerable work has been proposed to tackle the problem of incorporating preferences in evolutionary algorithms (see [5] for a recent survey). One popular approach is to ask DM to specify a reference point (i.e., aspiration levels for objective functions) and then define an achievement scalarizing function (ASF) to be used in the fitness evaluation [5] - [8] . Another approach is to assume weights (expressing the importance) of the objectives [9] - [11] . Other methods include utility functions where solutions are mapped to real numbers that represent preferences and lexicographic notion where an importance order is assumed over the objective functions [4] , [12] .
In many scenarios, however, one cannot wish for more than comparative statements of the form: ''s is preferred to s ''. Such statements are natural and believed to be easier to elicit from the DM [13] . The main bottleneck for this type of preference information is that they become exponentially expensive when the set of solutions is huge [14] . Recent advancements in the AI field have suggested compact models with which such drawback can be avoided. In particular, the Ceteris Paribus Network (CP-net) [15] is a prominent compact model to represent such statements. Furthermore, DM could have a vague idea on the objectives and their inter-dependencies since it requires a good knowledge in the problem domain (i.e., objectives, constraints and their possible values). As a result, DM may not be able to precisely articulate preferences on the objective space, but she is knowledgeable over the attributes in the decision space as it is what the DM meant to solve in the first place.
In this paper, we investigate the applicability of CP preferences via a concrete constrained EMO problem known as Virtual Machine Placement (VMP) problem. To the best of our knowledge, such an attempt has not been investigated yet. In particular, we formulate VMP as an EMO problem and solve it via a variant of the NSGA-II algorithm that takes CP information into consideration when looking for solutions. VMP has been tackled in the literature via different EMO approaches [16] - [19] . However, a Ceteris Paribus based approach has not been tackled so far. Our variant has been empirically tested for its reliability in returning solutions that are close to the provided preferences with almost no extra cost when compared to NSGA-II. The experiments also demonstrated the potential of our variant in returning the most preferred solution when only one final solution is needed.
The reason for choosing VMP as a model example is that we believe there is a great room for preferences in VMP configurations. It is likely to have two or more final VMP configurations that are Pareto w.r.t the objective space but their preferences are very different in the decision space. To the best of our knowledge, we believe this is the first work which addresses the problem of incorporating Ceteris Paribus preferences in the context of EMO problems in general. It is worth mentioning that the applicability of our proposed algorithm can be extended in a straightforward way to consider other real world problems. For example, nurses' scheduling [20] and class scheduling [21] problems. This paper is organized as follows: In Section II, we give some background on the Ceteris Paribus Semantics. Then we introduce the reader to the VMP problem and its multiobjective problem (MOP) formulation in Section III. In Section IV, we describe our proposal of incorporating CP information in a genetic algorithm such as NSGA-II. This is followed by a set of numerical experiments to test our algorithm in Section V. Concluding remarks and future directions are listed in Section VI.
II. CETERIS PARIBUS SEMANTICS
Ceteris Paribus preferences are best explained by the following paragraph from Hansson [3] Here, preferences are expressed in a comparative way. Such qualitative preferences are believed to be easier to express by the decision makers. Let V = {V 1 , V 2 , . . . , V n } be a set of decision variables where every variable V i ∈ V has a set of possible values (i.e., its domain) dom(V i ). A preference is simply an irreflexive, transitive relation . We use i to refer to the preference of variable V i ∈ V defined over dom (V i ) and α i β to mean α is preferred over β where α, β ∈ dom(V i ). An assignment x to a set of variables X ⊆ V is a mapping for every variable V i ∈ X to a value from dom(V i ). We use O X to denote the set of assignments for X ⊆ V and remove the subscript when X = V . The elements of O are called outcomes or solutions to the problem. We use x[Y ] to denote the projection of the assignment
One notable representation of Ceteris Paribus preferences is that of Conditional Preference Networks (CP-nets) [15] . CP-nets are multiattribute models for conditional preferences where the preference of one variable may depend on the values of other variables. Given a CP-net N , an important question is whether s dominates s for any two distinct s, s ∈ O. To answer such dominance question, one would need to check whether there exists a sequence of flips that improve exactly one variable at a time starting from s till reaching s. That is a sequence of outcomes γ 1 , γ 2 , . . . , γ z where s = γ 1 and s = γ z and for any two consecutive outcomes γ j and γ j+1 , we change the value of exactly one variable V i to a better value with respect to i . If such sequence exists, we say that s dominates s w.r.t N 1 and denote it as s s . Answering such question is known to be NP-hard for general CP-nets [15] .
A separable Ceteris Paribus network (SCP) [22] is a special case of CP-nets that is defined when the preference function for every variable is independent from all other variables. In this paper, we focus on SCPs due to their applicability and computational efficiency. In particular, the dominance question in SCPs is known to be linear. For any two solutions s, In constrained EMO problems, the solution feasibility as well as being Pareto in the objective space are required as well.
III. VIRTUAL MACHINE PLACEMENT
The virtual machine placement problem (VMP) is an essential problem in the design and operation of cloud data centers. The problem is concerned about placing each virtual machine to a physical machine (a server) in the data center. The decision of such placement highly impacts the performance of the data center such as the utilization levels, traffic congestion level, and energy consumption, all of which the decision maker (DM) continuously tries to optimize. Here we formally define the VMP problem and the corresponding optimization problem considered in this work.
A. DEFINITION
An example of a data center network topology is shown in Figure 1 . The tree architecture comprises three layers, namely, Core, Aggregation, and Edge layer. The core layer is the data center gateway to the public Internet, whereas the switches in the edge layer interconnect the servers (called physical machines) to each other and to the gateway through the middle layer switches. The VMP problem considered here is defined as follows: Given PM = {P 1 , P 2 , . . . , P m }, a set of m physical machines (P k ) and VM = {V 1 , V 2 , . . . , V n }, a set of n virtual machines (V i ), how to place each virtual machine (VM) into a physical machine (PM) while optimizing a set of objectives and satisfying a set of constraints.
Typically, each VM requires some resource described in terms of CPU cycles (V cpu i ) and RAM space (V mem i ). While a server P k , leveraging virtualization techniques, can host more than a single VM, the resource utilization (i.e., load) should not exceed its capacity, which are CPU and memory resource capacities, P In order to prevent this from happening, the traffic between peer VMs needs to be localized as much as possible. This can be achieved by placing VMs that are highly interdependent close to each other. Let parameter W V i ,V j depicts the weight of communications between V i and V j , and D P k ,P l denotes the distance between P k and P l .
Then the communication cost (C
) between V i that is placed in P k and V j that is placed in P l is calculated as in [23] :
Apart from traffic congestion, one of the main challenges to maintain profitable operation of a data center is managing power consumption, as it becomes a significant part of the operational expenditure of todays data centers. Besides using energy saving techniques, efficient VMP can substantially reduce total power consumed by servers (VMP also impacts power consumed by switches and routers but this topic is not considered here).
Here, we adopt the server power model introduced by Xu and Fortes [19] .
In their model, the total power E k consumed by physical machine P k is modeled as a linear function of the CPU load of P k as follows:
where P idle k and P busy k are the average power consumed by physical machine k when it is idle and fully utilized, respectively.
P idle k is estimated to be ∼60% of P busy k , thus turning an idle server off is a wise decision to take.
In addition, a data center operator tries to optimize its revenue by accommodating more VMs.
However, inefficient VMP might lead to partitioned resources which would prevent the data center from accommodating incoming VM requests e.g., if a number of highly CPU demanded VMs are placed in the same PM, then underutilized memory on this machine is left unusable or wasted.
Hence, in order to fully utilize the different resources on each server, VMP has to account for balancing the resources provisioned on each server.
To assess the quality of a VMP, the following index can be used to calculate the resource wastage [16] :
The VMP problem can be formulated as a multiobjective linear integer problem. We use three sets of binary variables defined as follows: X ik a binary variable indicating whether virtual machine V i is placed in physical machine P k . X jl ik a binary variable indicating whether virtual machine V i is placed in P k and V j placed in P l :
a binary variable indicating whether P k is turned ON. The optimization formulation of the problem is as follows:
Equations (4) to (6) show the three objectives to be minimized, namely; total local traffic, power consumption, and resource wastage.
The product of Y k in the eqs. (5) and (6) is to account for whether machine Y k is turned off or not. The assignment constraint in eq. (7) requires that each VM is placed in exactly one PM.
Equation (8) relates X jl ik to the assignment variable X ik . Actually, it is the linearized equivalent of the direct product of X ik × X jl .
Then, eqs. (9) and (10) constrain the maximum load on the resources of a PM to be less than its capacity.
The power consumption of each PM machine is computed by eq. (11). Lastly, eq. (12) defines the variables.
C. RELATED WORK
With few exceptions, most of the research on VMP considers preferences in one of two ways: 1) preferences are stemmed from system attributes (e.g., PM resource usage) and act as objective and/or constraints and therefore become an indispensable part of the problem.
2) preferences are used as weighting factor between multiple conflicting objectives, in which preferences are projected to objective space only.
Tarighi et al. [24] proposed a VM migration algorithm to improve load balancing i.e., relocate a VM in a less loaded PM. The algorithm incorporates Technique for Order VOLUME 7, 2019 Preference by Similarity to the Ideal Solution (TOPSIS) that helps in determining the most preferable solution.
Resource usage and requirements and PM temperature are the attributes used to compute DM's preference.
There are also some proposals that incorporate users' preferences such as desired PM for its VM [25] , security preferences [26] , and allocated memory [27] .
In addition, stable matching algorithm has been used in some works to obtain placement decision based on preferences.
Xu and Li [28] use a stable matching that minimizes a placement score based on predefined preference list for both VMs and PMs.
The preference list is based on ordering relationship. Similarly, Dhillon et al. [29] deployed stable matching concept in game theoretic model to reduce performance degradation from a user perspective.
Lastly, Kim et al. [30] select the most appropriate server based on preference list that reflects machines' current states using a matching algorithm.
With few exceptions (e.g., Xu and Li [28] , Dhillon et al. [29] ) these works deploy preference to capture the internal relation between VMs and PMs requirements and available resources rather than pure DM's preferences on top of the tackled problem.
Alternatively, preferences have been thought of as an additional weighing factor that makes it easier to find a solution when many equivalent or incomparable solutions exist.
In the context of MOP, preferences are used as weights for conflicting objectives to obtain lexicographic order of objectives [31] or to favor one of the objectives [32] . This is a typical approach in many MOPs as the number of potential solutions increases dramatically with the size of the problem and the number of objectives [14] .
For this reason, utilizing upper and lower bounds would make it easier for DM to choose among candidate solutions based on her preferences after huge reduction to solution space [33] .
Also preferences can be derived from previous experiences of interaction between VMs and PMs. Liu et al. [34] proposed an Ant-colony algorithm that optimizes the number of working PMs in which the pheromone value indicates the preference of placing two VMs on the same server. The preference here is computed based on historical experience.
In a different fashion, Saber et al. [35] tackle the problem of placing VMs belonging to large company in and across its multiple data centers giving that different departments have preferences on their VMs.
The problem involves two subproblems. First, the reassignment of VMs to a data center which is modeled as a MOP with different types of costs to be optimized using NSGA and local search. The second problem is the placement of VMs with each datacenter and solved using heuristics. Our approach is different in the type of preference information it assumes (qualitative statements following the Ceteris Paribus semantics) and preferences are solely on the decision space of the problem.
D. AN EXAMPLE OF CETERIS PARIBUS VMP
Consider the SCP in Figure 2 that shows three virtual machines V 1 , V 2 and V 3 and two physical machines P 1 and P 2 . For virtual machine one and three, the DM prefers them to be placed in P 1 to P 2 . This could be, for example, because V 1 and V 2 are from the same vendor or process sensitive information that P 1 would be ideal to host them. However, the DM prefers P 2 over P 1 as a placement for V 2 . Given such statements, we can construct the complete preference relation cpr explicitly as follows: cpr is a directed graph G with vertex set O and an edge (s , s) exists if and only if (s , s) form a flip sequence of length one. For instance, in Figure 2b an edge going from (P 2 P 1 P 2 ) to (P 1 , P 1 , P 2 ) exist because (P 2 P 1 P 2 ), (P 1 , P 1 , P 2 ) is a flip sequence that improves the value of V 1 . Given this, we can answer the dominance question of ''is s dominates s '' (i.e., is s cpr s holds) affirmative if there exist a path from s to s. For example, in Figure 2 P 1 P 1 P 1 cpr P 2 P 1 P 2 because P 2 P 1 P 2 → P 1 P 1 P 2 → P 1 P 1 P 1 form a path (equivalently, form a flip sequence of length 2). Another important property is the existence of a single most preferred solution for any SCP structure. In our example, P 1 P 2 P 1 is the most preferred solution w.r.t the provided information. It cannot be flipped to a better solution as it is the best and thus its outdegree is zero in Figure 2b . However, this solution can be infeasible due to some constraints and therefore the CPR-Pareto can be used as a notion of the most preferred solutions.
It is important to note that finding CPR-Pareto or answering dominance questions in SCP structures does not require constructing cpr explicitly as its size is exponential in the number of variables but we show the relation for the sake of being comprehensive in describing SCPs and CP-nets in general. In VMP, one may also have preferences over other types of variables not only virtual machines. For instance, DM could have preferences over which physical machines to be turned on or off in the placement process.
IV. NSGA-II WITH CETERIS PARIBUS
In this section, we describe a variant of the NSGA-II that takes into consideration the Ceteris Paribus information issued by DM during the search for PF solutions. We do this by introducing a new CPR operator that favors solutions that are close to the DM preferences. At the same time, we wish to introduce representative solutions in order not to jeopardize the diversity property of NSGA-II. Our primary goal here is to keep the non-dominated sorting over the objective space intact to some extent while incorporating those solutions that are promising in terms of meeting the DM preferences.
Initially, we assume the DM has provided an SCP structure N along with the multiobjective problem. Then, after sorting the nondominated solutions in NSGA-II, takes the elements of the last rank and fed them into dominance relation to identify which one is CPR-Pareto w.r.t N . Identifying the CPR-Pareto solutions for a given set of solutions is done via calling the method isBetter that is outlined in Algorithm 1. Specifically, for any solution s in the last rank of NSGA-II, we check whether there exists another solution s within the same rank that dominates it (isBetter(s, s ) returning true). If there exists no such s, then s is a CPR-Pareto and can be returned by to survive to the next generation. In case the number of CPR-Pareto is larger than the size of the population or less than the required size, the crowd distance is used to break the tie. Note that per the semantics of the SCP structures, for any two solutions s and s , if there exists two variables
] then s and s are incomparable. As a result, it is likely to have many incomparable solutions in the last rank which makes the CPR operator likely to add preferred solutions to the next generations.
A. PROMOTING PREFERRED SOLUTIONS IN THE SEARCH
Ideally, we are interested in finding the CPR-Pareto solutions that are also Pareto w.r.t objective space. Such solutions are the best out there given the DM preferences and the problem instance. However, one usually has no access to the Pareto solutions upfront and thus augmenting preferences in the search is desirable. Also, it is well-known that finding the whole Pareto set of a given problem becomes exponentially harder as the number of objectives increase. Recall that for a given SCP structure N , there exists one unique best solution best that is not dominated by any other solution. Let K i denote the set of solutions that differ from best in i variables' values. Figure 2 the best solution is P 1 P 2 P 1 and K 1 = {P 2 P 2 P 1 , P 1 P 1 P 1 , P 1 P 2 P 2 } Clearly, in many problems the best solution is likely to be infeasible or dominated in the objective space but our hope is to find a set of solutions in K i for small value of i that is also Pareto in the objective space. In the setting of NSGA-II, one can classify such solution s based on its rank in the generated population:
1) The solution s can be in higher ranks of the generated population.
2) The solution s can be in the last rank of the currently generated population, or 3) The solution s can be in a rank beyond the last rank.
Mining lower ranks, as in the third case, would definitely increase the chances of finding more preferred solutions but at the cost of objective values and dramatic increase in the computational effort of the algorithm. The first case is the best one can hope for as these solutions are likely to survive to the next generation. In practice, however, one can expect that biasing the search towards preferred solutions would deteriorate the quality of the solutions. Therefore, a careful promoting criteria that would allow preferred solutions to survive in NSGA-II is needed. One possible way is to mutate some offsprings according to preferences. Hence, increasing the chance of finding more preferred solutions. This approach is adopted in this paper.
B. CP-NSGA
Algorithm 2 shows the CP-NSGA algorithm which resembles the NSGA-II algorithm except that we modify the crossover and mutation operators and we embed the CPR operator in the next generation selection phase in front of the crowding distance operator.
We consider integer coded decision variables. To generate new offsprings parents are crossed-over using one point crossover with probability η or two points crossover with probability 1 − η.
After new offsprings are generated, they are mutated using one of the following methods with probability ζ : integers are mutated with probability pm (original probability of NSGA) or an offspring is mutated following the preferred preferences with probability p.
Note that when ζ = 0, conventional mutation is applied and when ζ = 1, only preference-based mutation is performed in every generation, whereas probability p controls how many offsprings will be mutated according to the set of preferences.
In preference-based mutation, a variable corresponding to a VM with preferences is mutated to match one of the most preferred placement.
C. VMP & CP-NSGA
In CP-NSGA, we let the decision variable chromosomes represent the placement variable X ik , whereas other dependent variables are computed accordingly. We use integer coded chromosomes. A chromosome is divided up to n genes, each has an integer value between 1 − m representing the variable X ik of one V i .
For example, a solution s = {P 2 , P 4 , P 1 , P 3 , P 1 , P 4 , P 2 , P 4 , P 3 , P 2 , P 4 , P 1 } means that V 1 is placed in P 2 , V 2 is placed in P 4 , V 3 is placed in P 1 , and so on.
A preference of VM i, PRF(V i ), is simply a randomly chosen vector, and this vector is a random permutation of {1, . . . , m}, in which each element represents the order of the preferred placement.
If a problem has k VM with preferences, then the score of a solution will be a vector of k scores, each score corresponds to one of the k decision variables that have preferences.
For example, consider Figure 3 that shows a VMP problem instance with 4 PMs, 12 VMs, and 3 VMs with preferences. PRF(V 1 ) = {P 2 , P 1 , P 4 , P 3 } means that the most preferred placement of V 1 is in the following order: P 2 , P 1 , P 4 and then P 3 .
If V 1 is placed in P 2 , then its gene vector in the chromosome will be {2}, and the score of this assignment is 1. A score of 1 means it is placed in the most preferred PM. The solution s shows that V 5 is placed in P 1 and gets a score of 3. V 10 is placed in P 2 which is the least favorite option and gets a score of 4. Hence the overall score for this solution is score(s) = 1, 3, 4 .
Then, the scores of multiple solutions will be the input for Algorithm 1.
Moreover, if preference-based mutation is applied, then a newly created offspring is mutated to match the corresponding preference of each VM, e.g., assume solution s in Figure 3 is an offspring, then its mutated version s becomes: s = {P 2 , ×, ×, ×, P 4 , ×, ×, ×, ×, P 1 , ×, ×} so that score(s ) = 1, 1, 1 .
Preferences can also be a random combination of first 2 or more most preferred solutions. Hence a score like 2, 1, 1 , 2, 2, 2 , or different combination of second and more most preferred scores can be generated.
This can be useful if combinations of score(s ) are not PF or infeasible.
V. EXPERIMENTS A. SETTING
For experiment preparation, we consider the parameters shown in Table 1 to create VM and PM instances. Both PM resource capacities and power consumption, and resources requirements for VMs are chosen randomly from the corresponding sets.
We consider the three-layer tree model for the data center architecture (Figure 1) , and the distance between PMs are measured accordingly.
Furthermore, we consider 16 main scenarios, shown in Table 2 , with different problem size, different number of preferences k and number of generations #G.
Note that every two consecutive scenarios vary in the number of preferences k, and odd numbered scenarios have fewer preferences (k) compared to even numbered scenarios. The maximum number of k is assumed to be 30% of the number VMs. Preferences are created randomly as a random permutation of {1, . . . , m}.
Also, #G vary within and across scenarios as larger instances require more evaluations to achieve a good approximation of the PF.
The population size N is fixed to 100 for all scenarios, and each scenario is repeated for 20 runs.
We consider three algorithms: [1] original NSGA-II, and CPR operator applied on the final PF only. [2] CP-NSGA with no preference-based mutation (i.e., η = 0) and CPR operator applied iteratively on every selection phase. [3] CP-NSGA, with CPR operator applied iteratively and η = 0.5 and p = [0.05 − 0.5]. Basically, p is set to k/n, but increased in steps up to 0.5 for some scenarios, typically larger ones. We will refer to this algorithm as CP-NSGAmu. Given these three algorithms, we are interested in empirically answering the following four questions:
• Does handling Ceteris Paribus preferences will jeopardize the efficiency of NSGA-II? In other words, does the time taken for CP-NSGA and CP-NSGAmu is significantly larger than run time of NSGA-II?
• Which algorithm among the three would likely to result in more preferred solutions.
• Do CP-NSGA and CP-NSGAmu deteriorate the objective values when compared to NSGA-II?
• In case the DM is interested in only finding very few solutions (let say three), which algorithm of the three is best suited for such a scenario?
B. RESULTS AND ANALYSIS
In this section, we evaluate the proposed algorithms by implementing them using PlatEMO, an evolutionary multiobjective optimization platform on MATLAB [36] . We ran several experiments using the aforementioned settings and scenarios, and we evaluate the three algorithms to answer the four questions raised above. Figure 4 shows the run time (in log-scale) for each algorithm averaged over the 20 runs. One can see that there is no significant difference in run time between them. The run time for all algorithms is almost identical with a slight increase for the CP-NSGA algorithms.
1) RUN TIME AND SOLUTIONS FEASIBILITY
Another critical issue is whether the returned solutions are feasible. In this regard, CP-NSGA and NSGA have high similarity in terms of the number of feasible solutions achieved, as shown in Figure 5 . CP-NSGAmu, however, obtains comparatively lower numbers of feasible solutions, and exhibits significant variation across different scenarios. This is attributed to the effect of the pre-specified (i.e., mutated) placement of VMs with preferences in the generated solutions and whether these solutions are feasible and of high ranks. In general, the number of feasible solutions was above 50%.
2) RETURNING PREFERRED SOLUTIONS
In order to compare the quality-w.r.t preference-of the solutions generated by the algorithms (i.e., NSGA, CP-NSGA, CP-NSGAmu), we take the output of every algorithm, combine them together, and identify who survive as CPR-Pareto by applying them to Algorithm 1. This result in a super CPR-Pareto list formed from the result of the three algorithms. Then, we count how many solutions of each algorithm are in the super CPR-Pareto list. Figure 6 shows the results of CP-NSGA and CP-NSGAmu compared against NSGA.
From the figure one can see that CP-NSGA has more solutions in the super CPR-Pareto list comparing to NSGA, except in 6 out of 34 scenarios in which the latter contributes slightly more. Five out of the six cases occur in scenarios with lower number of generations.
On the other hand, CP-NSGAmu performs better than others in all cases. For instance, for Senario-6 and after 10 generations, 80% of the super list elements came actually from the CP-NSGAmu. This percentage increases to 100% after 30 generations.
By the definition of CPR-Pareto, the elements of the super list are incomparable. Thus to further compare these solutions, we use the average sum of the score of each solution. This would give us an additional -rough-idea about the quality of preferences in these solutions. As a result, to further inspect the quality of preferences for the solutions shown in Figure 6 , we take the average of the sum of the scores of each PF in each algorithm and compare them against each other as in Figure 7 . Recall that these averaged scores are only for solutions in the super CPR-Pareto list.
From the figure, it is clear that CP-NSGAmu consistently dominates the other two algorithms. This indicates that the quality of the solutions it generates, while all are incomparable from the Ceteris Paribus point of view, is far closer to the best solution compared to the other two algorithms.
On the other hand, CP-NSGA and NSGA have inconsistent patterns but their results are comparable. In general, CP-NSGA is found to be more efficient than NSGA-II to the contribution to the super list but it is not always true in terms of averaged CPR score. This is because it depends merely on the size of the last rank in the selection phase, which cannot be predicted and changes as the problem or the given instance changes. 
3) QUALITY OF SOLUTIONS
Recall that handling decision-variables preferences (soft constraints) should not have an impact on the quality of the PF objective values. For this, it is appropriate to inspect the objective values of the three algorithms. Figures 8 to 21 show the range of the values for the three objectives for each The ranges for CP-NSGAmu across the different scenarios, to a great extent, overlap with the ranges of the other algorithms. In many occasions, CP-NSGAmu range seems to be narrower than other algorithms in at least one objective value. Also for some scenarios, CP-NSGAmu shows some variation in the range of the objective values. It obtains a lower objective value range for one value and comparatively higher value range for at least one of the other value ranges.
Nonetheless, this variation appears to increase as the number of preferences increases e.g., scenarios 14 and 16. And for these scenarios, specifically, we used larger p in order to obtain results with better preferences.
(It is important to recognize that as the size of the problem (measured in terms of {m, n, k}) becomes larger, generating a specific pattern of desired values within a chromosome randomly has an extremely low probability aside from meeting constraints and objectives.).
Lastly, the results show that the objective values of the PF of both versions of CP-NSGA improve as the number of generations increases in a fashion similar to NSGA, which indicates minimal/negligible impact of CPR and preferencebased mutation on the evolution process of the solution.
4) TOP-k SOLUTIONS
One desirable property when solving large problems is selecting a few representative solutions that the DM is likely to choose from as a final choice. This is mainly due to the fact that if DM is overloaded with many solutions, it is expected that she will lose focus which would turn the system useless. Therefore, we study the top-k solutions in terms of objective and preferences. Our goal is to analyze which algorithm of the three algorithms mentioned above is better when only a small number of solutions are required. Figures22a,22b,c22 show the top-k solutions when varying k from 1 to 3. Clearly, CP-NSGAmu outperforms the other two algorithms almost in all scenarios except when the size of the problem is tiny. This suggests that CP-NSGAmu is a good choice for applications when the DM is interested in very small set of solutions that respect her Ceteris Paribus preferences.
VI. CONCLUSIONS
In this work, we have investigated the applicability of Ceteris Paribus preferences into EMO problems via concrete multiobjective VMP problem. We believe the Ceteris Paribus interpretation is natural in many EMO problems such as VMP and thus addressing how it affects the solution quality is of great importance. In this regard, we have proposed two variants of NSGA-II and defined an operator to promote solutions that are promising in terms of Ceteris Paribus to the next generations. Our experimental results demonstrate that our variants achieve the same quality of Pareto solutions of NSGA-II while returning preferred solutions at almost no extra cost. In particular, the NSGAmu has been consistently better in generating the most preferred solutions in scenarios where DM is looking for one to three top solutions.
This work is the first attempt aiming to integrate the notion of Ceteris Paribus preferences into EMO problems. Our primary motivation for such integration is to capture the exact DM expectations when issuing preference statements. However, it is clear that CP semantics are too conservative and probably a mid-level interpretation between the totalitarian and Ceteris Paribus approaches is desired. Moreover, while separable structures are attractive from a computational point of view, DM could be interested in situations where the preference of one virtual machine depends on the value of another virtual machine. Such statements are exhibited when for example DM is aimed at clustering the VMs based on some property. In such a case, separable structures are no longer adequate to handle the preferences and more complex structures are required. Lastly, we so far have assumed the preference of any variable is a total order. It is not hard to see that when the domain of a variable increases, it becomes hard to assume a total order and therefore methods to handle partial order preferences are needed.
