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Abstract
We investigate the spin structure of a uni-axial chiral magnet near the transition temperatures
in low fields perpendicular to the helical axis. We find a fan-type modulation structure where
the clockwise and counterclockwise windings appear alternatively along the propagation direction
of the modulation structure. This structure is often realized in a Yoshimori-type (non-chiral)
helimagnet but it is rarely realized in a chiral helimagnet. To discuss underlying physics of this
structure, we reconsider the phase diagram (phase boundary and crossover lines) through the free
energy and asymptotic behaviors of isolated solitons. The fan structure appears slightly below
the phase boundary of the continuous transition of instability-type. In this region, there are no
solutions containing any types of isolated solitons to the mean field equations.
PACS numbers:
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I. INTRODUCTION
Helical spin structures have been found in a number of magnetic compounds [1]. Those are
categorized into two parts according to the existence/absence of a space-inversion symme-
try; one is the symmetric helimagnet resulting from the competition between the nearest-
neighbor interaction and the antiferromagnetic next-nearest-neighbor interaction. Such a
helimagnet is called Yoshimori-type (J1-J2 type) or non-chiral helimagnet, in which the left-
and right-handed helimagnets are degenerated [2]. Under an external field perpendicular to
the propagation direction (helical axis) of the modulation, it forms a fan structure, in which
the clockwise and counter-clockwise windings appear alternately with a constant modulus
of the local magnetization [1]. The other kind of helimagnet is the chiral helimagnet [3–
5], which has the modulated magnetic structure induced by the competition between the
Dzyaloshinskii-Moriya (DM) interaction and exchange interaction. Those structures contain
the magnetic vortices (skyrmion) [6, 7] as well as one-dimensional helicoids [3–5]. Those
modulation structures have fixed the winding direction along the propagating direction. In
this paper, we focus on the one-dimensional modulation of the magnetic structure in the
uni-axial chiral helimagnet.
When the external field is applied to the chiral helimagnet perpendicularly to the helical
axis, a modulation structure called a chiral soliton lattice (CSL) is stabilized at low tem-
peratures [5, 8]. Dzyaloshinskii firstly investigated the behavior of the physical properties
of the chiral helimagnets using a micromagnetic model and elucidated the critical behavior
near the phase boundary [3–5]. Realization of the modulation structures in CrNb3S6 was
firstly discussed by Moriya and Miyadai [9], and Miyadai et al. [10]. After thirty-years,
Togawa et al. observed the modulation structure through the Lorentz transmission electron
microscope experiments [11]. Stimulated by this experiment [11], the modulation structure
in the uni-axial chiral magnet becomes one of the growing fields in the chiral magnetism
(see recent review articles [12, 13]).
Dzyaloshinskii in his seminal paper [5] argued the property of continuous phase transition
between the modulation phase (i.e. CSL) and spatially uniform phase (disordered phase);
the specific heat and susceptibility diverge when the phase boundary approached from the
ordered phase while they do not diverge when the phase boundary approached from the
spatially uniform (disordered) phase.
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This property (that criticality emerges only in one side of the phase boundary) is peculiar,
compared to the conventional continuous transition, where the critical properties are the
same in both sides of the phase boundary in the phase diagram. Subsequently, de Gennes [14]
named the former (, which Dzyaloshinskii discussed in Ref. [5]) the nucleation-type and the
latter (i.e. conventional continuous phase transition) instability-type.
In Ref. [5], Dzyaloshinskii assumed that the modulus of the local magnetization is constant
in space and considered only the spatial variation of the direction of the local magnetization.
This treatment (constant-modulus approximation) is valid in a low temperature region far
from the transition temperatures at low fields. In higher temperatures, we have to use
the model that takes account of the spatial-, temperature-, and field-dependences of the
modulus of the local magnetization (soft-modulus effect). As an earlier study on the effect
of the soft modulus in magnets, we refer to the study by Bulaevskii and Ginzburg [15],
where they showed that the domain wall structure in a ferromagnet can be different near
the transition temperature from that in low temperatures. Another example is the study of
Schaub and Mukamel [16], where they took into account the variation of the modulus of the
order parameter in a Ginzburg-Landau model that exhibits an incommensurate phase. They
revealed that there are two critical points: a tri-critical point which separates the instability-
type and the first-order segments and a multicritical point which separates the nucleation-
type and the first-order segments. As the third example of study on the soft modulus, we
refer to the study in a cubic chiral helimagnet [17, 18], where the soft-modulus effect leads
to the rich phases including the half-skyrmion lattice near the transition temperatures in
low fields [17, 18].
A recent experiment on CrNb3S6 implies a critical point at a finite magnetic field [19].
For the uni-axial chiral helimagnet, the continuum theory of a variational mean field [20–22]
and a mean-field (MF) theory [23] in the lattice model have revealed a signature of the
first-order transition. A Monte Carlo study [24] found a critical point at a finite magnetic
field.
The above earlier works imply that the property of the phase transition and the spatial
pattern of the magnetic structure is affected by the soft-modulus effect. We address the
soft-modulus effect on the magnetic structure in the uni-axial chiral helimagnet in this
paper. We will show that the magnetic structure near the transition temperatures in low
fields is different from that expected as the chiral soliton lattice. The structure we find
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FIG. 1: (Color online) An illustration for three-dimensional chiral helimagnet.
is similar to a kind of fan structure, which is common in non-chiral helimagnets but rare
in chiral magnets. We attribute the stability of this fan-like structure to the reduction of
the modulus of the local magnetization near the transition temperatures in low fields. Our
argument is consistent with the underlying crossover lines.
In the next section, we explain the model and method we use. In Sect. III, we present the
results on the phase diagram that contains the phase boundary and various crossover lines.
We present the spin structure, which we call chiral-fan structure, in Sect. IV. In Sect. V, we
summarize the present study.
II. MODEL AND METHOD
We consider the chiral helimagnet using a lattice model defined on a cubic lattice which
is schematically shown in Figure 1. We label each site by a dimensionless vector i = i⊥+ℓzˆ,
with an integer ℓ specifying a layer, and a two-dimensional (2d) vector i⊥ = ixxˆ+ iyyˆ with
integers ix, iy specifying a site in the layer. The spin Hamiltonian we consider is
H =− J⊥
∑
i
Si · (Si+xˆ + Si+yˆ)
− J‖
∑
i
Si · Si+zˆ −Dzˆ ·
∑
i
(Si × Si+zˆ)
−H
∑
i
Si · xˆ, (1)
where Si denotes a classical Heisenberg spin with the magnitude S at site i. The DM
interaction vector Dzˆ is parallel to the z-axis, and the ferromagnetic exchange interactions
4
J‖ and J⊥ act respectively on the nearest neighboring pairs of spins connected by the bonds
along the helical axis and inside the 2d-layer. The external field H is applied to the x-axis
to realize the chiral soliton lattice.
Following the previous paper [23], we apply the MF method, where the system is described
by a single-site spin Hamiltonian written as
HMF = −
∑
ℓ
Heffℓ ·
∑
i⊥
Si⊥+ℓzˆ +N2d
∑
ℓ
Cℓ, (2)
with the effective field at the ℓ-th layer
Heffℓ =J
‖(Mℓ+1 +Mℓ−1) + 4J
⊥Mℓ
+D(Mℓ+1 −Mℓ−1)× zˆ +Hxˆ (3)
and the constant term Cℓ = (H
eff
ℓ − Hxˆ) ·Mℓ/2. Here N2d is the number of sites in each
layer. Mℓ denotes the thermal average of spin Si in the ℓ-th layer
Mℓ = 〈
1
N2d
∑
i⊥
Si⊥+ℓzˆ〉 = Sf(βS|H
eff
ℓ |)
Heffℓ
|Heffℓ |
, (4)
with
f(x) = coth(x)−
1
x
. (5)
We solve the MF equation (3),(4) self-consistently by using the iterative method under
the periodic boundary condition for a three-dimensional lattice with N = N2dNz sites, where
Nz is the number of the layers. We prepare many initial spin configurations in the form
Mℓ = S(cos kℓ, sin kℓ, 0) (6)
with k = 2πw/Nz for integer w. After solving the MF equations for each initial state, we
pick up the final state that minimizes the free-energy among the configurations generated by
these initial states. The free energy is given by the following form in the MF approximation:
F
N
= −
1
βNz
∑
ℓ
log
(
sinh(βS|Heffℓ |)
βS|Heffℓ |
)
+
1
Nz
∑
ℓ
Cℓ. (7)
See Ref. [23] for more details of the algorithm.
III. PHASE DIAGRAM
In this section, we first summarize our results on the MF phase diagram. We then
discuss the underlying physics in terms of various crossover lines. These results are helpful
to understand the energetics that stabilizes a fan-type structure in chiral magnets.
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FIG. 2: (Color online) Phase diagram for J⊥/J‖ = 1, D/J‖ = 1. The open and solid circles are,
respectively, the second- and first-order phase transition points from the chiral soliton lattice (CSL)
phase. T and M respectively denote a tri-critical point (Ttri/(J
‖S2),Htri/(J‖S)) ≃ (2.210, 0.115)
and a multi-critical point (Tmulti/(J
‖S2),Hmulti/(J‖S)) ≃ (1.396, 0.362). RS (AS) denotes the
region where the solution of repulsively (attractively) interacting soliton exists and NS the region
where no solution containing any types of solitons. The point A, which is on the horizontal axis,
denotes the meeting point of the RS-AS boundary and AS-NS boundary.
A. Phase boundary and thermodynamic phases
Figure 2 shows a phase diagram in the H − T plane for J⊥/J‖ = 1 and D/J‖ = 1. The
first-order (discontinuous) phase transition occurs at each red solid circle. The red open
circles located at lower temperature side of the multi-critical point M represent the boundary
of the continuous phase transition of nucleation-type. The red open circles located at higher
temperature side of the tri-critical point T represent the boundary of the continuous phase
transition of instability-type. The phase boundary is determined from the discontinuity (for
first-order phase transition) or cusp (for continuous transitions) of the magnetization curves.
There are only two thermodynamic phases; at the lower temperature side of the phase
boundary, the spin structure exhibits one-dimensional periodic modulation with the prop-
agation direction parallel to the z-axis. We call this phase chiral soliton lattice adhering
to the earlier literatures [12, 13]. This term implies that the modulation structure consists
of underlying isolated chiral soliton (2π domain wall). As a due caution, we note that the
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solution of the isolated soliton to the MF equation does not necessarily exist in the whole
region of CSL phase (see III C.). At the higher temperature side of the phase boundary, the
system is in the spatially uniform phase.
We have the same structure of the phase diagram for more realistic parameters. For
D/J‖ = 0.16 and J⊥/J‖ = 8 corresponding to CrNb3S6, the tri-critical point ex-
ists at (Ttri/(J
‖S2), Htri/(J‖S)) ≃ (11.34, 0.00027) and the multi-critical point exists at
(Tmulti/(J
‖S2), Hmulti/(J‖S)) ≃ (11.308, 0.0011), where the transition temperature at zero
field is Tc(H = 0)/(J
‖S2) = 11.34181 and the critical field at zero temperature is
Hc(T = 0)/(J
‖S) = 0.0157. For D/J‖ → ∞ with J⊥/D = 1, which is an extreme
case, we confirm that the multi-critical point goes to Tmulti = 0. The tri-critical point is
(Ttri/(DS
2), Htri/(DS)) ≃ (1.7, 0.58) where the critical field at zero temperature is Hc(T =
0)/(DS) = 1.23687 and the transition temperature at zero field is Tc(H = 0)/(DS
2) = 2.
The structure (properties of phase transition and multi-critical points) of the phase diagram
mentioned above is different from those in Refs. [21, 24] but it is essentially the same as that
in Ref. [16] for a continuum Ginzburg-Landau model.
B. Crossover lines in spatially uniform phase
The low temperature and high field region in the spatially uniform phase is often called
“forced ferromagnetic state (FFM)” and high temperature and low field region is called
paramagnetic state (PM), in order to emphasize quantitative difference between the two
regions. FFM has large magnetization and lower entropy and PM has small magnetization
and large entropy. There is no sharp boundary between FFM and PM. However, we draw
two kinds of lines as a guide of the crossover between the two.
We draw the dashed line obtained from the peak position of specific heat as a function of
temperature. We call this line “entropic crossover” (ec) in the sense that entropy is released
when we cross this line from the higher temperature side to the lower temperature side.
Focusing on the magnetic property, we draw dotted-dashed line (we call “magnetic crossover”
(mc)1). This line is determined from the peak position of the uniform susceptibility as a
function of temperature. The magnetization starts to grow when we cross this line from
high temperature to low temperature sides. In addition, we draw another line (mc)2 from
the condition that the second derivative of the magnetization with respect of the magnetic
7
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FIG. 3: (Color online) Spin configurations at (a) (T/(J‖S2),H/(J‖S)) = (1.2, 0.375) (repulsive)
and (b)(T/(J‖S2),H/(J‖S)) = (2.0, 0.2) (attractive) with D/J‖ = 1, J⊥/J‖ = 1. Here, θℓ is the
angle of Mℓ at ℓ-th layer measured from the x-axis. The black solid lines represent the asymptotic
values of Mℓ.
field becomes maximum as a function of temperature. On the basis of our result, we call
the low temperature side of entropic crossover line FFM and high temperature side PM. At
the transient region located between the entropic crossover and magnetic crossover lines, the
system has large magnetization and large entropy.
We note that the magnetic crossover line meets the phase boundary near the tri-critical
point T. This implies that the magnetic crossover is more relevant to the property of the
phase transition than the entropic crossover. We infer that the magnetic crossover line (mc)1
is related to that observed experimentally, for example, in the uni-axial chiral helimagnet
CrNb3S6 [19].
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C. Crossover lines in modulation phase
As we remarked in the previous section, it is nontrivial whether the ordered phase can be
always called “chiral soliton lattice”; In fact we will see that no solutions containing isolated
solitons exist in the region with high temperature and low field of the modulated phase.
In this section, we separate the ordered phase into three regions according to the following
criteria:
• the existence/absence of solutions with an isolated soliton
• repulsive/attractive interaction between a pair of isolated solitons.
This kind of analysis has been done for a Ginzburg-Landau-type model in Refs. [16, 25, 26]
and for cubic chiral helimagnet in Refs. [17, 18]. We define the isolated soliton (which has
been called single discommensuration in Ref. [16]) in the lattice model (1) as the solution
satisfying
lim
ℓ→±∞
|Mℓ| =Mc (8)
and
θℓ =


−2π , ℓ→ −∞
−π , ℓ = 0
0 , ℓ→∞
(9)
Here θℓ is the angle between Mℓ and the x-axis, where Mℓ = |Mℓ|(cos θℓ, sin θℓ, 0) satisfying
|θℓ − θℓ+1| < π. (10)
Typical profiles of isolated solitons are shown in Fig. 3. We see that both |Mℓ| and θℓ change
monotonically with increasing ℓ(≥ 0) in Fig. 3(a) while they exhibit oscillating behaviors
in Fig. 3(b). The modulation phase has the solutions containing an isolated soliton only
at the lower temperature side of A-T line in Fig. 2. The line A-M in Fig. 2 separates the
region where an isolated soliton has a non-oscillating profile and that where an isolated
soliton has |Mℓ| and θℓ oscillating as functions of ℓ(≥ 0). The details of analysis to derive
the crossover lines (A-T and A-M) will be referred to the appendix. The earlier works
in a GL theory [16, 25, 26] and cubic chiral helimagnets [17, 18] have found that isolated
soliton interacts repulsively (attractively) with another soliton when each isolated soliton
has non-oscillating (oscillating) |Mℓ| and θℓ. We thus separate the ordered phase into three
regions:
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• RS: the low temperature side of the A-M line where repulsive solitons exist
• AS: region between the A-M and the A-T lines, where attractive solitons exist
• NS: high temperature side of the A-T line, where no solutions with any types of isolated
solitons exist.
The region “NS” corresponds to the “confinement region” in the cubic chiral helimagnets in
Refs. [17, 18].
We confirm with our numerical accuracy that the multicritical point M determined by the
thermodynamic quantities is located on the boundary between RS and AS and the tricritical
point T is “the triple point”, where AS, NS, and the uniform phase meet. This observation
implies that the property of the underlying isolated soliton governs the type of the phase
transition between the modulation phase and uniform phase in the sense that
• The phase transition between RS and uniform phase (FFM) is nucleation-type con-
tinuous transition.
• The phase transition between AS and uniform phase (FFM-PM) is nucleation-type
discontinuous transition.
• The phase transition between NS and uniform phase (PM) is instability-type contin-
uous transition.
We consider that the RS and AS can be called CSL but we expect that the NS region
exhibits a different property from CSL. In the next chapter, we show that the spin structure
different from CSL emerges near the phase boundary of the instability-type continuous phase
transition.
IV. CHIRAL-FAN STRUCTURE
Figures 4(a)-(c) show magnetic evolution of Mℓ with increasing ℓ at the parameters
D/J‖ = 1, J⊥/J‖ = 1, and H/(J‖S) = 0.08. Each red arrow represents Mℓ and the
numbers in the figure represent the layer indices ℓ. In Figs. 4(a) and (b), Mℓ rotates
clockwise with increasing ℓ so that the DM interaction in the Hamiltonian takes negative
value −Dzˆ · (Mℓ ×Mℓ+1) < 0.
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FIG. 4: (Color online) Spin structures with D/J‖ = 1, J⊥/J‖ = 1, H/(J‖S) = 0.08 for several
temperatures (a) T/(J‖S2) = 2.22, (b) 2.2375, (c) 2.245, where Tc(H)/(J‖S2) = 2.276. Figures in
the left column are the view of the spin structure from the z-axis. Those in the right column show
the layer-dependence of the x-component of Mℓ.
In Fig. 4(c), however, Mℓ rotates counter-clockwise from ℓ = 3 to 6 with the modulus
smaller than ℓ = 1, 2, 7, 8. This sense of rotation is energetically unfavorable for the DM
interaction but favorable to the Zeeman energy.
Figures 5(a)-(d) show Mℓ for D/J
‖ = 0.16 and J⊥/J‖ = 8, which corresponds to
CrNb3S6. The behaviors are similar to those in Fig. 4; Mℓ rotates clockwise with in-
creasing ℓ in Figs. 5(a) and (b) while it rotates clockwise or counterclockwise alternately in
Fig. 5(d). In Fig. 6, we compare the modulus of Mℓ and the angle θℓ for Fig. 5(b) with
those for Fig. 5(d). While the angle θℓ monotonically increases 2π for a period for Fig. 5(b),
it does not grow for Fig. 5(d). Figure 7 shows the phase trajectory (phase portrait in the
terminology of differential equation) for Fig. 5(d).
In Fig. 4(c) and Fig. 5(d), we see that
1. The angle θℓ is confined to the interval |θℓ| < θc with an angle 0 < θc < π/2.
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FIG. 5: (Color online) Spin structures with D/J‖ = 0.16, J⊥/J‖ = 8 (which are the parameters
of CrNb3S6), H/(J
‖S) = 0.0003 for several temperatures (a) T/(J‖S2) = 11.31, (b) 11.3391, (c)
11.33925, (d) 11.339315, where Tc(H)/(J
‖S2) = 11.339317.
2. Mℓ rotates clockwise or counterclockwise alternately.
3. The modulus of Mℓ becomes small during the counterclockwise rotation.
Obviously, the chiral soliton lattice does not have the first two properties but they are typical
properties of fan structure in non-chiral (i.e. Yoshimori-type) helimagnet. The property 3
yields a difference from the conventional fan structure. We thus call the structure with the
above three properties “chiral-fan structure” in the present paper.
This chiral-fan structure can be stabilized when the energy gain of the Zeeman effect
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FIG. 7: (Color online) Phase plane trajectory of the chiral-fan structure with D/J‖ =
0.16, J⊥/J‖ = 8 at H/(J‖S) = 0.0003, T/(J‖S2) = 11.339315.
dominates over the energy cost due to the DM interaction energy
D|Mℓ||Mℓ+1| < H|Mℓ| (11)
in the counterclockwise rotation of Mℓ. This condition is satisfied in the vicinity of the
transition temperature, where |Mℓ| becomes small. The reduction of the modulus in the
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FIG. 8: (Color online) The magnified picture of the phase diagram around the transition temper-
ature at low field. The dashed area between the blue cross symbols and phase boundary is the
chiral-fan region. Parameters are the same as those in Fig. 2.
counterclockwise rotation (listed above as the property 3) can be also understood similarly
in terms of this energetics of competing two energies.
The chiral-fan structure appears in a very small region which is indicated in Fig. 8 as the
colored region sandwiched between the blue cross symbols and phase boundary (red solid
circles).
V. CONCLUSION
We found a fan-type modulation structure, which we call chiral-fan structure, near the
transition temperatures in low fields perpendicular to the propagating direction of the modu-
lation in the uni-axial chiral magnet within the MF theory. In order to examine an underlying
energetics of the fan-type structure, we reconsidered the phase diagram in the whole range
of the magnetic field-temperature plane and added several crossover lines in the spatially
uniform phase (disordered phase) and the modulation phase (ordered phase).
The chiral-fan structure appears near the phase boundary of the instability-type contin-
uous transition at high temperatures and low fields. The solution of the chiral-fan exists
only when the MF equation has no solutions containing any type of the isolated solitons.
The emergence of the chiral-fan structure, the instability-type continuous transition and
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absence of the isolated soliton are commonly attributed to the reduction of the modulus of
the local magnetization near the transition temperature in low fields.
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Appendix A: Linear analysis of asymptotic behavior of isolated soliton
We consider an isolated soliton to be centered at ℓ = 0. We seek for the solution to the
MF equations (3) and (4) and make the ansatz
|Mℓ| =
√
(Mxℓ )
2 + (Myℓ )
2 ∼ Mc + A1e
−κℓ, (A1a)
θℓ ∼ A2e
−κℓ, (A1b)
for ℓ ≫ 1 with A1 and A2 being small. Here the modulus of the moment in the disordered
phase (the spatially uniform phase) Mc is given by the solution of the equation
Mc = Sf(βSHc), Hc = (4J
⊥ + 2J‖)Mc +H. (A2)
Equations (A1a) and (A1b) are equivalent to
Mℓ ∼
(
Mc + A1e
−κℓ,McA2e−κℓ, 0
)
(A3)
up to the linear order of A1 and A2. Substituting (A3) into eq. (3) and using the second
equation of (A2), we obtain
Heff,xℓ = Hc + ((4J
⊥ + 2J‖ cosh κ)A1 − 2DA2Mc sinh κ)e
−κℓ (A4a)
Heff,yℓ =
(
(4J⊥ + 2J‖ cosh κ)A2Mc + 2DA1 sinh κ
)
e−κℓ. (A4b)
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From Eqs. (4) and (A3), it follows that
A1e
−κℓ = f ′(βSHc)βS2(H
eff ,x
ℓ −Hc), (A5a)
McA2e
−κℓ =
McH
eff,y
ℓ
Hc
. (A5b)
Eliminating Heff ,xℓ from (A4a), (A4b) and H
eff ,y
ℓ from (A5a), (A5b), we obtain
(4J⊥ + 2J‖ cosh κ)βS2f ′(βSHc)− 1 −2DMcβS2f ′(βSHc) sinh κ
2D sinh κ (4J⊥ + 2J‖ cosh κ)Mc −Hc



A1
A2

 = 0. (A6)
A nontrivial solution to (A6) exists when
A cosh2 κ+ B cosh κ + C = 0 (A7)
with
A = 4McβS
2((J‖)2 +D2)f ′(βSHc) (A8a)
B = 2J‖
(
(8βS2J⊥Mcf ′(βSHc)−Mc − βS2Hcf ′(βSHc)
)
(A8b)
C = (4βS2J⊥f ′(βSHc)− 1)(4J⊥Mc −Hc)− 4McβS2D2f ′(βSHc). (A8c)
From (A7), we obtain the three cases:
• real κ: discriminant B2 − 4AC > 0 and cosh κ = −B±
√B2−4AC
2A > 1
• pure imaginary κ: discriminant B2 − 4AC > 0 and −1 < −B±
√B2−4AC
2A < 1
• complex κ: discriminant B2 − 4AC < 0,
from which we can draw the crossover lines shown in Fig. 2.
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