Abstract. Possibilistic Defeasible Logic Programming (P-DeLP) is a logic programming language which combines features from argumentation theory and logic programming, incorporating as well the treatment of possibilistic uncertainty and fuzzy knowledge at object-language level. Defeasible argumentation in general and P-DeLP in particular provide a way of modelling non-monotonic inference. From a logical viewpoint, capturing defeasible inference relationships for modelling argument and warrant is particularly important, as well as the study of their logical properties. This paper analyzes two non-monotonic operators for P-DeLP which model the expansion of a given program P by adding new weighed facts associated with argument conclusions and warranted literals, resp. Different logical properties for the proposed expansion operators are studied and contrasted with a traditional SLD-based Horn logic. We will show that this analysis provides useful comparison criteria that can be extended and applied to other argumentation frameworks.
Introduction and motivations
Possibilistic Defeasible Logic Programming (P-DeLP) [1] is a logic programming language which combines features from argumentation theory and logic programming, incorporating as well the treatment of possibilistic uncertainty and fuzzy knowledge at object-language level. These knowledge representation features are formalized on the basis of PGL [2, 3] , a possibilistic logic based on Gödel fuzzy logic. In PGL formulas are built over fuzzy propositional variables and the certainty degree of formulas is expressed with a necessity measure. In a logic programming setting, the proof method for PGL is based on a complete calculus for determining the maximum degree of possibilistic entailment of a fuzzy goal. The top-down proof procedure of P-DeLP has already been integrated in a number of real-world applications such as intelligent web search [4] and natural language processing [5] , among others.
Formalizing argument-based reasoning by means of suitable inference operators offers a useful tool. On the one hand, from a theoretical viewpoint logical properties of defeasible argumentation can be easier studied with such operators at hand. On the other hand, actual implementations of argumentation systems could benefit from such logical properties for more efficient computation in the context of real-world applications. This paper analyzes two non-monotonic expansion operators for P-DeLP, intended for modelling the effect of expanding a given program by introducing new facts, associated with argument conclusions and warranted literals, respectively. Their associated logical properties are studied and contrasted with a traditional SLD-based Horn logic. We contend that this analysis provides useful comparison criteria that can be extended and applied to other argumentation frameworks. As we will show in this paper, expansion operators in an argumentative framework like P-DeLP provide an interesting counterpart to traditional consequence operators in logic programming [6] . Our approach differs from such consequence operators as we want to analyze the role of argument conclusions and warranted literals when represented as new weighed facts in the context of object-level program clauses.
For the sake of simplicity we will restrict our analysis to the fragment of PDeLP built over classical propositions, hence based on classical possibilistic logic [7] and not on PGL itself (which involves fuzzy propositions). The rest of the paper is structured as follows: first in Section 2 we outline some fundamentals of (non-monotonic) inference relationships. Section 3 summarizes the P-DeLP framework. In Section 4 we characterize two expansion operators for capturing the effect of expanding a P-DeLP program by adding argument conclusions and warranted literals, as well as their emerging logical properties. Finally, in Section 5 we discuss related work the most important conclusions that have been obtained.
Non-monotonic Inference Relationships: fundamentals
In classical logic, inference rules allow us to determine whether a given wff γ follows via " " from a set Γ of wffs, where " " is a consequence relationship (satisfying idempotence, cut and monotonicity). As non-monotonic and defeasible logics evolved into a valid alternative to formalize commonsense reasoning a similar concept was needed to capture the notion of logical consequence without demanding some of these requirements (e.g. monotonicity). This led to the definition of a more generic notion of inference in terms of inference relationships. Given a set Γ of wffs in an arbitrary logical language L, we write Γ | ∼ γ to denote an inference relationship "| ∼ ", where γ is a (non-monotonic) consequence of Γ . We define an inference operator C | ∼ associated with an inference relationship, with C | ∼ (Γ ) = {γ | Γ | ∼ γ}. Given an inference relationship "| ∼ " and a set Γ of sentences, the following are called basic (or pure) properties associated with the inference operator C | ∼ (Γ ):
The classical fragment of P-DeLP language L is defined from a set of ground atoms (propositional variables) {p, q, . . .} together with the connectives {∼, ∧, ← }. The symbol ∼ stands for negation. A literal L ∈ L is a ground (fuzzy) atom q or a negated ground (fuzzy) atom ∼q, where q is a ground (fuzzy)
When n = 0, the formula Q ← is called a fact and simply written as Q. The term goal will be used to refer to any literal Q ∈ L. 5 In the following, capital and lower case letters will denote literals and atoms in L, resp. The original P-DeLP language [1] is based on Possibilistic Gödel Logic or PGL [2] , which is able to model both uncertainty and fuzziness and allows for a partial matching mechanism between fuzzy propositional variables. As mentioned before, in this paper, for simplicity and space reasons we will restrict ourselves to fragment of P-DeLP built on non-fuzzy propositions, and hence based on the necessity-valued classical propositional Possibilistic logic [7] . As a consequence, possibilistic models are defined by possibility distributions on the set of classical interpretations 6 and the proof method for our P-DeLP formulas, written , is defined by derivation based on the following generalized modus ponens rule (GMP).
Generalized modus ponens (GMP):
which is a particular instance of the well-known possibilistic resolution rule, and which provides the non-fuzzy fragment of P-DeLP with a complete calculus for determining the maximum degree of possibilistic entailment for weighted literals.
From now on, and if not stated otherwise, we will simply use P-DeLP to actually refer to the non-fuzzy fragment of the original P-DeLP.
Argumentation in P-DeLP
In P-DeLP we distinguish between certain and uncertain clauses. A clause (ϕ, α) will be referred as certain if α = 1 and uncertain, otherwise. Moreover, a set of clauses Γ will be deemed as contradictory, denoted Γ ⊥, if Γ (q, α) and Γ (∼q, β), with α > 0 and β > 0, for some atom q in L 7 . A P-DeLP program is a set of weighted rules and facts in L in which we distinguish certain from uncertain information. As additional requirement, certain knowledge is required to be non-contradictory. Formally:
, where Π is a non-contradictory finite set of certain clauses, and ∆ is a finite set of uncertain clauses. If P = (Π, ∆) is a program, we will also write P Π (resp. P ∆ ) to identify the set of certain (resp. uncertain) clauses in P.
The following notion of argument, very similar to [9, 10] , is an extension of that in argumentation systems by considering the necessity degree which which the argument supports a conclusion.
Definition 3 (Argument. Subargument). Given a program P = (Π, ∆), a set

A ⊆ ∆ of uncertain clauses is an argument for a goal Q with necessity degree
α > 0, denoted A, Q, α , iff: (1) Π ∪ A (Q, α); (2) Π ∪ A
is non contradictory; and (3) There is no
Let A, Q, α and S, R, β be two arguments. We will say that S, R, β is a subargument of A, Q, α iff S ⊆ A. Notice that the goal R may be a subgoal associated with the goal Q in the argument A.
Note that from the definition of argument, it follows that on the basis of a PDeLP program P there may exist different arguments A 1 , Q, α 1 , A 2 , Q, α 2 , . . . , A k , Q, α k supporting a given goal Q, with (possibly) different necessity degrees α 1 , α 2 , . . . , α k . Given a program P = (Π, ∆), we will write P | ∼ A, Q, α to denote that the argument A, Q, α can be obtained from P. Actually, the set Arg(P) = { A, Q, α | P| ∼ A, Q, α } of arguments with respect to a program P can be built by means of the following complete set of procedural rules:
Computing Warrant in P-DeLP
As in most argumentation formalisms (see e.g. [11, 12] ), in P-DeLP it can be the case that there exist conflicting arguments. This is formalized next by the notions of counterargument and defeat.
Definition 4 (Counterargument). Let P be a program, and let
and A2, Q2, α2 be two arguments wrt P. We will say that A1, Q1, α1 counterar-
Defeat among arguments involves a preference criterion on conflicting arguments, defined on the basis of necessity measures associated with arguments. As in most argumentation systems [12, 11] , P-DeLP relies on an exhaustive dialectical analysis which allows to determine if a given argument is ultimately undefeated (or warranted ) wrt a program P. An argumentation line
Definition 5 (Preference criterion ). Let P be a P-DeLP program, and let
. . ] that can be thought of as an exchange of arguments between two parties, a proponent (evenly-indexed arguments) and an opponent (oddly-indexed arguments). In order to avoid fallacious reasoning, argumentation theory imposes additional constraints on such an argument exchange to be considered rationally acceptable wrt a P-DeLP program P, namely:
1. Non-contradiction: given an argumentation line λ, the set of arguments of the proponent (resp. opponent) should be non-contradictory wrt P. Non-contradiction for a set of arguments is defined as follows:
Ai is contradictory.
An argumentation line satisfying the above restrictions is called acceptable, and can be proven to be finite. Given a program P and an argument A 0 , Q 0 , α 0 , the set of all acceptable argumentation lines starting in A 0 , Q 0 , α 0 accounts for a whole dialectical analysis for A 0 , Q 0 , α 0 (i.e. all possible dialogues rooted in A 0 , Q 0 , α 0 , formalized as a dialectical tree, denoted T A0, Q0, α0 ). Nodes in a dialectical tree T A0, Q0, α0 can be marked as undefeated and defeated nodes (Unodes and D-nodes, resp.). A dialectical tree will be marked as an and-or tree: all leaves in T A 0 , Q 0 , α 0 will be marked U-nodes (as they have no defeaters), and every inner node is to be marked as D-node iff it has at least one U-node as a child, and as U-node otherwise. An argument A 0 , Q 0 , α 0 is ultimately accepted as valid (or warranted ) iff the root of T A0, Q0, α0 is labelled as U-node.
Definition 7 (Warrant).
Given a program P, and a goal Q, we will say that Q is warranted wrt P with a necessity degree α iff there exists a warranted argument A, Q, α . We will write P | ∼ w A, Q, α to denote that A, Q, α is a warranted argument on the basis of P.
Logical properties of argument and warrant in P-DeLP
Our aim is to study the behavior of P-DeLP programs in the context of nonmonotonic inference relationships. In order to do this, we will define different inference operators associated with arguments and with warranted goals. As stated in Section 1, we refer to such operators as expansion operators in order to stress the fact that their output is associated with the effect of expanding a given program P given as an input by adding new weighed facts. Formally:
Definition 8 (Expansion operators C , C and C w ). Let P be a P-DeLP program. We define the operators C , C and C w associated with P as follows:
for a goal Q with necessity degree α } Operator C computes the expansion of P by adding new certain facts (Q, 1) whenever such facts can be derived in P via . 8 Operator C computes the expansion of P with new facts corresponding to defeasible knowledge derivable as argument conclusions. C (P) incorporates a new uncertain fact (Q, α) whenever there exists an argument A, Q, α in P. Notice that C may contain contradictory knowledge (i.e. it may be the case that two arguments A 1 , Q, α and A 2 , ∼Q, β could be inferred from a given program P). 9 Finally, operator C w computes a subset of C , namely the expansion of P including all new facts which correspond to conclusions of warranted arguments in P.
Proposition 1. Operators C , C and C w are well-defined (ie, given a P-DeLP program P as input, the associated output is also a P-DeLP program P'). Besides, they satisfy the following relationship: C (P) ⊆ C w (P) ⊆ C (P).
Proof. Given a P-DeLP program P, we want to determine that C (P), C (P) and C w (P) are also programs. From Def. 8, it is clear that all operators return syntactically valid programs as their output. From Def. 2, it remains to check that the strict knowledge C (P) Π (analogously for C (P) and C w (P)) is not a contradictory set of P-DeLP clauses. Let us suppose that C (P) Π is contradictory. By definition of C , this is only possible if P Π is contradictory, which cannot be the case, as P is a P-DeLP program (absurd). Consequently, C (P) is a P-DeLP program. The same line of reasoning applies for C (P) and C w (P). The inclusion relationship C (P) ⊆ C (P) holds as it can be shown that P (Q, 1) iff P| ∼ ∅, Q, 1 . Since every warranted argument is an argument wrt P, a similar analysis applies to conclude that C w (P) ⊆ C (P).
Logical properties for C Proposition 2. The operator C satisfies inclusion and idempotence.
Proof. Inclusion holds trivially, as P ⊆ C (P) ⊆ C (C (P)) by definition of C . Proof for idempotence is not included for space reasons.
Monotonicity does not hold for C , as expected. As a counterexample consider the program P = { (q, 1), (p ← q, 0.9) }. Then (p, 0.9) ∈ C (P), as there is an argument A, p, 0.9 on the basis of P for concluding (p, 0.9), with A ={ (p ← q, 0.9) }. However, (p, 0.9) ∈ C (P ∪{(∼p, 1)}) (as no argument for (p, 0.9) could exist, as condition 2 in Def. 3 would be violated). Semi-monotonicity is an interesting property for analyzing non-monotonic consequence relationships. It is satisfied if all defeasible consequences from a given theory are preserved when the theory is augmented with new defeasible information.
Proposition 3. The operator C satisfies semi-monotonicity when new defeasible information is added, i.e. C (P
Proof. Follows directly from the structure of the inference rules for | ∼ . Suppose P1 | ∼ A, Q, α , and consider a program P 2 such that P Π 2 = ∅. Clearly, A, Q, α can be derived from P1 ∪ P2 by applying the same sequence of steps as in P1| ∼ A, Q, α , since all preconditions in inference rules are defined wrt P Π 1 , the set of strict knowledge in P1, and by hypothesis, (P1 ∪ P2)
Proof. ( Note that the property of right weakening cannot be considered (in a strict sense) in P-DeLP, since the underlying logic does not allow the application of the deduction theorem. Therefore, wffs of the form (x ← y, α) cannot be derived. However, an alternative approach can be intended, introducing a new property in which right weakening is restricted to Horn-like clauses:
Proposition 5. The operator C satisfies (Horn) supraclassicality wrt C (i.e. C (P) ⊆ C (P)), and (Horn) right weakening, (i.e. if (Y, α) ∈ C (P) and
Proof. Supraclassicality follows from Prop. 1. For the case of right weakening, let
Proposition 6. The operator C satisfies subclassical cumulativity, i.e.
Most non-pure logical properties for C do not hold. In particular, C does not satisfy the properties of (LL) left-logical equivalence; (CC) conjunction of conclusions; (LA) left absorption; (RA) right absorption; (RN) rational negation; (RM) rational monotonicity; (DR) disjunctive rationality, as shown next.
LL: Given two programs P 1 and P 2 , C (P 1 ) = C (P 2 ) does not imply C (P 1 ) = C (P 2 ). Consider P 1 = { (y ← , 1) } and P 2 = P 1 ∪ { (x ← y, 0.9) }. CC: Arguments supporting conjunctions of conclusions cannot be expressed in P-DeLP language, as goals are restricted to literals. LA: Consider P = {(Q, α)}, where Q is a literal, α < 1. Then C (C (P)) = C ({(Q, α)}) = ∅ = C (P). RA: Consider the same counterexample given for LA. Analogously, C (C (P)) = C (∅) = ∅ = C (P).
Consider the same counterexample as given for RN. Then
. DR: Clearly, C does not satisfy property (e), as disjunctions cannot be expressed as wffs in the P-DeLP object language.
Logical properties for C w
Next we will analyze some relevant logical properties for C w . Notice that by definition C w satisfies inclusion.
Proposition 7. The operator C w satisfies inclusion.
Monotonicity does not hold, as can be seen from the counterexample used for monotonicity in C ; in that case, (q, 0.9) ∈ C w (P), but (q, 0.9) ∈ C w (P ∪ {(∼p, 1)}). Semi-monotonicity does not hold either for C w , as adding new defeasible clauses cannot invalidate already derivable arguments, but it can enable new ones that were not present before, thus modifying the dialectical relationships among arguments. Arguments that were warranted may therefore no longer keep that epistemic status. Consider a variant of the previous counterexample: let P = { (q, 1), (p ← q, 0.9) }. Then (p, 0.9) ∈ C w (P), as there is an argument A, p, 0.9 on the basis of P. However, (p, 0.9) ∈ C w (P ∪ {(∼p, 0.95)}), as A, p, 0.9 is defeated by B, ∼p, 0.95 , with B ={(∼p, 0.95)}. There are no more arguments to consider, and hence A, p, 0.9 is not warranted. From our current analysis cumulativity and idempotence seem to hold for the C w operator: we have not found any counterexample showing that these two properties do not hold, and we are currently studying the formulation of a proof. In comparison with C such a formal analysis is much more complex, as dialectical trees are not structures that can be recursively defined (notice that subtrees of dialectical trees are not dialectical trees). The reason for this is given by the different dialectical constraints that have to been taken into account (see previous discussion on acceptability in argumentation lines in Section 3).
Conjecture 1
The operator C w satisfies cumulativity i.e. P 1 ⊆ P 2 ⊆ C w (P 1 ) implies C w (P 1 ) = C w (P 2 ).
Conjecture 2
The operator C w satisfies idempotence i.e. C w (P) = C w (C w (P)). 
Proof. Proposition 9. The operator C satisfies subclassical cumulativity, i.e.
Proof. Not included for space reasons.
As for C , most non-pure logical properties for C w do not hold. In particular, C w does not satisfy the properties of LL, CC, LA, RA, RN, RM and DR. In all cases this is based on the existence of counterexamples following the same line of reasoning as for C . Figure 1 summarizes the logical properties discussed before. When analyzing argumentative inference under the operator C , idempotence shows us that adding argument conclusions as new facts to a given program does not add any new inference capabilities. Cumulativity shows us that any argument obtained from a program P can be kept as an intermediate proof (lemma) to be used in building more complex arguments. (Horn) supraclassicality indicates that every conclusion that follows via traditional SLD inference (involving only certain clauses) can be considered as a special form of argument (namely, an empty argument), whereas Horn right weakening tells us that certain rules in P-DeLP preserve the usual semantics for Horn rules (the existence of a certain rule X ← Y causes that every argument concluding Y is also an argument for X). Computing warrant also can be better understood in the light of the logical properties for C w . From Horn supraclassicality it follows that every conclusion obtained from certain clauses is a particular case of warranted literal, whereas Horn right weakening indicates that non-defeasible rules behave as such in the meta-level (a strong rule (Y ← X , 1) ensures that every warranted argument A for (X, α) allow us to ensure that (Y, α) is also warranted. Cumulativity for C w is specially interesting, as we will further discuss in the next Section.
Discussion
Related work. Conclusions
Research in logical properties for defeasible argumentation can be traced back to Benferhat et al. [9, 10] and Vreeswijk [13] . In the context of his abstract argumentation systems, Vreeswijk showed that many logical properties for non-monotonic inference relationships turned out to be counter-intuitive for argument-based systems. Benferhat et al. [9] were the first who studied argumentative inference in uncertain and inconsistent knowledge bases. They defined an argumentative consequence relationship A taking into account the existence of arguments favoring a given conclusion against the absence of arguments in favor of its contrary. In contrast, the | ∼ relationship proposed in this paper takes into account any possible argument derivable from the program. In [9, 10] the authors also extend the argumentative relation A to prioritized knowledge bases, assessing weights to conclusions on the basis of the π -entailment relationship from possibilistic logic [7] . A direct comparison to our | ∼ w relationship is not easy since we are using a logic programming framework and not general propositional logic, but roughly speaking while π takes into account the inconsistency degree associated with the whole knowledge base, our logic programming frame allows us to perform a dialectical analysis restricted only to conflicting arguments related with the query being solved. More recently there have been generic approaches connecting defeasible reasoning and possibilistic logic (e.g. [14] ). Preference-based approaches to argumentation have been also developed, many of them oriented towards formalizing conflicting desires in multiagent systems [15, 16] . Part of our current work involves studying the formalization of expansion operators for such contexts.
In [11] some examples are informally presented to show that argumentation systems should assign facts a special status, and therefore should not be cumulative. In the particular case of cumulativity and idempotence we have conjectured that they hold in the context of P-DeLP. Should such conjectures be true, this would provide an interesting result in comparison with [11] , as it would mean that warranted conclusions (Q, α) in a given program P could be introduced as new uncertain facts, speeding up computation of new future queries. However, such facts would not have the same epistemic status as discussed in [11] , where warranted conclusions are analyzed as certain facts for the study of cumulativity.
We have shown that P-DeLP provides a useful framework for making a formal analysis of logical properties in defeasible argumentation under uncertainty. We contend that a formal analysis of defeasible consequence is mandatory to get an in-depth understanding of the behavior of argumentation frameworks. Expansion operators provide a natural tool for characterizing that behavior, as well as useful criteria when developing and implementing new argumentation frameworks or assessing their expressive power.
