Abstract
Many biological and biochemical measurements, e.g. the \ tness" of a particular genome, or the binding a nity to a particular substrate, can be treated as a \ tness landscape", an assignment of numerical values to points in sequence space (or some other con guration space). As an alternative to the enormous amount of data required to completely describe such a landscape, we propose a statistical characterization, based on the properties of a random walk through the landscape, and, more speci cally, its autocorrelation function. Under assumptions roughly satis ed by two classes of simple model landscapes (the N-k model and the p-spin model) and by the landscape of estimated free energies of RNA secondary structures, this autocorrelation function, along with the mean and variance of individual points and the size of the landscape, completely characterize it. Having noted that these and other landscapes of estimated replication and degradation rates all have a well de ned correlation length, we propose a classi cation of landscapes depending on how the correlation length scales with the diameter of the landscape. The landscapes of some of the kinetic parameters of RNA molecules scale similarly to the model landscapes introduced into evolutionary studies from other elds, such as quadratic spin glasses and the traveling salesman problem, but the correlation length of RNA landscapes are considerably smaller. Nevertheless, both the model and some of the RNA landscapes satisfy a test of self-similarity proposed by Sorkin (1989) .
Towards a statistical characterization of tness landscapes
The notion of a \value" or \ tness landscape" is one of the most powerful concepts in evolutionary theory. Implicit in this idea | which, by now, has been discussed by many authors, beginning with Wright (1932) , and including Maynard-Smith (1970), Eigen (1971 Eigen ( , 1985 , Eigen & Schuster (1978) , Schuster & Swetina (1982) , Schuster (1986 Schuster ( , 1987 , Fontana et al. (1987 Fontana et al. ( , 1988 is a collection of genotypes arranged in an abstract \sequence space", with each genotype \next to" those other genotypes di ering from the original by a single mutation. This space and the numerical tness values assigned to each genotype via some measurable phenotypic characteristic constitutes the tness landscape. One of the most natural applications of this metaphor is to describe the \ tness" of individual molecules in performing a speci c function, such as (a protein) binding to a particular ligand, or RNA replication in vitro. Other examples, the ones of greatest interest in this paper, are the free energies of RNA secondary structure folding and the rates of RNA replication and degradation. The geometrical structure underlying each of these examples is a discrete regular lattice whose dimension, , is the same as the length of the sequence. Each point in the most realistic model of an RNA landscape would have 3 neighbors, one for each of the 3 bases that could be substituted at each site. Such lattices are, of course, extremely di cult to visualize, but, fortunately, the essential features of these landscapes are re ected in the much simpler geometry of the Boolean hypercube shown in Figure 1 . In fact, precisely this geometry | the lattice formed by the vertices of a dimensional cube | is obtained when an RNA sequence is assumed to consist either of unspeci ed purines and pyrimidines, rather than speci c bases, or if pure GC-sequences are considered. In either scenario, the molecule is essentially being modeled by a string of \bits", each of which can only assume two discrete values, which we might as well label \0" and \1".
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It has long been known that evolutionary dynamics on a given landscape depends crucially on its statistical structure. For example, Eigen et al. (1989) argue that the standard Darwinian assumption of random mutation must be re-examined for landscapes in which tness values are not distributed randomly in sequence space. Instead, tness landscapes with the distinct \mountainous" and at regions familiar from terrestrial landscapes will sometimes have \ridges" of high tness connecting pairs of local optima. Even if any single individual on such a ridge has the same probability of mutating as a single individual in the lowlands, their di erence in tness and thus in frequency guarantees that more mutant copies of individuals on the ridge will appear. The tness di erence between individuals on and o the ridge will amplify this disparity, and the population will tend to ow along the ridge. The resulting stationary population distribution can therefore contain \ ngers" that protrude long distances in sequence space, possibly as far as another local optimum. If the known replication and mutation rates for viruses are used in numerical estimates of populations on and o the ridges, the individuals populating the \ ngers" are many orders of magnitude more numerous.
As a rst step towards describing the geometry of RNA tness landscapes, Eigen et al. (1989) proposed that they were \self-similar". The purpose of the present paper is to understand this claim in the context of a general mathematical theory, and thus show the precise sense in which the claim is true for model RNA tness landscapes. Our approach involves the study of correlations between the tnesses of various points on the landscape. The need for a statistical description of what is, in principle, a deterministic phenomenon is explained in the following paragraphs.
The most obvious method of specifying a tness distribution, which would involve simple enumeration of the tnesses of each genotype, is inadequate because the number of genotypes | and therefore the amount of data { 3 { required for the speci cation | grows exponentially with the size of the landscape (Even for the simple dimensional binary landscapes discussed above, there are 2 vertices on the hypercube.) Simple enumeration also fails to capture the interrelationships between neighboring tness values. It is therefore preferable to characterize landscapes by easily measurable statistical properties. The conceptual foundation behind this approach is the view that the landscape is just one exemplar chosen from an ensemble of possible landscapes, an approach that generalizes the notion of a random variable to a random landscape. We adopt this approach for much the same reasons that the ensemble concept is used in statistical thermodynamics: the measurement of every free energy on the landscape | like the deterministic description of individual atoms in a gas | would require an unperformable number of measurements. Furthermore, such detailed information does us no good even if we had it because we are really interested in global, rather than local properties.
The statistical approach has a long history in condensed matter physics, in which it has been used to model the properties of alloys with unusual magnetic properties known as spin glasses. One such model is the SherringtonKirkpatrick (SK) (Sherrington & Kirkpatrick 1975) , which speci es the Hamiltonian, H, i.e. the total energy of the spin vector = ( 1 ; 2 ; : : : ; N ). Here, it is customary to de ne the individual spins i 2 f?1; +1g (rather than 0 and 1). The explicit form of the model is
where the coe cients J ij are independent random samples from some probability distribution. In the simplest case, the mean of the J's is zero and their variance is O(N ?1 ), thus guaranteeing that typical values of H are O(1). { 4 { Anderson (1983) proposed that RNA landscapes are \in the same universality class" as spin-glass models, and, in particular, the SK-model. Their proposal was based on the observation that the SK model has an important property that might be expected of biological tness landscapes | that of con icting constraints on tness (i.e. \frustration"), leading to many local tness maxima. This observation also leads to the interchangeability of the biological term \ tness landscape" and the physical term \energy landscape" in this paper.
However, the crucial assumption has been made in the formulation of spin glass models, in general, and the SK model in particular; namely, that the energy \landscape" is determined primarily by pairwise interactions between spins. This need not | and, as we will see below, is not | true for RNA tness landscapes. We must therefore consider a broader class of models.
There are both theoretical and empirical reasons to assume that tnesses on the landscape have a joint Gaussian distribution. From the theoretical point of view, the tnesses are determined by adding a large number of relatively independent factors of approximately equal strength. Under surprisingly general assumptions | even more general than the usual hypothesis of statistical independence | the Central Limit Theorem guarantees that such sums are approximately normal. (See, for example, Breiman 1986) The free energies and replication rates of randomly chosen sequences in plausible RNA landscapes appear to be normally distributed for su ciently large chain length , a result to be discussed in more detail in Fontana et al. (1993) .
At rst glance, the Gaussian assumption complicates matters, because estimates of O(N 2 ) covariances, as well as estimates of the N means must be
made. An additional assumption is required. The simplest possible assumption is that all of the tnesses are independent Gaussian random variables,
and that no additional information about a tness value can be gleaned from a knowledge of neighboring tnesses. This landscape, known to the physics community as the \random energy model" (Derrida 1981 (Weinberger , 1991a (Weinberger ,b,c, 1992 , that is, according to the formula
where is the correlation between the neighboring points p and p 0 , F(p) and F(p 0 ) are their respective tnesses, and the random variable F is chosen independently from the same Gaussian distribution for each pair of points. This condition guarantees that the sequence of tnesses obtained by a random walk in any direction will have the same statistical properties; hence, such a landscape is \statistically isotropic".
Because all of the correlation information about a given tness can be obtained from its nearest neighbors, AR(1) landscapes are \maximally disordered," in the sense that the time series obtained by looking at the tnesses along a nonself-intersecting walk has maximum entropy out of all statistically isotropic, Gaussian landscapes with a given correlation coe cient . This fact follows immediately from the Markovian nature of the AR(1) process. We also note that the autocorrelation function of a nonself-intersecting random walk on an AR (1) where ' sd denotes probability that a random walk of s steps begins and ends in two sequences with Hamming distance d ). The coe cients ' sd can be obtained recursively for a free random walk on a sequence space (Fontana et al. 1991) . For the Boolean Hypercube one nds
Note that R(1) = R(1). While R(s) is much easier to obtain in numerical experiments, R(d) is readily accessible for model landscapes.
As an aide to our intuition, the next two sections of this paper consider two simple model landscapes, the N-k model (Kau man et al. 1988, 1989) and the p-spin model (Amitrano et al. 1989 ), both of which are roughly AR (1) . Because the p-spin model has more structure than the N-k model, the deviations from an exponential autocorrelation function are more marked, but only somewhat more. We conclude that our approach is robust with respect to perturbations of the underlying model. In the fourth section, we show that these landscapes have qualitatively the same statistical properties as the model RNA landscapes introduced by Fontana and Schuster (1987) , because they, too, are roughly AR(1).
With these three landscape exemplars in hand, we return in the nal section of this paper to the self-similarity question. We argue that landscapes { 7 { fall into qualitatively distinct classes, depending on how their correlation length scales with the overall size of the landscape. If the correlation length is proportional to the diameter of the landscape, which is, in fact the case for the N-k, p-spin, and some of the RNA landscapes, correlations exist on all length scales. Such landscapes have much in common with Brownian motion and can properly be called self-similar. In particular, AR(1) landscapes exhibit an independence of increments between neighbors that has the avor of the independence of increments in Brownian motion.
The N-k Model
The N-k model assigns a real valued \ tness" to the bit string b by rst assigning a real valued \ tness contribution", f i , to the i th bit, b i , in b.
Each such assignment depends, not just on i and the value of b i , but also on 0 k < N other bits, which we call its \neighbors". The tness contribution of each site is a random function, f i (s i ), of the substring, s i , formed by the i th bit and its k neighbors. f i (s i ) is assigned by selecting an independent random variable from some distribution, such as the uniform or Gaussian distributions, for each of the 2 k+1 possible values of s i , thus generating a \ tness table" for the i th site. There is a di erent, independently generated table for each of the N sites. Then, given any string of N bits, the total tness of the string, F, is de ned as the average of the tness contributions of each site; that is,
(See g. 2 for a pictorial description of the model.) The use of a probability distribution in assigning the tness contributions can be interpreted either as an admission of ignorance of the true nature of the complex couplings { 8 { Figure 2 : Graphical representation of the N-k model for N=8, k=2, adjacent neighborhoods, showing the tables used for computing the 5 th and 6 th site tnesses, but not the others, because they are computed by a similar procedure. In the 8 bit string whose tness is to be computed, the substring consisting of bits 4, 5, and 6 is \101", so the the 5 th site tness is 0.73, as per the underlined entry in the table at left. Similarly, the substring consisting of bits 5, 6, and 7 is \010", so the 6 th site tness is 0.29. In general, there will be 2 k+1 entries in these tables. The i th of the N tables is indexed by the k+1 bit substring formed by concatenating bit i with its k \neighbors". between the bits or as an attempt to capture the typical statistical properties of a wide class of landscapes with k interconnections per bit.
One other aspect of the N-k model must be speci ed; namely, the way in which the substrings, s i , are chosen. The simplest | but not the only | way of choosing neighbors, at least for even k, is to use the k sites adjacent to site i; that is, the bits at sites i ? k=2 through i + k=2. As in the original formulation of the model, we introduce periodic boundary conditions to assign neighbors to sites i with i k=2 and i N ? k=2. In other words, we assume that the sites are arranged in a circle, such that site N is next to site 1. (Periodic boundary conditions are chosen because they minimize chain length dependent end e ects and because we are interested in bulk properties only). This choice of neighbors gives rise to a class of short range spin glasses. Alternatively, we could assign the neighbors by randomly selecting, for each site i, k other sites, a de nition that also makes sense for odd k.
This assignment of neighbors makes the model similar to a long range, dilute spin glass. Rather surprisingly, local features of the landscape | the height of local optima, and the length of typical \up hill" walks through a series of tter neighbors to these local optima | were remarkably insensitive to the details of how the k + 1 bit substrings were chosen in computer simulations (Kau man et al. 1988 (Kau man et al. , 1989 ).
{ 9 { Weinberger & Stadler: Fractal Fitness Landscapes
We note that tuning k alters the ruggedness of N-k landscapes, which gives us hope that the N-k model can do a better job than the SK model in capturing the statistical properties of RNA landscapes. The details of what happens for 1 k N are described in (Weinberger 1991a ).
For both the adjacent and random neighbor models, the autocorrelation function has been computed exactly: for the adjacent model (Weinberger 1992 It follows that all three landscapes have roughly the same statistical properties; that is, those described by the corresponding AR(1) landscape.
The p-Spin Model
The p-spin model outlined in this section has been proposed by Amitrano et al. For the N-k-model the characteristic length is given by 2) Formation of the 3D tertiary structure from the planar pattern. The reason for this decomposition is that the intramolecular forces stabilizing the secondary structures | base pairing and base pair stacking | are much stronger than those accounting for the particular spatial arrangement. Thus the free energy for the formation of the entire spatial structure can be estimated by the free energy for the formation of the secondary structure. The dominant role of the secondary structure is well documented in nature by the conservation of secondary structure elements in evolution (Cech 1988) .
At present there are no reliable models for the prediction of tertiary structure, whereas e cient algorithms exists for the prediction of the secondary structure (Zucker 1984 , McCaskill 1990 ). The assumption built into these algorithms through the de nition of the secondary structure are: 1) Secondary structures are planar graphs, i.e. there are no knots.
2) Pseudo-knots and triple-helices are considered as part of the tertiary structure. 3) Secondary structures can be partioned into elements contributing additively to the thermodynamic properties. All non-additive contributions are attributed to the tertiary structure. The structural elements of secondary structures are 1) stems or stacks, the double-helical regions, 2) loops and bulges consisting of internal unpaired bases, 3) joints, which are stretches of unpaired digits joining freely movable substructures, and 4) free ends.
It is this additivity of the contribution of the structural elements, which suggest a priori a similarity of the RNA folding landscapes with the much simpler p-spin and N-k models.
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Fontana and co-workers (1987, 1988) proposed simple estimates of replication rate and degradation rates of RNA in vitro based on the following principles:
1) Replication operates on single strands (Biebricher et al. 1984 ).
2) Unzippering of helices is cooperative (P orschke 1977).
3) The hydrolytic degradation reaction is not cooperative. 4) As a rst approximation, sequence speci city is neglected, except to the degree that it determines secondary structure, so that rate constants depend only on secondary structure. The replication and degradation estimates themselves are given by
respectively. n j (I k ), u j (I k ) and N j (I k ) denote the number of base-pairs in stack j of sequence I k , the number of nucleotides in loop j and the number of unpaired digits in joints and free ends, respectively. The remaining symbols are constants. For details see Fontana & Schuster (1987) . The e ective replication rate E(I k ) is obtained as the di erence of replication and degradation rate. Extensive numerical studies of the free energy landscape and the three kinetic landscapes have recently been performed (Fontana et al. 1991) for both the full AUGC-landscape, i.e. for molecules composed of all four bases, and the restriction to GC-only sequences of given length N. The con guration space of the GC-only space is isomorphic to the Boolean Hypercube and thus with the con guration spaces of both the Nk-model and the p-spin for both the full and the restricted alphabet can be summarized as follows (Fontana et al. 1991 (Fontana et al. , 1993 The G-landscapes are nearly AR(1) for both the full and the restricted alphabet The autocorrelation function of the kinetic landscapes deviate significantly from a single decaying exponential. The deviations are small enough, however, to de ne an approximate \characteristic lengthscale" by R( ) = e ?1 .
The correlation length of the free energy landscapes scales linearly with the sequence length N for both alphabets.
The kinetic constants do not scale with N in GC-space, but appear to be bounded above.
In the GCAU case the correlation length of the functions E and D seem to scale linearly with N, whereas A probably saturates.
There is a partial, but not exact, symmetry between the secondary structures of two complementary RNA strands. Because similar structures usually exhibit similar kinetic and thermodynamic properties, and because the only sequences separated by a distance N are complementary, assuming the GC-only alphabet, we expect R(N) 0. Complementarity plays a much smaller role in GCAU-case. Table 1 
N=5
It also explains why Eigen et al. (1989) were unable to t RNA kinetic data to an SK landscape: the two landscapes have signi cantly di erent statistical structures.
Theory of Random Fractal Landscapes
In this section, we discuss the connection between landscape correlation and self-similarity (i.e. \fractalness"), thus establishing the precise meaning of this last term. We conclude with some comments on the constraints that our results place on models of RNA tness landscapes.
We start with a de nition of a random fractal landscape taken directly from Sorkin (1988) , who built on the idea of fractional Brownian motion (Voss 1986 ). In order to make the present paper accessible to a wider audience, we include a motivation of this de nition and a discussion of some relevant technical details in an Appendix.
De nition. A landscape is fractal if hkX i ? X j k 2 i / d 2h (i; j); where the two con gurations i and j with normally distributed tnesses X i and X j , respectively, are separated by a distance d(i; j).
In other words, the variance of the di erence between the tnesses of two con gurations scales as a power law with their distance from each other. As a practical matter, the distance between con gurations for any nite { 18 { con guration space is bounded, so that Sorkin's de nition makes sense only for distances small compared to this upper bound. We call this bound the diameter of the con guration space, which we denote diam C. Because the corresponding nonself-intersecting random walks would not be Markovian and would therefore violate the maximum entropy condition discussed in the introduction, we conjecture that they will rarely, if ever, be found.
We emphasize that, in the same approximation in which class I landscapes are fractal, they are also AR (1):
One may express this as: \An AR(1) landscape is fractal i the correlation length is proportional to the diameter of the landscape". If this is true, there are correlations on all length scales, and, as is the case with Brownian motion, there is no preferred length scale.
Note also that the classi cation scheme presented above applies to landscape geometries as di erent from the hypercube as the con guration space For evolutionary modelling in general and RNA landscapes in particular, the main conclusion is that model landscapes must be no smoother than class I landscapes, which we expect to be typical. Indeed, previous sections show that is determined by a xed number of interactions per site (i.e. k in the N-k model, or p in the p-spin model), divided by the diameter of the landscape. However, some kinetic properties of biological macromolecules seem to be even more sensitive to changes in the sequences, so that there might well be kinetic landscapes which are as rugged as the model proposed by Fontana et al. (1991 Fontana et al. ( , 1992 Fontana et al. ( , 1993 for GC sequences. Recent results by Tacker et al. (1992) suggest that landscapes of rate constants generically are class II landscapes. In any case, landscapes appropriate for evolutionary { 22 { modelling should probably be considerably more rugged than the spin glass landscapes used by Anderson (1983) and others (see e.g. M ezard et al. 1987) .
In addition to its role in characterizing the statistics of landscapes, and thus the dynamics of evolutionary optimization on them, the correlation length of a landscape re ects the computational di culty involved in nding its global optima. The qualitative di erence between relatively uncorrelated RNA folding landscapes and previously studied, more highly correlated landscapes suggests that there are at least two classes of landscape optimization problems, and that, perhaps, di erent strategies should be employed for each class.
So-called fractional Brownian motion, X h (t), is a generalization of Brownian motion process, X 1=2 (t), that retains self-similarity. More speci cally, from which it follows that the two increments h (t; t 1 ) and h (t 2 ; t) are negatively correlated for h < 1=2 and positively correlated for h > 1=2.
The idea of fractional Brownian motion can be generalized, rst to multidimensional Euclidian spaces, and then to high dimensional discrete spaces. The generalization to multi-dimensional Euclidian spaces is straightforward, provided we understand that the argument of the Gaussian random function X h is now an M-dimensional vector z, rather than the scalar, t. M dimensional fractional Brownian \motion" is thus a surface in IR M+1 , the set of all In other words, a multi-dimensional fractional Brownian motion cut by a plane is the scalar version of fractional Brownian motion discussed above. It was this observation that motivated Sorkin to consider what happens when the cut is, itself, a fractal surface. More precisely, Sorkin replaced z(t) = tz 0 by a \random walk" (or \regular" Brownian motion). He was then able to show that a random walk through the multi-dimensional Euclidian fractal X h (z) is, itself, a random fractal with scaling parameter h 0 = h=2. adjacent neighborhoods, showing the tables used for computing the 5 th and 6 th site tnesses, but not the others, because they are computed by a similar procedure. In the 8 bit string whose tness is to be computed, the substring consisting of bits 4, 5, and 6 is \101", so the the 5 th site tness is 0.73, as per the underlined entry in the table at left. Similarly, the substring consisting of bits 5, 6, and 7 is \010", so the 6 th site tness is 0.29. In general, there will be 2 k+1 entries in these tables. The i th of the N tables is indexed by the k + 1 bit substring formed by concatenating bit i with its k \neighbors". constructed by the following iteration scheme starting with the unit interval: each segment is partitioned into 3 pieces and the middle one is replaced by a^-shaped spike the length of the edges of which equal the length of the replaced segment. The fractal dimension of this curve is thus log 4= log 3.
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