In this paper, we compare and analyze clustering methods with missing data in health behavior research. In particular, we propose and analyze the use of compressive sensing's matrix completion along with spectral clustering to cluster health related data. The empirical tests and real data results show that these methods can outperform standard methods like LPA and FIML, in terms of lower misclassification rates in clustering and better matrix completion performance in missing data problems. According to our examination, a possible explanation of these improvements is that spectral clustering takes advantage of high data dimension and compressive sensing methods utilize the nearto-low-rank property of health data.
I. INTRODUCTION

A. Clustering Analysis
A vast array of literature has explored clustering techniques and missing data issues in both mathematics and public health research. Clustering refers to the separation of data into meaningful groups so that data within each group is similar.
The Latent Profile Analysis (LPA) method is a common approach in health behavior research to identify unobserved classes of participants and explain the pattern of responses [11] , [15] , [5] , [13] . Many current software packages use an iterative expectation maximization (EM) algorithm to estimate the parameters [16] . The EM algorithm and other variants have both advantages and drawbacks for estimation of the LCA parameters. The algorithms are sensitive to the initial values of the parameters with the potential for local solutions, and the EM approach does not estimate standard errors. Model identification, the issue of whether there is sufficient information to estimate the parameters [11] , and subjective model fit selection are also drawbacks to these approaches.
Spectral clustering (SC) is a geometric method that can identify relationships in the data (here we consider n individuals each with d variables) that are non-linear [14] , [19] , [12] , [20] . Here, one designs a similarity measure to form a Laplacian matrix from the data. A typical normalized Laplacian matrix L ∈ R n×n is defined by
where W is the symmetric weight matrix whose (i , j )th entry corresponds to the similarity between individuals i and j , and the degree matrix D has diagonal entries D i i = j W i j . Spectral clustering computes the eigenvectors of this Laplacian which form a lower dimensional, linear separable representation of the dataset [18] .
In the dataset from Section II-A, the unsorted and sorted eigenvector (from the second largest eigenvalue) entries are shown in Figure 1 . Since each entry of the eigenvector corresponds to an individual, we may use the values of these entries to separate the individuals into clusters. In this case, the threshold to designate different clusters seems to be y = 0, as plotted in red. For more than two clusters, one can instead run k-means [14] , [20] on this data to identify the clusters. In Figure 2 , we show the comparison of the spectral clustering results and that of the actual (randomly generated) clusters on right. 
B. Missing Data
In many large scale applications, data is incomplete. For example, participants may be unable or unwilling to complete an ongoing survey, or participants may be randomly assigned different blocks of questions to increase the variety of constructs assessed.
1) FIML: Full Information Maximum Likelihood (FIML) [10] , [8] aims to maximize the likelihood of the imputed data using replications or by auditioning combinations of parameter estimates [9] . The former procedure has a practical limit on the number of variables, and both rely on assumptions such as normality, which when violated can result in biased parameters. Both approaches also risk convergence to local maxima resulting in poor parameter estimates.
The FIML estimator implemented in common statistical software packages maximizes a likelihood function that is the sum of n case-wise likelihood functions. A likelihood function is calculated for each observation or individual. The function measures the discrepancy between the current parameter estimates and the observed data for the i th case. The function is maximized assuming multivariate normality:
The vector of complete data for case i is represented by the term x i , and the vector of estimated means for those variables that are observed for case i is the term μ i . A constant, K i depends upon the number of complete data points for case i . Only those variables that are observed for case i are used to calculate the determinant and inverse of Σ i . The discrepancy function for the entire sample is calculated by summing over the n case-wise functions:
It is assumed that missing values for X are conditionally dependent on other observed variables in the data. Probability values for the missing data are implied during the parameter estimation process by incorporating vectors of partially complete data in the individual-level likelihood functions. This is analogous to using multiple regression of X on other variables to generate predicted scores for the missing data. The FIML estimate does not impute missing values, however, but uses all available raw data to directly estimate parameters and standard errors for the model.
2) Compressive Sensing: Compressive sensing (CS) is a new and fast growing field in applied mathematics. The CS application matrix completion demonstrates that a (nearly) low-rank matrix can be completed accurately and robustly from observation of only a few of its entries by solving a nuclearnorm minimization problem [1] , [3] , [6] . A typical format of this optimization problem is
where the nuclear norm ||X || * = n k=1 σ k (X ), M is the matrix we wish to recover, and Ω is the set of locations of observed matrix entries in M . This popular convex relaxation of the rank minimization problem is feasible and commonly used in matrix completion, since minimization of the rank of X is NP-hard due to its combinatorial nature.
When the underlying matrix is low-rank, matrix completion completes the data matrix provably well from a small number of possibly noisy observations [4] , [7] , [17] . To quantify how exact the method recovers the matrix, we generate two 1000 × 300 matrices with rank 2 and 10 and remove 20%, 40%, 60%, and 80% of the data purposefully. The entries are random values that follow a standard normal distribution. The matrix completion results are presented in Table I and Table II . We measure the recovery error between the actual matrix X and the recovered matrixX by the Frobe- nius norm X −X F , the relative Frobenius norm X −X F / X F , and the spectral norm X −X .
In public health data, especially the data from surveys or investigations, one expects the data to be low-rank or approximately low-rank, because there are a small number of underlying factors that influence human opinion and behavior. In this paper, we empirically investigate the use of matrix completion with spectral clustering to cluster incomplete data, and compare to standard FIML and LPA methods. From these studies, we find that the combination of compressive sensing and spectral clustering methods can offer better performance than standard methods currently used in health data research.
II. EMPIRICAL RESULTS
A. Experiments on Clustering Analysis
We first use simulated data to compare the clustering performance of spectral clustering and LPA. First, we generate two-dimensional points whose x and y values follow a normal distribution with mean 0 (for one cluster) or a > 0 (for the other cluster) and variance 1. As a increases, we expect clustering to be more successful, because the difference between clusters is more obvious. We define the correct classification rate (CCR) as the ratio of the number of correctly clustered points over the total number of points in each trial.
We simulate 40 different data sets for each value of a, and use these 40 trials to compute the rates of each method. In Figure 3 , we show the mean CCR for datasets that contain two equally sized clusters, with approximately 250 observations in each cluster. Figure 4 , however, illustrates the CCR from datasets that contain unequal sizes of clusters, where one has approximately 25 (5%) observations and the other has approximately 475 (95%) observations. This experiment aims to test how well spectral clustering and LPA classify observations in situations with different clustering complexity and relative size of clusters. We observe that both methods have increasing CCR for larger a, and that spectral clustering has a higher correction rate when the distance between centroids is small (for equally sized clusters) and for unequally sized clusters. Overall, spectral clustering seems to offer improvements over LPA in this setting. A detailed summary of results for equal cluster sizes is shown in III. When a ≥ 2, where the (spatial) distance between centroids is greater than 2.828, the CCR of both methods exceed 90%, but spectral clustering has lower standard deviation of estimation. 
B. Experiments on Missing Data
Missing data is an important part of real-world health data analysis. There is an obvious difference in how FIML and compressive sensing handle this problem. FIML does not recover missing data or interpolate unknown values to incomplete data entries, while matrix completion does precisely this. Given this difference, it is hard to compare the performance of FIML and compressive sensing directly, so we instead use their results to cluster. We compare the correction rates of the following three methods, a) FIML combined with LPA, b) matrix completion followed by LPA, and c) matrix completion followed by spectral clustering.
By comparing methods a) and b), we can compare the relative performance of FIML and matrix completion, because the clustering methods are the same (LPA). Therefore the correct classification rates will reflect how well these two methods handle missing data. The results of b) and c) will strengthen the conclusion from part a), where the two different clustering methods are compared.
We generate 40 data sets of 1000 (the number of individuals) by 100 (the number of variables) matrices. One can imagine the 500 × 100 top half of the matrix corresponding to one cluster, and the bottom half to the other. The bottom half has standard normally distributed entries, whereas the top half has normally distributed entries with variance 1 but with varying means; the first ten columns have mean 0.1, the next 10 have mean 0.2, and so on, so that the last ten have mean 1.0 (we do this to introduce more variety within the cluster). We remove entries from the matrix uniformly at random to create missing data.
In Figure 5 , we observe that the correct classification rate is higher for method b) than for method a). This indicates that matrix completion may handle missing data better than FIML in this setting. Additionally, method c) is better than both, suggesting that matrix completion coupled with spectral clustering may offer even better performance. There is of course a computational tradeoff, but for methods where accuracy is the priority, matrix completion coupled with spectral clustering may offer improved performance over standard methods.
C. Application to Real Public Health Data
We next compare the above methods on real public health data. The data is obtained from the teen California Health Interview Survey (CHIS) from 2009. CHIS is one of the largest surveys in the nation and is conducted and maintained by the UCLA Center for Health Policy Research and its collaborators. CHIS obtains data via phone interviews on extensive health related items such as health status, health conditions, health-related behaviors, health insurance coverage, access to health care services, and other health and health related issues [2] .
One major difficulty of analyzing the clustering techniques on real data is that there is not an obvious ground truth to which to compare. To over come this, we first eliminate irrelevant variables such as individual's serial number and zip code. This yields a data matrix with 3379 individuals and 144 variables. Then we apply both spectral clustering and LPA, and identify those individuals who were clustered in the same way by both methods. This left 2836 individuals as the "consistent population", which is 83.93% of the original data. Next, we sample 1000 individuals (without replacement) among this consistent population, and repeat this process 40 times. In each of these 40 trials, we randomly remove 10%, 30%, and 50% of the entries to mimic missing data. Finally, we apply matrix completion/spectral clustering and FIML/LPA and compute the mean CCR using the consistent clusters as ground truth for each approach.
The averaged rates are illustrated in Figure 6 . Though as expected the correct classification rates decrease monotonically, the rate of compressive sensing/spectral clustering seems to decay at a much slower speed than that of FIML/LPA. Regardless, these two approaches overall generate quite reliable outcomes, even when the proportion of missing data reaches as large as 50%. 
III. SUMMARY
Using two groups of simulated data, we observe that spectral clustering may be preferable to LPA, and that compressive sensing methods may have an advantage over FIML in giving the recovered data matrix explicitly, taking advantage of nearly low-rank data.
The contribution of this paper is to bring two methods from applied mathematics into health behavior research, and verify their advantages over traditionally used methods. Our future research direction is to further compare the performance of these methods on real health (and other types of) data, and aim to identify in what settings each type of method is preferred. This identification can aid in the design of health data surveys allowing for intentional missing data, thereby reducing participant burden and cost.
