Abstract The simplicity of the point-source stochastic simulation method makes it one of the most appealing tools for the quantification of ground motions for seismic hazard related studies. In this article, we scrutinize the limitations of this technique in terms of fundamental geophysical model parameters. To achieve this objective, we use the estimations of recent Next Generation Attenuation (NGA) and European empirical ground-motion models that are based on global strong-motion databases. The generated synthetics account for the local nonlinear soil effects through 1D site-response analysis. Thus, apart from our major objective, we also derive a probability-based soilprofile model that considers the random variation of shear-wave slowness as a function of depth. We discuss the critical variations of dynamic material properties, such as shear modulus and material damping, during the site-response analysis. We generate a total of 6000 synthetic records with a magnitude range of 5:0 ≤ M w ≤ 7:5 and sourceto-site distances (d) less than 100 km. The site class of the synthetics is defined by the average shear-wave velocity of the upper 30 m soil profile (V S30 ), with V S30 values ranging between 180 m=sec and 1500 m=sec. Our analysis indicates that synthetics that are generated using R hyp (hypocentral distance) as the reference distance metric may fail to describe compatible variations of ground-motion demands with respect to global ground-motion prediction equations (GMPEs), particularly for small-magnitude and short-distance recordings. The performance of synthetics for these latter cases can be improved if one uses R rup (shortest distance from the fault rupture). Our inspections on the frequency-domain behavior of synthetics reveal that they can be reliably used in spectral calculations for periods up to 20 sec. Within the context of this article, we also present a simple baseline correction method to obtain reliable ground displacements from the synthetics that are subjected to site-response analysis.
Introduction
Seismic hazard analysis, in a global sense, requires the development of seismological and engineering tools to estimate the strong-motion parameters for the purpose of earthquake resistant design or seismic performance assessment. Consequently, reliable seismological input (usually the strong ground motion) is an important component in seismic hazard analysis because it describes the prominent features of expected motions. Current strong-motion databanks (e.g., Pacific Earthquake Engineering Research Center 1 , Consortium of Organizations for Strong Motion Organization Systems 2 , Kyoshin Network 3 , and European Strong Motion Databank 4 ) provide abundant strong-motion records for compiling databases to conduct seismic hazard related studies.
(A clarification about the terminology is necessary here. Databank refers to a collection of records that can serve for any seismological and engineering related work. Database [or dataset] is a set of records compiled from the strongmotion databank for a specific study.) However, lack of reliability in the major geophysical and geological parameters, paucity of data from nearby stations for the region of interest, insufficient recording quality as well as site being in a low-to-moderate seismicity region constitute the foremost deficiencies faced by databanks that result in inadequate data resolutions in the datasets. To surmount the shortcomings arising from the sparse empirical data, generation of synthetic ground motions is one of the most viable tools for modeling the expected ground-motion levels as well as their associated uncertainty.
Depending on the level of sophistication defined by the engineering or seismological study, the synthetic seismograms can be generated using various methodologies.
With the advent of computer technology, the synthetics can be generated by using numerical methods based on empirical and theoretical source kinematics and 2D-or 3D-wave propagation theory (e.g., Spudich and Archuleta, 1987; Atkinson and Somerville, 1994; Olsen et al., 1995a Olsen et al., , 1995b Hartzell et al., 1999; Mai and Beroza, 2003; Akçelik et al., 2003; Bielak et al., 2005) . The alternative methodology to this approach is the use of simple seismological models for describing the ground-motion amplitudes with earthquake size and source-to-site distance. This methodology is generically called a stochastic simulation that uses either a point-source or finite-fault source. The latter approach distributes the point sources spatially and temporally and simply adds them up to model the effect of source finiteness (Silva et al., 1996) . The point-source stochastic methodology is based on the works of Hanks and McGuire (Hanks, 1979; McGuire and Hanks, 1980; Hanks and McGuire, 1981) , and later generalized and extended by Boore (1983 Boore ( , 2003 and Silva and Lee (1987) . The reader is referred to the comprehensive summaries of Somerville (1993) , Stewart et al. (2001) , Anderson (2003) , Boore (2003 Boore ( , 2010 , and Atkinson et al. (2010) for the evolution of synthetic ground-motion procedures.
Owing to its simplicity, many ground-motion relations have relied on the point-source stochastic method for areas of low seismic activity or when the data quality is unsatisfactory (e.g., Rovelli et al., 1991; Frankel et al., 1996; Toro et al., 1997; Atkinson and Silva, 1997; Sokolov, 1997; Margaris and Boore, 1998) . Point-source stochastic groundmotion estimates were also used in deriving spectral adjustment factors to estimate ground motions in low seismicity (target) regions from high seismicity (host) regions (Campbell, 2003 (Campbell, , 2004 . This approach is called the hybrid empirical method; it not only develops predictive models for the target region, but it also quantifies the aleatory and epistemic uncertainty. Using the hybrid empirical model of Campbell (2003; 2004) , Scherbaum et al. (2006) studied the model parameter uncertainties in the point-source stochastic methods that dominate the overall variability in the ground-motion estimates. They calculated equivalent stochastic point-source models for several empirical ground-motion prediction equations (GMPEs) and assessed their performance in terms of misfit. Scherbaum et al. (2006) indicated that distance metric used in the stochastic simulation methods is the major model parameter that influences the overall quality of fits to the empirical GMPEs. They proposed to utilize the hypocentral distance for rock site synthetics because it provided the lowest-misfit stochastic models for most empirical groundmotion models. We note that Scherbaum et al. (2006) quantified rock sites with V S30 > 600 m=sec, and they introduced the site effects through a frequency-dependent response function using shear-wave velocity (V S ) profiles proposed by Cotton et al. (2006) . Their frequency-dependent response function is analogous to the one introduced in Boore and Joyner (1997) ; it does not account for soil-nonlinearity. Another thorough validation of point-and finite-source stochastic models was performed by Silva et al. (1996) and used 15 earthquakes at over 500 sites. Silva et al. (1996) modeled rock and soil sites using generic rock and soil profiles and equivalent-linear 1D site response. To the best of our understanding, an earlier version of the Abrahamson and Silva (1997) GMPE was also involved in the analysis to validate the stochastic models in terms of pseudospectral acceleration. The results of this comprehensive study concluded that the single-corner point-source stochastic model underpredicts ground motions at intermediate periods for M w ≥ 6:5 at distances greater than 100 km. Additionally, they concluded that the point-source model overpredicts ground motions for frequencies below about 1.0 Hz, particularly for M w ≥ 6:5.
The major objective of this study is to examine further the limitations in the point-source stochastic method to reduce the modeling variability in the synthetics. Within this framework, we considered source distance, magnitude, site class, and faulting style as the model parameters. Site classes encompass a wide range of shear-wave velocities (180 m=sec ≤ V S30 ≤ 1500 m=sec) that are described by randomly varying velocity-depth models. We derived stochastic synthetics only for very hard rock sites (VHR; V S30 2:9 km=sec), and then modified them for local site effects by using equivalent-linear site-response analysis. This methodology forms a rational basis for introducing the soil-nonlinearity effects to the synthetics. We derived the velocity-depth model used in siteresponse analysis from the V S measurements of the United States Geological Survey (USGS) and Turkish national strongmotion project (T-NSMP) (see the Data and Resources section). We simulated a total of 6000 stochastic shallowdipping and strike-slip synthetics and evaluated the pointsource stochastic method using the recent global Next Generation Attenuation of Ground Motions project (NGA) (see the Data and Resources section) and European predictive models for a moment magnitude range of 5:0 ≤ M w ≤ 7:5 and for source-to-site distances less than 100 km. The groundmotion estimates of these GMPEs differ from the previously derived predictive models as they account for the recent ground-motion demand observations from the devastating earthquakes such as those that occurred in Turkey (1999) , Taiwan (1999), and Alaska (2002) . This point makes our evaluations more up-to-date with respect to the equivalent studies (e.g., Silva et al., 1996; Scherbaum et al., 2006) . We believe that the magnitude and distance ranges considered here are within the range of general engineering interest in terms of earthquake-induced ground-motion demands. Therefore, the limitations of stochastic simulations discussed can reveal useful information for practicing engineers. We validated the point-source synthetics through peak ground motions (PGA, PGV) and elastic spectral quantities. Our observations showed that the lack of consideration of regional effects that include differences in source spectrum as well as the distance measures are dominant factors when the performance of synthetics is assessed by the ground-motion estimates of global GMPEs. The use of shortest distance from the fault rupture (R rup ) improves the performance of synthetics, particularly for low-magnitude and short-distance events. The observations presented in this article will contribute to the improvements in point-source stochastic methods because they are still widely used tools for generic or region-specific simulations. Our observations can also serve to describe the limitations of synthetics when they are used in the linear and nonlinear response history analyses of structural systems.
Simulation Procedure
We used the stationary point-source simulation technique described in Boore (1983 Boore ( , 2003 for generating ground motions at outcropping VHR sites (V S30 2:9 km=sec). The synthetics were then subjected to the site-response analysis (Schnabel et al., 1972) to generate free-field motions for different site classes (180 m=sec ≤ V S30 ≤ 1500 m=sec). Site-response analysis accounts for the local nonlinear soil effects as well. The following subsections describe the important steps of the simulation methodology. The reader is referred to Yenier (2008) for details on the entire procedure.
Simulations at Outcropping VHR Sites
The simulations are intended to cover a wide magnitude (M w ) and source-to-site distance (d) range for different faulting styles. We grossly considered two faulting styles: strikeslip and shallow-dipping. The magnitude range is assumed to vary between 5.0 and 7.5, whereas the source-to-site distance takes values less than 100 km. We treated magnitude and distance as log-normally distributed random variables and determined M w d pairs through Monte Carlo simulation technique. The M w d pairs were generated for different magnitude and distance bin combinations to assess the performance of synthetics at different magnitude and distance intervals. Table 1 lists the magnitude and distance bin intervals of the generated M w d pairs. There are 50 simulations for each magnitude-distance bin, for each faulting style. Thus, a total of 2000 M w d pairs [50 × 5M w bin × 4dbin× 2faulting style] were randomly generated for VHR simulations. We used Joyner-Boore (R JB ) distance metric (Joyner and Boore, 1981) while randomly generating the magnitudedistance bin combinations. This distance metric was converted to hypocentral distance (R hyp ) and shortest distance from the fault rupture (R rup ) using the regression equations proposed in Scherbaum et al. (2004) . The Scherbaum et al. model computes R rup and R hyp from R JB by assuming that dip angles (δ) for strike-slip and shallow-dipping faults vary between 80°≤ δ ≤ 90°and 40°≤ δ ≤ 70°, respectively. The distance metric R hyp was used in VHR simulations because Scherbaum et al. (2006) stated that R hyp , when used in stochastic simulations, provides the lowest-misfit for most of the empirical ground-motion prediction equations (GMPEs). The conversion to R rup was necessary because some of the GMPEs considered here use this distance metric for estimating the peak ground motions. Figure 1 presents the resulting scatter of R JB versus R hyp , R JB versus R rup , and R hyp versus R rup for strike-slip and shallow-dipping faults. The scatters show that, regardless of the faulting style, R hyp always attains larger values than R JB (Figs. 1a and 1b) . The differences are magnitude and distance-dependent because R JB is sensitive to the changes in rupture area and faulting geometry. In general, decreases in magnitude and increases in distance result in a reduction of differences between these two distance metrics. Similar observations are also valid for R JB versus R rup comparisons (Figs. 1c and 1d ). R rup always attains larger values than R JB , but the discrepancy between these two distance metrics is not as large as R JB versus R hyp . It is depicted in Figures 1e and 1f that, independent of faulting style, R rup is less than R hyp and the differences increase with increasing magnitude and decreasing source-to-site distance. These observations exhibit the physically expected trends between randomly sampled distance metrics. The empirical distance variations from NGA metadata exhibit similar relationships to those discussed here (Erdoğan, 2008) .
The VHR simulations were performed via SMSIM software (Boore, 2005) . Table 2 lists the input parameters used in this software. The double-corner point-source spectrum of Atkinson and Silva (2000) was used in the synthetics. This model approximates the salient features of finite-fault rupture that results in a better representation of low-frequency ground-motion components for large magnitudes when compared with single-corner source-spectrum models. The source spectrum was attenuated by the empirical travel-path attenuation functions derived by Raoof et al. (1999) and amplified by the site amplification factors for VHR sites proposed by Boore and Joyner (1997) . The Boore and Joyner frequency-dependent amplification function is based on the quarter-wavelength approximation; it cannot capture the local soil-nonlinearity effects. Based on this fact, it was only used in the simulation of outcropping motions at VHR sites because soil nonlinearity is negligible for such profiles. The path-independent loss of energy was accounted for by the 5:5 ≤ M w < 6:0 10 km ≤ R JB < 25 km 6:0 ≤ M w < 6:5 25 km ≤ R JB < 50 km 6:5 ≤ M w < 7:0 50 km ≤ R JB ≤ 100 km 7:0 ≤ M w ≤ 7:5 * The generated M w (moment magnitude) and R JB (Joyner-Boore distance metric [Joyner and Boore, 1981] ) are within the mean and 3 standard deviation range for each cluster. The mean is taken as the average of natural logarithms of the upper and lower bounds of each bin. The standard deviation is assumed to be the one-sixth of the difference between natural logarithms of upper and lower limits of each bin. The log-normal distribution used in the magnitude and distance sampling results in a scatter mostly centered in the middle of each magnitude and distance bin.
† The last column lists the faulting styles considered in the synthetics.
diminution factor κ 0 that is stated as magnitude-related due to nonlinear behavior of surface layers (Atkinson and Silva, 1997; Lam et al., 2000) . We disregarded the possible magnitude dependency of κ 0 and assigned a constant value of 0.015 because soil-nonlinearity effects are marginal for VHR profiles. We obtained our κ 0 value by conducting a preliminary calibration between the synthetics and the highfrequency spectral estimates of GMPEs considered here. This approach was used by other studies for assigning proper values to κ 0 parameter (e.g., Boore et al., 1992; Boore and Joyner, 1997) . Figure 2 illustrates the Fourier acceleration spectra (FAS) of strike-slip VHR simulations from various magnitude bins (5:0 ≤ M w < 5:5, 6:0 ≤ M w < 6:5, and 7:0 ≤ M w ≤ 7:5) at distances 10 km ≤ d < 25 km. The mean and standard deviation of the simulations for each magnitudedistance bin combination are also superimposed on these figures. Each plot displays additional straight lines on the low-frequency end where the decay of FAS commences. These straight lines decay with the f 2 gradient. The coherency between the f 2 tendency and mean FAS curves suggests that the low-frequency behavior of VHR simulations is consistent with the magnitude range of concern in this article. The reliability of low-frequency content of simulations is important in this article because the GMPEs used for their evaluation estimate elastic spectra for a wide band of spectral periods. 
Site-Response Analysis
The simulated outcropping VHR motions were used as input motions for site-response analysis. The site-response analysis was based on the variation of shear-wave velocity profile. The site classification of the synthetics is based on three reference site classes that are defined by V S30 intervals: soft (180 m=sec ≤ V S30 ≤ 360 m=sec); stiff (360 m=sec < V S30 ≤ 760 m=sec); and rock (760 m=sec < V S30 ≤ 1500 m=sec). Our soft and stiff sites correspond to the National Earthquake Hazard Reduction Program (NEHRP) D and C site categories, respectively (BSSC, 2003) . The rock sites in our article represent NEHRP B site class. We generated the soil profiles from the shear-wave slowness (s) models that were derived by the statistical evaluation of 424 site measurements (226 soft, 180 stiff, and 18 rock sites) collected from the USGS and T-NSMP catalogs. The preference of slowness, rather than velocity, is its sensitivity to the material variability near the soil surface (Boore and Asten, 2008) . The USGS data are based on borehole seismic measurements, whereas the Turkish data are obtained through multichannel analysis of surface waves (MASW) (Yılmaz et al., 2008) . The uncertainty induced by the use of soil profiles from different analysis methods (i.e., MASW versus borehole seismic) is taken into consideration by deriving a probability-based soil-profile model as described in detail in the later parts of the article. The compiled data are significant for depths up to 150 m, 75 m, and 30 m for soft, stiff, and rock sites, respectively. In order to extend the slowness model to depths where the shear-wave profiles are comparable to those of VHR sites, we investigated the measured V S30 and corresponding Z2:5 (depth to V S 2:5 km=sec) data from the NGA metadata. The statistical evaluation of this metadata indicated that Z2:5 has a strong dependence on site classification. In other words, soft sites are expected to attain V S 2:5 km=sec at greater depths when compared to rock sites. The reader is referred to figure 14 in Boore and Atkinson (2008) to see the correlation between V S30 and basin depth. The site-class dependent mean (μ Z2:5 ) and standard deviation (σ Z2:5 ) of depth-to-bedrock parameter (Z2:5) computed from the NGA metadata are given in Table 3 .
Equation (1),
shows our shear-wave slowness model for estimating the site-class dependent mean (μ s ) and standard deviation (σ s ) of slowness as a function of depth, z. It is constructed in two stages. In the first stage, we computed the regression coefficients by using the available USGS and T-NSMP data for depths up to 150 m, 75 m, and 30 m for soft, stiff, and rock sites, respectively. In the second stage, we modified Table 2 Input Parameters Used in SMSIM (Boore, 2005) ZR is geometrical spreading function, Qf is frequency-dependent quality factor, and c Q is shear-wave phase velocity. ‡ Frequency value and the corresponding amplification are given as a pair. § The choice of preevent buffer was suggested by D. M. Boore (personal comm., 2008) in order to minimize the baseline shifts in the double integrated ground displacements.
the regression coefficients such that the model is continuous at the depth limits indicated previously; it attains the value of s 0:4 sec =km (i.e., V S 2:5 km=sec) at depths confined by the range z μ Z2:5 σ Z2:5 .
The theoretical illustration of the slowness model described in the previous paragraph is shown in Figure 3a . Table 4 lists the regression coefficients of the slowness model computed from first and second stages. The slowness model and its comparison with the actual slowness variations for each site class are shown in Figures 3b to 3d. Equation (1) is plotted in terms of mean, and 16% and 84% percentiles, assuming that the slowness at any depth is normally distributed. This assumption was validated through probability plots in Yenier (2008) . The plots suggest that the proposed slowness model fits the actual data variation very well for all site classes.
The slowness at the mid-depth of a layer was generated randomly using normal distribution with mean, μ s , and standard deviation, σ s (equation 1). The computed slowness was assumed to be constant throughout the corresponding layer. The slowness generation process was performed layer-bylayer until the slowness of a layer fell below the threshold slowness of s 0:4 sec =km. The corresponding depth was considered as the bedrock depth. This depth was also varied randomly, assuming normal distribution with μ Z2:5 and σ Z2:5 . The normal distribution assumption for depth-tobedrock parameter (Z2:5) was verified using the empirical data (Yenier, 2008) . There is always an impedance change below the sedimentary column as we control the exceedance of threshold slowness to terminate the random slowness variation. While generating the soil columns, the uppermost 30 m soil profile was divided into 6 layers; the depth intervals 30-75 m and 75-150 m were divided into three layers with a log-normal assumption for random thickness sampling. The mean and standard deviation of this random sampling was computed from the USGS and T-NSMP databases (Yenier, 2008) . For depths greater than 150 m, we divided the soil profiles into 4, 5, 10, and 24 layers with equal thickness of 25, 50, 100, and 250 m, respectively, and utilized them as long as the slowness stayed above the threshold level of s 0:4 sec =km. Decrease in slowness variations with increasing depths guided us in choosing thicker layers at greater depths. The unrealistic slowness variations while passing from a rock layer (V S > 760 m=sec) to the layer below were also controlled by considering the slowness ratio of these two layers (i.e., s i rock =s i1 , i and i 1 denote the indices of consecutive layers). This ratio varies between 0.5 and 1.7 in the actual USGS and T-NSMP data; we used this range to prevent unrealistic slowness variations.
We note that the unit weights of the randomly generated layers were calculated based on the procedure proposed in Boore (2007) . The strain-dependent shear modulus reduction and hysteretic damping curves proposed by Schnabel et al. (1972) and Ishibashi and Zhang (1993) were implemented for soil (V S ≤ 760 m=sec) and rock (V S > 760 m=sec) layers, respectively. The material plasticity required in the Ishibashi and Zhang (1993) formulation was assigned randomly to the soil layers assuming uniform distribution. Details about the dynamic properties of randomly generated soil layers are discussed in Yenier (2008) . The curves proposed by Ishibashi and Zhang (1993) may yield unrealistic results such as negative hysteretic damping or shear modulus reduction factors, G=G max , greater than 1.0 when shear strains are relatively small at high confining pressures. In this article, we set G=G max values equal to 1 when they were above 1 (Fig. 4a) . For cases when damping (ξ) was negative, we iteratively resampled the prominent dynamic properties of that layer until ξ > 0. If this iterative procedure failed after 50 trials, we modified the hysteretic damping curve as demonstrated in Figure 4b .
Using VHR synthetics as input ground motions, a total of 6000 free-field records were generated (2000 records for each site class) from 1D site-response analysis as described in the previous paragraphs. The synthetics can be assumed to represent the random horizontal components of accelerograms. Figure 5 presents the PGA (first column) and PGV (second column) scatters obtained from the simulated motions. Each row represents a different site class: (a, b) rock; (c, d) stiff; (e, f) soft sites. Each scatter plot compares the peak groundmotion data as a function of distance for different magnitude bins. PGA and PGV grossly represent the high-and mediumfrequency content of the synthetics, respectively. The highfrequency peak motion, PGA, is fairly well separated for all magnitude bins and for all site classes at large distances. This separation diminishes with decreasing distance; PGAvalues of the two highest magnitude bins (i.e., 7:0 ≤ M w ≤ 7:5 and 6:5 ≤ M w < 7:0) start mixing with the PGA values of lower magnitude clusters. This tendency is better observed for soft-site recordings, and it can be interpreted as the influence of local soil nonlinearity as well as the saturation of PGA at high magnitudes. The same trend is not observed in the PGV scatters. This suggests that the soil-nonlinearity effects are less prominent in PGV. A similar observation is also made by Akkar and Bommer (2007b) using the European strongmotion data. Figure 6 presents a similar type of information as Figure 2 , but for free-field simulations at soft (first column), stiff (middle column), and rock (last column) sites. The faulting style, magnitude, and distance ranges of the FAS plots are the same as in Figure 2 for a better assessment of the influence of siteresponse analysis on the frequency content of the simulations. The straight line trends that decay with the f 2 gradient once again serve for judging about the reliability of low-frequency content of the simulations after site-response analysis. It is depicted in Figure 6 that the low-frequency behavior of the entire simulations follows the theoretically expected trend except for small-to moderate-magnitude cases at soft sites that violate this trend at frequencies lower than 0.05 Hz. The deviations at low frequencies can be portrayed as the long-period noise contamination that is introduced during the site-response analysis because VHR simulations do not exhibit such a phenomenon for the entire magnitude and frequency range considered in this article (Fig. 2) . In fact, the double integrated ground displacements from the synthetics of site response showed a significant linear baseline shift that is not observed in the VHR synthetics. A typical example is shown in Figure 7 for a soft-site synthetic accelerogram with M w 5:3. The linear trend in displacement suggests a constant baseline shift in the velocity that is introduced during the site-response analysis. Numerical precision problems in siteresponse analyses can be the major source of the constant baseline shift; this results in the observed long-period noise in FAS. Dominancy of baseline shift in relatively smallmagnitude events suggests that its amplitude is small. Rich low-frequency components of soft soils seem to provoke the influence of long-period noise on such site classes. One simple way of curing this problem is to remove the slope of linear line fitted to displacement time series from velocity. Integration of the baseline corrected velocity time series yields a realistic displacement variation as presented in Figure 7 . Following this methodology a central difference technique can be used to approximate the acceleration simulations from the baseline corrected velocity time series. However, we do not recommend the numerical differentiation approach because it may result in high-frequency imperfections (Shyam and Connor, 1982 ). Thus, the described baseline adjustment can be of use if the analyst needs a rational variation in the ground displacements that are derived from the synthetics.
An alternative can be the high-pass filtering at the lowfrequency range to prevail the low-frequency noise observed after the site-response analysis. We note that there are techniques available in the literature for determining reasonable high-pass filter values without interfering with the actual frequency content of the accelerograms (Boore and Bommer, 2005; Akkar and Bommer, 2006) .
In essence, these discussions indicate that the stochastic simulation procedure can yield reasonable spectral quantities for a certain period band. Our frequency-domain observations suggest that caution should be exercised for the spectral quantities of small-to moderate-magnitude simulations at soft sites for periods beyond 20 sec. We will use spectral periods less than 20 sec in our evaluations of synthetics that are presented in the next section.
Evaluation of Point-Source Stochastic Synthetics
We used five recent global predictive models for assessing the performance of synthetics in terms of magnitude, distance, site class, and faulting style. Of these GMPEs, the empirical relationships of , Boore and Atkinson (2008) , Campbell and Bozorgnia (2008) , and Chiou and Youngs (2008) are developed within the framework of the NGA project (abbreviated within figures and tables in this article as AS08, BA08, CB08, and CY08, respectively). Their strong-motion databases are compiled from the worldwide shallow crustal earthquakes occurring in active seismic regions. The last predictive model is proposed by Bommer (2007a, 2007b) , and is derived from a dataset of records from Europe and the Middle East (abbreviated as AB07 within figures and tables in this article). The major tectonic characteristics of the records in Bommer (2007a, 2007b) are similar to those of NGA GMPEs. The recent research (e.g., Stafford et al., 2008) has shown that NGA-based predictive models yield comparable ground-motion estimations to those predicted from Akkar and Bommer empirical relationships. The most significant features of these predictive models are summarized in Table 5 .
We computed the median estimations of empirical models using the same randomly generated seismological parameter set that is utilized in point-source ground-motion simulations. We considered the specific distance metric of each model (i.e., either R JB or R rup ) while estimating the ground motions by using the rescaled source-to-site distances as shown in Figure 1 . The V S30 values obtained from randomly generated soil profiles were considered as the measured site parameters during their implementation to the GMPEs. The differences in the horizontal component definitions in the GMPEs (Table 5 ) and synthetics did not require any modification while comparing the spectral quantities. Figure 6 . Fourier acceleration spectra of synthetics after site-response analysis. Magnitude intervals vary in a row-wise manner:
(top) 5:0 ≤ M w < 5:5; (middle) 6:0 ≤ M w < 6:5; (bottom) 7:0 ≤ M w ≤ 7:5. Site classes change from left to right: soft sites (left column), stiff sites (middle column), and rock sites (right column). The source-to-site distance and faulting style are 10 km ≤ d < 25 km and strikeslip, respectively. The plots present the mean variations of the simulations (solid black lines) for each magnitude, distance, and site-class combination. The vertical bars show the σ variation about the mean curves at distinct frequencies. The straight lines at the low-frequency portion with a decay of f 2 gradient are used to characterize the low-frequency behavior of synthetics with the theoretically expected trend.
Studies conducted by Beyer and Bommer (2006) and Campbell and Bozorgnia (2007) showed that the variations in the geometric mean Bommer [2007a, 2007b] ), GMRotI50 (NGA models), and random component spectra are only a few percent. As listed in Table 5 , the , Campbell and Bozorgnia (2008) , and Chiou and Youngs (2008) models require either Z1:0 or Z2:5 (depths to V S 1:0 km=sec and V S 2:5 km=sec, respectively) and Z TOR (depth-to-top of rupture). Z TOR is used for delineating buried and surface ruptures such that a zero value assigned to Z TOR describes a surface rupture. The and Chiou and Youngs (2008) models propose different V S30 -dependent relationships for the estimation of median Z1:0 if the actual depth is unknown. In this article, and Chiou and Youngs (2008) were evaluated by using the recommended relationships of their proponents. The Campbell and Bozorgnia (2008) model uses the Z2:5 parameter and the recommendation is to estimate Z2:5 from Z1:0 . In this article, the Z2:5 values were estimated from the average Z1:0 predictions obtained through the relationships presented in and Chiou and Youngs (2008) . When Z TOR is of concern, the median values obtained from the NGA database were considered . The relationship between M w and Z TOR is assumed to be a quadratic polynomial that passes through the median Z TOR values provided in (Fig. 8) . We did not classify the shallow-dipping faults as normal or reverse in our simulations. Therefore, we randomly assigned normal or reverse faulting styles to shallow-dipping simulations while evaluating them with the GMPEs. It is also worth mentioning that no hanging-wall effect is considered in the evaluations. The comparisons are based on 5%-damped spectral quantities and peak ground-motion values (PGA and PGV).
Figures 9 and 10 compare the median pseudovelocity spectra (PSV) of simulations with the GMPE estimates for different magnitude, distance, site class, and faulting style combinations. Figure 9 presents the comparisons for large magnitude (7:0 ≤ M w ≤ 7:5) cases for shallow-dipping (first two rows) and for strike-slip (last two rows) faults. Figure 10 does a similar comparison for 5:0 ≤ M w < 5:5 interval. The other two intermediate distance bins of 10 km ≤ d < 25 km and 25 km ≤ d < 50 km yield similar comparisons to those displayed in 1 km ≤ d < 10 km and 50 km ≤ d ≤ 100 km bins, respectively. The first, second, and third columns in Figures 9 and 10 contain comparative plots for rock, stiff, and soft soil sites, respectively. We used vibration periods up to 10 sec in the comparisons that cover the entire spectral period range of the GMPEs considered here. The spectral calculations from the synthetics can be regarded as reliable within this period band as discussed in the previous section.
In general, synthetics result in lower spectra with respect to those obtained from GMPEs as the soil profile becomes softer. At shorter distances, the discrepancy between the synthetics and GMPEs grows such that the synthetics constitute the lower bound, particularly at longer vibration periods and for strike-slip faults. Our evaluations suggest that at shorter distances and especially for small-magnitude events the point-source simulations yield lower spectra with respect to GMPEs regardless of site class. One particular reason for the differences between our observations and Scherbaum et al. (2006) , who indicated a better performance of R hyp -based point-source synthetics for sites within the NEHRP B/C boundary, can be the techniques used in the site-response analysis. Scherbaum et al. (2006) used frequency-dependent site amplifications of Cotton et al. (2006) that do not account for soil nonlinearity. Our methodology is based on 1D siteresponse analysis (Schnabel et al., 1972) , and it considers the nonlinear site effects. Note that there is no strong indication of conservative spectral values of synthetics for large magnitude events as concluded by Silva et al. (1996) . The use of different empirical ground-motion models can be one of the reasons for different observations between these two studies. Another possible explanation about different conclusions between this article and Silva et al. (1996) might be the use of different source spectra. As indicated before, we used the double-corner source spectrum of Atkinson and Silva (2000) , whereas Silva et al. (1996) made use of a single-corner source spectrum. Single-corner source spectrum yields larger low-frequency components with respect to double-corner source spectrum for large magnitude events as discussed by Yenier (2008) . Utilization of different source spectra is also the case between our study and Scherbaum et al. (2006) that can also constitute another source for the differences marked between these two studies. Another important observation Figure 7 . Illustration of baseline shift (long-period noise) introduced during the site-response analysis. The constant baseline shift in velocity due to numerical precision problems results in a linear trend (black thin line) in the displacement time series (gray). When the slope of this linear trend is removed from the velocity, the variations in the integrated displacements (black) become reasonable. Table   5 Fundamental Features of GMPEs Considered AB07 is the abbreviation of the GMPEs derived in Akkar and Bommer (2007a; 2007b) , and AS08, BA08, CB08, and CY08 stand for , Boore and Atkinson (2008) , Campbell and Bozorgnia (2008) , and Chiou and Youngs (2008) , respectively. † SS, N, and R represent strike-slip, normal, and reverse faulting styles, respectively. HW denotes "hanging-wall effect." ‡ GMRotI50 is the abbreviation of rotation-independent average horizontal component (Boore et al., 2006) . from these comparative plots is the theoretically consistent behavior of spectral variations of synthetics with the changes in magnitude: the increase in magnitude shifts the cornerperiod toward longer spectral periods at which PSV starts decaying. This is expected; it emphasizes rich long-period ground-motion components with increasing magnitude. The spectral variations are also consistent with the changes in site classes. The long-period components become more dominant as the soil profile becomes softer. The discussions presented previously suggest that the similarity (or discrepancy) of point-source stochastic synthetics with respect to empirical GMPE estimations depend on the variations of fundamental geophysical model parameters (i.e., magnitude, distance, site class, and faulting style). In general, the synthetics tend to yield lower spectral values with decreasing magnitude and at closer distances. The lack of fault geometry in the point-source simulation theory can be one of the major reasons for lower spectral values of synthetics at shorter distances. There can be numerous reasons for the observed discrepancy between the synthetics and GMPEs for small-magnitude events. Our choices of stochastic simulation parameters that are mainly derived from Californian earthquakes may not be suitable for the selected predictive models that are based on a collection of worldwide shallow crustal earthquakes. Negating the region-specific differences would play a role in the observed differences between the synthetics and GMPEs. Another explanation for the observed differences could be the reduced performance of double-corner source spectrum in representing the wave propagation and essentially the frequency variation of small-magnitude, short-distance recordings. The modeling differences between GMPEs and synthetics can also be the other source of observed discrepancy. The predictive models in Silva (2008), Campbell and , and Chiou and Youngs (2008) account for the influence of rupture depth that is overlooked in the synthetics generated in this article. The uncertainty in rupture depth is significant for small-magnitude events (Fig. 8) ; its contribution can play a role in the observed differences between the synthetics and GMPEs at small magnitudes. Finally, the magnitude distribution of the empirical data used in the predictive models can also play a role for the observed discrepancy in small magnitudes. In fact, stated that the NGA models present large amounts of variation (up to a factor of 2.0) for smallmagnitude events due to the selection of sparse strongmotion data from small-magnitude events. Bommer et al. (2007) also noted the importance of magnitude range in strong-motion datasets for the estimation of ground motions. The limitations on the choices of model parameters are unavoidable; they dominate the performance of stochastic point-source synthetics as discussed in this section. Nevertheless, we will describe a practical approach that is based on the use of different distance metrics to increase the agreement between empirical models and synthetics for shortdistance events.
A Proposed Improvement for the Performance of Point-Source Simulations
Because point-source synthetics do not account for fault geometry, introducing different distance definitions during their implementation may not sound physically explainable at the first glance. However, diverse definitions of distance metrics have been used in the application of point-source synthetics as source-to-site distance should be quantified one way or another in the physical simulation process (e.g., Boore, 1986; Chen and Atkinson, 2002; Campbell, 2003) . The recent research by Scherbaum et al. (2006) showed that among various modeling parameters the distance measure is the most plausible one for minimizing the misfit between the synthetics and GMPEs. Bearing on this conclusion and our observations on the distance-dependent discrepancy between the GMPEs and synthetics led us to seek an alternative reference distance metric for the point-source simulations.
As the first alternative, we repeated the VHR simulations by using R rup as the reference distance metric to investigate the possible improvements in the performance of simulations. (This step can be considered redundant because we could have associated the previously generated VHR synthetics with the set of R rup distances used in this exercise. However, we wanted to repeat the previous analysis for an independent set of synthetics to ensure the generality of our outcomes.) The R rup -based VHR synthetics were then subjected to 1D site-response analysis (Schnabel et al., 1972) . Figure 11 compares the residuals (logarithmic difference between the GMPE estimates and simulations) computed from the synthetics generated by using R rup (alternative reference metric) and R hyp (originally used distance metric for VHR). Residuals closer Figure 8 . M w vs. Z TOR (depth-to-top of rupture) relationship (solid line) used in the computation of ground-motion estimations from predictive models. The black rectangular points are the median Z TOR described in . (Note that Z TOR explains buried and surface ruptures. As it takes smaller values, the rupture is close to surface).
to zero indicate similar GMPE and synthetic estimates for the concerned ground-motion parameter, whereas positive residuals describe larger GMPE estimates with respect to synthetics. The scatters show the short-distance (1 to 10 km) performance of synthetics as this distance interval is critical for the agreement between GMPEs and point-source simulations (see previous section). The comparative residuals are displayed for shallow-dipping faults for 5:0 ≤ M w < 5:5 (left column) and 7:0 ≤ M w ≤ 7:5 (right column). The residuals are calculated for all site classes: rock (first row), stiff (middle row), and soft (last row). Each interval shown in the scatters represents the residual variation pertaining to one particular ground-motion parameter: PGA, PGV, and spectral quantities at T 0:2, 1.0, 3.0, and 10.0 sec. The residuals within these intervals show the performance of synthetics with respect to Bommer (2007a, 2007b) , , Boore and Atkinson (2008) , Campbell and Bozorgnia (2008) , and Chiou and Youngs (2008) . These are also labeled on the plots to identify the pertaining residuals. In order not to crowd the figures, the labels are only shown in the PGA Figure 9 . Comparisons of median PSV variations of synthetics and GMPE estimations for large magnitudes (7:0 ≤ M w ≤ 7:5) at varying distance ranges (1 km ≤ d < 10 km and 50 km ≤ d ≤ 100 km). The first two rows compare shallow-dipping events for rock (left panel), stiff (middle panel), and soft (right panel) site classes. The last two rows do the same comparisons for strike-slip faulting cases.
interval. The last interval that shows the residuals for T 10:0 sec spectrum does not contain Bommer (2007a, 2007b) because this prediction equation is valid for periods up to 4.0 sec. The gray residual scatters describe the performances for R hyp reference distance metric. The darker residuals reveal the same information for synthetics derived from the R rup (alternative) reference metric. The larger symbols located along each set of residuals show the residual mean for R hyp (large gray symbols) and R rup (large dark symbols). For small magnitudes, the averages of residuals computed for R rup reference distance metric vary closer to the zero line with respect to those computed for R hyp . This observation suggests that the use of R rup as the reference distance reduces the discrepancy between GMPEs and synthetics in small-magnitude events. In the case of large-magnitude events, R rup based synthetics result in more conservative ground-motion estimates with respect to GMPEs when compared with the results obtained from the use of R hyp . This is expected from the discussions made on the relationships between R rup and R hyp (Figs. 1e and 1f) . R rup is always smaller than R hyp ; the discrepancy between these two distance metrics increases further with increasing magnitude.
As the second alternative distance metric, we used a recently proposed distance measure (R EFF ) of Boore (2010) . This distance measure accounts for geometrical spreading and anelastic attenuation from various parts of a finite fault to improve the point-source synthetics particularly for shortdistance and large-magnitude events. We computed representative finite-fault geometries for M w R rup entries used in Figure 11 and calculated R EFF (see the Data and Resources section). We then generated the corresponding VHR synthetics. Empirical magnitude-rupture area relationships of Wells and Coppersmith (1994) and faulting-style dependent dip angles proposed by Scherbaum et al. (2004) were used while calculating the finite-fault geometries. We repeated 1D site-response analyses by using the same slowness models generated for the case study described in the previous paragraph and computed residual statistics in a similar manner as described in Figure 11 . The resulting scatter plots are shown in Figure 12 . The plots have the same format as of Figure 11 and compare the performance of R EFF -based synthetics to those originally obtained from R hyp . The residual variations reveal that, regardless of the magnitude level, the performances of R EFF and R hyp are similar to those discussed in Boore (2010) . In other words, the discrepancies between GMPEs and synthetics are approximately the same, regardless of the choice between R EFF and R hyp . This observation advocates that R hyp and R EFF attain approximately the same values independent from the level of magnitude. In his article, Boore (2010) shows that R EFF can be several times greater than R rup with decreasing distance and increasing magnitude. Although it is not shown explicitly in this article, the residuals presented in Figures 11 and 12 also indicate larger values of R EFF with respect to R rup .
The preference of R hyp by Scherbaum et al. (2006) and R EFF by Boore (2010) for better performance of point-source synthetics is not validated by our study for small-magnitude cases. This can be grossly attributed to the different approaches used in the site-response analysis as well as different source-spectrum definitions that are emphasized throughout Figure 11 . Comparative residual scatters for the performance of point-source synthetics when reference distance metric for VHR simulations is changed from R hyp (gray scatter points) to R rup (dark scatter points). The plots present the case for shallow-dipping faulting style. The residuals are calculated for logarithm base 10 and positive values indicate lesser ground-motion parameters of synthetics with respect to GMPEs. The first interval (designated for PGA) shows the order of GMPEs used in residual calculations. The same order is valid for the rest of other ground-motion values except for T 10:0 sec because Bommer (2007a, 2007b) does not contain spectral estimates for this vibration period. the text. Under the light of these observations, a set of sensitivity analyses may describe the dominant parameter that explains the different observations between our findings and the findings of Scherbaum et al. (2006) and Boore (2010) . We leave this as a separate research in the future.
Summary and Conclusions
We investigated the limitations of point-source stochastic synthetics using the recently produced empirical GMPEs from Europe and NGA project. We used the point-source stochastic method in generating synthetics at VHR sites; these were subjected to 1D site-response analysis to account for different behavior of soil profiles as well as soil nonlinearity. The V S30 takes values between 180m=sec and 1500m=sec for the sites considered. The site classes generically represent rock (760m=sec < V S30 ≤ 1500m=sec), stiff (360 m=sec < V S30 ≤ 760 m=sec), and soft (180 m=sec ≤ V S30 ≤ 360 m=sec) soil sites that correspond to NEHRP B, C, and D site classes, respectively. We derived a probability-based soil-profile model for the convolution of VHR synthetics to adapt these site classes. The soil-profile model uses shear-wave slowness as a function of depth. We confined the magnitude and distance band of our study within the engineering range of interest. Thus, the synthetics cover a magnitude and distance interval of 5:0 ≤ M w ≤ 7:5 and d ≤ 100 km, respectively.
Our frequency-domain observations suggest that the spectral quantities derived from the synthetics are almost free of long-period noise for vibration periods up to 20 sec, regardless of the variations in site class, distance, and magnitude ranges. We showed a simple baseline correction procedure to obtain rational variations in ground displacements after the synthetics are subjected to 1D equivalent-linear siteresponse analysis. The overall behavior of spectral quantities computed from synthetics is sensitive to the changes in magnitude and site class: higher magnitudes and softer sites result in richer long-period ground-motion components. Moreover, as the soil profile becomes softer, the nonlinear site effects on high-frequency ground-motion components of synthetics become dominant with decreasing distance and Figure 12 . Similar plots as in Figure 11 . This time the residuals display the performance of point-source synthetics when reference distance metric for VHR simulations is changed from R hyp (gray scatter points) to R EFF (dark scatter points) proposed in Boore (2010). increasing magnitude. These are consistent with the theoretical expectations.
Generation of stochastic synthetics with hypocentral distance reference metric results in lower spectral quantities with respect to GMPEs, especially for small-magnitude events and at short distances. This observation is valid regardless of the site class. The discrepancy loosens with increasing magnitude and distance. We emphasized the significance of regional data (our synthetics are derived from double-corner source spectrum and are mainly based on Californian data) and distance metric to explain the differences between GMPEs and synthetics. Our case studies showed that the agreement between the GMPEs and pointsource synthetics can be improved for small-magnitude events if one uses R rup as the reference distance metric for VHR simulations. The use of shortest distance to fault rupture for large magnitude events may result in conservative ground-motion estimates of synthetics with respect to GMPEs. This is because R rup is always smaller than R hyp ; this is more pronounced with increasing magnitude values. Our investigations on a recently proposed effective distance measure, R EFF (Boore, 2010) , showed that its performance is similar to R hyp for the amplitude and spectral estimates of point-source synthetics when the GMPEs of this article are of concern.
The results in this article can be useful for the effective use of point-source stochastic methods while modeling the ground-motion amplitudes in seismic regions of sparse data. We also believe that our discussions would be of use for researchers who perform linear and nonlinear response history analysis using scaled synthetics that are aimed to be compatible with the empirical predictive models.
Data and Resources
The U.S. shear-wave measurements used in the velocitydepth model are provided by the United States Geological Survey at http://quake.wr.usgs.gov/~boore/data_online.htm. The Turkish shear-wave measurements that are used for the same purpose are obtained from the Turkish National Strong Motion Project's "Compilation of Turkish strong ground-motion database in accordance with international standards," financially supported by the Scientific and Technological Research Council of Turkey under Award No. 105G016. The Next Generation Attenuation of Ground Motions projects is found at http://peer.berkeley.edu/products/ nga_project.html. The software tmrs_ff_td_drvr.for by D.M. Boore was used for the calculations that are provided in http://quake.wr.usgs.gov/~boore.
