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ABSTRACT
One of the main attractions of using laboratory experiments as a proxy to study solar
and astrophysical plasmas is the ability to build diagnostics that directly measure
things. This cannot be done on actual solar and astrophysical plasmas as they are
either i) extremely distant, ii) in an extreme environment, or iii) both. Fortunately,
the lack of intrinsic scales in the MHD equations means that a plasma created in
the laboratory with similar β, S, and magnetic topology will evolve similarly to
its astrophysical analogs. Thus the use of diagnostics in the laboratory to under-
stand the evolution of laboratory plasmas can assist in understanding complicated
astrophysical plasma dynamics.
This thesis is broken up into three main areas. The first is about the development of
and results from two new custom X-ray scintillator detectors and a CMOS camera
repurposed into an X-ray spectrometer mounted on the Caltech Astrophysical Jet
Experiment. Next, water-ice grain growth in a cold dusty plasma is quantified by
analyzing the frames in amovie recorded by an ultra-high-speed camera. Finally, the
development of and results from a custom, motorized Laser-Induced Fluorescence
diagnostic that measures the temperature and flow speed of neutral argon atoms in
the dusty plasma experiment are presented.
Two custom-built X-ray scintillator detectors mounted on the jet experiment de-
tect a burst of hard X-rays establishing that this burst occurs simultaneously with
a fast magnetic reconnection event taking place in the T = 2 eV plasma. A re-
purposed windowless CMOS camera acting as an X-ray spectrometer confirms the
burst consists of non-mono-energetic photons around 6 keV energy. This magnetic
reconnection event is triggered after the jet undergoes an ideal MHD kink instability
which accelerates the jet laterally inducing a fast-growing secondaryRayleigh-Taylor
instability. The Rayleigh-Taylor instability causes the ideal MHD treatment of the
jet to be violated when it pinches the jet diameter past c/ωpi causing it to break
apart. As it breaks apart, a burst of hard X-rays are detected. These findings lead
to the conclusion that an inductive electric field arises at the location of the recon-
nection event that accelerates a small fraction of electrons to keV energy despite the
plasma being so collisional that acceleration is unexpected. This theory leads to the
hypothesis that the fine structure of solar prominences consists of many Litz-wire
like strands of plasma each on the order of a few ion skin depths in diameter, as
opposed to the traditional picture of one monolithic arch.
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Analysis of a high-speed video of ice grains growing from 20 to 80 µm inside
the dusty plasma experiment leads to the conclusion that the charged ice grains
in the experiment grow via accretion of water molecules. The video challenges
the common astrophysical assumption that the dusts in dusty plasmas are spherical
as they are clearly seen to be elongated, fractal structures in the movie. Another
commonly made assumption is that the grains grow via agglomerating collisions
and that this results in the grains having a power law dependence on radius. Video of
the grains in the Caltech experiment shows a log-normal dependence and absolutely
no evidence of agglomerating collisions; or even a case of two grains approaching
with a large relative velocity, and then scattering. It is believed that the grains have
a large negative charge resulting in strong mutual repulsion and this, combined with
their nearly non-existent relative velocities due to undergoing oscillatory motion by
a relatively coherent wave, prevents them from agglomerating. This combined with
a detailed study of Coulomb repulsion between the grains leads to the conclusion
that direct accretion of water molecules is likely the dominant contribution to the
observed ice grain growth.
Lastly, a Laser-Induced Fluorescence diagnostic has been developed for the dusty
plasma experiment. Whereas the first two projects rely on passive detection instru-
ments, the LIF diagnostic actively uses a pump beam to excite atoms in the plasma,
and then detects the resulting emission. The diagnostic is motorized and automated
with Labview so that the plasma volume can be scanned in three dimensions. Argon
neutral temperature is measured to be slightly above room temperature on the Cal-
tech experiment and the PK4 experimental setup at Baylor University. Challenges
such as the lack of absolute calibration of diode lasers and wavelength drift due to
slight changes in ambient room conditions are overcome to measure sub-linewidth
bulk neutral flow speeds on the order of 1-2 m/s with resolution on the order of 2/3
of a meter per second. The competing influences of a density gradient and wave-
length dependent absorption broadening mechanism are separated and quantified.
High-speed video shows that introducing an argon flow to a cloud of ice grains
causes the cloud of ice grains to move and change shape. This motion is analyzed
and found to show agreement with neutral LIF flow measurements. Surprisingly,
when the flow ceases, the ice grain cloud reverts to its original location and shape.
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C h a p t e r 1
INTRODUCTION
This thesis presents exciting results from both the Caltech Astrophysical Jet Ex-
periment (often referred to as the jet experiment) and the Caltech Water-Ice Dusty
Plasma Experiment (often referred to as the dusty plasma experiment). The devel-
opment of novel spectroscopy and imaging diagnostics on both of these experiments
serves as the foundation of this thesis.
Chapter 1 is an introduction to the thesis. After a brief introduction to plasma itself,
Ch. 1 transitions to a discussion of the current state of research regarding the astro-
physical analogs of the jet and the dusty plasma experiments. Subsequently, Ch. 1
establishes the crucial bridge between astrophysically-relevant laboratory plasmas
and the astrophysical plasmas they emulate: the dimensionless nature of the magne-
tohydrodynamic (MHD) equations. The introduction concludes by showcasing the
similarities between the Caltech jet experiment and solar prominences. Appendix
A contains a mathematical foundation of plasma physics leading up to the origin of
the dimensionless nature of the MHD equations.
Following this introduction, the first half of this thesis focuses on MHD-driven
flux-rope plasmas. Examples of these plasmas in nature include solar prominences
seen arching out of the sun and jets seen shooting out of young stellar objects
(YSO) and galactic nuclei (AGN). Chapter 2 contains an introduction to the Caltech
Astrophysical Jet Experiment apparatus. Chapter 3 highlights a few important
previous results from the nearly 20-year operation of the experiment and then jumps
straight into my work detecting X-ray emission from the jet. Chapter 4 presents an
original theory that plausibly explains the X-ray observation seen in Ch. 3. The
jet portion of the thesis concludes with Ch. 5 which utilizes the dimensionless
nature of the MHD equations to make a hypothesis about the fine structure of
solar prominences based on the experimental observation in Ch. 3 and proposed
acceleration mechanism in Ch. 4. Appendix C contains a detailed look at the
construction of the most technical X-ray detector built for this project.
The second half of this thesis transitions to an investigation of cold water-ice dusty
plasmas like the ones in noctilucent clouds and Saturn’s E-ring. Chapter 6 begins
with an introduction to the Caltech Water-Ice Dusty Plasma Experiment appara-
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tus. Chapter 7 investigates the growth of micron-size water-ice grains in the dusty
plasma experiment via analysis of an ultra high-speed movie. Chapter 8 presents
temperature and flow velocity measurements made on the argon neutral species
in room-temperature dust-free and astrophysically-relevant water-ice dusty plasma
using a custom-built Tuneable-Diode Laser Induced Fluorescence (TD-LIF) diag-
nostic. Appendix D contains a detailed look at the hardware developed for LIF.
1.1 Plasmas
Aplasma is an ionized gas consisting of electrons, ions, and neutral atoms interacting
with each other. The key condition for this group of particles to be considered a
plasma is that there must be enough of them such that each species can be treated
statistically. This condition is quantified in Appendix A. Irving Langmuir, a 1920’s
era pioneer of this fledgling field, named this collections of electrons and ions a
plasma after the blood plasma which is the liquid that holds everything in the blood
in suspension. Although there is no actual fluid medium that holds the electrons,
ions, and neutrals in suspension, the name stuck and plasma physics was born in
1922 [1].
Microscopically, the electrically neutral atoms that constitute material in the solid,
liquid, or gas state interact directly via collisions. On the other hand, plasmas
contain electrically charged species and motion at the microscopic level is primarily
determined by long-range electric and magnetic fields that would have little to no
effect on a solid, liquid, or gas.
The three most important parameters for distinguishing plasmas are number density
n, temperature T , and magnetic field B where the bold-face font denotes a vector
quantity. The flavors of plasmas found in industrial settings, in research laborato-
ries, and in nature1 cover an enormous set in the three parameter (n,T,B)-space.
Figure 1.1 samples a taste of these endless possibilities. The two bold asterisks
superimposed on Fig. 1.1 represent where the Caltech Astrophysical Jet Experi-
ment (red) and CaltechWater-Ice Dusty Plasma Experiment (blue) compare to many
other commonly occurring scientific and natural plasmas. To build on these three
parameters, the dusty plasma introduces a whole new dimension of flavors with the
introduction of a much larger fourth species immersed in the plasma called the dust
species. The different flavors of plasmas are endless and if you can dream it, it
probably exists somewhere in the universe.
1where nature means either terrestrially on Earth or elsewhere in the solar system or universe
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Figure 1.1: Logarithmic chart that shows where many commonly occurring sci-
entific and natural plasmas sit relative to each other based on their number den-
sity n and temperature T . Copyright Contemporary Physics Education Project
www.CPEPphysics.org, used with permission.
1.2 Astrophysical Plasmas
This thesis draws frequent connection to the astrophysical plasmas that our lab-
oratory experiments are relevant to: MHD-driven braided flux-rope plasmas and
weakly ionized cold water-ice dusty plasmas like the ones shown in Figs. 1.2 and
1.3, respectively.
Flux-Rope Plasmas
Figure 1.2 shows three plasma structures spanning many different length scales and
lifetimes that the jet experiment is relevant to. Figure 1.2(a) shows the relativistic
AGN jet from the supermassive 2.5 × 109 M black hole (where M = 1.99 × 1030
kg, the mass of the sun) at the center of the Hercules A galaxy located ∼ 2 billion
light years from Earth by superimposing visible and radio wavelength images from
the Hubble Space Telescope’s Wide Field Camera 3 and Karl G. Jansky Very Large
Array radio telescope, respectively. The impressive optically invisible jet structure
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seen in the radio image shooting out of the bright optically yellow galaxy in the
center is ∼ 1.5 million light years (∼ 1022 m) long. Figure 1.2(b) shows images of
the classical YSO jet associated with the young star HH30 taken by Hubble Space
Telescope’s Wide Field and Planetary Camera 2 over a five-year period between
1995 and 2000. The images show the 400 AU (∼ 1014 m) long jet shooting out of
the 450 AU diameter disk. The jet has a speed between 1.6× 105 and 9× 105 km/hr.
There is another jet below the disk not pictured in the images. The pictured jets differ
in length scale by approximately eight orders of magnitude, but it is hypothesized
that the fundamental mechanism that drives them is the same, barring relativistic
effects in the case of the AGN jet. One peculiarity of these astrophysical jets is that
they produce high energy super-thermal particles and energetic photons [2, 3].
At first glance, the megameter-size solar prominence shown in Fig. 1.2(c) looks
like it might have little in common with the jet structures in Figs. 1.2(a) and (b).
However, focusing on one of the bases of the solar prominence in the region accented
by the black box in Fig. 1.2(c), the system would closely resemble the jets shown
in Figs. 1.2(a) and (b): a collimated, twisted flux-rope. Solar prominences are
often stable for weeks or months and suddenly undergo fast eruptions that shoot
huge amounts of material into space called coronal mass ejections. These transient,
localized eruptions are regularly accompanied by solar flares: bright bursts of high-
energy radiation and super-thermal charged particles emitted from near the surface
of the sun. The particular prominence pictured in Fig. 1.2(c) produced both a
coronal mass ejection and M1 class solar flare during its April 16, 2012 eruption.
Solar flares produce electrons with energies up to 108 eV and ions up to 109 eV even
though the corona is only 102 eV or less [4–8].
Acceleration of charged particles to energies orders of magnitude larger than the
ambient thermal energy is a well-documented but mysterious feature of not only
solar and astrophysical plasmas like the ones pictured in Fig. 1.2, but also of
many laboratory plasmas. Laboratory observations are numerous starting with the
1950’s observation in the ZETA device of neutrons [9] initially interpreted as the
by-product of thermonuclear fusion reactions. However, doubt was quickly cast
over this interpretation as the ZETA plasma was shown to be only 10-102 eV, much
colder than the required 104 eV temperature for thermonuclear fusion [10–13]. More
recent laboratory examples include dense plasma focus devices which use a transient
magnetized plasma to produce small quantities of neutrons [14, 15] presumably by
the samemechanism that occurred in ZETA.A transient burst ofX-rayswas observed
5
Figure 1.2: Braided flux-rope plasmas in nature. a) Superimposed visible and radio
image of Hercules A galaxy. b) Images of the HH30 young stellar object jet taken
between 1995 and 2000. (a) and (b) from www.hubblesite.org, News Release
numbers STScI-2012-47 and STScI-2000-32, respectively. c) A solar prominence
eruption captured by NASA’s Solar Dynamics Observatory in the 304 Angstrom
wavelength. Credit: NASA/SDO/AIA.
in association with spheromak formation and was believed to be associated with the
pinching off of the plasma from the gun electrodes [16]. Othermagnetic confinement
devices such as tokamaks produce super-thermal particles as well [17]. Recently,
a hard X-ray burst has been observed on the Caltech Astrophysical Jet Experiment
[18].
The common factors in these very different laboratory and astrophysical regimes are
that (i) charged particles are accelerated to energies orders of magnitude larger than
thermal, (ii) the process is transient, (iii) magnetic fields and electric currents are
involved, and (iv) there appears to be some sort of instability. Mechanisms such as
runaway ions in small regions [19], creation of a deuterium beam [11], wave-particle
resonance [5], stochastic motion [8], and Fermi acceleration [20] were previously
proposed, but magnetic reconnection is now thought to play a crucial role [21–23].
Since the accelerated particles are significantly more energetic than the thermal
particles, the energy reservoir powering this acceleration is unlikely to come from
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the thermal particles and instead is presumed to come from the energy stored in the
magnetic field being released through magnetic reconnection.
It is not known exactly how magnetic reconnection accelerates charged particles to
super-thermal energy. Key questions such as i) why only a subset of particles are
energized, ii) how this subset is selected, and iii) why this subset can be accelerated
in an extremely collisional plasma all remain unanswered. The fundamental nature
of these questions and the difficulty of studying these plasmas in their natural envi-
ronments make super-thermal particle acceleration ripe for laboratory investigation.
In fact, there are many magnetic reconnection experiments being performed in lab-
oratories across the United States and the world including TREX at the University
of Wisconsin [24], MRX at Princeton University [25], and MAGPIE at Imperial
College [26]. Due to its magnetic topology and physical properties such as ion skin
depth, the MHD-driven jet created here at Caltech with its cascade of instabilities
provides a fascinating perspective on the acceleration of super-thermal particles.
Dusty Plasmas
Figure 1.3 shows four photographs of very weakly ionized water-ice dusty plasmas
in nature. Figure 1.3(a) shows a photograph of a noctilucent cloud which consists
of tiny water-ice grains [27]. Figure 1.3(b) shows Saturn’s moon Enceladus which
is an exciting area of study. Enceladus has a geyser-like structure at its south pole
that continuously ejects frozen water-ice grains into Saturn’s E-ring, shown in Fig.
1.3(c). The bright spot in the middle of the ring is the moon Enceladus. Figure
1.3(d) is a radio telescope image of the protoplanetary disk surrounding the star HL
Tauri. Protoplanetary disks and molecular clouds are comprised of very weakly
ionized plasma with dusts including water-ice grains [28].
The mechanism for grain growth in astrophysical dusty plasma is an active area
of study. The water-ice grains in noctilucent clouds are presumed to nucleate on
meteorite smoke particles and grow by accreting water molecules [29], but direct
observation of the growth process has not been observed. Rocket-borne detectors
have measured the water-ice grain size to be a few tens of nm and the charge to be
about one electron [27].
Ice grains in Saturn’s E-ring are presumed to grow because water molecules and
small water-ice grains are continuously ejected from the south pole of Enceladus
[30]. There is no other obvious local water source in the E-ring. The Cassini space-
craft Plasma Spectrometer (CAPS) and Cosmic Dust Analyzer (CDA) measured
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Figure 1.3: Dusty plasmas in nature. a) Noctilucent clouds over Kure-
soo Bog, Soomaa National Park, Estonia. Credit: Martin Koitmäe
https://commons.wikimedia.org/w/index.php?curid=10752455. b) Im-
age of Enceladus taken by the Cassini Spacecraft on September 23, 2013 in the near
infared. c) Image of Saturn’s E-ring with Enceladus inside it from about 15 degrees
above the ringplane approximately 2.1 million km from Enceladus taken by Cassini
Spacecraft on September 15, 2006. (b) and (c) Credit: NASA/JPL/Space Science
Institute. d) Image of protoplanetary disk around the young star HL Tauri taken by
the Atacama Large Millimeter Array in Chile. Credit: ALMA: ESO/NAOJ/NRAO;
A. Isella; B. Saxton NRAO/AUI/NSF.
the size, speed, and charges of ice grains in Saturn’s E-ring and Enceladus plume.
These measurements indicate that the size of ice grains is < 10 µm and that most
ice grains are negatively charged while a few are positively charged [31–33]. Once
again, direct observation of grain growth is not available.
Planetesimal formation in protoplanetary disks is an entirely different matter. Rather
than growth saturating in the nanometer or micron-size regime, planetesimal forma-
tion ends with an object that is megameter-sized. On the way from the nanometer-
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size regime to the megameter-size regime, the dusts must pass through the micron-
size regime. Unsurprisingly, the ice grain growth process in protoplanetary disks
and molecular clouds is also difficult to observe directly. These structures are ex-
tremely distant and presumably have a growth time much longer than the human
scale. Indirect, survey-type telescope measurements of multi-wavelength emissions
ranging from µm to mm are typically used to estimate the growth process of dusts
including ice grains [34–36]. An observed spectral energy distribution (SED) is
fitted in these estimates to a standard dust emission model to obtain the maximum
or mean size of dusts; these estimates assume that dust grains are spherical and the
dust density has a power-law dependence on the radius 2. The ice grain growth
is then deduced by sorting the observed data as a function of the disk age or the
evolution stage. Based on the constraints from multi-wavelength observations and
laboratory experiments (with non-ice dusts and non-plasma environments) [37–39],
several models have been developed to explain planetesimal formation [40–42]. The
process which has been proposed is that ice grains are heterogeneously nucleated on
refractory materials [43] and that they quickly grow to mm or cm size in the outer
disk regions [34, 35, 44].
The lack of actual observation of water-ice grain growth in astrophysical dusty
plasma environments makes this another area ripe for laboratory study. Baylor
University [45] and Auburn University [46] both operate dusty plasma experiments
where the dust grains are prefabricated micron-size plastic spheres. Other exper-
iments in Europe have studied the dust growth process using reactive gases [47–
49]. There is even an experiment aboard the International Space Station called
Plasmakristall-4 (PK4) that performs dusty plasma experiments in microgravity
[50]. The Caltech Water-Ice Dusty Plasma Experiment is unique among its peers
because it grows water-ice dust grains by injecting water vapor directly into the
plasma where the water vapor freezes into ice grains. The Caltech experiment was
designed to be an upgraded version of the apparatus used by Shimizu et al. [51].
1.3 Scaling Laws
The common factors in the plasma structures shown in Figs. 1.2 and 1.3 are that
they are (i) extremely distant from earth, (ii) in an extreme environment, or (iii)
both. These complications make in-situ study extremely challenging or impossible.
As such, experimental physicists design and operate machines that create relevant
2Results from the Caltech Water-Ice Dusty Plasma Experiment will be presented in this thesis
to challenge both of these assumptions.
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plasmas in the laboratory to better understand their astrophysical counterparts. The
fundamental reasonwhy physicists can do this is because theMHDequations have no
intrinsic length scale. The resistive MHD equations can be written in dimensionless
form3 as
ρ̄
(
∂Ū
∂ t̄
+ Ū · ∇̄Ū
)
=
(
∇̄ × B̄
)
× B̄ − β∇̄P̄ (1.1)
∂B̄
∂ t̄
= ∇̄ ×
(
Ū × B̄
)
+
1
S
∇̄2B̄ (1.2)
∂ρ̄
∂ t̄
+ ∇̄ ·
(
ρ̄Ū
)
= 0 (1.3)(
∂
∂ t̄
+ Ū · ∇̄
) (
P̄ ρ̄−γ
)
= 0 (1.4)
where β = µ0P0/B20 and S =
µ0lvA
η . Here, a reference magnetic field B0, a reference
density ρ0, and a reference length l have been prescribed. From these, a reference
Alfvén velocity vA0 = B0/
√
µ0ρ0 and a reference time τ = l/vA0 are defined.
The various dimensionless quantities (barred variables) then relate to the original
variables by
ρ̄ =
ρ
ρ0
, B̄ =
B
B0
, Ū =
U
vA0
, x̄ =
x
l
, t̄ =
t
τ
, ∇̄ = l∇, P̄ =
P
P0
. (1.5)
β and S are two important dimensionless quantities that show up in the dimensionless
resistive MHD equations. β is called the plasma “beta” and S is called the Lundquist
Number. β is the ratio of the pressure forces to the magnetic forces. A low-β plasma,
or β << 1, is a plasma where the magnetic forces dominate the pressure forces. S
is effectively a measure of how “frozen-in” the magnetic flux is to the plasma. That
is to say, S is a measure of how true it is that the plasma and its magnetic field
lines convect together. Astrophysical plasmas have very large Lundquist Numbers
because l is enormous and this makes ideal MHD a good approximation for them.
Although S is not as large as in the astrophysical cases, S is large enough to make
the same S >> 1 ideal MHD approximation in the Caltech jet experiment.
Ryutov et al. [52] showed that the scaling of two different ideal MHD plasmas can
be expressed in terms of just three ratios if the two plasmas have the same β, S, and
3Appendix A shows where these equations come from.
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similar boundary conditions. On scaling a lab plasma to a solar plasma these three
parameters are
c1 =
llab
lsolar
, c2 =
ρ0lab
ρ0solar
, c3 =
P0lab
P0solar
. (1.6)
This results in the following scaling from lab plasma to solar plasma parameters
Bsolar =
1
√
c3
Blab (1.7)
vA,solar =
√
c2
c3
vA,lab (1.8)
τsolar =
1
c1
√
c3
c2
τlab (1.9)(
dv
dt
)
solar
=
c1c2
c3
(
dv
dt
)
lab
. (1.10)
What these scaling laws say is that if you have two plasmas with similar β and S and
you can estimate c1, c2, and c3, you know the scaled values of all the other important
quantities in the system.
Marshall and Bellan [53] extended these scalings to electrical quantities. Since
Ampere’s law gives 2πrB = µ0I, it is seen that current scales as lB and so
Isolar =
1
c1
√
c3
Ilab. (1.11)
Similar arguments can be made to obtain the scaling for inductance, magnetic flux,
electric field, voltage, current density, and magnetic energy which respectively scale
as
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Lsolar =
1
c1
Llab (1.12)
Φsolar =
1
c21
√
c3
Φlab (1.13)
Esolar =
√
c2
c3
Elab (1.14)
Vsolar =
√
c2
c1c3
Vlab (1.15)
Jsolar =
c1
√
c3
Jlab (1.16)
Wsolar =
1
c3c31
Wlab. (1.17)
1.4 Astrophysical Jet Experiment as a Proxy for Solar Prominence
The dimensionless nature of the MHD equations showcased in Section 1.3 allows
us to use our laboratory experiments to study solar and astrophysical phenomena.
Laboratory experiments at Caltech have similar β, S, and magnetic topology to
the astrophysical systems in Fig. 1.2 which means that the systems should evolve
similarly but with different timescales. Table 1.1 outlines estimated values of key
parameters for the Caltech single loop experiment and a Solar Prominence on one
side and the Caltech jet experiment and a YSO jet on the other side. All 10 rows of
quoted values come from the references listed in the bottom row of each column.
The parameters in the top four rows of the table can be used to calculate the middle
four and most show very good agreement with the tabulated values. A few are less
precise but reasonable enough, likely because the data in the table is compiled from
many different sources. In the 10th row of the table, v is the speed the jet propagates
which is why there is no value listed for the single loop structure. The astrophysical
jet experiment (a major topic in this thesis) and the solar loop experiment (the major
topic in Ref. [54]) are the primary tools at Caltech used to understand flux-rope
plasmas.
Figure 1.4 illustrates the similar magnetic topology and boundary conditions be-
tween solar prominences (a), the single loop experiment (b), and the jet experiment
(c). The previously used photograph of a solar prominence is shown again in Fig.
1.4(a). Immediately adjacent, Fig. 1.4(b) shows a photograph of the arched flux rope
with two footpoints created in the single loop experiment at Caltech. The incredible
similarity makes it an excellent tool to understand solar prominence dynamics.
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Parameter Single Loop Expt Solar Prominence Jet Expt YSO Jet
n [m−3] 6 × 1022 6 × 1014 3 × 1022 1010
|B | [G] 3000 50 104 10−3
T [eV] 2 100 2 0.7
L [m] 0.5 2 × 107 0.3 1014
ρ [kg/m3] 10−4 10−12 2 × 10−3 2 × 10−17
P [Pa] 3 × 103 5 × 10−2 160 10−9
vA [m/s] 3 × 104 4 × 106 2 × 104 2 × 104
β 0.01 0.002 0.01 0.4
S 101 − 103 108 − 1012 101 − 102 1015
v [km/s] N/A N/A 50 300
Refs [55–58] [1, 53, 55, 57] [53, 59] [59, 60]
Table 1.1: Table of key parameters for the Caltech single loop experiment and a
Solar Prominence on one side and the Caltech jet experiment and a YSO type jet on
the other side.
At first glance, the image of the jet experiment shown in Fig. 1.4(c) looks like
it does not fit with the other two. While this image more closely resembles the
AGN and YSO jets in Fig. 1.2(a) and (b), it is also relevant to solar prominences,
particularly near the footpoints. Near each footpoint of the prominence, the system
would mirror the jet topology: a collimated, twisted flux-rope. Thus, the jet is a
zoomed-in picture looking at the base of the prominence. The dynamics of the jet
should mirror the dynamics of the base of the single loop experiment and the solar
prominence itself.
Figure 1.4: Similar magnetic topology between solar prominences and the Caltech
laboratory experiments. a) Solar prominence, same as Fig. 1.2(c). b) Plasma
created in the single loop experiment. c) Plasma created in the jet experiment.
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C h a p t e r 2
JET EXPERIMENT DETAILS
The Caltech Astrophysical Jet Experiment is the longest running currently opera-
tional experiment in the Bellan plasma physics laboratory. It has been extensively
studied by graduate students and post-docs for nearly 20 years and new physics is still
being uncovered. The jet experiment produces a relatively cold, dense, collisional
low-β MHD-driven jet with an initial radius of a few cm and a length increasing to
several 10’s of cm in 30-50 µs. This experiment provides a unique opportunity to
study centimeter-scale versions of astrophysical flux-rope plasmas in the laboratory.
Figure 2.1 is a cutaway of the experiment. The jet is created inside a 1.4 m
diameter and 1.6 m long vacuum chamber which has a pair of coplanar, concentric
copper electrodes mounted on one end. The inner disk electrode is connected to
a capacitor bank and the outer annular electrode is connected directly to ground
allowing for a potential difference of 3-6 kV to be applied across the electrodes
during discharge. A more detailed description of the experimental setup and shot
firing process summarized here can be found in Refs. [61–63]. First, a coil
behind the electrodes is energized creating a dipole-like poloidal magnetic field that
links the inner and outer electrodes. Fast gas valves open and puff a gas cloud
into the vacated vacuum chamber through eight radially oriented, equally spaced
concentric pairs of holes on the inner and outer electrodes. After gas injection,
the 120 µF capacitor bank establishes a large potential difference (3-6 kV) across
the electrodes. The applied voltage ionizes the gas cloud in front of the electrodes
along the poloidal magnetic field lines from the coil. Electric current driven by
the discharging capacitor bank flows along the eight plasma arches. Hydrogen,
nitrogen, argon, and krypton gases can be used. A pulse forming network (PFN)
can be used to sustain the jet for up to 50 µs.
2.1 Experimental Hardware
The jet experiment is made of a number of hardware components that will each be
discussed in the following subsections below.
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Vacuum Chamber
The experiment is housed inside a 1.4 m diameter and 1.6 m long stainless steel
vacuum chamber. It has 2.75” ConFlat (CF) flange ports around the vessel that
provide great flexibility to the user when it comes to installing diagnostics. The
vessel has five 10” CF flange ports arranged in a line on each side of the chamber,
many of which are used as visible-light windows. An air-powered gate valve is
mounted on the single 14” CF flange at the bottom between the chamber and a
Marathon CP-12 Cryopump. During normal operation, the Cryopump and HC-8E
Compressor keep the base pressure in the chamber at approximtely 10−7 Torr as
measured by an ion gauge.
Power Supply
The capacitor bank and the electrical connections to the electrodes sit at the heart
of the experiment. We use two 60 µF Areovox Industries, Inc. capacitors in parallel
for an effective 120 µF capacitance. These capacitors are charged to 3-6 kV over
∼ 30 seconds and then each discharged over ∼ 15 µs by throwing two GL-7703
size A mercury-vapor ignitrons. The beauty of this sysem is that the capacitors can
be charged using relatively ordinary power from the wall and then ∼ 100 MW is
provided during discharge which is as much power as an entire city like Pasadena
consumes.
Between the capacitor bank and the electrodes are four Belden YK-198 low-
inductance coaxial cables. The electrodes are an inner 20 cm diameter copper
disk and an outer 50 cm diameter copper annulus with a few mm gap between the
two.
The capacitor bank outputs a current that looks like a damped sinusoidal wave
peaking around ∼ 100 kA for a 5 kV charge.
PFN
The Pulse Forming Network (PFN) is an extra power supply whose purpose is to
provide extra current to keep the experiment going for longer after the first capacitor
bank has discharged. It provides a square voltage pulse using a sequence of inductors
and capacitors. A complete description of the Pulse Forming Network (PFN) can
be found in Ch. 5 of Ref. [59].
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Background Magnetic Field
The background poloidal magnetic field is created by a separate power supply that
runs current through a solenoid coil of radius 9.55 cm with 110 turns that is located
directly behind the electrodes. The magnetic field lines from this coil link the inner
and outer electrodes.
Gas Inlets
Gas enters into the vacuum chamber through eight holes arranged concentrically in
the inner and outer electrodes. Behind the holes are four electrically controlled fast
gas valves that open and close in a very short amount of time and let in an amount
of gas that varies with the voltage provided to them. There is also an additional gas
inlet through a side 2.75” CF port that allows gas to be injected inside the vacated
vacuum chamber in front of the jet.
Data Acquisition
Diagnostic data is collected using a Struck Systeme SIS3100 VMEwith an SIS1100
PCI card slot in a PC to interface with it. The PCI card connects to the VME via
optical fiber. The system is housed in a large crate with 12 data acquisition boards
that can each input 8 channels for a total of 96 channels of data. The system operates
with 100 MHz frequency.
2.2 Diagnostics
Over the past nearly 20 years, a whole suit of diagnostics has been developed for
the jet experiment. Figure 2.1 shows some of the many diagnostics available on the
Caltech jet experiment. The next few subsections will highlight some of the most
important diagnostics, both pictured and not pictured on Fig. 2.1. The key X-ray
diagnostics including Dext , Dint , and DCMOS will be introduced in Ch. 3.
Imacon 200 Camera
The Imacon 200 intensified CCD camera is without a doubt the most important tool
in our diagnostic arsenal. In the fast mode of operation, the camera can take 7 black
and white 1200 x 980 pixel images at up to 2 × 108 frames per second (FPS). The
slow mode has the capability to take 14 images at up to 7 × 106 FPS. Imacon 200
is capable of using DSLR camera lenses giving it a wide range of viewing options.
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The photographs provided by the Imacon 200 are invaluable in understanding the
physics governing the flux-rope experiments at Caltech.
Magnetic Probes
The radial b-dot magnetic probe array measures the three components of the mag-
netic field (Br , Bφ, and Bz) at 11 radial locations spaced 2 cm apart. The whole
probe array can be translated in the z direction allowing an rz plane view of the
magnetic field to be constructed [59, 64, 65].
HV Probe
The jet experiment employs a Tektronix high voltage probe to measure the voltage
across the electrodes during each shot. This probe can measure voltages up to 12
kV and outputs the voltage on the probe with 1000x attenuation. Thus 1 kV on the
probe would output as 1 V. The probe has a characteristic rise time of ∼ 10 ns.
Current Probe
A Rogowski coil outputs a voltage proportional to the derivative of current. The
output voltage is coupled with a passive hardware integrator to measure current.
The hardware integrator has effective resistance Re f f = 82 Ω and C = 2 µF which
gives RC time constant τ ≈ 170 µs [66].
EUV Optics
An EUV imaging system with the capability to image photons with energy between
20 eV and 60 eV at frame rates up to 3.3 × 106 frames per second can be used. The
key components of this system are a multilayer Mo:Si mirror and a fast decaying
YAG:Ce scintillating screen. EUV images of the jet projected onto the scintillating
screen are taken by the Imacon 200 camera [67].
Interferometer
A HeNe laser interferometer with unequal path lengths is used to measure line-
averaged density of the jet [68]. The path lengths are over 8 meters different and
the interferometer still works because what matters is that the path length difference
is an integer multiple of the laser cavity length. The interferometer was recently
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upgraded with a new single mode optical fiber coupling that allows the system to
translate and rotate [69].
Thompson Scattering
Thomson scattering with a 532 nmNd:YAG laser is used tomeasure electron density
and temperature [69].
Figure 2.1: Cutaway of the Caltech Astrophysical Jet Experiment showing the
position and approximate scale of the jet inside as well as part of the diagnostic
suite. GreenNd:YAG laser beampassing vertically through the chamber is part of the
Thomson Scattering diagnostic. Red HeNe laser beam is part of the interferometer.
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C h a p t e r 3
X-RAY OBSERVATION
[1] R. S. Marshall, M. J. Flynn, and P. M. Bellan. “Hard X-ray bursts observed
in association with Rayleigh-Taylor instigated current disruption in a solar-
relevant lab experiment”. In: Physics of Plasmas 25.11 (2018), p. 112101.
doi: https://doi.org/10.1063/1.5054927.
The Caltech jet experiment produces an MHD-driven jet whose lifetime depends on
the gas it is composed of, varying from ∼ 10 µs for a hydrogen jet to ∼ 40 µs for an
argon jet. The more massive the atoms in the jet, the more slowly the jet propagates
down the chamber and the longer its lifetime [70].
The Caltech jet experiment operates in three distinct experimental regimes based on
magnetic flux through the inner electrode, Ψie =
∮
S
B · dA ≈ πa2Bz(a) [59]. Ψie
is directly related to the background poloidal magnetic field and it follows that a
larger Ψie stabilizes the jet against the kink instability [59]. Ψie is varied in practice
by increasing or decreasing the current running through the solenoid coil behind
the electrodes. The three operational regimes are: i) Detached –jet detaches from
the electrodes, ii) Kinked –jet stays attached and at some critical length undergoes
the ideal MHD kink instability, or iii) Straight –jet stays attached and remains
straight [59, 71]. The work presented in this thesis will focus on the physics of the
intermediate case ii) where the jet undergoes the kink instability.
Figure 3.1 shows the lifecycle of the jet for a Hydrogen plasma1. The first image,
while relatively dim, shows the jet 2 µs into the shot. The eight bright dots seen in
a circular pattern are eight holes in the inner electrode from where gas is injected
into the chamber. Arches of plasma that extend radially out from the eight holes are
faintly visible. These arches are what we call the ‘spider legs.’ Each subsequent
image shows the jet 500 ns later. The eight legs collimate and form a single jet over
the next ∼ 2 µs. The straight jet then propagates down the chamber.
When it becomes energetically favorable (which occurs when the jet reaches some
critical length), the ideal MHD kink instability sets in [59, 71] and the jet begins
to coil up like an inductor. Energy W = φ2/(2L) and so during the ideal MHD
1Hydrogen is used for the photographs because it creates a particularly nice set of images.
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Figure 3.1: Hydrogen jet life-cycle. The first image is taken 2 µs into the shot and
each subsequent image is taken 500 ns later. The Imacon 200 images are falsely
colored.
kink instability, φ is constant because magnetic flux is frozen into the plasma and
inductance L is increasing which means that the magnetic energy is decreasing.
The kink is an accelerating reference frame which induces a secondary Rayleigh-
Taylor instability on top of it. Rayleigh-Taylor (RT) is an interchange instability that
occurs when there is a heavy fluid on top of a light fluid. In the case of the Caltech
jet, the heavy fluid is the jet itself and the light fluid is vacuum. The fastest growing
RT mode has a growth rate that goes like γRT =
√
ge f f k where ge f f ≈ 4 × 1010
m/s2 is the effective gravity and k ≈ 300 m−1 comes from the wavelength of the RT
ripples. RT instability ripples pinch down the plasma jet. In the case of a hydrogen
plasma, the RT instability does not pinch the plasma down far enough to break it
apart. But in the case of the argon plasma, the RT instability pinches the diameter of
the jet past the ion skin depth δi = c/ωpi ≈ 4 mm, the critical length scale at which
the ideal MHD description of the plasma fails because the Hall term has become
non-negligible. In this moment, the RT instability causes a magnetic reconnection
event [62].
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a) b) c)
d) e) f)
Figure 3.2: Argon jet instability cascade from kink to Rayleigh-Taylor to magnetic
reconnection. a) is taken 25 µs into the shot and each subsequent image is 1 µs later.
a) and b) show a kinked plasma that is accelerating radially outward. c) and d) show
fast-growing Rayleigh-Taylor ripples superposed on the kinking arch. From c) to
e), the ripples get larger and in the microsecond between e) and f), the ripples get
so large that the plasma breaks apart. The Imacon 200 images are falsely colored.
Spectroscopic line ratios indicate nominal 2 eV electron temperatures while Doppler
broadening of spectral lines indicates similar ion temperatures [61]. The laser
interferometer [68] indicates a nominal density ne ' 3× 1022 m−3 giving a nominal
0.6 µm electron collision mean free path using the nominal temperature of T = 2
eV. The electron and ion temperatures increase to 6 eV and 16 eV, respectively at the
time and approximate location of the RT instability [61]. A Z = 2 ionization state
is assumed based on spectroscopic measurements at the time of the X-ray burst.
A set of images showing certain key points in the argon jet’s life cycle is shown
in Fig. 3.2. Each frame is 1 µs after the previous. Figures 3.2(a)-(c) show the
jet undergoing the ideal MHD kink instability and becoming helical [63, 71]. The
radially outward acceleration associated with the exponential growth of the helical
instability triggers a Rayleigh-Taylor (RT) secondary instability [62] whose ripples
are seen growing in Figs. 3.2(c)-(e) on the inboard side of the arch. Figs. 3.2(c)-(e)
show the RT instability choking the jet diameter at the interchange ripples. During
the microsecond between Figs. 3.2(e) and (f), the plasma breaks apart.
At the time when the argon plasma breaks apart, seven simultaneous, transient
measurements provide strong circumstantial evidence that something beyond the
21
scope of ideal MHD, i.e. a magnetic reconnection event, is taking place.
1. The high speed camera shows that the jet appears to undergo a RT instability,
and then break apart [62].
2. There is a transient EUV burst at the RT location [61].
3. The spectrometer shows Ar II line emission before the RT instability but Ar
III and Ar IV emission during the RT instability, indicating electron heating
[61].
4. An rf magnetic probe indicates a burst of high frequency waves, tentatively
identified as whistlers [61].
5. The spectrometer shows increased Doppler broadening of the ion lines, indi-
cating ion heating [61].
6. The magnetic probe array shows that the magnetic field morphology after
breaking is substantially different from before.
7. A 500-1000V fast transient is recorded across the electrodes by the high
voltage probe.
The rest of Ch. 3 will be devoted to adding a surprising new simultaneous measure-
ment to the list of seven transients.
8. There is a transient burst of hard X-rays.
3.1 X-ray Burst and Detector Details
Four different detectors have been used to detect X-ray emission from the jet. These
detectors are denoted as: (i) Dext , a single-channel plastic scintillator mounted
outside the chamber, (ii) Dint , a vacuum-tight 7-channel plastic scintillator detector
mounted inside the vacuum chamber, (iii) Damptek , a commercial Amptek XR100
Silicon Drift Detector mounted outside the chamber, and (iv) DCMOS, a windowless
CMOS camera mounted outside the chamber.
The Eljen Technology EJ-200 plastic scintillators in Dext and Dint are made of
Polyvinyltoluene. EJ-200 was chosen because it has a long attenuation length (380
cm), it is fast (rise time ∼ 0.9 ns, fall time ∼ 2.1 ns), it is cost effective, easy to
machine, and easy to maintain and operate. Hamamatsu H10721 photomultipliers
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were chosen because of their fast rise time (∼ 0.57 ns) and because they do not require
a high voltage power supply. Operation simply requires wiring the photomultiplier
up to a 4.5-5.5 Volt source. The low current draw means that the PMT can be
powered by four standard 1.5 V alkaline batteries wired in series. This is especially
important for the jet experiment because it prevents ground loops by enabling each
PMT to be electrically isolated from the rest of the experiment. Without this
precaution, ground loops would easily overwhelm the small currents produced by
each PMT.
Fig. 3.3 indicates how the detectors are positioned. Dext , Dint , and DAmptek have
time resolution with minimal energy resolution while DCMOS has energy resolution,
but no time resolution. The data from these four detectors show that a short ∼ 10−6
s burst of non-mono-energetic hard X-rays is detected between t ≈ 24− 40 µs at the
same time as several other distinct transient phenomena.
Detection of a burst of hard X-ray emission from the Caltech jet is surprising
because the plasma temperature is ∼ 2 eV. The temperature increases to a few
integer multiples of this at the time and location of the RT instability. But even 6-16
eV is barely into the EUV part of the electromagnetic spectrum and the observed
hard X-rays are ∼ 3 orders of magnitude more energetic.
External Detector, Dext
The one inch diameter cylindrical plastic scintillator in Dext sits immediately outside
the vacuum chamber behind a 2.75” CF flange with a kapton window mounted in
it. The scintillator is wrapped with aluminum foil and then by black electrical tape
to block visible light. A 2.5 m light pipe carries scintillated blue photons from the
tapered end of the scintillator to a battery-powered PMT inside a highly shielded
box. The electrodes are outside the field of view of Dext and so cannot be the source
of the X-rays, i.e. the X-rays must originate in the plasma.
Figure 3.4 shows a sample dataset. The X-ray data from Dext is shown in blue and
the voltage across the electrodes measured by the high voltage (HV) probe is shown
in black. At t ≈ 26.5 µs, Dext detects an X-ray burst and a nearly simultaneous 500
V transient appears across the electrodes.
The X-ray energy is estimated by collecting data from 75 consecutive shots with
varying thicknesses of aluminum foil placed in the X-ray path between the kapton
window and the scintillator inside Dext . To establish a reference, 20 consecutive
shots were taken with no foil (other than the foil wrapping the scintillator). Then
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Figure 3.3: Experimental layout showing key diagnostics used in X-ray study. The
electrodes are shown in the center. The magnetic probe array shown oriented with
the array spanning the center of the electrodes can both move axially and rotate.
DCMOS is the small, black rectangular camera on the third flange from the end. Dint
is mounted next to it on the second flange; its seven scintillators are housed in the
cylindrical body located inside the vacuum chamber. The scintillated photons are
transmitted through optical fibers coming out of the black tube through the flange.
Dext is shown on the flange farthest to the right; it was operated on the second flange
currently home to Dint prior to its existence. Damptek was operated on the far right
flange where Dext is shown. The Imacon 200 camera takes photographs through
one of the large side windows.
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Figure 3.4: Shot 18854 X-ray signal from Dext (top, blue trace) and high voltage
probe trace (bottom, black trace). ∆V Electrode is the voltage across the electrodes
measured by the high voltage probe. a) shows the full trace of both diagnostics and
b) is zoomed in for times t = 23 − 30 µs bounded by the cyan box in a).
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20, 10, 20, and 5 shots were taken with 86, 124, 173, and 297 microns of additional
attenuating foil, respectively. Transmission fractions for the varying thicknesses of
foil were least-squares fit with known aluminum transmission data as a function of
energy [72]. The best fit was found to be 5.8 keV with 4.3 keV lower bound and 6.4
keV upper bound; this fitting is shown in Fig. 3.5. The Dext data by itself does not
provide sufficient information to tell whether the X-rays are mono-energetic or not.
The following sections on Dint and DCMOS will discuss this in detail.
The histogram in Fig. 3.6 shows that the X-ray burst appears to happen at a random
time between 24 and 40 µs. When images from the high-speed camera and the
voltage across the electrodes measured by the high voltage probe are compared to
the timing of the X-ray pulse, a striking correlation becomes readily apparent. The
X-ray pulse does not occur randomly, but instead correlates with both the visual
observation of the RT instability breaking the jet and also with a transient jump of
the electrode voltage. Figure 3.7 shows this correlation between the times of the
X-ray signal, the transient electrode voltage jump, and visual observation of the jet
apparent breaking (i.e., dimming of visible light). Figures 3(d) and 3(h) in Ref.
[61] provide a more definite definition of the dimming. Figure 3(d) in Ref. [61] is
a superimposed image of the jet with visible light in blue and EUV in red whereas
Fig. 3(h) in Ref. [61] directly below it is purely visible. Arrows in Fig. 3(h) in Ref.
[61] pinpoint the locations in the RT region where visible emission of the jet dims
in between consecutive frames. During this time, Fig. 3(d) in Ref. [61] shows a
strong burst of EUV emitted from the same region. The visible dimming and EUV
emission is a reproducible phenomena. The time when the plasma breaks apart,
synonymous with the visible dimming, is determined using images taken with 250
ns interframe time, i.e. a capture rate of 4 × 106 FPS. It follows that Fig. 3.7(b)
illustrates less time resolution than Fig. 3.7(a) due to the interframe time being
much larger than the time between electrode voltage data points. Dext occasionally
detects multiple bursts and these coincide closely with multiple high-voltage probe
jumps suggesting multiple events taking place in a single shot. It was not possible to
image thesemultiple events using the high-speed camera because the events were too
separated in time for the camera timing to bracket these multiple events. However,
the camera frequently captured one of the multiple detected RT-instigated breaking
events and the time of the captured event image was simultaneous with an X-ray
scintillator signal.
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Figure 3.5: Plot shows the exponential attenuation of the X-ray signal measured by
Dext with increasing aluminum foil thickness on a logarithmic vertical axis. Each
‘x’ is a measured signal amplitude normalized to the average amplitude of the 20
measurements taken with no added attenuating foil. Signals were allowed to saturate
to increase dynamic range in the more sensitive measurements and as a result some
did saturate when no added foil was used. Signal strengths for saturated signals were
estimated by fitting their pedestals to the pedestal of a scaled signal with a known
strength. The average signal transmission for the number of shots taken with each
thickness of aluminum foil is shown in black and used to calculate the best fit, shown
as the black dashed line. The red data points and dashed line represent the noise
in the system and helps to explain why the best fit diverges at high thickness. The
noise is calculated as the standard deviation of the data for the 297 µm foil thickness
case where no X-rays were observed above the noise. The best fit is calculated via
least-squares using data from Henke et al. [72].
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Figure 3.6: Histogram of the times at which the X-ray signal is observed by Dext .
Internal Detector, Dint
Dint is made of seven one inch diameter scintillators, each individually wrapped by
aluminum foil and then black electrical tape. The housing holding the scintillators is
vacuum-tight which allows this detector to be mounted inside the vacuum chamber
so that the scintillators are only 35 cm from the center axis of the vacuum chamber.
Each of the seven scintillators is linked to its own PMT through a 2 mm diameter
and 10 m long optical fiber. The PMT outputs are measured by a 1 GHz bandwidth
oscilloscope with four input channels. This system has a 5 ns time resolution.
Figure 3.8 shows data from channels 1, 2, 3, and 4 of Dint . The signal envelopes
show excellent agreement across channels. In the four data sets, there is no signal
until t ≈ 25 µs when all four channels detect an X-ray burst that lasts about 1.5 µs.
Camera images from this shot show that the timing coincides with the jet breaking.
Figure 3.9 shows the X-ray data from channel 3 in Fig. 3.8 starting with the complete
15 µs data set at the top of the figure. The middle plot in Fig. 3.9 shows a 1 µs close-
up of the X-ray signal. The bottom plot in Fig. 3.9 shows a 100 ns ultra-close-up
of the data inside the dashed lines of the middle plot. Dint’s dramatically improved
28
20 25 30 35 40 45
Voltage Transient Time [ s]  
20
25
30
35
40
45
X
-r
a
y
 B
u
rs
t 
T
im
e
 [
s
] 
 
a)
20 25 30 35 40 45
Time Plasma Breaks Apart [ s]  
20
25
30
35
40
45
b)
Figure 3.7: Time correlation between X-ray burst, voltage transient measured by
HV probe, and time when plasma breaks apart. a) shows the time of the voltage
transient measured by the HV probe (horizontal axis) versus the time of the X-ray
burst detected by Dext (vertical axis) for each shot. b) shows the time when the
plasma breaks apart from the RT instability (horizontal axis) versus the time of the
X-ray burst detected by Dext (vertical axis). These figures show that the X-ray burst,
voltage transient across the electrodes, and when the plasma breaks apart all happen
simultaneously. Lines shown are linear best fits according to a least squares fit.
time resolution shown in Fig. 3.9 builds on the results from Dext by providing two
important new pieces of information: (i) the X-ray signal consists of the scintillator
collecting dozens to hundreds of discrete X-ray photons during the time when the
jet is breaking and (ii) the X-rays are not mono-energetic as the observed signals
have varying signal amplitudes.
Amptek Detector, Damptek
The Amptek XR100 Silicon Drift Detector, Damptek , detects X-rays in the 1-10 keV
range and has count rates as high as 106 counts per second. Data taken by Dint shown
in Fig. 3.9 shows that X-ray illumination rates during the burst are ∼ 100/1µs = 108
per second or more. From these count rates, it is apparent that X-ray emission while
the jet breaks is too fast for Damptek to detect individual photons, but Damptek is still
useful qualitatively as a commercially produced validation tool.
Damptek and Dint were operated simultaneously on the experiment. The two detectors
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Figure 3.8: X-ray data taken by the four channels of Dint going into the 1 GHz
oscilloscope. The vertical offset in the data is set manually for presentation purposes.
With no added offset, all the data prior to 25 µs would sit at the same level.
validated each other because when one detector saw an X-ray burst, the other did
too. Equally as important, when one detector did not see an X-ray signal, the other
saw either no X-ray signal or an extremely weak one.
X-ray Camera, DCMOS
DCMOS is a Mightex Systems MCE-B013-UW 1.3 Megapixel Windowless Camera
with a sheet of aluminum foil placed in front of the CMOS sensor, a design that
yields a reliable, energy-resolving X-ray detector [73–77]. It is important to note
here that the term ‘X-ray’ is used as an all-encompassing term to describe ionizing
radiation with energy E > 124 eV. X-rays and γ-rays are physically the same, the
only distinction is in their origin: X-rays are from electrons outside the nucleus
as well as from processes like Bremsstrahlung while γ-rays are from processes
inside the nucleus. The windowless construction of the camera is important because
most cameras are manufactured with a protective glass sheet glued directly onto the
CMOS sensor and glass strongly attenuates X-rays at the relevant energies. This
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Figure 3.9: Zoomed-in view of Dint X-ray signal. The top row is the same data
taken by Dint that is shown as Channel 3 of Fig. 3.8. The middle plot shows a
zoomed-in view of 1 µs inside the dashed vertical lines from the top plot during the
X-ray burst. The bottom plot shows a 100 ns snapshot, the region in the middle set
of dashed lines blown up.
glass sheet can be removed through careful application of heat to break the glue
[73, 76], but a simpler solution is to use a windowless camera2. A single sheet
of standard, store-bought aluminum foil is ∼ 18 µm thick. This foil transmits X-
rays with energy E > 4 keV [72] while blocking visible light. Pixels impacted by
X-rays have an intensity output proportional to the amount of energy deposited by
the incoming photon, provided the pixel is not saturated. A histogram of the pixel
intensities gives the X-ray energy distribution which can be calibrated using X-ray
sources with known energies [73–77].
DCMOS was calibrated using an 87 µCi Co-57 sealed Mössbauer source and an 11
µCi Fe-55 stainless steel encapsulated source. Co-57 emits at 6.4, 14.4, and 122
keV while Fe-55 emits at 5.9 keV. It was observed that X-ray photons incident on
DCMOS deposit their energy in multiple neighboring pixels, hereby referred to as
clusters, most commonly 2 or 3 pixels total. This seemed at first to contradict results
found by Stoeckl et al. [75] who report that “a significant fraction of the X-ray
2I tried to apply heat to remove the sheet of glass glued to the chip and it was not as easy as it is
made out to be. I ended up having a CMOS chip with melted pins on the back and a piece of glass
still glued to the front. I recommend the simpler solution.
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photons deposit all their energy in one [13.5 µm by 13.5 µm] pixel.” However,
DCMOS has a pixel size of 5.2 µm by 5.2 µm, less than 1/6 the area of a pixel in
the sensor used by Stoeckl et al. More than 90% of the incident photons deposit
their energy in 6 or fewer pixels suggesting a similar effective deposition area to that
in Stoeckl et al. To account for deposition in neighboring pixels, we developed a
clustering algorithmwhere neighboring pixels are grouped into a single event. From
an initial pixel with an intensity greater than 30, an energy far above the measured
background, neighboring pixels are searched for pixels with intensity greater than
12 which represents a threshold greater than 99% of the measured background. If
a valid pixel is found, the neighbors of the new pixel are added to the search. All
neighboring pixels with an intensity greater than 12 are grouped into a single event
with the initial pixel. A sample cluster from a Co-57 X-ray is shown in Fig. 3.10.
The energies from this calibration are displayed in Fig. 3.11. The blue data is made
up of 155,000 X-rays detected from the 87 µCi Co-57 sealed Mössbauer source in
2000 images. The peaks, accented with blue vertical dashed lines are assigned using
known Co-57 emission energies: the upper peak is the 14.4 keV X-ray emission
and the lower peak is the 6.4 keV Kα line of a decay product. A histogram of
54,000 photons detected from the 11 µCi Fe-55 sealed source in 2000 images is
superimposed on the same axes in orange. Using the calibration from the Co-57
histogram and assuming a linear relationship between the pixel intensity and energy
deposited in a pixel, the orange peak from the Fe-55 data is calculated to be 5.9 keV,
an exact match with the Fe-55 emission.
DCMOS is mounted outside the vacuum chamber with the same orientation as Dext .
Because DCMOS is not a fast camera, it is triggered before the plasma shot and
exposed during the entire duration of the shot. One image is obtained per shot.
DCMOS is calibrated using known X-ray energies and so it directly measures the
energy deposited by X-rays emitted from the jet. Figure 3.12 is a histogram that
shows detected X-ray energies. The blue data labeled ‘1 layer’ shows the X-rays
from 50 shots when only a single sheet of aluminum foil is placed in front of the
camera sensor. This single sheet has the duty of blocking all visible light as well as
passing X-rays. A distribution of energy of the X-rays is shown where the majority
have energy between 4 keV and 9 keV. Thus, the 5.8 keV energy estimate from Dext
shows excellent agreement with DCMOS.
Aluminum foil is sequentially added in front of DCMOS to illustrate how the spectrum
of detected photons changes with attenuation. Like the blue data in Fig. 3.12, each
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Figure 3.10: A partial image from DCMOS showing a typical energy deposit on the
camera sensor. This particular image is a Co-57 X-ray. The four pixels that contain
the energy deposited from the X-ray are outlined in red. The yellow pixel contains
the largest deposited energy. The pixel intensity of ∼ 30 is much larger than where
no interaction has occurred, and thus is easily recognized.
subsequent spectrum is also made up of data from 50 shots. As foil is added, the
spectrum amplitude in Fig. 3.12 decreases as expected. Also as expected, the
foil appears to attenuate a larger fraction of the incident X-ray photons with lower
energy.
3.2 Magnetic Field Measurements
The magnetic field evolution has been measured by an axially translatable radial
B-dot probe array [59, 64, 65] that records Br , Bφ, and Bz at 11 radial locations
spaced 2 cm apart. The probe is aligned normal to the electrode perimeter so that
the respective r , φ, and z directions of the probe coils correspond to the chamber r ,
φ, and z coordinates. Figure 3.3 shows the magnetic probe array oriented such that
it is positioned above the center of the electrodes.
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Figure 3.11: Histograms of detected X-ray energies from an 87 µCi Co-57 sealed
Mössbauer source (blue) and an 11 µCi sealed Fe-55 source (orange) using DCMOS.
Dashed vertical lines highlight the peaks of the respective sources. The two peaks
fromCo-57 are fitted to known data, 6.4 keV for the lower and 14.4 keV for the upper.
By assuming a linear relationship between energy deposited and pixel intensity, the
peak associated with the Fe-55 source is calculated to be at 5.9 keV.
By translating the probe through a sequence of z positions for a sequence of plasma
shots and measuring Br , Bφ, and Bz at the 11 radial locations, an rz plane view of
the magnetic field can be constructed. The magnetic field configuration has high
reproducibility before the kink starts, but during the kink and RT instabilities, the
plasma has poor reproducibility. At later times, reproducibility is partially restored.
At each axial position z, data from 10 shots is averaged to give ®B(r, z = zprobe, t) for
fixed zprobe. Thus, the measurement indicates an ensemble average. The probe is
translated by ∆z = 2.5 cm and the process is repeated. The final 110-point data set
is ®B(r, z, t) for grid points r = 0,2,4, ...,20 cm and z = 7.5,10,12.5, ...,30 cm. The
measurements are recorded with 10 ns resolution by 100 megasample per second
digitizers. The electrode location defines z = 0 and poloidal flux is defined as
ψ(r, z, t) =
∫ r
0
Bz(r′, z, t)2πr′dr′ (3.1)
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Figure 3.12: Histograms of X-ray energies from the Caltech jet experiment. Each
individual histogram is X-ray detection with a different thickness of attenuating
aluminum foil between DCMOS and the jet. The number of foil sheets includes the
single sheet required for DCMOS to function as an X-ray detector, i.e. there are 0,
1, 3, and 7 layers of additional attenuation material added for attenuation for each
spectrum respectively. Each spectrum includes X-rays seen during plasma 50 shots.
which can be discretized as
ψ(r, z, t) = ∆r
r ′=r∑
r ′=0
Bz(r′, z, t)2πr′ (3.2)
where ∆r = 2 cm is the radial distance between stations in the B-dot probe array.
One key assumption that is evident from this integration is that the ensemble average
magnetic field measurement B(r, z, t) is constant in the toroidal φ̂ direction. The
poloidal current is defined as
I(r, z, t) =
2π
µ0
rBφ(r, z, t). (3.3)
The top row of Fig. 3.13 shows camera frames from 5 to 35 µs. These images show
that the jet flows without kinking until about 15 − 20 µs and that the RT occurs at
25−30 µs. The second from top row shows the corresponding evolution of ψ(r, z, t)
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Figure 3.13: Timing relationships for camera images, poloidal magnetic flux,
poloidal current, and X-rays. The top row shows false color images of the plasma
taken every 5 µs by a high-speed camera. The plasma jet is clearly seen propagating
down the chamber from right to left as time increases from 5 to 20 µs. The kink
and RT instabilities break apart the plasma at t ≈ 25µs in this set of images. The
second row (denoted ψ) shows poloidal flux contours calculated from magnetic
probe measurements using Eq. 3.2 for times corresponding to the photos in the top
row (black line is where Bφ = 0). As in the photos, the poloidal flux surfaces are
clearly stretching from right to left during the 5 to 20 µs interval, coincident with
the jet traveling down the chamber. After the RT instability breaks apart the plasma,
the flux surfaces change substantially. The third row of images (denoted rBφ) shows
the poloidal current in arbitrary units. The colorbar on the right-hand side applies
to all seven plots. The jet’s right to left motion from 5 to 20 µs can be seen clearly in
these plots also. After 20 µs, the poloidal current surfaces becomemore random and
there are locations where the current vanishes or changes sign, i.e., there is a current
disruption. The sign change is highlighted by the white color in the colormap which
makes it easy to see. The bottom plot is stretched over all 7 columns and shows
X-ray scintillator signals for 10 of the 100 shots used to make the poloidal flux and
poloidal current plots in the second and third rows. The 10 X-ray signals occur at
times 25 µs < t < 32 µs and Fig.3.7 showed that the X-ray signals are coincident
with the RT instability and voltage jump. The temporal irreproducibility of the RT
signal and associated phenomena is evident from the scatter in the times for the 10
X-ray signals. This scatter indicates that the magnetic plots must be considered as
an ensemble average of the poloidal flux and current over many shots.
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and the third from top row shows the evolution of I(r, z, t). Once the jet propagates
past z = 7.5 cm, the magnetic probe array registers a signal and from 7.5 to 20 µs,
jet propagation in the +z direction is clearly evident from both the camera frames
and the I,ψ plots. This initial segment of the jet evolution has high reproducibility.
The next phase starts at the onset of the kink instability which is then followed by
the RT instability breaking the jet. The exact timing varies from shot to shot as
was shown in Fig. 3.7. For the particular photograph sequence shown in the top
row of Fig. 3.13, the RT instability starts at ∼ 25 µs. Figure 3.13 shows that the
flux surfaces become irregular with reduced shot-to-shot reproducibility from 25 to
approximately 35 µs. It is at times in this interval that X-rays are observed (bottom
row).
Figure 3.13 shows that the magnetic flux profile changes abruptly at the time of RT.
After the RT, X-rays, and other associated simultaneous phenomena, the ψ profile
differs from its prior profile. There is also evidence from the third row of Fig.
3.13 that the shot-averaged I(r, z, t) transiently goes to zero at certain axial locations
which indicates a break in the shot-averaged Jz circuit. Observation of the changing
magnetic field at the spatial and temporal scale of the RT ripples is not possible
because the spatial scale of these ripples is smaller than the probe spatial resolution
and because the location of the RT instability varies from shot to shot.
3.3 Energy and Electric Field Estimation
The energy in the capacitor bank driving the jet is Wc = CV2/2 = 120µF × (5
kV)2/2 = 1.5 kJ. The thermal energy in the particles in the breaking region is
Wth = nV kbT where n is the particle density, V is the volume of the region assumed
to be a cylinder, and T is the temperature. Assuming a nominal radius r = 2 cm
and length l = 0.4 m, this volume is V = πr2L = 5 × 10−4 m3. Using the nominal
density n = 3 × 1022 m−3 from the laser interferometer [68] and temperature T = 2
eV, the thermal energy in the particles is Wth = nV kbT = 5 J. The circuit magnetic
energy at the time of the X-ray burst isWmag = LI2/2 = 54 nH ×(60 kA)2/2 = 100
J. Calibration of Dext using X-rays from a thorium reference source and taking into
account the solid angle subtended by Dext indicate that the radiated X-ray energy
is ∼ 10−8 J indicating that only a tiny fraction of the electrons emit X-rays. This
imposes the important constraint that any proposed mechanism for accelerating
electrons to high energy in a collisional plasma should work on only a tiny fraction
of the electrons.
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Since argon’s K-shell energy is 3.2 keV [78], atomic line radiation cannot explain
the observed ∼ 6 keV photons. As additional evidence that the radiation is not from
argon’s K-shell, Fig. 3.12 shows that the energy of the emitted photons from the
plasma is not mono-energetic or at multiple specific lines.
This elimination of K-shell radiation suggests Bremsstrahlung to be the likely mech-
anism. A 6 keV electron travels at v ≈ 5 × 107 m/s. The X-ray pulse lasts approx-
imately 1 µs as seen in the top trace in Fig. 3.9. If a 2 eV electron uniformly
accelerates to 6 keV in 0.5 µs, an electric field E = 520 V/m would be required and
the electron would travel 11 meters. If the acceleration time constraint was doubled
to 1 µs, the acceleration would result in the electron traveling twice the distance: 22
meters. Such long acceleration distances are not credible because the high-speed
imaging shows that the breaking region has a scale length of∼ 10 cm. If, instead, the
electron reaches 6 keV in 10 cm, then an E = 6 × 104 V/m electric field is required
and the acceleration of an individual electron would take only ∼4 ns, if it did not
collide. This electric field is much smaller than the Dreicer [79] electric field ED =
5.6 × 10−18neZT−1e lnΛ = 8 × 105 V/m, so the plasma would be collisional and not
running away (i.e, not having all electrons accelerated to high energy). This is an
important point that is the foundation of the acceleration theory presented in Ch. 4.
Figure 3.8 shows that the X-ray signal consists of dozens to hundreds of discrete
photons emitted throughout the ∼ 1 µs time interval when the jet is breaking. This
suggests that electron acceleration is continuously occurring during the entire 1 µs
interval. This multiplicity of photons is consistent with acceleration of individual
electrons in 4 ns over a 10 cm path by E = 6 × 104 V/m.
3.4 Discussion
An inductive electric field could arise in a manner similar to (but with more extreme
parameters) the spark that occurs when a toaster is unplugged from the wall; this is
in effect an opening switch voltage source [80–82]. When a toaster is unplugged,
the circuit produces a large LdI/dt voltage that attempts to keep the electric current
flowing; here L is the inductance of the wiring up to the wall socket. This situation
is also analogous to a log pile-up on a fast-moving river with the river flow velocity
corresponding to current, the mass of the upstream river water to inductance, the
momentum of this upstream water to magnetic flux, and the pressure drop across
the log pile-up analogous to the voltage drop LdI/dt . The RT instability breaking
the jet acts like the opening switch because the RT instability chokes the current
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channel diameter d to be smaller than the ion skin depth c/ωpi .
The reason why the ion skin depth is a critical dimension can be seen by comparing
the electron drift velocity along the jet axis vd = Jz/ne to the Alfvén velocity
vA = Bz/
√
µ0nmi [62]. The ratio of these velocities can be expressed as
vd
vA
=
Jz
ne
√
µ0nmi
Bz
=
c
ωpi
1
rBz
∂
∂r
(
rBφ
)
(3.4)
so if Bφ is of order Bz and the radial scale length is of order c/ωpi, the electron drift
velocity becomes of order of the Alfvén velocity and so the current will become
kinetically unstable. Thus, when the flux-rope cross-section is choked down to be of
the order of the ion skin depth, the plasma no longer behaves like a perfect conductor.
The plasma cannot conduct a current requiring such a large electron drift velocity,
so in that moment it develops a resistance.
The choke region behaves as an opening switch that interrupts the current and a
voltage LdI/dt appears across the gap [83–85]. This is like the pressure drop across
the log pile-up in the river analogy.
Modeling the plasma in this electrical circuit picture as an LC circuit where C is
from the capacitor bank power supply and L comes from both the plasma and the
cabling up to the plasma is a powerful big-picture conceptual tool. Figures 3.14
(a) and (b) show this circuit diagram with the plasma immediately before and after
the RT instability breaks the plasma apart. When the circuit is closed before the
RT instability, the LC circuit quarter-cycle time is t1/4 = π/2
√
LC. The observed
current rise-time is ∼ 4 µs, so using the 120 µF of the fast capacitor bank gives
L ' 54 nH, most of which is in the path from the capacitor to where the circuit
opens. The Pulse Forming Network (PFN) cables have a similar inductance. The
electric current flowing in the jet at the time of the RT instability is ∼ 60 kA and
the circuit has L = 54 nH, so the RT instability interrupting this circuit produces a
voltage of V = LdI/dt across the gap shown in Fig. 3.14 (b). It is important to note
that this inductive LdI/dt voltage is not related to the voltage on the capacitor bank
and can actually be much larger depending on L, dI, and dt. Jiang et al. [81] and
Tataki et al. [82] discuss this in great detail.
The actual interruption of this current is not instantaneous and likely has shorter
duration than the observed X-ray burst. A nominal interruption time of 500 ns is
chosen based upon growth rates for the RT instability from Moser [62]. Direct
estimation from the images in Ref. [62] yields γRT = 1 × 106 /s and calculation
39
L
L
c/wpi
Closed Circuit 
Lateral acceleration due to kink
Open Circuit: 
V = L dI/dt
X-Ray
Scintillator
C
C
Rayleigh-Taylor Ripples
a)
b)
I
I
10 cm
10 cm
Figure 3.14: Images of the argon plasma just before and after the RT instability in
a circuit diagram indicating the power electronics. a) shows the plasma at t = 29
µs into shot 18758 as a closed circuit when the RT instability has just started. The
plasma is undergoing lateral acceleration caused by the kink instability. The RT
ripples are indicated by the white arrows. b) shows the plasma and circuit 1 µs later
at t = 30 µs, just after the RT instability has broken the jet to form an open circuit.
A voltage LdI/dt appears across the gap.
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using the measured effective gravity and observed ripple wavelength gives γRT =√
ge f f k = 3 × 106 /s where ge f f and k both come from the images in Ref. [62] and
were documented at the beginning of Ch. 3. Choosing a nominal interruption time
intermediate between the observed and calculated growth rates, 500 ns, will produce
an inductive voltage of V = LdI/dt ' 6 kV ; this is consistent with accelerating
electrons to ∼ 6 keV. The value of 6 keV is nominal because some electrons may be
accelerated to higher energies while only emitting Bremsstrahlung photons of lower
energy since their slowing-down collisions can be less than head-on.
The simultaneous substantive change in global shot-averaged poloidal flux structure
from before to after the RT instability, the X-ray evidence for a large transient electric
field and the six other measurements listed at the beginning of Ch. 3 provide strong
circumstantial evidence that a fast magnetic reconnection event is instigated by the
RT instability. If one were to argue that there is no magnetic reconnection event,
i.e., if one were to argue that magnetic flux remains frozen into the plasma frame
throughout the entire time when the above eight phenomena occur, then there would
be no electric field in the plasma frame, so no means exist for accelerating electrons
to high energy. Furthermore, the voltage transient observed by the high voltage
probe indicates there is a sudden change in the magnetic flux linked by the electric
circuit going from the inner electrode to outer electrode. If magnetic flux were
frozen into the plasma, then no such change in flux linked by this circuit could
occur, so no voltage transient would be observed at the electrodes.
At this point, the questions from the introduction to flux rope plasmas in Ch. 1
re-emerge: i) How does a small subset of particles get energized? ii) How is the
subset selected? iii) Why can this subset accelerate while the plasma is both cold
and collisional?
The following mechanism is postulated. The key ideas are the energy dependence
and statistical nature of the mean free path. The plasma is very dense, so there are
a large number of electrons and ions in the reconnection region. The reconnection
electric field accelerates all the electrons, but because the plasma is very collisional
with a mean free path initially on the order of 1 µm, only e−1 of the electrons
are successfully accelerated over the 1 µm mean free path as 1 − e−1 ≈ 0.66 of
the electrons are scattered in this distance. The electrons that did not collide are
now moving with more kinetic energy than initially, so their next mean free path
is longer. Again, e−1 are successfully accelerated and gain even more energy than
previously. This cycle of acceleration and increasing mean free path repeats over
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the reconnection distance. Not only can this type of acceleration explain the X-ray
observation, but also the EUV observation as particles that only accelerate part of
the way before radiating could easily emit EUV. Because of the high density, a tiny
but macroscopic number of initially thermal electrons can successfully accelerate
to keV energies and then finally collide to emit a large energy photon. A full
quantitative description of this proposed mechanism will be presented in Ch. 4.
42
C h a p t e r 4
X-RAY THEORY
[1] R. S. Marshall and P. M. Bellan. “Acceleration of charged particles to
extremely large energies by a sub-Dreicer electric field”. In: Physics of
Plasmas 26.4 (2019), p. 042102. doi: https://doi.org/10.1063/1.
5081716.
This chapter presents the model for how a small subset of thermal particles can be
accelerated to high energies in a plasma that is ostensibly so extremely collisional
that no such acceleration would be expected. This model involves combining
statistical concepts with the predictions of Vlasov-based Fokker-Planck calculations.
It explains why a small cohort of electrons in a cold, collisional plasma will be
accelerated to energies orders of magnitude larger than thermal energy by a sub-
Dreicer electric field. Thus, the model differs from a runaway situation, i.e., from
the situation where all electrons are accelerated to high energy. It also differs from
certain previous considerations of sub-Dreicer electric fields [86–89] and is shown
to provide a much stronger effect. As discussed in Section 3.4, the electric field
is proposed to be the inductive electric field associated with a sudden change in
electric current. This current interruption results from a fast magnetic reconnection
process breaking apart the jet [18, 62]. Because themodel depends only on statistics,
Fokker-Planck collision theory, and current disruption, it should apply to solar and
astrophysical situations as well as in the laboratory.
4.1 Overview of the Model
The experiment has a large electric current flowing along the axis of the colli-
mated MHD-driven jet. On reaching a critical length, the jet kinks creating an
effective gravity upon which a fast growing Rayleigh-Taylor instability develops.
The Rayleigh-Taylor instability acts to interrupt the axial current in the jet which
induces a large axial inductive electric field at the location of the interruption. For
the purposes of the model presented here, the configuration will be considered one
dimensional with a finite-duration electric field in the z direction having finite axial
extent d. Because of Lenz’s law, this electric field is oriented so as to accelerate
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electrons axially, i.e., in the z direction. The Dreicer electric field,
ED = 0.43
neZe3 lnΛ
8πε20 κTe
= 5.6 × 10−18neZ
lnΛ
Te
(4.1)
in units of V/m, is the condition for runaway acceleration. When E > ED, the
acceleration from the electric field overpowers the drag from collisions and all
electrons accelerate to arbitrarily high energy, regardless of each electron’s initial
energy.
By contrast, the statistical acceleration model to be presented here requires a sub-
Dreicer electric field, E < ED, and because of this, it will be shown that only a
fraction of the electron population is accelerated. This fraction is determined by a
statistical analysis of the acceleration process.
The sub-Dreicer electric field results from an interruption of an electric current as
in an opening electric switch. In this moment of interruption when the switch is
opened, the plasma transitions from behaving like an LC-circuit to behaving like
an LR-circuit. Opening a switch in a circuit carrying a current I and having an
inductance L produces a voltage LdI/dt so if the rate of change of current is large,
a large voltage and hence a large electric field E = (1/d) (LdI/dt) will develop.
The initial LC-circuit analog to Fig. 3.14(a) is sketched in Fig. 4.1(a). Opening
the switch is effectively the same as if one of the wires suddenly develops a large
resistance, as sketched in Fig. 4.1(b), the analog to Fig. 3.14(b). The inductive
energy of the circuit will be dumped into the resistance of this wire. This is seen by
multiplying the circuit equation IR+LdI/dt = 0 by I to obtain I2R = −d/dt(LI2/2),
and then integrating in time.
4.2 Statistical Selective Acceleration Process
We now present the statistically selective process. This process accelerates a small
fraction of the electrons in a cold, collisional plasma to an energy orders ofmagnitude
greater than thermal despite: (i) λ << L where the nominal thermal collision mean
free path, λ ∼ µm, is microscopic compared with the system size L ∼ cm and (ii)
the electric field is much smaller than the Dreicer electric field, i.e., E  ED.
According to Fokker-Planck theory, the slowing down time τs of a beam of test
particles T starting with an initial velocity u greater than both electron and ion
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Figure 4.1: Schematic of an inductive circuit. A current will flow indefinitely in a)
if there is no resistance in the wires. If the wire connecting L1 and L2 is replaced by
a large resistance R corresponding to an opening switch, this will result in a large
voltage across R and the entire inductive energy 12 (L1 + L2)I
2 of the circuit will be
dumped into R.
thermal velocities is [1, 90, 91]
τs ≈
4πε20
neq2e lnΛ
m2T
q2T
u3
Z + 1 + mT/me
. (4.2)
The test particles here are electrons so mT = me and qT = qe. We use the Caltech
jet experiment parameters, namely an argon plasma with Z = 2 in the reconnection
region, a density ne = 3 × 1022 m−3, and a temperature T = 2 eV. These give
lnΛ ' 4.8 where Λ = 6πnλ3D and λD =
√
ε0κT/nq2e is the Debye length.
Because τs ∼ u3, the mean free path λ = uτs for an electron increases quadratically
as it accelerates and it follows that electrons with higher initial velocities have longer
mean free paths. First consider an electron having some initial velocity v0 exceeding
the thermal velocity vT =
√
2κT/me. The acceleration process will be calculated in
two steps: (i) the acceleration of the electron having velocity v0 will be determined,
and then (ii) the probability of having different initial velocities v0 will be taken into
account. The first critical assumption is related to the collisional mean free path.
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Since λ = uτs, Eq. 4.2 shows that the initial mean free path of the electron is
λ0 =
16πε20
(Z + 2)neq4e lnΛ
W20 (4.3)
where
W0 =
1
2
mev20 (4.4)
is the initial electron kinetic energy. The instantaneous mean free path for the
electron can therefore be written as
λ(z) = λ0
(
v(z)
v0
)4
. (4.5)
The kinetic energy of the electron after traveling a distance z is given by
1
2
mev(z)2 = W0 + qeEz −
∫ z
0
me (νee + νei) v(z′)dz′ (4.6)
where the integral on the right represents energy lost by the accelerating electron
due to collisional drag via Rutherford scattering.
It will be assumed that qeEz >>
∫ z
0 me (νee + νei) v(z
′)dz′ so the energy loss due to
the drag term in Eq. 4.6 can be neglected. Of course, drag cannot be neglected for
all electrons in the plasma, but neglecting drag is reasonable for the small subset of
electrons that is accelerated to high energy. The conservation of energy equation
becomes 12mev(z)
2 = W0 + qeEz, so an accelerating electron has a velocity
v(z) = v0
√
1 +
αz
λ0
(4.7)
where
α =
qeEλ0
W0
. (4.8)
We use the thermal velocity vT as a reference velocity and define a reference mean
free path λ0,T as the initial mean free path of electrons having vT as their initial
velocity. Equation 4.3 gives λ0,T ≈ 1 µm using T = 2 eV. Equation 4.3 further
shows that electrons with v0 > vT will have a longer initial mean free path.
The probability for any single electron to collide after traveling some distance z is
P = 1 − exp(−z/λ) where λ is the instantaneous mean free path. It follows that
the electron has a P = 0.63 chance of colliding while traveling the first mean free
path up to z = λ(v0). However, it is critical to note that this also means that after
traveling one mean free path, the electron has an e−1 = 0.37 chance of not colliding.
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Consider now the 0.37 fraction of the electrons with initial velocity v0 that did not
collide between z = 0 and z = λ(v0). These electrons will have gained an energy
qeEλ0 on being accelerated collisionlessly in the electric field and so will now have
a new velocity v1 = v0
√
1 + qeEλ0/W0. To calculate what happens next, this new
velocity must be used for v(z) on the right hand side Eq. 4.5 to give a new, larger
λ(z). Now consider what happens to this group of electrons when they travel this
second, longer mean free path. A fraction 0.63 will collide, but a fraction 0.37 will
not collide and will gain energy qeEλ1. This process will repeat so that each time the
electrons travel a successive mean free path λn, they gain additional energy qeEλn if
they do not collide.
Since d is the path length over which the electric field exists, the voltage drop along
this path is V = Ed. We now consider the special subset of electrons having initial
velocity v0 that manage to travel the entire distance d without colliding. The final
kinetic energy of these electrons that do not collide is
W f =
1
2
mev2f = W0 + qeEd ' qeEd (4.9)
if W f  W0. From Eq. 4.8, it is seen that d = W f λ0/(αW0) = v2f λ0/
(
αv20
)
. The
number of mean free paths traveled by these electrons with initial velocity v0 that
never collide is
N(v0) =
∫ d
0
dz
λ(z)
=
1
λ0
∫ v2
f
λ0/(αv20)
0
dz(
1 +
αz
λ0
)2
=
1
α
©­«1 − 1W fW0 + 1ª®¬
'
1
α
=
W0
qeEλ0
. (4.10)
This collisionless cohort will constitute a fraction exp(−N(v0)) of the electrons that
had initial velocity v0 since upon traversing each successive collisional mean free
path, only a fraction e−1 of the electrons did not collide. Since the fraction of
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electrons having initial velocity v0 is given by the Maxwell-Boltzmann distribution
f (v0) =
1
π1/2vT
e−v
2
0/v
2
T , (4.11)
the fraction of all electrons with initial velocity v0 ≥ vT that are accelerated to final
energy W f is
F =
∫ ∞
vT
f (v0)e−N(v0)dv0. (4.12)
Figure 4.2 sketches the statistical acceleration model. Only the positive half of the
distribution with velocity v0 > 0 is shown because the acceleration is in the positive
direction and later in this section the contribution from electrons initially moving
in the opposite direction will be shown to be negligible. Blue arrows represent the
successive mean free paths associated with electrons having different v0 with each
initial velocity v0 marked by a black circle. The length of the initial mean free path
λ0 increases as v0 increases and each subsequent mean free path λi is larger than the
previous mean free path λi−1. The relative number of electrons having a specific v0
is indicated by the Maxwell-Boltzmann distribution (black curve), and this shows
that the number of electrons having initial velocity v0 scales as exp(−v20/v
2
T ).
We now define the reference number
NT =
κT
W f
d
λ0,T
=
κT
qeEλ0,T
=
v2T
v2f
d
λ0,T
(4.13)
which is the number of mean free paths traversed by an initially thermal electron
that accelerates without collisions to attain the energy W f . Using Eq. 4.5, the mean
free path λ0 for an electron with initial velocity v0 can be expressed as
λ0
λ0,T
=
(
v0
vT
)4
. (4.14)
Using Eqs. 4.10 and 4.14, the number of mean free paths of an electron with initial
velocity v0 can then be expressed as
N(v0) =
v20
v2f
d
λ0
= NT
v20
v2T
λ0,T
λ0
= NT
(
vT
v0
)2
. (4.15)
Substituting for N(v0) in Eq. 4.12 using Eq. 4.15 gives
F =
1
π1/2
∫ ∞
1
e−g(ξ)dξ (4.16)
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Figure 4.2: Sketch of the statistical acceleration model. The black curve represents
the Maxwell-Boltzmann velocity distribution of the electrons. Five positions on
the curve (circles) are chosen with distinct initial velocities v0. The blue arrows
pointing to the right from each circle represent the mean free paths for an electron
that does not collide starting at initial velocity v0 . The number of non-colliding
electrons decreases by a factor e−1 for each successive mean free path.
where ξ = v0/vT and
g(ξ) = ξ2 +
NT
ξ2
. (4.17)
Because NT  1 for a sub-Dreicer electric field as will be shown, the integral in
Eq. 4.16 can be evaluated with high accuracy using the method of steepest descent
[92]. This method exploits the property that the integrand in Eq. 4.16 has a sharp
maximum when g(ξ) is near its minimum gmin which occurs at ξm = ±N1/4T . Figure
4.3 plots e−g(ξ) for NT = 33 where NT was defined in Eq. 4.13 and shows that e−g(ξ)
is at a maximum when ξ = N1/4T giving the minimum value of g to be gmin = 2N
1/2
T .
Since v0 > vT is assumed, the minimum at ξm = +N1/4T is the relevant choice and at
this location g′′ = 8. Taylor expansion of g(ξ) in the vicinity of its minimum gives
g(ξ) = 2N1/2T + 4(ξ − ξm)
2, so Eq. 4.16 becomes
F '
e−2N
1/2
T
π1/2
∫ ∞
1
e−4(ξ−ξm)
2
dξ. (4.18)
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Figure 4.3: Plot of exp(−g(ξ)) versus ξ for NT = 33. Dashed vertical lines show the
location of ξ = 1.98 and ξ = 2.81 where exp(−g(ξ)) is at half its maximum.
On defining η = 2(ξ − ξm), Eq. 4.18 can be written as
F =
e−2N
1/2
T
2π1/2
∫ ∞
2−2N1/4T
e−η
2
dη
'
e−2N
1/2
T
2π1/2
∫ ∞
−∞
e−η
2
dη
=
e−2N
1/2
T
2
(4.19)
where the lower limit of the integral has been extended to −∞ because 2 − 2N1/4T
is a large negative number. By extending the lower limit of the integrand from
2 − 2N1/4T to −∞, a tiny error associated with integrating over the electrons moving
in the opposite direction is introduced. This error is referred to as G(NT ) because it
is a function of NT only and is given by
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Figure 4.4: Plot of F and G from Eqs. 4.19 and 4.20, respectively, shows that G
is negligible compared to F for large NT . Error G (NT ) shown in red is associated
with expanding the lower limit of the integrand in Eq. 4.19 to −∞. Actual values
for F(NT ) are shown in black.
G =
e−2N
1/4
T
2π1/2
∫ 2−2N1/2T
−∞
e−η
2
dη
=
e−2N
1/2
T
2π1/2
∫ ∞
2N1/4T −2
e−η
2
dη
=
e−2N
1/2
T
4
erfc
(
2N1/4T − 2
)
(4.20)
where erfc is the complimentary error function.
Figure 4.4 shows that G is negligible compared to F for large NT . As an example,
for NT = 33, G ∼ 10−10 whereas F ∼ 10−6. Thus the fictitious addition of a tiny
number of electrons moving in the negative direction for the mathematical purpose
of having a Gaussian integral makes a negligible error to the evaluation of F.
The situation where NT is near unity corresponds to all the electrons being accel-
erated, i.e., to the Dreicer runaway situation whereas NT  1 corresponds to the
statistical acceleration situation where only a fraction of the electrons are accelerated
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to high energy. The situation when NT is near unity is seen by solving for E in Eq.
4.13 and then substituting for λ0,T using Eq. 4.3:
E =
κT
qeNTλ0,T
=
1
NT
Z + 2
0.86Z
(
0.43
neZe3 lnΛ
8πε20 κTe
)
=
Z + 2
0.86Z
1
NT
ED. (4.21)
Equation 4.21 shows that when NT is near unity, E is close in magnitude to ED. In
this case, acceleration is no longer statistical in nature as all electrons are accelerated
to high energy.
In order for an electron that has managed to accelerate collisionlessly through
NT  1 successive and increasing mean paths to radiate an X-ray, it must undergo
a rapid deceleration. This would happen if the electron were to make a large-angle
collision. It is now recalled that the cumulative effect of small angle collisions
dominates large angle collisions by a factor of 8lnΛ. Thus, the fraction of electrons
that are first accelerated collisionlessly to have the full voltage drop and then have a
large angle collision so as to radiate an X-ray photon is
FXray =
e−2N
1/2
T
16 lnΛ
. (4.22)
We believe the particle acceleration model presented here is conceptually, but not
rigorously, correct for the following reasons. First, when a fast electron moves
through the plasma, the fast electron generates a Langmuir wave wake as a result
of the background plasma electrons rearranging their positions from the Coulomb
interaction with the fast electron. This wake causes a drag on the fast electron since
the wake energy comes at the expense of the kinetic energy of the fast electron. This
wake drag is assumed here, as in Fokker-Planck collision theory, to be negligible.
Second, the use of a collision frequency oversimplifies the real situation where a
group of initially fast electrons has both drag and velocity diffusion. After one
slowing-down time, velocity diffusion causes some electrons to move faster and
some electrons to move slower than the average velocity of all the electrons in the
group under consideration. We are effectively considering the subset of initially
fast electrons for which velocity diffusion results in a slowing down much less
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than the average. This subset is represented in a simplified way as being a small
cohort that does not slow down at all and so does not collide. This simplification
comes from using a collision frequency rather than the combination of slowing
down and velocity diffusion characterized by a Fokker-Planck model. Third, the
Fokker-Planck slowing-down time in Eq. 4.2 depends indirectly on a Vlasov fluid
treatment since Fokker-Planck collision theory incorporates Debye shielding, and
Debye shielding is derived by placing a test particle in a Vlasov plasma. The
collision frequency extracted from Fokker-Planck theory is used in the statistical
acceleration model here as a Klimontovich-like single particle picture to describe
how an individual electron in a plasma accelerates in an applied electric field. Thus,
the statistical acceleration model mixes ideas from both fluid-based Vlasov theory
and single-particle-based Klimontovich theory to arrive at the conclusion that there
exists a subset of fast electrons which experiences much less drag than average, and
this is simplified to being no drag at all. This is in qualitative agreement with reality
where velocity diffusion causes a spread in drag, so some electrons experience
much less drag than average. The statistical acceleration model differs from the
Dreicer runaway criterion which considers only the average drag and ignores the
existence of the small subset of electrons that experiencemuch less than average drag.
Appendix B provides a detailed discussion on the limitations of Debye shielding
when considering collisional drag of a fast particle and provides additional support
for the existence of a subset of fast electrons that effectively do not collide.
4.3 Summary of the Caltech Jet Experiment Observations
The observation of a hard X-ray burst by four different detectors during this fast
magnetic reconnection event [18] serves as evidence of this statistical acceleration
model. Additional evidence for the model can be found in the Chai et al. [61]
observation of an Extreme Ultra-Violet (EUV) burst occurring at the same time and
location as the RT instability. Electrons in the accelerating cohort that successfully
travel a smaller number ofmean free paths before collidingwill attain lower energies,
e.g., 10’s of eV. Upon colliding with argon ions, these electrons will excite EUV
atomic lines.
As reported in Ch. 3, the photons in the X-ray burst have a broad spectrum centered
at about 6 keV, the burst lasts ∼ 1 µs, and the length of the presumed emitting region
is determined from photos of the Rayleigh-Taylor unstable region to be 10 cm. The
voltage 6 kV is consistent with interruption of the 60 kA jet current in ∼ 1 µs using
a ∼ 60 nH circuit inductance. By taking into account the solid angle subtended
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by the detector, the energy in the X-ray burst is ∼ 10−8 J which is extremely small
compared to the 100 J stored in the 60 nH circuit conducting the 60 kA current.
4.4 Application of the Statistical Acceleration Model to the Caltech Jet Ex-
periment
The inductive electric field results from a voltage drop of 6 kV in d = 0.1 m and so
is E = 6 × 104 V/m. Using T = 2 eV and λ0,T = 10−6 m gives
NT =
κT
qeEλ0,T
=
TeV
Eλ0,T
=
2
6 × 104 × 10−6
= 33. (4.23)
Using NT = 33 in Eq. 4.19 gives a fraction F = 4.8 × 10−6 of the original thermal
electrons that are successfully accelerated up to 6 keV by accelerating collisionlessly
in 10 cm. Evaluation of Eq. 4.22 using lnΛ ≈ 4.8 shows that the fraction of
electrons that generate X-rays by first accelerating collisionlessly in 10 cm and then
decelerating in a large angle collision is FXray = 1.3× 10−7. This is consistent with
the extremely small X-ray transient burst of ∼10−8 J compared to a stored magnetic
energy LI2/2 = 102 J. It is also possible that 6 keV X-rays have been produced by
electrons that have gained more than 6 keV, but then slowed down by making less
than head-on collisions so not all the energy is lost in a single collision.
4.5 HowStatistical AccelerationDiffers from theModifiedRunaway Situation
The possibility that a sub-Dreicer electric field E will accelerate electrons having
sufficiently high initial velocity to runaway has been previously discussed by many
authors including Refs. [86–89]. For example, on pages 38-39 of the textbook by
Helander and Sigmar [89] it is stated “However weak this [electric] field may be,
it is still larger than the friction force on sufficiently fast electrons. The latter will
therefore be accelerated by the electric field to arbitrarily high energy and form a
population of so-called runaway electrons.”As a second example, the concept that a
weak electric field will accelerate sufficiently fast electrons to runaway is the basis
of the analysis by Scudder and Karimabadi [88]. As a third example, Livi and
Marsch [93] report a numerical calculation of the formation of a tail of high energy
particles. These previous approaches did not consider time dependence of the
electron distribution and only considered a time-independent competition between
the accelerating force from an electric field and the drag force from collisions. We
do not disagree with the conclusions of these previous discussions, but show here
that the statistical acceleration mechanism is far more important than the process
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quoted above from the book by Helander and Sigmar [89].
The key difference between the statistical acceleration theory based on Eq. 4.2
compared with the discussion in Livi andMarsch [93] and Scudder and Karimabadi
[88] is that the latter do not consider the full time-dependent Vlasov equation in their
analysis whereas the statistical acceleration model effectively does. A mathematical
discussion of the difference seen by considering the 1D Collisional Vlasov Equation
is presented in Section 7 of Ref. [53].
Both Scudder and Karimabadi [88] and Helander and Sigmar [89] point out that a
sub-Dreicer electric field will accelerate tail electrons with sufficiently fast initial
velocity because collisional drag scales as 1/v3. We will refer to this process as
‘modified runaway’ to distinguish it from the statistical accelerationmodel presented
here. The difference can be seen by carefully parsing Helander and Sigmar’s
previously quoted statement characterizing the modified runaway process. We agree
that this modified runaway process occurs, but argue that it is far less important than
the statistical acceleration effect for two reasons. First, there will be an extremely
small number of electrons that are sufficiently fast to have their drag be less than the
accelerating force from the electric field. Second, if the electric field is arbitrarily
small, the electrons will have to travel an enormous length since the energy gained
scales as qEl and this will take an enormous time. We discuss these two reasons in
detail below.
First reason: In the Caltech experiment, d ≈ 10 cm and the inductively developed
accelerating electric field is 60 kV/m. Using Eqs. 4.3 and 4.5, a kinetic energy
W = 630 eV would be required for an electron in the Caltech plasma to have a 10
cmmean free path. Electrons with initial energy exceeding 630 eV would accelerate
without frictional drag in the 10 cm path length and so gain 6 kV. This 630 eV
kinetic energy corresponds to a critical velocity vc = 1.5 × 107 m/s, i.e., 18 times
faster than the thermal velocity vT = 8.4× 105 m/s of the 2 eV plasma. The fraction
of electrons with v > vc is
Frunaway =
1
π1/2vT
∫ ∞
vc
e−v
2/v2T dv
=
1
2
erfc
(
vc
vT
)
= 5.1 × 10−141. (4.24)
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The statistical acceleration theory predicts F = 4.8×10−6, 135 orders of magnitude
larger! The important difference is that the statistical acceleration model predicts
acceleration for the substantial number of electrons with energy only two to three
times that of the thermal energy, whereas the modified runaway process relies on the
virtually non-existent population of electrons having energy exceeding 300 times
the thermal energy.
Second reason: According to the Helander and Sigmar description [89] of the
modified runaway process, electrons with a sufficiently fast initial velocity in an
arbitrarily weak constant electric field will be accelerated to arbitrarily high energy.
Consider the subset of electrons in the Caltech experiment having sufficient initial
kinetic energy to be collisionless, but now assume that the electric field is arbitrarily
weak, say E = 6×10−12 V/m to give a precise example. In order to be accelerated to
the observed W f = 6 keV energy, the electrons would have to travel l = W f /(qE) =
1015 meters, i.e., a distance 16 orders of magnitude larger than the experiment. The
time for acceleration to the final velocity is t =
√
2mW f /(qE) ' 1 year and so
is correspondingly large. We, therefore, conclude that the arbitrarily weak electric
fields postulated in the modified runaway situation are not capable of accelerating
electrons to arbitrarily high energies in situations having physically sensible time
and length scales.
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C h a p t e r 5
APPLICATION TO THE SOLAR CORONA
[1] R. S. Marshall and P. M. Bellan. “Acceleration of charged particles to
extremely large energies by a sub-Dreicer electric field”. In: Physics of
Plasmas 26.4 (2019), p. 042102. doi: https://doi.org/10.1063/1.
5081716.
The results of the laboratory experiment and the associated statistical acceleration
model can be used to propose a mechanism for the acceleration of particles in the
solar corona and the solar chromosphere. The key difference is that a phenomenon
that happens on the order of microseconds and centimeters in the laboratory would
happen over much longer time and length scales in solar situations [52]. While
MHD aspects of the experiment can be scaled directly to the solar situation, the
non-MHD statistical acceleration model does not scale directly. This lack of direct
scaling motivates consideration of certain additional phenomena when considering
the solar situation.
The Caltech jet experiment will be scaled and compared to three previous, represen-
tative solar studies with consideration of both MHD and non-MHD behavior. The
three solar studies are:
1. Kink instability in the corona: Wyper et al. [94] presented a numerical MHD
model of a jet having a kink instability in the solar corona and provided
nominal parameters of B = 10−3 T, n = 1016 m−3, l = 106 m, T = 100
eV, jets lasting 180 s with velocities of 120-450 km/s, and instabilities with
time scales of 12.5–25 s. Wyper et al. made no mention of the existence of
Rayleigh-Taylor instabilities or of non-MHD phenomena.
2. Particle acceleration in the corona: Tsuneta [95] has used Yohkoh X-ray
observations to argue that particle acceleration in the corona along a coronal
loop takes place because of a 100 kV drop along field lines; this would
correspond to the 6 kVvoltage drop in the lab experiment. Nominal parameters
for the situation described by Tsuneta are shown in the second column of the
data in Table 5.1 followed by derived parameters.
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3. Particle acceleration in the chromosphere: Zaitsev et al. [96] hypothesizes
that particle acceleration takes place in the solar chromosphere rather than
in the corona. The rationale underlying this hypothesis is that the flux of
energetic particles leaving the sun is very large, so it would be more likely to
be sourced by the chromosphere as the chromosphere density is much higher
than that of the corona. Nominal parameters from Zaitsev et al. are shown in
the third data column of Table 5.1.
5.1 MHD Scaling
Here, I will use the MHD scaling laws from Section 1.3 that result from the dimen-
sionless nature of the MHD equations. Using reference values for the Caltech jet
nlab ' 3 × 1022 m−3, Blab = 1 T, and Tlab = 2 eV, we see that the lab experiment
has β = µ0nκT/B2 = 10−2. Figure 3 from Gary [97], a plot of β versus height for
a range of solar conditions, shows that it is reasonable to assume that the lab and
solar plasmas have the same β. In particular, Fig. 3 from Ref. [97] shows that
the nominal β ∼ 10−2 of the lab experiment can occur in both chromosphere and
corona regions. Therefore, it will be assumed that βlab ≈ βsolar ≈ β ≈ 10−2. The
argon lab plasma has a reference mass density ρ0,lab = nmi = 2 × 10−3 kg m−3 and
a reference Alfvén velocity vA,lab = Blab/
√
µ0ρlab = 2 × 104 m s−1. We choose
llab = 0.3 m to be the reference length (nominal jet length) so the reference time is
τlab = l/vA,lab = 15 µs.
Scalings from the Caltech experiment to the solar corona and to the solar chro-
mosphere of quantities described by ideal MHD are given in Table 5.2. Table 5.2
shows that the Caltech lab MHD parameters scale to quite credible solar param-
eters, so the lab experiment can be considered a good analog computer for solar
MHD physics. In particular, the lab experiment should constitute a reasonable
scale model of both the kink and the RT instability since both of these are MHD
instabilities described by Eqs. 1.1 - 1.4. The three equations in Eq. 1.6 produce
c1 = 1.875 × 10−8 , c2 = 1.2 × 108 , and c3 = 66666.7 for the scaling from the
lab experiment to solar corona parameters while for scaling to solar chromosphere
parameters is c1 = 6 × 10−7, c2 = 1.2 × 106, and c3 = 3 × 104.
The model used by Wyper et al. [94] has no mass flux into the system and no
electric current flowing into and out of the system. Kinking is observed and any
magnetic reconnection results from numerical diffusion, an artifact of the numerical
method, and not from two-fluid effects associated with ion skin depth scale lengths.
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Wyper et al. [94] had nominal parameters of B = 10−3 T, n = 1016 m−3, l = 106
m, T = 100 eV, jets lasting 180 s with velocities of 120-450 km/s, and instabilities
with time scales of 12.5–25 s. These parameters are quite close to the scale-up of
the lab experiment to solar corona parameters as described in Table 5.2. The lab
experiment toroidal magnetic field is Bφ = µ0I/2πa = 0.6 T which means that the
nominal jet velocity is v jet = vABφ/B = 0.6vA, so the scaled up solar jet velocity
will be v jet = 0.6vA = 400 km/s which is consistent with Ref. [94]. The scale-up
of the kink characteristic time to 5 s is in reasonable agreement with the 12.5–25 s
time scale in Ref. [94]. The lab experiment thus scales extremely well to the solar
situation from the point of view of ideal MHD.
It should be noted that Ref. [94] did not observe RT instabilities despite RT being an
MHD phenomenon depending on plasma acceleration which exists in Ref. [94] as
a result of the kinking. Possible reasons for the non-observation of RT in Ref. [94]
are that (i) the initial density was prescribed to be uniform so that the kink-driven
acceleration did not produce a ‘heavy’ fluid on ‘top’ of a light fluid, that (ii) the
scale length of the RT ripples was too small to be resolved by the grid size used, or
(iii) some combination of these.
5.2 Non-MHD Scaling
Using the parameters provided by Tsuneta [95] and by Zaitsev et al. [96] for the
coronal and chromospheric calculations, the various derived quantities are calculated
as was done for the Caltech experiment and are listed in Table 5.1. The statistical
acceleration model shows that when E  ED, it is still possible to accelerate a
fraction of the original particles to energies orders of magnitude higher than thermal
with this fraction given by Eqs. 4.13 and 4.22. In the Tsuneta [95] case, NT = 7.5,
and in the Zaitsev et al. [96] case, NT = 3.8, so the fraction of particles that do not
collide and consequently are accelerated ismuch higher than in the lab situation. The
energy content of the small number of energetic particles is similar to or greater than
the energy content of the much larger number of particles in the thermal distribution
because the final energy per particle is several orders of magnitude higher than the
thermal energy. The ratio of energy in the accelerated particles to that of the initial
thermal distribution is FW f /W0 which is given in Table 5.1. This ratio can exceed
unity. Thus application of the statistical acceleration model to solar situations shows
that a sub-Dreicer electric field can accelerate significant numbers of solar electrons
to energies orders of magnitude greater than thermal, and that it is not required to
invoke a super-Dreicer field to explain the existence of such energetic particles.
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Understanding the scaling of the non-MHD microphysics parameters together with
the MHD parameters provides a more complete picture of how this type of particle
acceleration might take place on the sun. The electron drift current vd is a micro-
scopic velocity and depends on discrete properties of the charge that do not appear in
the MHD equations. Nevertheless, if the atomic mass number is taken into account,
it is seen that the electron drift velocity scales as J/n = mi J/ρ so
vd,solar
vA,solar
=
mi,solar
mi,lab
c1
√
c2
vd,lab
vA,lab
. (5.1)
Because collisions also depend on particle discreteness, if the order unity depen-
dence on charge Z is ignored, the collision mean free path scales as
λm f p,solar =
mi,solar
mi,lab
(
Tsolar
Tlab
)2
c2λm f p,lab (5.2)
where it is also assumed that particle speed is the same multiple of their respective
thermal speeds.
Scalings of quantities that depend on particle discreteness are given in Table 5.3.
Unlike theMHD situation, a simple direct scaling of non-MHDmicrophysics linking
the laboratory experiment to the solar corona or chromosphere does not exist. The
most obvious difference between the solar and lab plasmas is that the solar plasmas
have very small electron drift velocity vd , so the RT instability would have to
squeeze the current channel almost completely shut before the drift velocity could
be increased to be of the order of a thermal or Alfvén velocity. Another important
issue is that the calculated values of NT for the solar corona and chromosphere
depend on whether the actual or scaled electric field is used to calculate NT in Eq.
4.13. In Table 5.1, the electric field is assumed to be the observed X-ray energy
divided by the assumed acceleration length, whereas in Table 5.2, the electric field
is scaled up from the lab experiment using the ideal MHD electric field scaling
given in Eq. 1.14. The discrepancy indicates that the rate of current interruption
observed in the experiment cannot be scaled up to the solar situation since such a
scaling gives too large an electric field; in effect the model works too well. This
issue is partially resolved by realizing that the rate of current interruption depends
on micro-physics outside the scope of ideal MHD, so it does not follow the same
scaling. In particular, the Dreicer electric field scales as
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ED,solar
ED,lab
=
Tlabnsolar Zsolar ln (Λsolar)
TsolarnlabZlab ln (Λlab)
=
c3
c22
1
Zlab
ln (Λsolar)
ln (Λlab)
(
mi,lab
mi,solar
)2
(5.3)
which differs from the ideal MHD electric field scaling in Eq. 1.14.
The Rayleigh-Taylor instigated voltage VRT is calculated assuming that the RT
instability open-circuits the complete electrical current in the Rayleigh-Taylor e-
folding time and this produces large electric fields at the location of the RT opening
switch. Since in the solar case this would provide electric fields substantially
exceeding runaway conditions, it is plausible that the RT instability does not cut off
the entire current. In this case a much smaller voltage would be produced. Since
the scaled potential of 1011 volts is 2-6 orders of magnitude larger than observed
particle energies, if one assumed that the RT instability only reduced a 10−6 to 10−2
fraction of the 8 × 1010 ampere current, then correspondingly smaller voltages and
electric fields would be produced, the electric field would be less than the Dreicer
field, and the voltage drop appearing across the RT region would be 105 − 109 volts
which is sufficient to provide suitably energetic particles.
Thus two possible resolutions are: (i) not all the current is disrupted in the solar case
so less than the maximum possible electric field is produced, (ii) the disruption of
the current occurs much more slowly in the solar cases than the ideal MHD scaling
predicts. A third possible resolution, discussed below, is that topological details
allow for a different scaling.
5.3 Solar Braiding as the Means of Scaling
A likely way to resolve the issues discussed in the previous section is to consider
that the 6 megameter radius solar flux-rope consists of a large number of braided mi-
croscopic filaments [98]. The tendency towards filamentation of a two-dimensional
current sheet is the two-dimensional analog of a monolithic cylinder decomposing
into a collection of braided strands and is obvious in Fig. 1 of Daughton et al. [99].
Solar observations support this conjecture because whenever observational resolu-
tion is increased, structures that formerly appeared to be monolithic appear to have a
substructure consisting of finer-scale filaments wrapped around each other as shown
for example in Fig. 1.18 of Ref. [7]. Decomposition of a flux-rope into filamentary,
island-like substructures would be analogous to a commercially available type of
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Figure 5.1: Current distributions in a) solid conductor compared with b) braided,
insulated, Litz-wire. Bright blue representswhere the current flows. In the solid con-
ductor case, current only exists in a small skin layer, whereas in the case of braided,
insulated Litz-wire, the current will be distributed uniformly throughout the column.
Images from Rudolf Pack GMBH & Co, KG, https://www.packlitzwire.com.
braided electric cable. This braided cable is called Litz wire [100] and consists of
a large number of tiny, insulated wire strands of radius smaller than a skin depth.
The strands are braided in such a way that no strand is on average more inside or
more outside the cable cross-section than any other strand. Because the radius of
each strand is smaller than the skin depth, the current is uniform within each strand,
and because there is no difference between any of the strands, each strand carries
an equal proportion of the total current. The consequence is that the current is
uniformly distributed across the cross-section of the cable. This is in contrast to
a solid, monolithic cable which would have all the current confined within a skin
depth of the surface. Figure 5.1 highlights this difference in current cross sections.
The proposal that a plasma flux-rope decomposes into braided filaments as in Litz-
wire was first made by Stix [101] on considering anomalous flux penetration in
a tokamak as a result of the breakup of nested flux surfaces into Litz-like helical
islands. As support for this conjecture of braiding, it should be noted that a braided
system has more inductance than a single monolithic conductor because the current
links interior flux in a braided system, whereas the monolithic conductor has no
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interior flux. Having more inductance for a given amount of flux reduces the
magnetic energy since magnetic energy can be expressed asWB = LI2/2 = Φ2/(2L)
and flux Φ = LI.
Consider a solar flux-rope undergoing a kink instability producing a magnetic field
Bkink . If this flux-rope is constituted by an enormous number of tiny braided strands
each having radius of a few ion skin depths and having current density J, each strand
would be accelerated by the kink magnetic field by a local J × Bkink force and, as
in the lab experiment, each strand would experience the effective gravity associated
with this kink acceleration. The ion skin depth for hydrogen with n = 1016 m−3 is
c/ωpi = 2 m. Assuming a temperature T = 100 eV and a magnetic field B = 10−3
T, the ion Larmor radius is rLi =1 m. The strands would thus have to be at least
several Larmor radii in radius, so for example a flux-rope with radius 106 m might
consist of strands having 10 m radius in which case the flux rope would consist of
1010 strands, each 10 m in radius. The strands would be braided so that each strand
is statistically the same, i.e., there is no inside or outside strand. The strands could
also have a web-like structure as shown in Fig. 1 of Daughton et al. [99].
Because there is no inside or outside to the braided strands, any externally imposed
kink magnetic field will completely penetrate this structure. This is because any
shielding of the externally imposed magnetic field would require a surface current,
but no surface current is allowed because all strands are equally on the surface and
in the interior. Each strand would then experience an identical J × B force from the
interaction between the exterior kink-instigated magnetic field B and the current J
in the strand. Each strand would have a large lateral acceleration, experience its own
effective gravity, and develop its own small-scale RT ripples. These ripples would
quickly grow to become comparable to c/ωpi and would choke off the current in
each strand because having vd of order vA is forbidden by kinetic considerations.
The interruption of the currents in each strand when it breaks would correspond to
the interruption of the current in the Caltech jet experiment when it breaks, so there
would be a large electric field associated with LdI/dt. Figure 5.2(a), (b), and (c)
shows what a bundle of individual filaments all undergoing the MHD kink, RT, and
then breaking apart might look like. The images for each filament in Fig. 5.2(a),
(b), and (c) are taken from Fig. 3.2(a), (e), and (f) respectively.
More recent experiments by Yang et al. [57] show a hoop force driven magnetic
Rayleigh-Taylor instability in an experiment simulating solar loops at Caltech. Fig-
ure 5.3 shows the similarity between the hoop force driven RT instability on the
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a) b) c)
Figure 5.2: Sketch illustrating how a solar flare might evolve with a Litz-wire-like
filament structure. a) is a collection of five filamentsmade by superposing five copies
of the image from Fig. 3.2(a). This composite shows each filament undergoing an
MHD kink instability and accelerating upwards. b) is the same collection of five
filaments made using the image from Fig. 3.2(e) where each filament is undergoing
the RT instability. c) is the same collection of five filaments made using the image
from Fig. 3.2(f) where each filament has broken apart after undergoing the RT. The
jet breaks apart in the microsecond between this image and the next one which is
shown in c).
single loop experiment and the kink-driven RT observed on the jet experiment.
While of different origin than the kink-driven RT seen on the jet experiment, it
nonetheless shows that the arched geometry of current loops will provide an accel-
eration from the hoop force that can instigate a RT instability. If arched solar loops
are composed of Litz-wire braided strands, the hoop force would affect each strand
and instigate the RT instability. This RT could choke off the current in each strand
on the loop producing the electric field necessary to accelerate charged particles to
high energy when they break.
By imagining the braided, current-carrying strands of the Litz-wire to be like a
rope, the classic slow build-up to fast-eruption behavior seen in solar flares can be
explained. If a rope is supporting a large mass and something external is slowly
cutting each individual strand one-at-a-time, after enough strands were cut slowly by
the external factor, all the remaining strands will break in one instantaneous motion.
The analogy in the case of the solar flare would be that the RT instability starts
breaking a few of the braided strands in the solar prominence structure and after
enough have been broken, the rest break instantaneously and the whole structure
erupts producing a coronal mass ejection and solar flare.
The Litz-wire-like braiding appears to be essential because if there were no braiding
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Figure 5.3: Images of Rayleigh-Taylor instability (a) at the base of the single loop
and (b) on the jet experiments at Caltech.
so that a macroscopic flux-rope were a monolithic conductor, the resistive skin time
would be much too long for a current to spread uniformly across the flux-rope cross-
section. Specifically, the resistive diffusion time for a current to penetrate a 6 × 106
m radius 100 eV plasma is τR = µ0r2/η = 3 million years which of course is many
orders of magnitude larger than the time scale for currents to change in the solar
corona.
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Parameter Caltech Lab Solar Corona Solar Chromosphere
(Tsuneta) (Zaitsev)
Te [eV] 2 90 2
ne [m−3] 3 × 1022 1016 1018
Wo [eV] 2 90 2
W f [keV] 6 100 20
l [m] 0.10 1.6 × 107 5 × 105
E[V/m] 6 × 104 0.006 30
Z 2 1 1
ln(Λ) 4.8 18 10
ED[V/m] 8.1 × 105 0.01 53
λ0 [m] 1 × 10−6 2 × 103 0.02
E/ED 0.07 0.5 0.5
α 0.03 0.13 0.27
NT 33 7.5 3.8
F 4.8 × 10−6 0.002 0.010
FW f /W0 0.015 2.3 100
FXray 1.3 × 10−7 1.5 × 10−5 1.3 × 10−4
S 10-100 [102] 108 − 1012 [7] 106 − 108 [103]
Table 5.1: Comparison of Parameters. Rows above the first break are inputs. Rows
below the first break are calculated outputs. The final row below the second break
contains Lundquist Number estimates.
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Parameter Units Caltech Lab Solar Corona Solar Chromosphere
(Tsuneta) (Zaitsev)
a.m.u. 40 1 1
Z 2 1 1
ne m−3 3.0E+022 1.0E+016 1.0E+018
T eV 2 90 2
B T 1.0 0.0039 0.0058
β 0.012 0.012 0.012
l m 0.30 1.6E+007 5.0E+005
a m 0.020 1.1E+006 3.3E+004
vA m/s 2.0E+004 8.5E+005 1.3E+005
τ s 1.5E-005 19. 4.0
I A 6.0E+004 1.2E+010 5.8E+008
L H 5.0E-008 2.7 0.083
Φ Wb 0.0030 3.3E+010 4.8E+007
W J 90. 2.0E+020 1.4E+016
τkink s 4.0E-006 5.0 1.1
τRT s 5.0E-007 0.63 0.13
lkink m 0.30 1.6E+007 5.0E+005
VRT V 6.0E+003 5.3E+010 3.7E+008
lRT m 0.10 5.3E+006 1.7E+005
ERT V/m 6.0E+004 9.9E+003 2.2E+003
ED V/m 8.1E+005 0.011 28.
ERT/ED 0.074 8.8E+005 78.
Table 5.2: MHD scale-up from lab experiment. Bold numbers are inputs, all others
are calculated from input numbers and from scaling relations. a is the minor radius
of the current channel. These parameters do not depend on particle discreteness. ED
is the only exception to the previous statement. ED is calculated using the referenced
ne and T , not an MHD scaling.
67
Parameter Units Caltech Lab Solar Corona Solar Chromosphere
(Tsuneta) (Zaitsev)
λD m 6.1E-008 0.00071 1.1E-005
lnΛ 4.8 18 10
λm f p m 1.1E-006 2.3E+003 0.021
η Ohm-m 0.00050 2.1E-005 0.00051
c/ωpi m 0.0013 2.3 0.23
vd m/s 9.9E+003 2.2 1.0
vd/vA 0.50 2.6E-006 8.2E-006
δskin m 0.040 9.1 21
S 15 8.2E+011 1.5E+008
Table 5.3: Microscopically-dependent parameters not in MHD. These parameters
do depend on particle discreteness.
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C h a p t e r 6
DUSTY PLASMA EXPERIMENT DETAILS
The CaltechWater-Ice Dusty Plasma Experiment is the newest addition to the Bellan
Plasma Physics Laboratory. 2013 marks the first publication with results from this
experiment and this is the first thesis to include it. This continuous low-power
(P ≈Watts), capacitively coupled plasma experiment housed inside a 6” spherical-
square vacuum chamber seems unimposing compared to the jet experiment with
its pulsed high-power (P ≈ Megawatts) plasma created inside a meter-size vacuum
chamber with the constant compression cycle of the cryopump compressor playing
on repeat. Despite its humble stature, this table-top dusty plasma experiment
demonstrates a rich variety of physics.
The dusty plasma experiment produces a plasma that will last continuously as long
as the power supply is turned on. There is no µs time-scale set by a discharging
capacitor bank. Interestingly, the dusty plasma experiment turns the conventional
wisdom of water vapor bad for vacuum pumps on its head. When operating the
dusty plasma experiment, water vapor is intentionally introduced into the vacuum
system!
The dusty plasma experiment was designed to be an improved version of the ap-
paratus used by Shimizu et al. [51]. The group at Max Planck Institute, Garching
was extremely supportive of our experiment at Caltech. In fact when Kil-Byoung
Chai came from South Korea to Caltech to build this experiment, he took the long
way from South Korea to Pasadena traveling west to Germany first to visit Max
Planck before completing the journey to Pasadena. The two main differences in the
experiments are:
1. Shimizu et al. [51] created water vapor in-situ through the chemical reaction
of 2D2 + O2 → 2D2O + 484kJ/mol, whereas the Caltech experiment uses
the vapor pressure of liquid water to diffuse water molecules into the plasma
from a separate reservoir.
2. The Caltech experiment has an adjustable gap distance between the electrodes.
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The dusty plasma experiment provides a unique opportunity to observe directly how
ice grains in an astrophysically-relevant plasma environment grow from a few µm to
hundreds of µm. Similar to terrestrial and astrophysical dusty plasmas, the Caltech
dusty plasma is weakly ionized (∼ 10−6 ionization fraction) and the dust consists of
water-ice grains. The ∼ 150 K ambient temperature is similar to the temperature of
naturally occurring ice dusty plasmas.
6.1 Experimental Hardware
Figure 6.1 shows a cutaway of the 6” spherical-square vacuum chamber with the
parallel plate electrodes in brown and the purple plasma in the middle. Figure 6.2
shows a schematic of the complete system. The key hardware components that
compose this relatively humble experiment will be discussed in the subsections
below.
Figure 6.1: Cutaway of the Caltech Water-Ice Dusty Plasma Experiment vacuum
chamber.
Vacuum Chamber
The dusty plasma experiment is housed in a Stainless Steel 316L 6.0" Spherical-
Square Vacuum Chamber produced by Kimball Physics. The chamber has a volume
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Figure 6.2: Schematic diagram showing the main components of the CaltechWater-
Ice Dusty Plasma Experiment.
of 119 in3. The vacuum chamber features two 6” ConFlat ports, four 4.5” ConFlat
ports, and four 1.33” ConFlat ports which allow for the experiment hardware to be
rapidly configured or changed. The chamber is oriented as in Fig. 6.1 such that
the two 6” ConFlat ports are at the top and bottom. The four 4.5” ConFlat ports
are situated 90◦ from each other in the same horizontal plane. Glass windows are
mounted onto three of these 4.5” ConFlat ports. Attached to the fourth 4.5” ConFlat
port is an angle valve leading to a Pfeiffer Vacuum two-stage HiCube pump system.
The HiCube consists of an MVP 015 diaphragm pump and a HiPace80 turbo pump.
The amount of water vapor we use does not cause difficulties with these pumps. An
ion gauge shows that this pumping system achieves a base pressure of approximately
5 × 10−6 Torr.
Electrodes
Without a doubt, the electrodes are the most important components of the Dusty
Plasma experiment. The 6 cm diameter parallel-plate copper disk electrodes are
each built into a 6” ConFlat flange with adjustable welded bellows allowing the gap
distance between them to be varied. This gap is typically ∼ 1.5 cm, but can be as
large as ∼ 2.5 cm. A thermal finger passes all the way through the ConFlat flange
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from the electrode disk itself inside vacuum to atmospheric pressure where it is
submerged in liquid nitrogen (LN2). The two flanges each bolt to the 6” ConFlat
ports at the top and bottom of the chamber. The electrodes and thermal fingers are
electrically connected to a custom-made 1-3W 13.56 MHz radio frequency (RF)
power supply while they remain electrically insulated from the rest of the vacuum
chamber via kapton inserts.
An important difference from Ref. [104] is that the electrodes have been changed to
be copper instead of aluminum because copper is more thermally conductive. This
change results in colder electrodes because the (LN2) cooling is more effective.
Liquid Nitrogen Cooling
A temperature gradient develops across each cold finger between the end dipped
in the LN2 bath and the end attached to the electrode disk. This gradient cools
the electrode plates to nearly cryogenic temperatures. Figure 6.3 shows a plot of
electrode temperature versus cooling timemeasuredwith tiny resistance temperature
detectors (RTDs). The RTD has a resistance that is dependent on temperature which
provides for easy measurement using a standard multimeter. The RTDs are each
snaked through a small cavity in the cold fingers to sit at the base near the electrode
disks. The RTDs are not regularly used because they are relatively expensive given
how often they break. The important result is that it takes ∼ 30 minutes to an hour
to cool the electrodes to ∼ 150 K. Equally noteworthy is the indication that the top
electrode cools to a lower temperature than the bottom electrode. This is likely
because there is a better thermal connection between the LN2 and the cold finger on
the top electrode compared to the bottom one.
Gas System
The other key component of the experiment is the gas system. The CaltechWater-Ice
Dusty Plasma experiment can produce plasma using H, He, Ar, N, and Kr gases.
Each high pressure gas bottle has a regulator with a line that leads to a switch board
where the user chooses the desired gas. The gas line coming out of the switch
board passes through a crucial component called a leak valve. The leak valve is a
very sharp needle valve that is adjustable and allows only a minuscule amount of
gas to pass through it. After passing through the leak valve, gas enters the vacuum
chamber through a 1.33” CF flange to 1/4” vacuum coupling. The water vapor that
will become the ice grains is produced by the vapor pressure of liquid water kept in
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Figure 6.3: Plot of electrode temperature as a function of cooling time using the
resistive temperature diodes in the top and bottom electrodes.
a separate canister. Opening a separate valve between the canister and the chamber
allows water vapor to simultaneously enter into the chamber through the same 1.33”
CF connection with the background gas.
While operating the experiment, chamber pressure is determined by an equilibrium
between the inflow of atoms controlled by the leak valve and the outflow of atoms
controlled by the angle valve that sits between the vacuum chamber and the pumps.
By opening and closing this angle valve, pumping efficiency is changed. Typical
operation involves setting the leak valve to a standard (unknown) inflow rate and
then adjusting the chamber pressure by opening or closing the angle valve at the
back. The only time the leak valve is adjusted is when operation at abnormally low
pressure is attempted.
Operation
Creating a cold water-ice dusty plasma is surprisingly simple with this machine.
The first step to turn on the separate vacuum pump responsible for pumping air out
of the liquid water canister because this takes the longest. The pressure in the water
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tank falls from atmospheric pressure to ∼ 8 Torr in ∼ 45 minutes. To save time,
while the water tank is being evacuated, also start the electrodes cooling by filling
the top and bottom dewars with LN2 and top off every 5 to 10 minutes. By the time
that the water tank is sufficiently evacuated, the electrodes have cooled —see Fig.
6.3. After the electrodes are cold and the water tank has been evacuated, open the
leak valve to 101.51 and use the angle valve to adjust the pressure to 200-600 mTorr.
Turn on the power supplies to ignite the plasma. The final step is to open the variable
valve between the water reservoir and the vacuum chamber for 10-20 seconds, and
then to close it. When plasma is present, the water vapor spontaneously freezes into
ice grains which levitate inside the plasma. Plasma is a requirement of ice grains
like Ref. [51].
6.2 Diagnostics
Cameras serve an especially important diagnostic role in the dusty plasma experi-
ment because the experiment is continuous and everything is more or less on the
human scale. We use a standard Nikon D5300 DSLR camera and a Dalsa Fal-
con VGA300 camera. These cameras have helped to produce many interesting
results. For standard image-taking, the Nikon D5300 is employed. The Dalsa Fal-
con VGA300 records video at up to 300 frames per second (FPS) at the expense of
image resolution compared with the Nikon D5300 which can only record up to 60
FPS. During my tenure in the lab, we also used a Photron SA-X2 ultra-high-speed
camera whose results will be featured in Ch. 7. Common lenses used on the cameras
include an Infinity K2 DistaMax long-distance microscope lens and a 24 mm prime
Nikon lens.
The Infinity K2 DistaMax long-distance lens is a refractor that gives a camera like
the Nikon D5300 or Photron SA-X2 the capability of a microscope while keeping a
relatively large distance between the subject and the camera lens itself. Rather than
the tip of the microscope being millimeters away from the sample, this lens allows
the sample to be ∼ 15 cm from the end of the lens. This is paramount at the dusty
plasma experiment because the ice grains are suspended between the electrodes
inside the plasma. The grains are ∼ 10 cm from the window and the camera is
outside the vacuum chamber. The lens has a resolution down to a few microns.
The combination of the 22.4 MegaPixel Nikon D5300 camera and the Infinity K2
DistaMax long-distance microscope lens, pictured in Fig. 6.4, is commonly used
1Opening the leak valve past 102 will cause the turbopump to overheat.
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for taking images of the ice grains. A 500 W halogen lamp back-illuminates the
ice grains through the window opposite the camera lens which causes the ice grains
to appear in the camera as dark silhouettes on a bright background. Figure 6.5
shows an image of the ice grains taken in this configuration with a shutter time of
1/4000 s and 2000 ISO. Figure 6.5 makes it clear that the ice grains produced in the
experiment are not spherical, but rather elongated and fractal.
Figure 6.4: Nikon D5300 Digital Camera with the Infinity K2 DistaMax long-
distance microscope lens mounted. Metal ruler in the foreground for perspective on
lens’ size is 6 inches long.
Other diagnostics used on the dusty plasma experiment include Langmuir probes
to measure electron temperature and electron density. Spectroscopy is another
commonly used tool. Light emission from the plasma has been analyzed using
an Ocean Optics USB 2000 series spectrometer, a 1/2 m spectrometer, and a more
capable 1m spectrometer. However, the 1m spectrometer is located in another room
which requires coupling the light to a long optical fiber to use it. It can also only
be used to study emission less than 500 nm. Laser-Induced Fluorescence is another
spectroscopy-based diagnostic that has been attempted on both the water molecules
in the plasma and the plasma gas species. Ch. 8 of this thesis is devoted to results
from the Tuneable-Diode Laser Induced Fluorescence (TD-LIF) diagnostic that I
have developed for the neutral argon species on the dusty plasma experiment.
The dusty plasma experiment has produced a number of interesting papers. Most
relevant to this thesis are the results about ice grain growth that are detailed in Refs.
[105] and [106]. To summarize here, Chai and Bellan found that:
1. Ice grains grow faster and to larger sizes when the background gas pressure is
lower [105, 106].
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Figure 6.5: Image of the ice grains suspended in the plasma taken by the Nikon
D5300 using the Infinity K2 Distamax Long-Distance Microscope lens. The ice
grains are the dark silhouettes in the light background.
2. Ice grains grow faster and to larger sizes when the background gas species is
lighter [105].
3. Ice grains grow quickly at the start and saturate after about 2minutes of growth
[106].
4. Higher water vapor pressure produces larger, more elongated ice grains [106].
5. Higher RF power produces faster growing ice grains that grow larger [106].
6. Applying an external magnetic field inhibits growth and produces smaller,
more spherical grains [106].
Another interesting result is the observation of a vortex-like motion due to the ion
density gradient and the gradient of the magnitude of the ion ambipolar velocity
being non-parallel which causes a non-conservative ion drag [107].
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C h a p t e r 7
ICE GRAIN GROWTH
[1] R. S. Marshall, K. -B. Chai, and P. M. Bellan. “Identification of accretion as
grain growth mechanism in astrophysically relevant water-ice dusty plasma
experiment”. In: Astrophysical Journal 837.1 (2017). doi: https://doi.
org/10.3847/1538-4357/aa5d11.
Laboratory exploration is well-suited to study the ice grain growth process in pro-
toplanetary disks and molecular clouds because these structures are distant and the
growth time scale is presumably much longer than the human scale. Two commonly
made assumptions in the study of astrophysical dusty plasmaswill be addressed here.
The first is that water-ice dust grains are spherical with radius 0.01µm < r < 10
cm where r is distributed with power-law dependence n(r) ∼ r−p and p = 3.5 [108,
109]. The power law distribution is the equilibrium balance of constant collisions
between ice grains where sometimes they stick together and become larger and other
times they break and become smaller [110].1 The second assumption is that plasma
effects such as dust charging are considered negligible because plasma density is
assumed to be low compared to dust density.
The photograph of ice grains in the dusty plasma experiment in Fig. 6.5 has
already provided evidence to challenge the first assumption. In regard to the second
assumption, it is postulated that the ratio of the plasma to dust density might not
be small in the outer disk regions [28, 111, 112] where ice grains are thought to
grow quickly to mm size and the ice grains are likely to be charged. In this region,
charging occurs because the ice grains are continuously bombarded by electrons and
ions that collide with and attach to the ice grains. If all ice grains are charged with
the same electric polarity, there would be an electrostatic repulsive force between
the grains and this force would oppose agglomeration of the ice grains. It is very
important to note that, although an electrostatic repulsive force between ice grains
impedes agglomeration, it does not impede another important means of ice grain
growth described in Ref. [105] called accretion growth.
In particular, if ice grains grow via accretion of neutral water molecules, a mech-
anism which we call accretion growth, then the growth rate of the ice grains will
1See the Introduction of Chai and Bellan [105] for other proposed grain growth models.
77
increase as the grains become more highly charged. This is because neutral water
molecules have a very large dipole moment, so they are attracted to charged ice
grains in proportion to the degree of grain charging. Thus increasing the ice grain
charge will accelerate growth by accretion and decelerate growth by agglomeration.
A situation like what is found in the outer disk regions with negatively charged ice
grains arises in the CaltechWater-Ice Dusty Plasma Experiment. Prior to my arrival
at Caltech, ice grain growth was studied by taking still images using the Nikon
D5300 DSLR camera and the Infinity K2 Distamax Long Distance Microscope
Lens. A recap of the results is enumerated at the end of Ch. 6.
The accretion growth mechanism is consistent with the enumerated results. It was
concluded that plasma effects, such as charging of the dust grains negatively by
electron flux bombarding them, is important, contrary to the second commonly
made astrophysical assumption. Water molecules have a strong dipole moment, so
water molecules will be attracted to concentrations of charge. Any water molecule
that is inside the dust Debye sphere will be attracted to the negatively charged dust
grain. How difficult it is for the water molecule to reach the grain surface will depend
on what the background plasma gas is and how much is present. Water molecules
have atomic mass m = 18, so in a hydrogen plasma where the background gas has
m = 2, the water molecule colliding with a hydrogen atom is like a bowling ball
hitting a ping-pong ball and the water molecule will be able to plow its way to the
surface of the grain. In a plasma made of argon with atomic mass m = 40, now the
water molecule is like the ping-pong ball and collisions make it much harder for the
water molecule to reach the surface of the grain.
The specific role of electrical charge in ice-dust grain growth can be discerned by
examining the dust growth process in laboratory dusty plasmas ignited with reactive
gases such as SiH4 [47, 48], C2H2, and CH4 [49]. It is generally accepted that nm-
sized dust particles in these plasmas form spontaneously, and then proceed to grow
by continually colliding with each other [47, 49]. This growth by coagulation ceases
when the ice grains become micron-sized and have acquired enough electric charge
formutual repulsion to prevent further coagulation. After this growth by coagulation,
dust particles can grow further by accreting molecules and ions [47–49]. However,
it has been recently reported that dust grains larger than µm immersed in a plasma
can grow by the agglomeration process even though they have large electric charges
[113, 114]. In order for this agglomeration growth to occur in laboratory plasmas,
the kinetic energy of a dust particle must overcome the Coulomb repulsive potential
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energy; dust acoustic waves have been proposed as a mechanism for providing the
required kinetic energy [113, 114].
Clearly, there are still many questions that can be answered by an astrophysically-
relevant laboratory experiment. Attempts were made to study grain growth by
capturing video using the Nikon D5300. When the Nikon D5300 was deemed too
slow, the Dalsa Falcon was used instead. Unfortunately 300 FPSwas not fast enough
either.
7.1 Hardware
Figure 7.1 sketches the water-ice dusty plasma apparatus as it was set up to study
grain growth. A 500 W halogen lamp shines through one window of the vacuum
chamber to back-illuminate water-ice grains formed in helium plasma. High-speed
video of a cluster of individual ice grains is recorded using the Infinity K2 DistaMax
long distance microscope lens attached to a RGB Photron SA-X2 high-speed camera
viewing the chamber interior through an oppositely facing window. The Photron
SA-X2 camera can record 1024 x 1024 pixel imageswith frame rate up to 12,500 FPS
and can record even faster when using decreased image resolution. The duration of
video that can be recorded is limited by the internal storage capacity of the camera.
This setup provides an approximately 200 µm depth of field and 1.5×1.5 mm2 field
of view to the Photron camera. The light scattered from the ice grains makes the
grains appear as dark particles in a light background.
Electrode
LN2
LN2
Ice grains
`
Microscope lens &
high-speed camera
Halogen lamp
Figure 7.1: A sketch of experimental setup.
The experimental procedure is similar to Ref. [104]. After purging residual gas from
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the distilled water tank, liquid nitrogen is poured into the upper and lower reservoirs
and the electrodes are allowed to cool for 30 minutes. The main vacuum chamber is
then filled with 1 Torr helium gas and the plasma is ignited by application of 1-3 W
of 13.56 MHz RF power across the electrodes. After plasma ignition, water vapor
is introduced into the plasma. The amount of water vapor is gauged by the increase
in reading of an MKS Capacitance Manometer. The increase in the manometer
reading is 20 mTorr which implies that the ratio of the helium partial pressure to the
water vapor partial pressure is 50 assuming that this increase is solely from water
vapor and not from air. Immediately upon introduction of the water vapor, water-ice
grains spontaneously form and grow. Ice grain formation is only observed when the
ambient helium pressure exceeds 600 mTorr. After growth begins, the ambient gas
pressure is lowered from 1 Torr to 200 mTorr as illustrated in Fig. 7.2. When the
ambient helium pressure has decreased to 600 mTorr, the ice grains have become
macroscopic and the video recording of the ice grain growth process is started. The
camera records a 10-second long video at 4,000 frames per second. During the
recording time, the pressure drops to 200 mTorr while the ice grains grow from 20
µm to 80 µm. The 40,000 recorded photos were analyzed and the results will now
be presented and discussed.
t=0: Start Pressure 
Decrease
600 mTorr: Begin 
Recording
10 Seconds 
Later: End 
Recording
Figure 7.2: Plot of pressure in vacuum chamber as a function of time after pressure
decrease.
7.2 Analysis of High-Speed Video
Watching the 4,000 frames per second video at 10 frames per second provides
insights into the ice grain motion and growth process that would not otherwise be
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evident without the 400-fold slowdown of the motion. Figure 7.3 (movie on web and
photograph from movie in print) shows a sample of the high-speed video. Unlike
when recording videowith the NikonD5300 or the Dalsa Falcon, the exact trajectory
of each ice grain can be identified and followed for over 50 frames and sometimes as
many as 250 or more frames when recording video with the Photron camera. This
is a monumental improvement over the Nikon D5300 and Dalsa Falcon where it is
impossible to definitively track and follow grain motion across consecutive movie
frames. The 10-second long video shows a considerable growth in particle size.
This is in agreement with Ref. [104] where it was reported that when ambient
pressure decreases, ice grain size increases. As the ice grains grow, a decrease in
the overall ice grain number density in the plasma is also observed.
The 4,000 per second frame rate is sufficient to follow oscillatory ice grain motion
caused by what are likely dust acoustic waves. Because the position of each ice
grain is measured as a function of time, the velocity of each ice grain can be
computed. This computation was done for every ice grain between all consecutive
pairs of frames to create an evolving temporal speed distribution. The 4,000 per
second frame rate provides somuch detail regarding grainmotion that it was actually
possible to observe the ice grains vertically aligned as in Ref. [105] spinning about
their vertical axis. In rarer instances, an ice grain would be observed tumbling and
spinning about some other axis or combination of axes.
A critical result is that no direct collisions between ice grains were observed in the
40,000 frame video inside the camera’s field of view. It is important to note that this
does not preclude the possibility that collisions could occur outside the field of view.
Moreover, it was not possible to locate an obvious example where two ice grains
approached on a collision course, and then deflected from each other according to
Rutherford scattering. There is no observational evidence of two ice grains colliding
and sticking to each other, nor is there any evidence of two ice grains colliding and
breaking apart. This lack of evidence for collisions between grains combined with
the ability to track the grains in the camera frame for an extended period of time
suggests that accretion is the dominant mode of growth, not coagulation.
Ice Grain Size, Aspect Ratio, and Number Density
The solid line in Fig. 7.4(a) shows the time evolution of the major axis length. This
measurement was determined by a three-step process: every 10th video image was
read into a Matlab code and sharpened to make the ice grains more distinct. The
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Figure 7.3: Still image frame taken from the high speed movie. A 10 fps sam-
ple of the high speed movie consisting of 6 segments of 400 frames each with
2 s intersegment time can be downloaded from the CaltechDATA repository at
https://data.caltech.edu/records/1383.
images were then filtered according to particle size and partial ice grains cut off at
the edges were removed. The built-in Matlab function regionprops was then used
to calculate the centroid, major axis, and minor axis lengths of all the remaining ice
grains in each image. The major axis values from each ice grain in the frame were
then averaged and plotted. Figure 7.4(a) demonstrates that the water-ice grains grew
in length from 20 µm to 80 µm at an almost constant rate as the ambient pressure
decreased from 600 mTorr to 200 mTorr during 10 seconds.
Since regionprops does not give an accurate minor axis value, a different method
was used to investigate the major and minor axis lengths as a function of time. This
was accomplished by selecting six frames from the video corresponding to different
times and physically measuring the length in pixels of the major and minor axes
of a number of ice grains in each using the software imageJ. Only the particles
that were in sufficiently sharp focus to obtain accurate dimensions were used; this
selection resulted in a sample size between 16 and 32 ice grains for each frame.
These hand-measured major axis lengths, indicated by square dots in Fig. 7.4(a),
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show the same trend and very similar values to the regionprops data as the grain
length increased from 40 µm to 80 µm. Meanwhile, the minor axis length indicated
by circle dots in Fig. 7.4(a) increased from 10 µm to 20 µm between 4 s and 10 s.
The average aspect ratio for each frame was calculated by dividing each respective
major and minor axis length and is shown in Fig. 7.4(b). It is apparent that the
aspect ratio stayed roughly constant at ∼4.25 throughout the growth process.
a
b
Figure 7.4: Ice grain major and minor axis length as a function of time during
growth video. (a) Major axis length from regionprops indicated as solid line, major
axis length measured by hand using imageJ indicated by square dots, and minor axis
length measured by hand using imageJ indicated by circle dots, and (b) aspect ratio
of ice grains calculated using imageJ measured values.
The number of ice grains in a frame determined by regionprops as a function of
time is shown as the solid line in Fig. 7.5. In order to determine whether or not the
data from regionprops is accurate, the number of ice grains in a frame is physically
counted from 10 selected frames and is displayed as the circles in Fig. 7.5. The
hand-measured numbers show the same trend and similar value to the regionprops
data as the number of grains decreases from 120 to 30. This data can be used
to quantify the water-ice grain number density because the number of ice grains
in each frame is proportional to the number density in the plasma. The constant
of proportionality is determined from the size of the frame (1.5×1.5 mm2) and the
depth of field of the regionprops function (1 mm); note that the regionprops function
has a thicker depth of field than the camera system because regionprops logs out
of focus particles outside the depth of view of the lens. The number density of ice
grains decreased roughly linearly with time over most of the growth process.
The number density decreased by a factor of four while the ice grain major radius
increased by a factor of four. Section 7.3 discusses the significance of the factor
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of four number density decrease being small compared to what might be expected
from the observed change in total ice grain volume which increases by a factor of
rd where d is the fractal dimension of the ice grains.
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Figure 7.5: Time evolution of the number of particles in each frame.
Major Axis Length Distribution
The major axis length of all ice grains in each frame obtained from the regionprops
function can be plotted as a histogram. Figures 7.6(a)-(d) show the major axis length
histogram at 2.5, 5, 7.5, and 10 s. The x-axis is the major axis length in µm and
the y-axis is the number of particles. As seen in Fig. 7.6, both the mean value
of the major length and the FWHM of the distribution function increase with time.
The distributions are approximately log-normal which significantly differs from
the power-law distribution typically assumed in astrophysical contexts [34, 35, 40,
41]. This difference in distribution is presumed to result from the growth primarily
coming from accretion as opposed to agglomeration. We note that the power-law
distribution assumed in previous astrophysical contexts is based on the assumption
that an equilibrium develops between the collisional processes of agglomeration
and fragmentation. If the dust grains do not collide, there is no mechanism for
establishing the power-law distribution.
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Figure 7.6: Ice grain major axis length distribution at (a) 2.5 s, (b) 5 s, (c) 7.5 s, and
(d) 10 s.
Oscillation Motion and Velocity Distribution
The 4,000 frames per second video from the Photron SA-X2 camera enabled tracking
the trajectories of individual ice grains. At each frame, the (x, y) position of any
specific ice grain was recorded. Figure 7.7(a) shows the (x, y) trajectory of a particle
starting from frame 20,000 corresponding to time 5 swhile Fig. 7.7(c) shows another
trajectory starting from frame 35,000 corresponding to time 8.75 s. In each case, the
particle in question was followed for 100 frames and no collisions were observed.
Using these position coordinates and the 0.25 ms interframe time, the speed of the
ice grain was calculated. The ice grain speed for the trajectory starting at 5 s is
shown in Fig. 7.7(b) and the speed of the ice grain for the trajectory starting at 8.75
s is shown in Fig. 7.7(d). The speed is found using v = (
√
(∆x)2 + (∆y)2 × 2.7
µm)/(0.25 ms) where ∆x is the difference in pixels of the x position of the ice grain
between two consecutive frames and ∆y is the same for the y position; 2.7 µm is
the distance between pixels.
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Figure 7.7(e) plots the vertical oscillation frequency of the ice grains as a function
of time through the growth process. The frequency was found by watching a pair of
well-defined ice grains oscillate through one whole period. The overall trend is that
as the ice grains grow, the oscillation frequency drops from 260 Hz to 130 Hz.
It is possible that the observed periodic motion of ice grains in the vertical direction
is a result of dust acoustic waves and the horizontal dark regions in the movie are
wave fronts. However, because the camera system field of view is too small to
observe more than two of these wave fronts, it is not possible to conclude for certain
that the dark regions are dust acoustic waves.
The speed distributions of ice grains at 2.5, 5, 7.5, and 10 s are shown in Figs.
7.8(a)-(d), respectively; these distributions were obtained by analyzing 250 movie
frames. A correlation function was used to trace ice grains between two successive
frames. Not all the grains can be followed because some grains become out-of-focus
and some grains cannot be distinguished from others. As a result, only ice grains
with a unique shape or sharp edges were followed. However, since there is nothing
special about this subset, it represents a reasonable sample. Figures 7.8(a)-(d) show
that the mean speed of ice grains becomes slower and the FWHM of the speed
distribution becomes narrower with time. This indicates that ice grains become
slower as they grow which supports the findings presented in Fig. 7.7(e).
Global Behavior
In order to obtain information on how the ice grains grow throughout the entire
plasma volume, a lens with a larger field of view was used to make a movie of the
growth process; a frame from this movie is shown in Fig. 7.9. The experimental
parameters were identical to those used in Fig. 7.3. The ice grains are observed to
grow in size as the pressure decreased from 800 mTorr to 400 mTorr as indicated by
Fig. 7.3. It is further observed that dust acoustic waves only occur in the center of
the plasma for a short period of time while the ice grains show a flow-like behavior
throughout the plasma almost the entire time. It is interesting to note that larger ice
grains are observed near the water vapor inlet which is located on the extreme left
in the movie images. The observation that dust acoustic waves only occurred in a
small central portion of the plasma further indicates that the ice grains likely grow
by accretion. Dust acoustic waves have been proposed to be the primary source
that provides a kinetic energy for ice grains to overcome the Coulomb repulsive
energy in laboratory plasmas [113, 114]. However, because the dust acoustic waves
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Figure 7.7: Ice grain trajectories: (a) shows a particle trajectory starting from frame
20000 (t = 5 s) tracked over 100 consecutive frames of the video. Its speed is shown
in (b). (c) shows a particle trajectory starting from frame 35000 (t = 8.75 s) tracked
over 100 consecutive frames of the video. Its speed is shown in (d). (e) shows the
vertical oscillation frequency of the ice grains at various times in the video.
do not exist during the entire time that the ice grains grow and are localized to a
small central region, it is likely that dust acoustic waves cannot be the reason for
the growth here. The appearance of larger ice grains near the water vapor inlet
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Figure 7.8: Ice grain speed distribution obtained at (a) 2.5, (b) 5, (c) 7.5, (d) 10 s.
additionally suggests that accretion growth is more important than agglomeration
growth.
It is possible that differences between our experiments and Refs. [113] and [114]
account for the different conclusions. For example, we use water vapor sponta-
neously freezing into ice grains whereas the other experiments start with pre-formed
micrometer-sized spherical objects that are introduced into the plasma and they can-
not undergo accretion. Another difference is that the dust particles were observed
to levitate near the plasma-sheath edge in other experiments whereas, the ice grains
in our experiment levitate in the bulk plasma region.
Figure 7.9 also reveals that the ice grains levitate near the top electrode, not the
bottom electrode. This is different from typical laboratory dusty plasma experiments
where micron-size dust particles levitate at the plasma-sheath edge near the bottom
electrode. This indicates that the downward gravitational force exerted on the ice
grains is overwhelmed by the upward thermophoretic force that results from the
temperature difference between the top and bottom electrodes; the bottom electrode
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is warmer than the top electrode in our experiment.
Figure 7.9: Sample picture from movie taken by Dalsa camera with wider field of
view lens to observe whole plasma dynamics. The movie is slowed by 10 times.
7.3 Discussion
Ice Grain Size and Number Density
The relationship between ice grain size and ice grain number density provides insight
into the dominant growth mechanism. The micron-sized ice grains recorded in the
10 s video grow in length by a factor of approximately four while the aspect ratio
stays nearly constant. Also, it is presumed that new ice grains are not created in the
plasma since we observed that ice grain nucleation ceases at ambient gas pressures
lower than 600 mTorr as stated in Section 7.1.
If it is supposed that agglomeration causes grain growth and assuming that this
growth is independent of direction, then to conserve water molecules, the number
density of ice grains should drop by a factor of 4d where d is the fractal dimension of
the ice grains. Fractal dimension is used instead of a cubic relation because the ice
grains generated are observed to be fractal and the volume of a fractal entity varies
as rd . The nominal fractal dimension was determined from analysis of 2D ice grain
images in Ref. [105] to be d = 1.7. Since the 2D projection of the fractal dimension
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was found to be independent of the angle from which photographs were taken, the
fractal dimension of the 3D grains can be estimated to be 1.73/2 = 2.2. The factor of
four increase in ice grain size observed here thus corresponds to a factor of 42.2 = 21
increase in volume with corresponding increase in mass. A mass-conserving 21-
fold reduction of the ice grain number density is not observed and this violation of
mass conservation contradicts the supposition that agglomeration dominates grain
growth. Instead a drop in number density by a factor of only four is observed which
implies an increase of the total mass of all the ice grains and so is consistent with
growth by accretion and some particle losses.
Consideration of the Possibility of Wave-Induced Collisions
The movies show that the ice grains oscillate quite coherently in a wave. It has
been proposed by Refs. [113] and [114] that wave-induced collisions can cause
two charged grains in a dusty plasma to collide with sufficient kinetic energy to
overcome their mutual electrostatic repulsion and so agglomerate. The ice grains
are presumed to move in a coherent wave according to the equation of motion
md
d2y
dt2
= qdE cos (ky − ωt) , (7.1)
and the relevant questions are (i) can two particles starting at different initial positions
in this wave collide with each other and (ii) if they collide, will the collision be
strong enough to overcome mutual electrostatic repulsion? The movies provide the
following information: ω/2π = 175 s−1, 2π/k = 2000 µm, amplitude of ice grain
oscillation ỹ = 125µm, and nominal ice grain spacing in the compressed region of
the wave δ = 200 µm. The movies also show that the ice grains have no average
velocity, i.e., 〈dy/dt〉 = 0 where the angle brackets denote time average.
We now address the above questions using the standard linear analysis of Eq. 7.1. It
is first convenient to define the bounce frequencyωb =
√
kqdE/md and the following
dimensionless quantities
Y = ky, τ = ωbt, Ω = ω/ωb, (7.2)
so Eq. 7.1 becomes
d2Y
dτ2
= cos (Y −Ωτ) . (7.3)
Because Ỹ = k ỹ = 2π × (125/2000) = 0.4  π/2, we may assume that Y ≈ Y0 in
the right hand side of Eq. 7.3 where Y0 is the particle position at τ = 0 in which
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case Eq. 7.3 becomes
d2Y
dτ2
= cos (Y0 −Ωτ) ; (7.4)
this is the essential approximation in the standard linear analysis. Integration of Eq.
7.4 gives
dY
dτ
= V0 −
1
Ω
[sin (Y0 −Ωτ) − sinY0] (7.5)
where the first and last terms are constants of integration chosen so that dY/dτ = V0
at τ = 0. In general these constants of integration would cause 〈dY/dt〉 to be
non-zero, but the observations show that this is not so, hence we must choose
V0 = −
1
Ω
sinY0 (7.6)
in which case Eq. 7.5 reduces to
dY
dτ
= −
1
Ω
sin (Y0 −Ωτ) . (7.7)
Integrating again gives
Y (τ) = Y0 −
1
Ω2
cos (Y0 −Ωτ) +
1
Ω2
cosY0 (7.8)
where the last term is a constant of integration chosen so that Y = Y0 at τ = 0.
Let us now consider whether two grains initially separated by δ can collide, and for
this purpose define the dimensionless separation ∆ = kδ. Consider two particles
starting at respective positions Y10 and Y20 = Y10 + ∆ at τ = 0, so their respective
motions are given by
Y1(τ) = Y10 −
1
Ω2
cos (Y10 −Ωτ) +
1
Ω2
cosY10
Y2(τ) = Y20 −
1
Ω2
cos (Y20 −Ωτ) +
1
Ω2
cosY20. (7.9)
We now assume that the two particles collide at some collision time τc, i.e., Y1(τc) =
Y2(τc). Subtracting the above two equations at this collision time gives
Y10 − Y20 −
1
Ω2
{(cos (Y10 −Ωτc) − cos (Y20 −Ωτc)) − (cosY10 − cosY20)} = 0.
(7.10)
Let us define
S =
Y10 + Y20
2
, T =
Y10 + Y20
2
−Ωτc, D =
Y10 − Y20
2
(7.11)
so Y10 = S + D,Y20 = S − D,Y10 −Ωτc = T + D, Y20 −Ωτc = T − D. Noting that
cos (S + D) − cos (S − D) = −2 sin S sin D (7.12)
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and similarly for S → T, Eq. 7.10 can be expressed as
∆ +
2
Ω2
{
sin
(
Ȳ0 −Ωτc
)
− sin
(
Ȳ0
)}
sin
(
∆
2
)
= 0 (7.13)
where Ȳ0 = (Y20 + Y10) /2. Because ∆ << 1 Eq.7.13 simplifies to
Ω
2 + sin
(
Ȳ0 −Ωτc
)
− sin
(
Ȳ0
)
= 0. (7.14)
The assumption of small wave amplitude soY ≈ Y0 corresponds to havingΩ2  1 in
which case Eq. 7.14 can never be satisfied. Denoting Ỹ as the oscillatory component
of Y (τ), i.e., the deviation of Y from Y0, Eq. 7.8 shows that
Ỹ  = Ω−2. However, the
measurements show that Ỹ = k ỹ = 2π ỹ/λ = 2π × 125/2000 = 0.4, so Ω2 = 2.5
which indicates that Eq. 7.14 cannot be satisfied. We thus conclude that coherent
linear wave motion as described by Eq. 7.4 cannot produce collisions between
grains for the observed wave amplitudes. Thus, if the particles collide, the cause
must either be random deviations from the linear solution, more complicated waves,
or Y (τ) substantially deviating from Y0 in Eq. 7.1 which could happen if the wave
amplitude were much larger.
Observational Evidence for Wave-Induced Collisions
If one of the complexities listed above were such that two particles starting at nearly
the same position in a wave did collide, their relative velocity would be small
because the two particles follow nearly the same trajectory. Figure 7.10 illustrates
this possibility. Two ice grains that started close together were chosen from frame
21,900 of the high speed video (this frame is at approximately t = 5.5 seconds of the
video) and the vertical position of each trajectory for the next 100 frames is plotted
in Fig. 7.10.
Figure 7.10 shows that the y positions of the two particles intersect a few times
indicating that there would be a collision if the particles also had the same x and z
positions. Such intersections are at odds with the discussion in Sec. 7.3 and indicate
existence of a random wave component or that it is incorrect to assumeY = Y0 when
calculating the wave phase. It is important to note that the trajectories plotted in
Fig. 7.10 do not indicate actual collisions because the two ice grains have different
x positions and likely different z positions as well. Direct measurements of relative
velocities of the very occasional particles that do come close indicate the maximum
relative velocity of approaching particles to be 0.20 m/s and numeric calculations
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Figure 7.10: Vertical component of the trajectories of two neighboring ice grains in
the plasma starting from frame 21,900 and charting for the next 100 frames. Time
t = 0 at frame 21,900. Note that when the ice grains occupy the same vertical
position (i.e., resulting in a collision in the 1D model but not in the three dimensions
of the actual experiment because the grains are offset horizontally), they have nearly
the same vertical velocity (slope) so their relative vertical velocity is very small.
of the wave theory solutions provide a relative velocity of 0.10 m/s. Therefore
vrel = 0.15 ± 0.05 m/s is used for future analysis.
Packing Factor
A comparison between kinetic energy calculated in the center of mass frame and
the potential energy associated with Coulomb repulsion provides information on the
possibility of collisions when two ice grains approach each other. Comparing the
initial kinetic energy with the potential energy at closest approach constrains the ice
grain packing factor, i.e., the fraction of the ice volume that is solid. The kinetic
energy of an ellipsoidal ice grain having major radius b, minor radius a, and packing
factor p is
T =
1
2
ρv2rel ×
4πa2b
3
× p (7.15)
where vrel is the initial relative velocity between the two ice grains. The potential
energy at closest approach d between two dust grains having charge Zd is
U =
Z2d e
2
4πε0d
(7.16)
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and at closest approach T = U.
Solving T = U for d and noting that no collisions occur if d > 2b gives
Zd >
4π
e
abvrel
√
pε0ρ
3
for no collisions. (7.17)
The mass density of ice is ρ = 940 kg m−3and vrel = (0.15 ± 0.05) m s−1 will be
assumed. We consider nominal grains having b = 20 µm and a = 6 µm. Inserting
these values in Eq. 7.17 gives
Zd > (7 ± 2) × 104
√
p for no collisions. (7.18)
An estimate for the packing factor p can be obtained by calculating Zd from capac-
itance and floating potential. It is presumed that the dust grain charge lies between
the value predicted by a one-dimensional Langmuir probe model (slab model) and
a three-dimensional orbital motion limited (OML) model. The ice grain floating
potential as determined by one-dimensional Langmuir probe theory is
Vd = −Te ln
(
mi
2πme
)1/2
. (7.19)
The capacitance of an ellipsoidal ice grain is
C = C f ε0
√
4πS (7.20)
where S is the ellipsoid surface area and C f is a dimensionless factor depending on
the elongation b/a [115].
The surface area of a prolate ellipsoid is
S = 2πa2
(
1 +
sin−1 κ
κ
√
1 − κ2
)
(7.21)
where
κ =
√
1 −
a2
b2
(7.22)
so for a = 6 µm and b = 20 µm, κ = 0.954 giving S = 1.2 × 10−9 m2. Reference
[115] gives C f = 1.03 for b/a = 3.3. Since Zde = CVd , Eq. 7.19 gives
Zd = C f ε0
√
4πS
Te
e
ln
(
mi
2πme
)1/2
(7.23)
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so assuming Te = 3 eV for the He plasma, the grain charge calculated using this
capacitance method is Zd = 7.4 × 104. We now use Zd calculated from the 1D
Langmuir Theory, i.e., Eqs. 7.19 to 7.23, and then after the calculation, we will
show the extent to which the results differ if OML theory is used to provide a value
for Zd in Eq. 7.18 instead.
Combining Eqs. 7.17 and 7.23 and defining the aspect ratio function
F(κ) = 1 − κ2 +
√
1 − κ2
κ
sin−1 κ (7.24)
constrains the packing factor to
p <
3C2f ε0
2ρ
F(κ)T2e
a2v2rel
(
ln
(
mi
2πme
)1/2)2
for no collisions. (7.25)
This gives
p < 0.6 for no collisions if vrel = 0.2 m/s
p < 2.3 for no collisions if vrel = 0.1 m/s (7.26)
using values of ρ,Te,S,a, b, vmax given above. For b/a = 1,F(κ) = 2while F(k) → 0
when b/a→∞. For the a, b values used here F(κ) = 0.493.
If OML theory is used instead of the 1D slab model, then an important parameter
is α = Zdnd/ni, the fraction of all negative charge in the plasma which is on the
dust grains. If α → 0 is assumed, then Eqs. 17.13 and 17.27 in Ref. [1] indicate
Zd ' 1.7 × 104 assuming rd = 6 µm while if α = 0.2 is assumed, then one obtains
Zd ' 1.5 × 104 showing very little sensitivity to the value assumed for α so long
as α is small compared to unity. Because Eq. 7.18 shows that p scales as Z2d and
because the OML model predicts Zd to be four times smaller than in the 1D slab
model, the OML model gives packing factors 16 times smaller, i.e., p < 0.04 for
no collisions if vrel = 0.2 m/s and p < 0.14 for no collisions if vrel = 0.1 m/s. The
lower predicted charge implies less mutual repulsion and so the dust grains would
have to be fluffier in order not to collide for the same initial relative velocity.
It is clearly seen from the high resolution images of ice grains in Fig. 2 of Ref.
[105] that due to their fractal nature, ice grains formed in our experiment are not
completely-filled ellipsoid volumes. An estimate based on analysis of the images
indicates the packing factor to be p ≈ 0.1, i.e., an ellipsoid circumscribing the ice
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grain would have about 10 times the volume of the ice grain. However, the ice grain
capacitance would be similar to the ellipsoid because for both the ice grain and the
ellipsoid, the electric charge from the electrons is concentrated on the extremities
because of the mutual repulsion of the electrons. Thus, the observed packing factor
is not inconsistent with the estimated constraints on packing factor calculated above.
Additional Evidence Supporting Accretion to be the Growth Mechanism
Two additional experimental observations support the hypothesis that accretion
provides the growth mechanism.
The first of these was to vary the water vapor inflow rate and observe any resulting
effect on ice grain size; this test is informative because agglomeration should be
insensitive to water vapor inflow rate whereas accretion would be affected. The
first step in the experimental sequence was to nucleate ice grains in the He plasma
as done for the high-speed movies, i.e., the background He pressure was started at
1 Torr, and then lowered. When the descending background He pressure crossed
600 mTorr which happened at approximately t=10 s as in Fig. 7.2, the water vapor
valve was throttled to change the inflow rate. After waiting an additional 10 s, the
ice grains were photographed (i.e., at time 20 s in Fig. 7.2). The experiment was
repeated with the valve closed, half open, and fully open. Figure 7.11(a) shows the
initial condition when the background pressure is 600 mTorr (this corresponds to
time 10 s in Fig. 7.2). Figures 7.11(b)-(d) show the situation for the three different
valve settings 10 s later (i.e. at 20 s in Fig. 7.2). Figure 7.11(b) has the valve closed
and the ice grains are very small and spherical, Fig. 7.11(d) has the valve fully open
and has large elongated ice grains, while Fig. 7.11(c) is intermediate. The way
the valve was set greatly affected the ice grain size which is consistent with growth
dominated by accretion but not with growth primarily by agglomeration.
The second of these additional observations is given in Ref. [106]. In Section 3.5 of
Ref. [106], smaller and more spherical ice grains are observed when an externally
produced 190 G magnetic field is applied to the experiment. This reduction in grain
size can be explained by the applied magnetic field causing electrons to undergo
cyclotron gyration in which case the electron flux perpendicular to the magnetic
field is attenuated because gyrating electrons cannot move freely across themagnetic
field. Because the ions remain essentially unmagnetized, the ion flux is unaffected
by the magnetic field. This reduction of the ratio of electron to ion flux on ice grains
reduces Zd and because the ice grains are smaller when the magnetic field is applied,
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Figure 7.11: (a) Ice grains captured when the background He pressure was 600
mTorr (at t=10 s in Fig. 7.2) with water vapor supply. Ice grains imaged 10 s
after (b) water vapor inflow was closed, (c) half opened, and (d) fully opened; the
background pressure kept on decreasing as seen in Fig. 7.2. Larger and more
elongated ice grains form with higher water vapor inflow indicating accretion is
dominant over agglomeration.
it can be concluded that reduction of Zd results in smaller ice grains. This is the
opposite of what would happen if agglomeration was the main growth mechanism
because reduction of Zd reduces Coulomb repulsion between grains which would
increase the collision frequency and hence the growth rate by agglomeration.
Ice Grain Observation
The ice grains in this experiment are somewhat smaller than those reported pre-
viously in Ref. [105] for similar conditions. In Ref. [105], it was stated that ice
grains in a low pressure helium plasma attained maximum length of around 300 µm
whereas here we only see a maximum length of 80 µm. This discrepancy arises for
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two reasons. First, in Ref. [105] the largest ice grains in the plasma were sought out
by viewing the entire plasma. Because here the camera field of view is fixed on a
small region, it is possible we are observing a different plasma region where the ice
grains are smaller. Second, we are only measuring 10 seconds of growth whereas
Ref. [105] waited one or two minutes until the ice grain growth had saturated. It is
highly likely that the grains are still growing at the end of the measurement interval
in the experiment here.
Possible Growth Mechanism for nm Ice Grains
A growth process scenario consistent with the video observations presented here is
that the grains grow by coagulation when they are nanometer size, but then grow
by accreting water vapor when their size exceeds some critical threshold. This
two-step process is very similar to the SiH4 and CH4 plasmas in [47], [48], and [49].
The rationale for the two-step process is that at nanometer size, because ice grain
number density is comparable to the ion number density, the water-ice grains cannot
be highly charged, so the Coulomb barrier is sufficiently small to be overcome.
As the ice grains grow by this first-stage agglomeration mechanism, their number
density significantly decreases and they become so highly charged that the Coulomb
barrier becomes unsurpassable. Despite this Coulomb barrier to collisions, it is
observed that the ice grains still grow. Because agglomeration cannot be the growth
mechanism when there is insurmountable Coulomb barrier, some other mechanism
must take over and the evidence presented here indicates that accretion is likely to
be this mechanism.
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C h a p t e r 8
LIF
[1] R. S. Marshall and P. M. Bellan. “Laser-induced fluorescence measurement
of very slow neutral flows in a dusty plasma experiment”. In: Review of
Scientific Instruments 91.6 (2020), p. 063504. doi: https://doi.org/
10.1063/5.0006684.
Laser-Induced Fluorescence (LIF) is a plasma spectroscopic diagnostic that can be
used to measure the velocity distribution of a target species and so give the species
temperature and flow speed. LIF works by exciting an atom or ion from some initial
state to an excited state, and then measuring the fluorescence photons emitted as the
atom decays out of the excited state to a third, different state. LIF was first performed
in the 1970’s using tuneable dye lasers [116, 117]. Performance and convenience
was improved when Severn et al. replaced the dye laser with a tuneable diode laser
thereby demonstrating Tuneable Diode-Laser Induced Fluorescence (TD-LIF) on
the 668.429 nm argon II ion line [118].
The temperature of argon neutral gas in both a dust-free and a dusty plasma environ-
ment has recently been measured on the ground-based PK3 experiment in Germany
using absorption spectroscopy, a method similar to LIF [119]. One shortcoming
associated with absorption spectroscopy is that it is a line-averaged measurement.
The addition of a photomultiplier tube (PMT) perpendicular to the excitation beam
in an absorption spectroscopy experiment that detects fluorescence photons turns it
into an LIF experiment. This extra hardware gives LIF a measurement localized
in three dimensions. The first two dimensions of localization come from the cross
section of the beam itself (as in absorption spectroscopy) and the third dimension of
localization comes from the location along the beam path intersected by the PMT
line of sight.
Over the past few decades, LIF has been used in a myriad of different ways. LIF is an
established method to measure xenon neutral and ion exit speeds from Hall thrusters
[120, 121]. By splitting one beam into two and using independent chopping, LIF has
been used to simultaneouslymeasure two components of the ion velocity distribution
function where the components are of the order of ∼ 100’s of m/s [122]. Because
of the localization of the beam and detector, LIF is capable of measuring density
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profiles in three dimensions [123]. PLIF (Planar LIF) imaging using a camera
sensor to detect LIF emission from a planar excitation beam has been used to build
an image of density [124]. The shift between the double-peaked LIF spectrum from
Zeeman splitting can even be used to measure magnetic fields [125].
TD-LIF measurements of the temperature and flow speed of neutral argon atoms
in both dust-free and astrophysically-relevant dusty environments through the intro-
duction of frozen water-ice dust grains will be presented in this chapter. Information
on the astrophysical relevance and how the dust grains grow is given in Ch. 7 of this
thesis and in Refs. [105, 126]. We report results using the argon neutral LIF scheme
that pumps on the λvac = 696.735 nm transition between the metastable
(
2P03/2
)
4S
level and the excited
(
2P01/2
)
4P level. Decay from the
(
2P01/2
)
4P excited level to the(
2P01/2
)
4S level produces λvac = 772.633 nm fluorescence photons that the PMT
detects [127, 128]. Key results are: i) LIF works not only on a dust-free plasma, but
also on an astrophysically-relevant dusty plasma, ii) exploitation of symmetry allows
measurement of the in-plane two dimensional flow velocity vector as a function of
position {x, y, z} in a three-dimensional plasma volume, and iii) flow speeds are
measured and resolved with sub-linewidth resolution.
8.1 Experimental Setup
Figure 8.1 shows front view (a) and top view (b) schematic diagrams of the Caltech
Water-Ice Dusty Plasma Experiment as it has been set up to perform TD-LIF. A
Toptica DLC Pro controller and Toptica DL Pro ultra-narrow tuneable diode laser-
head are used. The DL Pro laser-head is capable of producing up to ∼ 35 mW
of continuous beam power with a ∼ 150 kHz linewidth. The beam traverses a
beam-splitter and a mechanical chopper that chops the two resulting beams at 1
kHz. Both beams are coupled to optical fibers with collimators that direct the beams
into the plasma. The collimation is slightly less than perfect with an opening angle
θ ≈ 0.33◦. Over the distances traversed in the dusty plasma experiment, beam
divergence is assumed to be negligibly small. A moveable barrier between the
chopper wheel and the optical fiber entrances allows only one beam to pass through
the plasma at a time. The key feature is that the fibers send the two laser beams
into the plasma from opposite sides so that light from the “+z beam” is traveling
along the same path but in the direction opposite of the light from the “−z beam.”
The +z and −z beams are named for the beam directions. Light from the +z beam
propagates in the positive z direction from small z to large z and light from the −z
100
beam propagates from large z to small z. A PMT utilizes a 1 nm full width half
max line filter so that it only detects 772.633 nm fluorescence photons. It views
the beams at a 90◦ angle. The PMT signal goes to a lock-in amplifier which is
synchronized to the chopper.
In Fig. 8.1(b), the dashed black line and thick black dots on the optical fibers and
PMT indicate that the −z beam, the +z beam, and the PMT are all mounted on the
same rigid structure. This rigid structure is mounted on three stepper motors which
allow the two beams and the PMT to move together in three dimensions. The 1D
translating barrier, also shown in Fig. 8.1(b), is moved by a fourth stepper motor.
With these four motional degrees of freedom, the TD-LIF diagnostic is completely
automated in Labview and can scan the plasma over a three-dimensional volume
with either the +z or the −z beam illuminating the plasma.
The three-dimensional perspective in Fig. 8.2 shows the relative orientation of the
gas nozzles and the laser beams. Figures 8.3(a) and (b) shows the coordinate system;
where x = 0 is defined to be mid-way between both nozzles, y = 0 is defined to be
in the middle of each nozzle, and z = 0 is defined to be the edge of the nozzles. This
origin (0,0,0) will be used when moving the stepper motors to collect data from the
plasma in a three-dimensional volume.
This motorized system can be programmed to measure LIF at any series of (x, y, z)
positions in the plasma. The biggest limitation is the finite cross-sectional area of
the −z and +z beams. This poses little challenge when measuring LIF through-
out the bulk volume of the plasma, but becomes critical for measuring on length
scales smaller than the diameter of the beams, for example in the plasma sheath re-
gions. Measuring detail in the sheath would require a smaller diameter laser beam.
Additionally, it is observed when measuring LIF in the sheath of the plasma that
LIF signal amplitude quickly diminishes becoming too small to detect. Thus, LIF
measurements in this chapter are limited to the bulk of the plasma.
The imposed symmetry between the gas inlet nozzles and the laser beam path shown
in Figs. 8.2 and 8.3 will later be exploited to determine the vx and vz components
of the in-plane flow velocity using only a single laser beam.
8.2 LIF Theory
Because of the discrete nature of atomic line transitions, LIF can be used to measure
the temperature and flow speed of any specific target species in the plasma as long
as an appropriate laser and defined LIF scheme both exist. In order to explain how
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Figure 8.1: Schematic representations of the LIF experiment on the Caltech Water-
Ice Dusty Plasma. a) is a view from the front and b) is a view from the top. The
bold green and blue lines represent the optical fibers that direct the light to the
plasma. The rigid structure that moves the fibers and PMT in unison is shown by
the three black dots connected by the dashed lines. Brown arrows 1 and 2 oriented
45◦ inwards represent the nozzles through which argon gas enters the chamber. M1
and M2 are mirrors and BS is a beam-splitter. Coordinate directions are denoted by
the set of axes on each sub-figure.
to measure target species temperature and bulk flow speed, first we will derive the
mathematical form that the LIF signal should take.
As written at the beginning of the chapter, the neutral argon LIF scheme used pumps
an argon neutral metastable state with λvac = 696.735 nm and observes emission
at λvac = 772.633 nm. While a stationary neutral atom will absorb radiation with
wavelength λvac = 696.735 nm, atoms in a plasma are moving and the light that
each atom sees will be Doppler shifted based on the component of its velocity in the
direction of the laser beam.
The Doppler shifted angular frequency is given by
ω = ω0 − k0vz (8.1)
where ω0 = 2π f0 is the angular frequency of the unshifted source light, k0 = 2π/λ0
is the wavenumber of the unshifted source light, and vz is the speed of the atom
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Figure 8.2: Sketch showing the bottom electrode and 6” ConFlat flange with the
plasma (purple) in the middle. Top electrode is not shown because it obstructs
the view. The laser beam is the red line passing through in the ẑ direction. The
numbered copper-colored tubes are the gas nozzles. a) and b) are the same, the only
difference being that the copper gas nozzles are outside the plasma or inside the
plasma, respectively.
Figure 8.3: Sketch to show the origin of the stepper motor coordinate system. a) is
a view from the top looking in −ŷ and b) is a view from the side looking in +x̂.
projected in the direction of the laser beam.
Rearranging Eq. 8.1 gives
vz = c
λ − λ0
λ
(8.2)
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where vz is the speed of the atom projected in the direction of the laser beam, c is
the speed of light, λ0 is the wavelength of the unshifted light source, and λ is the
wavelength of light seen by the atom.
The Maxwell-Boltzmann distribution for atoms moving in the ẑ direction with no
mean bulk flow speed is
f (vz) =
√
m
2πκT
e−
mv2z
2κT . (8.3)
Substituting vz in Eq. 8.3 with the Doppler shift relationship in Eq. 8.2 yields the
mathematical form of the LIF signal:
f (λ) =
√
m
2πκT
e
−
(λ−λ0)
2
2
(√
κT
m
λ
c
)2
. (8.4)
The measured LIF signal is fit to the Gaussian profile in Eq. 8.4. Temperature is
determined by the width of the best-fit Gaussian and bulk flow speed is determined
using its center position λ0.
Temperature
The temperature of the target species is simply the random motion of the species.
This random motion corresponds to the width of the Gaussian in Eq. 8.4. Solving
for the full width half max (FWHM) of the spectrum in Eq. 8.4 gives
FWHM = 2λ
√
2κT
mc2
log(2) = 7.7 × 10−5λ
√
T
m
(8.5)
where T has units of eV and m has units of amu (atomic mass unit).
Flow Speed
Flow speed of the target species is the bulk motion of the species. Bulk motion shifts
the center position λ0 of the Gaussian in Eq. 8.4. For the neutral argon species, there
would be no bulk flow detected if the best-fit Gaussian has λ0 = λvac = 696.735
nm. However for λ0 , 696.735 nm, the center has been shifted due to a bulk flow.
In this case, bulk flow speed is then determined using Eq. 8.2 to be vz = ∆ f λ0 =
c
(
λvac−λ0
λvac
)
.
104
8.3 Results and Discussion
The diagnostic records LIF signal amplitude from the lock-in amplifier as a function
of tuneable diode laser piezo voltage. Changing the electric potential on the laser
piezo alters the wavelength of light emitted by the laser. In order to convert from
diode laser piezo voltage to wavelength, the user must know the exact wavelength at
a single piezo voltage (typically found using a reference), and then use the factory
calibration factor (21 GHz = 39.2 volts change in the potential applied to the laser
piezo tuning actuator) to find the wavelength everywhere else. The LIF signal as a
function of wavelength is then fit to the Gaussian in Eq. 8.4 to provide temperature
or flow speed as shown in Section 8.2. The TD-LIF diagnostic developed at Caltech
produces very reproducible results with signal to noise ratios routinely in excess of
100.
The Toptica DL Pro laser head has a∼ 150 kHz linewidth while the natural linewidth
of the neutral argon λvac = 696.735 nm absorption line is ∆ f = 5.6 MHz [125].
The Doppler width for thermal argon neutrals at 300 K is calculated to be ∼ 1 GHz,
so the diode laser is emitting light as an effective δ-function compared to other line
profiles.
Temperature Measurements
Doppler widths measured by the LIF diagnostic are on the order of 1 GHz. It was
surprising to see that a diode laser illuminating the plasma with only a fewmilliwatts
of pump beam was strong enough to enter a power-broadened regime and give a
spurious power-dependent temperature reading [129]. Optical density filters are
used to reduce the beam power to the order of 300 µW at which point the measured
LIF temperature no longer depends on laser beam power and is considered accurate.
Cooling Electrodes
With no LN2 cooling, the neutral argon temperature is typically measured to be
350 K compared with the ∼ 295 K room temperature. Similar results were found
on the PK4 experimental setup at Baylor University where an early version of the
diagnostic was installed and operated for two weeks. Upon cooling the electrodes
with LN2, the LIF diagnostic indicates that the neutral argon temperature is much
lower. Figure 8.4 shows the measured neutral argon temperature as a function of
time while the electrodes are cooling. It takes about 30 minutes for the electrodes
to cool from room temperature to ∼ 150 K and it similarly takes about 30 minutes
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for the argon neutrals to cool from ∼ 350 K to ∼ 200 K.
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Figure 8.4: Temperature of neutral argon atoms measured by LIF as a function of
the time that the electrode cold fingers have been exposed to LN2. Over the ∼ 30
minutes that the electrodes cool, the measured temperature of the neutral argon
drops. The black dashed line represents water freezing at 273 K.
Demonstration that LIF Works with Ice Grains
One of the most important results is that the LIF diagnostic still works in a water-
ice dusty environment. Figure 8.5 shows a measurement taken with water-ice dust
present. A temperature of 192 K was determined.
Flow Measurements
While measuring neutral argon temperature via LIF proved straight-forward after
accounting for power broadening, measurement of flow speed was anything but
straight-forward. Prior to development of the LIF diagnostic there had not been
measurements of neutral flow velocity profiles inside a dusty plasma experiment.
Many experiments such as PK4 on the International Space Station use precise
electronic flow controllers to carefully regulate flow entering the vacuum chamber
where plasma is created [50]. These flow controllers allow the flow to be known
at the inlet into the chamber, however the velocity profile after the flow leaves the
nozzle and interacts with the existing plasma is still unknown. An LIF diagnostic
can be used to quantify the unknown velocity profile inside the plasma. The Caltech
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Figure 8.5: LIF signal from neutral argon species in astrophysically-relevant cold
water-ice dusty plasma.
experiment lacks an electronic flow controller. Instead a mechanical leak valve is
used. A consequence of this is that very little is known about how much gas passes
through the leak valve control and how fast the gas is traveling. For reference,
κT = margonv2th/2 gives the room temperature thermal velocity of argon to be
vth ≈ 300 m/s.
When measuring temperature, it does not matter whether the gas nozzle configura-
tion is as in Fig. 8.2(a) where the nozzles are outside of the plasma and on the order
of 5 cm away from the counter-propagating laser beams or if the configuration is as
in Fig. 8.2(b) where the nozzles are immediately adjacent to the counter-propagating
beams. Initial attempts to measure flow speed were made with the nozzles in the
configuration of Fig. 8.2(a). In this configuration, measurement of a bulk flow
proved unsuccessful.
The key parameter needed to quantify bulk flow speed is the shift of the measured
Gaussian from its Doppler-free value λvac. This is challenging because diode lasers
do not have an absolutely calibrated wavelength. Converting from the laser piezo
voltage (frequency shift) to an absolute wavelength requires more information than
the diode laser can provide. It follows that it is impossible to determine bulk
flow speed simply by shining a laser beam through a plasma and then measuring a
fluorescence signal, whereas this works for determining temperature.
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Several different methods were attempted before a successful flow speed measure-
ment was achieved. One unsuccessful method was to obtain an absolute calibration
between piezo voltage and wavelength using the absorption spectrum from a sepa-
rate plasma in a small fluorescent lamp starter as an absolute reference [130]. This
requires using a beam splitter to perform LIF on the Caltech plasma and absorption
spectroscopy on the lamp starter plasma simultaneously. Since the lamp starter is
small and sealed, it is assumed to have no flow and thus the peak absorption would
define v = 0. This absorption reference scheme established that the flow speed in the
Caltech plasma was very small because the two spectra were perfectly superimposed
within the available resolution. It was not possible to make a credible measurement
of flow speed. Absolute calibration was also attempted using the Lamb Dip which
has been successfully used to measure slow flows in plasma [131]. However, the
Lamb Dip was relatively small and requires operation at a pressure much lower than
the pressure of interest.
In addition to the difficulty of the flow velocity being very small, the measurement
is challenging because the diode laser wavelength constantly drifts due to slight
changes in ambient conditions. Thus any absolute calibration becomes inaccurate
over time and a constant absolute calibration is required. While the diode laser has
an ultra-narrow linewidth, in 20 minutes the wavelength typically drifts ∼ 10 − 20
MHz and over the course of three hours, by over 250 MHz. This drift would
be negligible for measuring v f low >> 200 m/s flows, but makes it impossible to
measure v f low ≤ 5 m/s. A 5 m/s flow corresponds to a frequency shift of 14.36
MHz between the two counter-propagating Gaussian peaks. This shift is so small
that it would be masked by the laser drift.
Locking the laser wavelength to an external device seems like a logical approach
to counteract the laser drifting. Unfortunately, the laser cannot be locked while
scanning. An attempt was made to use the built-in PID locking capability of the
DLC Pro to lock the laser wavelength using the absorption spectroscopy signal
from the fluorescent lamp starter. Unfortunately, the lamp starter proved to be an
unreliable reference because the plasma inside the lamp starter is not stable and
its light intensity changes in the order of 10 seconds to a few minutes. We also
tried to lock the laser to a specific wavelength using a wavemeter as a feedback
source, and then to average over a long time to obtain LIF signal as a function of
wavelength directly. This also failed because the dusty plasma light intensity changes
sufficiently in a few minutes to make this data meaningless. It was determined that
108
satisfactory results could not come from a single long-averaging method of data
collection. Instead, a different technique using many 5-10 second measurements
taken in succession and analyzed together was found to work and will be presented
in the next section.
The final key to successfully measuring flow was to move the gas inlet nozzles from
their original positions outside the plasma as in Fig. 8.2(a) to a position inside the
plasma much closer to the pumping laser beam as in Fig. 8.2(b).
Single Position Measurement
A counter-propagating beam approach was developed to measure the extremely slow
flows. This technique involves repeating the measurement 15 times for a total of 30
data sets at a given position. Figure 8.6 shows typical data taken with this approach.
This method can be considered to be in effect a double modulation scheme where
the first level of modulation is from the chopper and the second level of modulation
is the alternation between the counter-propagating beams.
The diode laser is set to scan a range of ∆λ = 7 pm around λvac over 5 seconds.
Specifically, the laser scans from λ = 696.7385 nm to λ = 696.7315 nm and back to
λ = 696.7385 nm in 5 seconds. The lock-in amplifier averages with a time constant
τ = 10 ms. The steps i taken to measure flow and how long they take to complete
∆ti are:
1. The translating barrier moves to block the +z beam and to allow the −z beam
to pass. No measurement is made while the barrier is moving. (∆t1 = 10 s)
2. The LIF measurement is saved and plotted in red on Fig. 8.6(a). The
measurement is fit to a Gaussian and the center piezo voltage of the Gaussian
is plotted in red on Fig. 8.6(b). (∆t2 = 5 s)
3. The translating barrier moves to block the −z beam and to allow the +z beam
to pass. No measurement is made while the barrier is moving. (∆t3 = 10 s)
4. The LIF measurement is saved and plotted in blue on Fig. 8.6(a). The
measurement is fit to a Gaussian and the center piezo voltage of the Gaussian
is plotted in blue on Fig. 8.6(b). (∆t4 = 5 s)
5. Steps 1-4 above are repeated 14 more times. The total time to complete 30
scans is T = 15 (∆t1 + ∆t2 + ∆t3 + ∆t4) ≈ 450 seconds.
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Figure 8.6(a) shows all 30 individual sets of data taken during the ∼ 450 second
procedure superimposed: the 15 red traces represent measurements from the −z
beam and the 15 blue traces represent measurements from the +z beam. Figure
8.6(a) shows that the results are extremely reproducible. Figure 8.6(b) shows the
center piezo voltages for the 30 Gaussians in Fig. 8.6(a). Scan number ranges
from 1 to 30 because 30 data sets were taken. The −z beam (red) was taken first,
so there are red data points for odd numbered scans and blue data points for the
even numbered scans taken with the +z beam. The black dashed lines alternating
between the red and blue circles represent the order data was taken starting with
the bottom red data point on the left, then the blue data point with the dashed line
connecting, and so on.
The 30 LIF measurements plotted in Fig. 8.6(a) are deliberately shown as a function
of piezo voltage, not wavelength. There are three reasons for this. i) Wavelength
as a function of piezo voltage differs slightly for each scan because the laser is
drifting, therefore piezo voltage is a natural way to look at the data because the
diode laser is directly tuned by this parameter. ii) Plotting the center piezo voltage
of each Gaussian fit shows how the diode laser is drifting whereas plotting LIF
signal versus wavelength would obscure this important complication. iii) It takes
all 30 measurements and their center piezo voltage to separate the drift out of
the measurements and obtain an accurate absolute calibration that can be used to
calculate flow speed as will be demonstrated next.
The data in Fig. 8.6 shows how this repeating, alternating counter-propagating beam
approach allows for flow measurement even when the laser drift is non-negligible.
First, the laser drift is determined by taking all 30 data points (red and blue) in
Fig. 8.6(b) and fitting them to a single line y = mx + b. The slope of this line m
represents the drift of the laser wavelength. Then the individual beam data are both
fit to their own lines, shown by the dashed red and blue lines, where the slope of each
best-fit line is forced to be the same slope as the linear best fit of all 30 data points
m representing the laser drift. In this prescription, the vertical distance between the
two fits, i.e. the y-intercepts, provides the absolute calibration required to calculate
the flow speed. Thus, the laser drift (slope of the two lines) and the signed flow
velocity (distance between the two lines) can both be determined individually from
Fig. 8.6(b).
The uncertainty associated with the flow measurement is found by examining each
pair of consecutive −z and +z beam LIF measurements together. The difference in
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volts between the center of first Gaussian for the −z beam and the first Gaussian
for the +z beam is found. Then the difference for each subsequent pair is found.
The standard deviation of the 15 differences becomes the error bar on the flow
measurement.
The enumerated procedure finds the absolute calibration and statistical uncertainty
error bar. The vertical distance between the blue and red dashed lines in Fig.
8.6(b) is measured to be ∆V = 0.0068 ± 0.0030 piezo volts. The piezo voltage
halfway between the shifted peaks, illustrated by the solid black line in Fig. 8.6(b),
corresponds to λvac = 696.735 nm. Applying the calibration factor from Toptica,
the frequency shift between the two peaks is then ∆ f = ∆V ×
(
21×109
39.2
)
= 3.63 MHz.
This gives v = ∆ f λvac/2 = 1.3 ± 0.6 m/s flow speed. The Doppler shift from this
flow changes the wavelength of the center of the peak by 3 femtometers = 3× 10−15
m.
2D Plane Scan
A two-nozzle setup is used to enable measurement of the vx and vz flow velocity
vector components. Figures 8.3(a) and (b) show the coordinate system and origin
of the stepper motor axes for scanning in three dimensions. Nozzle 1 is located
at (-4125,0,0) and Nozzle 2 is located at (4125,0,0) in stepper motor coordinates
where 1600 stepper motor coordinates correspond to 2.5 mm so one motor step is
1.5625 µm. The stepper motors are computer controlled so high spatial precision is
obtained.
The PMT and the two fibers with collimators providing the two counter-propagating
laser beams were mounted on a single rigid moveable structure. This rigid structure
was moved in three dimensions by stepper motors controlled by a Labview program.
The LIF diagnostic took the same measurement steps described in the previous
section at each of 63 positions on a grid in the xz plane. The data shown in Fig.
8.6 was taken at (x, y, z) = (−3000,0,3000) in stepper motor coordinates which
corresponds to r = −4.6875x̂ + 0ŷ + 4.6875ẑ in units of mm from the origin of
the stepper motor coordinate system shown in Fig. 8.3. This also corresponds
to 1.7587 mm in the x̂ direction and 4.6875 mm in the +ẑ direction from Nozzle
1. Figures 8.7 and 8.8 show the measured flow speeds as a contour plot for each
nozzle. The diagnostic was moved over the 7x9 grid from −3000 ≤ x ≤ 3000 and
0 ≤ z ≤ 10000 or equivalently −4.6875 ≤ x ≤ 4.6875 and 0 ≤ z ≤ 15.625 mm at
y = 0. It took approximately 9 hours each to repeat the procedure to deduce flow
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Figure 8.6: Illustration of how to calculate flow speed using the alternating counter-
propagating beam approach described in steps 1-5. a) shows the 30 measured data
sets taken during the T ≈ 450 second procedure. The data is normalized and plotted
on the same axes so it can be compared. There are 15 red and 15 blue traces
representing data from when the −z and +z beams are shining, respectively. b)
shows the center of the Gaussian fit from Eq. 8.4 for each of the data sets. The black
dashed line represents the order data was collected starting with the red dot at scan
number 1 and alternating red and blue subsequently. The slope of the best fit lines
represents the drift of the laser itself and the separation of the lines represents the
flow velocity. The solid black line between the dashed lines shows how the piezo
voltage corresponding to λvac = 696.735 nm changes over the 30 measurements due
to laser drift.
speed at each of the 63 positions in the grid and create the contours in Figs. 8.7 and
8.8.
We now describe how an imposed symmetry created by a prescribed experimental
setup enables determination of both in-plane components of the flow velocity.
Consider the 1.3 m/s flow shown in Fig. 8.6 and the contour plots in Figs. 8.7 and
8.8. The flow speeds in these figures are flow speeds projected in the direction of
the laser beam because LIF can only measure flow parallel to the laser beam. The
data in Fig. 8.6 thus indicates 1.3 m/s = v1 (−3000,0,3000) · ẑ because the laser
beam propagates in the ẑ direction. Likewise, the data that makes up the contours
of Figs. 8.7 and 8.8 are contours of vi(x, y, z) · ẑ where i = 1 or 2, respectively.
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Figure 8.7: Measured v1(x, y, z) · ẑ flow contours for Nozzle 1 located at (0,−4125)
with Nozzle 2 closed. It took approximately 9 hours to measure the data needed to
create this contour plot.
Figure 8.9 shows the two-nozzle geometry in detail. Consider measuring a 1.3 m/s =
v1(x = −3000, y = 0, z = 3000) · ẑ flow from Nozzle 1. The actual velocity vector of
the argon atom is illustrated by the purple arrow in Fig. 8.9, but the LIF diagnostic
only measures the ẑ component which is the green arrow and completely misses the
orthogonal red x̂ component. The key symmetry in Fig. 8.9 is that the flows from
Nozzle 1 and Nozzle 2 are simply rotated by 90◦ with respect to each other. The
two measuring positions denoted by the two black dots in Fig 8.9 are displaced from
their respective nozzle by the same vector. This means that the purple arrows (flow
velocity) have the same magnitude, but their orientation differs by 90◦. The red and
green velocity components are similarly the same magnitude. By closing Nozzle 1
and opening Nozzle 2, the red component is measured instead of the green which is
now orthogonal. Thus with two nozzles 90◦ offset and one beam, LIF can effectively
measure two components of the flow speed, vx and vz, from a single nozzle.
The second component of the flow velocity is obtained by rotating the {z, x} co-
ordinates of the Nozzle 2 data by 90◦ in the counter-clockwise direction. Figure
8.10 shows arrows made from the Nozzle 1 vz data and the Nozzle 2 vx data where
the coordinates from Nozzle 2 have been rotated to the Nozzle 1 basis. The brown
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Figure 8.8: Measured v2(x, y, z) · ẑ flow contours for Nozzle 2 located at (0,+4125)
with Nozzle 1 closed. It took approximately 9 hours to measure the data needed to
create this contour plot.
outline represents the location of Nozzle 1. It took 9 × 2 = 18 hours to measure the
data to create the velocity arrows in Fig. 8.10.
The nozzle orientation in the xz plane and the geometry of the electrodes leads
us to believe that vy << vx, vz. The velocity resolution of the LIF diagnostic is
exhausted when trying to explore the out-of-plane y component of the flow velocity
by assuming an incompressible flow and solving for ∂vy∂y in ∇·v = 0. No conclusions
are able to be drawn about vy.
How Flow Speed Changes with Parameters
The arrows in Fig. 8.10 clearly show that the flow speed is peaked near the nozzle
and decreases as the LIF diagnostic moves away in x and z. Changing the rate of
inflowing gas by varying the leak valve setting and changing the rate of outflowing
gas by partially valving off the turbopump are twoways to vary the neutral argon flow
speed in the plasma measured by the LIF diagnostic at a given position. Chamber
pressure is determined by an equilibrium between the inflow rate determined by
the leak valve and the outflow rate determined by the pumping efficiency of the
turbopump. Altering either changes the pressure.
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Figure 8.9: A to-scale illustration of the rotational symmetry between the nozzles
using stepper motor coordinates. Measurements are made in the yellow rectangular
region. The origin of the (z′, x′) axes sits at (z, x) = (4125,0) and represents the point
of rotational symmetry for the nozzles. Each of the measurement positions denoted
by black circles is the same vector from its respective nozzle. This symmetry means
that the purple flow velocity vector from each position is the same, simply rotated
by 90◦.
First, one can vary the inflow rate of gas into the chamber by opening or closing the
mechanical leak valve. By restricting the flow through the leak valve and holding
chamber pressure constant by partially valving off the turbopump, it is seen that the
measured flow speed drops by a factor of about three from 4.6 m/s to 1.6 m/s.
Second, one can change the pressure in the chamber while holding the inflow leak
valve setting constant and partially opening the valve to the turbopump. As the
chamber pressure drops from 330 mTorr to 90 mTorr, it is seen that the flow speed
measured by the LIF diagnostic increases from 1.7 m/s to 4.6 m/s.
Third, it is also seen that physically reversing the direction of the flow that is
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Figure 8.10: Two-dimensional in-plane flow velocity measured using the rotational
symmetry between the nozzles in the xz plane at y = 0 represented by arrows with
a scalebar in the upper right corner providing a reference. The brown outline near
(0,−4125) represents Nozzle 1, the source of this flow.
projected into the direction of the laser beam path produces very similar results.
The only difference is that the sign of the measured flow velocity has reversed.
Figure 8.11 shows the second and third trends graphically. In the figure, flow is
measured while the nozzles introduce flow in opposite directions along the axis of
the LIF diagnostic separately. Unsurprisingly, the diagnostic measures flow in the
opposite direction (sign) depending on which nozzle is used. Varying pressure in
the chamber by partially valving off the turbopump while holding the inflow setting
constant produces flow speeds of approximately the same amplitude regardless of
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which nozzle is used. The only difference is the sign. The negative flow datapoint at
333mTorr with the particularly large error bar wasmade from datawith considerably
more laser drift than the other measurements.
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Figure 8.11: Measured flow speed with error bars as a function of chamber pres-
sure. Inlet flow is held constant and pressure is varied by partially valving off the
turbopump. The positive and negative flows are made from nozzles producing flow
in opposite directions projected on the LIF beams.
Mean Free Path for Collisions
Consider the mean free path for collisions of inflowing neutral argon atoms,
λm f p =
κT
√
2πd2p
. (8.6)
Doubling the Van der Waal’s radius gives the effective diameter d of an argon atom;
d = 376 pm [132, 133]. For a room temperature plasma at T = 300 K, λm f p in
meters is simply inversely related to pressure by λm f p = 0.049/p where p is in
mTorr. For p = 100 mTorr, λm f p = 0.5 mm.
The flow speed decreases as the LIF diagnostic is moved away from the nozzle
because the inflowing argon atoms have to travel through more mean free paths
before they reach the beam. This means that they have thermalized more and have
less of a bulk flow. By holding the nozzle and LIF diagnostic in the same position
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and increasing the background pressure, the mean free path for collisions is reduced
and the inflowing argon atoms have to travel more mean free paths to get to the same
position. This means that they are more thermalized, so the measured flow speed
is less. When the nozzles were outside the plasma, the argon flow had to travel
through ∼ 3 cm of plasma to reach the laser beams which is more than 30 mean
free paths, so the flow was likely fully thermalized with no bulk flow left. This is
presumed why the initial effort to measure flow with the nozzles in the Fig. 8.2(a)
configuration failed.
Resolving Details Smaller than the Natural Linewidth
One subtle issue is that the linewidth of the 696.735 nm transition in neutral argon
is ∆ f = 5.6 MHz [125]. One might therefore presume as in Ref. [118] that the
minimum resolvable flow speed is then vmin = ∆ f λvac = 3.9 m/s. One would be
troubled that all the flow speeds presented in this paper have v < vmin and that
we are resolving speeds of a fraction of a meter per second. However, this would
only be an issue if our conclusions were based on single point measurements where
one would experience the full linewidth as uncertainty. This is not the case for the
methods described here because data is taken at many different wavelengths and is
fitted to a Gaussian shape. The peak of the Gaussian can be resolved to much less
than the transition linewidth because determining the peak involves averaging over
a large number of data points.
Relative Density and Attenuation Coefficient Measurements
Figures 8.12(a)-(d) show that the measured LIF signal changes when translating the
LIF diagnostic along the beam axis ±ẑ. Figure 8.12(a) shows LIF data measured
when the −z beam traverses the plasma. Each color trace superimposes 15 mea-
surements made at each of the seven z positions shown in the color bar on the right.
Likewise, Fig. 8.12(c) shows the same 15 measurements for each color when the
+z beam traverses the plasma. Figures 8.12(b) and (d) plot the average temperature
deduced from the 15 LIF measurements at each position in Figs. 8.12(a) and (c),
respectively. Statistical uncertainty error bars were calculated from the standard de-
viation of the temperature deduced from the 15 LIF measurements at each position.
These bars are not shown on Figs. 8.12(b) and (d) because they are smaller than
the colored circle data point markers. For example, the blue point at z = 0 in Fig.
8.12(d) is T = 427.8 ± 1.1 K.
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Figure 8.12: Wavelength dependent LIF signal amplitudes as a function of mea-
surement position z for the +z and −z beams. a) and c) show LIF signal measured
by the PMT as the LIF diagnostic is moved along the beam axis from z = 0 to
z = 15.625 mm for the −z beam and the +z beam respectively. 15 individual data
sets are superimposed in each color on both plots, showing the great reproducibility
of the diagnostic. b) and d) plot the temperature deduced from the data in a) and c),
respectively, with matching color. Each data point in b) and d) is found by taking
the average of the 15 deduced temperatures from the 15 data sets plots on a) or c)
in the same color. Error bars are found by taking the standard deviation of the 15
deduced temperatures. These statistical uncertainty error bars are not shown for the
deduced temperatures plotted in b) and d) because the data point markers (colored
circles) themselves are larger than the error bars.
These measurements from the +z and −z beams show a consistent approximately
factor of two difference in LIF signal amplitude between z = 0 and z = 15.625
mm, independent of which beam is used. This indicates that there is a neutral argon
density gradient along the measurement axis such that the density increases towards
large z where the LIF signal is strongest.
The Doppler widths of the detected LIF signals also change with z. Both Figs.
8.12(b) and (d) show that the deduced temperature of the neutral argon atoms in
the plasma increases as the pump beam is increasingly attenuated. Figure 8.12(b)
shows that the deduced temperature of the neutral argon atoms measured by the
−z beam increases toward small z. Similarly, Fig. 8.12(d) shows that the deduced
119
temperature of the neutral argon atoms measured by the +z beam increases toward
large z. In both cases, the deduced temperature increases with increasing beam
travel through the plasma and therefore increasing attenuation.
The opposite temperature gradients deduced in Figs. 8.12(b) and (d) suggest that not
all wavelengths of light are absorbed equally by the plasma. Moreover, it suggests
a broadening mechanism whereby the deduced temperature is artificially increased
as the beam is differentially absorbed by the plasma. This mechanism referred to as
“absorption broadening” is a result of the attenuation coefficient κ at the center of the
peak being greater than the wings. Mathematically, this means that the attenuation
coefficient κ = κ(λ) and κ(λ0) > κ(λ) for λ , λ0.
We now present an analysis of what is happening in Fig. 8.12. This analysis will not
explain everything but provides a strong foundation. A±(z), the amplitude of the LIF
signal at position z from the ± beam, is influenced proportionally (up to saturation)
by i) n(z), the density of the target species at position z and ii) P±(z), the intensity
of the ± beam at position z. The relationship between +z pump beam intensity
and distance z traveled through a plasma of uniform density is P+(z) = P+(0)e−κz.
More specifically, the attenuation coefficient κ = κ(z, λ) = α(λ)n(z) is proportional
to neutral argon density and is also a function of wavelength via the α(λ) term.
Therefore the +z pump beam amplitude at a given wavelength traveling through a
plasma with non-uniform density is P+(z, λ) = P+(0, λ)e−
∫ z
0 α(λ)n(z)dz. Considering
the direction each beam is traveling, it is proposed that for a given wavelength, the
two functions
A+(z) = A+(0)n(z)e−α
∫ z
0 n(z
′)dz′ (8.7)
A−(z) = A−(0)n(z)e−α
∫ 0
z
n(z′)dz′ (8.8)
quantify how the LIF signal varies along the beam axis for each beam. All multi-
plicative constants are included in the A±(0) terms. A consequence of this is that
n(z) is effectively a relative density at each position and not an absolute density.
It is important to explain why the limits of integration are switched between Eqs.
8.7 and 8.8. Equation 8.7 is integrated from z′ = 0 to z′ = z because the +z beam is
exponentially attenuated as it travels in the +z direction from 0 to z. The −z beam
travels in the opposite direction, so it is exponentially attenuated as it travels in the
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−z direction from z′ = z to z′ = 0 which is why Eq. 8.8 has its limits of integration
switched. Equations 8.7 and 8.8 can be written more compactly as
A±(z) = A±(0)n(z)e∓α
∫ z
0 n(z
′)dz′ . (8.9)
Figure 8.13(a) plots the seven signal amplitudes measured at the center wavelength
at each position z in Fig. 8.12(a), i.e. A−(z), and Fig. 8.12(c), i.e. A+(z), on
the same set of axes. The amplitude plotted at each point is the average amplitude
of the 15 LIF measurements at each position in Figs. 8.12(a) and (c). Error bars
represent the standard deviation of each set of 15 amplitude measurements. z = 0
is the reference position for each beam, so n(z = 0) = 1 by definition.
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Figure 8.13: LIF signal amplitude as a function of position for the −z beam in red
and the +z beam in blue. a) plots the signal amplitude as a function of position for
the raw data shown in Figs. 8.12(a) and (c). The barely visible error bars that are
smaller than the data markers show the reproducibility of the diagnostic. b) plots
the signal amplitudes after they have been normalized by deduced relative density
n(z) values shown in Fig. 8.14. The error bars here are slightly larger as the error
has been propagated through the density and normalization calculation.
For the +z beam, the signal amplitude A+(z = 0) = A+(0)n(0)e0 = A+(0) = 0.6711.
The A+(z) selection in Eq. 8.9 provides a relationship between each of the seven
(z, A+(z)) pairs plotted on Fig. 8.13(a) in blue where n(z) and α remain unknown.
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Similarly, for the −z beam, the signal amplitude A−(z = 0) = A−(0)n(0)e0 =
A−(0) = 0.5969. The A−(z) selection in Eq. 8.9 provides a relationship between
each of the seven (z, A−(z)) pairs plotted on Fig. 8.13(a) in red where n(z) and α
again remain unknown.
These relationships found using Eq. 8.9 provide 14 equations for 8 unknowns.
n(0) = 1 is trivial by definition, so there are effectively 12 equations and 7 unknowns:
n(z) for each non-zero z position and α. The relative density n(z) is obtained by
multiplying the obtained A+(z) and A−(z) relationships for each z together. The
exponential integrated attenuation terms cancel exactly, so the relative density is
n(z) =
√
A+(z)A−(z)
A+(0)A−(0) where all four numbers on the right side are known. Relative
density n(z) is plotted in Fig. 8.14. Statistical error from the signal amplitude
measurements is propagated through the relative density calculation and found to
be negligibly small compared to the size of the data point markers and thus is left
off the plot. In Fig. 8.14, n(15.625) = 2.1425 means that the density at z = 15.625
mm is 2.1425 times the density at z = 0.
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Figure 8.14: Deduced argon neutral relative density n(z). n(15.625) = 2.1425
means that the density at z = 15.625 mm is 2.1425 times the density at z = 0.
Error bars are not shown on the figure because the error bars associated with the
statistical uncertainty in the density calculation are smaller than the data point
markers (circles).
With A±(z), A±(0), and n(z) known for each z, α up to each of the six non-
zero z positions can be obtained using either the + or − selection in Eq. 8.9.
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Calculating the average and standard deviation of the six obtained α values gives
ᾱ = 5.2 × 10−6 ± 2.3 × 10−7.
Figure 8.13(b) shows the LIF signal amplitudes after they have been normalized by
n(z) (the relative density factors plotted on Fig. 8.14) and normalized again such
that the largest signal measured for each beam is one. The error bars represent the
standard deviation error propagated through the calculation to this point.
Instead of normalizing only the peak amplitude of the LIF signal, we now normalize
each entire LIF measurement from Figs. 8.12(a) and (c) by n(z) plotted on Fig.
8.14. This process does not affect the deduced temperature because temperature
does not scale with signal amplitude.
The 15 resulting normalized data sets for the +z beam and the −z beam are each
averaged into a separate data set and fit to a Gaussian. Because the beams are
counter-propagating and there is a slow flow, the Gaussian fits all have slightly
different centers. This is manually corrected for by shifting all the Gaussian fits
to have their center at λvac. Shifting the Gaussian does not affect the deduced
temperature because temperature does not depend on the center location. Figure
8.15 shows normalized data on the same axes after averaging and correcting for slow
flow. The solid data is from the −z beam and the dashed data is from the +z beam.
The density gradient is not a factor affecting the data in Fig. 8.15, in contrast with
the raw data in Fig. 8.12(a) and (c). In Fig. 8.15 for the −z beam, the largest
amplitude is at z = 15.625 mm whereas for the +z beam the largest is at z = 0. The
largest amplitude for each beam is thus seen where the beam enters the plasma and
the LIF signal amplitude decreases as each beam is attenuated by traveling through
plasma.
The last step now is to solve for the wavelength dependent part of the beam at-
tenuation α(λ). This is done by dividing the wavelength dependent LIF signal
measurements at two different positions in Eq. 8.9 to obtain
α± =
∓ log
(
A±(z2)n(z1)
A±(z1)n(z2)
)∫ z2
0 n(z)dz −
∫ z1
0 n(z)dz
. (8.10)
Figure 8.16 shows α(λ) for the −z beam and the +z beam data calculated using Eq.
8.10 at each wavelength λ. There are now six rather than seven α± curves because
one of the seven positions is used as the reference and the other six are used to
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Figure 8.15: LIF signals from Fig. 8.12 (a) and (c) normalized by relative density
n(z). The solid lines are from −z beam (inverted) and the dashed lines from the +z
beam.
calculate α using the + or − selection in Eq. 8.10. The plotting domain is reduced
because the LIF signal peak is largely contained in this domain, and outside this
domain away from the peak α does not have a physical meaning. The six curves for
α from the −z beam and +z beam agree within the measurements of each beam and
the peak magnitude of α shows excellent agreement across beam measurements.
The α± curves in Fig. 8.16 quantify absorption broadening. They show that the
attenuation coefficient of the pump beam α is a function of wavelength around the
peak λvac absorption. Both plots show that the plasma is the most opaque absorber
at λvac and becomesmarginally less opaque away from λvac on the peak. That means
that the detected LIF signals will get distorted as more pump beam is attenuated at
λvac such that the wings of the spectrums see increased signal amplitude relative to
the center resulting in artificially increasing deduced temperatures.
It is not clear why α−(λ) is more sharply peaked than α+(λ), or equivalently, why
absorption broadening is stronger on the −z beam and as a result the temperature
gradient for the data measured with the −z beam is larger than the temperature
gradient for the +z beam. Figures 8.12(b) and (d) picture this as Fig. 8.12(b) shows
a larger temperature gradient than Fig. 8.12(d). It was postulated that this effect
was due to the optical fibers having a finite opening angle (∼ 0.3◦) as opposed to
the light being collimated to infinity, but attempts to correct for this did not make
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Figure 8.16: α solved using Eq. 8.9 for the −z beam selection on (a) and the +z
beam selection on (b).
the α± peaks match.
While the model developed has improved the understanding of how the laser beam is
attenuated by the plasma, the fundamental reason for this difference in the strength
of the absorption broadeningmechanism for the−z and+z beams remains unknown.
Possible explanations for the differing gradients are that there is still some power
broadening or there is a hysteresis-like effect from the differential damping of the
laser beam – the -z beam first travels through dense plasma and then less dense
plasma whereas the +z beam first travels through less dense plasma and then higher
density plasma.
With an absorption spectroscopy diagnostic, the only measurement obtained would
be a line-averaged measurement of this whole effect where density gradient and
absorption broadening would remain unknown.
Flow Impact on Ice Grains
To investigate how the inflowing argon atoms affect the water-ice grains, the nozzles
shown in Fig. 8.2 are set into an intermediate configuration where Nozzle 2 is
inside the plasma as shown in Fig. 8.2(b) and Nozzle 1 is outside the plasma as
shown in Fig. 8.2(a). Argon gas flows continuously into the chamber through
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Nozzle 1 throughout the experiment to sustain the plasma, and water vapor flows
in when allowed to create the ice grains. The goal is to see how toggling Nozzle
2, thus creating a new flow in a different direction, affects the ice grains. After the
electrodes have cooled down, water vapor is allowed to flow into the chamber for 20
seconds through Nozzle 1. The water vapor inlet is then closed and a cloud of ice
grains forms and grows in the plasma. A horizontal sheet of HeNe laser illuminates
a plane of ice grains. The effect of a gas flow on the ice grains can be seen by
toggling Nozzle 2 on and off.
Nozzle 2
Ice Grains
Near Edge
Far Edge
Figure 8.17: Superimposed cyan-scale (visible light) and red-scale (HeNe-filtered
light) images of the dusty plasma apparatus and ice grain cloud, respectively. The
cyan-scaled visible-light image shows the physical setup of the flow experiment
with Nozzle 2 on the left of the frame. Because the camera is slightly below the
plane of the plasma, the side of the bottom electrode is visible as is the flat disk of
the top electrode. Plasma exists between the electrodes but no plasma is seen in
these images. The ice grain cloud is photographed in a separate red-scale image and
superimposed. The near edge of the grain cloud means closer to Nozzle 2. The far
edge is on the far side.
Ice grain motion was recorded using the Dalsa Falcon VGA300 fast movie camera
outfitted with a Nikon 24 mm lens and a 632 nm HeNe line filter. The lens attaches
to the camera via a Nikon to C-mount adapter. The line filter only allows HeNe
laser light scattered off the ice grains to be imaged by the camera. The camera is
located approximately 30 cm from the center of the plasma at a position slightly
below the plane of the plasma. Figure 8.17 shows the view from this position by
superimposing two images. The cyan-scaled visible-light image shows the physical
setup with Nozzle 2 on the left of the frame. The side of the bottom electrode is
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T = t+0 seconds
Figure 8.18: Ice grain cloud after Nozzle 2 is toggled on to allow an injected flow to
move the cloud. Image shows the frame at time t when Nozzle 2 is toggled on. The
movie showing the affect of the flow on the grain cloud can be downloaded from the
CaltechDATA repository at https://data.caltech.edu/records/1423. The
movie was originally recorded at 250 FPS and is played back at 10 FPS, a factor of
25 slow-down.
visible as is the flat disk of the top electrode. The ice grain cloud is photographed
and superimposed in red. The near edge of the grain cloud is the edge closer to
Nozzle 2. The far edge is on the far side away from Nozzle 2. The high frame rate
of this camera (250 FPS used) allows for multiple frames to be taken when the flow
from toggling Nozzle 2 interacts with the ice grains. The Dalsa camera takes 8-bit
grayscale images.
Figure 8.18 (movie on web and photograph frommovie in print) shows the motion of
the grain cloud as it is exposed to a flow through Nozzle 2. The movie was recorded
at 250 FPS and played back in this video at 10 FPS, a factor of 25 slow-down. The
video shows the dramatic affect on the ice grain cloud from toggling on the neutral
gas flow injected through Nozzle 2.
Figure 8.19 shows a set of three artificially colored images from the movie in Fig.
8.18 in the top row with key experimental features outlined including the nozzle
connected to the valve that is toggled in white on the left-hand side of the each
image and the electrodes in dashed yellow. The camera is below the midplane of
the plasma as shown in the bottom row of Fig. 8.19 which is why it sees the side of
the bottom electrode and the full flat disk of the top electrode. The red-scale images
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Figure 8.19: Top row: Artificially colored red-scale images of the ice grains inside
the Caltech Water-Ice Dusty Plasma Experiment. Red HeNe laser light scatters off
the ice grains and passes into the camera through a line filter, so the ice grains are
the only thing visible. The electrodes are outlined in dashed yellow and Nozzle 2 is
outlined in white for perspective. The sequence of images show how the ice grains
move after Nozzle 2 is toggled open. Middle row: Top view sketches showing the
estimated boundaries of the ice grains from each image in the top row. On the right
is a sketch of the Dalsa Camera showing the approximate field of view. Bottom row:
Sketch showing that the Dalsa Camera is below the midplane of the plasma.
were taken with a HeNe line filter to see only the ice grains. Underneath each ice
grain image is a top view sketch of the estimated boundary of the ice grain cloud.
The left image in Fig. 8.19 is the frame taken at time t when the valve is opened.
The middle image was taken at t + 0.076 s or 19 frames later and the right-hand
image was taken at t + 0.3 s or 75 frames later. The radial r̂ motion of the ice grains
away from Nozzle 2 when it is opened takes place in the first 0.076 s of motion and
the final 0.224 s of motion is primarily in the tangential θ̂ direction as illustrated
by the unit vectors in the middle sketch on Fig. 8.19. Nozzle 2 is located on the
left-hand side of the image and has diameter d = 6.27 mm. Thus, the radial motion
appears to cease as the ice grains near the edge of the electrodes and the plasma.
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Figure 8.20 quantifies the motion in the radial direction. The positions of the near
and far edges of the ice grain cloud and their speeds are obtained from the video
and plotted on Fig. 8.20(a). They were obtained for each frame by plotting pixel
intensity as a function of position along the horizontal dashed yellow line in Fig.
8.18 and finding the pixel of the intersection between the pixel intensity trace and a
selection criterion value.
Nozzle 2 is close to z = 0 and the flow coming out of it has in-plane flow velocity
components vx and vz shown in Fig. 8.10 near the midplane y = 0. Figure 8.20(b)
shows that when the valve is opened, the near edge of the ice grain cloud at the
approximate center (x = 0) moves with speed vz ≈ 0.25 m/s away from Nozzle 2
and the far edge of the cloud at the approximate center (x = 0) moves at vz ≈ 0.05
m/s. The flow speed error bar on Fig. 8.20(b) is shown vertically on the right side of
the plot. It was calculated by finding the distance between the pixel associated with
the selection criterion and a 10% increase in pixel intensity. There is potentially
some error from the fact that the camera is not looking at the grain motion from the
perpendicular direction. This likely results in measuring a mix of x and z direction
motion of the cloud. Nevertheless, this uncertainty is sufficiently small to conclude
that there is a dust velocity gradient and that this gradient indicates that the more
distant the grains are from the nozzle, the slower they move which is the same trend
seen by neutral LIF in Figs. 8.7, 8.8, and 8.10.
It was challenging to find a global two-variable fit that accurately fits the measured
vx , vz flow data in Fig. 8.10, so instead Fig. 8.21 shows an exponential fit to the
relevant vz(x = 0, y = 0,0 ≤ z ≤ 15.625 mm) data. The fit is made from the
green data points and the red x is excluded as an outlier. Error bars calculated as
in Section 8.3 are shown as well. The fit vz(0,0, z) = 1.28e−0.0213z is found with
R2 = 0.86 where z is in mm. Extrapolating this exponential fit of the neutral argon
flow speed to the region where ice grains are present, 23.4375 ≤ z ≤ 31.25 mm
(15000 ≤ z ≤ 20000 stepper motor coordinates), gives vz(0,0,23.4375 mm) ≈ 0.78
m/s which is approximately triple the speed of the near edge of the ice grains.
Furthermore, vz(0,0,31.25 mm) ≈ 0.66 m/s which is more than 10x the measured
speed of the far edge. The three images in the top row and sketches in the middle
row of Fig. 8.19 show how the grain motion gradient when Nozzle 2 is opened
causes the ice grain cloud to compress in the r̂ direction as the grains move towards
the edge and expand in the tangential θ̂ direction. This bulk grain motion suggests
that the grains are being held inside the plasma by a sheath force that must oppose
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Figure 8.20: Measured impact of neutral gas flow on ice grain cloud. a) plots the
position of the near and far edges (to Nozzle 2) of the ice grain cloud in each movie
frame while the grains are exposed to the flow from Nozzle 2. b) plots the speed
with which each edge moves. The velocity error bar (±0.075 m/s) is shown as the
black vertical line on the upper right-hand side of the plot.
the force of the argon streaming towards them and that this opposing force quickly
increases towards the edge of the plasma.
An interesting observation is made when Nozzle 2 is closed after the grains are
in the crescent shape at the edge of the electrodes (the right-hand images of Fig.
8.19). When Nozzle 2 is closed, the ice grain cloud reverts to its original shape
(the left-hand images of Fig. 8.19). The speed with which this reversion happens
is slower. In fact, Nozzle 2 can be opened and closed repeatedly with minimal ice
grain losses and the same motion cycle repeats each time.
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Figure 8.21: Measured vz(0,0, z) data denoted by the green o’s and the red x. This
data is also included on Figs. 8.7 and 8.10. The green o data is fit to an exponential
curve. The single red x is excluded from the fit because it appears to be an outlier.
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C h a p t e r 9
SUMMARY
This thesis describes the development and use of new diagnostic tools for the
astrophysically-relevant jet and water-ice dusty plasma experiments at Caltech.
Each of three main experimental findings involved the use of new hardware and
computation to uncover new physics unknown prior to implementation, thus en-
abling greater understandings of the astrophysical plasmas that the experiments
are intended to study. An enumeration of the new hardware and the subsequent
experimental finding is made:
1. A vacuum-tight, seven-channel X-ray scintillator detector measured a ∼ 1 µs
burst of ∼ 6 keV hard X-ray photons coincident in time with a fast magnetic
reconnection experiment on the jet experiment.
2. A Photron SA-X2 ultra-high-speed camera recorded a 10 second movie of the
water-ice dust grains in the dusty plasma experiment as they grew by a factor
of four in each dimension.
3. An automated, motorized LIF diagnostic measured neutral argon temperature
to be slightly above room temperature and resolved sub-linewidth 1-2 m/s
bulk flow speeds with resolution on the order of 2/3 of a meter per second.
The results from the X-ray detectors presented in Chapter 3 and the particle accel-
eration theory in Chapter 4 are perhaps the most exciting results in the thesis. Many
theories for particle acceleration in both laboratory and astrophysical plasmas have
been proposed and abandoned over the decades. Dext was the first X-ray detector to
be built. It was motivated by previous observations of transient phenomena occur-
ring simultaneously with the RT instability breaking apart the jet. The goal was to
determine if X-ray emission happens on the jet experiment, and if so, to understand
it as best we can. Promising results from Dext motivated the development of Dint .
Its light-tight, vacuum-tight housing that allowed seven plastic scintillators to be
mounted inside the vacuum chamber and the 10 meters of optical fiber transmis-
sion were both crucial to the dramatic improvement in capability that this second
generation detector achieved. The combination of DCMOS and Dint allowed us to
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achieve both time and energy resolution to paint a complete picture of the X-ray
emission on the jet. We observed ∼ 1µs burst of ∼ 6 keV hard X-rays coincident in
time with a fast magnetic reconnection. This observation serves as the foundation
for the acceleration theory presented in Ch. 4 that shows how an electric field can
accelerate electrons to high energy despite high collisionality. It is proposed that
this electric field is the result of a large inductive LdI/dt voltage in the region where
the plasma is breaking apart. A small fraction of the electron population is acceler-
ated to keV energy in the plasma despite the high collisionality, and then undergoes
large-angle collisions to emit hard X-rays. Finally, the Caltech experiment is scaled
up to the solar case using the dimensionless nature of the MHD equations and it is
found that this mechanism would be too efficient on the sun. The scaling leads to
the hypothesis that the fine structure of solar prominences currently too small to be
resolved via images may be composed of strands of braided plasma like a Litz-wire
where the diameter of each strand is on the order of a few times the ion skin depth.
The results in Chapter 7 provide the strongest challenge to generally accepted notions
among astrophysicists. Ice grains in astrophysical dusty plasmas are commonly
assumed to be spherical with their radii distributed according to an inverse power
law due to an equilibrium between agglomeration type collisions which can cause
two grains to stick together forming a larger grain or break apart into smaller pieces.
The goal of this work was to understand the growth of the ice grains in the Caltech
experiment. Previous attempts to study grain growth at frame rates up to 300
frames per second failed to capture sufficient detail because it was impossible to
definitively track each grain from one frame to the next. The impressive frame
rate of the Photron camera made it easy to trace the exact trajectory of each grain
across frames. Much effort was spent analyzing the 40,000 frames taken by the
camera. We concluded, based on the evidence presented, that the ice grains in
the experiment grow by accretion growth where one large grain accretes water
molecules onto it. This is at odds with many experiments also studying micron-size
grains where they see agglomeration growth. An important difference is that we
grow ice grains from water vapor and many others use prefabricated microspheres.
The conclusion that our grains grow via accretion challenges the use of a power-law
size distribution describing dust grains in astrophysics as our measured distributions
appear log-normal. Since dust grains in protoplanetary disks pass through the same
micron-size regime, we propose that they grow via accretion in this regime rather
than agglomeration.
133
The results in Chapter 8 are perhaps the results that I am most proud of. This
motorized TD-LIF system controlled via a Labview program uses light traveling
at c = 3 × 108 m/s to measure the ∼ 1 m/s bulk flow speed of argon atoms using
the Doppler effect. The LIF diagnostic overcomes the lack of absolute calibration
of diode lasers and the drift of emitted wavelength due to minute changes in room
conditions to measure the ∆λ ≈ 3 femtometer shift between Doppler-free motion
and the actual slow flows in the experiment. The goal of this work was to measure
the temperature and flow speed of the neutral argon atoms and the argon ions in dusty
plasma. We successfully measured the temperature and flow speed of the neutral
argon species at the Caltech experiment. In addition, we successfully measured the
temperature of the neutral argon species at the PK4 experimental setup at Baylor
University in Waco, TX using a prior version of the diagnostic. By exploiting the
symmetry of the laser beam and nozzle configuration, a single laser beam is able
to deduce the two-dimensional in-plane flow velocity vector of the neutral argon
species with sub-linewidth resolution. Utilizing measurements from both counter-
propagating beams, the competing influences of density gradient and absorption
broadening were separated and quantified. Neutral flow results compared with
high-speed video of the ice grains exposed to flow reveals how ice grains respond
to an imposed flow. It shows that when the grains are pushed too close to the edge
of the plasma, a rapidly intensifying retaining force prevents their escape.
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A p p e n d i x A
PLASMA PHYSICS 101
This introduction to plasma physics will largely follow Ref. [1] which is an excellent
resource for anyone looking for more detail on any topic presented here. Appendix
A starts the introduction to plasma physics with a discussion on Debye Shielding;
a topic that answers the question about when a collection of charged particles
becomes a plasma. Multiple subsequent sections will present the different ways to
quantify a plasma starting with the most fundamental way of tracking every single
particle trajectory and then moving into the more feasible Vlasov, Two-Fluid, and
Magnetohydrodynamics (MHD) theories. MHD will then be used to introduce the
“magnetic flux frozen into the plasma” condition. Finally, there is a qualitative
introduction to dusty plasmas.
A.1 Debye Shielding
Most plasmas are quasineutral. That is to say, when looking at length scales
that are much larger than some length scale, the density of electrons and ions is
approximately equal. Mathematically, this condition is written as ne = Zni. If you
take a quasineutral plasma and insert a test particle with charge qT into the plasma,
that test particle will attract the species that has the opposite charge and repel the
species with the same charge resulting in a small volume around itself that violates
quasineutrality. Outside of this volume, the plasma remains quasineutral and the test
charge is undetected. The length scale at which the test particle perturbs the charge
distribution in the plasma is called the Debye Length, often denoted λD. Thus, for a
collection of charged particles to become a plasma, it must be at least a few Debye
lengths in size. λD is calculated using the density, charge, and temperature of each
species σ where σ = i for ion species or e for electron species. λD is calculated by
1
λ2D
=
∑
σ
1
λ2σ
λ2σ =
ε0κTσ
nσ,0q2σ
. (A.1)
One caveat to calculating λD is that a species cannot Debye shield a species that
moves faster than itself. That means that while the electron species contributes to
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the ion Debye length, the ion species typically does not contribute to the electron
Debye length. This is because electrons are usually moving much faster than ions.
Appendix B contains an in-depth discussion on the limitations of Debye Shielding
as related to the particle acceleration theory presented in Ch. 4.
A.2 Tracking All Particles
The most intensive and detailed way to quantify a plasma would be to track every
single particle’s motion individually. Consider a system of N particles where
N =
∑
σ Nσ and each σ represents either the electron or ion species. For simplicity,
assume that every atom is ionized so there are no neutrals. Each species σ has
some mass mσ and some electrical charge qσ. Every particle in the plasma can
be described by a 6-dimensional vector in phase-space Ai. The ith particle would
have mass mi, charge qi, and Ai where three coordinates make up its position
xi = xi x̂ + yi ŷ + zi ẑ and the following three coordinates make up its velocity
vi = Ûxi = Ûxi x̂ + Ûyi ŷ + Ûzi ẑ.
Ai =
©­­­­­­­­­­«
xi
yi
zi
Ûxi
Ûyi
Ûzi
ª®®®®®®®®®®¬
. (A.2)
Because plasmas consist of positively and negatively charged particles, each particle
will feel forces at its position from the superposition of the internal electric and
magnetic fields created by the other N − 1 charged particles as well as additional
forces from any externally applied magnetic fields as defined by the Lorentz Force
Law
F = q (E + v × B) . (A.3)
Thus an algorithm begins to take shape.
1. Start with a vector Ai for each of the N particles.
2. For each particle i in the set of N, utilize the superposition of electromag-
netic fields to calculate the total electric and magnetic field at position xi by
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summing up the contributions from each of the other N − 1 particles and any
externally applied fields.
3. Use the Eq. A.3 to solve for the net force on the ith particle.
4. Apply this force to the ith particle for some small time δt and use its current
position and speed to calculate its new position and speed.
5. Repeat steps 2-4 for the other N − 1 particles.
6. Repeat steps 2-5 until desired time is reached.
The above algorithm works wonderfully for small systems. But using the presented
algorithm on a macroscopic plasma with 1010, 1020, or more particles would easily
overwhelm the most powerful supercomputer. This leads to the use of distribution
functions and fluid models to study plasmas.
A.3 Vlasov Theory
Instead of tracking an enormous number of individual particle positions, velocities,
and electric and magnetic fields, plasma physics makes use of distribution functions
in xv phase-space. The distribution function fσ (x, v, t) is defined to be the number
of particles of species σ with position between x and x + dx and velocity between
v and v + dv at the given time t. This concept is often extended to three dimensions
with the three-dimensional distribution function fσ (x,v, t). By drawing a box of
length dx and height dv in phase-space and calculating the change in the number
of particles in the box in time dt, the Vlasov Equation is obtained. This equation is
sometimes referred to as the Boltzmann Equation or the Kinetic Description of the
plasma. A collision is an instantaneous jump in the speed of a particle, and thus a
collision can knock a particle into or out of the box in phase space and so the full
Vlasov Equation for a species including collisions is
∂ fσ
∂t
+ v · ∇ fσ + ∇v · (a fσ) =
∑
α
Cσα ( fσ) (A.4)
where Cσα is the collision operator between species σ and α.
The Vlasov description gives the full picture of the plasma. Vlasov can be used
to study phenomena at length scales smaller than the electron cyclotron radius and
phenomena faster than the electron cyclotron frequency.
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A.4 Two-Fluid Theory
The process of taking moments of fσ, which mathematically amounts to multiplying
fσ by various powers of velocity and integrating over velocity, is very useful. The
density of each species nσ and the mean velocity of the species uσ can be found by
taking the zeroth and first moment of the distribution function, respectively.
nσ (x, t) =
∫
fσ (x,v, t) dv. (A.5)
Equation A.5 says that the density of species σ at position x and time t is equal to
the integral over velocity of the distribution function fσ. This is the zeroth moment
of the distribution function because fσ inside the integral has been multiplied by v0.
A useful way to imagine the distribution function is as a probability distribution
which can be seen after normalizing fσ (x,v, t) by nσ (x, t). This function represents
the probability of finding a particle with velocity v at position x at time t. Aswith any
probability distribution, integrating this distribution over all v gives 1. Multiplying
this probability distribution ( fσ (x,v, t) /nσ (x, t)) by v1 and integrating over v yields
the average velocity
uσ (x, t) =
∫
v
fσ (x,v, t)
nσ (x, t)
dv =
∫
v fσ (x,v, t) dv
nσ (x, t)
. (A.6)
In addition to taking moments of the distribution function fσ, one can take moments
of the full Vlasov Equation:
∫
vn
(
∂ fσ
∂t
+ v · ∇ fσ + ∇v · (a fσ)
)
dv =
∫
vn
(∑
α
Cσα ( fσ)
)
dv. (A.7)
Taking n = 0 in the Eq. A.7 produces the two-fluid continuity equation
∂nσ
∂t
+ ∇ · (nσuσ) = 0. (A.8)
Instead taking n = 1 in Eq. A.7 produces the two-fluid equation of motion
nσmσ
duσ
dt
= nσqσ (E + uσ × B) − ∇Pσ − Rσα (A.9)
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where ddt is called the convective derivative
d
dt
=
∂
∂t
+ uσ · ∇ (A.10)
and Rσα is effectively a frictional drag on species σ due to collisions with species
α. Rσα = νσαmσnσ (uσ − uα) where νσα is the collision frequency.
Taking these moments and deriving what are known as the two-fluid equations in
plasma physics is a trade-off. On one hand, obtaining a simpler set of equations to
solve is valuable, but this simplification is at the expense of losing detail because
nowwe are using average or center of mass velocities instead of the actual velocities.
In practice, this means that electron cyclotron motion is lost in the two-fluid picture
because the motion occurs on a time scale that is faster than the average velocity.
A.5 Magnetohydrodynamic Theory
Magnetohydrodynamic (MHD) theory is the simplest and most widely used plasma
description. As suggested by the name, MHD closely resembles hydrodynamics.
The MHD equation of motion and continuity equation are also derived by taking
moments of the Vlasov equation. Instead of looking at the electron and ion fluids
separately, i.e using the mean electron velocity ue and mean ion velocity ui, all
species in the plasma are considered together into the same fluid by taking linear
combinations of ue and ui. Current density J =
∑
σ nσqσuσ and center of mass
velocity U = 1ρ
∑
σ mσnσuσ where ρ =
∑
σ mσnσ are used as the variables of
choice. Thus instead of modeling the plasma as two fluids, the plasma is treated
as one single fluid. The final set of governing equations combines a continuity
equation with an equation of motion that looks similar to the Navier-Stokes equation
and Maxwell’s Equations with the addition of the MHD Ohm’s Law.
The MHD governing equations are:
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∂ρ
∂t
+ ∇ · (ρU) = 0 (A.11)
P
ργ
= constant (A.12)
ρ
(
∂
∂t
+ U · ∇
)
U = J × B − ∇P (A.13)
E + U × B −
1
nee
J × B = ηJ (A.14)
∇ × E = −
∂B
∂t
(A.15)
∇ × B = µ0J. (A.16)
MHD can only be used to understand relatively large-scale phenoma that are slower
than the ion cyclotron frequency. Luckily, a huge variety of plasmas can be studied
with MHD.
A.6 Simplifying MHD
The most commonly used form of Eqs. A.11 - A.16 is called resistive MHD and
it assumes that the − 1nee J × B term1 in Eq. A.14 is negligible. Applying this
assumption turns Eq. A.14 into the governing Ohm’s Law for resistive MHD
E + U × B = ηJ. (A.17)
The set of equations that describe resistive MHD are the same as the general MHD
equations Eqs. A.11 - A.16 except that Eq. A.14 is replaced by Eq. A.17.
Taking the curl of the resistive MHD Ohm’s Law (Eq. A.17) and making substitu-
tions using Faraday’s Law (Eq. A.15) and Ampere’s Law (Eq. A.16) results in an
induction equation
−
∂B
∂t
+ ∇ × (U × B) = ∇ ×
(
η
µ0
∇ × B
)
. (A.18)
Many plasmas are nearly perfect conductors which means that the resistivity η is
nearly zero so the ηJ term in Eq. A.17 and the right hand term in Eq. A.18 become
negligible and can be dropped.
1Also called the Hall term.
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This assumption leads to the ideal MHD versions of the Ohm’s Law and Induction
Equation
E + U × B = 0 (A.19)
and
−
∂B
∂t
+ ∇ × (U × B) = 0, (A.20)
respectively.
The set of equations that describe ideal MHD are the same as the general MHD
equations Eqs. A.11 - A.16 except that Eq. A.14 is now replaced by Eq. A.19. For
a more compactly written form, Eqs. A.14 - A.16 can all be replaced by the ideal
MHD Induction Equation (Eq. A.20) which includes all the physics from Faraday’s
Law (Eq. A.15), Ampere’s Law (Eq. A.16), and the ideal MHD Ohm’s Law (Eq.
A.19).
A key consequence of the ideal MHD Induction Equation (Eq. A.20) is the common
“magnetic flux is frozen into the plasma” condition which means that magnetic field
lines convect with the plasma itself. The plasma and the magnetic field lines move
together as one ensemble in unison through space. This concept is the bedrock
of ideal MHD. It is discussed in more detail in Section 2.6.4 of Ref. [1] and is
followed by a mathematical proof proving that Eq. A.20 leads to the “flux frozen
in” condition.
A.7 Magnetic Reconnection
A corollary of Eq. A.20 is that in ideal MHD, magnetic field lines cannot break.
But when the right-hand side of Eq. A.20 is no longer zero, for example if in Eq.
A.17 the right-hand side from the resistive term is finite or if the Hall term in Eq.
A.14 is non-negligible, then the induction equation says that magnetic field lines
can break and reconnect. If this process results in the magnetic field moving to a
state of lower energy, this process will happen spontaneously and release energy
that comes from the magnetic field itself.
A.8 Dusty Plasmas
The previous sections in this Appendix contain a quantitative introduction to con-
ventional plasmas. In the interest of readability, this introduction to dusty plasmas
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will be relatively brief and remain qualitative.
A dusty plasma is a conventional plasma with the introduction of a third species.
Oftentimes in the laboratory, the third species is a prefabricated plastic sphere of
known mass (density) and radius. In the Caltech Water-Ice Dusty Plasma Experi-
ment, the third species are tiny ice grains grown by freezing water vapor. In both of
these cases (and with naturally occurring dusty plasmas), the dust grains are much
larger and more massive than the ion or electron species.
Dust grains become charged in a plasma environment. If the charging is due to
the collisional flux of electrons and ions (as is the case with most laboratory dusty
plasmas, including the one at Caltech), the grains will have a negative charge because
electrons travel much faster than ions, so the bombarding electron flux will be much
greater than the ion flux. If the charging is due to photoionization or radiative decay,
the charging of all the grains can be positive instead. The charge on the ice grains
in the Caltech experiment will be estimated in Section 7.3 and background on the
equations used can be found in Chapter 17 of Ref. [1].
The introduction of the third species and a new mass ratio md/mi gives rise to an
enormous amount of new physics whose depth cannot begin to be appreciated with
the little amount of space allotted in this Appendix. For example, the regime where
nearly all electrons are attached to dust grains leads to a situation very similar to
but opposite from a conventional plasma where the heavy particles are now the
negatively charged dust grains and the lighter particles are the positively charged
ions where md/mi , mi/me. Much like the ion acoustic wave in a conventional
plasma, this situation generates the dusty plasma equivalent: the dust acoustic wave.
A unique feature of dusty plasmas arises when the grains become charged enough
such that Coulomb repulsion is the dominant force on each grain. In this ordered
crystallized regime, many phenomena from solid state physics come alive. The ice
grains in the plasma arrange themselves into a crystal lattice structure where instead
of having individual atoms at the lattice sites with lattice parameters being measured
in Angstroms, there are dust grains at each lattice site with lattice parameters that
might be measured in the 100s of µm. Like the lattice wave in solid state physics,
this regime in a dusty plasma supports dust lattice waves.
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A p p e n d i x B
DEBYE SHIELDING IN DETAIL
This Appendix section builds on Appendix A with a discussion of key concepts
related to Debye Shielding that are relevant to the statistical acceleration theory
presented in Ch. 4.
The derivation of Debye shielding, one of the most fundamental properties of
plasmas, involves a logical argument that incorporates certain specific assumptions.
When derived using fluid equations, the explanation involves the assumption of
a quasi-static equilibrium so that ions and electrons have a Boltzmann density
dependence n(φ) = n0exp(−qφ/κT). This Boltzmann density dependence is then
used in Poisson’s equation with addition of a test particle to solve for potential φ(r).
This results in the Debye length λ2D which has the functional dependence
1
λ2D
=
1
λ2Di
+
1
λ2De
(B.1)
where λ2Di = ε0κTi/ne
2 and λ2De = ε0κTe/ne
2. If the ions are much colder than
the electrons as is often the case, then λ2Di  λ
2
De, so one would expect from Eq.
B.1 that the ion term would dominate. However, this is not true when considering
shielding of electron-related phenomena because electrons move much faster than
the ions and ions cannot move fast enough to shield an electron. This suggests that
Debye shielding only involves particles that have a thermal velocity exceeding the
velocity of the particle being shielded. This rough concept is demonstrated in more
detail in Section 9.2 of Nicholson [134] where it is shown that a test particle moving
much faster than the thermal velocity has no Debye shielding. This indicates that
superthermal particles have greatly reduced Debye shielding since they can only be
shielded by faster particles and there are relatively few particles moving faster than
a given superthermal particle.
The deflection of a test particle with charge qT scattering off of a field particle
with charge qF is solved in the center of mass frame and results in the Rutherford
scattering formula
tan
(
θ
2
)
=
qT qF
4πε0bµv2
(B.2)
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where θ is the scattering angle, b is the impact parameter, µ is the reduced mass,
and v is the relative velocity. For grazing collisions where θ  1, this gives
θ =
qT qF
2πε0bµv2
(B.3)
and the impact parameter for scattering by more than π/2 is
b < bπ/2 =
qT qF
4πε0µv2
. (B.4)
In the center of mass frame, a collision simply rotates the velocity so if the initial
velocity is in the z direction, the z component of the velocity after collision is v cos θ
and the change in velocity from a grazing collision is ∆v = v cos θ − v = −vθ2/2.
Since θ2 scales as 1/b2, the average of b2 over a circular area concentric with the
scattering center involves an integral of the form
∫
db/b, so it is singular. The
singularity is removed by arguing that Debye shielding screens out the potential for
distances larger than the Debye length. The question now arises as to what Debye
length is to be used. The reduced mass test particle is not a true particle; it is rather
a fictitious particle that involves properties of both the test and field particles via the
formula defining µ. The scattering center is also not a true particle since it does not
move. Thus, the concept of Debye shielding which was defined in the lab frame does
not really make sense in the center of mass frame, and yet it is used in a somewhat
vague way where it is sometimes attributed to be a property of the reduced mass
test particle and sometimes a property of the scattering center. This seems to be
fine when the test particle is moving at slow velocities so all particles have the same
shielding, but there is ambiguity about whether one should use the shielding of the
test particle or the shielding of the field particle since these shieldings differ. In
some treatments, one mentally moves to the frame of the reduced mass test particle
and imagines that it has a strapped-on bulls-eye of radius λD and that there is a flux
of field particles impacting the bulls-eye with a flux Γ = nv where v is the relative
velocity, but in other treatments, the bulls-eye is imagined to be strapped to the
field particle and one makes an ensemble average over many possible test particle
trajectories. In the former case, the Debye length would be that of the test particle
while in the latter it would be the Debye length of the field particle.
Consider a circle of radius λD centered on a field particle so this circle has area
σD = πλ
2
D; this is not yet a scattering cross-section, but is a physically sensible
quantity. The average value of θ2 over small-angle collisions within this circle is〈
θ2
〉
=
1
πλ2D
∫ λD
bπ/2
θ22πbdb =
2π
πλ2D
(
qT qF
2πε0µv2
)2
lnΛ (B.5)
157
where Λ = λD/bπ/2. The mean free path for small-angle collisions associated with
hitting these σD circles is
lD = 1/(nTσD) . (B.6)
Because
〈
θ2
〉
is the average of small quantities,
〈
θ2
〉
must be small, so let
〈
θ2
〉
= 1/p
where p is a large number. In order to have a large angle scattering, the particle
would have to make p collisions with a Debye sphere, and it would have to travel
a distance plD. Thus, the mean free path for the cumulative effect of small angle
collisions making a large angle collision is le f f = plD = p/(nTσD), so the effective
cross section for making a large angle collision is
σe f f = σD/p
= σD
〈
θ2
〉
= 2π
(
qT qF
2πε0µv2
)2
lnΛ. (B.7)
The probability of not hitting any Debye spheres on traveling a distance le f f is
exp(−le f f /lD) = exp(−p). This causes a problem because p is large and in order to
be completely collisionless, the particle must avoid hitting any Debye spheres. This
suggests that σe f f is not quite like a normal cross-section because a normal cross-
section has the property that a particle either hits or does not hit the cross-section
after traveling some distance whereas here a particle appears to always be hitting it.
For example, suppose p = 106, so a particle would have to travel a million times lD
to change its trajectory by 90◦, but if it traveled only 100lD, the particle would not
have a 10−4 chance of scattering by 90◦, but rather would have scattered by some
angle much smaller than 90◦.
The above picture breaks down when the test particle is superthermal. It was shown
above that for a test particle to scatter by 90◦, it must make p collisions with field
particles where p is a large number. Each of these p steps involves the test particle
colliding with a different field particle and each of these p collisions is considered to
be statistically independent. In the Fokker-Planck model of collisions, the lnΛ term
is assumed to involve the Debye length associated with the field particles, i.e., Λ is
a function of the field particle density and temperature. The picture is visualized as
a circle of area σD that is like a bulls-eye which gets attached to each field particle.
As an example, if there are four field particles in a Debye sphere denoted as A, B,
C, and D, the test particle will first collide with A and be scattered by
〈
θ2
〉
, then
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with B and be scattered by another
〈
θ2
〉
, then with C and be scattered by another〈
θ2
〉
, and then with D and be scattered by another
〈
θ2
〉
to give a total scattering
of 4
〈
θ2
〉
. However, intrinsic to this argument is that each of A, B, C, and D have
their own Debye bulls-eye. This means that the electron at A is at the center of a
spherical region depleted of electrons in a spherically symmetric manner, and so
are B, C, and D. However, if the separation between A, B, C, and D is less than a
Debye length, it is physically impossible for A, B, C, and D to each be at the center
of spherical regions that are depleted of electrons. The only way this could happen
is to wait some time after the test electron has scattered from A so that A, B, C, and
D undergo random motion and re-arrange so that when the test electron interacts
with B, B is at the center of a region that is spherically depleted of electrons. Thus,
the positions of A, B, C, and D must randomize between encounters with the test
particle if each of A, B, C, and D is to be surrounded by a Debye shielding cloud. A
sufficiently fast test particle will see A, B, C, and D as being immobile, so during the
time that the test particle traverses the shielding cloud surrounding A, particles B,
C, and D cannot be considered to be at the centers of some other shielding clouds.
The fast test particle must leave the shielding cloud surrounding A before it can
undergo another statistically independent scattering. Similarly, if every fast particle
were simultaneously surrounded by a Debye sphere, then the interparticle separation
between the particles would be approximately λD and the density of field particles
would be λ−3D which would give nλ
3
D = 1 which is inconsistent with the assumption
that nλ3D >> 1. This reduction in the number of independent scattering events will
greatly reduce the amount of scattering experienced by a fast test particle compared
to a slow test particle in addition to the reduction associated with speed alone.
Because of these considerations of (i) reduction inDebye shielding of a superthermal
particle, (ii) ambiguity of whether to use the test particle Debye length or the field
particle Debye length, and (iii) failure to have statistical independence of the field
particles interacting with a very fast test particle, it is seen that representation of
collisions by an effective cross section σe f f with associated collision frequency υ
and mean free path λ = 1/nσe f f must be considered approximate. However, this
approximation and Fig. 3 of Ref. [135] are consistent with the essential concept
that a small fraction of an initial cohort of fast particles have much less slowing
down than the average slowing down. This small fraction can be considered as the
particles that do not collide. In the presence of an electric field, this small fraction
of particles accelerate to even higher energies.
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A p p e n d i x C
DINT
This Appendix section will describe the physical design and construction of Dint . At
the heart of Dint are six Eljen Technology EJ-200 scintillators arranged in a circular
pattern with the seventh in the center. Each 1” diameter cylindrical scintillator
has a tapered end that couples to its own 10 m long and 2 mm diameter plastic
optical fiber that carries scintillated photons to one of seven Hamamatsu H10721
photomultipliers. Each PMT’s electrical output is connected via BNC cable to an
input channel of the SIS3100 VME.
Figure C.1 shows a schematic of the setup. An X-ray emitted from the jet enters one
of the seven scintillators inside Dint where it is scintillated into many blue photons.
The optical fiber coupled to the back of the scintillator carries the blue photons
∼ 10 meters away to photomultipliers which are located inside a shielded metal box.
Each PMT outputs an electrical signal to a different channel of the SIS3100 VME
data acquisition system.
Figure C.1: Schematic diagram of the main components of Dint .
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C.1 Design and Construction
Figures C.2(a) and (b) and C.3(a) and (b) show Solidworks renderings and actual
images of the assembled detector. Numerous iterations of Dint were built upon with
machining feasibility feedback provided by the campus machine shop before the
design was finalized. The main challenge was that we wanted Dint to be mounted
inside the vacuum chamber closer to the jet without the bottleneck of a 2.75" CF
flange. That means that the detector needed to be vacuum-tight and light-tight
while passing X-rays into securely held scintillators. Optical fibers coupled to the
scintillators inside the detector body need to reach the photomultiplier tubes away
from the vacuum chamber. The cutaway in Fig. C.2(b) shows how the scintillators
(colored yellow in the image) are mounted inside the main body of the detector.
Dint is largely constructed from four custom-fabricated 6061 Aluminum pieces: a
front plate, a body piece that holds the scintillators called the scintillator holder, a
backing piece, and a three foot long 1” diameter round tube. Aluminum was chosen
because the same design would have cost triple to be machined from stainless steel
instead.
After inserting each scintillator into one of the seven slots in the scintillator holder
and coupling them to fibers, the fibers are snaked through the hole at the center
of the backing piece and it is attached to the scintillator holder by 12 4-inch 18-8
stainless steel 1/4-20 bolts. There is a circular groove on the scintillator holder side
near the perimeter and a large o-ring is sandwiched in the groove between the two
pieces. The slits seen cut in the side of the backing piece and the holes on the
side of the scintillator holder are there so that any trapped air around the bolts can
escape. On the other side, the front plate, seen in Fig. C.3(a) is held onto the main
body by 18 18-8 stainless steel vented screws. These screws have holes down their
center so that trapped air can escape. The scintillator holder has an o-ring groove
and an o-ring around each scintillator slot. A single orange colored kapton sheet is
sandwiched between the front plate and the scintillator holder. Clamping the front
plate onto the scintillator holder with the kapton sheet sandwiched in between using
the 18 screws holds the pressure gradient between vacuum outside the detector in
the chamber and atmospheric pressure inside it. The backing piece is designed to
be long enough so that the optical fibers coupled to the scintillators can bend with
a reasonable radius of curvature inside it, and then travel through the tube into the
laboratory and away from the experiment.
Welding the round tube to the designed protrusion on the aluminum backing piece
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and holding vacuum proved to be a challenge since aluminum is not trivial to weld.
The campus welder was not comfortable performing this weld so I had to go into
Los Angeles to find someone who would do it. CSM Works did a good job and the
detector has been functional ever since. The weld is highlighted in Fig. C.3(b).
Figure C.2: Drawings of Dint . a) is a drawing of the complete detector and b) is a
cutaway to show the inside. The yellow cylindrical shapes in b) are the scintillators
mounted inside the chassis.
Figure C.3: Images of a constructed Dint from the front and side in a) and b),
respectively. a) shows the front plate and the foil holders that bolt onto the front
plate. The orange color is the kapton window that is sandwiched between the front
plate and the scintillator holder. b) shows the four key components assembled.
C.2 Vacuum Chamber Mount
Figure C.4 shows how Dint is mounted inside the vacuum chamber. Figure C.4(a)
is an inside view showing where Dint is located relative to the electrodes and Fig.
C.4(b) shows the 2.75” ConFlat to 1” quick connect flange that the 1” diameter tube
welded to the backing plate of the detector is mounted through. By loosening the
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quick connect, the detector can be moved along its axis closer to or farther away
from the plasma inside. The shaft collar is there so the detector does not move when
it is set in position. Unfortunately, the three-foot stainless steel tube welded to the
back of the backing piece makes the assembled detector too large to be mounted
from the inside of the chamber with the tube pushed out through the quick connect
flange. So the detector has to be assembled inside the vacuum chamber.
Figure C.4: Dint mounted on the vacuum chamber. a) shows an inside the chamber
view of where Dint is mounted relative to the electrodes. b) shows how the aluminum
tube that extends outside the chamber is mounted with a quick connect flange and a
shaft collar.
C.3 Electronics Box
Figure C.5 shows the box where the scintillated blue photons are turned into an
electrical signal and then sent to the VME. Because the detector has seven channels,
there is seven of everything in the box: one for each channel. The photomultipliers
are at the bottom of the image coupled to the black optical fibers that shine light on
them. There are seven potentiometers that can vary the gain of the photomultipliers
independently and seven on-off switches below them on the left. Each PMT is
powered by ∼ 6 V from four AA batteries in series where a diode is included to
reduce the voltage down to the correct 4.5 − 5.5 volt range. At the top of the image
are the BNC outputs that take the electrical signals to the VME or fast oscilloscope.
This system has time resolution on the order of ns. Figure C.6 shows three sample
662 keV gamma rays from a Cs-137 source.
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Figure C.5: Photograph of a 9”x12”x1.75” box housing the seven PMTs. The 7
optical fibers at the bottom of the image are each coupled to a PMT. Each PMT is
powered by four AA batteries. Each PMT has a potentiometer and individual on-off
switch. The BNC connections at the top of the image take the electrical signal from
the PMT to the VME or fast oscilloscope to be recorded.
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Figure C.6: Three sample 662 keV gamma rays from a Cs-137 source.
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A p p e n d i x D
LIF HARDWARE
I am particularly proud of this Labview controlled, motorized four-axis tuneable
diode laser-induced fluorescence system because I built this system from the ground
up and I got to struggle with it mightily before seeing it all come together to
work. This TD-LIF system has produced exciting measurements of neutral argon
temperatures and flows in the Caltech Dusty Plasma Experiment, but I think the
hardware itself is equally exciting. Figure D.1 shows a schematic diagram of the key
pieces of the system and how they connect. Broadly speaking, the TD-LIF hardware
can be split into four major components: the motorized 3D scanning system, the
box that controls and powers the stepper motors, the optical table arrangement, and
the PC that controls everything via Labview code.
D.1 Stepper Power Box
Three Nema 23 stepper motors with 100 mm travel provide the linear motion in
each dimension for the motorized 3D system and an identical fourth stepper motor
moves a barrier so that only one laser beam can shine through the plasma at a time.
Figure D.2 shows a photograph of one of these motors. The three motors that move
the LIF beams and PMT are denoted as x, y, and z. The fourth motor that moves the
separate barrier is denoted as w. These four motors each run on 2 A of current and
are powered by the box shown with its top removed in Fig. D.3. The box is wired
to operate up to 5 stepper motors simultaneously, but it can be adapted to control
up to 8 stepper motors by drilling more holes through the box and adding new XLR
connectors for each additional motor.
The key components in the box are the twoPeterNorberg four-motorAR-BC4E20EU
circuit boards at the bottom. These boards serve as the hardware interface between
the Labview program on the PC and the stepper motors. The two boards can handle
up to four motors each which limit the maximum number of motors to 8. The boards
connect to the PC via USB cable which powers their logic component and serves as
the command interface. One nice feature of these boards is that they keep track of
the current position of each motor relative to an origin.
Each interface board has access to a single 240W 12V power supply that can provide
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Figure D.1: Schematic of the components of the LIF diagnostic. The PC/Labview
interfaces with both the stepper motor power box and the Toptica diode laser system.
The stepper motor box controls the motorized system position. The optical setup
takes the light from the DL Pro and carries it to the experiment. The SRS lock-in
amplifier locks in to the chopper frequency and the locked-in output LIF signal is
fed back into the Toptica diode laser where the PC/Labview fetches it.
up to 20 A DC to turn the stepper motors. These extra power supplies are necessary
because a computer USB port cannot provide enough power to turn the motors.
These power supplies are located directly adjacent (above) to their respective board
in Fig. D.3. The two power supplies are powered by standard 120V AC wall power.
The stepper boards output power to four wire stepper motors through five-wire XLR
cables which connect to the stepper motors with one of the five wires remaining
unused. These cables connect to the bottom set of connections on the left side of
Fig. D.3. The top five connectors are three-pin XLR connectors which are wired
to the Peter Norberg boards to be used with limit switches. XLR cable is chosen
because it is standard and easy to work with. The box has two 90 mm computer
fans on the right side that move air through the box to keep everything cool. There
are two mesh cutouts on the opposite side where the air can escape.
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Figure D.2: Photograph of one of the four stepper motors used to automate data
collection.
Figure D.3: Photograph of the stepper motor power box. The box contains two
Peter Norberg boards and two power supplies. Each board connects via USB to the
PC/Labview. The XLR connections on the left side are for limit switches and to
power the stepper motors. The fans on the right side are for cooling.
D.2 Motorized 3D System
Three stepper motors are bolted together providing a stage with 100 mm of travel
in three independent directions (x, y, z). The actual distance traveled by each motor
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when performing an LIF scan on the experiment is much smaller than this because
the experiment is small. The Peter Norberg boards keep track of position relative to
an origin which makes performing a scan easy. The boards work by microstepping
the stepper motors. It works out that 1600 micro steps on the Peter Norberg board
corresponds to 2.5 mm of actual motion.
A 50 cm rigid rail is bolted onto the stage of the stepper motor system. The optical
fibers carrying light from the diode laser are mounted at each end of the rail and
oriented such that the light shines through the vacuum chamber onto the other fiber.
Neutral density filters are mounted next to each optical fiber so that the beams can
be attenuated to negate power broadening. The PMT that detects the LIF photons
is also mounted onto the same rail system in between the fiber mounts so that
everything moves together.
Figure D.4 shows a photograph of the motorized system with the x, y, and z motion
directions clearly marked. The vacuum chamber is in the middle and the LIF system
is built so that it fits around the existing chamber. The red arrows on either side
of the chamber show how the chopped light shines into the plasma and the purple
arrow perpendicular shows where the LIF photons that PMT detects come from.
D.3 Optical Table Arrangement
The optical table arrangement that houses the Toptica DLC Pro, the Stanford Re-
search Systems SR 830 Lock-in Amplifier, Toptica DL Pro laser-heads 1 and 2, and
the actual optomechanical hardware is shown in Fig. D.5. The beam emitted from
the DL Pro laser-head passes through two 50/50 beam splitters. The first 50% split
beam shines into a High Finesse WS-6 wavemeter that interfaces with the PC. The
main beam, now also at 50% intensity, travels through a second 50/50 beam splitter.
Both of these 25% beams pass through a mechanical chopper and are then coupled
to optical fibers which carry the chopped light to one of the optical fibers whose
other ends are mounted on the motorized 3D system. Even at 25% beam power,
neutral density filters are necessary to eliminate power broadening.
In between the mechanical chopper and the optical fibers is the fourth stepper motor.
A physical barrier is affixed to this motor and the motor moves the barrier to the left
and the right. Moving the barrier allows only one of the two beams to pass by into
its optical fiber while keeping the other beam blocked.
The LIF signal emitted from the plasma is collected by the PMT that is oriented
perpendicular to the laser beam path. The signal is transmitted into a Stanford
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Figure D.4: Photograph of the dusty plasma experiment and the motorized LIF
diagnostic. The red arrows represent the laser light being directed through the
plasma. The purple arrow denotes the LIF photons that the PMT will detect. The
x, y, and z stepper motors are labeled and the rigid structure mounted on them is
apparent.
Research Systems SR830 lock-in amplifier which locks into the frequency from the
mechanical chopper and pulls the LIF signal out of the noise. The lock-in amplifier
outputs the cleaned up LIF signal into an input channel on the Toptica DLC Pro
laser controller which can then plot and save LIF signal amplitude as a function of
piezo voltage 1.
1Frequency and wavelength are related non-trivially to piezo voltage
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Figure D.5: Photograph of the optical table with DL Pro laser-heads 1 and 2 labelled
in white. The bold red line shows the laser path through the optics. The w stepper
motor moves the barrier in front of optical fibers 1 and 2 to allow only one beam
to pass. On the right is the Toptica DLC Pro laser controller, the SRS 830 lock-in
amplifier, and the mechanical chopper controller.
D.4 Labview Program
The final piece of the puzzle that ties everything together is the Labview program
on the PC. The Labview program moves the motorized 3D system shown in Fig.
D.4 into place using the Peter Norberg hardware interface. Once the diagnostic is
in place, the Labview program moves the barrier on the w stepper motor to allow
only one beam to excite the LIF transition in the plasma. The scanning laser records
LIF signal as a function of piezo voltage coming out of the lock-in amplifier. The
Labview program then interfaces with the Toptica DLC Pro via ethernet cable to
save the spectrum. Then the w motor moves the barrier to allow the other beam to
shine and the Labview program saves the spectrum. This repeats. After 30 saved
scans, the Labview program instructs the 3D motorized system to move the main
diagnostic to a different position and the process repeats.
