The evolutionary dynamics of complex ecological traits -including multistate 25 representations of diet, habitat, and behavior -remain poorly understood. Reconstructing the 26 tempo, mode, and historical sequence of transitions involving such traits poses many challenges 27 for comparative biologists, owing to their multidimensional nature and intraspecific variability. 28
in their study of phytophagy and insect diversification. For this reason, continuous-time Markov 69 chain (CTMC) models, which require classifying species into a set of character states, have 70 become commonplace in macroevolutionary studies of ecological trait evolution (Kelley & 71 Farrell 1998; Nosil 2002; Price et al. 2012; Hardy & Otto 2014; Cantalapiedra et al. 2014; Burin 72 et al. 2016) . CTMC models describe a stochastic process for evolutionary transitions among a set 73 of character states and are used to infer ancestral states and evolutionary rates, and to perform 74 model-based hypothesis tests (O'Meara 2012) . 75
The utility of continuous-time Markov chains for studying the evolutionary dynamics of 76 resource use is limited by the modeling assumption that taxa are monomorphic for ecological 77
states (Hardy & Linder 2005; Hardy 2006) . As a practical solution, most empirical studies define 78 one or more generalized states to accommodate species that use multiple resource types and that 79 therefore cannot be characterized as specialists for a particular resource (Alencar et al. 2013; 80 Price et al. 2012; Burin et al. 2016; Gajdzik et al. 2019) . Another solution, rather than classifying 81 each species as a specialist or a generalist, represents each resource category with a binary score 82 of present or absent (Janz et al. 2001; Colston et al. 2010; Hardy 2017) . In this case, the 83 ecological state of a species is the set resources scored as present. Each of these approaches is 84 one solution to the modeling challenge posed by intraspecific variation in resource use, but both 85 solutions neglect variation in the relative importance of different resources for different taxa. 86
Consequently, species classified in single state can nonetheless exhibit substantial differences in 87 patterns of resource use, creating challenges for interpreting evolutionary transitions among 88 character states as well as for understanding links between character state evolution and 89
diversification. 90
Another limitation of continuous-time Markov chains for modeling resource use 91 evolution emerges from the fact that species are classified into ecological states without regard 92 for the quality and quantity of information available to perform the classification exercise. As an 93 example, species with few ecological observations might be classified as specialists for a 94 particular resource, when their apparent specialization is strictly a function of the small number 95 of ecological observations available for the taxon. More generally, by failing to use a statistical 96 model for making resource state assignments, we neglect a major source of uncertainty in our 97 data: the uneven and incomplete knowledge of resource use across different taxa. This 98 uncertainty, in turn, has substantial implications for how we project patterns of resource use onto 99 a set of resource states. By failing to account for uneven and finite sample sizes characteristic of 100 empirical data on resource use we cannot be certain if state assignments reflect true similarities 101 or differences in resource use or are merely the expected outcome of sampling variation. 102
Consider the simple four-species example in Figure 1 . Panels (i) and (ii) illustrate the true 103 resource states and their phylogenetic distribution across a set of four species and their ancestors. 104
Here, an ancestral specialist evolved a generalist diet via a single transition (panel ii), such that 105 there are two extant species with the ancestral specialist diet (species X and Y) and two with the 106 derived generalist diet (species P and Q). In panels (iii) and (iv) the relative importance estimates 107 of three food resource categories in the diets of four species are used to classify each species into 108 one of two diet states. These relative importance estimates are based on uneven, and in some 109 cases quite small, sample sizes, consistent with many empirical datasets (Vitt & Vangilder 1983; 110 Shine 1994; Alencar et al. 2013) . In panel (v) we imagine repeating the state assignment process 111 on independent datasets while holding the samples sizes fixed to those in panel (iii), which 112 reveals that both the initial state assignments and the number of states from (iv) are highly 113 sensitive to real-world levels of sampling variation. This has obvious implications for 114 downstream macroevolutionary analyses. There is a serious risk of conflating different (similar) 115 state assignments with different (similar) diets when the differences (similarities) are expected, 116 even in the absence of true differences (similarities), from sampling variation alone. In the 117 analyses that underlie Figure 1 , we find that more than 70 percent of tip state classifications do 118 not match the true pattern of resource use. 119
Is this a problem in practice? This issue is difficult to assess because few studies provide 120 information about the sample sizes that underlie state assignments. In most cases, ecological 121 states are simply asserted as known. It is also important to emphasize that the specific problem in 122 Figure 1 is an outcome of a more general problem: standard CTMC models have a limited ability 123 to model complex ecological phenotypes because of the assumption that states in the model are 124 categorical variables. While it is true that CTMC models work with a countable state space, it is 125 not true that the states of the system must represent categorical variables. In a hidden Markov 126 model, the observed data are assumed to be the outcome of a CTMC where the states are not 127 directly observable. Instead, states are probability distributions from which observed data are 128 sampled. Although hidden state CTMC models already used in macroevolution (Marazzi et al. 129 In this paper we use the formulation of hidden states as probability distributions to 136 develop a CTMC model for studying the evolutionary dynamics of ecological resource use on 137 phylogenetic trees. Our approach is explicitly designed to model resource traits that are intra-138 specifically variable and to account for uncertainty in ecological state assignments of terminal 139 taxa arising from effects of sampling variation. We assume that each state is an unobserved 140 (latent) multinomial distribution and that observed data are sampled outcomes from these latent 141 distributions (see panels (i) through (iii) of Fig. 1 ). The number of states in the model and the 142 states themselves are not directly observed and are estimated from the data. Using simulations 143
and an empirical dataset of snake diets, we show how the method can use observational counts to 144 simultaneously infer the number of resource states, the proportional utilization of resources by 145 different states, and the phylogenetic distribution of ecological states among living species and 146 their ancestors. The method is general and applicable to any data expressible as a set of 147 observational counts from different resource categories. 148
MATERIALS & METHODS 150

Model description 151
We assume that the data for each species are represented by a vector of J category counts. 152
Each category is a resource (e.g. a diet or habitat component), and each count represents the 153 number of observations of a species utilizing a particular resource. Each node in a phylogeny is 154 to be placed into one of K distinct resource states. States are unobserved, even at the tips of a 155 phylogeny: the observed data consist of sampled outcomes from an underlying (latent) 156 multinomial distribution that represents the state for each species. All count data are drawn 157 independently from their respective states and counts from each state are also independent of one 158 another. We assume that the multinomial parameters for each state are drawn from a common 159
Dirichlet distribution with parameter . This parameterization allows us to analytically 160 marginalize over the unknown multinomial parameters underlying each state so that the 161 likelihood of the observed data is the product of K independent Dirichlet-multinomial 162 distributions (Appendix). The parameter acts as a vector of pseudo-counts. Higher values 163 require more data for the model to discriminate two samples as having originated from different 164 states. Letting X denote the resource state assignments for nodes in the phylogeny, the likelihood 165 of the set of count data # generated from state k is, 166
where # is the total number of observations generated from state k and # 1 is the subset 168 of those observations that represent utilization of resource category j. The full likelihood for the 169 count data is just, 170
This model for count data is closely related to topic models of word composition in a 172 collection of text documents (Blei et al. 2003; Yin and Wang 2014) and to population genetic 173 models of allele frequency composition in a set of populations (e.g., program STRUCTURE: 174 Pritchard et al. 2000) . The key difference here is that the state assigned to a taxon is the outcome 175 of evolution and is not independent of the states of other lineages. Conceptually this is similar to 176 phylogenetic threshold models, where the full likelihood combines a probability model for the 177 evolution of an unobserved variable and a probability model for sampling the observed data 178 conditioned on the set of unobserved variables (Felsenstein 2012; Revell 2014) . We model 179 evolution as a Poisson process where the rate of change is the same between all states (i.e. there 180 is no evolutionary trend in the model) but varies among lineages. We introduce two mechanisms 181 for accommodating this rate variation. 182
The first mechanism takes advantage of the random local clocks model introduced by 183 Drummond and Suchard (2010) . In this framework, there is an overall rate of evolution Λ and an 184 unknown number of lineages that deviate from this rate by a set of multiplicative constants. 185
Specifically, the root node is defined to have a relative rate of 1 while the relative rates of all 186 other nodes are equal to the relative rate of their ancestor multiplied by a branch-specific positive 187 rate multiplier. Complexity is controlled through the use of a prior that makes it unlikely for 188 many of these multipliers to differ from unity. Under the fully symmetric Poisson model with 189 random local clocks the probability of change across an ancestral-descendant branch is, 190 The normalized rates effectively expand and contract the temporal durations of the branches. 199
They are derived by scaling the relative rates in such a way that the total absolute time in which 200 evolution has had to occur is held constant even as the effective time is allowed to vary over 201 phylogeny (that is, ∑ 8 8 = ∑ 8 8 8
). 202
The second mechanism for accommodating rate heterogeneity is essentially a saturated 203 version of the random local clocks model where each branch has a unique rate of evolution. 204
Following Huelsenbeck et al. (2008) , this allows us to model branch-specific rates as nuisance 205 parameters drawn independently from a Gamma distribution with parameter vector ( , 1). This 206 model induces the same distribution of node states as a model where the number of expected 207 character state changes along a branch is the same for all branches (Appendix). This has 208 elsewhere been termed the ultra-common mechanism model (Steel 2011) to mark its contrast 209 with the no-common mechanism model (Tuffley and Steel 1997) from which it derives. In this 210 case the probability of change across an ancestral-descendant branch is, 211
Phylogenetic signal is controlled by the parameter , which is equal to the expected number of 213 state changes that occur from ancestor to descendant. As → 0, phylogenetic signal approaches 214 1 because descendants almost surely resemble their ancestors. As → ∞, phylogenetic signal 215 approaches 0 because a descendant's state becomes independent of its ancestor's state and 216 resembles a random draw from a discrete uniform distribution. The likelihood of the node states 217 is just, 218
where n is the number of nodes with the same state as their ancestor, m is the number of 220 nodes with a different state than their ancestor, and the factor N @ accounts for the root state 221 probability. 222
223
Bayesian inference 224
We simulated the posterior distribution of node states and model parameters using the 225 Metropolis-Hastings algorithm (Hastings 1970) . The different proposal mechanisms are 226 described below. 227
Updating node states.-A Gibbs update mechanism is used for proposing changes to 228 node states. The full conditional distribution for the state of a node can be written as, 229
where the symbol ¬ denotes the exclusion of node i. Here, depending on whether (4) or 233 (6) is used as the likelihood model for node states, is equal to (Λ, ) or , respectively. Because 234 changing a node state only affects the branches incident to the affected node, all terms in the 235 ratio :0 9 2 :0 ¬8 9 2 not involving those branches cancel and it simplifies to, 236 observations that represent utilization of resource category j. Note that for nodes with no 244 associated count data (which includes all internal nodes), this factor is equal to 1. To perform the 245
Gibbs update in practice, we calculate the conditional likelihood for each diet state according to 246 equation (7) and choose a state with probability proportional to its conditional likelihood, using 247 the sum of all conditional likelihoods as a normalizing constant. The marginal posterior 248 probability that a node is in a given diet state is simply the fraction of posterior samples where it 249 appears in that state. 250
Once a state is sampled for a node any count data associated with that node are added to 251 the set of count data generated from the sampled state. Because the Dirichlet distribution is 252 conjugate to the multinomial distribution, the posterior distribution of the multinomial 253 distribution underlying each state is also Dirichlet distributed with parameter 0 # N + , … , # 3 + 254 2. During the course of updating node states we keep track of the average expected proportional 255 utilization of each resource by each state. The expected proportional utilization of resources is 256 simply the mean of the posterior distribution which is Q
Updating .-The symmetric hyperparameter controls the shape of the Dirichlet prior 258 distribution on the latent multinomial distributions underlying each resource state. When = 1 259 the distribution is uniform over the J-dimensional simplex of resources. When < 1 the 260 distribution concentrates toward the corners of the simplex, and when > 1 the distribution 261 concentrates toward the center. Because empirical datasets are typically sparse with many zeros, 262 we assume that is uniformly distributed on the interval (0, 1) and update its value using a 263 sliding window proposal mechanism. The prior and proposal ratios are 1. 264
Updating .-When equation (6) assume that Λ is uniformly distributed between zero and this upper value and update its value 284 using a sliding window proposal mechanism. The prior and proposal ratios are 1. We use the 285 same prior distributions and proposal mechanisms detailed by Drummond and Suchard (2010) 286 for updating the number of local random clocks and the rate multipliers associated with local 287 clocks. 288
289
Implementation 290
Functions for fitting the model to data are provided as an R package available from 291 github.com/blueraleigh/phyr. The package includes two R functions that call compiled C 292 programs implementing the random local clocks and ultra-common mechanism models. 293
294
Simulation study 295
To illustrate application of the method we designed a simulation study using an empirical 296 dataset on pseudoboine snake diets (Alencar et al. 2013) . Our rationale for basing simulations on 297 an empirical dataset is to ensure that properties of the data used to evaluate performance of the 298 method are consistent with real studies, especially the distribution of observations per taxon and 299 the distribution of resource specialization. Pseudoboine snakes are common members of the 300 squamate communities found in lowland rainforests of South America. Predominantly terrestrial 301 or semi-arboreal, these snakes mainly eat small mammals, lizards, and other snakes. The dataset 302 includes 606 observations of prey items from 8 prey categories for 32 species of pseudoboine 303 snakes. Per species sample sizes range from 1 to 56 observations (or 0.125-fold to seven-fold 304 coverage, where coverage is the number of observations divided by the number of resource 305 categories). We reanalyzed these data using a 33-species pseudoboine phylogeny extracted from 306 the posterior distribution of trees in Tonini et al. (2016) . The dataset is illustrated in Figure 2 . 307
The original publication coded each species with at least 8 diet observations into a set of 5 308 specialist diet states and 1 generalist diet state. Species were considered specialists if the 309 resource represented at least 70 percent of recorded prey items (as in our Figure 1 ). When we 310 applied the resampling procedure illustrated in Figure 1 to this empirical dataset under the 311 assumption that the original state assignments represented the "truth", we found that in 312 approximately 20 percent of resampled datasets at least one original state (not always the same 313 state) was not present and that in about 84 percent of cases at least one species was coded 314 incorrectly (although overall coding accuracy was high, ranging from 0.77 to 1). Thus, this 315 dataset illustrates some of the concerns raised in our introduction but is also well-sampled 316 enough and shows enough variation to facilitate the estimation of separate multinomial 317
distributions. 318
Simulated datasets were generated from K = 2, 3, 4, and 5 diet states using the empirical 319 sample size distribution with the original 8 food resource categories. For each K we first 320 performed Bayesian inference under the ultra-common mechanism model to estimate the 321 unobserved multinomial distributions. The estimated multinomial distributions were 322 subsequently used to simulate diet observations. For each K we simulated 20 datasets at each of 323 7 different levels of phylogenetic signal (0.1, 0.3, 0.5, 0.6, 0.7, 0.8, and 0.9) using the transition 324 probabilities in both equations (3) and (5) Because the model does not include a process for generating the number of states, we 344 must perform analyses across multiple values of K and apply an a posteriori inference procedure 345 to choose between them. A similar problem is encountered when trying to infer the number of 346 demes from multi-locus genotype data with the program STRUCTURE (Pritchard et al. 2000) . 347
Our approach is to choose the largest value of K for which all states are unambiguously assigned 348 to at least one terminal taxon. Specifically, by examining the terminal nodes of the phylogeny we 349 can determine the maximum marginal posterior probability assigned to each state across all 350 terminal nodes. Call the smallest of these @ . A low value of @ implies that at least one state is 351 not assigned to any individuals (terminal taxa) with high probability. As K varies from low to 352 high there will come a point when additional states become redundant to previous states. When 353 that occurs, @ will drop well below 1. In other words, a point will be reached when at least one 354 state is never unambiguously assigned to at least one terminal node. To choose the best value for 355 K we first identify the K with the steepest drop in @ with respect to @?N . * = − 1 then 356 becomes a candidate best choice. If @ * = 1 (or nearly so) we treat * as the best choice. 357
Otherwise, we keep setting * = * − 1 until @ * = 1. This procedure, which we call the @ 358 rule, is illustrated in Figure 3 on the empirical dataset. 359
360
Assessing model adequacy 361
In practice, the number of states identified by the @ rule will depend on the underlying 362 data and may change as data are updated. This is because the model may be unable to distinguish 363 truly different samples as having arisen from separate distributions if sample sizes are small. 364
Therefore, empirical applications of the method require a way of assessing how well the inferred 365 multinomial distributions explain the empirical resource observations. Our approach is to 366 compute a per-species adequacy score that measures the similarity of each taxon, with respect to 367 sampled observations, to other taxa assigned to the same state. The procedure we describe 368 effectively measures the compositional heterogeneity of the model-inferred states with respect to 369 sampled diet observations. If the model is fully adequate and accurately describes patterns of 370 resource use, then all species assigned to a given state will have similar sampled diets (e.g., the 371 observed data). However, some species may be assigned to states even where they have 372 dissimilar sampled observations from other species in the same state, reflecting overdispersed 373 diet distributions for the state. Such overdispersion might arise if species are assigned to the 374 "wrong" state. These incorrect state assignments might be preferred under the model if a species 375 does not have enough observations to provide information about the existence of a distinct state, 376 and so the species is conservatively assigned to the immediately ancestral diet state. To compute 377 the adequacy score, we first draw a state for each terminal node from its array of marginal 378 posterior probabilities computed using equation (7) (which utilizes count data and evolutionary 379 history). Then we visit each terminal node in turn and perform the following exercise. Given the 380 configuration of states for all terminal nodes, we identify the set of count data generated by the 381 state of the current node and compute the likelihood of these data using equation (1) (which only 382 utilizes count data). Next, we compute the likelihood of these same data, using equation (1) 383 together with equation (2), but assuming that they were generated from two states by placing the 384 current node in its own unique state. Finally, we take the negative log likelihood ratio of these 385 two values. We repeat this procedure for a thousand independent configurations and record the 386 average negative log likelihood ratio (adequacy score) for each terminal node. Large negative 387 adequacy scores highlight terminal nodes that were assigned to a state whose other members 388 have a strongly dissimilar pattern of resource utilization. This procedure is illustrated in Figure 4  389 on the empirical dataset (see also Figure S4 ). 390
RESULTS 392
Overall, the @ rule correctly identified the number of resource states in 492 of 560 393 simulations from the ultra-common mechanism model ( Simulations revealed that the new method is generally able to determine the correct 437 number of states and that it provides accurate estimates of the underlying (unobserved) 438 multinomial distributions, both for terminal taxa as well as internal nodes. We designed 439 simulations around empirical patterns of resource use in a dataset on snake diets (Alencar et al. 440 2013) . Therefore, caution is warranted in generalizing the good performance observed in the 441 current study to other datasets. In particular, performance of the model will depend on the 442 idiosyncrasies of individual datasets, including the distribution of sample sizes and the 443 distribution of overlaps in resource use among species. We expect that states represented by few 444 observations will be difficult to infer, especially if those states show appreciable overlap with 445 other states. 446
Our empirical analysis identified at least two feeding modalities among the set of species 447 Alencar et al. (2013) recognize as "generalists": species that feed predominantly on snakes but 448 that regularly eat lizards and mammals, and species that feed predominantly on mammals and 449 lizards. Ancestral state estimates strongly suggest that each of these feeding modalities arose 450 from a more specialized diet comprised almost entirely of lizards. This is in contrast to the 451 results of Alencar et al. (2013) , which imply that nearly all origins of specialized feeding 452 modalities occurred from a generalist ancestor, although direct comparison of results is made 453 difficult by the use of different phylogenies in the two studies. 454
As currently implemented, the approach described here does not directly model gains and 455 losses or substitutions of different resources. Indeed, no resource is ever truly absent from the 456 reconstructed states (although its proportional representation may approach zero as becomes 457 small). This contrasts with biogeographic-type models that explicitly model resource use 458 expansions, contractions, and substitutions (e.g. see Hardy (2017) for application of Ree and 459
Smith's (2008) dispersal-extinction-cladogenesis model to binary encoded diet data). Although 460 these types of changes are implicit in the sequence of reconstructed states derived from the 461 model, future studies might want to explore how to combine more complex evolutionary models 462 with the current model for count data. Nonetheless, the advantage of a simple evolutionary 463 model is that it has broad scope. It would be possible, for example, to apply our method to 464 continuous characters by keeping the same evolutionary model but changing the model for 465
observations from a Dirichlet-multinomial to a multivariate-normal distribution, which could 466 then be applied to other data types used for quantifying resource use such as stable isotope ratios 467 of carbon and nitrogen. We described a novel methodological framework for studying the evolutionary dynamics 483 of complex ecological traits on phylogenetic trees. Previous approaches to this problem have 484 assumed that ecological states are categorical variables and that species are monomorphic for 485 particular states. We relaxed this assumption through the use of a hidden Markov model that 486 treats ecological states as unobserved probability distributions from which observed data are 487 sampled. Although our method is designed for the analysis of multivariate count data, we suggest 488 that the approach of treating states as hidden probability distributions has wide applicability and 489 will greatly facilitate the comparative analysis of novel sources of ecological data. (iii) Observed data are sampled outcomes from latent multinomial distributions at terminal nodes exceeds 0.7. Otherwise, it is considered a "generalist". In this case, the dataset and cutoff value 660 align to match each species with its correct modal resource category. (v) The same state 661 assignment process is repeated with different datasets while keeping the sample sizes for each 662 species identical to (iii). State assignments are sorted along the x-axis according to their 663 frequency of occurrence in 1,000 independent datasets. Datasets were generated by sampling 664 from the two multinomial distributions in (i). Note that the procedure correctly matches all 665 species with their modal food resource in a minority of cases and results in a variable number of 666 states across datasets. The implication for macroevolutionary studies using this state assignment 667 procedure is that we cannot be certain whether state assignments are reflective of true patterns of 668 resource use or are merely the expected outcome of sampling variation. that a node belongs to that state. Note that the terminal node marked with an asterisk is missing 691 data. It is treated like an internal node and information about its probable diet state is drawn only 692 from what the model has learned about the states of its neighbors and the likelihood of 693 evolutionary change. Here, the Dirichlet-multinomial model inferred 5 states, corresponding to 3 694 specialist (> 70% specificity for a single prey group) and 2 generalist diets. Note that the diet 695 states are not observed directly, even at the tips of the tree; rather, all observed data are assumed 696 to be sampled from a set of unknown multinomial distributions. 
Random local clocks model
True multinomial probability Estimated probability 868 Figure S6 . Two examples illustrating how high accuracy of estimated multinomial proportions is 869 maintained even when the number of states is underestimated. In the left plot, the blue state only 870 generated 1 sampled observation and the brown state only generated 5 sampled observations. 871
In the right plot, the brown state only generated 8 observations; the blue state, 12; and the green 872 state, 2. In both cases, these observations are few enough in number that they do not substantially 873 
