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a b s t r a c t
We consider the rational approximation of a perturbed exponential function
f (z) = u0(z)+ u1(z)ez (1)
on the negative real axis R− with u0 and u1 6≡ 0 being rational functions. Building upon
results from the solution of the ‘1/9’-problem by Gonchar and Rakhmanov, it is shown
that rational best approximants to f share the fast asymptotic convergence of rational
approximants to the exponential function, despite the fact that the functions (1) may differ
substantially from the exponential. Our main result is that for k ∈ Z fixed, we have
lim
n→∞
∥∥f − r∗n,n+k∥∥1/nR− = 19.28902549 . . . = H (2)
with H being the same Halphen constant as that already known from the solution of the
‘1/9’-problemand r∗nm = r∗nm(f ,R−; ·)being a rational best approximantwith denominator
and numerator degrees at most n and m in the uniform norm on R− to the function f of
type (1).
Further, it is shown that the convergence on R−, which is characterized by (2), extends
to compact subsets of the complex plane C and also to Hankel contours in C \ R−, and
this extension holds with the same asymptotic rate of convergence H . Many of the results
for rational best approximants extend also to rational close-to-best approximants, which
by our definition are rational approximants with a convergence behavior on R− that is
comparable in an nth root sense to that of the best approximants r∗n,n. The asymptotic
distribution of the poles of approximants is studied and determined.
In the present paper we present only results, complete proofs are not given, however,
some of the main ideas of the proofs are sketched.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We talk about a generalization of the ‘1/9’-problem in rational approximation. Some remarks about the history of this
problem will be given in a separate section, further below.
Let r∗nm = r∗nm(f ,R−; ·) denote the rational best approximant of denominator and numerator degrees of at most n and
m to a function f on the negative axis R− in the uniform norm. As a solution of the ‘1/9’-problem it has been proved in [1]
by Gonchar and Rakhmanov that for the rational approximation of the exponential function we have the asymptotic error
estimate
lim
n→∞
∥∥exp−r∗n,n∥∥1/nR− = 19.28902549 . . . = exp
(
−pi K
′
K
)
=: H, (3)
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where K = K(k) and K ′ = K(k′) denote the complete elliptic integrals of the first kind with conjugated moduli k and
k′ = √1− k2, and the modulus k is determined by the equation
K(k) = 2E(k), (4)
where E(k) denotes the complete elliptic integral of the second kind. Because of historic reasons, which will be addressed
in Section 3, the value H on the right-hand side of (3) is called ‘Halphen constant’. The surprisingly explicit expression for
the Halphen constant H in (3) has been conjectured by Alphonse Magnus in [2] (see also [3,4]).
In our investigation we follow the footsteps of the analysis done in [1] by Gonchar and Rakhmanov, and we prove that
the decay of the error norm in (3) holds also for rational best approximants to functions f of the larger class
f = u0 + u1 exp (5)
with u0 and u1 6≡ 0 being two arbitrarily given rational functions. This generalization of the ‘1/9’-problemanswers a demand
from numerical analysis, where variations of the exponential function, as that in (5), are of practical interest.
For instance, the ϕ functions that are defined as
ϕl+1(z) := e
z − sl(z)
z l+1
, l = 0, 1, 2, . . . , (6)
with sl(z) := ∑lk=0 1k! zk are examples for such functions; they play a central role in exponential integrators (cf., [5]). Good
rational approximants to ϕ-functions (6) provide means for a fast and efficient evaluation in the context of matrix functions
(cf., [6]). In these applications the argument z is replaced by a matrix A. Rational approximants to ϕl enable an efficient
evaluation of the matrix-vector product ϕl(A)b without the explicit computation of the dense matrix ϕl(A). Indeed, if the
rational approximant toϕlwith degrees (n−1, n) is expanded in partial fractionswith poles sk and residues ck, it is sufficient
to solve n linear systems of the form
ϕl(A)b ≈
n∑
k=1
ck(skI − A)−1b. (7)
If the poles come in conjugate pairs it is even possible for real matrices and real vectors to approximate the matrix-vector
product ϕl(A)b by solving only n/2 shifted linear systems.
Our extension of the asymptotic relation (3) to the larger class of functions (5) is accompanied by investigations of
questions that belong to the environment of the core approximation problem. Thus, for instance, we study the convergence
not only on the negative half axis R−, but also throughout the whole complex plane C, where it surprisingly holds with the
same asymptotic rate.
Special attention is given to the convergence on Hankel contours in C \ R− since such contours appear in integral
representations of the inverse Laplace transform or similar integral expressions, where they are the natural choice for an
evaluation of Cauchy–Dunford integrals for matrices with eigenvalues on the negative half axis or in a sector around it.
There has been a recent increase in interest in the numerical inversion of the Laplace transform via the Bromwich integral
(cf., [7,8]). In combination with efficient quadrature formulas these ideas offer powerful tools for the solution of parabolic
problems and linear fractional differential and integral equations (cf., [9,10]). Numerical quadrature on a contour around
R− can be interpreted as rational approximation on R− (cf., [11]).
The wider class (5) makes it desirable and also necessary to extend the investigations from ‘diagonal’ to para-diagonal
sequences {r∗n,n+k}n∈N with k ∈ Z fixed.
Further, it is shown that most of the results, which are proved for rational best approximants r∗n,n+k, hold also for rational
close-to-best approximants, which by our definition means that these are rational approximants that have a convergence
behavior on R− comparable in an nth root sense to that of the rational best approximants r∗n,n.
The asymptotic distribution of the poles of rational best approximants r∗n,n+k aswell as that of close-to-best approximants
is determined, and the same is done for the zeros of the error functions on R−.
The new results will be presented in the next section. Section 3 is an intermezzo revisiting the remarkable history of the
‘1/9’-problem. In Section 4 we briefly discuss the main ideas underlying the proofs of the new results. A comprehensive
treatment with complete proofs will be published in the forthcoming paper [12].
2. Main results
2.1. Rational best approximation on (−∞, 0]
Throughout the sectionwe assume that the function f is of form (5). In the first theorem the solution of the ‘1/9’-problem
from [1] is extended to the wider class of functions (5) and to para-diagonal sequences.
Theorem 1. For any function f of form (5) and k ∈ Z fixed, we have
lim
n→∞
∥∥f − r∗n,n+k∥∥1/n(−∞,0] = 19.28902549 . . . = H (8)
for rational best approximants r∗n,n+k = r∗n,n+k(f ,R−; ·) and H being the Halphen constant introduced in (3) and (4).
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Fig. 1. Level lines of the error function exp−r∗14,14 with poles (dots) and zeros (crosses) of the approximant r∗14,14 and zeros (stars & circles) of exp−r∗14,14 .
Fig. 2. Level lines of the error function exp−r∗28,28 with poles (dots) and zeros (crosses) of the approximant r∗28,28 and zeros (stars & circles) of exp−r∗28,28 .
The Halphen constant H can more easily be calculated as the unique positive root of equation
∞∑
n=1
anHn
!= 1
8
with an =
∣∣∣∣∣∑
d|n
(−1)dd
∣∣∣∣∣ . (9)
In Theorem1 it has not been excluded that the two rational functions u1 and u2 in (5)may have poles onR−. In such a case
the function f may be continuous on R− or not. In the later case, the principal parts of the poles of f on R− are reproduced
exactly by the approximants r∗n,n+k.
In Figs. 1–3 we show level lines of the error functions exp−r∗14,14(exp,R−; ·), exp−r∗28,28(exp,R−; ·), and ϕ3 −
r∗14,14(ϕ3,R−; ·), respectively. The function ϕ3 has been introduced in (6).
In Fig. 1 the levels of the lines are 1.832× 10−14, 10−12, . . . , 108, in Fig. 2 they are 5.159× 10−28, 10−24, . . . , 1016, and
in Fig. 3 they are 9.69354× 10−19, 10−16, . . . , 104. In all three cases the lowest level line has been chosen to be the critical
one for the uniform error norm on R−, we have the critical levels∥∥exp−r∗14,14∥∥(−∞,0] = 1.83217× 10−14,∥∥exp−r∗28,28∥∥(−∞,0] = 5.15954× 10−28,∥∥ϕ3 − r∗14,14∥∥(−∞,0] = 9.69354× 10−19.
(10)
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Fig. 3. Level lines of the error function ϕ3− r∗14,14 with poles (dots) and zeros (crosses) of r∗14,14 and zeros (stars & circles) of ϕ3− r∗14,14 . The function ϕ3 has
been introduced in (6).
Taking the appropriate roots yields∥∥exp−r∗14,14∥∥1/14(−∞,0] = 19.575719 ,∥∥exp−r∗28,28∥∥1/28(−∞,0] = 19.430823 ,∥∥ϕ3 − r∗14,14∥∥1/14(−∞,0] = 119.349949 .
(11)
From Theorem 1 we know that the asymptotic value of the expressions in (11) is 1/9.289025 . . . in each case, which is
already approached very closely for the degrees (14, 14) and (28, 28) in the case of the exponential function, while in the case
of the function ϕ3 there is still a discrepancy. Here, the convergence is considerably faster at degree (14, 14) than predicted
by Theorem 1. In absolute values the norm of the error is of order 10−4 smaller than for the exponential function at the same
degree (14, 14).
In Figs. 1–3, poles and zeros of the approximants are represented by dots and crosseswhile the zeros of the error function
on the interval (−∞, 0] are denoted by stars, and those away from (−∞, 0] by small circles.
Notice that on the interval (−60,−35] in Fig. 1 and on (−120,−70] in Fig. 2 the zeros (crosses) of the approximant
nearly coincide with zeros (stars) of the error function. This phenomenon means that from−∞ up to a certain point on the
negative axis (−∞, 0] the nearly exclusive purpose of the zeros of the approximants is to keep approximants small. It has
to be kept as small as the approximation error since in this area the exponential function is practically zero.
In Fig. 3, on the other hand, six of the zeros (crosses) of the approximant nearly coincide with poles (dots) of the
approximant. This case can be seen as an interesting counterexample to the often made practical recommendation that
the pole in a pair of poles and a zero of the approximant is considered as being spurious if the objects lie close together and
are distant from any singularity of the function f . Obviously, all 14 poles in our example are not spurious.
In Figs. 1–3 the distribution of the poles of the approximants looks rather regular. Results in Section 2.5 will show that
there indeed exists an analytic background to this observation.
The scale of the plots in Figs. 1–3 has been chosen differently for different degrees of the approximants. This has been
done in order to make the configurations of poles and zeros comparable. The scale in Fig. 2 is two times larger than that in
Figs. 1 and 3 since the degrees are also two times larger.
2.2. Overconvergence
Rational best approximants r∗nm(f ,R−; ·) are defined by their approximation property on R−, where they consequently
have an optimal convergent behavior, but how do they behave outside of R−? Numerical calculations and theoretical
considerations suggest that we have convergence throughout the complex plane C, i.e., we have a phenomenon of
overconvergence, and surprisingly the same rate of geometric convergenceH holds asymptotically on every compact subset
of C.
However, if we concentrate on uniform convergence, then positive results have been proved so far only for the
exponential function, as will be stated in the next two theorems. The situation is unclear for the full class of functions (5),
where all ideas about uniform convergence remain conjectures.
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However, overconvergence has been proved for the whole class of functions (5) with respect to the weaker concept of
convergence in capacity, as will be stated in Section 2.4. The difficulties of a proof of uniform convergence are rooted in the
phenomenon of spurious poles, which will be addressed in Section 2.3.1.
2.2.1. Overconvergence in the case of the exponential function
Theorem 2. For rational best approximants r∗n,n = r∗n,n(exp,R−; ·) to the exponential function, we have
lim
n→∞
∥∥f − r∗n,n∥∥1/nK = H (12)
for any compact set K ⊂ C and H being the Halphen constant from (3).
Perhaps the most interesting phenomenon in Theorem 2 is the fact that throughout C the same asymptotic rate of
convergence H holds true as that on R−.
Theorem 2 is proved with the help of a result from the deep and rather involved analysis by A. Aptekarev in [13], where
strong asymptotics of the error function exp−r∗n,n have been studied and proved. From the far reaching analysis we have
used only as small result, namely the assertion that all poles of the approximants r∗n,n(exp,R−; ·) tend to infinity as n→∞.
The main aim of the analysis in [13] goes much further than this small result about the absence of spurious poles, and it is
in some sense a methodological incongruity that we have to use a result from these investigations in the environment of
nth root asymptotic error estimates, like those in Theorems 1 and 2. It would be interesting to find an alternative and less
involved proof for the absence of spurious poles.
2.2.2. Convergence on Hankel contours
For applications in connection with Cauchy integral representations it is desirable to know that uniform convergence
holds not only on compact subsets of C, but also on Hankel contours.
Definition 3. A Jordan arc γ is denoted as a ‘Hankel contour’ if it is contained in a sector of the form
St,a := {z ∈ C|| arg(z − a)| > t} with a > 0 and t > pi/2, (13)
and winds around R− with positive orientation starting and ending at∞. By Int(γ )we denote the component of C \ γ that
contains R−.
The next theorem shows that we have uniform convergence also on a Hankel contour, although it is an unbounded set.
Its proof is a variant of the proof of Theorem 2.
Theorem 4. The assertion of Theorem 2 holds true on any Hankel contour γ that replaces the compact set K in (12).
2.3. Spurious poles and related conjectures
2.3.1. Spurious poles
The phenomenon of spurious poles represents a difficult aspect of the general theory of rational approximation in the
complex plane. Such poles typically appear together with a nearby zero of the approximant, with which they asymptotically
cancel out. Spurious poles have no obvious correspondence to singularities of the function f to be approximated (cf. [14]).
The coupling of spurious poles with nearby zeros has led to the alternative naming Froissart doublets (cf. [15]).
Spurious poles have systematically been studied in connection with Padé approximants (cf. [14]), where it has been
proved that such poles do not exist in the case of certain classes of functions f . The exponential function belongs to such a
class (cf. [16,17]). The analysis in [13] shows that rational best approximants of the exponential function on R− also have
no spurious poles. This result combined with the convergence result in [1] has led to the assertions of Theorems 2 and 4.
2.3.2. Conjectures
It is an interesting question whether rational best approximants r∗n,n+k(f ,R−; ·) to a function f of type (5) are also free
of spurious poles throughout C. We think that this is the case, but we have no proof. An extension of the relevant parts of
the analysis in [13] may be possible, but it is a complicated matter, and we cannot see how it could be done in a reasonable
way. Therefore we formulate our expectations as conjectures.
Conjecture 1. For any function f of type (5) and any k ∈ Z fixed the sequence {r∗n,n+k(f ,R−; ·)}n=1,2,... of rational best
approximants has no spurious poles in C.
The absence of spurious poles together with convergence in capacity implies uniform convergence of the approximants
r∗n,n+k(f ,R−; ·) for n→∞. In this way, a proof of Conjecture 1 combined with Theorems 7 and 8 would give an extension
of Theorems 2 and 4 to the whole class of functions (5). We formulate these consequences as conjectures.
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Conjecture 2. For any function f of type (5), any k ∈ Z fixed, and for any compact set K ⊂ C, we have
lim
n→∞
∥∥f − r∗n,n+k∥∥1/nK ,chord = H (14)
for rational best approximants r∗n,n+k = r∗n,n+k(f ,R−; ·) with ‖·‖K ,chord denoting the uniform norm on K with respect to the
chordal metric in C, and H is again the Halphen constant from (3).
The functions f of type (5) may have poles anywhere in C. The chordal metric in (14) implies that such poles of f are
reproduced by poles of the approximants with a precision that corresponds to the asymptotic error estimate (14).
The next conjecture is an analogue to Theorem 4, and it deals with the convergence on a Hankel contour γ . In the
assumptions of the conjecture we exclude that the function f to be approximated has a pole on γ , therefore the chordal
metric is no longer needed in the norm of the approximation error.
Conjecture 3. Let the same assumptions hold as in Conjecture 2, and let γ be a Hankel contour on which the function f has no
poles. Then the asymptotic error estimate (8) holds on γ for rational best approximants r∗n,n+k = r∗n,n+k(f ,R−; ·), n ∈ N, i.e., the
uniform norm ‖·‖ in (8) is now taken on γ and not on (−∞, 0].
2.4. Overconvergence in capacity
We have seen in the last subsection that the missing piece for a proof of Conjectures 2 and 3 is a better understanding
of spurious poles. With the analysis that has been used in the proof of Theorem 1, we are able to show that asymptotically
the proportion of poles of the approximants r∗n,n+k(f ,R−; ·), n = 1, 2, . . ., with a spurious behavior tends to 0 as n → ∞.
It further follows from this analysis that the preconditions for proving convergence in capacity are satisfied, which is a
concept that we will introduce next.
It is the merit of this concept that it can hold true even if the possibility of spurious poles cannot be excluded.
2.4.1. Capacity and convergence in capacity
The (logarithmic) capacity cap(·) is defined for a wide class of subsets of C which includes all Borel sets (cf. [18],
Chapter 5). For our purpose it is interesting that the capacity is a set functions that dominates the planar Lebesgue measure
m in C; we have
m(K) ≤ picap(K)2 for any compact set K ⊂ C, (15)
and if K is a disc, then equality holds in (15) (cf. [18], Theorem 5.3.5).
Convergence in capacity is defined analogously to convergence in measure.
Definition 5. Let f , fn, n ∈ N, bemeromorphic functions defined in a domainG ⊂ C.We say that the sequence {fn} converges
to f in capacity in G if for every compact set K ⊂ G and every ε > 0 we have
lim
n→∞ cap{z ∈ K | |(fn − f )(z)| > ε} = 0. (16)
The usual definition of geometric convergence can be carried over to the concept of convergence in capacity.
Definition 6. We say that a sequence {fn} converges to f geometrically in capacity with a convergence rate q < 1 on a
compact set K ⊂ G if for every ε > 0 we have
lim
n→∞ cap{z ∈ K | |(fn − f )(z)| > (q+ ε)
n} = 0, (17)
and we say that the sequence {fn} converges geometrically in capacity with exact rate q < 1 on K if in addition to (17)
we have
lim
n→∞ cap{z ∈ K | |(fn − f )(z)| < (q− ε)
n} = 0. (18)
Estimate (15) shows that convergence in capacity is at least as strong as convergence in planar Lebesgue measure.
From the Lemniscate Theorem (cf. [18], Theorem 5.2.5) we learn that capacity is an appropriate concept for measuring
the extension of sets in C on which a polynomial is small.
2.4.2. Overconvergence of rational best approximants
With the concept of geometric convergence in capacity we are prepared to prove ‘half-way’ Conjectures 2 and 3, i.e., we
can prove geometric convergence in capacity with the desired properties, but no uniform convergence.
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Theorem 7. For any function f of type (5) and k ∈ Z fixed, the rational best approximants r∗n,n+k = r∗n,n+k(f ,R−; ·), n ∈ N,
converge geometrically in capacity with exact rate H to f on any compact subset K ⊂ C as n → ∞. The rate H is again the
Halphen constant from (3).
If in a domain G ⊂ C a subsequence of rational best approximants r∗n,n+k(f ,R−; ·), n ∈ N ⊂ N, has no poles, then it converges
locally uniformly to f in G.
Because of applications in connection with Cauchy integrals one would like to keep the uniform convergence on the
Hankel contour γ in Conjecture 3. Local variations of a given Hankel contour γ in a Cauchy integral are possible without
changing the value of the integral. Therefore, one can avoid spurious poles if one is willing to accept such local variations of
the original contour γ . We have the following theorem.
Theorem 8. Let the same assumptions hold as in Theorem 7, and further let γ be a Hankel contour in the sense of Definition 3
that is rectifiable with respect to the chordal metric in C and let U be an open neighborhood of γ . Then for every n ∈ N there
exists a Hankel contour γn in U that is homotopic to γ in U, rectifiable in the chordal metric and we have
lim
n→∞,n∈N
∥∥f − r∗n,n+k(f ,R−; ·)∥∥1/nγn = H. (19)
Further, there exists a constant c <∞ such that
Length(γn) ≤ c for all n ∈ N (20)
with Length denoting the arc-length with respect to the chordal metric inC. If the original Hankel contour γ is smooth or analytic,
then the same property can be assumed to be possessed by the Hankel contours γn, n ∈ N.
The use of different Hankel contours γn in a neighborhood of the original contour γ in Theorem 7 is of course only
necessary if the approximants r∗n,n+k(f ,R−; ·) have poles near or directly on the original contour γ .
2.4.3. Overconvergence of rational close-to-best approximants
We say that the elements of a sequence of rational functions rn,n+k ∈ Rn,n+k, n = 1, . . ., are close-to-best approximants
if they approximate a given function f in the nth root sense on R− with the same rate of convergence as proved for rational
best approximants r∗n,n+k(f ,R−; ·) in Theorem 1. It turns out that for such approximants one has control over almost all,
but unfortunately not over all poles. Therefore, it cannot be excluded that some poles are spurious. These spurious poles
may cluster anywhere in C as n→∞. Naturally, such spurious poles destroy locally uniform convergence, and the best we
can hope for is convergence in capacity. The next theorem shows that this is indeed the case, and we have convergence in
capacity in an optimal way.
Theorem 9. Let the same assumptions hold as in Theorem 7 and let rn,n+k ∈ Rn,n+k, n ∈ N ⊂ N, be an infinite sequence of
rational functions that satisfy
lim sup
n→∞,n∈N
∥∥f − rn,n+k∥∥1/n(−∞,0] ≤ H (21)
with H being the Halphen constant from (3).
(i) The approximants rn,n+k, n ∈ N, converge geometrically in capacity with exact rate H to f on any compact subset K ⊂ C as
n→∞.
(ii) If in a domain G ⊂ C the sequence of approximants rn,n+k ∈ Rn,n+k, n ∈ N, has no poles, then it converges in G locally
uniformly to f with the rate of convergence H.
(iii) If in addition to the assumptions of Theorem 7 the assumptions of Theorem 8 are also satisfied, then the conclusions of
Theorem 8 hold true for the approximants rn,n+k ∈ Rn,n+k, n ∈ N, i.e., we can replace the rational best approximants
r∗n,n+k(f ,R−; ·) by the approximants rn,n+k in Theorem 8.
The asymptotic error estimate (21) on R− is our definition of rational close-to-best approximants. In numerical
application, in a strict sense, the approximants are often only close-to-best.
It is not difficult to see that condition (21) alone cannot be sufficient for Conjectures 2 and 3 since it is not strong enough
to suppress the possibility of all sorts of spurious poles.
2.5. The asymptotic distribution of poles and zeros
In many applications the distribution of poles and zeros of rational approximants and also the distribution of zeros of the
error function f − r∗n,n+k(f ,R−; ·) on R− is of interest. From Theorem 2 it follows that for n → ∞ all poles of the rational
best approximants r∗n,n+k(f ,R−; ·) tend to infinity. In order to get a more differentiated picture of the asymptotic behavior
of the poles, one has to rescale the independent variable z. Indeed, in Figs. 1–3 such a scaling has implicitly been done, and
it has had the effect that strong similarities of the distributions became apparent. For a formal description of the asymptotic
distributions we need some definitions.
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By P(r) we denote the set of all poles of a rational function r with multiplicity represented by repetition, by Z(g, S) we
denote the set of all zeros of a function g on a set S, by δz the Dirac measure at z, and by
∗−→ the weak convergence of
measures in C.
Theorem 10. Let the function f be of type (5) and let k ∈ Z be fixed.
(i) There exist a compact analytic arc Γ ⊂ C \ R− and a probability measure µ on Γ with an analytic density function that
vanishes at both ends of Γ such that the poles of the rational best approximants r∗n,n+k = r∗n,n+k(f ,R−; ·), n ∈ N, satisfy the
asymptotic relation
1
n
∑
z∈P(r∗n,n+k)
δz/n
∗−→µ as n→∞. (22)
Notice that the points z appear in (22) as ratio z/n, which means that we consider the distribution of poles after shrinking
the variable by a factor 1/n.
(ii) There exists a probability measure λ on R− with an analytic density function such that the zeros of the error function
en := f − r∗n,n+k(f ,R−; ·), n ∈ N, on R− satisfy the asymptotic relation
1
2n+ k
∑
x∈Z(en,R−)
δx/n
∗−→ λ as n→∞. (23)
Again, the use of the ratio x/n means that the original variable has been shrunk by a factor 1/n.
(iii) The assertions (i) and (ii) are also true if one considers close-to-best approximants rn,n+k ∈ Rn,n+k in the sense of Theorem 9
instead of the rational best approximants r∗n,n+k(f ,R−; ·).
The densities of the two measures µ and λ can be represented with the help of elliptic integrals. For a description we
have to introduce some notations.
With the polynomial P(a, z) := −4z(z − a)(z − a) of degree 3, in which a ∈ C, Im(a) > 0, is a parameter, we defined
the two half-periods
ω(a) :=
∫ 0
−∞
dζ√
P(a, ζ )
and ω′(a) :=
∫ a
−∞
dζ√
P(a, ζ )
, (24)
where the first integral is taken along R−+ i0 and the second one along a subinterval of R+ iIm(a). The square root in (24)
is chosen so that i
√
P(a, x) > 0 for x > 0 near the origin, which then implies that we have ω(a) > 0 and Imω′(a) > 0.
There uniquely exists a point a ∈ Cwith Im(a) > 0 such that
ipi
ω(a)
∫ a
−∞
dζ
ζ
√
P(a, ζ )
= 1
2
. (25)
Here again the integration is taken along a subinterval of R+ iIm(a). For the proof of existence of a solution of Eq. (25) see
Lemma 5 in [1] or Proposition 19 in [12]. For awe have calculated the numerical value
a ·=−1.1948993 . . .+ i 1.3887126 . . . (26)
The two point a and a are the end points of the arc Γ that has been introduced in assertion (i) of Theorem 10, and it is shown
in Figs. 4–6, further below. With the number a ∈ C, Im(a) > 0, determined by (25) we define the function
g(z) := pi i
ω(a)
∫ z
−∞
dζ
ζ
√
P(a, ζ )
− 1
2
, (27)
which has two zeros of square root order at a and a. With minor modifications the function g gives us the sought-after
densities of the two measures µ and λ, as shown in the next theorem.
Theorem 11. (i) The arc Γ in assertion (i) of Theorem 10 is a trajectory of the quadratic differential g(z)2dz2 that connects
the two points a and a in C \ R−, i.e., if z : [0, 1] −→ Γ ⊂ C is a parameterization of the arc Γ , then we have
g(z(t))2z ′(t)2 < 0 for all t ∈ (0, 1) , (28)
and z(0) = a, z(1) = a.
(ii) The function g/ipi is the density of the measure µ in (22) of Theorem 10, i.e., we have
µ([a, z]) = 1
ipi
∫ z
a
g(ζ )dζ for z ∈ Γ (29)
with [a, z] being the subarc of Γ that extends from the point a ∈ Γ to the point z ∈ Γ .
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Fig. 4. Level lines of the potential p(µ− λ; ·) and the arc Γ .
Fig. 5. Level lines of the potential p(µ− λ; ·)− 12Re(·) together with the definition of the domains D0,D1,1,D1,2,D2.
Fig. 6. The potential p0 from (49).
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(iii) The function (g + 1/2)/ipi is the density of the measure λ on R− from (23) in Theorem 10, i.e., we have
λ((−∞, x]) = 1
ipi
∫ x
−∞
[
g(t)+ 1
2
]
dt
= −1
ω(a)
∫ x
−∞
∫ t
−∞
dτ
τ
√
P(a, τ )
dt for x ∈ R−. (30)
3. Some historical remarks
In 1969, Cody, Meinardus, and Varga showed in [19] how rational approximants of the exponential function on the
negative half axis R− can be helpful and efficient for the numerical solution of heat-conducting equations. In the same
paper they addressed the problem of calculating rational best approximants r∗nm = r∗nm(exp,R−; ·) in the uniform norm on
R− for moderate degrees (n,m), and they have already proved that geometric convergence holds true. Not much later their
asymptotic error estimates have been improved by A. Schönhage, who showed in [20] that
lim
n→∞
∥∥exp−r∗n,0∥∥1/nR− = 13 . (31)
It is remarkable that in (31) not an upper bound, but a precise estimate of the asymptotic convergence rate has been proved.
However, Schönhage could achieve this precise result only for reciprocals of polynomials, i.e., for rational approximants
with numerator degree equal to 0. Since in his result only one half of the degrees of freedom of ‘diagonal’ approximants
r∗nn(exp,R−; ·), n ∈ N, has been used, it was plausible to conjecture that the asymptotic value of
∥∥exp−r∗n,n∥∥1/nR− should be
1/9, and so the phrase ‘1/9’-conjecture (respectively problem) had been coined. The name ‘1/9’-problem was kept even
when the true value (3) had been discovered. The full discovery was achieved only after a number of intermediate steps, of
which we will mention only those that have remained memorable for the elder of the two authors of the present paper.
In 1982, Trefethen and Gutknecht have calculated the value on the right-hand side of (3) up to six digits in [21] with the
help of Carathéodory–Fejér approximants. With this result they showed for the first time that 1/9 could not be the answer
to the ‘1/9’-problem. High precision calculations of the value in (3) together with the coefficients of a number of rational
best approximants have been done in [22] by Carpenter, Ruttan, and Varga with the help of extrapolations of high precision
data obtained by an application of the Remez algorithm.
Based on ideas and concepts associated with Carathéodory–Fejér approximation, which in the world of control theory is
also known as AAK theory (cf., [23–26]), A. Magnus was able to conjecture the exact functional expression on the right-hand
side of (3). This was a very impressive and remarkable result. More about this analysis and related questions about the ‘1/9’-
problem can be found in [2,3,27,28,4]. Magnus’ conjecture from 1984 has been proved in [1] by Gonchar and Rakhmanov.
Gonchar and Rakhmanov’s approach to the solution of the ‘1/9’-problem is very different from Magnus’ main path
of analysis; it builds on concepts and results from the theory of rational interpolation (also known as multipoint Padé
approximation), and it combines this with subtle arguments from potential theory involving a special extremality problem,
the use of orthogonal polynomials with respect to non-Hermitian orthogonality, and the properties of extremal domains.
In our investigations in [12] we follow the same path of analysis.
A. Magnus did not only find the correct functional expression on the right-hand side of (3), he also found in the literature
that the constant H = 1/9.2890 . . . had already been studied and calculated up to six digits by G.-H. Halphen in 1886 in
connection with investigations of elliptic functions in [29]. The discovery of a history of hundred years was of course a great
surprise, and in commemoration of this early root, the constant has been named after Halphen.
Asymptotics with respect to nth roots, as those in (3), are usually called weak versions. Their counterparts, the strong
versions, aremuchmore difficult to obtain. A. Aptekarev has recently succeeded in [13] to prove the strong asymptotic error
estimate for the ‘1/9’-problem. He has shown that∥∥exp−r∗n,n∥∥R− = 2Hn+ 12 (1+ o(1)) as n→∞. (32)
Again, the exact form of this asymptotic relation had been conjectured some time before by A.Magnus in [27]. In our analysis
we have used a by-product of the investigations in [13] that ensure that the rational best approximants r∗n,n+k(exp,R−; ·)
have no spurious poles in C.
4. Some ideas of the proofs
It has already been mentioned that the proofs of the new results for the extended class (5) of functions f in [12] follow
very closely the footsteps of analysis in the proof of the ‘1/9’-problem in [1] by Gonchar and Rakhmanov. In the present
section we review some of the main ideas and concepts in the overall strategy of these proofs.
In the initial steps we are concerned solely with the approximation of the exponential function; the wider class of
functions (5) comes into play only at a later stage.
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In a first step the independent variable z of the problem is transformed into z˜ := z/n, with n being the degree of the
approximant. For the sake of simplicity we continue to denote the new variable z˜ by the old symbol z. The shrinking of the
independent variable means that we now approximate the powers
f (z) = expn(z) = enz, n ∈ N, (33)
of the exponential function instead of the function itself.
4.1. Connections with rational interpolation
The bondedness of the norm ‖ expn−r∗n,n+k(expn,R−; ·)‖R− implies that the actual denominator and numerator degrees
n′ and m′, respectively, of the approximant r∗n,n+k = r∗n,n+k(expn,R−; ·) satisfy the restriction n′ ≥ m′, which implies that
we can assume without loss of generality that
k ≤ 0 (34)
since we have r∗n,n+k = r∗n,n for all k > 0. Assumption (34) is no longer justified if we deal with a function f of type (5) that
has a rational function u0 with a pole at infinity.
The oscillatory property of the error function of the rational best approximant r∗n,n+k (cf. [30], Chapter V) together with
(34) guarantees the existence of 2n+ k+ 1 interpolation points xj,n ∈ (−∞, 0), j = 0, . . . , 2n+ k, i.e., we have
en xj,n = r∗n,n+k(expn,R−; xj,n), j = 0, . . . , 2n+ k, (35)
which shows that the rational best approximant r∗n,n+k can be seen as a rational interpolant of expn, and consequently
the Hermite–Walsh formulas (cf. [31]) for rational interpolants are available for the best approximant r∗n,n+k. Especially
important here is the orthogonality of the denominator polynomial of r∗n,n+k, which can be determined in this way up to a
constant factor. Further, there exists an integral representation formula for the error function expn−r∗n,n+k.
Let the polynomial
wn(z) :=
2n+k∏
j=0
(z − xj,n) (36)
be defined with the interpolation points xj,n in (35). Then the denominator polynomial qn ∈ Pn of the rational best
approximants r∗n,n+k(expn,R−; ·) = pn/qn satisfies the orthogonality relation∮
γ
ζ lqn(ζ )
en ζ
wn(ζ )
dζ = 0, l = 0, . . . , n− 1, (37)
with γ being a Hankel contour that surrounds R−. From the Hermite–Walsh formulas we know that the approximation
error can be represented as
enz − r∗n,n+k(z) =
wn(z)
q2n(z)
∮
γ
q2n(ζ )
wn(ζ )
en ζ
ζ − z
dζ
i2pi
for z ∈ Int(γ ), (38)
where γ is again a Hankel contour in C \ R−.
4.2. Conditions for a special potential
Using standard compactness arguments one can assume that there exists an infinite subsequence N ⊂ N such that the
weak limits
1
n
νqn
∗−→µ and 1
2n+ k+ 1νwn
∗−→ λ (39)
exist for n→ ∞, n ∈ N . In (39) we have denoted the zero distributions of the two polynomials qn and wn by νqn and νwn ,
respectively, which are measures that place mass 1 at each zero. It is clear by definition that suppλ ⊂ R−, and it will be
proved that suppλ = R−. Further, it will be proved that suppµ = Γ ⊂ C \ R− with Γ being an analytic curve. Especially
the last assertion is not immediate, and it is proved only at the end of a rather involved analysis of the consequences of the
complex orthogonality relation (36). In our somewhat simplified survey here, we omit these necessary circumventions.
By
p(µ; ·) :=
∫
log
1
|x− ·|dµ(x) (40)
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we denote the logarithmic potential of a measure µ. With standard tools from potential theory we deduced from the limits
(39) that
1
n
log
∣∣∣∣wn(z)q2n(z)
∣∣∣∣ −→ 2 p(µ− λ; z), (41)
1
n
log
∣∣∣∣ q2n(z)wn(z)enz
∣∣∣∣ −→ −2 p(µ− λ; z)+ Re(z) (42)
as n→∞, n ∈ N . For the sake of simplicity of our survey we do not qualify the nature of the convergence in (41) and (42).
We also omit certain precautions that are necessary in (41) and (42) for dealingwith the effects of zeros clustering at infinity,
which cannot be excluded in principle at the present stage of analysis.
It is important and decisive for further analysis that from (37), (38), (41) and (42) one can deduce three basic properties
of the still unknown potential p(µ− λ; ·), which are informative enough to give a unique characterization of this potential.
(i) From the equal-oscillation property of the rational best approximants r∗n,n+k(expn,R−; ·) onR− togetherwith the error
representation (38) and limit (41) we deduce that the potential p(µ− λ; ·) is constant on R−. Taking into consideration its
value at infinity, we then have
p(µ− λ; z) = 0 for all z ∈ R−, (43)
which is the first essential property of p(µ− λ; ·).
(ii) From orthogonality (37) together with (39) and (42) we deduce that on the support Γ of the measureµ the potential
has to be constant, i.e.,
p(µ− λ; z)− 1
2
Re(z) = c1 for all z ∈ Γ , (44)
which is the second essential property of p(µ− λ; ·).
(iii) Complex orthogonality relations like (37) are in a very particular way connected with a symmetry property of
a potential of type p(µ − λ; ·). More details about this important connection can be found in [1] and also in [32,33].
In the situation of the approximants r∗n,n+k(expn,R−; ·) the symmetry property takes the form
∂
∂n+
(
p(µ− λ; z)− 1
2
Re(z)
)
= ∂
∂n−
(
p(µ− λ; z)− 1
2
Re(z)
)
(45)
for all z ∈ Γ with ∂/∂n+ and ∂/∂n− denoting the normal derivatives to both sides of the arc Γ . Relation (45) holds on the
arc Γ in addition to (44), and it is the third essential property of the potential p(µ− λ; ·).
The actual analysis that leads to the three properties (43)–(45) is technically much more complicated than the present
short review may have suggested. The full treatment of this whole complex can be found in [1] or [12].
4.3. A special equilibrium potential
With classical tools from the theory of elliptic functions and integrals it is possible to construct a potential p(µ − λ; ·)
that satisfies the three properties (43)–(45), and it turns out that this potential is unique.
The formulas (24), (25) and (27) that appear before Theorem 11 represent already more than half-way to the sought-
after construction of the potential. Let ω(a), ω′(a) be the half-periods from (24), a the parameter value determined by (25),
and g the function introduced in (27). Then we define
G(z) :=
∫ z
−∞
g(ζ )dζ = pi i
ω(a)
∫ z
−∞
∫ ζ
−∞
dτ
τ
√
P(a, τ )
dζ − z
2
. (46)
It is proved in [1] that the unknown potential has the representation
p(µ− λ; ·) = ReG+ 1
2
Re(·). (47)
With the same kind of argumentation as that leading to (47), it further follows that the constant c1 in (44) has the
representation
c1 = pi Imω
′(a)
ω(a)
= pi
2
K(k′)
K(k)
= 1
2
log
1
H
, (48)
where the two moduli k and k′ = √1− k2 are determined by (4). Among other things identity (48) proves the connection
between the Halphen constant H on the right-hand side of (3) and its representation by elliptic integrals in (3).
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The level lines of the potential p(µ − λ; ·) are shown in Fig. 4. It is interesting to see that the left half of the picture is
very similar to the level lines of the error functions shown in Figs. 1–3, and this correspondence is verified by the analytic
proofs.
The level lines of the potential p(µ− λ; ·)− 12Re(·) are shown in Fig. 5. Here, special interest should be concentrated on
the level line that goes through the two points a and a. The arc Γ from Theorem 11, which carries the measure µ, is a piece
of this line, and it connects the two points a and a. The remaining pieces are also relevant for asymptotic distributions of
zeros as one can see by a comparison with Figs. 1 and 2.
From the basic property (44) we already know that Γ is a piece of a level line of p(µ− λ; ·)− 12Re(·). The denseness of
level lines near Γ gives an illustration of the basic property (45), and it turns out that this symmetry property is critical for
the determination of the arc Γ in (28) of Theorem 11.
It may be interesting to remark that the potential p(µ− λ; ·) solves a somewhat non-standard equilibrium problem on
the condenser that is formed by the two plates R− and Γ . The potential p(µ − λ; ·) is constant on R− (cf., property (43)),
but on the complementary plate Γ not the potential itself, but the potential plus its external field − 12Re(·) is constant
(cf., property (44)).
At last we show in Fig. 6 the level lines of the potential
p0(z) :=
{
p(µ− λ; z) for z ∈ C \ D2
c1 + 12Re(z) for z ∈ D2
(49)
with c1 being the constant introduced in (44) and D2 ⊂ C being the domain that has been introduced in Fig. 5 together with
the three other domains D0, D1,1, and D1,2. All four domains together form the open set C \ (Γ ∪ Γ1,1 ∪ Γ1,2 ∪ Γ2,1 ∪ Γ2,2).
The newpotential p0 is themodel for the asymptotic behavior of the logarithmic error functions 12 log | expn−r∗n,n+k|1/n+
1
2 log
1
H . A comparison of Fig. 6 with Figs. 1–3 shows the plausibility of the last statement. An analytic proof demands many
technical details, which will be omitted here for the sake of shortness of the review, but we would like to emphasize that
the potential p0 plays a key role in the proofs of all results from Section 2.
A detailed and very interesting elaboration of elliptic integrals and functions that play a role in the derivation of the
potential p(µ − λ; ·) can be found in [3], where the Weierstrass and also the Jacobi approach has been followed and
interesting graphics are presented, including a detailed plot of the level lines that are given here in Fig. 5.
4.4. Concluding remarks
So far the analysis has been concentrated on the approximation of the nth power expn. The results can be brought back
to the approximation of the exponential function by the simple transformation. The extension of the proofs to the wider
class of functions (5) is more complicated; it is done with the help of a special weighted norm. Instead of the usual uniform
norm ‖ · ‖R− on R−, one considers the norm
‖g‖u,R− := ‖u g‖R− = sup
x∈R−
|u(x)g(x)| for g ∈ C(R−) (50)
with u = 1/u1 and u1 the rational function from (5). It is then shown that all steps discussed up to now can be adapted to
the new situation. This concerns, for instance, the oscillatory property of the best approximants with respect to the norm
(50), and it ends with the confirmation that the basic property (43) holds also in the new situation. For the adaptation it is
necessary that all steps are presented in a way that is open for this type of generalization. It is also critical that the potential
p0 from (49) remains unchanged in the analysis of the asymptotic behavior of the rational best approximants r∗n,n+k(f ,R−; ·)
for an arbitrary function f from the class (5).
Our discussion up to this point is in a strict sense concerned only with upper bonds in the asymptotic estimates. It is
then proved by purely potential-theoretic means that this upper bound is in reality a limit that describes the asymptotic
behavior. For this last part of the proofs we will give no further details here.
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