ABSTRACT State-of-health (SOH) estimation is critical for the battery management system. With autonomous ability and superior nonlinear mapping capability, machine learning is now a hot topic in this field. The training sample set of current machine learning methods based on single learner is often the regional data, which leads to a small range of data acquisition and affects the generalization ability of the model. Regard this issue, the idea of ensemble learning is considered, and by generating differential data samples and synthesizing the output of a series of base learners, a good learning performance can be achieved. Furthermore, gray relational analysis is used for feature correlation analysis. In this paper, NASA battery data sets are used to verify and validate the performance of the proposed method, which indicated an enhanced accuracy of the results based on the ensemble learning method. The proposed battery healthy assessment model based on ensemble learning can be concluded to provide highly accurate and stable SOH predictions.
I. INTRODUCTION
Lithium-ion batteries are known to possess better advantages in terms of their higher energy densities, higher galvanic potential, and low self-discharge rate. They are widely been applied in high-power energy storage applications, in areas of communications and aerospace systems. In particular, there are more optimistic expectations regarding the application of lithium-ion batteries in electric vehicles. Batteries are generally used as energy storage devices in the form of battery packs, however, the inconsistent performance of batteries due to varying material differences directly affect the power supply characteristics. Battery management system (BMS) can effectively supervise the power supplies for equipment, maintain their normal use, and eventually, avoid potential accidents. One of the main roles of battery management systems, is to provide accurate knowledge regarding the internal states of batteries, such as its state of health (SOH) [1] - [5] . The SOH characterizes the health status of a battery, which is usually represented as the capacity loss or power loss. Thus, predicting the SOH of a battery is important but cannot be measured directly, and also, difficult to estimate due to the series and parallel connection of batteries, hence making the accurate prediction of the SOH for battery is a challenging task which requires further studies.
In recent years, SOH estimation of battery has been a hotspot in research by various researchers obtaining some classical results where many estimation methods have been reported. These methods can be classified into two main categories namely: (1) model-based methods and (2) data-driven methods.
The model-based methods consider the battery load conditions, material properties, and degradation mechanism is used to predict the battery SOH. Many theoretical results have been proposed for model-based method, such as electrochemical first-principles models, electrochemical impedance spectroscopy models, and equivalent circuit models [6] - [9] , where the battery degradation model is established based on electrochemical or equivalent circuit model. For instance, battery impedance analysis is conducted based on battery charging and discharging characteristics test by Viswanathan et al. [6] and Wang et al. [7] in order to establish a model of battery internal resistance and to describe its impact on the cell capacity loss. According to the electrochemical reaction mechanism of the battery, Ramadass et al. [8] have proposed a semi-empirical electrochemical model which considers the decrease in battery performance and reduction of active material relative to the battery capacity. He et al. [9] have used the equivalent circuit model to predict the battery SOH and compared the predictive effects of the equivalent circuit model with different others. The electrochemical model method has a clear physical meaning, but the model parameters are numerous, resulting in complex computations. In contrast, the method based on equivalent circuit approach has simple parameters, which on the other hand can be greatly affected by the working conditions, therefore rendering parameter identification a difficult task, and thus the ability of this method to describe the comprehensive dynamic and static characteristics of a battery very weak.
With the superior nonlinear mapping ability, the datadriven method became an important topic of discussion in this field [10] - [14] . The data-driven methods do not consider the electrochemical reaction and failure mechanism of lithium-ion battery, instead they are based directly on the hidden battery health status information and the evolution rules according to battery performance testing data and condition monitoring data (current, voltage, temperature, impedance, etc.). The main data-driven methods are based on neural network (NN), support vector machine (SVM), gaussian process regression (GPR), dynamic bayesian networks (DBNs) and so on [15] - [18] . Long et al. [16] have presented an autoregressive model by using the particle swarm optimization to analyze the remaining life of lithium-ion battery. In contrast, different from NN and SVM, GPR and DBNs provide reasonably confident explanations of the predicted results and also offer more reliable predictions, such as, Bai et al. [17] have used artificial neural network and dual extended kalman filter algorithm to ensure the accuracy of predictions. Furthermore, in order to give reasonably confident explanations of the predicted results, in [18] , online estimated method for lithium-ion battery SOH has been achieved by using DBNs. Owing to their strong impact on the performance of the trained model, features are considered to be fundamental part of most practical machine learning applications. Most of the previously proposed data-driven methods analyzed features related to the battery aging process in order to estimate the SOH [19] - [23] . These methods aim at establishing the mapping between the healthy features of the battery and the SOH, such as the incremental voltage method [19] , [20] , internal resistance analyze [21] , incremental capacity method [22] , [23] . For instance, Yang et al. [22] have selected some health features to obtain a charging curve in order to map the relationship with the battery SOH via GPR. However, this method has assumed that each sample has the same effect on model training and does not consider the impact of different samples on model training, which will lead to low accuracy of the prediction results.
In the present study, a battery assessment model based on ensemble learning algorithm is proposed. The focus of this proposed algorithm is to predict the SOH for a battery. Model training depends on the reasonable use of data samples, but traditional machine method based on single learner may use the regional data, thereby directly affecting the effectiveness of the model training process. Consequently, it is necessary to develop a method to avoid the regionality of data training samples. The idea of ensemble learning to predict the battery SOH is considered. A series of different neural network learners are formed by randomly generating a series of different data samples, and the output of the learners is synthesized. Based on the above theoretical analysis, this paper attempts to explore features with high versatility via charging and discharging data, and takes the feature as input to the SOH estimation model. First, 6 special parameters are extracted from the charging and discharging data of each cycle to be the healthy features. Then, the correlation degree between the healthy feature and SOH is quantitatively analyzed by gray correlation analysis. Finally, using the NASA battery data sets to verify the performance of the proposed method. Compared with traditional neural network (NN), gaussian process regression (GPR), kernel ridge regression (KRR) and support vector machine (SVM), the accuracy of ensemble learning results is improved. The specific framework for the proposed method is shown in Fig. 1 . The structure of this paper is listed as follows: first, briefly explaining the content to be studied in section II. In section III, the introduction of ensemble learning is analyzed. The data processing of experiment data is proposed in section IV. The features which can reflect the battery SOH are extracted from these data. Then, the SOH estimation results are displayed and discussion in section V. Finally, the conclusion is shown in section VI.
II. DEFINITION OF STATE OF HEALTH
The state of health describes the state of the battery compared to its new state, measured as a percentage. SOH takes into account some parameters for verification such as internal resistance, impedance, capacity and so on. As SOH does not correspond to a particular physical quality, there is no consensus in the industry on how SOH could be determined. Capacity ratio is commonly used in industry as expressed in (1).
where C i represents nominal capacity at the present time, C represents nominal capacity at the initial time.
III. ENSEMBLE LEARNING A. ENSEMBLE LEARNING
Ensemble learning is a new machine learning method that ensemble multiple base learners to achieve better learning than a single learner. In other word, the effect of model training is equivalent to multiple decision makers working together on the same problem. In this paper, neural network is used as a base learner to form differential data samples through AdaBoost.RT algorithm. Then, differentiated data samples generated by different weight values are used to train base learners, so as to form a series of differentiated base learners. Next, the outputs of the base learner are synthesized by a certain method, and a new strong learner is generated. The output of the new strong learner is the final result of the ensemble learning. The procedure for AdaBoost.RT algorithm is followed in Algorithm 1.
B. SOH ESTIMATION BASED ON ENSEMBLE LEARNING
In this paper, we adopt the ensemble learning algorithm to estimate the battery SOH. Based on AdaBoost.RT algorithm, We first assume that the contribution of each sample to model training is the same, that is each sample is given the same weight value D 1 (i) = 1 n . Then, the sample weight value is updated based on the error between the predicted value by the model and the real value, that is D t+1
The final prediction of the model is returned by iteration until the appropriate sample weight value is selected and based on the weight, which is
, the implementation of the ensemble learning is shown in Fig. 2 . First, by generating sample data of different distribution and using these data to train base learners, different base learner will has different model output, calculating the corresponding weight values of each base learner respectively, and then using this value to synthesize the output of each base learners to form the final model output.
IV. DATA PROCESSING
In this section, we first introduce the selected experimental data set and the experimental conditions of the battery.
Algorithm 1 AdaBoost.RT Input:
The training labeled data set T of size n, the maximum number of iterations N , and a base learning algorithm Learner, a threshold φ(0 < φ < 1) to determine whether the forecast value is correct or not.
where 4: Calculate the error of training labeled data set:
5: Calculate the error rate of f t (x): 
Z t is a normalizing term. 8: Let t = t + 1. 9: return:
. Since it is difficult to directly establish the mapping relationship between the original data and the battery SOH, it is crucial to select the healthy features which can characteristics of the battery SOH. Thus, healthy features are extracted from the data set in second part. Finally, we use gray relational analysis to judge the correlation between the healthy features and the target.
In this paper, we choose data sets from NASA Ames Prognostics Center of Excellence, which were sampled from a battery prognostic test bed at NASA. In order to get the battery SOH degradation trend under different situation, we select the data sets B0005, B0006, B0007 and B0034. These data were run through 4 different operational profiles (charge and discharge) at room temperature (24 deg C). Charge is carries out in a constant current (CC) mode at 1.5A until the battery voltage reaches 4.2V and then continues in a constant voltage (CV) mode until the charging current drops to 20mA. Discharge is carries out at a constant current level at 2A until the battery voltage falls to 2.7V, 2.5V and 2.2V for data sets B0005, B0006 and B0007 respectively, whereas discharge is conducted at 4 A until the voltage drops to 2.2 V for the data set B0034. The experiments are stopped when the batteries reaches the end-of-life (EOL) criteria, which is a 30% fade in rated capacity (from 2Ahr to 1.4Ahr) for data sets B0005, B0006 and B0007, and a 20% fade in rated capacity (from 2Ahr to 1.6Ahr) for data set B0034. These data sets can be used for the prediction of battery state of health (SOH). The specific experimental conditions of the battery are shown in Table 1 , and Fig. 3 presents the aging trend of the four data sets. 
A. FEATURE EXTRACTION
Because of the limitation of the variables with the battery data, choosing the best healthy feature from the charging and discharging curves to establish the bridge with the battery SOH is necessary. Thus, based on [23] , we use general mathematical calculation to analyze the experimental data for the batteries to obtain the healthy features. Simple analysis based on existing data sets before modeling the battery SOH, taking data set B0005 as an example. Fig. 4(a) and Fig. 4(b) show that the charging and discharging curve of the battery respectively. Fig. 4(c) is the incremental capacity (IC) curves and the Fig. 4(d) is the sample entropy of discharging voltage of the battery. From these images, it can conclude that as the number of cycles increases, these images present a trend rather than an irregular change. In other world, as the number of battery cycles increases, the curve color in the graph is from red-green-blue. Here's the description of the health features that extract from the battery data sets in this article.
1) THE RATIO OF CC MODE
Based on the Fig. 4(a) , each battery has two charging mode under the charging condition, which are CC mode and CV mode. As the number of cycles increases, the time when the battery reaches the cut-off voltage charged by CC mode has become shorter. Let's use the Tcc represents for the CC charging time and Tcv represents for the CV charging time. Using the (2) to calculate the ration of CC mode.
2) EQUAL VOLTAGE DROP
As shown in the Fig. 4(b) , as the number of cycles increase, the time spend in the selected equidistant voltage interval is gradually reduced. Let's measure the battery degradation by the time period with the equal voltage drop. Using the (3) to calculate the equal voltage drop.
3) CHARACTERISTICS OF INCREMENTAL CAPACITY CURVES
According to [23] , starting from the incremental capacity (IC) curve, the feature information related to battery SOH is extracted. As the Fig. 4(c) shows that the IC curve has significant peak point. Let's analyze the change of the peak point coordinate values and the areas near the peak point. Consequently, these three variables can be stated as the healthy features of battery SOH. The specific calculations are shown in (4) .
4) SAMPLE ENTROPY OF DISCHARGING VOLTAGE
Sample Entropy is a nonlinear dynamic parameter uses to quantify the regularity and unpredictability of time series. The Fig. 4(d) represents the obvious trend for the sample entropy of discharging voltage, let's use it as a healthy feature of battery SOH. In summary, six healthy features are chosen as the model input. F1 is the abscissa of the peak point of the IC curves, F2 is the equal voltage drop, F3 is area near the peak point, F4 is the ratio of CC mode, F5 is the ordinate of the peak point of the IC curves and F6 is the sample entropy of discharging voltage. Fig. 5 shows the trend of each healthy feature. Table 2 shows the degree values of battery. Table 2 , it shows that these six features have high relational grade with target SOH. 
According to

B. SAMPLE ENTROPY ANALYSIS
Through the above analysis, one of the healthy features is calculated based on the sample entropy analysis. In this part, we introduce sample entropy analysis briefly. Sample Entropy is a nonlinear dynamic parameter used to quantify the regularity and unpredictability of time series fluctuations. The sample entropy SampEn(m, r, N c ) is defined to be a non-negative number which represents the complexity of time series, reflecting the occurrence of new information in the time series. Possibility, the more complex the time series, the larger the sample entropy. In other words, SampEn is an estimation of the conditional probability that windows of length m (subseries of the time series of length N c ) that remains similar within a tolerance r also match at the next point. The procedure for sample entropy analysis is introduced in [24] . The sample entropy algorithm is followed in Algorithm 2.
C. GRAY RELATION ANALYSIS
In order to measure the correlation between selected features and battery SOH, we need to choose a method that can quantify the correlation between features and targets. Gray relation analysis represents the amount of information shares between two variables or multiple variables. The greater values of the degree, the stronger the correlation between the variables. Therefore, the gray relation analysis method is based on the degree of similarity or dissimilarity of the factor development trend, that is, the ''gray relation degree'', which is used as 
step2: Defines a distance between two variables that is the largest of the difference between the two corresponding elements: a method to measure the degree of association between the factors. So gray relation analysis provides quantitative measurement of system evolution, which is suitable for dynamic process analysis. The procedure for gray relation analysis is introduced in [22] . According to Table 2 , it can be found that there is a strong correlation between the selected features and battery SOH, so these healthy features can be taken as the inputs of the model
V. ESTIMATION RESULT
In this section, we will discuss the predictive results of battery SOH. First, we will introduce the selected training set and test set respectively. Second, based on the discussion in the section IV, healthy features are extracted from the battery experimental data. Third, the ensemble learning predictive model is constructed. Finally, the predictive results are compared with ensemble learning, single NN, GPR, KRR and SVM, where they are measured via the maximum average error (MAE), mean squared error (MSE), and root mean squared error (RMSE).
Battery data sets B0005, B0006, B0007and B0034 are utilized to determine whether the method is effective and accurate for predicting the SOH. Selecting the labeled number cycles 1:2:end as the training sets, and labeled number cycles 2:2:end as the testing sets.
According to section IV, we calculate the healthy features which can reflect the battery SOH and establish the relationship with the battery SOH. First, we randomly generate a series of different data samples, which act on different base learners, and then weight the output of the base learner, then take the weighted output as the final predictive output of the training model. The calculation methods of MAS, MSE and RMSE are introduced in follows. In order to training the accurate model by machine learning, this paper adopts the ensemble learning to predict the battery SOH. Illustrating the effectiveness of the methods that selected, we not only predict the estimated results based on ensemble learning, but also predict the estimated results based on single NN, GPR, KRR and SVM. We select battery data sets under 4 different working conditions, as the Based on Figs. 6-9, the error results for the four battery data sets are calculated by MAE, MSE and RMSE, which are presented in Tables 3-6. The error values in  the Tables 3-6 show that the error of ensemble learning is more stable than other traditional machine learning, which show that ensemble learning can better track the true value and provide accurate prediction. As shown in Tables 3-6 , we can find that the error values of the predicted result obtained by ensemble learning is lower than that obtained by the single learner training. In the data set B0005, it calculates that MAS, MSE and RMSE of ensemble learning predictive results are 0.47%, 5.68e − 03% and 0.75%, respectively, which reduced the error value of prediction results by an order of magnitude compared with these single learners. In the data set B0006, it calculates that MAS, MSE and RMSE of ensemble learning predictive results are 0.76%, 1.5e−02% and 1.23%, respectively, which are the minimum errors of the prediction results obtained by all methods. In the data set B0007, it calculates that MAS, MSE and RMSE of ensemble learning predictive results are 0.65%, 9.5e − 03% and 0.97%, respectively, which are the minimum errors of the prediction results obtained by all methods. In the data set B0034, it calculates that MAS, MSE and RMSE of ensemble learning predictive results are 1.32%, 8.06e−02% and 2.84%, respectively, which are the minimum errors of the prediction results obtained by all methods. Based on these analyses, it can find that the prediction result of ensemble learning is closer to the real value, and the MAS, MSE and RMSE are more stable than the single learners.
VI. CONCLUSION
To improve the predicting accuracy of the SOH for lithium-ion batteries, the idea of ensemble learning is considered. Due to the selected features will directly affect the training effect of the model, the proposed method calculates specific parameters from the charging and discharging curves in each cycle as health features. Using the idea of ensemble learning to avoid the regionality of data training samples, by generating differential data samples and synthesizing the output of a series of base learners. The health features are quantitatively analyzed by gray correlation analysis which is used to train the battery health assessment model. Finally, comparing the ensemble learning results and traditional machine learning results via NASA battery data sets. The accuracy of experimental results is improved for simulation verification, which are shown in section V. It can be seen that the battery healthy assessment model based on ensemble learning can provide more accurate and stable SOH prediction.
