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We study quantum interference effects of a qubit whose energy levels are continuously modulated.
The qubit is formed by an impurity electron spin in a silicon tunneling field-effect transistor, and it is
read out by spin blockade in a double-dot configuration. The qubit energy levels are modulated via its
gate-voltage-dependent g-factors, with either rectangular, sinusoidal, or ramp radio-frequency waves.
The energy-modulated qubit is probed by the electron spin resonance. Our results demonstrate the
potential of spin qubit interferometry implemented in a silicon device and operated at a relatively
high temperature.
PACS numbers: 73.63.Kv, 73.23.Hk, 76.30.-v
Introduction.—Sensitive measurement techniques are
based on the interference of waves. The most striking
illustration is the recent use of interferometry for the de-
tection of gravitational waves [1]. If in place of classi-
cal electromagnetic waves one can use the wave func-
tions of quantum objects, such techniques can be called
quantum interferometry. This was studied not only for
conventional small quantum objects [2, 3], but also for
large organic molecules [4, 5] and micrometer-size super-
conducting circuits [6–8]; see also a recent review article
[9] for different realizations and applications in quantum
sensing. Since it is difficult to maintain a coherent super-
position of charge states, it might be more beneficial to
use instead the spin degree of freedom [10]. Interestingly,
silicon, the second most abundant element in the Earth’s
crust and the base of modern electronics, is an ideal envi-
ronment for spins in the solid state [11]. In this work, we
will explore how to use a single-spin silicon-based qubit
for quantum interferometry.
Among other characteristics, for quantum engineering
it is important to have qubits which are “hot, dense,
and coherent” [12]. In this context, “hot” means work-
ing in the technologically less challenging few-Kelvin
regime rather than being cooled down to the milli-Kelvin
domain. “Dense” refers to the possibility to achieve
high density of quantum dots or donors in semiconduc-
tors. Another benefit of this platform is its compatibil-
ity with the well-developed complementary-metal-oxide-
semiconductor (CMOS) technology. Even more, it has
been shown [13–15] that transistors can behave as quan-
tum dots, in which either charge or spin qubits are real-
ized.
Quantum systems can be modulated by signals of dif-
ferent shapes, such as sinusoidal and square-wave signals.
The latter allows one to rapidly change a qubit state from
one to another, which we can refer to as latching modula-
tion of qubit states [16, 17]. If this is done with a period
longer than the coherence time, then the response has
two separate peaks, situated at the two resonance fre-
quencies corresponding to the two states. Increasing the
modulation frequency, the coherent response is displayed
as an averaged signal, situated at a frequency between
the two resonance frequencies mentioned above, which is
known as motional narrowing. Both motional averaging
and narrowing are known in NMR systems and recently
also studied in superconducting systems [18, 19]. In this
way, by changing the modulation frequency, namely its
ratio to the coherence rate, one can observe the transition
between classical (incoherent) and quantum (coherent)
regimes, as in Refs. [18, 20–22].
In this work, we focus on the time-ensemble behavior
of a spin-1/2 qubit and study the effect of continuously
modulating the qubit energy. In this way, we explore
the motional averaging not only for the symmetric latch-
ing modulation (which was previously demonstrated in
superconducting qubits [16–18]), but also in the asym-
metric regime, where dwelling in one state is longer than
in the other state. A square-wave modulation with vari-
able duty ratio shows weighted motional averaging. At
low modulation frequency, this is visualized, in the fre-
quency dependence, by two peaks (with weighted height
and width); while at high modulation frequency there
is only one averaged peak. We also demonstrate the si-
nusoidal energy modulation of the spin qubit and show
the Landau-Zener-Stu¨ckelberg-Majorana (LZSM) inter-
ference of the spin resonance signal. This is the first
demonstration of LZSM interference where the temper-
ature is much higher than the photon energy of the si-
nusoidal modulation frequency. For realizations of the
low-temperature LZSM interference in quantum-dot sys-
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FIG. 1: High-temperature TFET-based single-spin
qubit. (a) Schematic of the device and measurement set
up. The transistor is defined on a SOI structure with n-
type source and p-type drain electrodes. The channel length
and width are 80 nm and 10 µm, respectively. The source-
drain current ISD of the device is measured for the source-
drain voltage VSD; and the gate voltage VG at tempera-
ture T = 1.6 K is achieved with a pumped 4He cryostat.
A magnetic field B is directed along the source-drain cur-
rent. A microwave (MW) signal is applied on the substrate.
A gate-voltage modulation in the MHz regime is applied
through a high-pass block capacitor with cutoff frequency
(< 10 kHz) much smaller than the modulation frequency
(∼MHz). (b) Schematic of the potential landscape of the
device. (c) Schematic of the single-electron tunneling cycle in
the spin-blockade regime; see the SM for details.
tems see Refs. [23–30].
Device and measurement.—We used a spin qubit de-
vice based on a short-channel tunneling field-effect tran-
sistor, TFET [31], with the implanted deep impurity,
Fig. 1(a) [32–36]. The device is essentially a gate-tunable
PIN diode (a diode with an undoped intrinsic semicon-
ductor region between a p-type semiconductor and an
n-type semiconductor region). The ion implantations
created coupled Al-N impurity pairs in silicon [37–40].
For an appropriate channel length, a three-step tunnel-
ing from the n-type source electrode to the p-type drain
electrode occurs via two localized states in the channel,
Fig. 1(b). The PIN structure allows tunneling via the
localized states of a deep impurity and a shallow impu-
rity [36, 41].
Spin blockade and ESR.—The device has two localized
states, which behave as a double quantum dot device,
where the current is defined by single-electron transport
[42]. Under an appropriate source voltage VSD and gate
voltage VG, the device shows spin blockade (SB) [43]. At
the electron spin resonance (ESR) for one of the spins
in the double dot, the source-drain current ISD increases
due to the lifting of the spin blockade Fig. 1(c) [13, 44].
Note that the large on-site Coulomb energy and strong
confinement of these impurities allow a spin-qubit opera-
tion with a reasonable coherence time (T ∗2 = 0.2−0.3 µs)
at relatively high temperatures and low magnetic fields
[45]. Changing the gate voltage VG within the spin block-
ade region changes the g-factor by about 1% due to the
Stark effect [46].
We describe our spin qubit device as a two-level system
with the pseudo-spin Hamiltonian H(t) = Bz(t)σz/2 +
Bx(t)σx/2. The longitudinal part is defined by the Zee-
man splitting, Bz(t) = g(t)µBB. The time-dependent
gate voltage changes the g-factor by a small value and we
have Bz/~ = ω0 + δ · s(t), where the amplitude δ  ω0;
ω0 = 2pif0 represents the ESR frequency. In this work,
we consider three types of signals [41]: a sinusoidal mod-
ulation, s(t) = cos Ωt, a latching modulation, given by
s(t) =
{
2d, 0 < Ωt/2pi < 1− d,
−2 (1− d) , 1− d < Ωt/2pi < 1, (1)
where d is the duty-cycle ratio, and a ramp modulation,
given by the fractional part in {Ωt/2pi}. Note that for
a symmetric latching modulation, with d = 1/2, from
Eq. (1), we have s(t) = sgn (cos Ωt). In addition, the
transverse part of the Hamiltonian is defined by the MW
voltage applied to the substrate, Bx/~ = 2G cosωt with
amplitude G and circular frequency ω = 2pif . The mod-
ulation is assumed to be slow, i.e. Ω ω.
Square-wave modulation.—In figures 2 and 3 we
present the results of our measurements and calculations
for symmetric and asymmetric square-wave modulation
signals. The left panel focuses on the source-drain cur-
rent ISD, showing the current derivative, dISD/df , in its
main panel. The right panel presents the corresponding
theoretical predictions for the qubit upper-level occupa-
tion.
By adding a square-wave MHz modulation signal to
the gate [Fig. 2(a)], the gate voltage, i.e. g-factor, can
be switched between two values, as described by Eq. (1).
Figure 2(d) shows ISD at VG = −0.36 V and square wave
of frequency 0.5 MHz and amplitude 32 mV. Due to the
slow measurement with a time constant (that shows how
fast the measured current changes) ∼ 0.3 s, we observe
the two ESR peaks with two different g-factors for VG
= −0.36 + 0.016 V and −0.36 − 0.016 V, respectively.
By increasing the modulation frequency, the ESR peaks
show a characteristic interference pattern and eventually
a strong (main) peak appears with weak sideband peaks
[Fig. 2(b)]. The strong single peak at f = f0 = 9.01
GHz [Fig. 2(b)] is a result of motional averaging of the
two peaks for the slow modulation [Fig. 2(d)]. A similar
pattern was observed for latching modulation of the en-
ergy of a superconducting qubit in Ref. [16]. Changing
the modulation amplitude shows a similar behavior with
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FIG. 2: Square wave modulation of the spin qubit.
(a) Shape of the rf signal. (b,c,d) The source-drain current
ISD of the device with a square modulation of its full am-
plitude 32 mV added to the gate at VG = −0.36 V through
the high-pass block capacitor. Other conditions are the same
as in Fig. 1. In panel (c) we present the intensity plot of
dISD/df versus the frequency f and the square-wave modu-
lation frequency Ω (log scale from 0.5 to 50 MHz), showing
the evolution from the two ESR peaks into the strong main
ESR peak and weak sideband peaks. Note that the distance
between the main and the sideband peaks (seen in the up-
per area > 10 MHz) is linear in the modulation frequency
Ω. Panels (b) and (d) present the source drain current ISD
at modulation frequencies of 50 MHz and 5 MHz, respec-
tively. (e,f,g) Calculation of the upper-state population of the
qubit under square-wave modulation of its energy. For calcu-
lations, the following parameters were used for all the graphs:
G/2pi = 1.1 MHz, Γ1/2pi = 0.2 MHz, Γ2/2pi = 1 MHz, and
also for the right panels (e-g) here: δ/2pi = 24 MHz.
a similar crossover frequency [41].
In order to describe the system, we solve the Bloch
equations with the above Hamiltonian. We assume that
ω  Ω and after a rotating-wave approximation
H1 =
~
2
[∆ω + δ ·s(t)]σz + ~G
2
σx, (2)
where ∆ω = ω0−ω = 2pi (f0 − f). Details of the calcula-
tions are presented in [41], cf. Refs. [47, 48]. As a result,
the upper-level occupation probability is readily obtained
from the stationary solution of the Bloch equations:
P+
(
∆ω,
δ
Ω
)
=
1
2
∞∑
k=−∞
G2k(δ/Ω)
G2k(δ/Ω)+
Γ1
Γ2
(∆ω−kΩ)2+Γ1Γ2
,
(3)
where Gk(x) = G |∆k(x)|, which can be interpreted as
the dressed qubit gap, modulated by the function ∆k(x).
The relaxation and decoherence rates are denoted as
Γ1 = T
−1
1 and Γ2 = T
−1
2 , respectively. In particular,
for rectangular modulating system with duty-cycle ratio
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FIG. 3: Weighted averaging for the spin qubit ver-
sus the duty ratio d. (a) Shape of a square wave with
d = 20%. (b-d) Similar plot of ISD as in Fig. 2(b-d) but with
a square wave with a 20% duty ratio, which corresponds to
d = 0.2. The modulation frequency is changed from 0.25 to
25 MHz in a log scale. (e-g) Calculation of the qubit upper-
state population under square-wave modulation (d = 0.2) of
its energy. Besides the duty ratio, other parameters are the
same as in Fig. 2(e-g). Note that the main weighted averaged
peak appears again at f = f0 (here f0 = 9.02 GHz), inde-
pendent of the duty ratio. (h) Duty ratio dependence of the
ESR peak heights at Ω/2pi = 0.25 MHz for lower frequency,
∆IL, and higher frequency, ∆IH . The ∆IL and ∆IH for
d = 0.2 are indicated in (d). (i) The duty-ratio dependence
among three ESR peaks, i.e. the motional averaged main
peak at Ω/2pi = 25 MHz (9.021 GHz), to the ESR peaks of
lower/higher frequency at Ω/2pi = 0.25 MHz. The distances
between the peaks, ∆fL and ∆fH , are indicated in (e) for
d = 0.2. (j) Duty-ratio dependence of the contrasts for the
peak heights and distances.
d, we obtain:
|∆k(x)| = 2
pi
x sin [pi (1− d) (k − 2dx)]
(k + 2 (1− d)x) (k − 2dx) . (4)
We can interpret the effective Hamiltonian (2) as fol-
lows. The microwave drive dresses the two-level system
resulting in an energy level difference ∆ω; when this
is matched to the k-photon energy of the rf-signal, the
dressed qubit is resonantly excited. Indeed, the upper-
level population in Eq. (3) has maxima at |∆ω| = kΩ
4[18, 49]. With Eq. (3) we generated the interferograms
in the right panels of Figs. 2-4. [41] In particular, for
Fig. 2 we used Eq. (4) with d = 1/2.
Asymmetric modulation.—Changing the duty ratio d
(ratio of the low VG signal duration to the period; for
the previous square wave the duty ratio was 50%), shows
both asymmetric modulation and weighted motional av-
erage, as demonstrated in Fig. 3. Because the modulation
voltage is added through the block capacitor, the areas
of the signal curves below and above the average gate
voltage VG are equal, as shown in Fig. 3(a). Figure 3(d)
shows the ESR under slow modulation of the square-wave
signal with a 20% duty ratio. The two ESR peak heights
are different, reflecting the duty ratio. For fast modu-
lation, the main peak appears at the weighted averaged
frequency [Fig. 3(b)].
We repeat similar measurements with various duty ra-
tios (from 20 to 80%). In figure 3(h) we plot the heights
of the two ESR peaks at lowest modulation frequency.
For each duty ratio, we also plot distances between the
above two peak positions and the motional averaged
main peak position at the highest modulation frequency
[Fig. 3(i)]. Both of the peak heights and distances re-
flect the duty ratios. The ratio of the peak heights and
the frequency distances are plotted in Fig. 3(j), and show
the motional-averaged main peaks, which indeed appear
at the weighted average frequency. The deviations from
linear dependencies in these plots, especially for the duty
ratio of 20%, are due to the gate-voltage dependence of
the ESR peak height. More detailed measurements for
each duty ratio are shown in [41].
We note here the following interesting features of
the weighted motional averaging. The rectangular-pulse
modulation places the qubit in one of the two allowed po-
sitions, and the low-frequency characteristics reflect the
weighted time spent in those two states. For high Ω, the
principal ESR line is situated in-between the two qubit
states, the position of which is independent of the duty
ratio. A counter-intuitive aspect is that the position of
this line does not relate to any of the two qubit states, and
thus is referred to as “motional averaging” [18]. Details
of calculations are presented in [41]. There, it is shown
that the frequency shifts are the following: ∆fL = −2dδ
and ∆fH = 2(1− d)δ, while the peak heights are nonlin-
ear functions of d. These formulas are plotted with solid
lines in Fig. 3(h-j).
Sinusoidal and ramp modulation.—Figure 4(b,c) shows
the effect of the sinusoidal modulation that pro-
duces the Landau-Zener-Stu¨ckelberg-Majorana interfer-
ence patten. The modulation amplitude dependence with
fixed modulation frequency shows the radio-frequency-
wave assisted side bands [41]. In the case of a sinusoidal
modulation, the dressed energy gap is given by the Bessel
function of the first kind ∆k(x) = Jk(x).[49] Then, with
Eq. (3) we plot Fig. 4(c). Ramp-wave modulations are
shown in Fig. 4(e,f). An inverse ramp waveform gives
identical results [41]. We note that at low modulation fre-
quency Ω and low detuning ∆ω the agreement is rather
8.96 8.98 9.00 9.02 9.04
0
10
20
30
40
50
f (GHz)
 
 
S
in
. 
M
o
d
. 
F
re
q
 (
M
H
z)
(a)
d
I S
D
/d
f 
 (
p
A
/G
H
z)
0
.4
-0
.4
8.96 8.98 9.00 9.02 9.04
0
10
20
30
40
50
S
in
. 
M
o
d
. 
F
re
q
. 
(M
H
z)
f (GHz)
P
+
0
.5
0
VG 24 mV
(b) (c)
8.96 8.98 9.00 9.02 9.04
1
10
f (GHz)
 
 
S
in
. 
M
o
d
. 
F
re
q
 (
M
H
z)
(d)
d
I S
D
/d
f 
 (
p
A
/G
H
z)
0
.5
-0
.5
VG
36 mV
8.96 8.98 9.00 9.02 9.04
1
10
f (GHz)
S
q
. 
M
o
d
. 
F
re
q
 (
M
H
z)
P
+
0
.5
0
(e) (f)
FIG. 4: Sinusoidal and ramp modulation. (a) Shape of
the rf sinusoidal signal. (b) Source-drain current ISD under
sinusoidal modulation with amplitude 24 mV. Intensity plot
of dISD/df versus the frequency f and the modulation fre-
quency Ω (linear scale from 0 to 80 MHz). (c) Calculation of
the upper-state population of the qubit under the sinusoidal
modulation of its energy. The parameters are the same as for
Fig. 2 besides the amplitude, which here is δ/2pi = 30 MHz.
(d) Shape of the ramp wave signal. (e) Source-drain current
ISD under the ramp modulation with amplitude 36 mV. In-
tensity plot of dISD/df as a function of the frequency f and
the modulation frequency Ω (log scale from 0.25 to 25 MHz).
(f) Calculation of the upper-state population of the qubit
under ramp modulation of its energy. The parameters are
the same as for Fig. 2 besides the amplitude, which here is
δ/2pi = 27 MHz.
qualitative, which might be due to the rotating-wave ap-
proximation.
Discussion.—We have demonstrated that under cer-
tain conditions, an impurity in a field-effect transistor be-
haves as a single-spin qubit which displays coherent phe-
nomena, such as Landau-Zener-Stu¨ckelberg-Majorana in-
terference and motional averaging. The spin-qubit device
is based on a short-channel TFET in which, for an appro-
priate channel length, a three-step tunneling from the n-
type source electrode to the p-type drain electrode occurs
via two localized states in the channel. These localized
states (in a deep impurity and a shallow impurity) form
a double quantum dot in which the spin qubit is formed
in the spin-blockade regime. The g-factor of the spin
can be tuned by the gate voltage, which enables the fast
5modulation of the qubit energy. We demonstrated coher-
ent control by modulating the qubit energy with various
continuous waveforms. In particular, when modulated
by asymmetric rectangular pulses with duty ratio d, we
observed interferograms, which we refer to as weighted
motional averaging. At low frequency, this displays d-
weighted peaks which, at higher frequency, merge into
one peak. To conclude, we summarize the advantages
of the silicon single-spin interferometers: they operate at
relatively high temperature (1.6 K), the g-factor is con-
trolled by the gate voltage (∼ 1%, important for selectiv-
ity of measurements), the relaxation times T1,2 are large,
the fabrication is based on the well-developed techniques
for silicon, such as CMOS, and they can be manipulated
into the ESR and Pauli spin blockade regimes.
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In this Supplemental Material we present details about both our experimental layout and our theoretical approach.
Also we provide here additional data for interferograms with various modulating signals.
I. DEVICE DETAILS
A. Tunnel field-effect transistor
The tunnel field-effect transistor (TFET) is a kind of metal-oxide-semiconductor field-effect transistor (MOSFET)
that has an n-type source and a p-type drain electrodes, effectively working as a gated PIN diode (a diode with an
undoped intrinsic semiconductor region between a p-type semiconductor and an n-type semiconductor region). Its
channel, kept intrinsic for zero gate voltage VG, can be tuned into p-(n-) type for large enough positive (negative)
VG. A TFET is tuned on by gate-induced reduction of the PIN junction thickness, enabling steeper switchings than
MOSFET. Recently, it has been intensively studied as a future low-power transistor element for large-scale integration
[1]. Enhancement of the on-current is achieved by introducing deep impurities in the (relatively long-channel) TFETs,
and this enhancement is ascribed to deep-level assisted resonant tunneling in the PIN junction.
In order to electrically access a single deep impurity, and use its spin for a high-temperature qubit, we introduce
deep impurities in a short-channel TFET. Tunneling transport through a deep impurity level as well as the gate
tuning of the level are possible in short-channel TFET provided that the deep impurity is located appropriately in
the channel. In contrast to a MOSFET, the impurity-electrode tunnel coupling can be in a reasonable range of the
TFET for realistic channel lengths (several tens of nm), even when the deepest level is located in the middle of the
band gap.
Our TFET-based devices are fabricated with a process compatible with those for standard MOSFETs. Starting from
silicon-on-insulator wafers, n-type electrodes (followed by p-type electrodes) are defined by standard ion implantations
of shallow donors (shallow acceptors). Then, we lay both Al and N by the ion implantations in the whole area including
source, channel, and drain, and follow by appropriate heat treatment. This process is known to form coupled Al-N
impurity pairs in Si [2–5]. We found this is crucial for introducing deep impurity levels to TFETs. Indeed, if we omit
this process, no TFETs (including short-channel ones) show the quantum-dot-like transport as described below, but
only conventional characteristics of TFETs. Finally, the gate electrodes are formed with standard high-k/metal gate
technology.
Some of our devices show characteristics similar to a double dot, which is formed when two quantum dots are
connected in series between source/drain electrodes. Measurements of Coulomb diamonds, Coulomb conductance
peaks, and their temperature dependence suggest the formation of multiple dots in the device, composed of a deep
impurity with strong confinement (> 0.1 eV, a Al-N deep level) and at least one satellite dot nearby the deep
impurity with weaker confinement (∼ 5-10 meV), which is probably a shallow acceptor located close to the p-type
drain electrode. Thus, interdot level detuning and interdot tunnel coupling are not tunable but nearly fixed. However,
there is a little tunability for the tunnel coupling between the dots and the electrodes (leads). Because the space charge
layer of the PIN structure depends on the VSD, i.e. thicker for negative VSD and vice versa. The tunnel coupling
between the double dots and electrodes is smaller for negative VSD (and vice versa).
We have checked the electron spin resonance (ESR) response of ISD for various sets of (VSD, VG) in the range of
5-10 mV, and identified the spin blockade region in the plane of (VSD, VG). For the device used in the main text, we
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2observed the ESR spectra with two resonant lines with g-factors equal to 2.3 and 2.7. The peak of the ESR with the
g-factor 2.7 is weak.
B. High-temperature spin qubit
In Fig. 1 we present the schematic of the single-electron tunneling cycle in the spin-blockade regime. This is the
same scheme as Fig. 1(c) in the main text. Here we describe this in more detail.
Consider the initial situation in (i) with one electron in the right dot. The localized energy level on the left (closer
to the n-type source electrode) is the electron-number N = 1 state of the deep impurity, while the right two energy
levels are those of the N = 1 and N = 2 states (separated by the on-site Coulomb energy EC ∼ 10 meV) of the
shallow impurity, respectively. The Fermi energy of the p-type electrode sits between the two right states with a
thermal broadening kBT . The tunneling cycle occurs following the dark gray arrows, with equal probabilities for the
(i)→(ii) and (i)→(ii’) trajectories, and eventually is blocked at the parallel-spin state (ii’). Under the ESR condition
of the right spin, the spin blockade is lifted, as shown in the inset, and the source-drain current is increased due to
the newly opened cycle, as indicated with the light gray arrows: (i)→(ii’)→(iii’)→(iii)→(i). Note that the spin qubit
energy levels have the separation ∆E ∼ 9 GHz·h at B ∼ 1 T and the qubit transition is described as flipping of the
spin at (ii’)→(iii’).
In the spin blockade condition in our experiment, the energy levels of each dot are placed at a position that is not
affected by the thermally excited Fermi distribution of the source/drain electrodes. Under these circumstances, spins
of the double dot are initialized to ↑↑ (up and up) or ↓↓ (down and down). Here we drive the spin state to ↑↓ or
↓↑ by irradiating with a microwave pi pulse corresponding to one of the target spins (e.g., the second spin). This
state is hybridized with the spin-triplet state (↑↓ + ↓↑), thus lifting the spin blockade, then one electron is emitted to
the drain electrode, and another electron is reloaded to the double dot, and again initialized to ↑↑ or ↓↓. Thus, the
increase of ISD is a time-ensemble measure of the flipping rate of the target spin, from its initialized ↑ or ↓ state to
the other state. In the calculation, we treat one 1/2-spin and it is always initialized to the ground state ↓, and the
occupation of the upper level ↑ is calculated.
The coherence time T ∗2 of the spin is estimated to be ∼ 0.2-0.3 µs from Rabi oscillations [6], which is consistent
with the ESR line width of 4 MHz. The relaxation time T1 cannot be estimated from our spin blockade detection
scheme. At least we know that T1 does not dominate the refreshment of the spin blockade and thus it is much longer
than T ∗2 .
In our previous work [6], the back plate was not grounded at the right hand side of Fig. 1(a). Thus, the AC
electric field, rather than the AC magnetic field was applied to the impurity. So we concluded that the spin resonance
observed in Ref. [6] was an electric dipole spin resonance, rather than an electron spin resonance. In this work, we
have improved this point and an AC magnetic field is applied, rather than an AC electric field.
C. Tuning the g-factor by the gate voltage
We have implanted Al-N coupled impurity pairs as the deep impurity. A large anisotropy of its g-factor (2.0-2.3
depending on the magnetic field direction) has been reported in Ref. [6]. The anisotropy of the g-factor of Al-N
centers has also been reported for bound excitons trapped to the Al-N center [2]. These results suggest that the wave
function of the Al-N center is strongly localized and has axial symmetry, and its spin-orbit interaction is strong and
anisotropic. In such system, the g-factor should also react with an electric field which modifies its wave function, and
results in the observed gate-voltage dependence of the g-factor. However, the detailed nature of the deep impurity is
unknown and its identification is a future research subject.
Changing the gate voltage VG within the spin-blockade region changes the g-factor by about 1% [6]. In such system
the g-factor should also react with an electric field which modifies its wave function (Stark effect), and results in the
observed gate-voltage dependence of the g-factor.
Figure 2(a) shows the ESR peak observed in the spin-blockade regime. The ESR linewidth, i.e., the inverse of the
coherence time T ∗2 , is reasonably limited by the spin blockade lifetime as well as the natural abundance of
29Si [7].
Changing the gate voltage VG within the spin blockade region changes the g-factor by about 1% due to the Stark
effect [Fig. 2(b)] [8]. Therefore, the device behaves as a spin qubit.
Two ESR transitions with g-factors g = 2.3 and g = 2.7 for the two impurities are observed. Hereafter, we only
focus on the ESR peaks at g = 2.3.
3Idea for revised Fig.1 in SM 
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FIG. 1: Schematics of the g-factor modulation and ESR. (a) The Zeeman energy of the spin is modulated in time by
a square waveform. Note that the spin blockade condition is always kept under modulation. (b) Schematic of the ESR for
the slow limit of the square-wave modulation, where the low-energy spin state is hit by a low ESR microwave frequency. (c)
The same slow-modulation limit, where the high-energy spin state is resonant with the high-frequency ESR microwave. (d)
High modulation-frequency limit, where the spin energy is motional-averaged and the ESR occurs for an averaged microwave
frequency.
II. THEORETICAL DESCRIPTION OF THE DRIVEN AND MODULATED SINGLE SPIN
A. Energy-level modulations
Consider a two-level system, described by the Hamiltonian
H(t) =
Bz(t)
2
σz +
Bx(t)
2
σx (1)
with
Bz(t)/~ = ω0 + δ · s(t), (2)
where we assume the amplitude to be small, i.e. δ  ω0, and
Bx(t)/~ = 2G cosωt. (3)
(Here the factor 2 is introduced so that the amplitude G defines the Rabi frequency.)
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FIG. 2: ESR for the single-spin qubit with tunable g-factor. (a) The source-drain current ISD of the device at VSD
= 0.33 V and VG = −0.36 V as a function of the frequency f for various magnetic field detunings ∆B from B = 0.2755 T, with
fixed MW power of −18 dBm. ESR peaks with a linewidth of 4 MHz are observed. (b) ISD of the device at VSD = 0.33 V
and B = 0.2755 T versus the frequency f for various gate voltage detuning ∆VG away from VG = −0.36 V. The g-factor (thus
the qubit energy) is increased for more positive ∆VG. The change of the g-factor is found to be linearly dependent on ∆VG.
For |∆VG| > 20 mV, the ESR response is not observed, suggesting the VG is out of the SB region. Note that the ESR peak is
superimposed on the background current, which is around 2.5 pA. Both in (a) and (b) all the upper curves are shifted vertically,
for clarity.
For the longitudinal-field modulation, we consider different possibilities: (i) sinusoidal modulation, (ii) asymmetric
latching modulation, and (iii) ramp modulation. Below we will discuss these regimes in more detail.
(i) The sinusoidal modulation is the one most often used, and it is given by
s(i)(t) = cos Ωt = cos 2piτ, (4)
where we introduced the dimensionless time
τ =
Ωt
2pi
. (5)
(ii) Next we consider a modulation with asymmetric rectangular pulses with duty ratio d. This corresponds to a
qubit latched in one of the two states, with fast switching between these states. We refer to this regime as “latching
modulation” [9]. In this case we assume that the modulating function has two stages with equal areas under the curve:
s
(ii)
d (τ) =
{
2d, 0 < τ < 1− d,
−2 (1− d) , 1− d < τ < 1. (6)
Here the factor 2 is introduced so that this modulating function changes between −1 and +1 for the symmetric 50%
duty ratio:
s
(ii)
0.5 (τ) =
{
1, 0 < τ < 0.5,
−1, 0.5 < τ < 1. (7)
These two definitions can be written (with an insignificant shift of the time variable) as
s
(ii)
d (τ) = 2θ (cos 2piτ + cospid)− 2 (1− d) (8)
and
s
(ii)
0.5 (τ) = sgn (cos 2piτ) , (9)
5where sgn is the sign function.
(iii) Modulating with triangular pulses, or “ramp modulation”, corresponds to
s(iii)(τ) = {τ} , (10)
where the curly brackets denote the fractional part.
In all cases the modulation frequency is assumed to be small,
Ω ω. (11)
For this reason, the fast signal with frequency ω can be called “driving”, while the slow signal with frequency Ω can
be denoted as the “energy-level modulation”.
B. Bloch equations and the rotating-wave approximation
With the Hamiltonian (1) the qubit dynamics can be described by the Bloch equations (as e.g. in Ref. [10]) for the
components of the density matrix ρ = 12 (1 +Xσx + Y σy + Zσz):
X˙ = −BzY − Γ2X,
Y˙ = −BxZ +BzX − Γ2Y,
Z˙ = BxY − Γ1 (Z − Z0) .
(12)
Here the phenomenological parameters Γ1 = T
−1
1 and Γ2 = T
−1
2 are the relaxation rates with decoherence rate
Γ2 =
1
2Γ1 + Γφ, defined by the pure dephasing rate Γφ. Decoherence defines the relaxation of X and Y towards 0,
while the relaxation of the diagonal component Z is defined by the Maxwell-Boltzmann distribution for the given
effective temperature Teff , and it evolves towards Z0 = tanh [~ω0/ (2kBTeff)].
It is often instructive to solve the Bloch equations analytically. There are several approaches, such as the adiabatic-
impulse model and the rotating-wave approximation (RWA). We refer the interested reader to Refs. [9, 11] and
references therein for the adiabatic-impulse and other models, while the RWA calculations are presented below in
detail.
Based on the slowness of the energy-level modulation, Eq. (11), we can make use of the RWA, following Refs. [9]
and [11]. First, we make the unitary transformation
U1 = exp (−iωσzt/2) , (13)
which corresponds to moving to the rotating frame, to get rid of the fast time dependence. In the new representation,
the Hamiltonian reads
H1 = U
†
1HU1 − i~U†1 U˙1 =
~
2
[∆ω + f(t)]σz +
~G
2
σx, (14)
where f(t) = δ·s(t) and ∆ω = ω0−ω. Next, in order to have the Hamiltonian conveniently written to solve the Bloch
equations, we make another unitary transformation,
U2 = exp [−iη(t)σz/2] , η(t) =
∫ t
0
dt′f (t′) . (15)
We obtain a new Hamiltonian
H2 =
~∆ω
2
σz +
~
2
G
(
eiησ+ + h.c.
)
, (16)
with σ+ =
1
2 (σx + iσy). Then the preparatory stage is finalized by the Fourier-series expansion,
eiη =
∞∑
m=−∞
∆me
imΩt, (17)
where the complex-valued amplitude is given by the inverse Fourier transform,
∆m =
Ω
2pi
2pi/Ω∫
0
dte−imΩteiη(t) =
1∫
0
dτ exp [iη(τ)− i2pimτ ] . (18)
6Then the Hamiltonian becomes
H2 =
~∆ω
2
σz +
~G
2
∞∑
m=−∞
(
∆me
imΩtσ+ + h.c.
)
. (19)
To solve the Bloch equations, for the moment we assume that the system is driven close to resonance, where the
“dressed energy distance”~∆ω equals to the energy of k photons, ~∆ω ≈ k~Ω. Then we omit the “fast-rotating” terms
and leave only terms with m = k. With this, the r.h.s. of the Bloch equations does not contain any explicit time
dependence. Then equating its l.h.s. to zero, we obtain the stationary solution. In particular, this gives the upper-
level occupation probability, P+ =
1
2 (1− Z). Summing all possible resonant terms, we obtain the qubit upper-level
occupation probability
P+
(
∆ω,
δ
Ω
)
=
1
2
∞∑
k=−∞
G2k(δ/Ω)
G2k(δ/Ω) +
Γ1
Γ2
(∆ω − kΩ)2 + Γ1Γ2
, (20)
where Gk(x) = G |∆k(x)|. We emphasize, that for a complex-valued ∆k, what matters is its absolute value.
C. Calculations for different modulations
As shown in Eq. (20), in order to obtain the upper-level occupation probability, one has to calculate the functions
∆k. This is the subject of the present subsection.
(i) For the sinusoidal modulation, we can make use of the Jacobi-Anger expansion, which reads
exp (ix sin 2piτ) =
∞∑
m=−∞
Jm(x) e
im2piτ , (21)
where Jm(x) is the Bessel function of the first kind. Then, it is straightforward to see that
∆(i)m (x) = Jm(x), x =
δ
Ω
. (22)
It is useful to recall here the asymptote
Jm(x) ≈
√
2
pix
cos
[
x− pim
2
− pi
4
]
. (23)
(ii) For the asymmetric latching modulation, by direct integration we obtain
∆
(ii)
d,m(x) =
2
pi
x sin [pi (1− d) (m− 2dx)]
(m+ 2 (1− d)x) (m− 2dx) . (24)
As mentioned before, since only |∆m| matters in Eq. (20), we omitted factors with unit modulus. We will do this
throughout.
In particular, for the symmetric rectangular modulating signal with d = 0.5, Eq. (24) gives
∆
(ii)
0.5,m(x) =
2
pi
x
m2 − x2 sin
[pi
2
(m− x)
]
. (25)
(iii) For the ramp modulation, we have
∆(iii)m (x) =
∫ 1
0
dτ exp
[
ipi
(
xτ2 − 2mτ)] . (26)
This can be rewritten in terms of the Fresnel integrals:
7∣∣∣∆(iii)m (x)∣∣∣2 = 1pix [C (√pix(1− mx ))+ C (√pixmx )]2 +
+
1
pix
[
S
(√
pix
(
1− m
x
))
+ S
(√
pix
m
x
)]2
, (27)
S(y) =
∫ y
0
dt sin t2, C(y) =
∫ y
0
dt cos t2. (28)
Such rewriting allows to use asymptotic approximations. In particular, when |y|  1
S(y) ≈ C(y) ≈
√
pi
8
sgn y, (29)
which gives ∣∣∣∆(iii)m (x)∣∣∣ ≈ 1/√x. (30)
The above equations allow to plot interferograms. We generated the right panels of Figs. 2-4 in the main text
and the interferograms below (lower panels of Figs. 3 and 4 and the right panel of Fig. 6) employing Eq. (20). In
addition, we used the ∆k from Eqs. (22, 24, 25, and 26) for the sinusoidal, asymmetric and symmetric latching, and
ramp modulations, respectively. For calculations, we took the parameters known from the experiment related to the
driving and modulation as well as ω0 and Γ2, while the two unknown parameters, G and Γ1, were used for fitting. We
emphasize that the interference pictures are very sensitive to the relaxation and decoherence rate, so, having obtained
the agreement between the experimental and theory interferograms, we can state that we have reliably obtained the
relaxation and decoherence rates. Finally, we note that we have checked that the interferograms calculated analytically
with these equations agree nicely with the ones calculated numerically by solving Eq. (12).
D. Limiting cases
Equation (20), together with the expression of ∆k(x) [Eqs. (22-26)], allows for an analytical treatment. Let us
consider several illustrative limiting cases.
First, let us consider the symmetric latching modulation, with ∆k(x) given by Eq. (25). For low modulating
frequencies, Ω δ, we have x = δ/Ω 1 and |k|  1. As a result, from Eq. (25) we obtain that, for any given value
of x, the contribution comes from the two k-th terms with k ' ±x, for which we obtain ∆k(x) ' 1/2. Inserting this
result in Eq. (20) we find that the position of the resonances are at ∆ω = kΩ, which, for k = ±x, gives two lines at
∆ω = ±δ. (31)
At large modulating frequencies, Ω  δ, we have x  1 and k = 0. This is because for non-zero k we have
∆k ∼ x/k2 −→ 0. As a consequence, the position of the resonance is defined by ∆ω = kΩ, which, for the main peak,
with k = 0, gives a zero shift of the resonance line:
∆ω = 0. (32)
With ∆k ' 1/2, we can estimate the frequency half-width at half-maximum ∆ωHWHM by equating 12P+ at ∆ω = kΩ
and P+ at ∆ω = kΩ + ∆ωHWHM. This gives
∆ω2HWHM = Γ
2
2 +
G2
4
Γ2
Γ1
. (33)
This means that the minimal half-width is Γ2 and it is increased by the driving amplitude G.
Even more informative is the asymmetric latching modulation, with d 6= 1/2. For low modulating frequencies,
x 1, there are two characteristic values of k, defined from the denominator of Eq. (24). For k = 2(1− d)x, we have
∆k ' d and ∆ω = kΩ, so that
∆ω = 2(1− d)δ. (34)
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FIG. 3: Radio frequency (RF) wave power dependence of Landau-Zener-Stu¨ckelberg-Majorana (LZSM) interference of the spin
resonance signal. (a) Schematic measurement set up. Instead of modulating the g-factor by VG, here we add the rf signal
to the microwave signal with the power combiner. This set up is effectively equivalent to the set up of Fig. 1(a) because the
rf signal is fed to the gate via a stray capacitance between the substrate and the gate. (b-e) the RF power dependence of
the LZSM interference with fixed RF frequency of (b) 2 MHz, (c) 5 MHz, (d) 10 MHz, and (e) 20 MHz, respectively. (f-i)
shows the corresponding calculations. For calculations the following parameters were used for all the graphs: G/2pi = 1 MHz,
Γ1/2pi = 0.2 MHz, Γ2/2pi = 1 MHz.
For k = −2dx, we have ∆k ' 1− d, and
∆ω = −2dδ. (35)
We can see that the two terms, with different k, define the positive and negative shifts of different signs, Eqs. (34-35),
which for d = 1/2 reduce to Eq. (31). From Eq. (20) we can also define the heights of the two respective peaks, at
∆ω = kΩ and for given values of k′s we obtain
PL+ =
1
2
d2
d2 + λ
, PH+ =
1
2
(1− d)2
(1− d)2 + λ, λ =
Γ1Γ2
G2
. (36)
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FIG. 4: Amplitude dependence of the square-wave modulation. (a-c) Similar measurements as Fig. 3(c) in the main text
with different amplitudes of the square-wave modulation, (a) 16 mV, (b) 24 mV, and (c) 40mV, respectively. (d-f) shows the
corresponding calculations, using δ/2pi = 12, 18, 30 MHz for (d)-(f), respectively.
In this way, the asymmetric latching is defined by the d-dependent peaks at small modulating frequency, while for the
large modulating frequency we again have ∆ω = kΩ with k = 0, i.e. the zero frequency shift, as above in Eq. (32),
which is remarkably independent of d.
From our formulas, we can also estimate the modulating frequency Ω, at which transition from one regime (high-
frequency one, with the interference fringes) to another regime (low-frequency one, with two resonance lines described
by Eq. (31)) takes place. For this, we can estimate from Eq. (20) both the width of the k-th resonance and the
distance between neighboring resonances. Let us define the transition frequency Ω∗ as the one at which those two
values become equal. Then we obtain
Ω∗ = 2
√
Γ22 +G
2
k
Γ2
Γ1
& 2Γ2. (37)
When G is small, this gives Ω∗ ≈ 2Γ2. For our parameters, with ∆k ' 1/2, this gives Ω∗/2pi ≈ 3 MHz, in agreement
with what we can see in both the simulations and the experiment in Fig. 4.
E. Interferograms
As predicted by the formula (20), there are resonances (when the denominator has minima) and nodes (when the
numerator tends to zero). The respective resonance lines interrupted by the nodes form interference fringes, containing
important information about the system and its environment. [11] The overall upper-level occupation probability P+
depends on both ∆ω and δ/Ω. Thus, the fringes can be visualized by plotting the qubit upper-level occupation (in
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FIG. 5: Duty-ratio dependence of the asymmetric square-wave modulations. (a-f) Similar measurements as in Fig. 4(c) in the
main text with different duty ratios of the asymmetric square-wave modulation, (a) 20%, (b) 30%, (c) 40%, (d) 60%, (e) 70%,
and (f) 80%, respectively.
theory) or the source-drain current (in experiment) as a function of these parameters. One can choose either a pair
∆ω and δ or ∆ω and Ω. In the main text and in the Supplemental Material we mostly follow the latter option, while
the dependence on the rf power (the former option) is presented below in Fig. 3.
There are two models which are convenient to understand and describe the interference: the so-called adiabatic-
impulse model and the RWA. As presented in Refs. [9, 11], the two models give results. Here, for a qubit with various
energy-level modulations, we used the RWA. Let us now summarize several key features of the two models.
If a two-level system is periodically driven, this can be described as an alternation of two processes: adiabatic
evolution along the ground and excited qubit states most of the time, with sudden transitions between the two states,
when they approach each other. The latter are known as Landau-Zener transitions, while the adiabatic evolution is
described by the accumulation of the so-called Stu¨ckelberg phase. This phase produces the interference. Since related
phenomena were also considered in 1932 by Majorana, the overall picture is related to four names: Landau, Zener,
Stu¨ckelberg, and Majorana. Varying the system parameters, one can observe the alteration of the constructive and
destructive interference.
While the adiabatic-impulse model could provide an intuitive picture, in our case (of rf-modulation plus mw-driving),
it is more informative to use the RWA. This was considered in detail in this Section, and more graphical results will
be presented in the next Section. As we mention after Eq. (4) in the main text, the dressed qubit is excited under
the resonant condition, ∆ω = kΩ. As can be seen from Eq. (20), the resonance lines are interrupted by zeros, when
∆k(x) = 0. Indeed, there we have destructive Stu¨ckelberg interference.
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III. DETAILS OF EXPERIMENTAL AND CALCULATION RESULTS FOR THE MODULATED
SINGLE SPIN
A. Sinusoidal modulation
The radio frequency (RF) wave power dependence of the Landau-Zener-Stu¨ckelberg-Majorana (LZSM) interference
of the spin-resonance signal is summarized in Fig. 3. The intervals between the satellite peaks are defined by the RF
frequencies, and the heights of the main and satellite peaks follow Bessel functions as a function of the RF power.
Note that a small and very slow drift of the ESR frequency (∼ 20 MHz per week) is observed for fixed VG that
seems to depend on the filing condition of liquid helium of the cryostat, probably due to the small change of the
position of the superconducting magnet. The effect of this slow drift is negligible during the 1 hour measurement, but
induces variations of the ESR frequency f0 at VG = −0.36 V from 9.00 to 9.01 GHz.
B. Symmetric square-wave modulation
If the modulation is slow enough, then in the response there are two separate peaks situated at the two resonance
frequencies corresponding to the two states. Increasing the modulation frequency, the coherent response is displayed
as an averaged signal, situated at a frequency between the two resonance frequencies mentioned above, which is known
as motional narrowing. One of the relevant time scales that sets the cross-over to motional averaging is the dynamical
time scale associated with the difference in frequency of the two states that the system is modulated between. Another
relevant time scale is the effective coherence time T ∗2 . The smaller time of these is the characteristic time for the
crossover. We note that the T ∗2 of the qubit is limited not only by the nuclear spins but also by the lifetime (refresh
time) of the spin blockade. Namely, the spin blocked state in the panel (ii’) of Fig. 1(c) has a finite lifetime due to
the higher-order tunneling pass that leads the state (ii’) directly to the state (i).
The amplitude dependence of the square-wave modulation is shown in Fig. 4, which demonstrates that there are
two characteristic frequencies. First, by increasing the modulating frequency, at Ω ≈ Ω1 = 2 · 2pi MHz the transient
behavior with interference fringes start to appear. Our calculations, demonstrate that this characteristic frequency
is defined by the decoherence, Ω1 = 2Γ2 and it is independent of the modulating amplitude δ. By further increasing
the frequency, we can observe a kind of motional averaging, with one principal peak at ∆f = 0 [12] replacing the
two peaks at f1,2 − f0 = ±δ. The appearance of this peak depends on the amplitude δ and is independent on the
decoherence rate; this happens at Ω ≈ Ω2 = δ/2 [12].
C. Asymmetric latching modulation
The duty ratio dependence of the asymmetric square-wave modulations is shown in Fig. 5. Data for Fig. 4(h) and
(i) in the main text are extracted from these, as well as from Fig. 3(c) in the main text for the 50% duty ratio.
D. Ramp modulation
We have checked the effect of time reversal symmetry of the ramp waveform [Fig. 6(a)]. It is nearly identical to
Fig. 5(c) in the main text. Figure 6(b) is the derivative, dP+/df , of the Fig. 5(d) in the main text. Interference
fringes with smaller wave length around the modulation frequency of 2 MHz are not clearly seen in the P+ intensity
plot [Fig. 5(d)]. For a more detailed study to check the time-reversal symmetry of the spin dynamics under a ramp
modulation, it might be necessary to also reverse the magnetic field direction and microwave phase to properly
implement the time-reversed process.
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