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LIMIT THEOREMS IN FREE PROBABILITY THEORY. I
G. P. CHISTYAKOV1 AND F. GO¨TZE1
Abstract. Based on a new analytical approach to the definition of additive free con-
volution on probability measures on the real line we prove free analogs of limit theorems
for sums for non-identically distributed random variables in classical Probability Theory.
1. Introduction
In recent years a number of papers are investigating limit theorems for the free con-
volution of probability measures (p-measures) defined by D. Voiculescu. The key concept
of this definition is the notion of freeness, which can be interpreted as a kind of inde-
pendence for noncommutative random variables. As in the classical probability where
the concept of independence gives rise to the classical convolution, the concept of freeness
leads to a binary operation on the p-measures on the real line, the free convolution. Many
classical results in the theory of addition of independent random variables have their coun-
terpart in this new theory, such as the law of large numbers, the central limit theorem,
the Le´vy-Khintchine formula and others. We refer to Voiculescu, Dykema and Nica [25]
for introduction to these topics. Bercovici and Pata [10] established the distributional
behavior of sums of free identically distributed random variables and described explicitly
the correspondence between limits laws for free and classical additive convolution. In
this paper, using a new approach to the definition of the additive free convolution (see
[15]), we generalize the results of Bercovici and Pata to the case of free non-identically
distributed random variables. We show that the parallelism found by Bercovici and Pata
holds in the common case of free non-identically distributed random variables. Our ap-
proach to the definition of the additive free convolution allows to obtain estimates of
the rate of convergence of distribution functions of free sums. We prove the semi-circle
approximation theorem (an analog of the Berry-Esseen inequality), the law of large num-
ber with estimates of the rate of convergence. We describe Le´vy’s class L⊞ of limiting
distributions of normed sums of free random variables obeying infinitesimal conditions.
As in the classical case we prove the norming theorem, which is necessary and sufficient
conditions for convergence, (see [16] and [19]) and derive the canonical representation of
the measures of the class L⊞. Furthermore, we shall give a characterization of the class L⊞
by means of the property of self-decomposability, extending results by Barndorff-Nielsen
and Thorbjørsen [3].
1) Research supported by the DFG-Forschergruppe 399/2 and SFB 701. Partially supported by INTAS
grant N 03-51-5018.
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The paper is organized as follows. In Section 2 we formulate and discuss the main
results of the paper. In Section 3 we formulate auxiliary results. In Section 4 we prove
the extended additive free central limit theorem for general case of free non-identically
distributed random variables. This extends the Bercovici and Pata parallelism between
free additive and classical additive infinite divisibility and limits laws for free and classical
additive convolution to the general case. In Section 5, using results of Section 4, we
describe an analog of the Le´vy class L⊞ for additive free convolution. We establish
the Bercovici and Pata parallelism between the classical Le´vy class L and the class L⊞.
In Section 6, using our approach to the definition of the additive free convolution, we
derive the semicircle approximation theorem (an analog of the Berry-Esseen inequality)
as well as a law of large numbers with estimates of convergence.
2. Results
Denote byM the family of all Borel p-measures defined on the real line R. OnM define
the associative composition laws denoted ∗ and ⊞ as follows. For µ1, µ2 ∈ M let the p-
measure µ1∗µ2 denote the classical convolution of µ1 and µ2. In probabilistic terms, µ1∗µ2
is the probability distribution of X + Y , where X and Y are (commuting) independent
random variables with probability distributions µ1 and µ2 respectively. The p-measure
µ1⊞µ2 on the other hand denotes the free (additive) convolution of µ1 and µ2 introduced
by Voiculescu [23] for compactly supported p-measures. Free convolution was extended
by Maassen [20] to p-measures with finite variance and by Bercovici and Voiculescu [7]
to the class M. Thus, µ1 ⊞ µ2 is the distribution of X + Y , where X and Y are free
random variables with the distributions µ1 and µ2, respectively. There are free analogues
of multiplicative convolutions as well; these were first studied in Voiculescu [24].
Let C+ (C−) denote the open upper (lower) half of the complex plane. For µ ∈ M,
define its Cauchy transform by
Gµ(z) =
∞∫
−∞
µ(dt)
z − t , z ∈ C
+. (2.1)
Following Maassen [20] and Bercovici and Voiculescu [7], we shall consider in the fol-
lowing the reciprocal Cauchy transform
Fµ(z) =
1
Gµ(z)
. (2.2)
The corresponding class of reciprocal Cauchy transforms of all µ ∈M will be denoted by
F . This class admits a simple description. Recall that the Nevanlinna class N is the class
of analytic functions F : C+ → C+∪R. The class F is the subclass of Nevanlinna functions
Fµ for which Fµ(z)/z → 1 as z → ∞ nontangentially to ∞ (i.e., such that ℜz/ℑz stays
bounded), and this implies that Fµ has certain invertibility properties. (See Akhiezer and
Glazman [2], Akhiezer [1], Berezanskii [12]). More precisely, for two numbers α > 0, β > 0
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define
Γα = {z = x+ iy ∈ C+ : |x| < αy} and Γα,β = {z = x+ iy ∈ Γα : y > β}.
Then for every α > 0 there exists β = β(µ, α) such that Fµ has a left inverse F
(−1)
µ defined
on Γα,β. The function φµ(z) = F
(−1)
µ (z) − z is called the Voiculescu transform of µ. It is
not hard to show that φµ(z) is an analytic function on Γα,β and ℑφµ(z) ≤ 0 for z ∈ Γα,β,
where φµ is defined. Furthermore, note that φµ(z) = o(z) as |z| → ∞, z ∈ Γα.
Based on alternative definition of free convolution developed in Chistyakov and Go¨tze
[15], we define the free convolution µ1 ⊞ µ2 of p-measures µ1 and µ2 as follows. Let
Fµ1(z) and Fµ2(z) denote their reciprocal Cauchy transforms respectively. We shall define
the free convolution µ1 ⊞ µ2, using Fµ1(z) and Fµ2(z) only. It was proved in Chistyakov
and Go¨tze [15] that there exist unique functions Z1(z) and Z2(z) in the class F such that,
for z ∈ C+,
z = Z1(z) + Z2(z)− Fµ1(Z1(z)) and Fµ1(Z1(z)) = Fµ2(Z2(z)). (2.3)
The function Fµ1(Z1(z)) belongs again to the class F and hence by Remark 3.1 (see Sec-
tion 3) there exists a p-measure µ such that Fµ1(Z1(z)) = Fµ(z), where Fµ(z) = 1/Gµ(z)
and Gµ(z) is the Cauchy transform as in (2.1). We define µ1 ⊞ µ2 := µ. The measure µ
depends on µ1 and µ2 only.
On the domain Γα,β, where the functions φµ1(z) and φµ2(z) are defined, we have
φµ1⊞µ2(z) = φµ1(z) + φµ2(z). (2.4)
This relation for the distribution µ1⊞µ2 of X +Y , where X and Y are free random vari-
ables, is due to Voiculescu [23] for the case of compactly supported p-measures. The result
was extended by Maassen [20] to p-measures with finite variance; the general case was
proved by Bercovici and Voiculescu [7]. Note that Voiculescu and Bercovici’s definition
uses the operator context for the definition of µ1⊞µ2, whereas Maassen’s approach is clos-
est to our analytical definition for the additive free convolution of arbitrary p-measures.
Note that this approach extends as well to the case of multiplicative free convolutions (see
[15]). By (2.4) it follows that our definition of µ1 ⊞ µ2 coincides with that of Voiculesku
and Bercovici as well as Maassen’s definition.
There is a notion of infinitely divisible p-measures for additive free convolution. As in
the classical case, a p-measure µ is ⊞-infinitely divisible if, for every natural number n, µ
can be written as µ = νn⊞νn⊞ · · ·⊞νn (n times) with νn ∈M. Such ⊞-infinitely divisible
p-measures were characterized by Voiculescu [23] for compactly supported measures. The
⊞-infinitely divisible p-measures with finite variance were studied in Maassen [20] and
Bercovichi and Voiculescu [7] extended these results to the general case. There is an ana-
logue of the Le´vy-Khintchine formula, (see Voiculescu, Dykema, Nica [25], Bercovici and
Voiculescu [6], Bercovici and Voiculescu [7] which states that a p-measure µ, on R, is
infinitely divisible if and only if the function φµ(z) has an analytic continuation to C
+,
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with values in C− ∪ R, such that
lim
y→+∞
φµ(iy)
y
= 0. (2.5)
By the Nevanlinna representation for such function (see Section 3), we know that there
exist a real number α, and a finite nonnegative measure ν, on R, such that
φµ(z) = α +
∫
R
1 + uz
z − u ν(du), z ∈ C
+. (2.6)
Since there is a one-to-one correspondence between functions φµ(z) and pairs (α, ν), we
shall write φµ = (α, ν).
Formula (2.6) is an analogue of the well-known Le´vy-Khintchine formula for charac-
teristic functions ϕ(t;µ) :=
∫
R
eitu µ(du), t ∈ R, of ∗-infinitely divisible measures µ ∈ M.
A measure µ ∈ M is ∗-infinitely divisible if and only if there exist a finite nonnegative
Borel measure ν on R, and a real number α such that
ϕ(t;µ) = exp{fµ(t)} := exp
{
iαt+
∫
R
(
eitu − 1− itu
1 + u2
)1 + u2
u2
ν(du)
}
, t ∈ R, (2.7)
where (eitu − 1 − itu/(1 + u2))(1 + u2)/u2 is defined as −t2/2 when u = 0. Since there
is again a one-to-one correspondence between functions fµ(t) and pairs (α, ν), we shall
write fµ = (α, ν).
Bercovici and Pata [10] determined the distributional behavior of sums of free identi-
cally distributed infinitesimal random variables. More precisely , they showed that, given
a sequence µn of p-measures, and an increasing sequence kn of positive integers, the free
convolution product of kn measures identical to µn converges weakly to a free infinitely
divisible distribution if and only if the corresponding classical convolution product con-
verges weakly to a classical infinitely divisible distribution. Moreover, the correspondence
between the classical and free limits can be described explicitly.
In the classical case the precise formulation of the limit problem is as follows:
Let {µnk : n ≥ 1, 1 ≤ k ≤ kn} be an array of measures in M such that
lim
n→∞
max
1≤k≤kn
µnk({u : |u| > ε}) = 0 (2.8)
for every ε > 0, and {an : n ≥ 1} a sequence of real numbers. Such triangular schemes
of measures µnk are called infinitesimal. The basic limit problem arising in this context
is:
(a) Find all µ ∈ M such that µ(n) = δ−an ∗ µn1 ∗ µn2 ∗ · · · ∗ µnkn converges to µ in
the weak topology.
(b) Find conditions such that µ(n) converges to a given µ.
The complete solution of this problem has been obtained by the efforts of Kolmogorov,
P. Le´vy, Feller, de Finetti, Bawly, Khintchine, Marcinkewicz, Gnedenko, and Doblin.
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The limit problem in free probability theory has the same form for the p-measures
µ(n) = δ−an ⊞ µn1 ⊞ µn2 ⊞ · · · ⊞ µnkn. In the sequel we denote by µ̂nk p-measures such
that µ̂nk((−∞, u)) := µnk(−∞, u+ ank)), where ank :=
∫
(−τ,τ) u µnk(du) with finite τ > 0
which is arbitrary, but fixed.
We provide the complete solution of this limit problem for free random variables. For
the classical case see in Gnedenko and Kolmogorov [16], Ch. 4 and Loe`ve [19], §22.
Theorem 2.1. Let µnk be a triangular scheme of infinitesimal probability measures. Then
we have
(a) The family of limit measures of sequences µ(n) = δ−an ⊞ µn1 ⊞ µn2 ⊞ · · · ⊞ µnkn
coincides with the family of ⊞-infinitely divisible measures.
(b) There exist constants an such that the sequence µ
(n) = δ−an⊞µn1⊞µn2⊞ · · ·⊞µnkn
converges weakly if, and only if, νn converges weakly to some finite nonnegative
measure ν, where νn, for any Borel set S,
νn(S) :=
kn∑
k=1
∫
S
u2
1 + u2
µ̂nk(du).
Then all admissible an are of the form an = αn−α+ o(1), where α is an arbitrary
finite number and
αn =
kn∑
k=1
(
ank +
∫
R
u
1 + u2
µ̂nk(du)
)
.
Furthermore, all possible limit measures µ ∈ M have a Voiculescu transform of
type φµ = (α, ν).
Note that the first statement of the theorem is due to Bercovici and Pata [11]. An-
other proof of this statement, based on the theory of Delphic semigroups, has been given
by Chistyakov and Go¨tze ([15]). We see that this result is an obvious consequence of
the second statement of the theorem.
Comparing the formulations of the second statement of Theorem 2.1 and of the second
statement of the classical Limit Theorem (see Loe´ve [19], p. 310), we see that these for-
mulations coincide for (M,⊞) and (M, ∗). Therefore the following result holds, which for
the case of identical measures µnj, j = 1, . . . , kn, is known as Bercovici-Pata bijection [10].
Theorem 2.2. Let µnk be a triangular scheme of infinitesimal probability measures. There
exist constants an such that the sequence δan ⊞ µn1 ⊞ µn2 ⊞ · · · ⊞ µnkn converges weakly
to µ⊞ ∈ M such that φµ⊞ = (α, ν) if and only if the sequence δan ∗ µn1 ∗ µn2 ∗ · · · ∗ µnkn
converges weakly to µ∗ ∈M such that fµ∗ = (α, ν).
Let µ ∈ M. Denote µk∗ := µ ∗ · · · ∗ µ (k times) and µk⊞ := µ ⊞ · · · ⊞ µ (k times).
Theorem 2.2 in the identical case µn1 = · · · = µnkn has the following form.
6 G. P. Chistyakov and F. Go¨tze
Corollary 2.3. Let µn be a sequence of probability measures. The sequence µ
kn⊞
n converges
weakly to µ⊞ ∈M such that φµ⊞ = (α, ν) if and only if the sequence µkn∗n converges weakly
to µ∗ ∈M such that fµ∗ = (α, ν).
Bercovici and Pata [10] characterized stable laws and domains of attraction in free
probability theory for the case of identical p-measures µnj and established the socalled
Bercovici-Pata bijection between infinitely divisible limits in (M, ∗) and (M,⊞). In par-
ticular they proved Corollary 2.3. Our approach allow us to study the case of nonidentical
p-measures µnj as well and to obtain the results about limiting stable laws.
By Theorem 2.2, all results concerning the convergence of distribution functions of
free sums can be reduced to the corresponding classical results. In particular one obtains
a criterion for the semicircle convergence (the case when φµ⊞ = (α, δ0), a criterion for
the Marchenko-Pastur convergence (φµ⊞ = (α, λδb), λ > 0, b 6= 0), as well as the degen-
erate convergence criterion (φµ⊞ = (α, ν = 0)) for additive free convolution. These re-
sults generalize the corresponding results of Voiculescu [22], Bercovici and Voiculescu [8],
Maassen [20], Pata [21], Bercovici and Pata [9], and of Lindsay and Pata [18] to the
non-identically distributed case.
Our analytical approach to the definition of the additive free convolution allows us to
give explicit estimates for the rate of convergence of distribution functions of free sums.
We shall demonstrate this by proving a semicircle approximation theorem (an analogue of
the Berry-Esseen inequality (see [19], p. 288), and quantitative version of the law of large
numbers, i.e., including estimates of convergence.
To formulate the corresponding results we need the following notation. Let µ be
a p-measure. Define mk(µ) :=
∫
R
uk µ(du) and βk(µ) :=
∫
R
|u|k µ(du), where k =
0, 1, . . . . We denote by µw the semicircle p-measure, i.e., the measure with the density
1
2pi
√
(4− x2)+, x ∈ R, where a+ := max{a, 0} for a ∈ R.
Denote by ∆(µ, ν) the Kolmogorov distance between the p-measures µ and ν, i.e.,
∆(µ, ν) := sup
x∈R
|µ((−∞, x))− ν((−∞, x))|,
and by L(µ, ν) the Le´vy distance between these measures, i.e.,
L(µ, ν) := inf{h : µ((−∞, x− h))− h ≤ ν((−∞, x)) ≤ µ((−∞, x+ h)) + h, x ∈ R}.
As it is easy to see, L(µ, ν) ≤ ∆(µ, ν).
Let µ be a p-measure such that m1(µ) = 0 and m2(µ) < ∞. Denote µn((−∞, x)) :=
µ((−∞, x√m2(µ)n)), x ∈ R.
The following theorem is an analog of the well-known Berry-Esseen inequality (see
[19], p. 288) for the case of identically distributed free random variables assuming that
the moment condition m4(µ) <∞ holds.
Theorem 2.4. Let µ be a p-measure such that m1(µ) = 0 and m2(µ) = 1.
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If m4(µ) <∞, there exists an absolute constant c > 0 such that
∆(µn⊞n , µw) ≤ c
|m3(µ)|+ (m4(µ))1/2√
n
. (2.9)
The following proposition shows that estimate (2.9) is sharp.
Proposition 2.5. Let µ be a p-measure such that µ({−√p/q}) = q and µ({√q/p}) = p,
where 0 < p < 1, q = 1− p, and p− q 6= 0. Then
∆(µn⊞n , µw) ≥ L(µn⊞n , µw) ≥
c(p)√
n
,
where c(p) is a positive constant, depending on p only.
Now we shall consider the case of nonidentically free random variables. Let {µj}∞j=1
be a sequence of measures in M such that m1(µj) = 0 and β3(µj) <∞ for all j = 1, . . . .
Denote
B2n =
n∑
k=1
m2(µk), An :=
n∑
k=1
β3(µk), Ln :=
An
B3n
.
Write µnk((−∞, x)) := µk((−∞, Bnx), x ∈ R, k = 1, . . . , n, and µ(n) := µn1 ⊞ · · · ⊞ µnn
as well.
Theorem 2.6. There exists an absolute constant c > 0 such that
∆(µ(n), µw) ≤ cL1/2n , n = 1, . . . . (2.10)
Finally we shall formulate the classical degenerate convergence criterion for additive
free convolution with an estimate of the convergence.
Let {µj}∞j=1 be a sequence of measures in M and let µnk((−∞, x)) := µk((−∞, nx)),
x ∈ R, for k = 1, . . . , n. Denote µ(n) := µn1 ⊞ · · ·⊞ µnn.
Theorem 2.7. In order that
L(µ(n), δ0)→ 0 (2.11)
as n→∞ it is necessary and sufficient that, for n→∞,
ηn1 :=
n∑
k=1
∫
{|x|≥n}
µk → 0, (2.12)
ηn2 :=
1
n
n∑
k=1
∫
(−n,n)
xµk(dx)→ 0. (2.13)
ηn3 :=
1
n2
n∑
k=1
{ ∫
(−n,n)
x2 µk(dx)−
( ∫
(−n,n)
xµk(dx)
)2}
→ 0, (2.14)
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In addition, for some absolute positive constant c
L(µ(n), δ0) ≤ c
(
(ηn1 + ηn3)
1/6 + ηn2
)
, n = 1, . . . . (2.15)
Note that the statement of this theorem without the quantitave bound (2.15) is a
simple consequence of Theorem 2.2 and the classical degenerate criterion (see [19], p.
318). Therefore we need to prove (2.15) only.
Finally we shall describe Le´vy’s class L⊞ of limit laws of normed sums obeying the in-
finitesimal condition for the case of free summands. Let µ1, µ2, . . . be a sequence of
measures in M and sequences of real numbers {an} and {bn > 0}. Denote by µnk : n ≥
1, 1 ≤ k ≤ n, the measures such that µnk(S) := µk(bnS) for every Borel set S.
Consider again the sequence of measures {µ(n) := δ−an ⊞ µn1 ⊞ µn2 ⊞ · · ·⊞ µnn}.
As in the classical case the following problems arise.
(a) Given a sequence {µn} of measures inM, find whether there exist sequences {an}
and {bn > 0} such that the µnk, n ≥ 1, k = 1, . . . , n, are infinitesimal and µ(n) → µ
weakly as n → ∞, where µ is an infinitely divisible probability distribution such
that φµ = (α, ν). If such sequences exist, then characterize them.
(b) Characterize the family L⊞; in other words, characterize those functions φµ(z) and
the corresponding measures ν which represent limit measures of µ(n).
It is convenient to exlude degenerate limit distributions from our consideration.
In the first step we give conditions for convergence of {µ(n)}.
Let µ̂nk, n ≥ 1, k = 1, . . . , n, are p-measures such that
µ̂nk((−∞, u)) := µk((−∞, bnu+ bnk)), (2.16)
where bnk :=
∫
(−bn,bn) xµk(dx). By µ¯k we denote p-measures such that µ¯k(S) = µk(−S)
for any Borel set S and by µsk we denote the measures µk ⊞ µ¯k. Define the measures
νn, n = 1, . . . , in the following way. For any Borel set S put
νn(S) :=
n∑
k=1
∫
S
u2
1 + u2
µ̂nk(du). (2.17)
Let us prove the following norming theorem.
Theorem 2.8. There exist sequence bn > 0 such that the measures µ
(n) converge weakly
as n → ∞ to a nondegenerate p-measure µ for suitable an and µnk, k = 1, . . . , n, are
infinitesimal, if, and only if, there exists a finite nonnegative mesure ν such that, upon
setting in (2.16), bn = b
′
n > 0 determined by
1
2
n∑
k=1
∫
R
u2
(b′n)2 + u2
µsk(du) = ν(R), (2.18)
we have
max
k=1,...,n
∫
R
u2
(b′n)2 + u2
µk(du)→ 0 (2.19)
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and
νn → ν weakly as n→∞. (2.20)
The Voiculescu transform of the measure µ has the form φµ = (α, ν).
Comparing this theorem with the classical result for cumulative sums (see Gnedenko,
Kolmogorov ([16]), §31, Loe´ve ([19]), §23), similar as in Theorem 2.2 we obtain the Bercovi-
ci-Pata bijection for the case of infinitesimal measures µnj, which are rescaled versions of
the measures µj .
Theorem 2.9. There exist constants an and bn > 0 such that µnk, k = 1, . . . , n, are
infinitesimal and the sequence δan ⊞ µn1 ⊞ µn2 ⊞ · · · ⊞ µnn converges weakly to µ⊞ ∈ M
such that φµ⊞ = (α, ν) if and only if the sequence δan ∗µn1 ∗µn2∗· · ·∗µnn converges weakly
to µ∗ ∈M such that fµ∗ = (α, ν).
Using the classical results about the class L∗ (see Gnedenko, Kolmogorov [16], §30,
Loe´ve [19], §23), we obtain from Theorem 2.9 the canonical representation of the measures
of the class L⊞.
Theorem 2.10. In order that µ ∈M belong to the class L⊞ it is necessary and sufficient
that Voiculescu’s transform of the measure µ has the form φµ = (α, ν), where on (−∞, 0)
and (0,∞) the left and right derivatives of the function ν(u) := ν((−∞, u)), u ∈ R ,
denoted indifferently by ν ′(u), exist and 1+u
2
u
ν ′(u) do not increase.
The class L⊞ admits another discription. Let µ ∈ M. Then for any real constant
γ 6= 0, we denote by Dγµ the measure on R given by Dγµ(S) = µ(γ−1S) for any Borel
set S.
Theorem 2.11. In order that µ ∈M belong to the class L⊞, it is necessary and sufficient
that for every γ, 0 < γ < 1, µ = Dγµ⊞ µγ, where µγ ∈ M.
Remark 2.12. For any γ ∈ (0, 1) the measure µγ is⊞-infinitely divisible and φµγ = (αγ, νγ).
Moreover, for any γ ∈ (0, 1), µ = Dγµ ∗ µ′γ, where µ′γ is ∗-infinitely divisible and fµ′γ =
(αγ, νγ).
Barndorff-Nielsen and Thorbjørnsen in [3] and [5] studied the connection between
the classes of infinitely divisible p-measures in classical and free probability. In [4] they
studied the property of self-decomposability in free probability and, proving that such
laws are infinitely divisible, studied Le´vy processes in free probability and construct sto-
chastic integrals with respect to such processes. Our results allow to extend the results
of Biane [14] and of Barndorff-Nielsen and Thorbjørnsen [3]–[5].
3. Auxilliary results
We need results about some classes of analytic functions (see [1], Section 3, and [2],
Section 6, §59).
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The class N (Nevanlinna, R.) is the class of analytic functions f(z) : C+ → {z : ℑz ≥
0}. For such functions there is the integral representation
f(z) = a+ bz +
∫
R
1 + uz
u− z τ(du) = a+ bz +
∫
R
( 1
u− z −
u
1 + u2
)
(1 + u2) τ(du), z ∈ C+,
(3.1)
where b ≥ 0, a ∈ R, and τ is a nonnegative finite measure. Moreover, a = ℜf(i) and
τ(R) = ℑf(i)− b.
A function f ∈ N admits the representation
f(z) =
∫
R
σ(du)
u− z , z ∈ C
+, (3.2)
where σ is a finite nonnegative measure, if and only if supy≥1 |yf(iy)| <∞.
Remark 3.1. Since the class F is the subclass of Nevalinna functions f(z) for which
f(z)/z → 1 as z → ∞ nontangentially, we note that every f ∈ F admits representation
(3.1), where b = 1. Moreover −1/f(z) admits representation (3.2), where σ ∈ M. Note
as well that a function f ∈ F satifies the obvious inequality
ℑf(z) ≥ ℑz, z ∈ C+. (3.3)
The Stieltjes-Perron inversion formula for the functions f of class N has the following
form. Let ψ(u) :=
∫ u
0
(1 + t2) τ(dt). Then
ψ(u2)− ψ(u1) = lim
η→0
1
pi
u2∫
u1
ℑf(ξ + iη) dξ, (3.4)
where u1 < u2 denote two continuity points of the function ψ(u).
Furthermore, we shall need the following inequality for the distance between distribu-
tions in terms of their Stieltjes transform.
Lemma 3.2. Let µw be the semicircle measure and µ be a p-measure such that∫
R
|µw((−∞, x))− µ((−∞, x))| dx <∞. (3.5)
Then there exists an absolute constant c such that, for any 0 < v < 1,
∆(µw, µ) ≤ c
∫
R
|Gµw(u+ i)−Gµ(u+ i)| du+ cv
+ c sup
x∈[−2,2]
|
1∫
v
(Gµw(x+ iu)−Gµ(x+ iu)) du|,
where Gµw and Gµ are defined in (2.1).
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This lemma is a simple consequence of Corollary 2.3 in Go¨tze and Tikhomirov [17].
Let µj ∈ M, j = 1, 2. Recall that µ1 ⊞ µ2 is defined in Chistyakov and Go¨tze [15] as
follows.
Theorem 3.3. Let Fµ1(z) and Fµ1(z) be the reciprocal Cauchy transforms of the p-
measures µ1 and µ2, respectively. Then there exist unique functions Z1(z) and Z2(z)
of class F such that
z = Z1(z) + Z2(z)− Fµ1(Z1(z)) and Fµ1(Z1(z)) = Fµ2(Z2(z)), z ∈ C+.
Consider the function Fµ1(Z1(z)), z ∈ C+. It is easy to see that this function belongs
to the class F . Therefore there exists a measure µ ∈ M such that Fµ(z) = 1/Gµ(z) =
Fµ1(Z1(z)), z ∈ C+. We define µ := µ1 ⊞ µ2.
As shown in [15], Theorem 3.3 admits the following consequences.
Corollary 3.4. Let µ1, . . . , µn ∈ M. There exist unique functions Z1(z), . . . , Zn(z) of
class F such that, for z ∈ C+,
z = Z1(z)+· · ·+Zn(z)−(n−1)Fµ1(Z1(z)), and Fµ1(Z1(z)) = · · · = Fµn(Zn(z)). (3.6)
Moreover, Fµ1⊞···⊞µn(z) = Fµ1(Z1(z)) for all z ∈ C+.
Let µ1 = µ2 = · · · = µn = µ and write µ1 ⊞ · · ·⊞ µn = µn⊞.
Corollary 3.5. Let µ ∈M. There exists a unique function Z ∈ F such that
z = nZ(z)− (n− 1)Fµ(Z(z)), z ∈ C+, (3.7)
and Fµn⊞ (z) = Fµ(Z(z)), z ∈ C+.
We need the following auxiliary results of Bercovici and Voiculescu [7].
Proposition 3.6. Let
{
µn
}∞
n=1
be a sequence of p-measures on R. The following asser-
tions are equivalent.
(a) The sequence
{
µn
}∞
n=1
converges weakly to a p-measure µ.
(b) There exist α, β > 0 such that the sequence
{
φµn
}∞
n=1
converges uniformly on
compact subsets of Γα,β to a function φ, and φµn(iy) = o(y) uniformly in n as
y → +∞.
Moreover, if (a) and (b) are satisfied, we have φ = φµ in Γα,β.
Proposition 3.7. Let
{
µn
}∞
n=1
and
{
νn
}∞
n=1
be sequences of p-measures on R which
converge weakly to p-measures µ and ν, respectively. Then
{
µn⊞νn
}∞
n=1
converges weakly
to the p-measure µ⊞ ν.
We also need the following two results which are due to Bercovici and Pata [11], [10].
Proposition 3.8. Let α, β, ε be positive numbers, and let φ : Γα,β → C be an analytic
function such that
|φ(z)| ≤ ε|z|, z ∈ Γα,β.
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For every α′ < α and β ′ > β there exists k > 0 such that
|φ′(z)| ≤ kε.
Proposition 3.9. For every α, β > 0 there exists ε > 0 with the following property. If
µ ∈ M such that ∫
R
u2/(1 + u2)µ(du) < ε, then φµ is defined on the region Γα,β and
φµ(Γα,β) ⊂ C− ∪ R.
Let µ be a p-measure. Denote by µ¯ the measure defined by µ¯(B) = µ(−B) for any
Borel set B. Write µs := µ⊞ µ¯.
Proposition 3.10. A p-measure µ is symmetric if and only if the functions Gµ(iy) and
Fµ(iy) take imaginary values for y > 0 and the function φµ(iy) takes imaginary values on
the set y ≥ y0 > 0, where it is defined.
We omit the proof of this simple proposition.
We obtain, as an obvious consequences of Proposition 3.10, that µs is a symmetric p-
measure. In addition, if µ1 and µ2 are symmetric p-measures, then µ1⊞µ2 is a symmetric
p-measure as well.
The following auxiliary result is due to Khintchine (see [16], p. 42).
Proposition 3.11. For a sequence of distribution functions Fn(x) the relations
Fn(bnx+ an)→ F (x) weakly, Fn(βnx+ αn)→ F (x) weakly,
as n→∞, where bn > 0, βn > 0, an, αn are real constants and F (x) is a proper distribu-
tion function, are satisfied simultaneously if and only if (βn/bn)→ 1 and (an−αn)/bn → 0
as n→∞.
4. Additive free limit theorem
In this section we shall prove Theorem 2.1. In the sequel we denote by c positive
absolute constants. For some measure ν and for some parameter τ we denote by c(ν), c(τ),
and c(ν, τ) positive constants which only depend on the measure ν, on the parameter τ ,
and on ν and τ , respectively. Before to prove Theorem 2.1 we establish some properties of
the measures {µnk : n ≥ 1, 1 ≤ k ≤ kn}, satisfying condition (2.8), and the corresponding
reciprocal Cauchy transforms {Fµnk(z) : n ≥ 1,1 ≤ k ≤ kn}.
It is well-known that condition (2.8) is equivalent to the following relation (see Loe`ve [19],
p. 302)
max
k=1,...,kn
∫
R
u2
1 + u2
µnk(du)→ 0, n→∞.
Recall that µ̂nk((−∞, u)) := µnk((−∞, u + ank)), where ank :=
∫
(−τ,τ) xµnk(dx), k =
1, . . . , kn, with arbitrary τ > 0 which is finite and fixed. Since obviously maxk=1,...,kn |ank| →
0 as n→∞, we obtain
εn := max
k=1,...,kn
εnk → 0, n→∞, where εnk :=
∫
R
u2
1 + u2
µ̂nk(du). (4.1)
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By Remark 3.1, for every k = 1, . . . , kn the reciprocal of the Cauchy transform of
Gµ̂nk(z), see (2.1), has the form
Fµ̂nk(z) = bnk + z +
∫
R
1 + uz
u− z σnk(du), (4.2)
where bnk := ℜ(Gµ̂nk(i))−1 and σnk is a nonnegative finite measure such that σnk(R) =
ℑ(Gµ̂nk(i))−1 − 1. From (4.2) we deduce the following relation
−ℑGµ̂nk(iy)|Gµ̂nk(iy)|2
= y
(
1 +
∫
R
1 + u2
u2 + y2
σnk(du)
)
, y > 0, k = 1, . . . , kn, (4.3)
which yields
1 +
∫
R
1 + u2
u2 + y2
σnk(du) ≤ − 1
yℑGµ̂nk(iy)
, y > 0, k = 1, . . . , kn. (4.4)
On the other hand we see that, for y ≥ 1,
−yℑGµ̂nk(iy) =
∫
R
y2
u2 + y2
µ̂nk(du) = 1−
∫
R
u2
u2 + y2
µ̂nk(du) := 1− εnk(y). (4.5)
Hence, for sufficiently large n ≥ n0 and k = 1, . . . , kn, we obtain, by (4.4) and (4.5),
the upper bound
∫
R
1 + u2
u2 + y2
σnk(du) ≤ εnk(y)
1− εnk(y) ≤ 2εnk(y), y ≥ 1. (4.6)
It follows from (4.6) that, for n ≥ n0,
σnk(R) ≤ 2εnk(1) = 2εnk, k = 1, . . . , kn, (4.7)
and maxk=1,...,kn σnk(R)→ 0 as n→∞.
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Now we deduce the relation
ℜGµ̂nk(i) =
∫
R
u− ank
(u− ank)2 + 1 µnk(du)
=
∫
(−τ,τ)
u− ank
(u− ank)2 + 1 µnk(du) +
∫
|u|≥τ
u− ank
(u− ank)2 + 1 µnk(du)
=
∫
(−τ,τ)
(u− ank)µnk(du)−
∫
(−τ,τ)
(u− ank)3
(u− ank)2 + 1 µnk(du)
+
∫
|u|≥τ
u− ank
(u− ank)2 + 1 µnk(du)
= −
∫
(−τ,τ)
(u− ank)3
(u− ank)2 + 1 µnk(du) +
∫
|u|≥τ
u+ ank(u− ank)2
(u− ank)2 + 1 µnk(du).
Using straighforward estimates we easily have, for sufficiently large n ≥ n0,
|ℜGµ̂nk(i)| ≤ c(τ)εnk, k = 1, . . . , kn. (4.8)
In view of (4.1), (4.5), and (4.8), we get, for n ≥ n0 and k = 1, . . . , kn,
|bnk| ≤ |ℜGµ̂nk(i)|/(ℑGµ̂nk(i))2 ≤ c(τ)εnk. (4.9)
From (4.2), (4.7), and (4.9) we obtain, for z ∈ C+ and n ≥ n0, k = 1, . . . , kn,
|Fµ̂nk(z)− z| ≤ |bnk|+
∫
R
σnk(du)
|u− z| +
∫
R
|z||u|
|u− z| σnk(du)
≤ c(τ)εnk
(
1 +
1 + |z|2
ℑz
)
≤ c(τ)εnkQ(z), (4.10)
where Q(z) := 1+|z|
2
ℑz . In addition to (4.6) we deduce the estimate
ℑ(Fµ̂nk(z)− z) = ℑz
∫
R
1 + u2
(u−ℜz)2 + (ℑz)2 σnk(du)
≤ 2
( |z|
ℑz
)2
ℑz
∫
R
1 + u2
(ℑz)2 + u2 σnk(du) ≤ 4
( |z|
ℑz
)2
ℑz
∫
R
1 + u2
(ℑz)2 + u2
u2
1 + u2
µ̂nk(du)
≤ 4
( |z|
ℑz
)2( 2
ℑz
∫
[−√ℑz,√ℑz]
u2
1 + u2
µ̂nk(du) +
∫
|u|>√ℑz
u2
1 + u2
µ̂nk(du)
)
ℑz
:= 4
( |z|
ℑz
)2
ηnk(ℑz)ℑz (4.11)
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for k = 1, . . . , kn and ℑz ≥ 1. Note that, for such k and ℑz, ηnk(ℑz) ≤ 4εnk.
We conclude from (4.10), (4.11) and Rouche´’s theorem that for every y ≥ 1 there
exists a neighborhood |z − iy| ≤ y/2 such that the inverse function F (−1)µ̂nk (z) exists and is
analytic in this domain. In addition, the following inequalities hold
|ℜφµ̂nk(z)| = |ℜ(F (−1)µ̂nk (z)− z)| ≤ c(τ)εnky, |ℑφµ̂nk(z)| = |ℑ(F
(−1)
µ̂nk
(z)− z)| ≤ cη˜nk(y)y,
(4.12)
for |z − iy| ≤ y/2, n ≥ n0, k = 1, . . . , kn, where η˜nk(y) := maxt∈[y/4,2y] ηnk(t).
Proof of Theorem 2.1. Sufficiency. Consider the measure µ̂n := µ̂n1⊞ · · ·⊞ µ̂nkn . It
follows from Corollary 3.4 that there exist unique functions Zn1, . . . , Znkn of class F such
that, for z ∈ C+,
Zn1(z)− z = Fµ̂n2(Zn2(z))− Zn2(z) + · · ·+ Fµ̂nkn (Znkn(z))− Znkn(z), (4.13)
and
Fµ̂n1(Zn1(z)) = Fµ̂n2(Zn2(z)) = · · · = Fµ̂nkn (Znkn(z)). (4.14)
Moreover, we have Fµ̂n(z) = Fµ̂nk(Znk(z)), z ∈ C+, k = 1, . . . , kn. Then, by (4.12)–(4.14),
for |z − iy| ≤ y/2, y ≥ 1, it follows that
|ℜφµ̂n1⊞···⊞µ̂nkn (z)| ≤ |ℜφµ̂n1(z)|+ · · ·+ |ℜφµ̂nkn (z)| ≤ c(τ)ηny := c(τ)
( kn∑
k=1
εnk
)
y (4.15)
and
|ℑφµ̂n1⊞···⊞µ̂nkn (z)| ≤ |ℑφµ̂n1(z)|+ · · ·+ |ℑφµ̂nkn (z)| ≤ cηn(y)y := c
( kn∑
k=1
η˜nk(y)
)
y. (4.16)
By the assumptions of the theorem, we have ηn ≤ 2ν(R) for sufficiently large n ≥ n0. In
addition, by (4.11) and the assumptions of the theorem, we see that
ηn(y) ≤ 16ν(R)
y
+ 4ν(R \ [−√y/2,√y/2]) (4.17)
for sufficiently large n ≥ n1(y), where −√y/2 and √y/2 are continuity points of the func-
tion ν((−∞, x)), x ∈ R. In the sequel we choose y so that −√y/2 and√y/2 are continuity
points of ν((−∞, x)). Since
φµ̂n1⊞···⊞µ̂nkn (z) = (Fµ̂nk(Znk))
(−1)(z)− z = Z(−1)nk (F (−1)µ̂nk (z))− z, k = 1, . . . , kn,
for |z − iy| ≤ y/2, we have, by (4.10), the relation
φµ̂n1⊞···⊞µ̂nkn (Fµ̂nk(z)) = Z
(−1)
nk (z)− Fµ̂nk(z), k = 1, . . . , kn,
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for |z−iy| ≤ y/4. Therefore we conclude by (4.10)–(4.12) and (4.15)–(4.17) that the func-
tions Z
(−1)
nk (z) are analytic in the disk |z − iy| < y/4 and
|ℜ(Z(−1)nk (z)−z)| ≤ c(τ)ν(R)Q(y), |ℑ(Z(−1)nk (z)−z)| ≤ c
(
ν(R)+yν(R\[−√y/2,√y/2])
)
,
(4.18)
for |z − iy| ≤ y/4, n ≥ n1(y), k = 1, . . . , kn. We conclude from (4.18) that there exists
y0 = y0(ν) ≥ 1 such that Z(−1)nk (z) ∈ Ry0 := {z : |ℜz| ≤ c(τ)ν(R)y0, y0/2 ≤ ℑz ≤ 3y0/2}
for |z − iy0| ≤ y0/4, n ≥ n1(y0), k = 1, . . . , kn. Hence there exist points znk ∈ Ry0 such
that |Znk(znk)− iy0| ≤ y0/4 for n ≥ n1(y0), k = 1, . . . , kn.
The functions Znk are of class F . Therefore
Znk(z) = dnk+z+
∫
R
1 + uz
u− z νnk(du) = dnk+z+
∫
R
( 1
u− z−
u
1 + u2
)
(1+u2) νnk(du) (4.19)
for z ∈ C+, where dnk ∈ R and νnk are finite nonnegative measures. Since ℑZnk(znk)−y0 ≤
y0/2, we have
c(ν, τ)νnk(R) ≤ ℑznk
∫
R
1 + u2
(u− ℜznk)2 + (ℑznk)2 νnk(du) ≤ ℑZnk(znk) ≤
3y0
2
. (4.20)
It is easy to see from (4.19) and (4.20) that |Znk(znk) − dnk| ≤ c(ν, τ). Hence, using
the bound |Znk(znk)| ≤ 3y0/2, we conclude that |dnk| ≤ c(ν, τ) + 3y0/2. Hence we have
|dnk| ≤ c(ν, τ) and νnk(R) ≤ c(ν, τ), n ≥ n1(y0), k = 1, . . . , kn. (4.21)
In the sequel we assume that n ≥ n1(y0) + n0. As in (4.10) we obtain, for z ∈ C+ and
k = 1, . . . , kn,
|Znk(z)− z| ≤ c(ν, τ)Q(z). (4.22)
Using (4.22) and the inequality ℑZnk(z) ≥ ℑz, z ∈ C+, see (3.3), we deduce
Q(Znk(z)) =
1 + |Znk(z)|2
ℑZnk(z) ≤ c(ν, τ)
1
ℑzQ
2(z) (4.23)
for z ∈ C+ and k = 1, . . . , kn. Therefore we obtain from (4.10)
|Fµnk(Znk(z))− Znk(z)| ≤ c(τ)εnkQ(Znk(z)) ≤ c(ν, τ)εnk
1
ℑzQ
2(z) (4.24)
for z ∈ C+ and k = 1, . . . , kn. Let us return to the relation (4.14). In view of (4.24), we
have, for z ∈ C+ and k = 1, . . . , kn,
|Zn1(z)− Znk(z)| ≤ |Fµ̂n1(Zn1(z))− Zn1(z)|+ |Fµ̂nk(Znk(z))− Znk(z)| (4.25)
≤ c(ν, τ)εn 1ℑzQ
2(z).
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On the other hand, in view of (4.2) and (4.7), we conclude
|(Fµ̂nk(Znk(z))− Znk(z))− (Fµ̂nk(Zn1(z))− Zn1(z))|
≤
∫
R
|Znk(z)− Zn1(z)|(1 + u2) σnk(du)√
(u− ℜZnk(z))2 + (ℑZnk(z))2
√
(u−ℜZn1(z))2 + (ℑZn1(z))2
≤ cεnk|Znk(z)− Zn1(z)|(1 + |Zn1(z)|)(1 + |Znk(z)|)ℑZn1(z)ℑZnk(z)
for z ∈ C+ and k = 1, . . . , kn. Thus, taking into account (4.22), (4.25), and the inequality
ℑZnk(z) ≥ ℑz, z ∈ C+, we have, for the same z and k as above,
|(Fµ̂nk(Znk(z))− Znk(z))− (Fµ̂nk(Zn1(z))− Zn1(z))| ≤ c(ν, τ)εnkεn
1
(ℑz)3Q
4(z). (4.26)
Consider the functions
fnk(z) := z
2
(
Gµ̂nk(z)−
1
z
)
= γnk +
∫
R
1 + uz
z − u ρnk(du), z ∈ C
+, k = 1, . . . , kn,
where
γnk :=
∫
R
u
1 + u2
µ̂nk(du) and ρnk(du) :=
u2
1 + u2
µ̂nk(du).
By (4.8), the constants γnk admit the estimates |γnk| ≤ c(τ)εnk for k = 1, . . . , kn. Hence
γn :=
∑kn
k=1 γnk satisfies the inequality
|γn| ≤ c(ν, τ), n = 1, . . . . (4.27)
As in (4.10), we conclude that
|fnk(z)| ≤ c(τ)εnkQ(z), z ∈ C+, k = 1, . . . , kn. (4.28)
We have, for z ∈ C+ and k = 1, . . . , kn,
Fµ̂nk(z) =
z2
z + fnk(z)
= z − fnk(z) + θnk(z), (4.29)
where
θnk(z) =
f 2nk(z)
z + fnk(z)
= f 2nk(z)Fµ̂nk(z)z
−2.
Hence, by (4.10) and (4.28), we conclude, for those z, k,
|θnk(z)| ≤ c(τ)ε2nkQ2(z)
(
|z|+ εnkQ(z)
) 1
|z|2 . (4.30)
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We see from (4.22), (4.23), (4.30), and from the inequality ℑZnk(z) ≥ ℑz, z ∈ C+, that,
for z, k as above,
|θnk(Znk(z))| ≤ c(τ)ε2nkQ2(Znk(z))
(
|Znk(z)|+ εnkQ(Znk(z))
) 1
|Znk(z)|2
≤ c(ν, τ)ε2nk
1
(ℑz)4Q
5(z)
(
1 + εnk
1
ℑzQ(z)
)
. (4.31)
Therefore (4.13), (4.26), (4.29), and (4.31) together yield the relation
Zn1(z)− z = −fn2(Zn1(z)) + · · · − fnkn(Zn1(z)) + rn(z), z ∈ C+, (4.32)
where the function
rn(z) :=
kn∑
k=1
(
(Fµ̂nk(Znk(z))− Znk(z))− (Fµ̂nk(Zn1(z))− Zn1(z))
)
+
kn∑
k=1
θnk(Znk(z))
is analytic in C+ and admits the estimate
|rn(z)| ≤ c(ν, τ)εn 1
(ℑz)4Q
5(z)
(
1 + εn
1
ℑzQ(z)
)
. (4.33)
From (4.33) it is easy to see that
|rn(z)| ≤ c(ν, τ)ε1/20n (4.34)
in the closed domain Dn := {z ∈ C+ : ε1/20n ≤ ℑz ≤ ε−1/20n , |ℜz| ≤ ε−1/20n }.
We return to the representation (4.19) for the functions Zn1(z). By (4.21), (4.27),
and the vague compactness theorem (see [19], p. 179), we conclude that there exists
a subsequence {n′} such that Zn′1(z + γn′) → Z(z) + az as n′ → ∞, uniformly on every
compact set in C+, where Z(z) ∈ F and a ≥ 0. Recalling the assumption of the theorem
that νn → ν weakly and (4.34), we easily deduce from (4.32) in the limit n′ →∞ that
Z(z) + az − z =
∫
R
1 + u(Z(z) + az)
u− (Z(z) + az) ν(du), z ∈ C
+. (4.35)
It is easy to see that Z(iy)− iy = o(y) and the integral on the right-hand side of (4.35)
is a function which is o(y) as y →∞ for z = iy. Therefore we conclude that a = 0. Thus
the relation (4.35) holds with a = 0.
Since Z ∈ F has an inverse Z(−1) defined on Γα,β with some positive α and β, it is
easy to see that the equation (4.35) has a unique solution in the set F . Now suppose that
{Zn1(z + γn)}∞n=1 does not converge to Z(z) on some compact set in C+. Then, as above
there exists a subsequence {n′′} such that Zn′′1(z + γn′′) → Z∗(z) as n′′ → ∞ on every
compact set in C+, and Z∗(z) ∈ F , Z∗(z) 6≡ Z(z), z ∈ C+. But Z∗(z) is a solution of
(4.35). We arrive at a contradiction. Hence {Zn1(z+γn)}∞n=1 converges to Z(z) uniformly
on every compact set in C+. The relation (4.35) implies that Z(z) is infinitely divisible
with parameters (0, ν), since we may rewrite (4.35) via z = Z(−1)(w) for w ∈ Γα,β with
some α, β > 0. Since Fµ̂n1(Zn1(z + γn)) → Z(z) uniformly on every compact set in C+,
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we see that µ̂n⊞ δ−γn converges weakly to a p-measure µ̂ such that φµ̂ = (0, ν). Recalling
the definition of an, we finally conclude that µ
(n) converges weakly to p-measure µ such
that φµ = (α, ν).
Hence the sufficiency of the assumptions of Theorem 2.1(b) is proved.
Necessity. Denote µsnk := µnk ⊞ µ¯nk, n ≥ 1, k = 1, . . . , kn. By Proposition 3.7, we
obtain the convergence
µ(n,s) := µsn1 ⊞ µ
s
n2 ⊞ · · ·⊞ µsnkn → µs weakly as n→∞. (4.36)
For the measures µsk,n, n ≥ 1, k = 1, . . . , kn, relations (4.13) and (4.14) hold with
the functions Fµsnk(z), n ≥ 1, k = 1, . . . , kn, replacing Fµnk(z), n ≥ 1, k = 1, . . . , kn, and
with some functions Znk,s(z) ∈ F , n ≥ 1, k = 1, . . . , kn, replacing Znk(z), n ≥ 1, k =
1, . . . , kn. Rewrite (4.13) in the form
Fµsn1(Zn1,s(z))−z = Fµsn1(Zn1,s(z))−Zn1,s(z)+· · ·+Fµsnkn (Znkn,s(z))−Znkn,s(z), z ∈ C
+.
(4.37)
By Proposition 3.10, the measures µsnk, k = 1, . . . , kn, are symmetric and µ
(n,s) := µsn1 ⊞
µsn2 ⊞ · · · ⊞ µsnkn is symmetric as well. Since Fµsnk(Znk,s(z)) = Fµ(n,s)(z), z ∈ C+, and by
Proposition 3.10, Fµ(n,s)(iy), Fµsnk(iy), y > 0, assume imaginary values, we conclude that
Znk,s(iy), y > 0, k = 1, . . . , kn, assume imaginary values as well. Hence, it is easy to see
that Znk,s(z), k = 1, . . . , kn, admit representation (4.19) with dnk = 0, k = 1, . . . , kn, and
with finite nonnegative symmetric measures νsnk, k = 1, . . . , kn, respectively.
Since
Fµsnk(z) = z +
∫
R
1 + uz
u− z σ
s
nk(du), z ∈ C+, k = 1, . . . , kn,
where σsnk is a finite nonnegative measure, we deduce from (4.37) that
ℑ(Fµsn1(Zn1,s(i))− i) =
n∑
k=1
ℑ(Fµsnk(Znk,s(i))− Znk,s(i))
=
n∑
k=1
ℑZnk,s(i)
∫
R
(1 + u2) σsnk(du)
u2 + (ℑZnk,s(i))2 . (4.38)
Let us show that the measures µsn1, . . . , µ
s
nkn
are infinitesimal. Indeed, we deduce from
(4.12) the estimate
−ℑφµsnk(z) = −ℑφµ̂nk(z)− ℑφµ̂nk(z) ≤ c(εnk + εnk) ≤ cεnk, k = 1, . . . , kn,
for |z − i| ≤ 1/4, where εnk :=
∫
R
u2/(1 + u2) µ̂nk(du) = εnk. This implies∫
R
u2
1 + u2
µsnk(du)
/∫
R
1
1 + u2
µsnk(du) = ℑ(Fµsnk(i)− i) ≤ cεnk, k = 1, . . . , kn, (4.39)
as claimed.
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The bounds (4.39) and (4.10) for the functions Fµsnk(z), n ≥ n0, k = 1, . . . , kn, implies
the inequality
|Znk,s(i)| ≤ |Znk,s(i)− Fµsnk(Znk,s(i)|+ |Fµ(n,s)(i)| ≤ cεnkQ(Znk,s(i)) + |Fµ(n,s)(i)| (4.40)
for n ≥ n0, k = 1, . . . , kn. Since Znk,s ∈ F and takes imaginary values for z = iy, y > 0,
we see that |Znk,s(i)| = ℑZnk,s(i) ≥ 1. We note from this that Q(Znk,s(i)) ≤ 2|Znk,s(i)|
and, by (4.36), we easily conclude from (4.40) that
|Znk,s(i)| ≤ c(µs), n ≥ n0, k = 1, . . . , kn.
Moreover,
ℑ(Fµsn1(Zn1,s(i))− i) = ℑ(Fµ(n,s)(i))− i)→ ℑ(Fµ(s)(i))− i), n→∞.
Therefore we obtain from (4.38) the relation
σsn1(R) + · · ·+ σsnkn(R) ≤ c(µs), n→∞. (4.41)
Since µsnk = µ̂nk⊞
¯̂µnk, we note, by definition of the free ⊞-convolution (see Section 3),
that there exist functions Wnk(z) ∈ F such that Fµsnk(z) = Fµ̂nk(Wnk(z)), z ∈ C+. There-
fore we have ℑFµsnk(i)− 1 = ℑFµ̂nk(Wnk(i))− 1. Rewrite this relation in the form
σsnk(R) = ℑWnk(i)− 1 + ℑWnk(i)
∫
R
1 + u2
(u−ℜWnk(i))2 + (ℑWnk(i))2 σnk(du)
≥ ℑWnk(i)
∫
R
1 + u2
(u−ℜWnk(i))2 + (ℑWnk(i))2 σnk(du). (4.42)
As in the proof of (4.10), we see that Fµsnk(z) and Fµ̂nk(z) tend to z as n→∞ uniformly in
k = 1, . . . , kn and |z − i| < 1/2. Hence Wnk(i)→ i as n→∞ uniformly in k = 1, . . . , kn.
Thus we obtain from (4.42) that, for sufficiently large n ≥ n0,
σnk(R) ≤ 2σsnk(R), k = 1, . . . , kn. (4.43)
Thus (4.41) and (4.43) imply the inequality
σn1(R) + · · ·+ σnkn(R) ≤ c(µs), n→∞. (4.44)
By (4.3), (4.5) with y = 1, and (4.8), we note that σnk(R) ≥ εnk/2, k = 1, . . . , kn, for
sufficiently large n ≥ n0 and we deduce from (4.44) the upper bound
εn1 + · · ·+ εnkn ≤ c(µs), n→∞. (4.45)
Let us return to (4.13) and (4.14). Since Fµ(n)(z) = Fµ̂n(z + an − bn), where bn =∑kn
k=1 ank, we see that Fµ(n)(z) = Fµ̂nk(Znk(z + an − bn)), z ∈ C+, k = 1, . . . , kn. Since
Fµ̂nk(z) tend to z and Fµ̂nk(Znk(z + an − bn)) tend to Fµ(z) as n → ∞ uniformly in
k = 1, . . . , kn and on every compact set in C
+, we obtain that {Znk(z + an − bn)}∞n=1
converges uniformly in k = 1, . . . , kn and on every compact set in C
+ to the function
Z(z) := Fµ(z) ∈ F . Using relations (4.13) and (4.14) with z + an − bn instead of z and
taking into account that the measures µn1, . . . , µnkn are infinitesimal and the upper bound
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(4.45) holds, we can repeate the arguments which we used for the proof of (4.32). We
arrive at the following relation, for z ∈ C+,
Zn1(z+an−bn)−(z+an−bn) = −fn2(Z1(z+an−bn))−· · ·−fnkn(Z1(z+an−bn))+rn(z),
(4.46)
where rn(z) is analytic in C
+ and rn(z) → 0 on every compact set in C+. As above,
{Znk(z + an − bn)}∞n=1 converges uniformly in k = 1, . . . , kn and on every compact set in
C+ to Z(z) ∈ F . Since, by (4.45), the sequence {νn}∞n=1 is tight in the vague topology,
there exists a subsequence {n′} such that there exists limn′→∞ νn′(R) < ∞ and {νn′}
converges to some finite nonnegative measure ν in the vague topology. Now we conclude
from (4.46) that (an′−bn′−γn′)→ a′ as n′ →∞, where a′ ∈ R, and the following relation
holds
Z(z) = z + a′ + b′Z(z) +
∫
R
1 + uZ(z)
u− Z(z) ν(du), z ∈ C
+, (4.47)
with b′ = limn′→∞ νn′(R)− ν(R) ≥ 0. Recalling that Z(z) ∈ F , we easily conclude from
this relation that b′ = 0. Indeed, it is not difficult to see that Z(iy) − iy = o(y) and
the integral in (4.47) for z = iy is o(y) as y → +∞. Comparing a behaviour of all
members in (4.47), we obtain the desired result.
We shall show that {νn} converges to the measure ν in the vague topology. Assume to
the contrary that there exists a subsequence {n′′} such that there exists limn′′→∞ νn′′(R) <
∞ and {νn′′} converges in the vague topology to some finite measure ν ′′ 6≡ ν. Then
(an′′ − bn′′ −γn′′)→ a′′ as n′′ →∞, and (4.47) holds with a′′ replacing a′ and ν ′′ replacing
ν. Comparing relations (4.47), we deduce the relation
a′ +
∫
R
1 + uz
u− z ν(du) = a
′′ +
∫
R
1 + uz
u− z ν
′′(du), z ∈ C+.
Applying Stieltjes-Perron inversion formula (see Section 3), we get that ν = ν ′′ and then
a′ = a′′, a contradiction. Since, as above, limn→∞ νn(R) = ν(R), we finally conclude that
{νn} converges to the measure ν weakly. In addition, an − bn − γn tends to some real
constant as n → ∞. It remains to note that, by the relation Z(z) = Fµ(z), z ∈ C+, we
see from (4.47) that the limit measure µ is infinitely divisible with parameters (a′, ν).
This proves the necessity of the assumptions of Theorem 2.1(b) and thus Theorem 2.1.

Proof of Corollary 2.3. In order to prove Corollary 2.3 using Theorem 2.2 we need
to show that if µkn∗n converges weakly to some µ
∗ ∈M or µkn⊞n converges to some µ⊞ ∈M,
then µn are infinitesimal. The first assertion is a well-known fact (see [19]). It remains
to prove the second assertion only. By Proposition 3.6, knφµn(z) converges uniformly on
compact subsets of Γα,β, with some α, β > 0, to the function φµ⊞ (z) and knφµn(iy) = o(y)
uniformly in n as y → +∞. Hence φµn(z) → 0 uniformly on compact subsets of Γα,β, as
n→∞, and φµn(iy) = o(y) uniformly in n as y → +∞. By Proposition 3.6, µn converges
weakly to δ0 as n→∞. Therefore the p-measures µn are infinitesimal. 
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5. The class L⊞ of infinitely divisible limits for free sums
In this section we shall prove Theorem 2.8 and Theorem 2.11.
Let {µn}∞n=1 be a sequence of measures in M and let {an}∞n=1 and {bn}∞n=1, bn > 0, be
sequences of real numbers. In Section 5 we denote by µnk : n ≥ 1, 1 ≤ k ≤ n, the p-
measures such that µnk(S) := µk(bnS) for every Borel set S ∈ R. Consider the sequence
of p-measures {µ(n) := δ−an⊞µn1⊞· · ·⊞µnn}∞n=1. Recall that we denote by µ̂nk, n ≥ 1, k =
1, . . . , n, the p-measures defined by (2.16). By νn, n = 1, . . . , we denote the measures
defined in (2.17).
In the first step we shall prove Theorem 2.8. First we prove the following auxiliary
proposition.
Proposition 5.1. If µ(n) → µ weakly as n→∞, where µ is a nondegenerate p-measure,
and if the measures µn1, . . . µnn are infinitesimal, then bn → ∞ and bn+1/bn → 1 as
n→∞ hold.
Proof. Assume to the contrary that there exists an infinite sequence {n′} such that
the numbers bn′ remain bounded. Without loss of generality, we may assume that the num-
bers bn′ converge to some finite b > 0 as n
′ → ∞. By Proposition 3.6, and since
µnk, n ≥ 1, k = 1, . . . , n, are infinitesimal, for some α, β > 0 and z ∈ Γα,β, φµ(n)(z)
converges, that is,
φµ(n)(z) = −an + φµn1(z) + · · ·+ φµnn(z) = −an +
1
bn
φµ1(bnz) + · · ·+
1
bn
φµn(bnz)→ φµ(z)
(5.1)
as n → ∞. By Proposition 3.6, and since µnk, n ≥ 1, k = 1, . . . , n, are infinitesimal,
we conclude for every k, α, β > 0, and z ∈ Γα,β, that 1bn′ φµk(bn′z) → 0 as n
′ → ∞.
Hence φµk(z) ≡ 0, z ∈ Γα,β, k = 1, . . . , and φµ(n)(z) = −an for z ∈ Γα,β. Since µ is
nondegenerate, we arrive at a contradiction, using Proposition 3.6.
Since µnk, n ≥ 1, k = 1, . . . , n, are infinitesimal, we note that µ(n+1,n) := δ−an+1 ⊞
µn+1,1⊞· · ·⊞µn+1,n also converge to µ weakly as n→∞. Denote the distribution function
of µ(n) by Fn(x). Then the distribution function of µ
(n+1,n) has the form Fn(b
′
nx + a
′
n),
where b′n = bn+1/bn and a
′
n = (bn+1/bn)an+1 − an. According to Proposition 3.11, this
implies that (bn+1/bn)→ 1 as n→∞, thus proving the proposition. 
Proof of Theorem 2.8. The “if” assertion follows from Theorem 2.1 by choosing
the measures µ(n) = δ−an ⊞ µn1 ⊞ · · · ⊞ µnn, where µnk, k = 1, . . . , n, are defined at
the beginning of this section with bn = b
′
n.
Now we assume that the distributions µ(n) converge to a limit distribution µ for
some choice of the sequence of constants bn > 0 and an, and assume that the measures
µnk, n ≥ 1, k = 1, . . . , n, are infinitesimal. By Theorem 2.1, µ is an infinitely divisible
probability measure and its Voiculescu’s transform φµ(z) has the form (2.6). If we prove
that (bn/b
′
n) → 1 as n → ∞, then, by Proposition 3.11, the sequence of µ(n) (where
µnk, k = 1, . . . , n, defined using bn = b
′
n) converges to µ weakly too. Hence (2.20) would
follow from Theorem 2.1 and the ”only if” assertion would hold.
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Consider the p-measures µ(n)s := µsn1 ⊞ · · · ⊞ µsnn. Since the p-measure µn1, . . . , µnn
are infinitesimal, as we proved in Section 4, the p-measures µsn1, . . . , µ
s
nn are infinitesimal
as well. By Proposition 3.7, µ(n)s → µs := µ ⊞ µ¯ weakly as n → ∞. This measure
is infinitely divisible and its Voiculescu’s transform φµs(z) admits a representation (2.6)
with parameters (0, νs), where νs := ν + ν¯. Moreover, by Theorem 2.1, νns → νs weakly,
as n→∞, where the νns are defined by
νns(S) :=
n∑
k=1
∫
bnS
u2
b2n + u
2
µsk(du)
for every Borel set S. Here bnS := {bnx : x ∈ S}. Using the relation νs(R) = 2ν(R) and
(2.18), we obtain
∆n =
n∑
k=1
(∫
R
u2
b2n + u
2
µsk(du)−
∫
R
u2
(b′n)2 + u2
µsk(du)
)
→ 0. (5.2)
By the assumption, µ is a nondegenerate p-measure. Therefore, there exists an a > 0
such that 2δ = νs((−a, a)) > 0 and, hence, for sufficiently large n ≥ na,
n∑
k=1
abn∫
−abn
u2
b2n + u
2
µsk(du) > δ > 0.
Hence,
|∆n| = |b2n − (b′n)2|
n∑
k=1
∫
R
u2
(b2n + u
2)((b′n)2 + u2)
µsk(du)
≥ |b
2
n − (b′n)2|
(b′n)2 + a2b2n
n∑
k=1
abn∫
−abn
u2
b2n + u
2
µsk(du) ≥
|(bn/b′n)2 − 1|
1 + a2(bn/b′n)2
δ.
By (5.2), this yields bn/b
′
n → 1 and the proof is complete. 
Now we shall prove Theorem 2.11.
Proof of Theorem 2.11. Sufficiency. First we show that φµ(z) admits an analytic
continuation on C+. Indeed, the function φµ(z) is regular on some domain Γα,β (see
Section 2). Let us assume that there are singular points of φµ(z) on the boundary of this
domain. Let z0 be one of such points with the largest modulus. By the definition of φµ(z),
it is easy to see that |z0| <∞. By the assumption and by Voiculescu’s relation (2.4), we
have
φµ(z) = γφµ(z/γ) + φγ(z), z ∈ Γα,β, (5.3)
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for 0 < γ < 1. Here φγ(z) := φµγ (z). Hence
φγ(z) = (1− γ)φµ(z) + γ(φµ(z)− φµ(z/γ)) = (1− γ)φµ(z) + γ
z∫
z/γ
φ′µ(ζ) dζ, z ∈ Γα,β.
By Proposition 3.8 and the property |φµ(z)| = o(|z|) as z → ∞, z ∈ Γα,β, we have
the relation φγ(z) → 0 for z ∈ Γα,β and φγ(iy) = o(y), y → ∞, uniformly in γ → 1. If
γ → 1, then by Proposition 3.6, µγ → δ0 weakly and, by Proposition 3.9, φµγ (z) is regular
in the domain Γ2α,β/2 for γ close to 1. The functions φµ(z/γ) and φγ(z) are regular on
Γα,ℑz0, therefore φµ(z) is regular at the point z0, a contradiction. Hence our assertion
holds. Note that the function φγ(z) admits an analytic continuation on C
+ for every
γ ∈ (0, 1) as well and the relation (5.3) holds for all γ ∈ (0, 1) and z ∈ C+ for such
functions. We again denote these functions, defined on C+, by φµ(z) and φγ(z).
Consider the p-measures µk, k = 1, . . . , determined via
φµk(z) :=
1
pik
φγk(pikz) =
1
pik
φµ(pikz)− 1
pik−1
φµ(pik−1z), z ∈ C+,
where pik =
∏k
l=1 γl and γl = 1− 1/(l + 1), pi0 := 1.
Voiculescu’s transform of the p-measure µ(n) := µn1⊞ · · ·⊞µnn with µnk, k = 1, . . . , n,
defined at the beginning of this section using bn := 1/pin, has the form
φµ(n)(z) =
n∑
k=1
(pin
pik
φµ
(pik
pin
z
)
− pin
pik−1
φµ
( pik−1
pin
z
))
= φµ(z)−pinφµ
( z
pin
)
, z ∈ C+. (5.4)
From (5.4) and Proposition 3.6 it follows that µ(n) → µ weakly as n → ∞. It is not
difficult to verify that the functions φµnk(z) converge to zero on every compact set of C
+
uniformly in k, 1 ≤ k ≤ n. This implies that |Fµnk(i) − i| → 0 as n → ∞ uniformly
in k = 1, . . . , n, and hence |Gµnk(i) + i| → 0 as as n → ∞ uniformly in k = 1, . . . , n.
Finally note that the p-measures µn1, . . . , µnn are infinitesimal. This follows directly from
formula (4.5) for the measures µnk, k = 1, . . . , n.
Necessity. Let µ ∈ L⊞. This means that there exists a sequence of p-measures {µn}
such that for some suitably chosen sequences of constants {an} and {bn}, bn > 0, the se-
quence of the measures {µ(n) = δ−an ⊞ µn1 ⊞ · · · ⊞ µnn} converges weakly to a limit
measure µ and that the measures µnk, n ≥ 1, k = 1, . . . , n, are infinitesimal. Hence
condition (4.1) holds for the measures µnk, k = 1, . . . , n. By Proposition 3.9, for ev-
ery α, β > 0 Voiculescu’s transforms φµnk(z), k = 1, . . . , n, are defined on Γα,β and
φµnk(Γα,β) ⊂ C− ∪ R, k = 1, . . . , n. Expressing our assumptions in terms of Voiculescu’s
transforms, we obtain, by Proposition 3.6, that
φµ(n)(z) = −an +
1
bn
φµ1(bnz) + · · ·+
1
bn
φµn(bnz)→ φµ(z), n→∞, (5.5)
uniformly on compact subsets of Γα,β and φµ(n)(iy) = o(y) uniformly in n as y → +∞.
The function φµ(z) in (5.5) is regular in C
+ (being Voiculescu’s transform of an infinitely
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divisible p-measure). According to Proposition 5.1, for every given γ ∈ (0, 1) there exists
an m = m(n), m < n, such that bm/bn → γ as n→∞. Rewrite φµ(n)(z) in the form
φµ(n)(z) =
(
− bm
bn
am +
1
bn
φµ1(bnz) + · · ·+
1
bn
φµm(bnz)
)
+
(bm
bn
am − an + 1
bn
φµm+1(bnz) + · · ·+
1
bn
φµn(bnz)
)
, z ∈ Γα,β.
(5.6)
Since, by (5.5),
−am + 1
bm
φµ1(bmz) + · · ·+
1
bm
φµm(bmz)→ φµ(z), m→∞,
uniformly on compact subsets of Γα,β and φµ(m)(iy) = o(y) uniformly in n as y → +∞,
we have
φm,n(z) := −bm
bn
am +
1
bn
φµ1(bnz) + · · ·+
1
bn
φµm(bnz)→ γφµ
(z
γ
)
, n→∞, (5.7)
uniformly on compact subsets of Γα,β and φm,n(iy) = o(y) uniformly in n as y → +∞.
Therefore the second bracket in (5.6) converges to the regular function φγ(z) := φµ(z)−
γφµ(z/γ) on C
+. By Proposition 3.6, φγ(z) is Voiculescu’s transform of some measure
µγ ∈ M. Thus we conclude that for every γ ∈ (0, 1) φµ(z) = γφ(z/γ) + φγ(z) for all
z ∈ C+.
Hence, the theorem is proved. 
6. Estimates of convergence in the Free Central Limit Theorem
In this section we prove Theorem 2.4, Proposition 2.5, Theorem 2.6, and Theorem 2.7.
In the sequel we denote c1, c2 . . . explicit positive absolute constants.
Proof of Theorem 2.4. Denote µ(n) := µn⊞n . By Corollary 3.5, Gµ(n)(z) = 1/Fµ(n)(z),
z ∈ C+, where Fµ(n)(z) := Fµ(Z(
√
nz))/
√
n. In this formula Z(z) ∈ F is the solution of
equation (3.7). Consider the functions S(z) := 1
2
(z +
√
z2 − 4) and Sn(z) := Z(
√
nz)/
√
n
for z ∈ C+. Note that 1/S(z) = Gµw(z), where w denotes Wigner semicircle measure.
Since Sn ∈ F , we see by Remark 3.1 that there exists a p-measure ν(n) such that 1/Sn(z) =
Gν(n)(z).
We obtain the estimate (2.9) for n ≥ n2, where n2 := [c1(|m3(µ)|2 + m4(µ))] with
a sufficiently large positive absolute constant c1. For n ≤ n2 (2.9) holds obviously. Using
(2.1), we may write
Z(z)Gµ(Z(z)) = 1 +
1
Z2(z)
+
1
Z2(z)
∫
R
u3 µ(du)
Z(z)− u
= 1 +
1
Z2(z)
+
m3(µ)
Z3(z)
+
1
Z3(z)
∫
R
u4 µ(du)
Z(z)− u, z ∈ C
+. (6.1)
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Equation (3.7) may be rewritten as
Gµ(Z(z))
(
Z(z)− z
)
= (n− 1)(1− Z(z)Gµ(Z(z))), z ∈ C+. (6.2)
By (6.1) and the definition of Sn(z), (6.2) may be reformulated as(
1 +
1
Z2(
√
nz)
+
m3(µ)
Z3(
√
nz)
+
1
Z3(
√
nz)
∫
R
u4 µ(du)
Z(
√
nz)− u
)
(Sn(z)− z)
= −n− 1
n
( 1
Sn(z)
+
m3(µ)
Sn(z)Z(
√
nz)
+
1
Sn(z)Z(
√
nz)
∫
R
u4 µ(du)
Z(
√
nz)− u
)
(6.3)
for z ∈ C+. Rewrite (6.3) in the form
(1 + rn1(z))(Sn(z)− z) = −
(
1− 1
n
) 1
Sn(z)
(1 + rn2(z)), (6.4)
where rn1(z) and rn2(z) are analytic functions on C
+ which, by the inequality ℑZ(√nz) ≥√
nℑz, z ∈ C+, (compare with (3.3)), admit the estimates
|rn1(z)| ≤ 1
(ℑz√n)2 +
|m3(µ)|
(ℑz√n)3 +
m4(µ)
(ℑz√n)4 , |rn2(z)| ≤
|m3(µ)|
ℑz√n +
m4(µ)
(ℑz√n)2 , z ∈ C
+.
(6.5)
Introduce for every α > 0, C+α := {z ∈ C : ℑz > α} and Dα := {z ∈ C : α ≤ ℑz ≤
1, |ℜz| ≤ 4}.
By (6.5), |rn1(z)|+ |rn2(z)| ≤ 1/10 for z ∈ C+a/2, where a =: c2(|m3(µ)|+m1/24 (µ))/
√
n
and c2 > 0 is a sufficiently large absolute constant. Therefore we conclude from (6.4) that
10−1 ≤ |Sn(z)| ≤ 10, z ∈ Da. (6.6)
From (6.4) we see that the function Sn(z) satisfies the approximate functional equation
Sn(z)− z = − 1
Sn(z)
+
rn3(z)
Sn(z)
, (6.7)
for z ∈ C+a/2, where
rn3(z) := 1−
(
1− 1
n
)1 + rn2(z)
1 + rn1(z)
.
Here rn3(z) is an analytic function on z ∈ C+a/2 which is bounded as follows
|rn3(z)| ≤ 2
(1
n
+ |rn1(z)|+ |rn2(z)|
)
, z ∈ C+a/2. (6.8)
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Recalling the definition of the functions rn1(z) and rn2(z), we obtain with the help of (6.6)
and the inequality |Sn(z)| ≥ 1, z ∈ C+1 ,
|rn1(z)| ≤ 1
(
√
n|Sn(z)|)2+
|m3(µ)|
(
√
n|Sn(z)|)3+
m4(µ)
(
√
n|Sn(z)|)3
√
nℑz ≤ 10
3
(1
n
+
|m3(µ)|
n3/2
+
m4(µ)
n2ℑz
)
(6.9)
and
|rn2(z)| ≤ |m3(µ)|√
n|Sn(z)| +
m4(µ)
n|Sn(z)|ℑz ≤ 10
( |m3(µ)|√
n
+
m4(µ)
nℑz
)
for z ∈ Da ∪ C+1 . Applying these estimates to (6.8), we finally have
|rn3(z)| ≤ 3 · 103
( |m3(µ)|√
n
+
m4(µ)
nℑz +
1
n
)
, z ∈ Da ∪ C+1 . (6.10)
Solving equation (6.7), we see that
Sn(z) =
1
2
(
z ±
√
ρn(z)
)
, z ∈ C+a/2,
where ρn(z) := z
2−4+4rn3(z). Note that the function ρn(z) is non-zero on the half-plane
C
+
a/2. Indeed, let ρn(w) = 0 for some w ∈ C+a/2. Then, by (6.7), S2n(w)−wSn(w) = −w2/4
and we have Sn(w) = w/2. But the function Sn(z) satisfies the inequality ℑSn(z) ≥
ℑz, z ∈ C+, a contradiction. We define the function √ρn(z) on C+a/2, taking the branch
of
√
ρn(z) such that
√
ρn(i) ∈ C+. Since Sn(z) ∈ N , we see that Sn(z) = 12
(
z+
√
ρn(z)
)
for z ∈ C+a/2.
For z ∈ C+a/2, using the previous formula for Sn(z) and S(z) = 12(z +
√
z2 − 4), we
write
1
Sn(z)
− 1
S(z)
=
S(z)− Sn(z)
S(z)Sn(z)
=
1
S(z)Sn(z)
· 2rn3(z)√
z2 − 4 +√z2 − 4 + 4rn3(z) . (6.11)
Since, for z ∈ C, 0 < ℑz ≤ 1, |z2 − 4| ≥ m(z) := max{ℑz, ((ℜz)2 − 5)+}, where for
x ∈ R, (x)+ := max{0, x}, we obtain from (6.10) the following inequality∣∣∣ rn3(z)
z2 − 4
∣∣∣ ≤ 3 · 103
m(z)
( |m3(µ)|√
n
+
2m4(µ)
nℑz
)
≤ 1
10
, z ∈ Da ∪ {z ∈ C : ℑz = 1}. (6.12)
Hence we get, for z ∈ Da or for ℑz = 1,
|
√
z2 − 4 +
√
z2 − 4 + 4rn3(z)| =
√
|z2 − 4|
∣∣∣1 +√1 + 4rn3(z)/(z2 − 4)∣∣∣ ≥√|z2 − 4|.
Using this estimate we deduce from (6.10) and (6.11), for z ∈ (Da ∪ {z ∈ C : ℑz = 1}),∣∣∣ 1
Sn(z)
− 1
S(z)
∣∣∣ ≤ 2 |rn3(z)||√z2 − 4| 1|S(z)||Sn(z)| ≤ 6 · 10
3√
m(z)
( |m3(µ)|√
n
+
2m4(µ)
nℑz
) 1
|S(z)||Sn(z)| .
(6.13)
Recall that 1/S(z) = Gµw(z) and 1/Sn(z) = Gν(n)(z), where ν
(n) is a p-measure.
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Since, for u ∈ R, m(u + i) = max{1, (u2 − 5)+}, |Sn(u + i)| ≥ 1, and |S(u + i)| ≥
1
2
√
1 + ((u− 4)+)2, we conclude, using (6.13),∫
R
|Gµw(u+ i)−Gν(n)(u+ i)| du ≤ c
( |m3(µ)|√
n
+
m4(µ)
n
)∫
R
du
1 + u2
≤ c√
n
(
|m3(µ)|+ m4(µ)√
n
)
≤ c√
n
(
|m3(µ)|+ (m4(µ))1/2
)
, n ≥ n0.
(6.14)
Since, for z ∈ Da,
√
m(z) ≥ √ℑz, |Sn(z)| ≥ 1/10, and |S(z)| ≥ 1/10, we obtain from
(6.13), for x ∈ [−2, 2],
1∫
a
|Gµw(x+ iu)−Gν(n)(x+ iu)| du ≤ c
1∫
a
( |m3(µ)|√
nu
+
m4(µ)
nu3/2
)
du
≤ c√
n
(
|m3(µ)|+ m4(µ)√
na
)
≤ c√
n
(
|m3(µ)|+ (m4(µ))1/2
)
, n ≥ n0.
(6.15)
Now we consider the representation
Gµ(n)(z)−Gν(n)(z) =
rn1(z)
Sn(z)
, z ∈ C+. (6.16)
The relation (6.13) leads to the following estimate, for z ∈ C with ℑz = 1,
1
2
(
1 + (|ℜz| − 4)+
) ≤ |S(z)| − 6 · 103√
nm(z)
(
|m3(µ)|+ 2m4(µ)√
n
)
≤ |Sn(z)|
≤ |S(z)|+ 6 · 10
3√
nm(z)
(
|m3(µ)|+ 2m4(µ)√
n
)
≤ 2(1 + (|ℜz| − 4)+). (6.17)
Using (6.9), (6.16), and (6.17), we easily obtain the following inequality∫
R
|Gµ(n)(u+ i)−Gν(n)(u+ i)| du ≤
c
n
(
1 +
|m3(µ)|√
n
+
m4(µ)
n
)∫
R
du
1 + u2
≤ c
n
( |m3(µ)|√
n
+
m4(µ)
n
)
≤ c
n
, n ≥ n2, (6.18)
and, for x ∈ [−2, 2], using (6.9) and the estimate |Sn(z)| ≥ 1/10, z ∈ Da, we deduce
1∫
a
|Gµ(n)(x+ iu)−Gν(n)(x+ iu)| du ≤
c
n
(
1 +
|m3(µ)|√
n
+
m4(µ)| log a|
n
)
≤ c
n
(|m3(µ)|+ (m4(µ))1/2), n ≥ n2. (6.19)
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In order to prove the upper bound of ∆(µ(n), µw) for n ≥ n2 we apply Lemma 3.2 with
v = a. Since m4(µ) < ∞, it is well known that m2(µ(n)) < ∞ and the assumption (3.5)
obviously holds. Therefore Lemma 3.2, (6.14), (6.15), (6.18), and (6.19) together imply
the estimate (2.9).
Hence, Theorem 2.4 is proved. 
Proof of Proposition 2.5. Let p, q > 0 and p + q = 1, p − q 6= 0. We assume for
definiteness that p− q < 0. Let ν be a measure such that ν({−p}) = q and ν({q}) = p.
It easy to see that νn = µn for all n = 1, . . . . The corresponding transforms are given by
Gν(z) =
q
z + p
+
p
z − q and Fµn(z) = Fνn(z) =
Fν(z
√
npq)√
npq
= z − 1
n
· 1
z + c˜/
√
n
,
where c˜ := (p− q)/√pq. A simple calculations show that, for z ∈ C+,
φµn(z) = F
(−1)
µn (z)− z =
1
2
(
− z − c˜√
n
+
√(
z − c˜√
n
)2
+ 4
( c˜√
n
z +
1
n
))
, (6.20)
where we choose the branch of the square root which is positive for z ≥ 1/|c˜|. Since
φµ(n)(z) = nφµn(z), we get F
(−1)
µ(n)
(z) = nφµn(z) + z. Using this relation and (6.20),we
obtain with the help of a tedious but straightforward calculation the formula, for z ∈ C+,
Fµ(n)(z) =
n
2(n− 1)
(n− 2
n
z − c˜√
n
+
√(n− 2
n
z − c˜√
n
)2
− 4n− 1
n
(
1− z
( z
n
+
c˜√
n
)))
= 2
1− z
(
z
n
+ c˜√
n
)
n−2
n
z − c˜√
n
−
√(
n−2
n
z − c˜√
n
)2
− 4n−1
n
(
1− z
(
z
n
+ c˜√
n
))
and hence, for the same z,(
1−z
( z
n
+
c˜√
n
))
Gµ(n)(z)
=
1
2
(n− 2
n
z − c˜√
n
−
√(n− 2
n
z − c˜√
n
)2
− 4n− 1
n
(
1− z
( z
n
+
c˜√
n
)))
=
1
2
(n− 2
n
z − c˜√
n
−
√
(z − x1)(z − x2)
)
,
where
x1 := − c˜√
n
− 2
√
1− 1
n
= −2− c˜√
n
+
2θ
n
,
x2 := − c˜√
n
+ 2
√
1− 1
n
= 2− c˜√
n
+
2θ
n
.
Here and below θ are real-valued quantities such that |θ| ≤ 1.
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Using the Stieltjes-Perron inversion formula (3.4), we have
µ(n)((−∞, u)) = 1
2pi
u∫
x1
p(x) dx, x1 < u < x2, where p(x) :=
√
(x− x1)(x2 − x)
1− x
(
x
n
+ c˜√
n
) . (6.21)
Put y = x+ c˜/
√
n. We note that
(x− x1)(x2 − x) = 4− y2 − 4
n
,
(
1− x
(x
n
+
c˜√
n
))−1
= 1 +
c˜√
n
y +
θc(p)
n
,
for x1 < x < x2. Here and below we shall denote by c(p) positive constants depending on
p only. Since, for −2 + 3|c˜|
2
√
n
≤ x ≤ 2− 3|c˜|
2
√
n
and for sufficiently large n ≥ n0(p),√
4− y2 − 4/n−
√
4− y2 = − 4√
4− y2 − 4/n+√4− y2 1n = c(p)θn3/4 , (6.22)
we easily obtain, for x and n as above,
p(x) =
√
4− y2 + c˜y√
n
√
4− y2 + c(p)θ
n3/4
.
Applying this formula to (6.21) we deduce, for −2 ≤ u ≤ 0,
µ(n)((−∞, u))− µw((−∞, u)) =
u+c˜/
√
n∫
u
√
4− x2
2pi
dx− c˜(4− (u+ c˜/
√
n)2)3/2
6pi
√
n
+
θc(p)
n3/4
=
c˜(4− (u+ θc˜/√n)2)1/2
2pi
√
n
− c˜(4− (u+ c˜/
√
n)2)3/2
6pi
√
n
+
θc(p)
n3/4
.
The assertion of the proposition now follows immediately from this relation. .
Proof of Theorem 2.6. By Corollary 3.4, Gµ(n)(z) = 1/Fµ(n)(z), z ∈ C+, where
Fµ(n)(z) := Fµ1(Z1(Bnz))/Bn = · · · = Fµn(Zn(Bnz))/Bn. In this formula Zj(z), j =
1, . . . , n, are in the class F and are the solutions of functional equations (3.6). Without
loss of generality, we assume that minj=1,...,nm2(µj) ≥ 1 and minj=1,...,nm2(µj) = m2(µ1).
Denote Sn(z) := Z1(Bnz)/Bn and let, as in the proof Theorem 2.4, S(z) :=
1
2
(z+
√
z2 − 4).
Note that 1/Sn(z) = Gν(n) for some p-measure ν
(n).
We prove the inequality (2.10) for Ln ≤ c with a sufficiently small positive absolute
constant c. For Ln ≥ c (2.10) holds obviously. From (3.6) we have the relation
Z1(z)− z = Fµ2(Z2(z))−Z2(z) + Fµ3(Z3(z))−Z3(z) + · · ·+ Fµn(Zn(z))−Zn(z), (6.23)
and
Fµ1(Z1(z)) = Fµ2(Z2(z)) = · · · = Fµn(Zn(z)), z ∈ C+. (6.24)
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By (6.1), we note that
Fµj (Zj(z))− Zj(z) =
1− Zj(z)Gµj (Zj(z))
Zj(z)Gµj (Zj(z))
Zj(z) = − rn,j(z)
1 + rn,j(z)
Zj(z), z ∈ C+, (6.25)
where
rn,j(z) :=
1
Zj(z)
∫
R
u2 µj(du)
Zj(z)− u =
m2(µj)
Z2j (z)
+
1
Z2j (z)
∫
R
u3 µj(du)
Zj(z)− u. (6.26)
In addition, by (6.24), we have
Z1(z)
Zj(z)
=
Z1(z)Gµ1(Z1(z))
Zj(z)Gµj (Zj(z))
=
1 + rn,1(z)
1 + rn,j(z)
, z ∈ C+. (6.27)
Since ℑZj(Bnz) ≥ Bnℑz, we obtain from (6.26) that |rn,j(Bnz)| ≤ 1/10, j = 1, . . . , n,
for ℑz ≥ c3Mn, where Mn := (maxj=1,...,nm2(µj))1/2/Bn and c3 is a sufficiently large
absolute constant. Moreover, we deduce from (6.25) and (6.26) the following estimates∣∣∣Fµj (Zj(Bnz))− Zj(Bnz) + m2(µj)Zj(Bnz)
∣∣∣ ≤ β3(µj)|Zj(Bnz)|Bnℑz
+
2m2(µj)
|Zj(Bnz)|2Bnℑz
(
m2(µj) +
β3(µj)
Bnℑz
)
(6.28)
and∣∣∣Fµj (Zj(Bnz))−Zj(Bnz)+ m2(µj)Zj(Bnz)
∣∣∣ ≤ β3(µj)|Zj(Bnz)|Bnℑz + 2|Zj(Bnz)|3
(
m2(µj)+
β3(µj)
Bnℑz
)2
(6.29)
for ℑz ≥ a1 := c3Mn. In the same way we obtain from (6.27) the following inequalities∣∣∣Z1(Bnz)
Zj(Bnz)
− 1
∣∣∣ ≤ 2
Bnℑz
( m2(µ1)
|Z1(Bnz)| +
m2(µj)
|Zj(Bnz)|
)
≤ 1
10
(6.30)
for ℑz ≥ a1 and j = 2, . . . , n. Using (6.30) we conclude that, for ℑz ≥ a1,∣∣∣ m2(µ2)
Z2(Bnz)
+ · · ·+ m2(µn)
Zn(Bnz)
− B
2
n −m2(µ1)
Z1(Bnz)
∣∣∣
≤
n∑
j=2
2m2(µj)
|Z1(Bnz)|Bnℑz
( m2(µ1)
|Z1(Bnz)| +
m2(µj)
|Zj(Bnz)|
)
≤ 8|Z1(Bnz)|2Bnℑz
n∑
j=2
m22(µj). (6.31)
In view of (6.28), (6.30), and (6.31), (6.23) yields for ℑz ≥ a1 the functional equation
Sn(z)− z = −1− r̂n(z)
Sn(z)
, (6.32)
where r̂n(z) is an analytic function on C
+
a1
which admits the upper bound
|r̂n(z)| ≤ 2
B3nℑz
n∑
j=1
β3(µj) +
12
(B2nℑz)2
n∑
j=1
m22(µj) +
4
B5n(ℑz)3
n∑
j=1
m2(µj)β3(µj) +
m2(µ1)
B2n
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for ℑz ≥ a1. Using the well-known inequalities
1
B4n
n∑
j=1
m22(µj) ≤ min{M2n, L4/3n },
1
B5n
n∑
j=1
m2(µj)β3(µj) ≤M2nLn, Ln ≥
1√
n
, (6.33)
we finally arrive at
|r̂n(z)| ≤ 2Lnℑz +
12min{M2n, L4/3n }
(ℑz)2 +
4M2nLn
(ℑz)3 + L
2
n ≤
20
c4
<
1
10
(6.34)
for ℑz ≥ a2 := c4(Ln + min{Mn, L2/3n } +M2/3n L1/3n ), where c4 > c3 is a sufficiently large
absolute constant. It follows from (6.32) and (6.34) that
10−1 ≤ |Sn(z)| ≤ 10, z ∈ Da2 , (6.35)
where the closed domain Da2 is defined in the proof of Theorem 2.4. Using this inequality
and (6.29)–(6.31), we may improve the estimate (6.34) for z ∈ Da2 . Using as well (6.33)
and the well-known estimate
1
B6n
n∑
j=1
β23(µj) ≤ L2n,
we obtain the following bound
|r̂n(z)| ≤ 2
B3nℑz
n∑
j=1
β3(µj) +
104
B4nℑz
n∑
j=1
m22(µj) +
104
B6n(ℑz)2
n∑
j=1
β23(µj) +
m2(µ1)
B2n
≤ 5Lnℑz , z ∈ Da2 . (6.36)
By (6.34), this estimate holds for z ∈ C+ such that ℑz = 1.
Now we repeat the arguments of the proof of Theorem 2.4. Solving equation (6.32) we
see that
Sn(z) =
1
2
(
z +
√
ρ̂n(z)
)
, ℑz ≥ a2, (6.37)
where ρ̂n(z) := z
2 − 4 + 4r̂n(z).
Write the formula, for z ∈ C+a2 ,
1
Sn(z)
− 1
S(z)
=
S(z)− Sn(z)
S(z)Sn(z)
=
1
S(z)Sn(z)
· r̂n(z)√
z2 − 4 +√z2 − 4 + 4r̂n(z) . (6.38)
Let a3 := 3c4L
1/2
n . Note that the well-known inequality Mn ≤ L1/3n implies a2 < a3.
Recalling that |z2 − 4| ≥ m(z) := max{ℑz, ((ℜz)2 − 5)+}, 0 < ℑz ≤ 1, we deduce from
(6.36) that ∣∣∣ r̂n(z)
z2 − 4
∣∣∣ ≤ 5Ln
m(z)ℑz ≤
1
10
, z ∈ Da3 .
Therefore we easily get, for z ∈ Da3 ∪ {z ∈ C : ℑz = 1},
|
√
z2 − 4 +
√
z2 − 4 + 4r̂n(z)| ≥
√
|z2 − 4| ≥
√
m(z).
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Applying this estimate together with (6.36) to (6.38), we conclude that, for z ∈ Da3∪{z ∈
C : ℑz = 1},∣∣∣ 1
Sn(z)
− 1
S(z)
∣∣∣ ≤ |r̂n(z)||√z2 − 4| 1|S(z)||Sn(z)| ≤ 5 Ln√m(z)ℑz|S(z)||Sn(z)| . (6.39)
We conclude in the same way as in (6.14) and (6.15), using (6.39), that is∫
R
|Gµw(u+ i)−Gν(n)(u+ i)| du ≤ cLn
∫
R
du
1 + u2
≤ cLn (6.40)
and, for x ∈ [−2, 2],
1∫
a3
|Gµw(x+ iu)−Gν(n)(x+ iu)| du ≤ c
1∫
a3
Ln
u3/2
du ≤ c Ln
a
1/2
3
≤ cL3/4n . (6.41)
Now we write
Gµ(n)(z)−Gν(n)(z) =
rn,1(Bnz)
Sn(z)
, z ∈ C+. (6.42)
We deduce from (6.39) the following estimate, for z ∈ Da3 ∪ {z ∈ C : ℑz = 1},
1
2
(
1 + (|ℜz| − 4)+
) ≤ |S(z)| − 5Ln√
m(z)ℑz ≤ |Sn(z)|
≤ |S(z)|+ 5Ln√
m(z)ℑz ≤ 2
(
1 + (|ℜz − 4)+
)
. (6.43)
In addition we have, by (6.26),
|rn,1(Bnz)| ≤ 1
(Bn|Sn(z)|)2
(
m2(µ1) +
β3(µ1)
Bnℑz
)
, z ∈ Da3 ∪ {z ∈ C : ℑz = 1}. (6.44)
Using (6.42)–(6.44), we easily obtain the following inequalities∫
R
|Gµ(n)(u+ i)−Gν(n)(u+ i)| du ≤ c
(1
n
+ Ln
)∫
R
du
1 + u2
≤ cLn (6.45)
and, for x ∈ [−2, 2],
1∫
a3
|Gµ(n)(x+ iu)−Gν(n)(x+ iu)| du ≤ c
(1
n
+ Ln| log a3|
)
≤ cLn| logLn|. (6.46)
In order to prove the upper estimate of ∆(µ(n), µw) we apply again Lemma 3.2 with
v = a3. Lemma 3.2, (6.40), (6.41), (6.45), and (6.46) together imply the estimate (2.10)
and the theorem is proved. 
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Proof of Theorem 2.7. For k = 1, . . . , n denote µ̂nk((−∞, x)) := µk((−∞, nx +
ank)), x ∈ R, where ank :=
∫
(−n,n) uµk(du). We shall now verify the condition (4.1) with
kn = n for the measures µ̂nk. We obtain
εnk =
∫
R
u2
1 + u2
µ̂nk(du) =
∫
R
(u− ank)2
n2 + (u− ank)2 µk(du)
≤ 1
n2
∫
(−n,n)
(u− ank)2µk(du) +
∫
{|u|≥n}
µk(du).
Therefore (4.1) follows from (2.12) and (2.14). Moreover, it follows from (2.12) and (2.14)
that
n∑
k=1
εnk ≤ ηn1 + ηn3 := ηn. (6.47)
In the proof of this theorem we use the notation of Section 4 with kn = n and τ = 1.
From Corollary 3.4 we deduce the relations (4.13) and (4.14) with kn = n. In addition
Fµ̂n(z) = Fµ̂n1(Zn1(z)), z ∈ C+, where µ̂n := µ̂n1 ⊞ · · · ⊞ µ̂nn. By (4.12) and (6.47), we
get
|φµ̂n1⊞···⊞µ̂nn(z)| ≤ |φµ̂n1(z)|+ · · ·+ |φµ̂nn(z)| ≤ c
n∑
k=1
εnk ≤ cηn, |z − i| ≤ 1/2. (6.48)
Since
φµ̂n1⊞···⊞µ̂nn(z) = (Fµ̂n1(Zn1))
(−1)(z)− z = Z(−1)n1 (F (−1)µ̂n1 (z))− z
for |z − i| ≤ 1/2, we have, by (4.10), the relation
φµ̂n1⊞···⊞µ̂nn(Fµ̂n1(z)) = Z
(−1)
n1 (z)− Fµ̂n1(z)
for |z − i| ≤ 1/4. Therefore we conclude by (4.10) and (6.48) that the function Z(−1)n1 (z)
is analytic in the disk |z − i| < 1/4 and |Z(−1)nk (z)− z)| ≤ cηn for |z − i| < 1/4. From this
relation we see that
|Zn1(z)− z| ≤ cηn, |z − i| ≤ 1/8. (6.49)
The function Zn1(z) admits the representation (4.19). By (6.49), |dn1| ≤ cηn and νn1(R) ≤
cηn. Similar to (4.10) we obtain
|Zn1(z)− z| ≤ cηn
(
1 +
1 + |z|2
ℑz
)
, z ∈ C+. (6.50)
Then we have, using (4.10) and (6.50),
|Fµ̂n1(Zn1(z))− Zn1(z)| ≤ cηn
(
1 +
1 + |Zn1(z)|2
ℑZn1(z)
)
≤ cη2/3n (6.51)
for z = x+ iη
1/3
n , η
1/6
n ≤ x ≤ η1/6n . For such z we finally get
|Fµ̂n(z)− z| ≤ cη2/3n . (6.52)
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Since Fµ̂n(z) ∈ F and therefore |Fµ̂n(z)| ≥ ℑz, z ∈ C+, we conclude from (6.52) that, for
z = x+ iη
1/3
n , η
1/6
n ≤ x ≤ η1/6n ,∣∣∣Gµ̂n(z)− 1z ∣∣∣ = |Fµ̂n(z) − z||Fµ̂n(z)||z| ≤ c. (6.53)
From (6.53) we get, for sufficiently large n ≥ n4 ≥ c,
−1
pi
∫
{|x|≤η1/6n }
ℑGµ̂n(x+ iη1/3n ) dx ≥
1
pi
∫
{|x|≤η1/6n }
η
1/3
n
x2 + η
2/3
n
dx− cη1/6n ≥ 1− cη1/6n . (6.54)
On the other hand we obtain
− 1
pi
∫
|x|≤η1/6n
ℑGµ̂n(x+ iη1/3n ) dx =
1
pi
∫
R
(
arctan
η
1/6
n − u
η
1/3
n
+ arctan
η
1/6
n + u
η
1/3
n
)
µ̂n(du)
≤ µ̂n({|u| ≤ 2η1/6n }) + 1−
1
pi
arctan η−1/6n ≤ µ̂n({|u| ≤ 2η1/6n }) + cη1/6n . (6.55)
From (6.54) and (6.55), for sufficiently large n ≥ n4 ≥ c, we have
µ̂n({|u| ≤ 2η1/6n }) ≥ 1− cη1/6n
which immediately implies L(µ̂n, δ0) ≤ cη1/6n . By the definition of µ(n) and µ̂n, we see
that L(µ(n), µ̂n) ≤ ηn2. The estimate (2.15) is now an obvious consequence of the last two
estimates.
Thus, Theorem 2.7 is proved. .
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