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Uvod
Poznata izreka velikog njemacˇkog matematicˇara Carla Friedricha Gaussa, koji je poznat
po svom sˇirokom doprinosu u matematici, fizici i astronomiji, glasi:
“Matematika je kraljica svih znanosti”.
Veliku ulogu matematika danas ima na podrucˇju biologije. Matematika, biologija i in-
formatika temelj su bioinformatike. Bioinformatika je interdisciplinarna znanost koja se,
izmedu ostalog, bavi analizom biolosˇkih nizova. Na podrucˇju genetike ona je usmjerena na
proucˇavanje mutacija genoma, dok se u strukturalnoj biologiji bavi analizom DNA, RNA i
proteina.
Jedan od glavnih problema kojim se danas bavi bioformatika je trazˇenje varijanti nekog
enzima u biolosˇkim organizmima. Cilj ovog diplomskog rada je opisati jednu od metoda
trazˇenja varijanti nekog enzima u organizmu poznatu pod imenom position-specific sco-
ring matrix ili, krac´e, PSSM. S matematicˇkog gledisˇta, cilj je povezati navedenu metodu s
matematicˇkim konceptima na kojima se ona temelji.
Diplomski rad podijeljen je na pet poglavlja. U prvom poglavlju objasˇnjene su os-
novne informacije o proteinima, ukljucˇujuc´i njihovu gradu, strukturu, funkciju te evolu-
ciju. Drugo poglavlje sadrzˇi osnovne pojmove iz vjerojatnosti koji su korisˇteni u pisanju
ovog rada. Osim toga, u poglavlju su opisana dva poznata teorema, centralni granicˇni te-
orem i Erdo¨s – Re´nyijev teorem, koji su usko vezani za proucˇavanje proteinskih nizova.
Trec´e poglavlje osvrc´e se na jednu poznatu tehniku u bionformatici, a to je poravnanje bi-
olosˇkih nizova te njegov score. S matematicˇkog gledisˇta zanimljivo je promatrati kako su
ti score-ovi poravnanja distribuirani. U cˇetvrtom poglavlju opisana je vec´ navedena PSSM
metoda za trazˇenje varijanti nekog enzima u nekom organizmu. Varijantu nekog enzima
trazˇimo na temelju vec´ postojec´eg skupa varijanti tog enzima koji nazivamo motiv. Pro-
blem trazˇenja motiva u nekom organizmu poznat je pod imenom motif scanning. U tom
poglavlju opisani su algoritmi za racˇunanje score poravnanja izmedu motiva i proteinskog
niza koji promatramo. Na kraju poglavlja naglasak je stavljen na distribuciju maksimalnih
score-ova. Posljednje poglavlje ovog rada usmjereno je upostavljanje veze izmedu mate-
matike i biologije u osnovnoj i srednjoj sˇkoli. Izlozˇene su neke od aktivnosti koje za cilj
imaju povezati nastavni sadrzˇaj iz matematike i biologije.
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Poglavlje 1
Proteini
Najvazˇnije tvari u ljudskom organizmu, uz vodu, su proteini ili bjelancˇevine (eng. pro-
teins). Proteini su izvor tvari za izgradnju misˇic´a, krvi, kozˇe, kose, noktiju i unutarnjih
organa, ukljucˇujuc´i srce i mozak te su najvazˇniji cˇimbenik u rastu i razvoju svih tjelesnih
tkiva. Oni su sastavni dio svake stanice, sˇto ih cˇini osnovom zˇivota na Zemlji. Proteini su
odgovorni za vec´inu strukture i biokemijskih atkivnosti svakog zˇivog organizma.
1.1 Grada proteina
Proteini su molekule gradene od 20 razlicˇitih aminokiselina koje su povezane peptidnom
vezom u dugi lanac. Njihov oblik mozˇemo zamisliti kao karike povezane u lanac, pri cˇemu
svaka od karika predstavlja jednu aminokiselinu. Redoslijed i broj tih karika odreduju
specificˇne osobine svakog proteina. Promijenimo li samo jednu kariku u tom lancu, tj. neku
aminokiselinu zamijenimo drugom, mozˇda c´emo dobiti novi protein. Niz aminokiselina u
proteinu odreduje njegovu strukturu i funkciju. Proteini se sastoje od stotina ili cˇak tisuc´a
aminokiselina, a skup proteina cˇine proteom u nekom organizmu.
Aminokiselina (eng. amino acid), u biolosˇkom smislu, je osnovna gradevna jedinica
svakog proteina. U kemijskom smislu, aminokiselina je molekula koja sadrzˇi amino (-
NH2) i karboksilnu skupinu (-COOH). Postoje 20 standardnih aminokiselina. Aminoki-
seline cˇesto oznacˇavmo njihovim kraticama u obliku jednog ili tri tiskana slova. Nazivi i
kratice standardnih aminokiselina nalaze se u tablici 1.1.
U ljudskom organizmu nalazi se svih 20 aminokiselina, od koji se njih deset mogu
izgraditi u samom organizmu, dok je preostalih deset nuzˇno unijeti u organizam kroz
prehranu. S obzirom na tu cˇinjenicu, aminokiseline mozˇemo podijeliti u dvije skupine:
esencijalne, koje ljudski organizam nije u stanju sintetizirati, a nuzˇne su za funkcioniranje
cˇovjeka, te neesencijalne. Esencijalnim aminokiselinama pripadaju: R, H, L, I, K, M, F, T,
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W i V, a neesecijalnim: A, N, D, C, G, Q, E, P, S i Y. Uocˇimo kako je ova podjela amino-
kiselina karakteristicˇna za ljudski organizam. U nekom drugom organizmu ova podjela na
esencijalne i neesencijalne aminokiseline je drugacˇija.
Ime Kratica Ime Kratica
Alanin A (Ala) Izoleucin I (Ile)
Arginin R (Arg) Leucin L (Leu)
Asparagin N (Asn) Lizin K (Lys)
Asparaginska kiselina D (Asp) Metionin M (Met)
Cistein C (Cys) Prolin P (Pro)
Fenilalanin F (Phe) Serin S (Ser)
Glicin G (Gly) Tirozin Y (Tyr)
Glutamin Q (Gln) Treonin T (Thr)
Glutaminska kiselina E (Glu) Triptofan W (Trp)
Histidin H (His) Valin V (Val)
Tablica 1.1: Nazivi i kratice standardnih aminokiselina
Osim amino i karboksilne skupine, svaka aminokiselina sadrzˇi odredenu R-skupinu.
R-skupine sadrzˇe karakteristicˇke osobine pojedinih aminokiselina.
Slika 1.1: Opc´a struktura aminokiseline
S obzirom na R-skupinu aminokiseline dijelimo na cˇetiri skupine:
1. Aminokiseline nepolarne R-skupine: A, V, L, I, P, F, W i M
2. Aminokiseline polarne R-skupine: G, S, T, C, Y, N i Q
3. Aminokiseline s kiselom R-skupinom: D i E
4. Aminokiseline s bazicˇnom R-skupinom: K, R i H.
Graficˇki prikaz podjele aminokiselina prikazan je na slici 1.2.
POGLAVLJE 1. PROTEINI 4
Slika 1.2: Podjela aminokiselina s obzirom na R-skupinu
1.2 Struktura proteina
Govorec´i o gradi proteina vec´ smo rekli kako niz aminokiselina u proteinu odreduje nje-
govu strukuru. Struktura proteina je veoma slozˇena te razlikujemo nekoliko nivoa: pri-
marna, sekundarna, tercijarna i kvartalna struktura.
Primarna struktura proteina (eng. primary structure)je zapravo aminokiselinskih niz
(eng. amino acid sequence). Niz sastavljen od visˇe aminokiselina povezanih peptidnim ve-
zama nazivamo josˇ i polipeptidni lanac. Ova struktura proteina odredena je genima. Svaki
polipeptidni lanac ima odredenu prostornu strukturu: sekundarnu, tercijarnu ili kvaternu.
Sekundarna struktura proteina (eng. secondary structure) je prostorna organizacija
uvjetovana interakcijama, najc´esˇc´e vodikovim vezama, medu atomima aminokiselina bli-
skih u primarnoj strukturi. U obzir se uzima samo okosnica dok se bocˇni ogranci zanema-
ruju. Elementi sekundarne strukture su α-zavojnica (eng. α-helix), β-plocˇa (eng. β-sheet)
i okret (eng. turn).
Tercijarna struktura proteina (eng. tertiary structure) je prostorna organizacija koja je
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nastala interakcijama medu aminokiselinama koje nisu blizu u primarnoj strukturi. Posti-
zanjem tercijarne strukture protein postaje biolosˇki aktivan te se on sada u punom smislu
mozˇe nazvati proteinom. Informacija o teracijarnoj strukturi proteina vazˇna je za razumi-
jevanje funkcije i evolucije proteina.
Kvaterna struktura proteina (eng. quaternary structure) je proteinski kompleks koji je
nastao udruzˇivanjem visˇe proteina u vec´e agregate.
Slika 1.3: Shematski prikaz strukture proteina
1.3 Funkcija proteina
Ovisno o svojoj gradi, proteini provode cˇitav niz razlicˇitih aktivnosti u ljudskom orga-
nizmu. Prva i osnovna funkcija proteina je sudjelovanje u procesu rasta i razvoja. Za bilo
koji dio nasˇeg tijela koji prolazi kroz proces rasta ili regeneracije, stvaraju se nove tjelesne
stanice, koje trebaju proteine za svoju izgradnju i uspostavljanje odgovarajuc´e funkcije.
Druga, takoder velika, funkcija proteina je nadomjesˇtanje osˇtec´enih i odumrlih stanica.
Stanice koje trebaju uobicˇajeni nadomjestak jesu izmedu ostalih: stanice krvi, bubrega,
jetre, misˇic´a, te naravno stanice kose, nokti, zubi i kosti.
Takoder, proteini imaju ulogu enzima (molekule koje ubrzavaju biokemijske procese
i zasluzˇne su za ovakav oblik zˇivota kakav mi poznajemo) te su oni potrebni tijelu kako
bi ono moglo stvoriti hormone (molekule koje omoguc´uju komunikaciju i uskladivanje
biokemijskih procesa izmedu razlicˇitih tkiva i organa) i protutijela (molekule koje su pro-
izvod imunolosˇkog sustava organizma i odgovorne su za obranu od stranih tvari, bakterija
i virusa).
Jedan od najvazˇnijih proteina u nasˇem tijelu je hemoglobin - tvar koja prenosi kisik
nasˇim tijelom i omoguc´uje nam odvijanje procesa disanja u svim stanicama u kojima se taj
ciklus odvija.
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1.4 Evolucija proteina
Istrazˇivanje evolucije proteina vrlo je vazˇno kako bi se bolje razumjela struktura i funk-
cija proteina sˇto je od velikog interesa zbog vazˇnosti i raznolikosti proteina u ljudskom
organizmu. Danasˇnji proteini nastaju kao posljedica evolucije postojec´ih proteina. Skup
proteina koji potjecˇu od istog pretka nazivamo familija proteina. Kada govorimo o evo-
luciji proteina, ustvari mislimo na mutaciju proteina. Postoje tri razlicˇita oblika mutacije
proteina:
1. Supstitucija (eng. substitution) - zamjena jedne aminokiseline drugom
2. Insercija (eng. insertion) - ubacivanje jedne ili visˇe aminokiselina u niz
3. Delecija (eng. deletion) - izostavljanje jedne ili visˇe aminokiselina iz niza.
Pokazˇimo na sljedec´em primjeru svaku od mutacija:
Primjer 1.1. Neka je DELFIN niz aminokiselina.
Supstitucija: DELFAN. Aminokiselinu I u nizu DELFIN zamijenili smo aminokiselinom A.
Insercija: DELUFIN. U niz DELFIN umetnuli smo aminokiselinu U.
Delecija: DFIN. Iz niza DELFIN izostavili smo aminokiseline E i L.
Predak svih nastalih mutacija je niz DELFIN te stoga kazˇemo da nizovi DELFAN, DELUFIN
i DFIN pripadaju istoj familiji proteina.
Poglavlje 2
Slucˇajne varijable i distribucije
2.1 Osnovni pojmovi iz teorije vjerojatnosti
2.1.1 Prostor elementarnih dogadaja
Promotrimo jednostavni pokus bacanja simetricˇnog novcˇic´a. Pokus izvodimo tako da
novcˇic´ bacamo uvis iznad neke ravne plohe. Nakon sˇto je novcˇic´ pao na plohu, na nje-
govoj gornjoj strani mozˇe se nalaziti pismo (P) ili glava (G). Dakle, moguc´i ishodi ovog
pokusa bacanja simetricˇnog novcˇic´a su P i G. Uz navedene pretpostavke, bacanje novcˇic´a
je pokus kod kojeg c´e svaki ishod biti element skupa
Ω = {G, P} .
Uocˇimo kako ne znamo unaprijed koji c´e biti ishod bacanja simetricˇnog novcˇic´a.
Pokus slicˇan ovome je bacanje simetricˇne kocke kod koje c´e svaki ishod biti jedan od
elemenata skupa
Ω = {1, 2, 3, 4, 5, 6} ,
ali zbog dane pretpostavke (simetricˇnosti kocke) ne mozˇemo unaprijed rec´i koji c´e to od
elemenata biti.
Bacanje simetricˇnog novcˇic´a i simetricˇne kocke su tzv. primjeri slucˇajnih pokusa.
Definicija 2.1. Slucˇajan pokus ili slucˇajni eksperiment je pokus cˇiji ishodi, tj. rezultati
nisu jednoznacˇno odredeni uvjetima u kojima izvodimo pokus.
Kod svakog pokusa osnovno je ustanoviti odnos izmedu uzroka i posljedice. Pozna-
vanje tog odnosa omoguc´uje definiranje uvjeta pokusa i predvidanje ishoda pri svakom
realiziranju tih uvjeta. S obzirom na taj odnos razlikujemo dvije osnovne grupe pokusa:
deterministicˇke i slucˇajne. U ovom diplomskom radu nama c´e biti zanimljivi slucˇajni po-
kusi kod kojih ishodi pokusa nisu jednoznacˇno odredeni uvjetima pokusa.
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Definicija 2.2. Dogadaj je rezultat slucˇajnog pokusa.
Iz toga lako zakljucˇujemo da su dogadaji bacanja simetricˇnog novcˇic´a “palo je pismo” i
“pala je glava”. Isto tako, bacamo li novcˇic´ pet puta, “pale su tri glave” je takoder dogadaj.
Osnovni polazni objekt u teoriji vjerojatnosti je neprazni skup Ω koji zovemo prostor
elementarnih dogadaja i koji reprezentira skup svih ishoda slucˇajnog pokusa. Skup Ω i
njegovi elementi, koje cˇesto nazivamo i tocˇke skupa Ω, su osnovni i nedefinirani pojmovi
u teoriji vjerojatnosti. Tocˇke ω skupa Ω zvat c´emo elementarnim dogadajima. Uocˇimo
da je dogadaj ω podskup prostora elementarnih dogadaja Ω.
Cijeli prostor Ω zovemo siguran dogadaj (on se mora dogoditi u svakom vrsˇenju po-
kusa). Prazan skup ∅ je nemoguc´ dogadaj (on se nec´e nikada dogoditi).
Definicija 2.3. Neka je A moguc´i dogadaj nekog slucˇajnog pokusa. Pretpostavimo da smo
taj pokus ponovili n puta i da se u tih n ponavljanja dogadaj A pojavio tocˇno nA puta. Tada
broj nA zovemo frekvencija dogadaja A, a broj
nA
n
relativna frekvencija dogadaja A (u
danih n ponavljanja pokusa).
Iz definicije relativne frekvencije ocˇito je da vrijedi
0 ≤ nA
n
≤ 1.
2.1.2 Vjerojatnosni prostor
Neka je Ω prostor elementarnih dogadaja. Sa P(Ω) oznacˇimo partitivni skup od Ω.
Definicija 2.4. FamilijaA podskupova od Ω jest algebra skupova (na Ω) ako je:
1. ∅ ∈ A
2. A ∈ A =⇒ Ac ∈ A
3. A1, A2, ..., An ∈ A =⇒
n⋃
i=1
Ai ∈ A
Definicija 2.5. Familija F podskupova od Ω (F ∈ F (Ω)) je σ-algebra skupova (na Ω)
ako je:
1. ∅ ∈ F
2. A ∈ F =⇒ Ac ∈ F
3. Ai ∈ F , i ∈ N =⇒
∞⋃
i=1
Ai ∈ F
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Definicija 2.6. Neka je (Ω,F ) σ-algebra na skupu Ω. Uredeni par (Ω,F ) zove se izmjeriv
prostor.
Definicija 2.7. Neka je (Ω,F ) izmjeriv prostor. Funkcija P : F → R je vjerojatnost (na
F , na Ω) ako vrijedi:
1. P(A) ≥ 0, A ∈ F (nenegativnost)
2. P(Ω) = 0 (normiranost)
3. Ai ∈ F , i ∈ N i Ai ∩ A j = ∅ za i , j =⇒ P(
∞⋃
i=1
Ai) =
∞∑
i=1
P(Ai) (σ-aditivnost ili
prebrojiva aditivnost)
Definicija 2.8. Uredena trojka (Ω,F ,P), gdje je σ-algebra na skupu Ω i P vjerojatnost na
F , zove se vjerojatnosni prostor.
Neka je (Ω,F ,P) vjerojatnosni prostor. Elemente σ-algebre F zovemo dogadaji, a
broj P(A), A ∈ F zove se vjerojatnost dogadaja A.
Ako je Ω prebrojiv, onda vjerojatnosni prostor (Ω,F ,P) nazivamo diskretni vjerojat-
nosni prostor.
Vjerojatnost je osnovni objekt u teoriji vjerojatnosti. Cˇesto se umjesto termimom vje-
roatnost koristimo termimom vjerojatnosna mjera.
2.1.3 Uvjetna vjerojatnost. Nezavisnost
Definicija 2.9. Neka je (Ω,F ,P) proizvoljan vjerojatnosni prostor i A ∈ F takav da je
P(A) > 0. Definirajmo funkciju PA : F → [0, 1] kao:
PA(B) = P(B|A) = P(A ∩ B)
P(A)
, B ∈ F .
PA je vjerojatnost na F i zovemo je uvjetna vjerojatnost uz uvjet A. Broj P(B|A) zovemo
vjerojatnost od B uz uvjet A.
Definicija 2.10. Neka je (Ω,F ,P) vjerojatnosni prostor i A, B ∈ F . Dogadaji A i B su
nezavisni ako vrijedi
P(A|B) = P(A) i P(B|A) = P(B).
Dakle, ukoliko su dogadaji A i B nezavisni, dogadaj B nec´e utjecati na vjerojatnost da
se dogodi dogadaj A, i obratno.
Iz definicije uvjetne vjerojatnosti te definicije nezavisnih dogadaja A i B slijedi da je
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P(A|B) = P(A ∩ B)
P(B)
= P(A),
odnosno
P(A ∩ B) = P(A)P(B).
Dakle, dogadaji A i B su nezavisni ako vrijedi
P(A ∩ B) = P(A)P(B).
Uocˇimo, uvrstimo li dobivenu cˇinjenicu u definiciju uvjetne vjerojatnosti, dobit c´emo
P(B|A) = P(A ∩ B)
P(A)
=
P(A)P(B)
P(A)
= P(B)
iz cˇega mozˇemo zakljucˇiti da je dovoljno da vrijedi P(A|B) = P(A) kako bi dogadaji A i B
bili nezavisni.
Generalizacija dobivene posljedice iskazana je sljedec´om definicijom:
Definicija 2.11. Neka je (Ω,F ,P) vjerojatnosni prostor i Ai ∈ F , i ∈ I proizvoljna familija
dogadaja. Dogadaji Ai ∈ F su nezavisni ako vrijedi
P(
⋂
i∈I
Ai) =
∏
i∈I
P(Ai).
2.1.4 Slucˇajna varijabla. Funkcija distribucije
Definicija 2.12. Neka je (Ω,F ,P) vjerojatnosni prostor. Slucˇajna varijabla je proizvoljna
realna funkcija definirana na Ω.
Neka je X : Ω→ R slucˇajna varijabla i B ⊂ R. Tada je:
X−1(B) = {ω ∈ Ω; X(ω) ∈ B} = {X ∈ B}
PX(B) = P(X−1(B)) = P {X ∈ B}
PX(B) zovemo vjerojatnosna mjera inducirana sa X.
Ako je B = (a, b), onda je X−1(B) = {a < X < b}. Ako je B = (−∞, a), onda je X−1(B) =
{X ≤ a}. Ako je B = {a}, onda je X−1(B) = {X = a}.
U teoriji vjerojatnosti postoje dva glavna tipa slucˇajnih varijabli: diskretne i nepre-
kidne. U nastavku c´emo definirati pojmove vezane uz diskretne slucˇajne varijable, a od
neprekidnih slucˇajnih varijabli navest c´emo tri primjera.
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Definicija 2.13. Slucˇajna varijabla X je diskretna ako postoji konacˇan ili prebrojiv skup
D ⊂ R takav da je P {X ∈ D} = 1.
Iz navedene definicije slijedi, ako je X slucˇajna varijabla takva da je skup svih vrijed-
nosti od X konacˇan ili prebrojiv, onda je X diskretna. Odavde slijedi, ako je (Ω,F ,P)
diskretan vjerojatnosni prostor, onda je svaka realna funkcija na Ω diskretna slucˇajna vari-
jabla.
Diskretne slucˇajne varijable obicˇno zadajemo tako da zadamo skup D = {x1, x2, ..., xn, ...}
i brojeve pn = P {X = xn}, sˇto zapisujemo u obliku tablice
X=
(
x1 x2 ... xn ...
p1 p2 ... pn ...
)
.
Dobivenu tablicu zovemo distribucija slucˇajne varijabe X ili zakon razdiobe od X.
Definicija 2.14. Neka je (Ω,F ,P) diskretan vjerojatnosni prostor i X1, X2, ..., Xn slucˇajne
varijable na Ω. Kazˇemo da su X1, X2, ..., Xn nezavisne slucˇajne varijable ako za proizvoljne
Bi ⊂ R, i = 1, ..., n vrijedi
P {X1 ∈ B1, ..., Xn ∈ Bn} = P {ω ∈ Ω; X1(ω) ∈ B1, ..., Xn(ω) ∈ Bn}
= P(
n⋂
i=1
{Xi ∈ Bi})
=
n∏
i=1
P {Xi ∈ Bi}
Iz definicije slijedi da su slucˇajne varijable X1, X2, ..., Xn nezavisne ako i samo ako su
za proizvoljne Bi ⊂ R, i = 1, ..., n dogadaji {X1 ∈ B1},...,{Xn ∈ Bn} nezavisni.
Definicija 2.15. Neka je X slucˇajna varijabla na Ω. Funkcija distribucije od X je funkcija
Fx : R→ [0, 1] definirana sa
FX(x) = PX ((−∞, x]) = P
(
X−1 (−∞, x]
)
= P {ω ∈ Ω; X(ω) ≤ x} = P {X ≤ x} , x ∈ R.
Ukoliko nam je poznato o kojoj se slucˇajno varijabli, odnosno njenoj funkciji distribu-
cije, radi cˇesto koristimo oznaku FX = F.
Definicija 2.16. Kazˇemo da je funkcija distribucije F diskretna ako vrijedi
F(x) =
∑
xn≤x,xn∈D
p(xn), x ∈ D.
Pokazˇe se da je slucˇajna varijabla X diskretna ako i samo ako je funkcija distribucije
FX diskretna.
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2.1.5 Matematicˇko ocˇekivanje i varijanca
Definicija 2.17. Neka je X diskretna slucˇajna varijabla i neka je D = {x1, x2, ..., xn} ⊂
R takav da P {X ∈ D} = 1, te neka je P {xk} = pk za svako k = 1, ..., n. Matematicˇko
ocˇekivanje od X ili, krac´e, ocˇekivanje od X, u oznaci EX definira se sa
EX =
n∑
k=1
xk pk.
Definicija 2.18. Neka je X diskretna slucˇajna varijabla i neka EX postoji. Varijanca od X
definira se sa
VarX = E
[
(X − EX)2
]
.
Standardna devijacija od X, u oznaci σ, je nenegativan kvadratni korijen iz varijance, tj.
σ =
√
VarX.
2.1.6 Konvergencija slucˇajnih varijabli po distribuciji
Neka je (Xn, n ∈ N) niz slucˇajnih varijabli definiran na istom vjerojatnosnom prostoru
(Ω,F ,P).
Definicija 2.19. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli konvergira po distribuciji
prema slucˇajnoj varijabli X ako je
limn→+∞ FXn = FX(x), x ∈ C(FX)
gdje je C(FX) skup svih tocˇaka neprekidnosti funkcije FX.
To oznacˇavamo Xn
D−→ X.
2.1.7 Primjeri neprekidnih slucˇajnih varijabli
Uocˇimo kako se sve prethodne definicije vezane uz slucˇajne varijable odnose na diskretne
slucˇajne varijable. Napomenuli smo da, osim diskretnih slucˇajnih varijabli, postoje i ne-
prekidne slucˇajne varijable, no njih ne c´emo posebno definirati. Za njih takoder mozˇemo
definirati funkciju distribucije te matematicˇko ocˇekivanje i varijancu.
Ako je X neprekidna slucˇajna varijabla, onda se funkcija distribucije od X naziva funk-
cija gustoc´e vjerojatnosti od X ili, krac´e, gustoc´a od X u oznaci fX (ili samo f ako nam
je poznata distribucija o kojoj se radi). U ovom diplomskom radu nama c´e biti zanimljive
neprekidne slucˇajne varijable X koje imaju normalnu, gama ili Gumbelovu distribuciju.
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Gaussova ili normalna distribucija
Neka su µ, σ ∈ R, σ > 0. Neprekidna slucˇajna varijabla X ima normalnu distribuciju s
parametrima m i σ2 ako joj je gustoc´a f dana sa
f (x) =
1
σ
√
2pi
e
−(x−µ)2
2σ2 , x ∈ R.
To c´emo oznacˇavati X ∼ N(µ, σ2).
Ocˇekivanje i varijanca normalne distribucije slucˇajne varijable X jednake su:
EX = µ, VarX = σ2. (2.1)
Slika 2.1: Funkcija gustoc´e normalne distribucije s razlicˇitim parametrima µ i σ2
Kazˇemo da je X jedinicˇna normalna distribucija ako je X ∼ N(0, 1). Tada je
f (x) =
1√
2pi
e
−x2
2 , x ∈ R.
Funkcija gustoc´e neprekidne slucˇajne varijable koja ima normalnu distribuciju josˇ se
naziva i Gaussova funkcija i oznacˇava se s ϕ(x).
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Gama distribucija
Neka je α > 0, β > 0 i Γ(x) =
∫ ∞
0
e−ttx−1 dt, x > 0. Neprekidna slucˇajna varijabla X ima
gama distribuciju s parametrima α i β ako joj je gustoc´a f dana sa
f (n) =

1
Γ(α)βα
xα−1e−
x
β , x > 0
0, x ≤ 0.
Ocˇekivanje i varijanca gama distribucije slucˇajne varijable X jednake su:
EX = αβ, VarX = αβ2. (2.2)
Slika 2.2: Funkcija gustoc´e gama distribucije s razlicˇitim parametrima α i β
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Gumbelova distribucija
Neka je µ, σ ∈ R, σ > 0. Neprekidna slucˇajna varijabla X ima Gumbelovu distribuciju s
parametrima µ i σ ako joj je funkcija gustoc´e f dana s
f (x) = σ−1exp(−e−(x−µ)/σ − (x − µ)/σ), x ∈ R.
Ocˇekivanje i varijanca Gumbel distribucije slucˇajne varijable X jednake su:
EX = µ + σγ, VarX =
1
6
pi2σ2, (2.3)
gdje je γ ∼ 0.5772.
Slika 2.3: Funkcija gustoc´e Gumbelove distribucije s razlicˇitim parametrima µ i σ
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2.2 Centralni granicˇni teorem
Prisjetimo se pokusa bacanja simetricˇnog novcˇic´a koji smo opisali na pocˇetku poglavlja.
Moguc´i ishodi bacanja novcˇic´a su “palo je pismo” i “pala je glava”, tj. prostor elementarnih
dogadaja ovog pokusa je skup
Ω = {G, P}
gdje P oznacˇava dogadaj da je palo pismo, a G dogadaj da je pala glava. Pretpostavimo
da pokus izvodimo n puta. Sa S n oznacˇimo broj glava koje su pale u jednom takvom nizu
nastalom ponavljanjem pokusa.
Primjer 2.20. Pokus bacanja novcˇic´a izvodimo 10 puta i kao ishod dobijemo niz PPGPG-
GGPGP. Tada je S 10 = 5.
Preostaje nam se pitati kakvu c´e distribuciju imati varijabla S n. Na to pitanje odgovor
nam daje jedan od najpoznatijih rezultata teorije vjerojatnosti, a to je centralni granicˇni
teorem. Centralni granicˇni teorem nam kazˇe da je distribucija ponavljanja istog pokusa
(u nasˇem slucˇaju bacanje novcˇic´a te racˇunanja broja glava koje su pale u jednom nizu)
konvergira prema normalnoj, tzv. Gaussovoj distribuciji.
Provedimo simulaciju jednog jednostavnog pokusa bacanja simetricˇnog novcˇic´a. Po-
kus se sastoji od 100 bacanja simetricˇnog novcˇic´a, te taj pokus ponovimo 10000 puta.
Distribucija varijable S n prikazana je na slici:
Slika 2.4: Histogram dobiven simulacijom bacanja simetricˇnog novcˇic´a (duljina nizova:
100, broj simulacijskih nizova: 10000)
POGLAVLJE 2. SLUCˇAJNE VARIJABLE I DISTRIBUCIJE 17
U tu cˇinjenicu mozˇemo se uvjeriti i danim histogramom na slici 2.4. Neka je µ sred-
nja vrijednost, a σ2 uzoracˇka varijanca. Dobivamo: µ = 49.9812 i σ2 = 24.26707. Na
sljedec´oj slici 2.5 prikazani su dobiveni podaci i funkcija gustoc´e neprekidne slucˇajne vari-
jable koja ima normalnu distribuciju s parametrima µ = 49.9812 i σ2 = 24.26707 u oznaci
ϕ(µ, σ2).
Slika 2.5: Histogram i funkcija gustoc´e ϕ(µ, σ2)
Iskazˇimo spomenuti centralni granicˇni teorem:
Teorem 2.21. (Le´vy1) Neka je (Xn)n∈N niz nezavisnih, jednako distribiranih slucˇajnih va-
rijabli s ocˇekivanjem m i varijancom σ2, 0 < σ2 < ∞ i neka je S n = ∑nk=1 Xn. Tada
vrijedi
S n − E(S n)
σ
√
n
D−→ N(0, 1) za n→ ∞.
1Paul Pierre Le´vy (15.9.1886.-15.12.1971) - francuski matematicˇkar koji se posebno bavio teorijom
vjerojatnosti
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2.3 Erdo¨s – Re´nyijev teorem
Uocˇimo da smo u prethodnom poglavlju promatrali broj glava u jednom nizu, ne uzimajuc´i
u obzir njihov redoslijed. Ono sˇto bismo se takoder mogli pitati je kolika je duljina najdu-
ljeg neprekinutog niza oblika GGGG. . .G.
Pretpostavimo da pokus izvodimo n puta. Sa Rn oznacˇimo duljinu najduljeg nepreki-
nutog niza oblika GGGG. . .G. Nazovemo li dogadaj G uspjehom, problem svodimo na
trazˇenje najduljeg niza uspjeha. Dakle, Rn nam oznacˇava duljinu najvec´eg niza uspjeha.
Primjer 2.22. Pokus bacanja novcˇic´a izvodimo 10 puta i kao ishod dobijemo niz PPGPG-
GGPGP. Tada je najvec´i niz uspjeha GGG, a duljina najvec´eg niza uspjeha R10 = 3.
Preostaje nam se pitati kakvu c´e distribuciju imati varijabla Rn. Vratimo se na simu-
laciju bacanja simetricˇnog novcˇic´a te pokus koji se sastoji od 100 bacanja simetricˇnog
novcˇic´a ponovimo 10000 puta. Distribucija varijable Rn prikazana je na slici:
Slika 2.6: Histogram dobiven simulacijom bacanja simetricˇnog novcˇic´a (duljina nizova:
100, broj simulacijskih nizova: 10000)
Iz prikazanog histograma na slici 2.6 uocˇavamo kako u ovom slucˇaju distribucija slucˇajne
varijable Rn nije normalna, vec´ nas ona podsjec´a na Gumbelovu distribuciju. Neka je X¯
srednja vrijednost, te S 2 uzoracˇka varijanca. Dobivamo X¯ = 5.9667 i S 2 = 3.134305.
Iz 2.3 slijedi da je σ =
√
6S 2
pi2
i µ = X¯ − σγ, odnosno σ = 1.380373 i µ = 5.169949.
Na sljedec´oj slici 2.7 prikazani su histogram dobivenih podataka i funkcija gustoc´e ne-
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prekidne slucˇajne varijable koja ima Gumbel distribuciju s parametrima σ = 1.380373 i
µ = 5.169949.
Slika 2.7: Histogram i funkcija gustoc´e Gumbel distribucije
Pretpostavimo da novcˇic´ nije simetricˇan. Neka je p = P(G) te neka niz uspjeha Rn
ima duljinu m. Tada je vjerojatnost niza uspjeha duljine m jednaka pm. Uocˇimo kako su
dogadaji uzastopnog bacanja novcˇic´a nezavisni dogadaji te dobivena vjerojatnost slijedi iz
definicije 2.11.:
P(G ∩G ∩ · · · ∩G︸              ︷︷              ︸
m
) = P(G)P(G) · · · P(G)︸                 ︷︷                 ︸
m
= pp · · · p︸   ︷︷   ︸
m
= pm.
Iz pretpostavke da pokus ponavljamo n puta, slijedi da postoji n moguc´ih nizova us-
pjeha pa ocˇekivanje da c´e se broj nizova uspjeha duljine m dogoditi mozˇemo aproksimirati
s npm, tj.
E(broj nizova duljine uspjeha m) npm.
Ako je najdulji niz uspjeha jedinstven, onda bi trebalo vrijediti da je E(broj nizova
duljine uspjeha m) ≈ 1. Iz cˇega slijedi 1 ≈ npm, odnosno 1 ≈ npRn . Time smo dosˇli do
aproksimacije duljine najduljeg niza uspjeha Rn, a ona glasi:
Rn ≈ log1/p n.
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Uocˇimo kako duljina najduljeg niza uspjeha ovisi o duljini niza n.
Primjer 2.23. Promotrimo kako se mijenja duljina najduljeg niza uspjeha Rn kod sime-
tricˇnog novcˇic´a. Za simetricˇan novcˇic´ vrijedi da je p = P(G) = 1/2. Iz cˇega slijedi
da je Rn ≈ log2 n. Pogledamo li histogram koji prikazuje simulaciju pokusa koji se sas-
toji od 100 bacanja novcˇic´a, dakle n = 100, uocˇit c´emo da dolazimo do istog zakljucˇka:
R100 ≈ log2 100 ≈ 6.64.
Problem trazˇenja duljine najduljeg niza uspjeha koji smo opisali je ustvari poopc´eni
problem kojim su se bavili matematicˇari Erdo¨s2 i Re´nyi3. Spomenuti matematicˇari svoj
su rezultat prezentirali 1970. godine. Oni su proucˇavali dva niza jednakih duljina cˇija
su slova nezavisne, jednako distribuirane varijable te su se pitali koja je duljina najvec´eg
podudarajuc´eg segmenta medu njima. Demonstrirajmo njihov problem na jednostavnom
primjeru.
Primjer 2.24. Dvije osobe bacaju novcˇic´ i biljezˇe svoje ishode. Primjer jednog takvog
pokusa:
Osoba I : GGPGPPPGGP
Osoba II : PGPGPGGGPG
Najvec´i podudarajuc´i segment izmedu ova dva niza je GPGP, iz cˇega zakjucˇujemo da je
duljina najvec´eg podudarajuc´eg segmenta jednaka 4.
Nasˇa razmatranja iskazˇimo formalno sljedec´im teoremom:
Teorem 2.25. (Erdo¨s – Re´nyijev teorem) Neka su A1, A2, . . . , B1, B2, . . . nezavisne, jednako
distribuirane slucˇajne varijable i 0 < p = P(Ai = Bi) < 1. Definirajmo
Rn = max{m : Ai+k = Bi+k za sve k = 1, ...,m, 0 ≤ i ≤ n − m}.
Tada je
P
(
limn→∞
Rn
log1/p n
= 1
)
= 1.
Uocˇimo, uspjehom u prethodnom primjeru, nazvali smo podudaranje poravnatih slova
te smo trazˇili najvec´i podudarajuc´i segment. Pogledajmo sljedec´i primjer:
2Paul Erdo¨s (26.3.1913.-20.9.1996.) - madarski matematicˇar koji se bavio kombinatorikom, teorijom
grafova, teorijom brojeva, klasicˇnom analizom, teorijom aproksimacija te teorijom vjerojatnosti
3Alfre´d Re´nyi (20.3.1921.-1.2.1970.) - madarski matematicˇar koji se bavio kombinatorikom, teorijom
grafova i posebice teorijom vjerojatnosti
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Primjer 2.26. Ishodi bacanja novcˇic´a dviju osoba dane su nizovima:
GPPGGPGGPP
PPGGGPPGGG
Racˇunamo li najvec´i podudarajuc´i segment kao u prosˇlom primjeru, dobit c´emo da je
on duljine 3 i oblika GGP.
GPP GGP GGPP
PPG GGP PGGG
Uocˇimo kako smo ovim nacˇinom trazˇenja najvec´eg podudarajuc´em segmenta pretpos-
tavili da su nizovi poravnati tako da se ispod svakog slova gornjeg niza nalazi slovo donjeg
niza. Ono sˇto josˇ mozˇemo dopustiti je “pomicanje” donjeg niza te trazˇenje najvec´eg podu-
darajuc´eg segmenta. Dopustimo li pomicanje danih nizova uocˇit c´emo da je tada duljina
najvec´eg podudarajuc´eg segmenta jednaka 5 i on je oblika GPPGG.
GPPGG PGGPP
PPGG GPPGG G
Pretpostavimo da su nizovi duljine n. Neka je p vjerojatnost podudaranja slova u nizo-
vima. S Hn oznacˇimo duljinu najvec´eg podudarajuc´eg segmenta te s m oznacˇimo njegovu
duljinu. Tada je vjerojatnost pojavljivanja najvec´eg podudarajuc´eg segmenta jednaka pm.
Dopustimo li pomake danih nizova, ocˇekivanje da se podudarajuc´i segment duljine m do-
goditi mozˇemo aproksimirati s n2 pm, tj.
E(broj nizova duljine uspjeha m) n2 pm.
Pretpostavimo li da je najdulji podudarajuc´i segment jedinstven, trebalo bi vrijediti da
je 1 ≈ n2 pm, odnosno 1 ≈ n2 pHn . Time smo dosˇli do aproksimacije duljine najvec´eg
podudarajuc´eg segmenta Hn, a ona glasi:
Hn ≈ 2 log1/p n.
Dobiveni zakljucˇak mozˇemo i formalno iskazati sljedec´im teoremom:
Teorem 2.27. Neka su A1, A2, . . . , B1, B2, . . . nezavisne, jednako distribuirane slucˇajne va-
rijable i 0 < p = P(Ai = Bi) < 1. Definirajmo
Hn = max{m : Ai+k = B j+k za sve k = 1, ...,m, 0 ≤ i, j ≤ n − m}.
Tada je
P
(
limn→∞
Hn
log1/p n
= 2
)
= 1.
Poglavlje 3
Poravnanje nizova. Score poravnanja
Zˇelimo li utvrdili pripadaju li neki proteini istoj familiji, tj. imaju li zajednicˇku evoluciju,
trebamo ih usporediti i utvrditi njihovu slicˇnost. Osim toga, slicˇnost dvaju proteinskih
nizova mozˇe ukazati i na istu funkciju i strukturu tih proteina.
3.1 Poravnanje nizova
Prije samog usporedivanja nizova, obicˇno proteinske nizove prvo poravnamo. Poravnanje
nizova (eng. sequence alignment) je nacˇin uredivanja proteinskih nizova u svrhu identifi-
ciranja slicˇnosti medu njima kako bi se utvrdila odredena funkcionalna, strukturna i evo-
lucijska povezanost proteina. Utvrdimo li analizom da su proteini “jako slicˇni”, mozˇemo
pretpostaviti da oni imaju slicˇnu biokemijsku funkciju i trodimenzionalnu strukturu. Osim
toga, utvrdimo li slicˇnost izmedu proteinskih nizova iz razlicˇitih organizama, postoji vje-
rojatnost da ti nizovi imaju zajednicˇkog pretka te poravnanje tih nizova mozˇe nam ukazati
na promjene koje su se mogle dogoditi na tim proteinima tijekom evolucije. Zˇelimo li
pronac´i poravnanje takvo da je slicˇnost izmedu proteinskih nizova maksimalna, govorimo
o optimalnom poravnanju. Kako bi odredili optimalno poravnanje dvaju nizova koris-
timo se razlicˇim algoritmima, a najpoznatiji medu njima su Needleman-Wunsch1 i Smith-
Waterman2.
Poravnate nizove obicˇno zapisujemo u dva retka, jedan ispod drugoga ili, matematicˇki
recˇeno, reprezentiramo ih recima matrice. Cilj poravnanja nizova proteina ponekad je pro-
nalazˇenje sˇto je visˇe moguc´e poravnatih parova aminokiselina, a ponekad nas visˇe zanima
najdulji niz aminokiselina koji se nalazi u oba niza. S obzirom na tu cˇinjenicu razlikujemo
dvije vrste poravnanja: globalno i lokalno. Kako bismo sˇto uspjesˇnije poravnali identicˇne
1 Saul B. Needleman i Christian D. Wunsch su 1970. godine predstavili prvi algoritam za poravnanje
dvaju nizova proteina koji se temelji na dinamicˇkom programiranju.
2 Temple F. Smith i Michael S. Waterman svoj su algoritam predstavili 1981. godine.
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aminokiseline u proteinima, pri poravnanju, nizovima dodajemo praznine (eng. gaps) koje
graficˇki prikazujemo kao ’–’. Nizovi koje zˇelimo poravnati ne moraju nuzˇno biti jednake
duljine. Osim toga, mozˇemo poravnati samo dva niza, a mozˇemo i njih visˇe. S obzirom na
tu cˇinjenicu razlikujemo dvostruka i visˇestruka poravnanja.
Na sljedec´im nizovima3 objasnit c´emo razliku izmedu globalnog i lokalnog poravnanja:
Protein primglo ...TLVGSALHPDSRSHPRSLEKSAWRAFKESQ...
Xenopus laevis
(African clawed frog)
Protein primglo 1 ...DVGQSSALTLSDSRLHPQSLEKSPWREFQC...
Gallus gallus (Chicken)
3.1.1 Globalno poravnanje
Cilj globalnog poravnanja je poravnati sˇto je visˇe moguc´e identicˇnih animokiselina iz oba
niza koje usporedujemo. Nizovi pogodni za globalno poravnanje su nizovi koji su i bez
prethodnog poravnanja slicˇni te su otprilike jednake duljine. Najpoznatiji algoritam za
globalno poravnanje je Needleman-Wunsch.
Primjer globalnog poravnanja navedenih proteinskih nizova:
TLVG-S-ALHP-DSRSHPRSLEKSAWRAFKESQ-
D-VGQSSALTLSDSRLHPQSLEKSPWREF---QC
3.1.2 Lokalno poravnanje
Cilj lokalnog poravnanja je pronac´i sˇto visˇe podudarajuc´ih podnizova danih proteinskih
nizova. Lokalno poravnanje je pogodnije za nizove kojima je dio niza ostao ocˇuvan, dok
je drugi dio prosˇao kroz razne evolucijske promjene. Najpoznatiji algoritam za lokalno
poravnanje je Smith-Waterman.
Primjer lokalnog poravnanja navedenih proteinskih nizova:
TLVG--SALHP-DSRSHPRSLEKSAWRAFKESQ
DVGQSSALTLSDSRLHPQSLEKSPWREFQC
3Nizovi preuzeti s http://www.uniprot.org/.
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3.2 Score poravnanja
Kako bismo mogli rec´i koji proteini su slicˇniji ili koje poravnanje je bolje, potrebno je
izabrati model ocjenjivanja poravnanja koji josˇ nazivamo score poravnjanja te oznacˇujemo
sa S .
Zˇelimo li odrediti score globalnog poravnanja, jedan od najjednostavnijih modela
ocjenjivanja poravnanja je:
S = bro j m jesta gd je se aminokiseline podudara ju. (3.1)
Uocˇimo, ovaj model ocjenjivanja je “dobar” ukoliko usporedujemo sve nizove jed-
nakih duljina. Ukoliko nizovi nisu jednakih duljina, ocjena poravnanja c´e biti relativna.
Pokazˇimo to na primjeru.
Primjer 3.1. Zadana su dva para proteinskih nizova:
ALFD FLAGTTFI
AGFK KLHLGFLS
Racˇunamo li score poravnanja prema modelu opisanom u 3.1, score oba poravnanja jed-
nak je 2. Iz toga bi se moglo zakljucˇiti da su oba para ovih nizova jednako slicˇni, sˇto je
pogresˇno. Lako se izracˇuna da se u prvom paru nizova 50% aminokiselina podudara, dok
se u drugom paru nizova podudara upola manje, tj. 25%.
Iz prethodnog primjera vidimo kako je score poravnanja definiran u 3.1 relativan broj.
Malo slozˇeniji model ocjenjivanja, a josˇ uvijek daleko najjednostavnji, bi u u obzir uzimao
i broj mjesta na kojima se aminokiseline ne podudaraju, te ga mozˇemo definirati na sljedec´i
nacˇin:
S = (bro j m jesta gd je se aminokiseline podudara ju) −
(bro j m jesta gd je se aminokiseline ne podudara ju).
(3.2)
Slicˇnost medu nizovima je vec´a, odnosno poravnanje je bolje, sˇto je vec´i score poravna-
nja. Racˇunajuc´i score poravnanja prema modelu 3.2 dobivano da je score prvog poravnanja
jednak 2 − 2 = 0, a score drugog poravnanja 2 − 6 = −4. Iz cˇega mozˇemo zakljucˇiti da su
nizovi iz prvog para slicˇniji.
Govorec´i o lokalnom poravnanju rekli smo da je cilj poravnanja pronac´i sˇto visˇe
podnizova koji se podudaraju. S obzirom na to, najjednostavniji model ocjenjivanja bio bi:
S = dul jina na jvec´eg podudara juc´eg segmenta. (3.3)
Pokazˇimo to na primjeru:
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Primjer 3.2. Zadana su dva niza koja su lokalno poravnata:
TLVG--SALHP-DSRSHPRSLEKSAWRAFKESQ
DVGQSSALTLSDSRLHPQSLEKSPWREFQC
Tada je score lokalnog poravnanja jednak 5, jer najdulji podudarajuc´i segment je SLEKS.
3.3 Distribucija score-ova poravnanja
Od interesa nam je znati kako su distribuirani ti score-ovi poravnanja. Kako bismo to
saznali, jedan od nacˇina je provodenje pokusa. U sljedec´im simulacijama prikazat c´emo
kako su distribuirani score-ovi poravnanja definirati s 3.1 i 3.3.
Simulacija 1
Neka jeA = {A, R, N, D, C, Q, E, G, H, I, L, K, M, F, P, S, T, W, Y, V}.
U svakom pokusu simuliramo po dva proteinska niza duljine 1000 cˇiji su elementi iz skupa
A. Pokus ponavljamo 10000 puta. Za svaka dva simulirana niza racˇunamo score koristec´i
3.1. Dakle, trazˇimo broj mjesta gdje se aminokiseline podudaraju. Distribucija score-ova
prikazana je na slici:
Slika 3.1: Histogram score-ova dvaju proteinskih nizova (duljina proteinskih nizova: 1000,
broj pokusa: 10000)
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Iz histograma prikazanog na slici 3.1 mozˇemo naslutiti da ovi podaci slijede normalnu
distribuciju. Neka µ srednja vrijednost, a σ2 varijanca tih score-ova. Dobivamo: µ =
50.0111 i σ2 = 47.34331. Na sljedec´oj slici 3.2 prikazani su podaci i funkcija gustoc´e
neprekidne slucˇajne varijable koja ima normalnu distribuciju s parametrima µ i σ2 u oznaci
ϕ(µ, σ2).
Slika 3.2: Histogram score-ova i funkcija gustoc´e ϕ(µ, σ2)
Prisjetimo li se prethodnog poglavlja, uocˇit c´emo da nam upravo o tome govori i cen-
tralni granicˇni teorem.
Simulacija 2
Neka jeA = {A, R, N, D, C, Q, E, G, H, I, L, K, M, F, P, S, T, W, Y, V}.
U svakom pokusu simuliramo po dva proteinska niza duljine 10000 cˇiji su elementi iz
skupa A. Pokus ponavljamo 10000 puta. Za svaka dva simulirana niza racˇunamo score
koristec´i 3.3. Dakle, trazˇimo duljinu najvec´eg podudarajuc´eg segmenta dvaju proteinskih
nizova. Distribucija score-ova prikazana je na slici:
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Slika 3.3: Histogram score-ova dvaju proteinskih nizova (duljina proteinskih nizova: 1000,
broj pokusa: 10000)
Iz histograma prikazanog na slici 3.3 uocˇavamo kako ovaj puta score-ovi ne slijede
normalnu distribuciju. Pretpostavimo da dobiveni score-ovi slijede Gumbel distribuciju.
Neka je X¯ srednja vrijednost, te S 2 uzoracˇka varijanca. Dobivamo X¯ = 2.7548 i S 2 =
0.3089079. Iz 2.3 slijedi da je σ =
√
6S 2
pi2
i µ = X¯ − σγ, odnosno σ = 0.4333514 i
µ = 2.50467. Na sljedec´oj slici 3.4 prikazani su histogram dobivenih podataka i funkcija
gustoc´e neprekidne slucˇajne varijable koja ima Gumbel distribuciju s parametrima σ =
0.4333514 i µ = 2.50467.
Slika 3.4: Histogram score-ova i funkcija gustoc´e Gumbel distribucije
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Iako se iz graficˇkog prikaza ne vidi najpreciznije da score-ovi slijedi Gumbel distribu-
ciju, prisjetimo li se prethodnog poglavlja i Erdo¨s – Re´nyijevog teorema, uocˇit c´emo da se
radi o istim vrstama distribucija. Trazˇenje duljine najvec´eg podudarajuc´eg segmenta ami-
nokiselina svodi se na trazˇenje duljine najvec´eg niza uspjeha. U nasˇem primjeru uspjehom
nazivamo podudaranje dviju aminokiselina u nizovima.
Uocˇimo kako u prethodnim modelima za racˇunanje score-ova nismo u obzir uzimali
vjerojatnost pojavljivanja aminokiselina u nekom proteinskom nizu. Skrivena pretpostavka
provedenih pokusa je da je pojavljivanje svake aminokiseline u proteinskom nizu jednako-
vjerojatno. Osim toga, u obzir nismo uzeli niti vjerojatnost podudaranja dviju aminokise-
lina. U prirodi to i nije basˇ tako jednostavno. Zˇelimo li preciznije ustanoviti slicˇnost dvaju
proteina, trebamo uvesti puno slozˇeniji nacˇin odredivanja score-ova. U obzir trebamo uzeti
i vjerojatnost pojavljivanja odredene aminokiseline u nizu, ali i vjerojatnost podudaranja
dviju aminokiselina. U daljnjem razmatranju promatrat c´emo samo nizove koji ne sadrzˇe
praznine.
Jedna od metoda racˇunanja score-ova poravnanja je pomoc´u PSSM matrice o kojoj
c´emo nesˇto visˇe rec´i u sljedec´em poglavlju.
Poglavlje 4
PSSM
4.1 Motiv
Usporedujuc´i dva niza, uocˇimo da smo trazˇili samo mjesta na kojima su bile identicˇne
aminokiseline u oba niza. No, ponekad aminokiseline ne moraju biti identicˇne kako bismo
rekli da se nizovi podudaraju ili da su “jako slicˇni”. Neke aminokiseline su jako slicˇne po
svojoj strukturi (na primjer: V,A,F), pa jednu aminokiselinu mozˇemo zamijeniti drugom.
Isto tako, neke aminokiseline imaju jako slicˇnu funkciju (na primjer: V,L,I), pa opet
mozˇemo zamijeniti aminokiseline jednu s drugom.
Pokazˇimo na primjeru sljedec´ih nizova1:
Zinc finger protein MDPEQSVKGTKKAEGSPR---VSSSVPYPGSGTAATQESPA
Homo sapiens (Human)
MDP*QS*KGTKKA*GSPR---VSSS*PYPGSGT*A *ES *
Zinc finger protein MDPDQSIKGTKKADGSPR---VSSSAPYPGSGTTAPSESAT
Mus musculus (Mouse)
U srednjem redu ispisali smo sve aminokiseline koje su identicˇne, a izmedu aminoki-
selina koje su slicˇne stavili smo ’*’. Na mjestu gdje aminokiseline nisu identicˇne ili slicˇne
ostavili smo prazninu.
Uzmemo li u obzir slicˇnost aminokiselina te gledamo li na ovaj nacˇin koliko se proteini
podudaraju, uocˇit c´emo da su oni “jako slicˇni”.
1Nizovi preuzeti s http://www.uniprot.org/.
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Ovo je primjer u kojem smo trazˇili slicˇnost izmedu dva proteinska niza. Isto to mozˇemo
ucˇiniti i s visˇe proteinskih nizova.
Tijekom evolucije razlicˇitim mutacijama nastale su razlicˇite varijante nekih proteina.
Promotrimo nekoliko varijanti nekog enzima:
VTGSFLDA
LAGDFIDF
LTGSFLDF
VDGDFLDA
VAGDFIDA
Promatrajuc´i nizove uocˇavamo da se na istim mjestima u nizovima javljaju razlicˇite
aminokiseline. Na primjer, na trec´em mjestu u svim nizovima nalazi se aminokiselina G.
Isto to vrijedi i za peto i za sedmo mjesto gdje se nalazi aminokiselina F, odnosno D. Na
prvom mjestu pojavljuju se aminokiseline V i L, od cˇega uocˇavamo da se aminokiselina
V ponavlja visˇe puta. Daljnjom analizom uocˇavamo da se na drugom mjestu mogu nac´i
aminokiseline A,T i D, na cˇetvrtom mjestu aminokiseline S i D, na sˇestom mjestu L i I, a
na posljednjem osmom mjestu aminokiseline A i F. Ono sˇto je bitno uocˇiti je da se amino-
kiseline na pojedinim mjestima ne javljaju u jednakom omjeru.
Jedna od glavnih tema u bionformatici je upravo pronalazak varijanti nekih proteina u
nekom novom organizmu. Na primjer, neka od pitanja koja bismo mogli postaviti je nalazi
li se neka od navedenih varijanti ovog enzima u nekom organizmu ili postoji li josˇ koja
nepoznata varijanta ovog enzima u nekom drugom organizmu.
Jedan od nacˇina trazˇenja odgovora na ta pitanja bio bi pronalazˇenje podnizova u prote-
inima koji su slicˇni svakom od ovih varijanti enzima. Uzmemo li u obzir da neki proteini
(ili dijelovi proteina) mogu imati i do nekoliko stotina aminokiselina, ovakav postupak pre-
trazˇivanja bio bi poprilicˇno dugotrajan. Kako bismo izbjegli pretrazˇivanje te usporedivanje
dijelova proteina sa svakim od varijanti, ideja je usporediti proteinske nizove istovremeno
sa svim varijantama danog enzima.
Skup varijanti nekog proteina, odnosno uzorak varijanti nekog proteina koji nam je
poznat nazivamo motiv (eng. motif ). Neki biolozi smatraju da je motiv najmanja strukturna
jedinica koja opstaje ili nestaje evolucijom. No, motiv je skup nizova od 10-tak do 20-tak
aminokiselina na kojem se jasno vide promjene koje su nastale tijekom evolucije proteina.
Na ovaj nacˇin smo problem trazˇenja dijelova proteina koji su slicˇni varijantama nekog
enzima sveli na trazˇenje dijelova proteina koji su slicˇni danom motivu. Taj pojam trazˇenja
motiva u proteinima poznat je josˇ i kao motif scanning.
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4.2 Position-specific scoring matrix ili PSSM
Uocˇimo kako ovakav zapis motiva nije prikladan za usporedivanje i pretrazˇivanje dijelova
proteina koji su slicˇni nekom zadanom motivu. Iz tog razloga trebamo pronac´i zapis motiva
koji je prikladniji za korisˇtenje. Oblik u kojem se motiv zapisuje nazivamo profil motiva.
Zbog jednostavnosti zapisa, konstruirajmo profil motiva koji sadrzˇi samo osnovne cˇetiri
aminokiseline: A,C,G i T.
Primjer takvog motiva:
TGTCGA
TGTAAA
AGTCTA
GGTGTA
CGATAA
CGATGA
AGAGCA
AGTTCA
Kao i u prosˇlom primjeru mozˇemo uocˇiti kako se na odredenim mjestima u nizovima
ne pojavljuju uvijek identicˇne aminokiseline, niti se one pojavljuju u jednakom omjeru.
S obzirom na tu cˇinjenicu, ideja je da profil motiva sadrzˇi ucˇestalost pojavljivanja amino-
kiselina na odredenim mjestima. Jedan od nacˇina racˇunanja ucˇestalosti aminokiselina je
racˇunanje frekvencija njihovih pojavljivanja na odredednim mjestima u nizovima.
Matrica frekvencija:
A C G T
1 3 2 1 2 8
2 0 0 8 0 8
3 3 0 0 5 8
4 1 2 2 3 8
5 2 2 2 2 8
6 8 0 0 0 8
Matricu frekvencija konstruirali smo tako da i-ti stupac matrice oznacˇuje broj odredene
aminokiseline na j-tom mjestu u motivu koje smo prikazali recima matrice. Ono sˇto nas
visˇe zanima je vjerojatnost pojavljivanja odredene aminokiseline na nekom mjestu u mo-
tivu. Za to su nam potrebne relativne frekvencije pojavljivanja aminokiselina na odredenim
mjestima u motivu.
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Matrica relativnih frekvencija:
A C G T
1 0.375 0.25 0.125 0.25 1
2 0 0 1 0 1
3 0.375 0 0 0.625 1
4 0.125 0.25 0.25 0.375 1
5 0.25 0.25 0.25 0.25 1
6 1 0 0 0 1
Matrica relativnih frekvencija je ustvari matrica vjerojatnosti pojavljivanja odredene
aminokiseline na odredenom mjestu u motivu. S obzirom na tu cˇinjenicu ovako konstru-
irana matrica naziva se position-specific scoring matrix ili, krac´e, PSSM matrica. U duhu
hrvatskog jezika mozˇemo je prevesti kao matrica pozicijsko specificˇnih tezˇina.
Uocˇimo, PSSM matricu konstruirali smo na nacˇin da smo pretpostavili nezavisnost
izmedu mjesta u nizovima, te smo za svako mjesto posebno racˇunali vjerojatnost neovisno
o drugim mjestima. To ustvari znacˇi da vjerojatnost pojave neke aminokiseline na jed-
nom mjestu ne ovisi o vjerojatnosti pojave te iste aminokiseline na nekom drugom mjestu.
Dimenzija matrice jednaka je 6x4, odnosno umnosˇku broja mjesta u motivu te broja ami-
nokiselina (u ovom slucˇaju 4 jer motiv cˇine samo 4 osnovne aminokiseline). Iz toga je lako
zakljucˇiti da, ukoliko bismo radili profil motiva koji se sastoji od nizova duljine 6 u kojima
je zastupljeno svih 20 aminokiselina, tada bi dimenzija te matrice bila 6x20.
T. D. Schneider i R. M. Stephens su 1990. godine predstavili graficˇku metodu prikazi-
vanja motiva. Graficˇki prikaz sastoji se od niza likova. Broj likova jednak je broju mjesta
u motivu, a svaki se pojedini lik sastoji od slova koja se nalaze na odredenom mjestu. Vi-
sina tih slova u likovima proporcionalna je njihovoj frekvenciji pojavljivanja na odredenim
mjestima. Takav graficˇki prikaz nizova poznat je josˇ i pod imenom sequence logo.
Graficˇki prikaz nasˇeg motiva prikazan je na slici2:
2Sequence logo izraden na http://weblogo.berkeley.edu/logo.cgi.
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Kako bismo josˇ bolje dobili sliku o toj graficˇkoj metodi prikazˇimo i motiv enzima kojeg
smo takoder analizirali na pocˇetku:
PSSM matricu prvi je, sa svojim suradnicima, 1982. godine uveo americˇki geneticˇar
Gary Stormo te se je ona pokazala vrlo uspjesˇnom za otkrivanje motiva, kao i za proucˇavanje
familije nizova te trazˇenje slicˇnosti medu njima.
Kostruirajmo sada opc´enitu PSSM matricu za neki motiv:
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Neka jeA = [A, R, N, D, C, Q, E, G, H, I, L, K, M, F, P, S, T, W, Y, V],
te neka motiv sadrzˇi n poravnatih nizova dujine L.
Poravnate nizove koji cˇine motiv oznacˇimo na sljedec´i nacˇin:
x1,1 x1,2 ... x1,L
x2,1 x2,2 ... x2,L
.
.
.
xn,1 xn,2 ... xn,L
gdje je xi, j ∈ A, i = 1, 2, ..., n, j = 1, 2, ..., L.
Position-specific scoring matrix ili, krac´e, PSSM matricu oznacˇimo s
M = [pi, j], i = 1, 2, ..., L, j = 1, 2, ..., 20.
Definirajmo funkciju
δa j(xi, j) =
1, a j = xi, j0, a j , xi, j
gdje je a j ∈ A, j = 1, 2, ..., 20, i = 1, 2, ..., n.
Tada elemente matrice M racˇunamo kao
pi, j =
1
n
n∑
i=1
δa j(xi, j), i = 1, 2, ..., n, j = 1, 2, ..., 20. (4.1)
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4.3 Score poravnanja pomoc´u PSSM-a
Pretpostavimo da smo pronasˇli nekoliko varijanti nekog proteina te smo na temelju njih
konstruirali profil tog motiva. Ono sˇto bi se mogli pitati je postoji li josˇ neke varijante tog
proteina. Kako bismo to saznali, trebamo provjeriti koliko je neki odredeni protein porav-
nan s motivom, odnosno koliko mu je slicˇan. U tu svrhu racˇunamo vjerojatnost poravnanja
tog proteina s motivom.
Oznacˇimo li s M profil motiva, a s X proteinski niz cˇije poravnanje s motivom zˇelimo
izracˇunati, tada vjerojatnost poravnanja niza X s motivom uz uvjet M oznacˇavamo s
P(X|M).
Pokazˇimo na primjeru jednog niza kako bismo izracˇunali tu vjerojatnost.
Primjer 4.1. Profil motiva M zadan je sljedec´om matricom:
A C G T
1 0.375 0.25 0.125 0.25
2 0 0 1 0
3 0.375 0 0 0.625
4 0.125 0.25 0.25 0.375
5 0.25 0.25 0.25 0.25
6 1 0 0 0
Pitamo se koja je vjerojatnost da je niz X = AGACTA poravnan s motivom uz uvjet M.
Prisjetimo se, kod analize motiva razlikovali smo mjesta u nizu te nam je bilo bitno
koja je vjerojatnost pojavljivanja odredene aminokiseline na odredenom mjestu. Iz tog
razloga, prethodno postavljeno pitanje mozˇemo preoblikovati u pitanja: koja je vjerojat-
nost da se aminokiselina A iz niza X pojavi na prvom mjestu u motivu, koja je vjerojatost
da se aminokiselina G iz niza X pojavi na drugom mjestu u motivu, itd. S obzirom da vjero-
jatnost pojavljivanja jedne aminokiseline na odredenom mjestu ne utjecˇe na pojavljivanje
te aminokiseline na drugom mjestu, iz definicije 2.11. slijedi:
P(X|M) = P(AGACTA|M)
= P(A|M1) P(G|M2) P(A|M3) P(C|M4) P(T|M5) P(A|M5)
= 0.375x1x0.375x0.25x0.25x1
= 0.0087890625
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gdje P(q|Mi), i = 1, 2, ..., 6 oznacˇava vjerojatnost pojavljivanja aminokiseline q ∈ {A,C,G,T}
na i-tom mjestu u profilu motiva M.
Uocˇimo kako smo ovime izracˇunali vjerojatnost poravnanja niza X s motivom koji je
opisan matricom M. Ono sˇto josˇ nismo uzeli u obzir je opc´enito vjerojatnost pojavljivanja
neke aminokiseline u proteinskom nizu. Na primjer, uzmimo da je P(A) = 0.5, P(C) = 0.125,
P(G) = 0.25 i P(T) = 0.125. Tada je vjerojatnost niza X jednaka
P(X) = P(AGACTA)
= P(A) P(G) P(A) P(C) P(T) P(A)
= 0.5x0.25x0.5x0.125x0.125x0.5
= 0.0004882813.
Podijelimo li vjerojatnost poravnanja niza X s motivom, koji je opisan s matricom M, s
vjerojatnosˇc´u pojavljivanja niza X, dobit c´emo vjerojatnost poravnanja niza X sa zadanim
motivom
P(X|M)
P(X)
=
0.0087890625
0.0004882813
= 17.9999981568
te logaritmiramo li dobivenu vrijednost,dobit c´emo score, odnosno velicˇinu kojom opisu-
jemo poravnanje niza X sa zadanim motivom.
Score poravnanja niza X i zadanog motiva opisanog s matricom M jednak je 1.255272461.
Konstruirajmo opc´eniti izraz za racˇunanje score poravnanja nekog niza sa zadanim
motivom:
Neka jeA = [ A, R, N, D, C, Q, E, G, H, I, L, K, M, F, P, S, T, W, Y, V]
te neka je R neki model koji opisuje ponasˇanje aminokiselina.
Neka je zadani motiv opisan matricom
M = [pi, j], i = 1, 2, ..., L, j = 1, 2, ..., 20.
Niz cˇiji score poravnanja s motivom zˇelimo izracˇunati oznacˇimo s
Y = y1 y2 ... yL.
Tada je vjerojatnost da je niz Y poravnan s motivom opisanim s matricom M jednaka:
P(Y |M) = P(y1y2...yL|M)
= P(y1|M1) P(y2|M2) ... P(yL|ML)
=
L∏
i=1
P(yi|Mi)
(4.2)
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gdje P(yi|Mi), i = 1, 2, ..., L, oznacˇava vjerojatnost pojavljivanja aminokiseline yi ∈ A na
i-tom mjestu u motivu opisanom s matricom M.
Oznacˇimo s qi = P(yi), i = 1, 2, ..., L. Tada je vjerojatnost niza Y jednaka:
P(Y) = P(y1y2...yL)
= P(y1) P(y2) ... P(yL)
= q1q2...qL =
L∏
i=1
qi
(4.3)
Omjer vjerojatnosti dobivenih u 4.2 i 4.3
P(Y |M)
P(Y)
=
∏L
i=1 P(yi|Mi)∏L
i=1 qi
=
L∏
i=1
P(yi|Mi)
qi
naziva se omjer sˇansi da se niz Y poravna s motivom koji je opisan matricom M.
Kako bismo dobili aditivni scoring sistem, logaritmiramo dobiveni izraz te na taj nacˇin
definiramo score poravnanja niza Y i motiva opisanog s matricom M:
S =
L∑
i=1
log
P(yi|Mi)
qi
. (4.4)
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4.4 Metoda klizec´eg prozora. Maksimalni score
U realnom svijetu vrlo je mala vjerojatnost da c´emo imati neki niz cˇija je duljina jednaka
duljini motiva s kojim ga zˇelimo usporediti i provjeriti njegovu slicˇnost sa zadanim moti-
vom. Puno je vjerojatnija situacija u kojoj c´emo trazˇiti podnizove u nekom proteinu koji
su slicˇni zadanom motivu. Pokazˇimo jedan takav primjer.
Primjer 4.2. Profil motiva M zadan je sljedec´om matricom:
A C G T
1 0.375 0.25 0.125 0.25
2 0 0 1 0
3 0.375 0 0 0.625
4 0.125 0.25 0.25 0.375
5 0.25 0.25 0.25 0.25
6 1 0 0 0
te je zadan niz Y = CATGGCTACGTGTAAATGG. Trebamo pronac´i podniz ovog niza koji je
naslicˇniji zadanom motivu.
Slicˇnost nizova mjerili smo score-om poravnanja. Podniz niza Y koji je najslicˇniji za-
danom motivu je podniz koji ima najvec´i score poravnanja sa zadanim motivom.
Kako bismo pronasˇli podniz s najvec´im score-om, trebamo izracˇunati score-ove svih
podnizova te pronac´i onaj koji je najvec´i. Jedan od nacˇina je da nasumicˇno biramo podni-
zove duljine motiva (u nasˇem slucˇaju duljine 6), te racˇunamo njihove score-ove poravnanja
sa zadanim motivom. Uzmemo li u obzir da neki proteini mogu imati i po nekoliko stotina
aminokiselina, zakljucˇit c´emo da takav nacˇin pretrazˇivanja nije prikladan. Kako bismo
bili sigurni da nismo zaboravili provjeriti niti jedan podniz danog niza, treba nam susta-
van nacˇin pretrazˇivanja.
Shematski prikazˇimo ideju sustavnog nacˇina trazˇenja podnizova:
CATGGCTACGTGTAAATGG S1
CATGGCTACGTGTAAATGG S2
CATGGCTACGTGTAAATGG S3
...
CATGGCTACGTGTAAATGG S14
Duljina motiva je 6, a duljina niza Y je 19. Sa shematskog prikaza lako mozˇemo za-
kljucˇiti da je ukupan broj podnizova jednak 19 − 6 + 1 = 14.
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Konstruirajmo algoritam za trazˇenje podniza s najvec´im score-om poravnanja sa zada-
nim motivom:
Neka je zadani motiv opisan matricom
M = [pi, j], i = 1, 2, ..., L, j = 1, 2, ..., 20.
Niz u kojem trazˇimo podniz s najvec´im score-om poravnanja sa zadanim motivom
oznacˇimo s
Y = y1 y2 ... yN .
Tada je ukupni broj podnizova duljie L niza Y jednak N − L + 1.
Shemtski prikaz trazˇenja najvec´eg score-a izgleda ovako:
y1 y2 y3 . . . yL S 1
y2 y3 y4 . . . yL+1 S 2
y3 y4 y5 . . . yL+2 S 3
.
.
.
yk yk+1 yk+2 . . . yL+k S k
.
.
.
yN−L+1 yN−L+2 yN−L+3 . . . yN S N−L+1
Iz 4.4 slijedi da je
S k =
L∑
i=1
log
P(yk+i−1|Mi)
qk+i−1
, k ∈ {1, 2, ...,N − L + 1} . (4.5)
Ova metoda trazˇenja motiva u nekom proteinu naziva se sliding window protocol ili, u
duhu nasˇeg jezika, metoda klizec´eg prozora.
Najvec´i score ili maksimalni score poravnanja niza Y i motiva opisanog s matricom M
definiramo kao
S = max
k∈{1,2,...,N−L+1}
S k. (4.6)
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4.5 Distribucija score-va i maksimalnih score-ova
4.5.1 Distribucija score-va
Zˇelimo analizirati score-ove poravnanja koji su dobiveni primjenom PSSM matrice.
Neka je zadan profil motiva opisan matricom M (PSSM matrica nalazi se u poglavlju
4.7). Simuliramo protein duljine 10000 te izracˇunajmo score-ove poravnanja kako je opi-
sano u 4.5. Kako je duljina motiva 10, ukupan broj score-ova jednak je 10000 − 10 + 1 =
9991. Distribucija tih score-ova prikazana je na slici:
Slika 4.1: Histogram score-ova dobivenih pomoc´u PSSM-a
Iz dobivenog histograma na slici 4.1 mozˇemo naslutiti da ovi score-ovi slijede gama
distribuciju. S obzirom na definiranost gama distribuirane slucˇajne varijable, kako bismo
dobili slucˇajnu varijablu koja je definirana na intervalu 〈0,+∞〉, dobivenim score-ovima
pribrojimo apsolutnu vrijednost minimuma (time smo osigurali pozitivnu vrijednost svih
score-ova).
Neka µ srednja vrijednost, a σ2 varijanca tih score-ova. Dobivamo: µ = 6.297944
i σ2 = 4.323431. Iz 2.2 slijedi da je β = σ2/µ i α = µ/β, odnosno β = 9.17422 i
α = 0.6864828.
Na sljedec´oj slici 4.2 prikazani su histogram dobivenih score-ova i funkcija gustoc´e
neprekidne slucˇajne varijable koja ima gama distribuciju s parametrima α = 0.6864828 i
β = 9.17422 u oznaci Γ(α, β).
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Slika 4.2: Histogram score-ova dobivenih pomoc´u PSSM-a i funkcija gustoc´e Γ(α, β)
4.5.2 Distribucija maksimalnih score-ova
Pretpostavimo da imamo proteom koji se sastoji od nekoliko stotina proteina te zˇelimo
saznati nalazi li se u njemu neki zadani motiv. Jedan od nacˇina je da izracˇunamo sve
score-ove poravnanja sa zadanim motivom te ih usporedimo, a drugi nacˇin je da nademo
maksimalni score poravnanja motiva sa svakim proteinom te potom usporedimo dobivene
maksimalne score-ove. Uocˇimo kako je taj postupak trazˇenja motiva u proteomu puno
jednostavniji i krac´i. Iz tog razloga zanima nas kako su distribuirani maksimalni score-ovi.
Pretpostavimo da se neki proteom sastoji od n proteina pn te sa S n oznacˇimo maksi-
malni score poravnanja proteina pn sa zadanim motivom M. Prikazˇimo shematski trazˇenje
zadanog motiva u proteomu:
p1 xx...M...xxxxxxxxxxxxxx S 1
p2 xxxxxxx...M...xxxxxxxxx S 2
p3 xxxxxxxxxxx...M...xxxxx S 3
...
pn x...M...xxxxxxxxxxxxxxx S n
Zanima nas kako je distribuirana varijabla (S n, n ∈ N).
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Simulirajmo proteom koji sadrzˇi 4000 proteina duljine 10000. Za svaki od proteina
izracˇunajmo maksimalni score poravnanja s motivom opisanim matricom M (matrica se
nalazi u poglavlju 4.7) kako je opisano u 4.6. S obzirom da se proteom sastoji od ukupno
4000 proteina, ukupan broj maksimalnih score-ova jednak je 4000. Uzmemo li u obzir da
score-ovi poravnanja slijede gama distribuciju, mogli bismo pretpostaviti da c´e i maksi-
malni score-ovi biti gama distribuirani. Distribucija maksimalnih score-ova prikazana je
na slici:
Slika 4.3: Histogram maksimalnih score-ova dobivenih pomoc´u PSSM-a
Iz histograma prikazanog na slici 4.3 lako se uocˇi da maksimalni score-ovi nec´e biti
gama distribuirani, vec´ c´e oni slijediti Gumbelovu distribuciju.
Neka je X¯ srednja vrijednost, te S 2 uzoracˇka varijanca. Dobivamo X¯ = 1.328995 i
S 2 = 0.7173287. Iz 2.3 slijedi da je σ =
√
6S 2
pi2
i µ = X¯ − σγ, odnosno σ = 0.9478316 i
µ = 0.6603662.
Na sljedec´oj slici 4.5 prikazani su histogram dobivenih podataka i funkcija gustoc´e
neprekidne slucˇajne varijable koja ima Gumbel distribuciju s parametrima σ = 0.9478316
i µ = 0.6603662.
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Slika 4.4: Histogram score-ova i funkcija gustoc´e Gumbel distribucije
Da to zaista vrijedi, potvrduje nam klasicˇna teorija ekstremnih vrijednosti.
Neka je (Xn, n ∈ N) niz jednako distribuiranih slucˇajnih varijabli. S Mn oznacˇimo
maksimum n-tog niza. Tada klasicˇna teorija ekstremnih vrijednosti dokazuje da distribucija
varijable Mn slijedi jednu od tri tipa distribucija ekstremnih vrijednosti:
Tip I: G(x) = exp(−e−x), −∞ < x < ∞
Tip II: G(x)=
0, x ≤ 0exp(−x−α), za neko α > 0, x > 0
Tip III: G(x)=
exp(−(−x−α)), za neko α > 0, x ≤ 01, x > 0
Distribuciju ekstremnih vrijedosti Tipa I nazivamo josˇ i Gumbelova3 distribucija.
Uocˇimo, uvrstimo li µ = 0 i σ = 1 u oc´eniti oblik Gambelove distribucije, dobit c´emo
standardnu Gumbelovu distribuciju Tipa I.
3Emil Julius Gumbel (18.7.1891.-10.9.1966.) - njemacˇki matematicˇar koji se bavio distribucijom eks-
tremnih vrijednosti
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4.6 Proteom S. Avermitilis
Pokazˇimo na primjeru stvarnog proteoma S. Avermitilis da maksimalni score-ovi slijede
Gumbel distribuciju.
Neka je zadan profil motiva opisan matricom M (PSSM matrica nalazi se u poglavlju
4.7). Proteom se sastoji od 2044 proteina. Maksimalne score-ove poravnanja sa zadanim
motivom racˇunat c´emo kako je opisano u 4.6. Zanima nas kako su distribuirani ti maksi-
malni score-ovi.
Slika 4.5: Histogram score-ova
Iz dobivenog histograma uocˇavamo kako maksimalni score-ovi ovog proteoma zaista
slijede Gumbel distribuciju.
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4.7 Primjer PSSM matrice
Slika 4.6: Primjer PSSM matrice dimenzije 10x20 koja je korisˇtena u poglavlju 4.5
Poglavlje 5
Dodatak - primjena u osnovnoj i
srednjoj sˇkoli
Jedna od glavnih znacˇajki suvremene nastave matematike je koreliranost s drugim po-
drucˇjima znanosti i ljudske djelatnosti. Poznati matematicˇar Lobacˇevski1 je rekao:
“Nema ni jedne matematicˇke grane, ma koliko ona bila apstraktna, koja se jednom ne bi
mogla primijeniti na pojave stvarnog svijeta.”
U suvremenom matematicˇkom kurikulumu postavljen je zahtjev za uspostavljanje me-
dupredmetnih veza, tj. korelacija i integracija matematike s drugim nastavnim predmetima
i odgojno-obrazovnim postignuc´ima te zahtjev za povezivanje matematike s realnim svije-
tom.
Osim toga, suvremena nastava matematike podrazumijeva poticanje ucˇenika na samos-
talnost, eksperimentalni i istrazˇivacˇki rad, primjenu tehnologije u nastavi, timski rad te
tezˇi novoj kulturi zadataka - zadacima otvorenog tipa. Takoder, ona treba biti orijentirana,
ucˇenicima sˇto podrazumijeva korisˇtenje metoda aktivne nastave. Ucˇenici trebaju imati
dominantnu ulogu pri formiranju matematicˇkih koncepata te uvjezˇbavanju i usustavljiva-
nju nastavnog sadrzˇaja. Ucˇenicima treba biti omoguc´eno ucˇenje takozvanom metodom
otkrivanja te kreativan nacˇin ponavljanja i vjezˇbanja naucˇenog. Metode aktivne nastave
ucˇenicima daju priliku za razvijanje odgovornosti za vlastiti uspjeh te napredovanje na
podrucˇju matematike.
Jedan od nastavnih predmeta s kojima mozˇemo povezati matematiku je biologija. Pri-
mjenjujuc´i nastavne sadrzˇaje iz biologije ucˇenicima mozˇemo osmisliti kreativne zadatke
za uvjezˇbavanje te otkrivanje novih matematicˇkih koncepata.
1Nikolaj Ivanovicˇ Lobacˇevski (1.12.1792.-24.2.1856.) - ruski matematicˇar koji se bavio geometrijom,
osnivacˇ neeuklidske geometrije
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Cilj ovog poglavlja je dati primjere zadataka za ucˇenike osnovne i srednje sˇkole u kojma
bismo znanje iz biologije primjenili za otkrivanje i uvjezˇbavanje matematicˇkog nastavnog
sadrzˇaja te poticanje kreativnosti kod ucˇenika.
U diplomskom radu, gledajuc´i s biolosˇke strane, pazˇnju smo usmjerili na proteine kao
osnovu svih funkcija u ljudskom organizmu. Gledajuc´i s matematicˇkog podrucˇja, usmjerili
smo se na podrucˇje vjerojatnosti i statistike. Upravo to nam je cilj ujediniti i u ativnostima
za ucˇenike.
5.1 Osnovna sˇkola
Prema Nacionalnom okvirnom kurikulumu ili, krac´e, NOK-u, statistika i vjerojatnost su u
nastavi matematike zastupljeni od prvog razreda osnovne sˇkole pod imenom Podatci.
Na kraju prvog obrazovnog ciklusa (odnosno na kraju cˇetvrtog razreda osnovne sˇkole)
od ucˇenika se ocˇekuje da c´e:
• prikupiti, razvrstati i organizirati podatke koji proizlaze iz svakodnevnog zˇivota te ih
prikazati jednostavnim tablicama, piktogramima (slikovnim dijagramima) i stupcˇastim
dijagramima
• procˇitati i protumacˇiti podatke prikazane jednostavnim tablicama, piktogramima i
stupcˇastim dijagramima
• prebrojiti razlicˇite ishode u jednostavnim situacijama rabec´i stvarne materijale i di-
jagrame
• primjenjivati osnovni jezik vjerojatnosti (ishod, moguc´, nemoguc´, siguran, slucˇajan,
vjerojatan, pravedna igra, nepravedna igra i slicˇno)
• usporediti vjerojatnosti ishoda (manje vjerojatno, jednako vjerojatan, vjerojatniji).
Osim matematicˇkih koncepata, u NOK-u je, unutar matematicˇkih procesa, naglasak
stavljen na rjesˇavanje problema i matematicˇko modeliranje. Od ucˇenika se ocˇekuje da c´e
postaviti i analizirati jednostavniji problem, isplanirati njegovo rjesˇavanje odabirom odgo-
varajuc´ih matematicˇkih pojmova i postupaka, rijesˇiti ga te protumacˇiti i vrjednovati rjesˇenje
i postupak.
U nastavku slijedi primjer jedne aktivnosti previdene za ucˇenike nizˇih razreda osnovne
sˇkole:
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AKTIVNOST 1. “Kreirajmo DNA!”
Cilj aktivnosti: ucˇenici c´e, radec´i u cˇetverocˇlanim skupinama te konstruirajuc´i razne DNA
nizove pomoc´u stvarnih materijala, prebrojati razlicˇite ishode u jednosta-
vnim situacijama te ih prikazati tablicˇno i graficˇki
Oblik rada: suradnicˇko - timski rad u cˇetverocˇlanim skupinama
Nastavne metode: - heuristicˇka nastava
- metoda eksperimenta
- metoda dijaloga
Potrebni materijal: - nastavni listic´ za svakog ucˇenika (PRILOG 1)
- kartice sa slovima A,C,G,T (sˇpil od 4x4 kartice)
Tijek aktivnosti: Ucˇenike rasporedimo u cˇetverocˇlane skupine te svakoj skupini ucˇenika
podijelimo sˇpil od 16 kartica. Svaki ucˇenik dobije nastavni listic´ te ga rjesˇava zajedno sa
cˇlanovima svoje skupine. Nakon sˇto svi ucˇenici rijesˇe nastavni listic´, s ucˇenicima provje-
rimo do kojih zakljucˇaka su dosˇli.
Slika 5.1: Primjer kartica sa slovima A,C,G,T
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PRILOG 1
Kreirajmo DNA!
Je li vam netko ikad rekao “Ti si ista svoja
mama!” ili “Basˇ me podsjec´asˇ na svoga djeda!”?
Krivci za nasˇu slicˇnost s majkama i ocˇevima, ba-
kama i djedovima nazivaju se geni.
Geni su gradeni od DNA.
Zamislite jedan dugi lanac. Svaka karika tog
lanca ima jedno od slova A,C,G ili T. Jedan takav
lanac predstavlja DNA.
Bi li zˇelio/zˇeljela znati kako izgleda tvoj DNA
zbog kojih imasˇ plave, smede ili mozˇda zelene ocˇi?
Upusti se u pustolovinu sa svojim prijateljima iz
skupine te, pratec´i upute, kreiraj nove DNA lance!
Zadatak 1. Pomoc´u kartica sa slovima A,C,G i T koje predstavljaju karike lanca DNA,
kreirajte DNA koja ima samo dvije razlicˇite karike. Na koliko nacˇina ste mogli napraviti
takav DNA? Ispisˇite sve nacˇine!
Redoslijed slova je bitan!
Zadatak 2. Pomoc´u kartica sa slovima A,C,G i T koje predstavljaju karike lanca DNA,
kreirajte DNA koja ima tri razlicˇite karike. Na koliko nacˇina ste mogli napraviti takav
DNA? Ispisˇite sve nacˇine!
Redoslijed slova je bitan!
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Ako karike lanca mogu biti jednake, koliko biste tada razlicˇitih DNA kreirali? Isti broj,
manje ili visˇe?
Zadatak 3. Kreirajte DNA koja im cˇetiri razlicˇite karike? Koliko ste moguc´nosti
pronasˇli? Jeste su li to sve moguc´nsti?
Zadatak 4. Lanci DNA sadrzˇe obicˇno visˇe jednakih karika. Primjer jednog takvog
lanca prikazan je na slici:
Popunite sljedec´u tablicu te odgovorite na pitanja:
Naziv karike Broj karika u DNA
A
C
G
T
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Kojih karika ima najvisˇe, a kojih najmanje? Ima li nekih karika jednak broj?
Na temelju podataka iz tablice kreirajte novi DNA lanac!
Zadatak 5. Jedan biolog analizirao je DNA prikazanu
na slici.
Kako bi sacˇuvao informacije o broju i vrsti ka-
rika u tom DNA lancu, nacrtao je sljedec´i dijagram:
Prosˇlo je nekoliko godina nakon njegovog rada... Biolog je odlucˇio pronac´i taj dijagram
te se podsjetiti o broju i vrstama karika u tom lancu DNA. No, kada je pogledao dijagram
nastao je problem. Zasˇto?
Mozˇete li pomoc´i tuzˇnom biologu popraviti njegov dijagram kako bi on ipak mogao
saznati potrebne informacije?
Budite kretivni!
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U nastavku sˇkolovanja, od petog do osmog razreda osnovne sˇkole, ucˇenici prosˇiruju
svoje znanje iz podrucˇja statistike i vjerojatnosti.
Prema Nacionalnom okvirnom kurikulumu na kraju osmog razreda osnovne sˇkole, od
ucˇenika se ocˇekuje da c´e :
• prikupiti, klasificirati i organizirati podatke te ih na prikladan nacˇin, pomoc´u racˇunala
i bez njega, prikazati sustavnom listom, tablicom, tablicom frekvencija, stupcˇastim i
kruzˇnim dijagramom
• procˇitati, tumacˇiti i analizirati podatke prikazane na razlicˇite nacˇine
• podrediti i primjeniti frekvenciju za razlicˇite podatke
• argumentirano i ucˇinkovito odrediti broj moguc´ih i povoljnih ishoda u jednostavnim
situacijama i izracˇunati vjerojatnost
• procijeniti vjerojatnost konkretnog slucˇajnog dogadaja tumacˇec´i ju kao relativnu
frekvenciju.
U nastavku slijedi prijedlog dviju aktivnosti koje su pilagodene za ucˇenike na kraju
trec´eg obrazovnog ciklusa, odnosno na kraju osmog razreda:
1. Pronadite kradljivca!
2. Evolucija DNA!
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AKTIVNOST 2. “Pronadite kradljivca!”
Cilj aktivnosti: ucˇenici c´e, radec´i u cˇetverocˇlanim skupinama te konstruirajuc´i razne DNA
nizove i rjesˇavajuc´i kontekstualizirani zadatak, odrediti broj moguc´ih i po-
voljnih ishoda te izracˇunatu njihovu vjerojatnost
Oblik rada: suradnicˇko - timski rad u cˇetverocˇlanim skupinama
Nastavne metode: - heuristicˇka nastava
- metoda eksperimenta
- metoda dijaloga
Potrebni materijal: - nastavni listic´ za svakog ucˇenika (PRILOG 2)
- kartice sa slovima A,C,G,T (sˇpil od 4x4 kartice)
Tijek aktivnosti: Ucˇenike rasporedimo u cˇetverocˇlane skupine te svakoj skupini ucˇenika
podijelimo sˇpil od 16 kartica. Primjer kartica prikazan je u Aktivnosti 1. Svaki ucˇenik
dobije nastavni listic´ te ga rjesˇava zajedno sa cˇlanovima svoje skupine. Nakon sˇto svi
ucˇenici rijesˇe nastavni listic´, s ucˇenicima provjerimo do kojih zakljucˇaka su dosˇli.
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PRILOG 2
Pronadite kradljivca!
Ucˇenici sedmog razreda osnovne sˇkole odlucˇili
su sˇtedjeti novce za izlet u NP Plitvicˇka jezera.
Svaki puta kada bi nesˇto usˇtedjeli, novce bi stavili u
svoju kasicu prasicu koja se nalazi unutar njihovog
razreda.
Zlocˇesti kradljivac, vidjevsˇi kroz prozor sˇkole
kasicu prasicu u razredu, odlucˇio je pod svaku ci-
jenu doc´i do novaca u njoj. Jedne vecˇeri, kada je
sˇkola bila zatvorena, kradljivac je uspio kroz pro-
zor uc´i u razred. Nakon sˇto je uzeo novce, obrisao
svoje otiske ruku s prozora, mislec´i da ga nitko nec´e
otkriti, sav sretan udaljio se od sˇkole s novcima u
vrec´i...
Je li kradljivcu bilo dosta obrisati samo svoje otiske ruku koje je ostavio na prozoru?
Gledajuc´i kriminalisticˇke serije jeste li ikad pozˇeljeli biti detektiv koji c´e rijesˇiti neki
slucˇaj? Ako da, upustite se u avanturu te, zajedno sa svojim prijateljima iz skupine, po-
mognite detektivu pronac´i kradljivca!
Osim otisaka prstiju, kradljivca mozˇemo otkriti i po jednoj vlasi kose. Svaki nasˇ dio
tijela, pa tako i vlas kose, sadrzˇi dio koji nas opisuje. Taj dio naziva se DNA. Zamislite
jedan dugi lanac. Svaka karika tog lanca ima jedno od slova A,C,G ili T. Jedan takav lanac
predstavlja DNA.
Kako bi otkrio kradljivca, detektiv treba obaviti DNA analizu. Analizirajuc´i vlas kose,
detetektiv je naisˇao na problem. Jedan dio DNA ne mozˇe se ocˇitati. Prikaz DNA nalazi se
na slici:
Ono sˇto detektiv vidi iz strukture tih triju karika je da su sve one razlicˇite. Primjenjujuc´i
dobivene kartice, pronadite nacˇine kako dopuniti DNA da dobijemo cjeloviti lanac.
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1. Koliko moguc´nosti ste pronasˇli?
2. Daljnjom analizom, detektiv je otkrio da se na srednjoj kartici nalazi slovo A. Koja je
vjerojatnost tog ishoda?
3. Na koliko nacˇina mozˇete popuniti ostala dva mjesta? Nadite sve moguc´nosti.
4. Koja je vjerojatnost da se na preostalim karikama nalaze slova G i T, ako znamo da se na
srednjoj kartici nalazi slovo A?
5. Vjerojatnost pojavljivanja slova T je 1/6, slova G 1/4, a slova C 1/3. Kako biste pomogli
detektivu i smanjili broj moguc´nosti za ispitivanje, odredite koji par slova ima najvec´u
vjerojatnost pojavljivanja u nizu. Zadatak rijesˇite graficˇki, pomoc´u stabla.
6. Dodatno, ako znate da je najvjerojatnije da c´e iza slova A doc´i slovo T, a najmanje je
vjerojatno da c´e doc´i slovo C, koji par slova je najvjerojatniji?
Zakljucˇak, dio DNA koji nedostaje najvjerojatnije je:
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AKTIVNOST 3. “Evolucija DNA!”
Cilj aktivnosti: ucˇenici c´e, radec´i u cˇetverocˇlanim skupinama te rjesˇavajuc´i zadatke iz
podrucˇja biologije, uvjezˇbati odredivanje frekvencije i relativne frekv-
encije te ih prikazati tablicˇno i graficˇki
Oblik rada: suradnicˇko - timski rad u cˇetverocˇlanim skupinama
Nastavne metode: - heuristicˇka nastava
- metoda eksperimenta
- graficˇka metoda
- metoda dijaloga
Potrebni materijal: - nastavni listic´ za svakog ucˇenika (PRILOG 3)
- kartice sa slovima A,C,G,T (sˇpil od 4x4 kartice)
Tijek aktivnosti: Ucˇenike rasporedimo u cˇetverocˇlane skupine te svakoj skupini ucˇenika
podijelimo sˇpil od 16 kartica. Primjer kartica prikazan je u Aktivnosti 1. Svaki ucˇenik
dobije nastavni listic´ te ga rjesˇava zajedno sa cˇlanovima svoje skupine. Nakon sˇto svi
ucˇenici rijesˇe nastavni listic´, s ucˇenicima provjerimo do kojih zakljucˇaka su dosˇli.
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PRILOG 3
Evolucija DNA
Osnovna molekula nasljedivanja naziva se DNA.
DNA je odgovorna zasˇto Luka ima zelene ocˇi, a
Marta smede. Ili pak, zasˇto Hana ima crvenu kosu.
Znate li kako je gradena molekula DNA?
Zamislite jedan dugi lanac. Svaka karika tog
lanca ima jedno od slova A,C,G ili T. Jedan takav
lanac predstavlja DNA.
Tijekom evolucije DNA je mogla dozˇivjeti neke promjene. Jedna od njih je zamjena
jedne karike lanca drugom. Na primjer, karika sa slovom A zamijenjena je karikom sa
slovom G.
Pokazˇimo na primjeru nekoliko varijanti jednog DNA:
Redoslijed karika u lancu je vazˇan. Iz tog razloga razlikujemo ucˇestalost slova na
odredenim mjestima u lancu.
1. Koja slova se javljaju na prvom mjestu, na drugom mjestu, na trec´em mjestu, itd. u
prikazanim DNA?
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2. Na kojim mjestima je dosˇlo do promjene karika u DNA lancu? Koliko puta? Postoje li
mjesta na kojima nije bilo promjena?
3. Izracˇunajte frekvencije pojavljivanja svakog slova na karikama na pojedinom mjestu u
nizovima te popunite tablicu frekvencija.
Tablica frekvencija:
Promotrite ispunjenu tablicu. Koja je vrijednost najvec´e frekvencije u tablici? Koja je
vrijednost najmanje frekvencije u tablici? Objasnite zasˇto.
4. Izracˇunajte zbroj svih frekvencija na pojedinom mjestu. Koliko on iznosi?
Na temelju ispunjene tablice ispunite tablicu relativnih frekvencija pojavljivanja slova
na pojedinom mjestu u nizu.
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Tablica relativnih frekvencija:
Promotrite ispunjenu tablicu. Koja je vrijednost najvec´e relativne frekvencije u tablici?
Koja je vrijednost najmanje relativne frekvencije u tablici? Objasnite zasˇto.
5. Skup dobivenih DNA nastalih evolucijom nazivamo uzorak. Na temelju dobivenih
podataka, kreirajte josˇ neki DNA koji mozˇe biti dijelom uzorka.
Dodate li u uzorak josˇ jedan DNA, hoc´e li se postojec´e frekvencije i relativne frekven-
cije promijeniti? Istrazˇite.
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6. Pomoc´u stupcˇastog dijagrama prikazˇite frekvencije pojedinih slova na svakom mjestu u
uzorku.
7. Prikazani su tri kruzˇna dijagrama. Prikazuje li neki kruzˇni dijagram frekvenciju pojav-
ljivanja slova na odredenom mjestu u uzorku? Objasnite.
8. Zadana je tablica frekvencija za neki uzorak. Koristec´i kartice sa slovima kreirajte DNA
lance koji cˇine taj uzorak. Je li uzorak koji ste kreirali jedinstven?
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5.2 Srednja sˇkola
Prema nastavnom planu i programu prirodoslovno-matematicˇke gimnazije, ucˇenici se u
cˇetvrtom razredu srednje sˇkole doticˇu osnovnih pojmova iz vjerojatnosti. Oni ukljucˇuju
slucˇajne pokuse, vjerojatnosni prostor, kombinatoriku te uvjetnu vjerojatnost.
Prema Nacionalnom okvirnom kurikulumu, iz podrucˇja Podatci, od ucˇenika se ocˇekuje
da c´e:
• sustavno prikupiti, klasificirati i organizirati podatke
• protumacˇiti slozˇene dogadaje, izraziti ih pomoc´u skupovnih operacija te izracˇunati
njihovu vjerojatnost.
Osim toga, unutar matematicˇkih procesa, podrucˇje Rjesˇavanje problema i matematicˇko
modeliranje, od ucˇenika se ocˇekuje da c´e:
• postaviti i analizirati problem, isplanirati njegovo rjesˇavanje odabirom odgovarajuc´ih
matematicˇkih pojmova i postupaka, rijesˇiti ga, te protumacˇiti i vrjednovati rjesˇenje i
postupak
• modelirati situacije i procese iz drugih odgojno-obrazovnih podrucˇja te svakodnev-
nog osobnog, profesionalnog i drusˇtvenog zˇivota.
U nastavku slijedi primjer jedne aktivnosti u kojima c´e ucˇenici otkriti princip uzastop-
nog prebrojavanja:
AKTIVNOST 4. “Koliko ima razlicˇitih proteina?”
Cilj aktivnosti: ucˇenici c´e, radec´i u cˇetverocˇlanim skupinama te rjesˇavajuc´i zadatke iz
podrucˇja biologije, otkiriti princip uzastopnog prebrojavanja
Oblik rada: suradnicˇko - timski rad u cˇetverocˇlanim skupinama
Nastavne metode: - heuristicˇka nastava
- metoda eksperimenta
- metoda analogije i generalizacije
- metoda dijaloga
Potrebni materijal: nastavni listic´ za svakog ucˇenika (PRILOG 4)
Tijek aktivnosti: Ucˇenike rasporedimo u cˇetverocˇlane skupine. Svaki ucˇenik dobije nas-
tavni listic´ te ga rjesˇava zajedno sa cˇlanovima svoje skupine. Nakon sˇto svi ucˇenici rijesˇe
nastavni listic´, s ucˇenicima provjerimo do kojih zakljucˇaka su dosˇli.
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PRILOG 4
Koliko ima razlicˇitih proteina?
Najvazˇnije tvari u ljudskom organizmu, uz vodu,
su proteini koje josˇ nazivamo i bjelancˇevine. Pro-
teini su izvor tvari za izgradnju misˇic´a, krvi, kozˇe,
kose, noktiju i unutarnjih organa, ukljucˇujuc´i srce i
mozak, te su najvazˇniji cˇimbenici u rastu i razvoju
svih tjelesnih tkiva.
Proteini su molekule gradene od samo 20
razlicˇitih aminokiselina koje su povezane peptidnom
vezom u dugi lanac. Njihov oblik mozˇemo zamis-
liti kao karike povezane u lanac, pri cˇemu svaka ka-
rika predstavlja jednu aminokiselinu. Promijenimo
li samo jednu kariku u tom lancu, tj. neku amino-
kiselinu zamijenimo drugom, mozˇemo dobiti novi
protein.
Mozˇemo se pitati kako je moguc´e da se s 20 razlicˇitih aminokiselina mogu nacˇiniti pro-
teini potrebni amebi, vrapcu ili cˇovjeku? Kako je moguc´e da su od samo 20 aminokiselina
izgradeni svi proteini zˇivog svijeta?
Aminokiseline obicˇno oznacˇavamo velikim tiskanim slovima
A, R, N, D, C, Q, E, G, H, I, L, K, M, F, P, S, T, W, Y, V.
Zadatak 1. Zamislite da se protein sastoji od samo dvije aminokiseline. Izaberite
jednu aminokiselinu. Na koliko nacˇina mozˇete kreirati protein duljine 2 sa samo jednom
aminokiselinom?
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Zadatak 2. Izaberite dvije razlicˇite aminokiseline. Na koliko nacˇina mozˇete kreirati
protein duljine 2 s dvije razlicˇite aminokiseline? Ispisˇite sve moguc´nosti.
Napomena: Aminokiseline u proteinu mogu se ponavljati te je bitan redoslijed amino-
kiselina!
Zadatak 3. Izaberite tri razlicˇite aminokiseline. Na koliko nacˇina mozˇete kreirati
protein duljine 2 s tri razlicˇite aminokiseline? Ispisˇite sve mognuc´nosti.
Zadatak 4. Racˇunajuc´i broj moguc´nosti kreiranja proteina jeste li uocˇili neku pravil-
nost? Popunite sljedec´u tablicu:
Broj kreiranih proteina zapisˇite u obliku umnosˇka jednakih faktora. Uocˇavate li sada
neku pravilnost?
Koliko biste proteina duljine 2 mogli kreirati s 9 razlicˇitih aminokiselina, a koliko s 20
razlicˇitih aminokiselina?
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Zadatak 5. Zamislite da se protein sastoji od samo tri aminokiseline. Izaberite jednu
aminokiselinu. Na koliko nacˇina mozˇete kreirati protein duljine 3 sa samo jednom amino-
kiselinom?
Zadatak 6. Izaberite dvije razlicˇite aminokiseline. Na koliko nacˇina mozˇete kreirati
protein duljine 3 s dvije razlicˇite aminokiseline? Ispisˇite sve mognuc´nosti.
Zadatak 7. Uocˇavate li neku pravilnost? Popunite sljedec´u tablicu:
Koliko biste proteina duljine 3 kreirali sa 7 razlicˇitih aminokiselina, a koliko s 20
razlicˇitih aminokiselina?
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Zadatak 8. Neki proteini gradeni su i od nekoliko tisuc´a aminokiselina. Koliko biste
razlicˇitih proteina duljine 2014 kreirali s 20 razlicˇitih aminokiselina?
Mislite li josˇ uvijek da se sa samo 20 aminokiselina ne mogu nacˇiniti svi proteini zˇivog
svijeta?
Dvadeset razlicˇitih aminokiselina cˇine abecedu proteina. Isto kao sˇto 30 razlicˇith slova
cˇine abecedu hrvatskog jezika. Mozˇete li sa samo 30 slova rec´i sve sˇto zˇelite?
Isto kao sˇto se u rijecˇima ponavljaju ista slova, tako se i u proteinima ponavljaju iste
aminokiseline.
Dakle, sa samo 20 aminokiselina moguc´e je nacˇiniti sve proteine zˇivog svijeta!
Slika prikazuje strukturu mioglobina, proteina koji je zaduzˇen za skladisˇtenje i prijenos
kisika u misˇic´ima.
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U drugom poglavlju diplomskog rada, kao primjer neprekidne slucˇajne varijable, naveli
smo Gaussovu ili normalnu distribuciju. S Gaussovom krivuljom ucˇenici se susrec´u u
cˇetvrtom razredu srednje sˇkole. Prema Nacionalnom okvirnom kurikulumu, iz poducˇja
Podatci, od ucˇenika se ocˇekuje da c´e primijeniti normalnu razdiobu.
Osim vec´ spomenutog matematicˇkog modeliranja na koje je stavljen naglasak u NOK-
u, unutar matematicˇkih procesa, iz podrucˇja Primjena tehnologije, od ucˇenika se ocˇekuje
da c´e:
• istrazˇivati i analizirati matematicˇke ideje, eksperimentirati s njima te provjeravati
pretpostavke pomoc´u dzˇepnog racˇunala i raznovrsnih racˇunalnih programa, narocˇito
programa dinamicˇne geometrije i programa za izradbu proracˇunskih tablica
• razlozˇno i ucˇinkovito rabiti dzˇepno racˇunalo za racˇunanje i tehnologiju za prikuplja-
nje, organiziranje, prikazivanje, predstavljanje i razmjenu podataka i informacija, za
rjesˇavanje problema i modeliranje te u situacijama kojima su u sredisˇtu zanimanja
matematicˇke ideje (radi rasterec´ivanja od racˇunanja i graficˇkog prikazivanja).
U nastavku se nalazi primjer aktivnosti u kojoj c´e ucˇenici otkriti oblik Gaussove krivu-
lje provodec´i eksperiment te istrazˇujuc´i uz pomoc´ raznovrsnih racˇunalnih programa:
AKTIVNOST 5. “Gaussova krivulja”
Cilj aktivnosti: ucˇenici c´e, radec´i u parovima te bacanjem simetricˇnog novcˇic´a, otkriti ob-
lik Gaussove krivulje
Oblik rada: suradnicˇki rad u parovima
Nastavne metode: - heuristicˇka nastava
- metoda eksperimenta
- metoda crtanja
- metoda dijaloga
Potrebni materijal: - nastavni listic´ za svaki par ucˇenika (PRILOG 5)
- PC, alat dinamicˇne geometrije
- simetricˇni novcˇic´ za svaki par ucˇenika
Tijek aktivnosti: Ucˇenike rasporedimo u parove. Svaki par ucˇenika dobije nastavni listic´
i simetricˇni novcˇic´. Ucˇenici u parovi ispunjavaju nastavni listic´, te koriste racˇunalne po-
grame kako bi prikazali dobivene podatke i istrazˇili oblik Gaussove krivulje. Nakon sˇto svi
ucˇenici rijesˇe nastavni listic´, s ucˇenicima provjerimo do kojih zakljucˇaka su dosˇli.
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PRILOG 5
Gaussova krivulja
Ishodi bacanja novcˇic´a su “palo je pismo” i “pala
je glava”. Krac´e ih oznacˇavamo slovima P i G.
Zadatak 1. Zajednicˇki u paru provedite jed-
nostavan pokus bacanja simetricˇnog novcˇic´a. Jedan
ucˇenik baca novcˇic´ u zrak, a drugi ucˇenik biljezˇi na
koju stranu je novcˇic´ pao - pismo ili glava.
Jedan pokus sastoji se od deset bacanja sime-
tricˇnog novcˇic´a. Provedite deset takvih pokusa. Na-
kon svakog izvrsˇenog pokusa prebrojite koliko puta
je pala glava u tom pokusu.
Primjer, rezultat jednog pokusa je GGPGPPGGGP. U ovom pokusa glava je pala sˇest
puta.
Svoje rezultate zabiljezˇite u tablicu:
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Zadatak 2. Koliko najvisˇe glava je moglo pasti u jednom pokusu? A najmanje?
Ispunite tablicu frekvencija broja glava u provedenim pokusima.
Zadatak 3. Na temelju tablice frekvencija nacrtajte histogram.
Nacrtajte krivulju koja prolazi “vrhovima” histograma. Podsjec´a li vas dobivena krivu-
lja na nesˇto?
Zadatak 4. Drugi parovi u razredu su provodili takoder isti pokus. Prikupite podatke
o broju glava u pokusima od svih parova u razredu te ih unesite u sljedec´u tablicu:
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Na temelju prikupljenih podataka nacrtajte histogram.
Nacrtajte krivulju koja prolazi “vrhovima” histograma. Podsjec´a li vas sada nacrtana
krivulja na nesˇto?
Krivulja koju ste nacrtali naziva se josˇ i zvonolika ili Gaussova krivulja. Ime je dobila
po matematicˇaru Gaussu.
Carl Friedrich Gauss (30.4.1777.-23.2.1855.) je
veliki njemacˇki matematicˇar koji je poznat po svom
sˇirokom doprinosu u matematici, fizici i astronomiji.
Njegovo znacˇenje u matematici najbolje opisuje ti-
tula koju su mu dodijelili matematicˇari - princeps
mathematicorum. Neki ga cˇak nazivaju i Arhime-
dom novog doba.
S 19 godina Gauss je uspio konstruirati pravilni
17-terokut, a uskoro nakon toga potpuno rjesˇava
problem konstrukcije pravilnih mnogokuta.
Godine 1799. dokazuje osnovni teorem algebre
koji kazˇe da svaka algebarska jednadzˇba u skupu
kompleksnih brojeva ima barem jedno rjesˇenje.
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Osim toga, Gauss uvodi geometrijsku predodzˇbu kompleksnog broja zbog cˇega se kom-
pleksna ravnina danas naziva i Gaussova ravnina.
Gauss je svoj doprinos dao i teoriji brojeva objavivsˇi djelo Disquisitiones aritmeticae
1801. godine. Teoriju brojeva Gauss je znao nazvati kraljicom znanosti.
Dokaz o vazˇnosti koju Gauss pridaje matematici mozˇemo vidjeti iz njegove poznate
recˇenice:
“Matematika je kraljica svih znanosti.”
Krivulju, koju danas nazivamo Gaussova krivulja, Gauss je primijenio 1809. godine u
djelu Teorija gibanja nebeskih tijela.
Gaussovom krivuljom nazivamo graf funkcije:
f (x) =
1√
2pi
e
−x2
2 , x ∈ R
ili u opc´enitijem zapisu
f (x) =
1
σ
√
2pi
e
−(x−µ)2
2σ2 , µ, σ ∈ R, σ > 0, x ∈ R.
Zadatak 5. Koristec´i tablicu frekvencija iz zadatka 4. napravite tablicu relativnih
frekvencija. Podatke iz tablice prikazˇite pomoc´u histograma na racˇunalu, uz pomoc´ nekog
od programa (npr. MS Excel). Nakon toga, dobiveni histogram umetnite u neki od alata
dinamicˇne geometrije (npr. The Geometer’s Sketchpad) te odredite parametre Gaussove
krivulje koja najbolje prijanja uz dobiveni histogram.
Dobivene parametre usporedite s drugim parovima iz razreda.
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U nastavku slijedi jedan primjer rjesˇenja iz zadatka 5. Histogram je napravljen uz
pomoc´ softvera R, a potom su parametri nadeni pomoc´u alata The Geometer’s Sketchpad.
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Sazˇetak
Poznata metoda trazˇenja proteinskih motiva u nekom novom organizmu naziva se position-
specific scoring matrix ili, krac´e, PSSM metoda. U ovom diplomskom radu opisali smo
PSSM algoritam te smo analizirali score-ove poravnanja nekog promatranog proteina i
zadanog motiva koji su dobiveni primjenom PSSM metode i metodom klizec´eg prozora.
Dosˇli smo do zakljucˇka da score-ovi poravnanja slijede gama distribuciju, dok su maksi-
malni score-ovi Gumbel distribuirani.
Na kraju diplomskog rada pokazali smo kako uspostaviti neke moguc´e korelacije izmedu
biologije i matematike u osnovnoj i srednjoj sˇkoli.
Summary
In this thesis, we study PSSM - a well-known motif scanning method. We describe matrix-
generation path of PSSM, as well as window-sliding algorithm that is used to obtain the
optimal match. It is shown that arbitrary matches follow a gamma distribution, while the
optimal scores are Gumbel distributed.
At the end, we present several interactions between teaching mathematics and biology
at primary and secondary school level.
Zˇivotopis
Rodena sam 14.05.1990. godine u Koprivnici. Svoje djetinjstvo provodim u Pitomacˇi gdje
1997. godine upisujem osnovnu sˇkolu “Petra Preradovic´a”. Vec´ u osnovnosˇkolskom obra-
zovanju javlja se veliki interes za matematiku. Po zavrsˇetku osnovne sˇkole, dobivam na-
gradu za najbolju ucˇenicu svoje generacije. Nakon osnovne sˇkole upisujem prirodoslovno-
matematicˇku gimnaziju “Petra Preradovic´a” u Virovitici. Matematika ostaje podrucˇje mo-
jeg najvec´eg interesa. Stoga, 2009. godine upisujem preddiplomski studij Matematike,
smjer: nastavnicˇki na Prirodoslovno-matematicˇkom fakultetu u Zagrebu. Godine 2012.
Fakultetsko vijec´e i Matematicˇki odsjek nagraduju me za izniman uspjeh na studiju. Te
iste godine stjecˇem akademski naziv prvostupnice edukacije matematike. Nakon toga nas-
tavljam diplomski studij Matematike, smjer: nastavnicˇki na vec´ spomenutom fakutetu.
