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Abstract
This study examined a modiﬁed newsvendor problem. The modiﬁed newsvendor problem concerned with how wholesalers
can achieve maximum proﬁts. Instead of building a proﬁt function for the wholesalers and ﬁnding the optimal solutions
as previous studies would do, this study proposed a novel, data mining approach to address the problem. Speciﬁcally, the
modiﬁed newsvendor problem were transformed into a classiﬁcation problem. According to a set of relevant attributes, we
used the regularized multiple criteria linear programming (RMCLP) model to classify dealers into two categories, namely Type
A and Type B, according to the associated order quantity of dealers. Experiments showed that the RMCLP model gave high
accuracy in predicting to which type a dealer belong to. One important implication of this study is to provide insights into the
design and development of supply chain coordination policy.
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1. Introduction
The newsvendor problem is a classic problem in the inventory management literature [1, 2]. The original
problem is to help the newsstand dealer maximize his/her proﬁts by ﬁnding an optimal stock level of newspaper-
s/magazines before the selling season. Various modiﬁcations have been made on the original newsvendor problem
since its introduction.
Previous studies mostly solved this problem through building a proﬁt function for the dealer and then ﬁnding
the optimal solution to the stock level. To derive the exact solution, one must assume a certain type of the prob-
ability density function (PDF) of the customer demand. Diﬀerent PDF (such as normal distribution, continuous
distributions, and etc.) of the customer demand can yield to diﬀerent solutions. But in the real-world problem,
the PDF of customer is unknown, and thus the PDF is mostly determined by researchers based on mathematical
convenience or personal taste [3].
To address such a limitation, prior studies in the inventory management literature would discuss all possible
optimal solutions under various PDFs of customer demand [3] or examine an extended newsvendor problem by
treating variables, such as customer demand and selling price, as endogenous variables [4].
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This study proposes a novel approach by taking the data mining perspective to examine a modiﬁed newsvendor
problem. We viewed the newsvendor problem as a classiﬁcation problem. Speciﬁcally, based on a set of relevant
attributes, the newsstand dealers can be classiﬁed into two diﬀerent types, namely Type A dealers and Type B
dealers. Type A dealers are risk lovers who tend to order signiﬁcantly higher than the Type B dealers who are
risk-averse. By analytically assigning dealers into such two classes and then applying one advanced data mining
method (namely, regularized multiple criteria linear programming, RMCLP) to predict the type of the dealers, we
can help wholesalers decide an appropriate amount of copies to be distributed to each dealer before the selling
seasons.
The remaining sections of the paper is organized as follows. Section 2 gives a brief description of the original
newsvendor problem along with its limitations. Section 3 describes the modiﬁed newsvendor problem from the
data mining perspective. The research method is presented in Section 4. Experimental results and major ﬁndings
are described in the following section. Then we discuss the implications and make conclusions in the ﬁnal section.
2. The Classic Newsvendor Problem
In the classic newsvendor problem, before the selling season of products, dealers have to decide an order
quantity, q. Let D be stochastic demand from customer. Let F be the distribution function of demand and f the
density function. Dealers purchase each unit for cost c and sell each unit at price p > c. We assume the dealer is
a risk neutral person. The objective is to ﬁnd an optimal order quantity for dealers to achieve dealers’ maximum
expected proﬁts. Thus, the expected proﬁt function for the dealer is
π(q,D) = E[pmin(q,D)] − c ∗ q (1)
, where E stands for expectation operator. The solution to the optimal stocking quantity of the dealer which





From formula 2, we can see that the dealer’s optimal order is determined by customer demands’ distribution.
Given the same selling price and purchasing cost, dealers need to order diﬀerent amount of products when the
customer demands follow diﬀerent distributions. Moreover, customer demands can be inﬂuenced by a number of
factors, such as the selling price, the order quantity, and other factors [5].
3. A Modiﬁed Newsvendor Problem from the Data Mining Perspective
3.1. A Modiﬁed Newsvendor Problem
Now we modify the classic newsvendor problem by adding another actor, the wholesaler. Before the selling
season of products, dealers still have to decide an order quantify, q, and face random customer demand D. Ac-
cording to q, wholesalers decide how much of quantity to let the dealers to draw, d. Wholesalers get each unit
at for cost c. Dealers purchase each unit for price p0 and sell each unit at price p1 > p0. Dealers can return
unsold products, r, to wholesalers. Given wholesalers bear more risks than dealers, the objective of this modiﬁed
problem is to ﬁnd an optimal draw so that wholesalers can achieve maximum expected proﬁts. We assume the
total quantity of goods wholesalers purchase is Q.
Following the proﬁt function’s way of solving the above problem, we can build the following function
π(d, r) = E[p0 min(d, d − r)] − c ∗ Q, (3)
r = d − D(d > D), (4)
r = 0(d < D). (5)
The optimal solution for d depends on dealers’ returns, r, and therefore on customer demands, D, which follow
unknown stochastic distributions.
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3.2. A Modiﬁed Newsvendor Problem from the Data Mining Perspective
Recognizing the challenge of predicting customer demands [6], this paper takes the data mining perspective to
address the problem. Speciﬁcally, we transform this modiﬁed newsvendor problem into a classiﬁcation problem,
which can be solved by following these three steps:
First, we can classify dealers into two meaningful classes, namely Type A and Type B. Considering the mod-
iﬁed newsvendor problem described in above, Type A refers to dealers who always order too much evidenced by
having more returns than s/he actually sold. While Type B are those risk-averse dealers who have less returns
than s/he actually sold. Previous studies [5] have found that given the same selling price and purchasing cost of
products, dealers varied in deciding how much of it they want to order before the selling season. There are dealers
who consistently order too much products, and meanwhile there are dealers who consistently order not too much
or even order too few products.
Second, we identify a set of relevant attributes for predicting to which type a dealer belong. Previous literature
suggest that it is reasonable to assume that dealers’ such decision making is related to some unknown external
factors, such as demographic information of the local store or other information about the local market.
Third, we apply a data mining classiﬁcation method to predict to the type of a dealer. In this paper, we
particularly choose an advanced data mining classiﬁcation method, namely regularized multiple criteria linear
programming (RMCLP).
Taking the data mining approach of solving the problem beneﬁts the wholesalers in obtaining the privileged
information (i.e. the type of the dealers). Given such privileged information, wholesalers are put into a better
position in deciding how much of draw they would let the dealers to take. For instance, for dealers who always
order too much, dealers may decide to give a low draw, which is to give less amount of products than q. While
for dealers who usually order too few, wholesalers may give a high draw by giving more products than dealers
actually order.
4. Regularized MCLP
Classiﬁcation is one of the most applied model of data mining [7, 8, 9, 10, 11]. Classiﬁers can automatically
classify records into a predeﬁned classes based on certain criteria [12, 13, 14]. Alternative methods, namely neural
network, decision trees, if-else-then rules, and multiple criteria linear programming (MCLP), of classiﬁcation have
been applied [15]. Recently, a new method called RMCLP has been developed based on MCLP [16, 17, 18, 19,
20, 21]. RMCLP improved the solvability of MCLP [16]. Empirical studies showed that RMCLP is one of the
most powerful classiﬁers and has signiﬁcant higher accuracy than MCLP [16]. Therefore, this paper will adopt
the RMCLP model in classiﬁcation.
4.1. A two-class MCLP Model
Multiple criteria liner programming(MCLP) is an optimization based technique for data analysis. MCLP has
its origin in a number of linear programming(LP) model proposed by Glover as early as 1980’s. When it was ﬁrst
proposed, LP model was still an idea. Later, LP was extended to MCLP as an alternative classiﬁer to solve real
world problems [22, 23, 24, 25, 12]. Theoretically, MCLP can handle any class-size [26]. Considering the nature
of this studies’ problem, we will only discuss the two-class model of MCLP.
The central idea of two-class model of MCLP is to use a hyperplane to divide two classes of data which has
n(n > 0) dimensional attributes. Speciﬁcally, data separation can be achieved by two opposite objectives. The
ﬁrst objective separates the observations by minimizing the sum of the deviations (MSD) among the observations.
The second maximizes the minimum distances (MMD) of observations from the critical value. the overlapping of
data u should be minimized while the distance v has to be maximized. However, it is diﬃcult for traditional linear
programming to optimize MMD and MSD simultaneously. According to the concept of Pareto optimality, we can






s.t. (w · xi) + (ui − vi) = b, for {i|yi = 1}, (7)
(w · xi) − (ui − vi) = b, for {i|yi = −1}, (8)
u, v ≥ 0, (9)
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where e ∈ Rl be vector whose all elements are 1, w and b are unrestricted, ui is the overlapping and vi the distance
from the training sample xi to the discriminator (w · xi) = b (classiﬁcation separating hyperplane). By introducing
penalty parameter c, d > 0, MCLP has the following version
min
u,v
ceTu − deT v, (10)
s.t. (w · xi) + (ui − vi) = b, for {i|yi = 1}, (11)
(w · xi) − (ui − vi) = b, for {i|yi = −1}, (12)
u, v ≥ 0, (13)
4.2. RMCLP Model
A lot of empirical studies have shown that MCLP is a powerful tool for classiﬁcation. However, the solvability
of MCLP has hindered the application of MCLP in real world problem. Therefore, Shi et.al proposed a RMCLP
model by adding two regularized items 12w
THw and 12u
TQu on MCLP as follows(more theoretical explanation of








uTQu + deTu − ceT v, (14)
s.t. (w · xi) + (ui − vi) = b, for {i|yi = 1}, (15)
(w · xi) − (ui − vi) = b, for {i|yi = −1}, (16)
u, v ≥ 0, (17)
where z = (wT , uT , vT , b)T ∈ Rn+l+l+1, H ∈ Rn×n, Q ∈ Rl×l are symmetric positive deﬁnite matrices. Obviously, the
regularized MCLP is a convex quadratic programming. The geometric meaning of the model is shown in Figure.1.
Fig. 1. Geometric meaning of MCLP.
5. Research Data
5.1. Background
Hearst Corporation (Hearst)1 is one of the largest media companies in the United Sates. William Randolph
Hearst founded Hearst on March 4, 1887. Hearst owned 15 daily newspapers, 20 U.S.titles magazines with more
than 300 international editions, 29 television stations,and two radio stations. Hearst strives to be innovative in its
services and its internal operations.
1http://www.hearst.com/
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In 2010, Hearst lunched a data mining challenge program (the Challenge)2. The challenge was to use data
mining methods to predict the next month sale of 10 diﬀerent titles (including newspapers and magazines) at
diﬀerent locations. The draw per issue-store is the number of copies a certain store take in advance of that issue,
while the corresponding returns per issue-store is the number of copies that were unsold and thus returned at the
end of that issue’s life time. The sales per issue-store is thus, equal to draws per issue-store - returns per issue-
store. The goal of Hearst is to optimize draw among various dealers by minimizing the returns. Draw optimization
is especially important to Hearst’ revenue because of the type of products Hearst is delivering. Newspapers and
magazines are both short life-cycle products, which lost value quickly when outdated [28]. Unsold newspapers
and magazines at the end of their life time were a great economic loss to Hearst as a manufacture.
5.2. Data Source
Hearst gave a large data set (more than 6GB) containing 2006-2009 sales information for 25,000 store location
and for each issue of each of the ten titles. The data set included ﬁve tables. The Issues data set that contains
details on each issue, when particular magazines go on sale in the stores, and the prices charged in both the US
and Canada. The sales table includes the point of sale ﬁgures broken out by store, issue, and title of each magazine.
The whole sale table contains information about wholesaler. These three tables are essentially all the sales data
that was provided by Hearst Corp. The remaining two data sets–store table and zip code table contain all the
demographic data that is merged between the Hearst Corp and US Census Bureau ﬁgures.
6. Experimental Results
Our algorithm code is written in MATLAB 2010. The experiment environment: Intel Core I5 CPU, 2 GB
memory. we picked up the ﬁrst 500 as the training set. Training sets of the smaller size were randomly extracted
from the 200 selected images. 500 samples were used as a ﬁxed validation set, 500 samples were used as a ﬁxed
test set. Finally, we run RMCLP on the data set and got the results as follows. From Label 1, we ﬁnd that RMCLP
Table 1. The accuracy of RMCLP on Hearst datasets.
Sizes of training data Linear RBF
accuracy accuracy
100 70.65 ± 3.34 71.43± 2.87
200 74.34 ± 2.45 75.28± 3.11
300 82.54 ± 1.35 84.12± 2.12
400 83.66 ± 1.23 84.56± 2.32
500 84.68 ± 1.11 85.21± 1.82
gets better results with the help RBF kernel. In addition, the highest accuracy is 85.21%, when the training size is
500. This is a superb result for this special task.
7. Discussion and Conclusions
In the study, we dealt with a modiﬁed newsvendor problem by considering the interest of the wholesalers.
The modiﬁed newsvendor problem is to maximize expected proﬁt of wholesaler through minimizing the returns
from the dealers. Instead of building a proﬁt function for the wholesalers and ﬁnding the optimal solutions,
this study took the data mining approach to solve the problem. Speciﬁcally, the modiﬁed newsvendor problem
were transformed into a classiﬁcation problem. According to a set of attributes relating to local market, we used
RMCLP model to classify dealers into two categories, namely Type A and Type B, according to the associated
order quantity of dealers. Experiments showed that this model gave high accuracy in predicting to which type a
dealer belong to. One important implication of this study is to provide insight to the design and development of
2http://hearstchallenge.com/
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supply chain coordination policy. Being able to set up a most appropriate order level is critical to the interests of
both wholesalers and buyers. Future research can explore in depth regarding if there are other important factors
inﬂuencing dealers and wholesalers’ decision making on order quantity. Another future research direction is to
compare and contrast the performance on data sets among various data mining classiﬁcation methods.
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