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Abstract 
In thaS paper, we discuss attention-based interac- 
t ion between robot Chiye and human. The visual at- 
tention is conducted by the three asynchronous parallel 
processing units: f) iarget detection block, (2) target 
management bloc and (3) target observation block. 
The robot Chiye interacts with human according to the 
status of gazed objects. Two kinds of attention-based 
robot’s behaviors are examined: (a) orientation behav- 
ior toward a human, and (b) handing-over behavior. 
1 Introduction 
Because research oirl humanoid robots is becoming 
active [l, 2, 3, 41, there is a renewal of interest in 
the interaction betwelen human and robots. Brooks 
proposed a behavioral approach, Subsumption Archi- 
tecture, for a robot to interact with its surroundings 
[5].  Maes proposed the Learning Behavior Network 
for motivation competition and selection behaviors 61. 
chitecture (IMA) that is an approach for robot system 
integration [3]. 
Although a large number of studies have been made 
on the emergence of robot’s behavior and the interac- 
tion between robots and humans, most of them of- 
ten fails to grasp robot’s attention. If an object that 
doesn’t pose as a danger to a human doesn’t have the 
human’s attention, the change of state of the object 
does not induce any lbehavior of the human. In the 
same manner, also for the robots, attention could be 
a motivation for a behavior. 
In the former part, of this paper, we discuss the 
attention-based approach for robot’s interaction with 
human. In the latter part of the paper, we introduce 
the robotic head and arm system named Chiye [7]. 
The robot is capable of facial expression using its eye- 
brows and mouth. Orientation behavior and handing- 
over behavior are taken as examples of attention-based 
interaction. The software architecture for those be- 
havior is also discussed in the paper. 
Kawamura et al. proposed the Intelligent Machine 1 r-
2 Attention-Based Approach - _  
The control system of an autonomous robot is com- 
posed of three parts: perception block, decision block 
and action block. The data runs from the processes of 
perception block to th.e processes of both decision and 
action blocks. To behiave coherently, the processes of 
decision block control the processes of action block. 
decision I s 2  ‘r 
Figure 1: Basic framework 
The processes of both decision and action blocks con- 
trol the processes of perception block to get proper 
data for completion of tasks. (Figure 1). 
In the attention-based approach, all of the sensory 
information is input into the action block, at the same 
time, the decision block tells the action block the sen- 
sory information to which the robot should be atten- 
tive. Therefore, the action block reacts only to  the 
selected sensory information based on the robots’ at- 
tention. 
Attention-based approach would be effective espe- 
cially for the robot system that deals with a variety 
of sensory information. However, in this paper, we re- 
strict the discussion to the visual and auditory sensor 
system. 
2.1 Attention-Based Vision 
The attention-based vision is a part of the percep- 
tion block, and is composed of three blocks each of 
which is a set of parallel processes: (1) target detec- 
tion block, (2) target management block and (3) tar- 
get observation block. The target detection processes 
find regions to pay attention to, and the target man- 
agement processes track them. The target observa- 
tion processes compute target-specific parameters of 
tracked targets. 
To deal with the targets, Visual Attention Informa- 
tion (VAI) is introduced. VAIs are used for communi- 
cation between perception,decision and action blocks, 
and between processes within the respective blocks. 
2.2 Visual Attention Information 
VAI is composed of VAI number, position, size, 
template image, class and class specific parameters of 
the target. A VAI represents an object’s existence -- 
the what, where and how - in the real world. 
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The proceses of perception block sends VAIs to the 
processes of both detection and action blocks. The 
processes of decision block sends VAI number of at- 
tentioned target to the processes of action block. The 
processes of action block uses parameters of the newest 
VAI obtained from the processes of perception block 
referring the VAI number. 
2.3 Target Detection 
Target detection processes find the respective tar- 
gets in a view image. The target detection process 
makes a feature map of the target. After segmenting 
and labeling the view image, the process evaluates the 
segmented regions whether they are the very targets 
that is searched for. If some of them are expected 
targets, the process produce the corresponding VAIs. 
Detection of several features of a given target would 
be needed if the process is going to find targets in the 
complicated real world. For example, to detect hu- 
man faces, the process should use motion information 
accompanied with a skin-tone feature. 
Three methods for detecting a certain kind of tar- 
gets with several features are considered: (1) After the 
respective feature maps are made, an integration pro- 
cess creates an integrated feature map from those fea- 
ture maps. VAIs are made from the integrated feature 
map. (2) After VAIs are made from their respective 
featurer maps, an integration process calculates the 
overlapping region of these VAIs. (3) After VAIs are 
made from one feature map, an observation process 
makes another feature map using the VAIs. 
In the first method, the integration process re- 
quires high computational cost. Furthermore, the cost 
of transporting images cannot be ignored. The last 
method seems most reasonable, but the order of mak- 
ing feature maps becomes important. For example, 
skin-tone feature can be extracted from the segmented 
moving area, but moving feature cannot be extracted 
from the segmented skin-tone area. Therefore, we ap- 
plied the second method in this work. 
In order to integrate feature maps, synchronizing 
mechanism for the maps is needed. In this study, the 
integration process produces the synchronizing signal. 
2.4 Target Management 
In this block, several processes track their respec- 
tive targets in video frame rate using correlation based 
template matching. Although the finding process is 
not done in red  time, the tracking process in the tar- 
get management block updates the target position at 
video frame rate. That is, tracking the targets inter- 
polates the long time interval of detections. 
Since the detection rocess finds targets that are al- 
ready being gazed at &racked) as well as new targets, 
an identification process for these targets is needed. 
An identification rule including occlusion problem and 
targets’ motion prediction would be an interesting re- 
search topic. The simplest way is to threshold by dis- 
tance and comparison using template matching. 
2.5 Target Observation 
Observation processes deal with respective features 
of the specified target such as the direction of the hu- 
man’s face and gazing direction. The processes also 
Figure 2: An appearance of the robot Chiye. 
CCD cameras 
Evebmwa 
Figure 3: Chiye’s head. 
deal with high-level recognition such as the recogni- 
tion of an individual’s face. These processes usually 
require that the target exists within a certain position 
in the processing area. In this work, this requirement 
is guaranteed by the detection and management pro- 
cesses. 
3 Interactive Robot System Chiye 
3.1 Mechanical Design 
Figures 2 and 3 show the interactive robot sys- 
tem named Chiye and mechanical configuration of the 
Chiye’s head, respectively. A PUMA is used as the 
Chiye’s arm. The head has two CCD cameras (Sony 
EVI-310), which have zooming mechanisms within the 
camera. The binocular camera arrangement has a pan 
DOF for each camera and a common tilt DOF. There 
are three DOFs in total. A couple of microphones is 
attached to the head as auditory sensors. 
For facial expression, Chiye has a couple of eye- 
brows and a mouth. They are used to show human 
beings the internal state of the system. 
Eyes, eyebrows and a mouth are driven by servo 
modules. A servo module has a small DC motor, a 
potentiometer, reduction gears and a circuit for hard- 
ware position feedback inside the module. 
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Auditory Pmwmlng 
Figure 4: Hardware configuration of the robot system. 
Figure 5: Software construction for orientation behav- 
ior. 
3.2 Image and Auditory Processing Sub- 
system 
The hardware configuration of control system is 
illustrated in Figure 4. The image processing sub- 
system includes two sorts of image processing boards 
JSK-IFM/MT-01 [8] and JSK-TVS-01. The JSK- 
IFM/MT-Ol has one 32bit transputer INMOS T805) 
and one correlation processing chip t SGS-Thomson 
STI3220E) for each lboard. Due to a hardware cor- 
relation processing, the JSK-IFM/MT-01 can find the 
rectangular region by template matching in real time. 
Using this function, the JSK-IFM/MT-01 boards can 
be used for the real-time tracking of target images, 
finding given objects, and detecting optical flow. An 
image-frame-memory board JSK-TVS-01 which has 
one transputer (INMOS T805) is used for the color 
visual image processing. 
A transputer board BM98 and an A/D conversion 
board are used for auditory processing. Sampling rate 
of the A/D conversion is 50 [kHz]. 
3.3 Software Framework 
Because the robot must sense the outside world 
continuously, the software system is based on a dis- 
tributed parallel computational model, BNRB (Be- 
haviorNet for Robot Brain [9]). Each process has 
several input and output ports to communicate with 
other processes. A process has its own processing cy- 
cle, therefore communication with other processes is 
asynchronous. 
4 Experiment of Orientation Behavior 
toward a Huiman 
This section describes the attention-based orienta- 
tion behavior of Chiye. Human faces and sound stim- 
uli are chosen as objects of attention for the robot. In 
this experiment, we discuss the system in which these 
objects of attention induce the robot's orientation be- 
havior. 
In this experiment,, Chiye searches the camera's 
view image for skin-tone regions' and for moving re- 
'In this experiment, the system searches flesh yellowish pink 
gions. The regions of both skin-tone and moving are 
regarded as images of human face. If Chiye finds the 
regions successfully, Chiye starts to track the biggest 
region turning the eyes and the neck. The vision sys- 
tem keeps track of the other regions if they are still in 
the view area. 
When the robot fails to track the human face due 
to some reason, a human should notice that the robot 
is looking in wrong direction. To direct the robot's 
attention to the human again, the human needs to 
make some sound stimuli. Given the sound stimuli, 
the robot tries to localize the sound, turns face toward 
the direction of the sound, and then searches again for 
regions of both skin-tone and motion. 
4.1 Software Construction 
Figure 5 shows the construction of the program. 
Each solid box represents one process, while the three 
dashed boxes represent the perception, decision and 
action blocks. 
4.2 Perception block 
The perception block is composed of the following 
six processes: 
Skin-tone fixation searches the cameras view image 
for the skin-tone regions, and outputs the first 
ten VAIs in order of the size of region. The re- 
gions are obtained by thresholding color distance 
from the standard skin-tone in the L*a*b* coor- 
dinate system. L*a*b* is a 3D coordinate system 
of color near the human sense of color. For quick 
processing, an input image, 24 bit 512x512 color 
image, is thinned out into a 15 bit 64x64 image, 
and the color value in RGB is transformed to dis- 
tance from standard skin-tone using a lookup ta- 
ble. This procedure takes about 170 [ms]. 
Motion detection searches a monochrome image 
for motion fields, and outputs the first ten VAIs of 
the detected motion fields. The motion fields are 
obtained by thresholding the brightness change 
regions, because most of the Japanese have flesh yellowish pink 
skin-tone. 
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(a) The robot loses the hu- (b The human claps to (c) The robot puts atten- (d) The robot finds the 
and turns neck. 
man. c a 1 the robot’s attention. tion to the sound stimuli human. 
Figure 6: Calling the robot’s attention by clapping. 
of each pixel in an 8 bit 32x32 gray-level image, 
which is obtained from an 8 bit 512x512 gray- 
level image through a filter that averages over 
small area. This procedure takes about 60 [ms]. 
Human detection receives the outputs from both 
the skin-tone fixation process and the motion de- 
tection process, and detects the overlaps between 
them. The overlaps between the two outputs, i.e. 
the region that is both flesh yellowish pink and 
moving, is considered to correspond to a human 
being. Given the output from the skin-tone fixa- 
t ion process, this process detects the overlaps and 
outputs the VAIs in about 10 [ms]. Therefore the 
human-finding procedure takes about 180 [ms] in 
total and outputs every 200 [ms], that is six times 
the length of the video frame rate. Because the 
processing times of skin-tone fixation and motion 
detectzon processes are different, this unit sends 
an synchronizing signal to them so that they com- 
pute the same image. 
Attention management 
memorizes and tracks VAIs in video frame rate 
using template matching, and outputs the VAIs 
to action selection and track processes every 33 
[ms]. The unit also memorizes the correlation val- 
ues of the tracked regions for later use. Because 
VAIs are sent from human detection process ev- 
ery 200 [ms], the unit must identify them with 
memorized VAIs, and decide whether it renews 
the template images of the memorized VAIs with 
those of the newly input VAIs, or not. The iden- 
tification rules are thresholding by distance and 
comparison using template matching. 
After thresholding the distance between the posi- 
tion of the new VAI and that of a memorized VAI, 
the unit tries to match the template image of the 
new VAI at the position of the memorized VAI. 
new VAI is identified with the memorized VAI, 
but the template image isn’t replaced. Other- 
wise, if the new VAI is not identified with any 
memorized VAI, the input is registered as a new 
visual attention area to track. 
Sound localization samples the sound detected 
from both right and left microphones at 25 [kHz], 
and localizes the sound source. The process out- 
puts one of the following four states every 5 [ms]: 
(a) the sound comes from right, (b) the sound 
comes from left, (c) the sound comes from the 
front, and (d) no sound. The direction of the 
sound is detected on the basis of the lag between 
the beginning of the sound obtained from the left 
microphone and the right microphone. 
Neck detects the pan and tilt angles of the neck, and 
outputs them every 5 [ms] for servoing. 
Actuators’ motion detection watches for motion 
of the neck or the eyebrows. When the process 
detects the motion of the neck, the process in- 
hibits the output of the human detection process, 
because neck motion influences motion detection 
process. If the process detects the motion of the 
eyebrows, the process inhibits the output of sound 
localisation, because the motion of the eyebrows 
make noise. 
4.3 Action block 
The action block generates the behavior pattern for 
the eye motions, the eyebrow motions, and the neck 
motion. Outputs of both sound localization process 
and human detection process are inhibited during pan- 
ning and tilting of the neck and saccading. 
The action block is composed of the following five 
behavior processes: 
The unit compares this correlation value with the Track computes the desired eyes angles using the 
memorized correlation value that is computed in VAIs to look toward the target of the highest pri- 
tracking the memorized VAI. If the template im- ority. When there is no target to look at, the eyes 
age of the new VAI matches better than that of are controlled to look at the front. 
the memorized VAI, the template image of the 
memorized VAI is replaced by that of the new Eye-Neck coordination receives the direction of 
VAI. If the new VAI does not match better and its the left eye, and then computes pan joint of the 
correlation value is under certain threshold, the neck so that it faces straight again. 
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(a) Skin-tone fixation (b) Rediscovery of human 
Figure 7: Skin-tone fixation and rediscovery of human 
by sound stimuli. 
Turn neck computes) the desired neck angles to face 
towards the sound source detected by the sound 
localization process. 
Eyebrows generates the behavior pattern of eye- 
brows to represeint the internal states. For in- 
stance, when the sound localization process de- 
tects a sound and its direction, this process gen- 
erates a pattern fcor wriggling the eyebrow on the 
sound source side When there are targets to look 
at, the process generates a pattern for moving the 
eyebrows along the pitch axis. 
R-servo receives the desired motor angles for eyes 
and eyebrows, and generates pulses of position 
commands for the actuators. The pulses are sent 
to the actuators every 10 [ms]. 
DC-servo controls the neck’s DC motors. The pro- 
cess receives the desired pan and tilt angles from 
the turn neck process, and computes the motor 
commands using the current pan and tilt angle 
data every 10 [ms,]. 
4.4 Decision block 
selection. 
Action selection selects whether to track a human 
face or turn the neck to  the direction of a sound. 
If there is no sound, Track process is selected. 
Two successive sounds in the same direction stop 
the Track and activate Tum process. 
Decision block consists of only one process, action 
4.5 Experimental results 
Figures 6 (a) N (d) show the experiment of calling 
Chaye’s attention to the human by clapping. Figure 7 
(a) shows the result of skin-tone fixation, while Fig- 
ure 7 (b) shows the rediscovery of the human using the 
sound stimuli and the image memorized in the VAI. 
5 Experiment of Handing Over Behav- 
ior 
This section describes the handing-over interaction. 
The robot moves the hand to reach out for a colored 
ball that a human holds out or puts on the table. The 
robot watches the human’s hand and a colored ball, 
Figure 8: software construction of handing over inter- 
action 
checks the positional relations of them and the reach of 
the robot’s arm PUMA, and selects whether to move 
its arm to the ball or not. 
PUMA, a 6-DOF manipulator, accepts the com- 
mand to move end effector to the position in orthogo- 
nal coordinate from workstation via RS-232C. 
5.1 Software Construction 
Figure 8 shows the construction of programs. Per- 
ception block consists of a color detection process and 
three sets of tracking and stereo matching processes. 
One of the sets detect and track certain color region, 
skin-tone for human hand, blue and red for colored 
ball. 
color extract is same process as skin-tone fixation 
described in Section 4.1, but modified in order to 
output three colored regions; skin-tone, blue and 
red. 
track-1 is same process as attention management de- 
scribed in Section 4.1. Each tracks a specified 
color region, and outputs the VAl to the stereo 
calc, and the VAI and template image to the 
matchr. 
match-r searches the matching point in right view. 
The search area reduced to be horizontally near 
the coordinate in left view, because the cameras 
use the common tilt joint, which makes the epi- 
poler line horizontal. 
stereo-calc calculates the position in 3D coordinate 
system. The error of the distance is about 6 [cm] 
at 1.5 [m] away from the robot. 
Decision block consist of the following three pro- 
cesses: 
environment analyze receives the positions of the 
human’s hand and the ball, and outputs three 
binary data: “Is hand near the ball?”, “Is hand 
in reach of robot arm ?” and “Is ball within reach 
of robot arm ?” 
classification classifies the eight possibilities into six 
action selection decides whether robot’s hand 
should move to the ball or not. If the situation 
situations. 
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l z C a s e  of No. 6 in Ta- (b) Case of No. 2. Hu- ( e l )  Case of No. 1. Hu- (c-2) Chiye reachs the 
\-I - 
ble 1. 
is out of reach. Chzye Chzye doesn’t move. Chzye starts to move. 
doesn’t move. 
Hand and ball m& holds out only hand. ban is holding out a ball. arm to the ball. 
Figure 9: result of handing over 
Table 1: Recognition rule. 
( a )  position relationship between hand and  ball 
(b)  hand is in/out of t h e  reach 
( c )  ball is in/out of t h e  reach 
No. (a) (b) ( c )  recognized situation 
1 near in in t h e  human is holding out  
2 near in o u t  only hand 
2 far in o u t  only hand 
3 near o u t  in t h e  human  is withdrawing 
4 far in in t h e  human is preparing to hold ou t  
5 far o u t  in t h e  human has  withdrawn 
6 near ou t  ou t  none 
6 far o u t  o u t  none 
number in Table 1 is 1 or 5,  this unit outputs the 
position of the ball, while if the situation number 
is 2, 3, or 4, the unit outputs the home position 
to withdraw robot arm. If the situation number 
is 6, the unit does nothing. 
Action block contains only one process to move the 
robot’s arm. 
armactuate outputs the move command to PUMA. 
5.2 Experimental Results 
We performed the experiment of handing over be- 
havior between Chzye and a human. Results are shown 
in Figure 9. If hand and ball are both out of reach, 
Chzye doesn’t move the arm (Figure 9 (a)). If hu- 
man holds out only hand, Chiye also doesn’t move the 
arm (Figure 9 (b)). But human is holding out the ball, 
Chi e starts to move the arm toward the ball (Fi ure 9 g-ly) and reachs the arm to the ball (Figure 9 rc-2)). 
ven if human hand moves, Chiye tracks human hand 
reac tively. 
6 Conclusion 
In this paper, we discussed the attention-based ap- 
proach for robots’ interactive behaviors in the real- 
world. As an example of attention-based interaction, 
we presented the attention-based vision system intro- 
ducing VAI (Visual Attention Information). An inter- 
active robot system Chiye was also presented. Chzye 
is capable of facial expression aimed to  interact with 
human. Two kinds of experiments were demonstrated 
using the robot system Chiye to show key behaviors 
in attention-based interaction with human. Attention- 
based interaction is expected to play a major roll when 
a robot is in trouble and needs human help. 
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