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Abstract
This research addresses the spatio-temporal air pollution analysis problem. Existing
air pollution studies often simplify the problem and fail to consider the fact that air
pollution is a spatial and temporal problem. More specically, previous approaches
are optimal for temporarily rich data; however, environmental data is more likely to
be collected over a large geographical area and at dierent periods of time. This re-
search proposes an approach based on a decentralised computational technique named
Scalable SVM Ensemble Learning Method (SSELM) for classifying air pollution data
in Auckland in 2010 on an hourly basis. Special consideration is given to the dis-
tributed ensemble in order to resolve the spatio-temporal data collection problem.
The proposed approach has been compared with SVM ensemble learning for air pol-
lution analysis in the Auckland region. Experiments demonstrated that the proposed
SSELM approach outperforms SVM ensemble learning in eciency and accuracy.
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Chapter 1
Introduction
1.1 Background
We need fresh air for our survival and it is vital to our lives. However, our environ-
ment is composed of water, earth and space. In the absence of pollution, it would
have been a clean and pleasant place to live in. However, this is now not the case.
Our environment is complex and composed of various pollutants that contribute to
its pollution. Environmental pollution can take the form of chemical pollution, waste
and water pollution, air pollution, noise pollution, soil and radioactive contamination
or thermal pollution (Bert & Wolterbeek, 2002). The pollution concept is vast, and
solutions to every kind of pollution have their own importance. Amongst the various
types of pollution, air pollution is considered to be the most important one (S. A. &
Ritz, 2010; R. A. & Becker, 2005; Wuytack et al., 2011) to investigate. People are
more sensitive to air pollution than other forms of pollution (Bell, Morgenstern, &
Harrington, 2011; Bernstein et al., 2004; Makri & Stilianakis, 2008). Nowadays, ev-
eryone believes that one can live without food for days and survive for hours without
water, but one cannot last for more than a few minutes without air. Hence, consider-
ing the importance and sensitivity of air pollution to mankind, it is the focus of this
research to solve the air pollution problem computationally.
Today's environment is quite dierent from that of the past (Daly & Zannetti,
2007). Population growth and modernisation have increased air pollution over the
19
years. Vehicles, industries and urbanisation are considered to be the major factors
responsible for air pollution. Mines, steel factories, cement factories, thermal power
plants and reneries are industries that emit a signicant amount of pollution into
the air (Cole, Elliott, & Shimamoto, 2005). However, our task in the current en-
vironment is to improve our air quality and not spreading air pollution. Better air
quality involves the development of suitable control measures either through chemical
or computational studies. Due to the limitations of chemical studies to resolve air
pollution problems (State, Popescu, & Gheboianu, 2009), computational studies are
considered to be an eective alternative technique to solve the air pollution problem.
It is not a static problem, and doesn't relate to a particular location. It is dynamic
in nature, changes from location to location, day to day and from hour to hour. Con-
ducting a study on air pollution and disregarding this aspect would certainly limit
the results of that study.
1.1.1 Air Pollution
Air pollution is highly topical nowadays, as people know the importance of good air
quality on human health (Gosden, MacGowan, & Bannister, 1998). It is considered
to be a burning problem that requires immediate action to control (L. Wang et al.,
2010). However, dening pollution is not easy (Vaz & Ferreira, 2009). One can say
that air pollution started when humans started to burn fuels. Man-made emissions
through combustion, construction, mining, agriculture and warfare are considered to
be the key contributors to air pollution in today's environment (Linder, Marko, &
Sexton, 2008), as they change the chemical composition of the natural environment.
The common gaseous pollutants of carbon dioxide (CO2), sulphur dioxide (SO2),
nitrogen oxide (NO2) and methane (CH4) can be considered air pollutants in this
context. Hence, we can say that man-made air pollutants are harmful and dangerous
for living beings.
However, the above approach has some limitations (Daly & Zannetti, 2007). First
of all, we need to dene what harmful means. It could have two meanings adverse
eect on living things or an adverse eect on non-living structures or a decrease in the
20
air's visibility. Similarly a chemical that is emitted into the air may cause short-term
harmful eects that accrue and create long-term harmful eects. For example (Daly
& Zannetti, 2007), man-made emissions of chlorouorocarbons were not considered
to be harmful as they are static in the lower part of the atmosphere, which is called
troposphere. However, with the passage of time it was found that when these chemi-
cals enter the stratosphere, they are converted into a highly reactive species through
ultraviolet radiation. This has a negative eect on the stratospheric ozone. Similarly,
carbon dioxide (Qiao, Zhang, Binner, Xu, & Li, 2010) emissions in the air through
combustion processes were considered in the past to be harmless because they were
not toxic, but later on researchers found that the long-term accumulation of carbon
dioxide into the atmosphere results in climate change, which could be harmful to our
ecosystem.
So besides man-made pollutants through combustion, construction, mining, agri-
culture and warfare, it is a good idea to consider air pollution through the non-living
and living world perspectives as well. Air pollution through the non-living world is
known as geogenic emissions (Neal et al., 2011), such as volcanic emissions, natural
res and sea salt emissions, but air pollution through the living world is known as
biogenic emissions (Sartelet, Couvidat, Seigneur, & Roustan, 2012). These emissions
come through the living world in forms such as volatile organic compound emissions
from forests.
So air pollutants can be dened as any substance emitted into the air from a
man-made, geogenic or biogenic source which is not part of the natural environ-
ment or present in higher concentrations in the natural environment than specied
(Roberts & Martin, 2006; Cairncross, John, & Zunckel, 2007). In order to address
the air pollution problem, it is worth considering its geogenic and biogenic sources
as well. However, man-made pollutants through combustion, construction, mining,
agriculture and warfare are considered to be the main contributors to air pollution
in today's environment (Kawamoto et al., 2011), which have severe health eects on
humans (Leitte et al., 2009; C. & Henry, 2008).
Computational environmental analysis shows promise in the area of pollution de-
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tection that could facilitate strategic decision making for environmental protection,
reduction of damage to ecosystems and protection of human health. However, en-
vironmental problems are often complex, and there are many uncontrollable factors
that must be considered when formulating computational analysis. The introduction
into the ecosystem of new pollutants can often exacerbate the problem. Environmen-
tal pollution can take the form of chemical pollution, waste and water pollution, air
pollution, noise pollution, soil and radioactive contamination, or thermal pollution
(Bert & Wolterbeek, 2002), it is believed that people are normally more sensitive to
air pollution than other forms of pollution (Bell et al., 2011; Bernstein et al., 2004;
Makri & Stilianakis, 2008; S. A. & Ritz, 2010; R. A. & Becker, 2005; Wuytack et al.,
2011). Thus air pollution is seen as the rst priority in the proposed research.
1.1.2 Current Challenges
Environmental problems are spatio-temporal problems, due to the continuously chang-
ing environmental conditions resulting in the movement of pollutants and pollutant
sources. The large volume of spatio-temporal air pollution data from multiple lo-
cations comes with signicant design challenges. This has attracted great deal of
research interest. However, these challenges pose problems for scholars. We will now
discuss these challenges.
1. One problem when dealing with large volumes of data are the dynamic nature
of big data. Air pollution data consist of huge images and long-term periodic
data continuously captured and stored. This becomes dicult to manage. We
also have to deal with the merger of information from asynchronous and varying
distribution networks of sensors, given that sensors are distributed in dierent
places.
2. The problem of asynchronous data capture aects the quality and reliability of
the data measures. This problem is exacerbated by the eects of dierent spatial
topologies as well as changing macro and micro environmental conditions. To il-
lustrate this problem, in the Auckland region air pollution is monitored through
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19 monitoring stations (which poses spatial problems and macro/micro climatic
problems) day and night (time problem) where data are dynamic (a data vol-
ume problem), and if one machine requires maintenance, then data could be
lost easily (a reliability measurement problem and a missing data problem).
3. Often case studies describe solutions to problems where images are of varying
sizes or quality, or have minimal or quite varying quality and quantity of his-
torical records. Often, environmental agencies are interested only in the areas
which have the highest density of population or are known pollutant producers.
For instance, in New Zealand, the environmental agency puts more eort into
understanding the Auckland Environment (highest population) than Hamilton
(4th highest population) data as of June 2013. These studies are often overly
restrictive and therefore not useful for a broader understanding of the issues.
4. Often the equipment itself imposes restrictions on the data that can be captured
and therefore the types of research activities that can be employed. In an ideal
world, we could install the most useful sensor arrays to capture the data for
use with cutting edge computation analysis techniques. Another problem is
that often measuring arrays have been placed in locations that remain static
and therefore do not fulll the need to provide real-time data. This forces
the computational analyst to use various algorithms and predictive methods to
utilise this otherwise meaningless data. For example, air pollution varies from
location to location and changes over time. It is considered to be dynamic in
nature rather than a static dilemma. Because it needs to be addressed from a
spatial and temporal perspective, we make up the inadequacies of data capture
with algorithmically complex algorithms and methods.
As a result of challenges of this study, we propose a decentralised and generalised
solution so that future researchers can have a solid knowledge base on which to build
their computational analysis studies. We will test our decentralised solution using a
case study of computational air pollution analysis. The air pollution in this research
refers to concentration dierent from the emission. Emission is the pollutant emitted
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through a source, whereas the concentration is the amount of pollutant gas present
in the air at a certain location at certain time. We will now discuss some problems
in centralised computing and why the decentralised solution is important.
1.2 Problems of Centralised Computing
Traditionally in centralised computing we set up monitoring stations that monitor
our environment through various sensor devices which then transfer the data to one
powerful centralised computer to conduct analysis, and based on that analysis, pre-
dictions for air pollution are made. Fig 1-1 (Varshney & Mohan, 2005) illustrates a
traditional centralised computing solution. However, there are certain complications
associated with centralised computing as detailed below. Combined multiple moni-
Figure 1-1: Illustrated Traditional Centralised Computing Solution (Varshney & Mo-
han, 2005)
toring stations' knowledge, computing and resources are distributed and cannot and
should not be centralised for a variety of reasons such as security, load balancing, etc.
Since systems receive huge amounts of asynchronous data, the scale of data can be-
come a big data problem. Not only this, but the problem is exacerbated when having
to aggregate these data from disparate locations. These two issues are both highly
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topical areas for researchers. One of the biggest failures of centralised computing is
its ability to accommodate large amount of data. Traditionally centralised systems
were designed to accommodate a certain amount of data, and an increase in the size
of data from the specied limit results in failure of operation. Often this means data
are disregarded or the equipment itself malfunctions.
1.3 Proposed Method
The aim of this study is to propose a generalised decentralised computation solution.
In order to address the problem of decentralised computing, we propose a general
framework of SVM Aggregation Modelling for spatio-temporal Air Pollution Analysis.
The main innovations of this work are described below:
1.3.1 Spatio-temporal Analysis
Dierent from the majority of air pollution studies and methods proposed in the
past, spatio-temporal air pollution analysis via SVM aggregation will be conducted.
Data partition based on spatio-temporal air pollution analysis through a subsampling
process will maximise the accuracy of the SVM ensemble.
1.3.2 SVM Ensemble for Decentralised Computing
Traditionally air pollution data are distributed across multiple monitoring stations
when this SVM ensemble of decentralised computing approach is deployed. A re-
gion's data chunk is subsampled via an intelligent computation technique. An SVM
ensemble is created on each monitoring station, and their knowledge is transferred to
the area's center. Finally various local decision models are aggregated for a global
decision of air pollution quality. Previous computation techniques proposed for dis-
tributed techniques required partial (or fully) oine processing and therefore were
time consuming. The proposed online scalable SVM ensemble learning approach re-
sults in a system that has the capability of accommodating real-time data and could
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lead to real-time decision support systems for environmental problem solving.
1.4 Research Questions
The key questions for undertaking this research along with the particular method are
as follows:
1. Dealing with long term historical data of spatio-temporal is always challenging.
SVM ensemble and other methods are used to handle long term historical data,
but these methods result in slow processing and low accuracy especially as the
data size increases. Can the data be eciently processed and the accuracy of
the model be increased for large data compared to SVM ensemble method? Air
pollution data are available in huge size which need to be stored and processed.
The problem is compounded with processing long-term historical data. The
meaning of the data can change over time based on events, and based on the
locations from which the data were captured. Dealing with such long term
spatio-temporal data are indeed a challenging assignment.
2. Air pollution is a spatio-temporal problem and the data is distributed across
multiple locations, which is dicult to manage for the SVM ensemble and other
techniques. How the distributed nature of spatio-temporal air pollution data
can be resolved eciently and with better classication compared to SVM en-
semble method? Air pollution data are physically distributed, decentralised
and monitored across various monitoring stations. For example, in the Auck-
land region for air pollution monitoring there are 19 monitoring stations. One
can design a computational system for analysing a single air pollution monitor-
ing station's data, but designing a system for processing distributed multiple
data of all those stations is a complex task, since data are available in huge vol-
umes. However, centralised data analysis will lead to processing and resource
challenges.
3. Air pollution data are often confronted with missing values and any analysis
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with such data will not give us the true picture of the fundamental problem.
How accurate can be the analysis of air pollution data with missing values
compared to SVM ensemble method? As air pollution varies regionally, it is
comparatively easy to know and compute a single location of air pollution data,
but it is dicult to have air pollution regional data based on the computation
of various monitoring stations. Region specic information will be useful to
formulate a data aggregation strategy.
4. Can SVM aggregation and knowledge fusion over spatio-temporal dimensions be
applied to conduct air pollution prediction accuracy better than SVM ensemble
method? Analysis of the results of long-term historic spatio-temporal data are
a tedious and time consuming task. Spatio-temporal dimensions fusion via the
same SVM representation is achievable, but still remains a complex task so
therefore warrants a specic research question. We envisage this question to be
more focused on prediction, and any solutions to this research question will be
signicant.
1.5 Thesis Contribution
This thesis mainly proposes a decentralised Scalable SVM Ensemble Learning Method
(SSELM) for classifying spatio-temporal air pollution data in Auckland 2010, which
was collected on an hourly basis from 20 monitoring stations. Various SVM ensemble
learning approaches for construction of the ensemble are studied, and these helped
in designing the SSELM model and applied on the data. Environmental studies,
specially of air pollution data, are often confronted with missing data. In this regard
the performance of various existing imputations methods were studied for imputation
of missing data in the SVM ensemble model construction. The experimental results
of the proposed SSELM model outperformed the SVM ensemble model results in
eciency and accuracy.
The proposed decentralised computational solution is a new computational tech-
nique on a previously studied topic from a dierent perspective by considering the
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spatio-temporal nature of air pollution. The proposed work will lead to a couple of
international conference paper publications (see list of publications). The focus of
our research publication has been on dierent aspects of the SVM ensemble learning
methods. The common theme of all the research publications is ensemble learning
performance and classication accuracies. These research publications are a step by
step guide towards ensemble creation, decision making and its performance analysis.
Following on from above, the aim of this research undertaking is to bring all
prior air pollution computational analysis into one cohesive thesis. This thesis will be
benecial for environmental monitoring authorities for future air pollution prediction.
As stated above, the air pollution problem is not a static problem due to its dynamic
nature. A decentralised solution will result in informed decisions via the knowledge
fusion of a whole region.
1.6 Thesis Organisation
This thesis is organised as follows: Chapter 2 discusses the historical perspective of
air pollution and forms a systematic review of computational air pollution studies
including detection, examination, and prediction. Chapter 3 provides a technical
review of SVM based ensemble learning methods, and further in this chapter the
SVM ensemble based learning approach for spatio-temporal air pollution analysis is
applied. Chapter 4 discusses the performance of various imputation methods in SVM
ensemble creation. Chapter 5 provides the proposed method scalable SVM ensemble
learning method (SSELM) for spatio-temporal air pollution analysis in the Auckland
region along with a critical analysis. Finally, chapter 6 presents our conclusions to
this thesis and discusses research contributions.
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Chapter 2
A Review of Computational Air
Pollution Analysis
2.1 Introduction
Computational analysis of air pollution is one way of assisting decision makers in
their approaches to addressing the air pollution problem. Extensive literature on
air pollution analysis shows that the measurements used to address and control air
pollution analysis were too conventional and showed the indirect damage caused by
it (Vlachokostas et al., 2009). In the past, more importance was given to qualitative
studies compared with quantitative studies (Nakajima, Ozaki, Hongyo, Narama, &
Todo, 2011). In contrast, it is true that in quantitative studies we get the extensive
data and documentation on pollutants that aect human health, animal health and
plant life. Similarly, environmental statistics identify highly polluted areas or zones,
but the air pollution in such zones or regions shown in pictures is based on simple
tests, and such tests are selected based on less or more interpretation of a specic
eect of air pollution. On the other hand, physical and chemical studies were also
conducted in the past for investigation of air pollution analysis; however, substantial
importance should be given to computational environmental studies.
Development of new technologies and increased market competition led to new
products for consumers, which possibly brought new pollutants to our environment
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(Goodman, Wilkinson, Staord, & Tonne, 2011). Similarly, there is a constant in-
crease in demand in the eld of air pollution analysis for better understanding of
how to control the levels of air pollutants. Acceptable levels of air pollution and its
eect on human and animal health demand that new research techniques be devel-
oped. Hence, our purpose in this research is to develop a computational technique
that provides air pollution analysis of air quality for the future. In our view, such a
technique will certainly benet human health, animal life and plant growth.
Computational environmental analysis uses techniques from computer science and
applied mathematics to stimulate and analyse computational models of environmental
problems. Statistical analysis and machine learning methods have been widely applied
in environmental analysis due to their advantages of fast and eective calculation
(Tuia, Ratle, Lasaponara, Telesca, & Kanevski, 2008; Banerjee, Singh, & Srivastava,
2011; Janes, Sheppard, & Shepherd, 2008). Therefore, computational environmental
studies provide one of the solutions to deal with environmental problems.
The remainder of this chapter is organised as follows: Section 2:2 discusses the
historical perspective of air pollution and describes pollutant emissions in the Auck-
land region. Section 2:3 provides a review of previous computational air pollution
detection studies. Section 2:4 presents a review of previous computational air pollu-
tion examination studies. Section 2.5 provides a review of earlier computational air
pollution prediction studies. Section 2:6 is devoted to limitations of previous com-
putational air pollution studies. Section 2:8 briey discusses traditional centralised
computing. Section 2:9 focuses on research gaps. Finally, section 2:10 presents our
summary for this chapter.
2.2 Air Pollution Data
An air pollutant is a substance in the air that can have adverse eects on humans
and the ecosystem. Air pollution data details concentrations of air pollutants present
in the atmosphere. Concentrations of air pollutants have severe eects on human
lives. The main data concerns to the general public include level of air pollutants
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in the atmosphere such as sulphur dioxides, nitrogen dioxides, carbon mono oxide,
particulates, ammonia and volatile organic compounds which aect human health.
Air pollution data are generally represented as a data stream, as a satellite image or
in spatio-temporal form. These are explained briey below.
2.2.1 Data Stream
One form of environmental information is the data stream (Medioni, Cohen, Bremond,
Hongeng, & Nevatia, 2001). In a data stream the quantity of data are unbounded,
and the specied atmospheric pollutant concentrations are recorded continuously.
The data stream consists of information sourced from environmental parameters that
change over time (a time series). For example, air/water quality data represents the
pollutants' concentrations measures. Figure 2-1 (A et al., 1987) shows the tempo-
ral air quality data stream and concentration values of various pollutants, including
carbon monoxide, ozone, nitrogen oxide, dust, and other environmental measures for
example wind speed.
Figure 2-1: Temporal Air Quality Data Stream and Concentrations Values of Various
Pollutants (A et al., 1987)
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2.2.2 Satellite Image
Satellite images enable the monitoring of pollutants using various wavelength sensors,
allowing the creation of environmental data matrices. Figure 2-2 (Buis & Hosansky,
2012) shows the satellite image, where the associated red intensity levels correspond
to regional distribution of greenhouse gases (deduced from temperature variations).
Figure 2-2: Satellite Image (Buis & Hosansky, 2012)
2.2.3 Spatio-temporal Data
Spatio-temporal means data can be either spatial or temporal or both (Grunfeld,
2005).Spatio-temporal data matrices are gaining popularity as a new form of environ-
mental data representation. Such complexity usually results from the environmental
data which contains information on locations, time and states of the environmental
condition (i.e., pollution level). Figure 2-3 (Andrews, 2009) shows the spatio-temporal
data of cities and their corresponding years to national Air Pollution Index (API)
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standards. API is collected from several sets of air pollution data and represents the
air quality of a region.
Figure 2-3: Spatio-temporal Data of Cities and Their Corresponding Years to Na-
tional API Standards (Andrews, 2009)
2.3 Historical Perspective of Air Pollution
Air pollution has been a major concern since historical times and is considered to be
a threat to human lives (Parr, Stone, & Zeisler, 1996; Jes & Fenger, 2009). Some
laws were introduced at the beginning of 1306 year to prevent air pollution (Jes &
Fenger, 2009). During that year Edward I of England banned the burning of sea coal
in craftsmen's furnaces as it was producing a terrible smell. For aesthetic reasons,
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Elizabeth I banned the burning of coal in London (Jes & Fenger, 2009). In a sense it
was the industrial revolution that gave birth to an area of air pollution (Cole et al.,
2005). An increase in the number of factories and consumption of large quantity of
coal and fossil fuels resulted in extraordinary air pollution.
Air pollution became a major issue after World War II because of atomic warfare,
and its testing created a radioactive spread which is a threat to mankind. Then later
on the tragedy of The Great Smog of 1952 in London killed at least 8000 people (H.R.
& Anderson, 2009). All these events have drawn a lot of attention to air pollution
legislation, and this was behind the implementation of The Clean Air Act of 1956
(H.R. & Anderson, 2009).
In the 1970s, President Nixon of the United States formed the Environment Pro-
tection Agency (EPA). The formation of the EPA established air quality standards,
and there was a dramatic change in national policy regarding the control of air pol-
lution. The main purpose of the air quality standards was to protect the general
health of the public, especially of sensitive populations such as children, older peo-
ple and people with asthma (Daly & Zannetti, 2007). The problem of air pollution
was detected late as it cannot usually be recognised as instantly as water pollution.
However, in the past the air pollution problem was ignored and was dealt with only
when it became a health threat to the mankind (Triolo, Binazzi, & Cagnetti, 2008).
To explore the air pollution problem historically, we will look at some of the
trends in air pollution over the years in the Auckland region. The common gaseous
pollutants investigated for our research are Sulphur dioxide, Nitrogen oxide, Car-
bon monoxide, Particulate matter and Ozone. As we know that the air pollution
has adverse eects on our environment and health (Makri & Stilianakis, 2008). The
Auckland Council is monitoring concentrations of gaseous pollutants such as Sulphur
dioxide, Nitrogen oxide, Carbon monoxide, Particulate matter and Ozone at various
sites. These pollutants have negative eects on public health and especially on peo-
ple who have respiratory problems (Leitte et al., 2009). For the year ending 2005,
measurements taken by Auckland Council show that there is an increase in vehicle
emissions of Carbon monoxide (Council, 2010) and that levels of Nitrogen oxide and
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Carbon dioxide have exceeded the standard levels for the year ending on March 2005
(Council, 2010).
The levels of gaseous pollutants such as Sulphur dioxide, Nitrogen oxide, Carbon
monoxide, particulate matter and ozone emissions over the years in the Auckland
Region are investigated in this chapter. This will indicate how serious the air pollution
problem is.
2.3.1 Sulphur Dioxide Emissions into the Air from 1977 to
2009
The data in Figure 2-4 shows the sulphur dioxide emissions into the air from 1977 to
2009. This data has been collected from a site in Penrose, Auckland. The decrease
in emissions of sulphur dioxide in the air from the 70s and 80s is due to a decline in
the use of coal in industries. But the level of sulphur dioxide in emissions is on the
rise due to an increase in the number of diesel vehicles.
Figure 2-4: Sulphur Dioxide Emissions into the Air from 1977 to 2009 (Council, 2010)
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2.3.2 Nitrogen Oxide Emissions into the Air from 1989 to
2009
The data in Figure 2-5 shows the nitrogen oxide emissions into the air from 1989 to
2009. This data has been collected from monitoring sites across the Auckland region
at Khyber Pass Road, Takapuna, Queen Street II, Glen Eden, Penrose, Musick Point,
Henderson, Kingsland, Mt Eden and Patumahoe over the years. The increase in the
concentrations of nitrogen oxide in the air is due to increase in numbers of vehicles
on the road. However, nitrogen oxide emissions at urban monitoring sites were 66%
less than the National Environmental Standards in that particular region, but those
concentration levels still exceed standards along roadside monitoring sites.
Figure 2-5: Nitrogen Oxide Emissions into the Air from 1989 to 2009 (Council, 2010)
2.3.3 Carbon Monoxide Emissions into the Air from 1991 to
2009
The data in Figure 2-6 shows the carbon monoxide emissions into the air from 1991
to 2009. This data wa collected from monitoring sites at Queen Street II and III,
Khyber Pass Road, Pakuranga, Glen Eden, Takapuna and Henderson over the years.
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Carbon monoxide emissions into the air have dropped signicantly over recent years,
but the concentration level in the air might go above the ambient air quality guidelines
(Council, 2010). Moreover, the concentration levels of carbon monoxide were recorded
as less than the National Environmental Standards at urban monitoring sites.
Figure 2-6: Carbon Monoxide Emissions into the Air from 1991 to 2009 (Council,
2010)
2.3.4 Particulate Matter Emissions into the Air from 1994 to
2009
The data in Figure 2-7 shows the particulate matter emissions into the air from 1991 to
2009. Particulate matter at level PM10 was collected from monitoring sites at Khyber
Pass Road, Queen St, Penrose, Glen Eden, Patumahoe, Botany Downs, Henderson,
Kingsland, Takapuna, Kumeu and Pakuranga over the years. The concentration level
of PM10 into the air has increased in the last few years and even exceeded the National
Environmental Standards (Council, 2010).
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Figure 2-7: Particulate Matter Emissions into the Air from 1991 to 2009 (Council,
2010)
2.3.5 Ozone in the Air from 1997 to 2009
The data in Figure 2-8 shows the ozone in the air from 1997 to 2009. This data
were collected from monitoring sites over the years from Patumahoe, Sky Tower,
Whangaparaoa, Musick point and Kingsland. The ozone emissions levels are very
close to the National Environmental Standards at these air quality monitoring sites
(Council, 2010). However, it still requires monitoring authorities to be alert to the
ozone concentration in air.
The above historical emissions data on sulphur dioxide, nitrogen oxide, carbon
monoxide, particulate matter and ozone shows that the concentration of these gaseous
pollutants into the air was increasing and is still increasing today (Council, 2010).
This is not only harmful to our environment but also creates threats to our lives.
However, chemical changes to our environment result in foreseeable and unforeseeable
impacts that need to be measured and controlled eectively in order to save lives,
especially of older people and young children, who are at great risk from these air
pollutants.
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Figure 2-8: Ozone in the Air from 1997 to 2009 (Council, 2010)
2.4 Computational Air Pollution Detection Stud-
ies
Air pollution detection is used to identify the location and types of pollution in the
environment. Air and environmental pollution detection is a fundamental step to
providing useful information about air pollution examination and prediction.
For re smoke detection, (Z. Li, Khananian, Fraser, & Cihlar, 2001) studied neural
networks to classify a scene into smoke, cloud or clear background, and generated con-
tinuous outputs to represent the mixture portions of these objects. For investigating
oil spills from ships, (Solberg, Storvik, & Solberg, 1999) computed a set of features
for each dark spot, and authenticated a spot as either an oil slick or a lookalike. For
detecting and monitoring environmental anomalies and changes, (Carlotto, Lazaro,
& Brennan, 1992) used a spectral classication method to detect specic areas in an
image for anomaly and change detection followed by knowledge-based techniques to
identify general categories based on the spectral shape.
(Roadknight, Balls, Mills, & Palmer-Brown, 1997) used principal components
analysis (PCA) together with standard multilayer perceptron (MLP) and multiple
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regression analysis for decision support in determining critical levels of ozone pollu-
tion. (Z. Li et al., 2001) developed neural networks and threshold classier methods
to identify potential areas covered by smoke and further used texture analysis and
spatial ltration to remove false classied pixels. (Gacquer, Delmotte, Delcroix, &
Piechowiak, 2006) used cameras and analysed pictures for pollution detection prob-
lems. Visual scenes around complex plants were recorded and various signals were
computed to describe pictures. Bayesian networks and a k-nearest neighbor classiers
were used in this study to derive results.
The above computational air pollution detection studies make use of methods such
as multilayer perceptron, principal components analysis and threshold classiers. It
is worth noticing that in these studies methods were performed on limited static air
pollution data. This is not useful enough as real world air pollution data are presented
as continuous data streams. In order to solve the dynamic distributed nature of air
pollution problems, the data rstly needs to be aggregated and shared from spatio-
temporal perspective. Overlooking the dynamic characteristic of air pollution in any
computational methods will not provide us with a complete enough picture for air
pollution analysis. Disregarding the time variation and overlooking location variation
for any air pollution detection study will provide only partial results.
2.5 Computational Air Pollution Examination Stud-
ies
Air pollution examination evaluates the level of pollution and the eects of pollutants
based on the information provided by the change detection system. It provides the
current state of air pollution to people who are working on pollution control.
In the past, a variety of computational studies have been done to examine the
dierent aspects of air pollution. For smoke, water and forest pollution, (Carlotto
et al., 1992) proposed to use Multispectral Imagery (MSI) to monitor environmental
anomalies. In this research, variables causing problems relating to smoke, water and
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forest pollution were successfully identied.
In the decision making on environmental pollution, urban areas play a pivotal role
in analysis. To address this along with other proposed methods in the literature, spa-
tial analysis was extended through geostatistical methods along with dynamic models
(Matvejivcek, Engst, & JaNour, 2006). In the proposed method spatial analysis con-
sidered the processing of a wide range of water, air and soil pollution data. Further,
data from remote sensing was also considered. Within the framework of geographic in-
formation systems, integration and spatial data management were carried out. From
a modeling perspective, a geographic information system was primarily used for the
preprocessing and postprocessing of the data that needed to display in digital map
layers and was visualised in 3D scenes. In this research, a geographic information
system was mainly used for spatio-temporal analysis, or to create a relationship be-
tween geographical information system databases and stand-alone modeling tools.
The proposed approach was helpful for environmental local authorities to print out
environmental protection issues.
To investigate modern trends in monitoring and analysis of environmental pollu-
tants, (Namiesnik, 2001) conducted a study to provide the information required for
a reliable evaluation of the state of environment pollution and the changes taking
place. It is noticeable that (Versaci, 2002) studied Sophisticated Fuzzy Interference
Systems (FISs) to provide direction for the design of an environmental examination
system to estimate and predict the pollutant values.
The general trend of air pollution examination is that when data are obtained
from a static monitoring station, a computation method is applied for analysis, and
results are obtained for examination. It is worth noting that to examine air pollution
and to estimate pollutant values, the above research uses a centralised monitoring
station data and determined air pollution status on these results. This is not a true
criterion for air pollution examination. In order to examine air pollution, spatio-
temporal analysis is essential because air pollution changes from location to location
and time to time. The choice of monitoring stations is another problem for air pol-
lution examination. Not all monitoring stations provide useful information for air
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pollution examination. Aggregating the knowledge of multiple monitoring stations
and applying divide and conquer strategy using an intelligent system will contribute
better results for air pollution examination.
2.6 Computational Air Pollution Prediction Stud-
ies
Air pollution prediction simulates the progress and estimates the future trend of pol-
lution. It is based on the current information retrieved by a pollution change detection
system. It helps environmental monitoring authorities to construct strategies to deal
with air pollution problems. The common problems faced in pollution prediction are
occurrence of special events and missing data.
For predicting air temperatures up to 12 hours ahead, (Smith, McClendon, &
Hoogenboom, 2007) collected parameters on air temperature, solar radiation, wind
speed, rainfall and relative humidity and then applied Articial Neural Network
(ANN) computing to obtain their results. For complicated environmental data pro-
cessing, (Osowski & Garanty, 2006) used Support Vector Machine (SVM) plus wavelet
decomposition methods for daily air pollution forecasting on NO2, CO and SO2 dust
pollutants.
Air quality deterioration and its changes to human health attracted various re-
searchers to formulate a model that can make predictions of air quality. However, the
limited number of air quality monitoring stations and the complexity of inuencing
factors on air quality resulted in an increase in development of future air quality pre-
diction. In this regard, a temporal-spatial aggregated framework was proposed, using
multiple temporal and spatial data sets to predict future air quality (X. Lu, Wang,
Huang, Yang, & Shen, 2016). In the proposed framework various factors inuencing
air quality from temporal-spatial perspectives were analysed to formulate a linear
regression based inference model. The linear regression model estimated not only the
parameters for itself, but also the correlation factors on single factor on the air quality
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data for the model to predict air quality for the future. The proposed model pro-
vided superior parameters for learning and overmatches the existing machine learning
approaches.
In the past three decades there has been a rapid growth in the Chinese economy
(L. Liu et al., 2016). However, the economic boom resulted in deterioration of the
urban air quality. To address this the air pollution burden and its association with cli-
matic factors along with health outcomes was analysed (L. Liu et al., 2016). Multiple
linear regression models, panel x models and spatial autocorrelation were conducted
in association with climate factors. Sensitivity analysis was conducted by considering
the time-lag eect between exposures and outcomes. The study concluded that air
pollution varied by season and regions and correlated with climate factors.
A methodology for spatio-temporal interpolation of air quality data were proposed
(Romanowicz, Young, Brown, & Diggle, 2006). Spatio-temporal variability of obser-
vations of nitrogen oxide was divided into time-series analysis of available data and
the development of combined spatio-temporal using nitrogen oxide observations. The
results of this study indicated that the sample spatio-temporal model consisted of
trend and noise eciently, showing the spatio-temporal variations in the data which
can easily be applied to the un-sampled locations to predict air pollution variations
in time and space.
An ensemble forecasting approach to forecast maps on a daily basis for air pol-
lutants ozone, nitrogen oxide and particulate matter was proposed (Debry & Mallet,
2014). This approach relied on multiple air quality models. These air quality models
were dierent in parameterisations, input and numerical strategies. So, one model
may perform better with respect to observations for an examined pollutant at a cer-
tain time and location. The results of this study indicated that errors in forecasting
were reduced hourly, daily and during peak concentrations.
Air quality forecasting in urban areas is quite dicult because of the uncertainties
in describing metrological and emission factors. To enhance forecasting accuracy, a
hybrid articial neural network and a hybrid support vector machine (P. Wang, Liu,
Qin, & Zhang, 2015) were used. Firstly, an articial neural network along with a
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forecasting system was applied on the historical data. Then the residual information
of the error was used to revise the forecasting target by deploying the Taylor expansion
forecasting method. The novelty in the proposed method was that it successfully
used residual information on an incomplete input variable condition that enhanced
the forecasting accuracy of the model.
To investigate the concentration of particular matter, a hierarchical spatio-temporal
model (Cameletti, Lindgren, Simpson, & Rue, 2013) was proposed. The model con-
sisted of Gaussian eld, which was inuenced by measurement error and a state
process known by a rst order autoregressive model. The main objective of the re-
search was to present an eective estimation and spatial prediction strategy for the
spatio-temporal model.
Using a time series prediction of air pollution, (Castro, Castillo, Melin, & Rodriguez-
Diaz, 2008) applied an Interval Type-2 Fuzzy Neural Network (IT2FNN) hybrid
method to predict the impact of meteorological pollutants such as O3 over an ur-
ban area. (Zito, Chen, & Bell, 2008) used several Neural Networks (NNs), such
as multilayer perceptron (MLP), radial basis function (RBF) and modular network
(MN) to estimate real-time roadside CO and NO2 concentrations. (Ando, Graziani,
& Pitrone, 2000) proposed a `black box'approach consisting of linear, nonlinear and
neural network models, for air pollution modelling, where air pollution concentration
is predicted as a function of the expected causes, based on meteorological forecasts.
(Huang, Zhou, Ding, & Zhang, 2012a) used the O3 attribute to predict air quality
in the future, and deployed an order weight average (OWA) based time series model.
(Zheng, Yu, & Yu, 2012) deployed a Response Surface Methodology (RSM) to pre-
dict NOx emissions. The predicted NOx emissions were compared with standard
measures and had a relative error rate of less than 5%. Further, the RSM model was
simpler than the non-analytic models such as generalised regression neural network
and support vector regression.
Perhaps the earlier work on computational air pollution prediction was started in
the early 20th century. In the 1980s a Group Method of Data Handling (GMDH)
algorithm was proposed (Tamura & Kondo, 1980). This algorithm had the abil-
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ity not to divide the available data into training and testing data for determining
the structure of the partial polynomials or determining the number of intermediate
variables. The GMDH algorithm was applied for the short term prediction of air pol-
lution concentrations. For this study SO2 time series data were deployed. Based on
the wind velocity and wind direction in Tokushima in Japan a few hours advance SO2
was developed. The results obtained were compared with a linear regression model
and linear autoregressive model where the GMDH algorithm outperformed the other
models.
As most of the country population is urban their activities from one place to
another result in air pollution in urban areas. In this regard a system for monitoring
and forecasting air pollution in urban areas was proposed (Shaban, Kadri, & Rezk,
2016). The proposed system deployed low-cost-air quality monitoring motes that
were easily available through an array of gaseous and meteorological sensors. These
motes were then transferred to an intelligent sensing platform which consisted of
several modules. These modules were responsible for receiving and storage of data
and further converting the data into useful information for forecasting the pollutants.
Three machine learning algorithms such as support vector machines (SVM), articial
neural network (ANN) and M5P model trees were deployed. The results depicted that
multivariate modeling with M5P algorithm provided the best forecasting accuracy for
SO2 other to other algorithms.
Nitrogen oxide emission from vehicles emission results in considerable health is-
sues. In this regard an accurate online support vector regression model (AOVSR) was
proposed for the emission prediction of nitrogen oxide (NOx) (J. Zhou, Ji, Qiao, Si, &
Xu, 2013). It was evident from the results that AOVSR performance on small sample
data were quite ecient in comparison with the support vector regression model and
articial neural network. The proposed model had the capability to predict NOx
emission accurately under certain conditions when parameters were modied. The
overall eciency and prediction accuracy of the proposed model was enhanced as it
had the ability to update the parameters by itself with respect to change in time and
change of other parameters.
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Particulate matter PM is consists of solid and liquid particles which remain in the
air for a while, creating a great threat to human health. This provides an opportunity
for the researchers to consider the causes of PM emission, depending of its level of
concentration in the air at a certain time and place. Hence, a method for PM emis-
sion prediction based on least a square support vector machine (LS-SVM) algorithm
was proposed (Z. H. Li & Yang, 2010). The LS-SVM algorithm was based on the
principle of reconstruct phase space which was derived from the Takens Embedding
Theorem. In this method, the data were divided into two parts, training and testing.
The learning model was obtained by window moving having width n, along the axis
time. The results of LS-SVM demonstrated better predication of PM2:5 by numerical
experiments.
The fast growth of industrial activities has resulted in an air pollution problem,
which is a major concern for public health. An innovative wireless sensor network for
air pollution monitoring system (WAPMS) has been proposed (Khedo, Perseedoss, &
Mungur, 2010). The proposed system makes use of an air quality index for air pollu-
tion monitoring in Mauritius. To improve the eciency of WAPMS a new algorithm
for data aggregation named Recursive Quartiles (RCQ) was implemented. This new
algorithm RCQ had the ability to eliminate duplicate and invalid readings, which
resulted in reduction of data transmission to a centralised station. To handle any
privacy and management issues WAPMS was equipped with a hierarchical routing
protocol, which caused the motes to sleep in idle time.
It is very important to know the causes of air pollution to avoid further loss to
humans and other living organisms. In order to nd out the sources of air pollution, a
principal components analysis was deployed (Singh, Gupta, & Rai, 2013). Along with
the PCA tree ensemble based learning were constructed for the prediction of urban
air quality. The PCA has identied that the vehicles emission and fuel combustion
are the main two sources of air pollution. Various tree based ensemble learning
i.e., decision tree forest, single decision tree and decision treeboost generalisation
and predictive performance was evaluated and compared with conventional machine
learning approaches such as SVM. The miss-classication rate for a single decision
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tree was 8.32%, 4.12% for decision tree forest, 5.62% for decision treeboost and 6.18%
for support vector machines. The classication accuracy of decision tree forest and
decision treeboost ensembles was comparatively high compared with the classication
accuracy of SVM classication and regression. This was successfully completed by
deploying bagging and boosting algorithms with these tree based ensemble models.
As mentioned earlier, incomplete or missing data represents incomplete results.
This is because missing data machine learning algorithms confront the problem of in-
accurate prediction performance. In order to handle the missing environmental data
a spatial data aided incremental support vector regression (SalncSVR) model for
spatio-temporal PM2:5 was proposed (Song, Pang, Longley, Olivares, & Sarrafzadeh,
2014). In the proposed method, spatial data were used for the training of the tem-
poral prediction model. PM2:5 data were obtained through 13 monitoring stations
in Auckland, New Zealand. The results of the SalncSVR model were compared with
the temporal lncSVR model, and the SalncSVR model resulted in better prediction
statistics.
Furthermore, some authors have focused their eorts on forecasting air pollution
by machine learning approaches such as neural networks, support vector machines
and kernel based algorithms. However, to reduce the error rate between the model
and the raw data, a mixed approach consisting of support vector machines and ker-
nel functions was proposed for forecasting urban air quality (Sotomayor Olmedo et
al., 2013). The kernel functions that were considered for pollutants concentration
forecasting of PM 2:5, SO2 and O3 were Gaussian, Polynomial and Spline. The ap-
plication of SVM along with these kernels resulted in better accuracy modelling for
pollutant concentration forecasting.
In the past, data mining techniques were deployed as well for eective air pollution
forecasting. Articial neural network models consisting of data mining techniques
based on Feed Forward Neural Networks (FFNN) and Multilayer Perceptron (MLP),
and neural network models were applied for urban and industrial air pollution impacts
area (Christy & Khanaa, 2016). The air pollution patterns obtained showed a greater
accuracy and lower error rate with the MLP neural network model.
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Trac and environmental data are also presented as a time series. Due to the
dynamic nature of real time-data predicting, improving performance of such a task is
a great challenge. With this aim, a new type of ensemble based on a bagging algo-
rithm was proposed to improve the predictive performance of real-time data (Oliveira
& Torgo, 2014). Diversity is very important in ensemble creation. In this regard di-
versity was created through bagged regression trees. However, this study focused on
diversity creation through bagging, but it failed to highlight the aggregation strategy
of decision making of the various ensemble models.
Lastly, in terms of air pollution daily prediction, a method using support vector
machines and wavelet decomposition was proposed (Osowski & Garanty, 2007). The
measured time series data were decomposed into wavelet representation, and from
there wavelet coecients were predicted. From these wavelet coecient values the
nal daily air pollution forecast was prepared. The forecast approach was proposed
by applying a neural network of SVM type, applying a regression mode. However,
the study of this work was limited to the Gaussian kernel.
However, it is noticeable that the above computational air pollution prediction
studies were isolated pieces of research, based on monthly statistical data and yearly
pollution predictions. Made this way they may be scientically true but not useful in
practice. Neglecting the spatio-temporal nature of air pollution, and predicting air
temperature in advance by collecting parameters on air temperature, solar radiation,
wind speed and relative humidity doesn't authenticate temperature prediction results.
Similarly, conducting time series predictions of air pollution from a temporal per-
spective while disregarding the spatial aspect will give us alarming results. Calcu-
lating air pollutants NO2, CO and SO2 concentrations using order weight average
(OWA), response surface methodology (RSM), multilayer perceptron (MLP), radial
basis function (RBF) and modular network (MN) methods along with the centralised
data monitoring source overlooking the dynamic, decentralised and streaming nature
of air pollution will not help solve the air pollution problem. In contrast, a useful
computational detection system should be capable of spatio-temporal air pollution
data analysis and should have the ability to perform knowledge fusion across whole
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spatiao-temporal domains.
From the literature review and our existing knowledge, we argue the above re-
searchers were attentive only on prediction of air pollutant concentrations and the
impacts of a single pollutant at a certain time for research purposes. Spatio-temporal
air pollution data are continuously transmitted, streaming asynchronously from multi-
ple locations and therefore imposes certain challenges: (i) the air pollution problem is
spatio-temporal; (ii) the dynamic ow of big data streams; (iii) data streams are phys-
ically distributed at dierent places; and (iv) the size of the problem could be dierent,
depending on the size of the region and number of monitoring stations in that region.
Furthermore, it was quite evident from the literature that centralised computing was
applied for air pollution analysis. Air pollution data are physically distributed and
decentralised, monitored through various monitoring stations. Therefore, we strongly
argue that centralised computing has certain downsides: (i) centralised data analysis
leads to resource challenges, (ii) Online decision making over a huge amount of data
are dicult, and (iii) the system is not scalable, while the problem is scalable.
2.7 Computational Air Pollution Studies on Miss-
ing Data
Missing data are a serious problem, that creates uncertainty in research results
(Oehmcke, Zielinski, & Kramer, 2016). In literature, various methods and techniques
are proposed to address the imputation of missing data which will be discussed here
briey.
A mean top bottom technique was applied to replace the missing values in PM10
concentrations in a data set (Zakaria & Noor, 2014). It was found in the research
that this method performed very well only when the quantity of the missing data
were small.
Nearest neighbor method was proposed for the imputation of incomplete PM10
concentration data (Hirabayashi & Kroll, 2017). Further in this study three other
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methods, namely mean substitution, expectation maximisation (EM) and hot deck
were also considered for imputation of missing data.
Mean, median, hot deck, KNN and mean method by step depression imputation
methods were used to improve the imputation accuracy of each method through well
known classiers KNN, SVAR, SVMP, C4.5, RIPPER and LSVM (Thirukumaran &
Sumathi, 2016). Statistical results of this study showed that mean method by step
depression (MMSD) results were more acceptable compared with other methods, and
also resulted in better performance of the classier with missing values of 7.72% to
20% (Thirukumaran & Sumathi, 2016).
A exible spatio-temporal modeling framework was proposed (Sampson, Szpiro,
Sheppard, Lindstrom, & Kaufman, 2011). The framework used a multi-step estima-
tion procedure that accommodated the arbitrary pattern of missing data along with
complete space by time matrix of observations on monitoring network sites. The
study successfully made particulate matter concentrations predictions for the future.
Trac control, trac management and control applications require complete and
accurate data. However, such data are sometimes unavailable (H. Zhou, Zhang, Xie,
& Chen, 2015). For this typical problem researchers categorised the imputation meth-
ods into three categories: prediction methods, statistical methods and interpolation
methods. Results from various studies demonstrated that statistical methods were
eective in imputing missing data resulting in better performance results and low
reconstruction errors (Y. Li, Li, & Li, 2014). A similar study for trac ow missing
data with ten methods was conducted (Chang & Ge, 2011). The performance of
those methods was compared with Bayesian Principal Component Analysis (BPCA)
imputation methods (Chang & Ge, 2011). Experiment analysis outperformed the re-
sults of BPCA imputation methods and demonstrated better choices in dealing with
missing data.
Incomplete data plays an important role in prediction accuracy. Incomplete data
are present both in training and testing data sets tend to produce biased results (Wahl,
Boulesteix, Zierer, Thorand, & van de Wiel, 2016). It is quite evident from existing
research that combining the output of various classiers results in prediction accuracy
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(Ali & Tirumala, 2016). In this regard two ensemble based imputation techniques
namely, Bayesian multiple imputation and nearest neighbor single imputation (Twala,
2005) were proposed for imputation of missing data were proposed. Results of this
study demonstrated better results than the decision trees support method.
Environmental monitors, scientic researchers and process controllers have widely
used time series data for analysis. However, in the presence of missing data the time
series results raises a big question mark. In this regard to an imputation method
based on Genetic Programming (GP) and Lagrange Interpolation was proposed to
address the time series missing data (De Resende, de Santana, & Lobato, 2016). The
results of this study were promising and produced ecient results on the imputation
of missing data in time series, and there was no further loss of data sets' statistical
properties leading to better understanding of missing data patterns.
2.8 Traditional Centralised Computing
Traditionally in a centralised computing model we set up monitoring stations that
monitor our environment through various sensor devices, which then transfer data to
one powerful centralised computer. To conduct an analysis based on prediction the
air pollution status in the future is determined (Varshney & Mohan, 2005). However,
there are a few drawbacks associated with this type of centralised computing explained
earlier in chapter 1. These drawbacks provided us with research opportunities to
explore and improve decision making capability using a distributed scenario for the air
pollution problem through knowledge sharing. The next section proposes motivation
for the proposed research method.
2.8.1 Big Data
Machine learning algorithms have to keep pace with the latest continuous develop-
ments, application demands and solutions to problems where, data sets have become
larger and larger. In such large data sets, mining for specic patterns is always a
challenge for the researcher in terms of data management as well as conducting com-
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putation experiment. The solution to this problem was proposed by (Moretti, Stein-
haeuser, Thain, & Chawla, 2008), and was accomplished by dividing the data and
computation using a distributed ensemble of classiers. In that research, a method
was proposed that used abstraction for scalable data mining to address the above
challenges. The technical implementation used distributed cloud computing multiple
models and considered several performance aspects including work load balancing
and system conguration settings. The performance and scalability of ensembles was
tested with a wide variety of data sets and algorithms on a condor-based pool along
with Chirp for handling storage of data.
The divide and conquer strategy was used for the SVM ensemble approach. The
three stage SVM ensemble algorithm (Yang & Shi, 2010) was proposed to improve
prediction accuracy and generalisation performance of the hectic time series data. In
the rst stage, a fuzzy c-means algorithm was implemented to divide the input data
set into subsets. In the second stage, the best t partitioned subsets were constructed
via SVMs with composite kernels and their hyper-parameters were developed through
particle swarm optimisation (PSO). In the nal stage, a fuzzy synthesis algorithm
was applied to combine the outputs of various sub-models to obtain the nal output.
Experiment results on hectic time-series data showed that the proposed three stage
SVM ensemble algorithm had good performance when compared with other existing
algorithms in this research for the time series prediction task.
Increasing the number of self-directed data-sources results in concerns for dis-
tributed knowledge discovery and data mining (Visalakshi & Thangavel, 2008). Dis-
tributed data sets were clustered with the help of a distributed clustering algo-
rithm. In this algorithm, each object was assigned to multiple clusters (membership
weights sum to one for these collective assignments). A new soft clustering algorithm
(Visalakshi & Thangavel, 2008) was proposed that modies the existing distributed
K-Means algorithm. This new proposed algorithm was capable of clustering multiple
homogeneous data sources, which were distributed over various local sites and were
obtained by combining local clustering results. To cluster local data sets, the fuzzy
c-means algorithm was deployed where, the centroids of individual data sets formed
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an ensemble. Local centroids were clustered using the K-Means algorithm. The ex-
periment results depicted better performance than conventional centralised the fuzzy
c-means clustering algorithm.
2.8.2 SVM Ensemble
In a wide range of applications, the combination of classiers reduces the classication
errors. SVM ensembles with bagging have shown better performance in classication
(Alham, Li, Liu, Ponraj, & Qi, 2012) compared with a single SVM. Due to the
presence of large replicated data sets, the training process of the SVM ensemble is
computationally intensive. In order to solve this problem, a MapReduce based Dis-
tributed SVM Ensemble (MRESVM) algorithm was proposed for image annotation.
In this study a training dataset was re-sampled based on bootstrapping and SVM. It
was trained on each data set in parallel, using a cluster of computers. Experiment
results showed that the proposed algorithm reduced the training time signicantly
and achieved higher classication accuracy (Alham et al., 2012).
A novel online ensemble learning algorithm (Canzian, Zhang, & van der Schaar,
2015) was proposed. It consisted of various distributed local learners that analysed
dierent streams of data related to an event which needed to be classied. Each
learner used a local classier to make local predictions. The local predictions were
then collected by each learner and combined by a majority of voting rule to produce
the nal prediction. This is one approach to combining and collecting of data from
multiple sources for decision making.
One can argue that merging data to a single location and performing a series of
merges and joins, could result in the production of a single at le. Furthermore, af-
ter randomising and subsampling this le, some algorithms can be used for problem
solving using this data. However, in reality this approach is not an ecient way of
problem solving, including issues with computational cost (time) and complexity as
well as potentially vast data storage requirements (Canzian et al., 2015). Moreover,
in some cases, it may be practically impossible owing to real life constraints including
security, privacy, ownership, real-time processing requirements, and/or legal restric-
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tions. This is one reason why modern techniques demand that agencies attempt to
integrate their databases and analytical techniques. Such integration reduces overall
complexity and can lead to the production of speedier results.
The method in the literature that is closely aligned with our study is the online
ensemble learning technique. This method circumvents the requirement for data
storage as data are processed on arrival. Additionally, the method is optimised for
online learning and minimises data processing overheads. An optimisation of this
method is the use of perceptron weighted majority (PWC) (Canzian et al., 2015).
Several authors indicate the potential of these approaches for further investigation
(H. Wang, Fan, Yu, & Han, 2003; Masud, Gao, Khan, Han, & Thuraisingham, 2009;
Street & Kim, 2001; Avidan, 2007).
Our work diers from these techniques because: (i) our work requires the data set
to be a subsample, and (ii) we process using accurate local classiers and an accurate
combination method. We dierentiate from previous works in other ways. Firstly, air
pollution data are distributed, stored and collected at various monitoring stations.
We considered a distributed SVM ensemble approach for decision support for solving
air pollution problems. This approach has not been documented. Secondly, the
SVM ensemble works on the strategy of divide and conquer, which is deployed in our
research for decomposition of a complex air pollution quality problem into simpler
local sub problems. The reason for adopting this approach is threefold: (i) it can deal
with huge image sizes and long-term historic spatio-temporal data using SVMs, and
(ii) we can improve the decision making performance by analysing each monitoring
station robustly owing to the benets of scalability, and (iii) it will help to improve
our timely decision making owing to the incremental learning approach.
2.9 Gaps/Further Work
It is noticeable that all previous research is isolated environmental research. However,
air and environmental problems in nature are spatio-temporal problems involving
huge static as well as time line data sets. For such huge size spatio-temporal data,
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the traditional methods reviewed above often confront the diculty of computational
complexity.
Further, decision making based only on spatial or temporal data analysis is not
sucient. Considering incremental changes to huge data sets to support decision
making can be slow and inecient. Importantly, the collected air pollution data
are monitored by multiple monitoring stations, which are distributed across multi-
ple locations. Solving air pollution problems via decentralised computing along with
spatio-temporal analysis is another way of solving the air pollution dilemma. There-
fore considering the above concerns, I think to study the air pollution problem from
a spatio-temporal perspective, SVM aggregation modelling technique is the ecient
solution.
2.10 Conclusion
Air pollution is one of the most serious problems for humanity. It has existed for a long
time, and is ongoing and increasing in complexity. In order to deal with environmental
problems such as air pollution, many strategies and methods have been introduced;
however they are not eective as proposed. Chapter 3 of our research focuses on the
design of the proposed research.
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Chapter 3
A Technical Review of SVM based
Ensemble Learning Methods
3.1 Introduction
A supervised learning task consists of constructing mapping from the input data to
deliver target outputs. In other words, supervised learning creates a classication
model via training on a given data set (training set), then uses the model to estimate
the mapping between inputs and outputs. However, it is better to have a decision
based on couple of models. Thus, ensemble learning is becoming increasingly inter-
esting to researchers.
The main objective of ensemble learning is to nd an optimal performance, for
this we compared ensemble creation methods such as single SVM, AdaboostM1 and
Bagging algorithms on air pollution data and their performance in terms of classica-
tion accuracy and execution time recorded. In ensemble learning, single or multiple
algorithms are deployed to generate dierent base classiers. These base classiers are
combined together strategically through a combination method, to make appropriate
decisions to classify new data instances. This chapter introduces the basic concepts
of ensemble learning. Further in this chapter, an SVM ensemble for spatio-temporal
air pollution analysis is proposed and its results are discussed.
As we are aware that air pollution data are distributed across multiple stations,
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dealing with such a long term spatio-temporal data for a model indeed a dicult
task to further result in better accuracy and eciency. Keeping this in mind this
chapter is designed to nd out eciency and percentage classication accuracy of the
ensemble model dealing with long term historical data of spatio-temporal to answer to
our rst research question and then leading us in designing a spatio-temporal model
with better classication accuracy and eciency.
To achieve this chapter is designed as follows: Section 3:2 provides a brief overview
of ensemble learning and its importance. Section 3:3 provides a literature review on
SVM based ensemble methods. Section 3:4 discusses the reasons for using SVM based
ensemble methods. Section 3:5 provides methods for constructing an SVM based en-
semble. Section 3:6 discusses evaluation methods for constructing an SVM ensemble.
Section 3:7 discusses methods for combining outputs of SVMs based ensemble clas-
siers. Section 3:8 discusses combining class label methods. Section 3:9 discusses
combining continuous output methods. Section 3:10 provides Dempster Shafer based
combination methods according to the information provided by ensemble classiers.
Sections 3:11 3:12, 3:13 and 3:14 are devoted to diversity, its approaches and its
measures. Section 3:15 focuses on a brief introduction of SVM ensemble. Section
3:16 outlines the advantages of the SVM ensemble. Sections 3:17 and 3:18 discuss
ensemble learning algorithms. Section 3:19 presents a proposed SVM ensemble for
spatio-temporal air pollution analysis. Sections 3:20 and 3:21 focus on a brief intro-
duction to the bagging algorithm and when it works. Sections 3:22 and 3:23 focus
on a brief introduction to the boosting algorithm and when it works. Section 3:24
discusses the evaluation measures that we used in our experiments to derive results
on air pollution data. Section 3:25 provides data characteristics of air pollution data
for experiments. Section 3:26 focuses on experimental design. Section 3:27 discusses
generalisation performance on spatio-temporal air pollution data. Section 3:28 pro-
vides experimental results and discussions. Finally, section 3:29 presents conclusions
to this chapter and future work.
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3.2 Ensemble Learning
3.2.1 Overview
The goal of supervised learning algorithms is to perform a task through hypothesis
space to come up with suitable hypothesis that will result in good predictions for a
particular problem (Sollich & Krogh, 1996). Even if the hypothesis space contains
hypotheses that are best suited to a specic problem, it is still very dicult to select
a good one(Sollich & Krogh, 1996). In fact ensembles combine multiple hypotheses
to form better hypotheses for decision making.
In other words we can say that ensemble is a technique that combines the weak
learners to produce a strong learner. The term usually referred to methods that gen-
erate multiple hypotheses using the same base learners. However ensemble learning is
a process in which multiple models such as classiers or experts are tactically created
to solve a computational problem. Ensemble learning is mainly used to improve the
classication, prediction and performance of a model or to avoid the selection of a
poor model (Y. Liu & Yao, 1999). Recent machine learning approaches like deep
learning have tried to implement and were successful in combining multiple learners
as an ensemble to tackle dimensionality issues with continuous data (Tirumala, Ali,
& Ramesh, 2016).
The prediction of an ensemble requires a lot of computation compared with assess-
ing prediction of a single model. So ensembles may be considered as a technique by
working on poor learning algorithms by performing a lot of computations (Chandra
& Yao, 2006). On the other hand fast learning algorithms e.g. decision trees are
commonly deployed with ensembles. However, slower learning algorithms can take
advantage of ensemble techniques as well (Chandra & Yao, 2006).
3.2.2 Ensemble Theory
An ensemble is a supervised learning algorithm. In other words it can be trained
and deployed to do predictions. The trained ensemble generates a single hypothesis.
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However, this hypothesis is not essentially contained in the hypothesis space of the
models from which it is built. Ensembles have shown more exibility in representation
(L. I. Kuncheva & Whitaker, 2003). This exibility in theory, results in overtting the
training data more than a single model. However, in practical ensemble techniques
tend to reduce the problem of overtting of the training data (Webb & Zheng, 2004).
Practically ensembles tend to produce better results, when there is a signicant dier-
ence among the models (L. I. Kuncheva & Whitaker, 2003). Therefore many ensemble
methods focus on promotion of diversity among the models they combine. However,
a variety of strong learning algorithms that can be used to produce strong ensemble,
will be considered more ecient in ensemble learning (L. I. Kuncheva & Whitaker,
2003).
3.2.3 Importance of Studying Ensembles
Studying ensemble learning methods is appealing in many ways (Parikh & Polikar,
2007). Firstly, ensemble methods are easy to implement. However, they consist of
complex underlying dynamics that require hundreds of hours to study. A key instance
of this is the bagging algorithm. Bagging is considered to be one of the most widely
used ensemble techniques which can be implemented in a few lines of code.
Secondly, wide applicability of ensemble methods to research problems is also
an attractive aspect of it (Barkia, Elghazel, & Aussem, 2011). Various ensemble
methods were developed in previous years, are still relevant and will be relevant to
new learning techniques in the future. However, there are various approaches for
constructing ensembles, but in our research we will be primarily focusing on SVM
based ensemble methods construction. Working at this level at least allows us to
contribute knowledge to various disciplines such as articial intelligence, machine
learning, nancial forecasting and statistics to name but a few. As development in
machine learning is still growing, ensemble methods continue to be applied even to
more advanced models (Barkia et al., 2011; Parikh & Polikar, 2007). With ensemble
methods, researchers will be able to extract a little bit more valuable information
compared with other methods.
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However, the study of why ensemble methods could do well is of elementary im-
portance. If someone understands why a method needs to be applied successfully
to a certain problem, then developing a new tool for machine learning will not be a
dicult task.
3.2.4 Purpose of Ensemble Based Systems
The output of a learning algorithm based on a single hypothesis suers from three
basic problems. Firstly, a statistical problem arises when the learning algorithm is
looking for a space of hypothesis which is too large for the training data. In such
a scenario there may be various hypotheses that result in the same accuracy on
training data, whereas, the learning algorithm has to select one of those hypotheses
from output. There is also a risk that selected hypotheses will not predict future data
points correctly. In this case, a simple vote of all equally good classiers will reduce
such statistical problems.
Secondly, a computational problem arises when a learning algorithm fails to iden-
tify the best hypothesis within the hypothesis space. For example, in neural networks
and decision trees, to locate the best hypothesis that ts the training data are compu-
tationally dicult to nd, so heuristic methods (D. Opitz & Maclin, 1999) need to be
applied. However, these heuristic methods (such as gradient descent) can be stuck in
local minima (Rokach, 2009), and hence result in failure to nd the best hypothesis.
This statistical problem can be reduced by using a weighted combination of various
local minima, hence reducing the risk of selecting the wrong local minima to output.
Finally, a representational problem is the result of hypothesis space that does not
contain any hypothesis which provides good approximations to the true function f .
This representation problem can be reduced by using a weighted vote of hypothesis
(Rokach, 2009). This will enable the learning algorithm to form an accurate approx-
imation to f .
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3.3 A Brief History of SVM Based Ensemble
Methods
Perhaps the earliest work on ensemble systems was in 1979, which proposed the use
of ensemble systems in divide and conquer fashion and divided the feature space into
two or more classiers (Brown, 2009).
Over a decade later, a variance reduction property ensemble system was proposed
(Y.-Z. Zhang, Liu, Zhu, & Hu, 2007). In this study it was concluded that generalisa-
tion performance of a neural network can be enhanced by deploying an ensemble of
similarly congured networks. In 1990, (R. E. Schapire, 1990) brought the ensemble
systems to the heart of machine learning research and proved that a strong classier
in Probably Approximately Correct (PAC) can be generated by a combination of
weak classiers through a method called boosting.
A method for separating points in multidimensional spaces was proposed (Kleinberg,
1990), with the help of stochastic processes named Stochastic Discrimination (SD)
approaches. The basic philosophy of this method is that it takes poor solutions as
an input and produces good solutions. Stochastic processes looked promising and
led later on to the random subspace method for constructing SVM based ensemble
systems.
(Wolpert, 1992) proposed a stacked generalisation. The basic philosophy of this
scheme is to minimise the generalisation error rate of one or two generalisers. Voting,
Bayesian formalism and Dempster-Shafer methods were used in this study to deal
with the multi-classication problem. This study derived that the performance of in-
dividual classiers can be improved by deploying Dempster-Shafer formalism because
it has high reliability rates and robustness in creating ensembles.
A general theoretical framework was proposed for ensemble methods construction,
primarily focusing on improvement of regression estimates (Perrone & Cooper, 1993).
This theoretical framework led to the construction of a hierarchical mixture of expert
models in later years.
In another study, results from multiple neural networks were combined through
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fuzzy logic which displayed precise classication (Cho & Kim, 1995). Similarly, it was
found from an another study that a lot of information can be gained from unbalanced
data during the training of ensembles (Krogh & Vedelsby, 1995). The performance
of four combination methods was evaluated: weighted majority of vote, majority
vote and two Bayesian formulations. It was concluded that due to lack of truly
representative training set, a majority vote is considered to be the simplest and most
reliable method compared with other methods (Lam & Suen, 1997).
The variance of actual decision region boundaries closest to optimum boundary
can be reduced, by combining neural networks linearly into output space (Tumer &
Ghosh, 1996). Further, it was derived from this study, that combining of classiers
works best with large data sets having data distributions. The performance of en-
semble learning in text categorisation was considered to be improved by combining
classiers. The majority voting method was applied to pattern recognition in 1996,
(Larkey & Croft, 1996). The method of combining classiers was introduced (Woods,
Kegelmeyer, & Bowyer, 1997). The method worked on the principle of estimates
of individual classiers, where local accuracy in small regions of feature space was
surrounded by unidentied test samples.
A theoretical framework was proposed in two fusion scenarios: fusion of opinions
based on identical and on dierent representations (Kittler & Alkoot, 2003). An
experiment was conducted deploying various combination rules: majority voting, me-
dian rule, maximum rule, minimum rule, sum rule and product rule. It was found
that sum of rule showed more exibility to estimation errors. A random subspace
method was introduced for the construction of decision forests (Ho, 1998). This
method displayed the best performance when the data set does not perform well with
few samples.
The boosting algorithm was introduced, and its basic theory of boosting was
explained (R. Schapire, 1999). The performance of bagging and boosting methods
were compared (D. W. Opitz & Maclin, 1999).It was found that bagging performs
better than boosting in low noise systems. Additionally, it was stated that bagging
outperforms single classiers. Generally the bagging method was considered to be
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more suitable for constructing ensembles. A robust driven ensemble approach for
classication was invented (Miller & Yan, 1999).
(Jain, Duin, & Mao, 2000) discussed various aspects of classier combinations. In
this research several reasons for combining classiers were discussed to achieve overall
classication accuracy. For the importance of independence of classiers, research
was undertaken. The results of this study proved that high diversity is better for
comparison with independent classiers (L. Kuncheva, 2002).
To explore the problem of stabilising weak classiers research was conducted
(Skurichina, 2001). Bagging, boosting and random subspace methods were used.
It was concluded that bagging is eective for weak and unstable classiers and boost-
ing is benecial for weak and simple classiers. Moreover, it was evident from the
study, that the random subspace method is helpful for weak and unstable classiers,
which have a decreasing learning curve.
(Shipp & Kuncheva, 2002) studied the relationship of various classiers' combi-
nation methods and focused on to compute diversity in combining classiers. It was
found from the study that the double fault measure of diversity and the measure of
diculty both showed correlation with the majority of vote and Naive Bayes combi-
nations, which was not expected.
The comparison of sum versus majority of vote methods in multiple classier
systems was investigated (Kittler & Alkoot, 2003). It was found that in Gaussian
Estimation Error (GSE) distributions, majority of vote performs better than sum.
However, in heavy tail distributions sum rules perform better than majority of vote.
This is considered to be important in the nancial domain with the presence of
Leptokurtosis in market returns.
Constructing dierent classiers through stacked generalisation was investigated
(R. E. Schapire, 1990). This study proved that stacked generalisation performs bet-
ter in choosing best classier in an ensemble compared with cross validation. Two
extended versions of stacking: probability distributions and multi-response linear re-
gression were proposed. The extended versions of stacked generalisation performed
well compared with existing stacking and cross validation methods versions. Bias
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variance performance for the expansion of SVM based ensemble methods was ex-
plored (Valentini & Masulli, 2002). This study resulted in two approaches for the
construction of SVM based ensembles. One approach was to apply low bias SVMs as
a base learner in bagged ensemble. The second approach was to apply bias variance
analysis to construct a varied set of accurate and low bias classiers.
A new method, DECORATE (Diverse Ensemble Creation by Oppositional Rela-
beling Articial Training Examples) was proposed (Melville & Mooney, 2005). This
method has the ability to construct diverse hypotheses directly through articially
constructed training examples.
(Reyzin & Schapire, 2006) undertook research to investigate the boosting margin
in SVM based ensemble creation. This was derived from the research that boosting
the margin results in boosting classier complication, and maximising the margins is
attractive but not necessarily at the expense of other factors.
A new approach to classier ensemble design, combined fusion selection was pro-
posed (L. Kuncheva & Rodriguez, 2007). In this new approach, each classier was
substituted with a mini-ensemble of a pair of sub-classiers with a random linear
form. Till today, all ensemble learning methods have beneted from this approach.
A new local boosting algorithm for dealing with classication was proposed, based
on boosting via a resampling version of Adaboost (C. X. Zhang & Zhang, 2008). The
research results of this study were more accurate and robust than an independent
Adaboost approach.
(S. J. Wang et al., 2009) conducted a study to evaluate the performance of four
SVM ensemble constructing techniques, namely bagging, Adaboost, Arc-x4 and stack-
ing. The results of this study demonstrated that bagging is an eective technique for
various problems because of its better performance and higher generality.
(Q. Wang & Zhang, 2010) proposed a new ensemble method, which was based on
manipulating the class labels. This method generated dierent new class labels with
the help of the Cartesian product of the class attribute, and built a component classi-
er. Extensive experiments and bias variance results in this showed that their method
signicantly reduced the bias of base learner, which is considered an important factor
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in constructing ensemble based systems.
(Huang, Zhou, Ding, & Zhang, 2012b) deployed Least Square SVM (LS-SVM) and
Proximal SVM (PSVM) for multiclass classication. LS-SVM and PSVM were used
for binary classication applications and cannot be applied to regression or multiclass
applications directly. The authors unied and simplied the framework of LSVM and
PSVM into an extreme learning machine.
Active Support vector machines are very popular in the eld of relevance feed-
back (X. Y. Wang, Zhang, & Yang, 2013). They perform better when the size of
the training data are small, but it results in some unsatisfactory relevance results
quite frequently. To overcome this problem, a bagging algorithm was used to con-
struct ensemble, and outputs of classiers were combined via majority voting. The
results of this study showed that the bagging algorithm is a more eective method in
constructing ensemble than state of the art approaches.
3.4 Reasons for Using SVM based Ensemble
Methods
There are various theoretical and practical reasons for using ensemble based systems.
These are discussed below briey.
3.4.1 Large Volume of Data
The amount of data to be analysed in certain applications is too large and dicult
for a single classier to manage (Polikar, 2006). For example, the inspection of gas
transmission pipelines using magnetic ux leakage produces 10 GB of data for every
100km of pipeline. If there are more than 2 million Km training a classier with such
a huge amount of data are not practical. Dividing the data into smaller subsets, and
training classiers with dierent portions of data and nally aggregating their output
with an intelligent aggregating rule will result in an ecient approach for problem
solving (Yan, Liu, Jin, & Hauptmann, 2003).
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3.4.2 Too Much or Little Data
Ensemble systems are useful for dealing with large volumes of data or with lack of
adequate data. For the classication algorithm, the presence of an adequate and
representative set of training data are very important in order to learn the basic data
distribution successfully (Jain et al., 2000). However, in the absence of adequate data,
resampling techniques can be used for obtaining overlapping random subsets of the
available data, which can be used to train dierent classier, resulting in the creation
of ensemble. Such approaches have proved to be very eective in ensemble learning.
3.4.3 Data Fusion
If we have data sets obtained from dierent resources, with dierent features, then a
single classier cannot be used to get information contained in all the data. Applica-
tions in which data obtained from various resources combines to make an eective or
informed decision are known as data fusion applications. However, ensemble based
approaches are successfully being used for such applications (E. Yu & Cho, 2006;
Waske & Benediktsson, 2007).
3.4.4 Divide and Conquer
Certain problems are too dicult for a classier to solve. In fact, the decision bound-
ary that separates the data from various classes is considered to be more complex. A
linear classier, which is capable of learning linear boundaries, cannot learn non-linear
boundaries. However, an appropriate combination of an ensemble of classiers can
learn such non-linear boundaries (J. Lu, Plataniotis, Venetsanopoulos, & Li, 2006).
3.4.5 Statistical Reason
A set of classiers with similar training performances may have dierent generalisa-
tion performances. In fact, classiers with the same generalisation performances may
perform dierently in the eld especially when the data used to evaluate the gen-
eralization performance is not representative of the future eld data (Muller, Mika,
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Ratsch, Tsuda, & Scholkopf, 2001). In such cases, combining the output of several
classiers by averaging will reduce the chances of selecting a poorly performing clas-
sier and ignoring averaging will result in selection of a single poorly performance
classier (Polikar, 2006).
3.5 Methods for Constructing SVM based Ensem-
ble
In the past, many methods for constructing an ensemble of classiers were developed.
The most important aspect of constructing the SVM ensemble is that each SVM
becomes dierent from other SVMs as much as possible. This requirement can be
achieved by deploying dierent training sets for dierent SVMs. Some methods for
selecting the training sets are bagging, boosting, stacked generalisation and a mixture
of experts which are explained in this chapter in detail.
3.5.1 Bagging
The bagging is considered to be a well known ensemble based algorithm (Breiman,
1996). In bagging, various SVMs are trained independently through the bootstrap
method and nally they are combined together through appropriate combination
techniques (Kim et al., 2003). The main purpose of this method is to increase accuracy
by creating a composite classier, and aggregating the outputs of classiers into a
single prediction (Breiman, 1996).
The bagging is considered to be suitable when the data size is limited (Polikar,
2006). Large portions of samples are selected to make sure that suitable numbers of
training samples are present in each dataset. This results in overlapping of individual
training subsets, where the same instances appear multiple times in a given subset.
In order to achieve diversity through this criterion, an unstable model is deployed to
select various decision boundaries in various training data sets.
However, bagging is considered to be the simplest and easiest to implement, but it
67
only works, when the data size is limited. Another drawback of the bagging algorithm
is that it requires that the learning system should be unstable, and that is another
limitation to its functionality (Zhao, Zhao, Lu, & Zhang, 2007).
3.5.2 Boosting
Similar to bagging, each SVM is trained by using a dierent training set (Kim et al.,
2003). Boosting is considered to be an important development in the recent history
of machine learning (Polikar, 2006; Freund, Iyer, Schapire, & Singer, 2003). It works
on the strategy that a weak learner algorithm that creates classiers which will do no
better than random guessing, can be transformed into a strong learner that creates
a classier that correctly classies even small fractions of instances to achieve high
accuracy. Boosting improves the performance of classiers in two ways : Firstly, it
generates a classier that has a low error rate on a training data set by adding various
hypotheses whose error may be large. Secondly, it produces a classier, whose variance
is very low compared with those produced by a weak learner (R. Schapire, 1999).
The boosting algorithm generates three classiers. The rst weak classier C1, is
trained with a random subset of available training data, whereas, the second weak
classier C2 is trained on training data of which half is correctly classied by C1. The
third weak classier C3 is basically trained on instances on which C1 and C2 do not
agree. Finally, these three weak classiers are ensembled with a three way majority
of vote. AdaBoost is considered to be a general version of Boosting. However there
are various versions of it, among them AdaBoostM1 and AdaBoostM2 which are the
most common versions used for multi-class and regression problems (W. Hu, Hu, &
Maybank, 2008).
The boosting algorithm is very eective and robust in nature, but suers from
an overtting problem (Rokach, 2009). The main objective of boosting is to create a
composite classier that performs well on the data; however, various iterations result
in a complex composite classier, which is considered to be less eective than a single
classier.
Another drawback of the boosting algorithm is its diculty to comprehend. The
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resulting ensemble is considered to be less understandable as the user has to grasp the
idea of an ensemble of several calssiers instead of a single classier (Rokach, 2009;
Leskes & Torenvliet, 2008)
3.5.3 Mixture of Experts
In a mixture of expert techniques, a set of classiers C1; : : : CT , creates an ensemble,
where the second level classier CT+1 is used for assigning weights for the consecutive
combiner (Polikar, 2006). Fig.3-1 (Polikar, 2006) illustrates the technique. In this
 
Figure 3-1: Mixture of Experts (Polikar, 2006)
technique the combiner itself is not a classier. However, a simple combination rule
is applied, such as weighted majority or weighted winner takes it all. The second
level classier assigns weights of distribution for combining, which is usually a neural
network called, gating network, and is trained on the expectation of maximisation
(EM) algorithm. Gating network consists of inputs of real training data instances. A
mixture of experts is considered as a classication selection algorithm. The pooling
system uses weights in various ways: it can select a classier with the highest weight
or it can calculate a weighted sum and selects a class that has received the highest
weighted sum.
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3.5.4 Stacked Generalisation
In stacked generalisation an ensemble of classiers is trained using bootstrapped or
training data, establishing Tier1 classiers. The output of Tier1 classiers is deployed
to train a Tier2 classier (Mitchell, Keller, & Kedar-Cabelli, 1986). The main purpose
for doing this is to nd out, whether the training data has been properly learned. For
example, if a classier wrongly learns a specic region of the feature space, and at the
same time misclassies instances coming through that region, then Tier2 classiers
learn this attribute and it can rectify such improper training. For training Tier1
classiers a cross validation approach is applied.
Fig.3-2 (Polikar, 2006) illustrates the stacked generalisation approach. In this
approach classiers from C1; : : : CT are trained, having training parameters from 1
to T to output hypotheses h1 through hT . The outputs of these classiers and the
corresponding true classes are used as input/output for second level classier CT+1.
After the training of CT+1, all data are pooled, and classiers from C1; : : : CT are
retrained on the entire database, with the help of the resampling method.
 
Figure 3-2: The Graphical Representation of Stacked Generalisation Approach
(Polikar, 2006)
However, there are certain issues associated with stacked generalisation that need
to be addressed properly. Combining lower models with higher level models is a
complex task, which results in lower predictive accuracy of the ensemble system. A
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crucial issue in stacked generalisation is the selection of attributes, which are used as
an input to the generaliser to derive higher models (Ting & Witten, 2011).
3.6 Methods Comparison for Constructing SVM
Ensemble
In this section, four methods, i.e., bagging, boosting, stacked generalisation and mix-
ture of experts are compared against six characteristics of ensemble learning, to help
practitioners select the most suitable ensemble method for their specic research
needs.
3.6.1 Predictive Performance - Accuracy
Predictive performance is considered to be the main feature for selecting the al-
gorithm (Rokach, 2009; Statnikov, Aliferis, Tsamardinos, Hardin, & Levy, 2005).
Moreover, predictive performance measures accuracy, which can be used to bench-
mark algorithms. In this regard, the bagging method is considered to be high in
accuracy meaning resulting in high prediction accuracy in percentage it is the value
of correctly classied samples, it results because of its easy implementation and its
functionality on limited data size referring to less than 50 thousand samples (Zhao
et al., 2007; Polikar, 2006). The boosting method has low accuracy, because of its
suering from problems and its failure to understand complex composite classiers
(Rokach, 2009). The stacked generalisation method has low accuracy as combining
lower level models to higher level models is a complex task (Ting & Witten, 2011). A
mixture of experts results in low accuracy considering the fact that assigning weights
to the classiers from the output of Tier1 classiers to Tier2 classiers is a complex
task too (Polikar, 2006).
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3.6.2 Scalability
Scalability refers to the ability of the method to function on large data sets (Rokach,
2010). The bagging method has low scalability as it operates on limited data size
(Polikar, 2006). The boosting method operates on unlimited data size consisting of
more than one hundred thousand samples, hence having high scalability (Polikar,
2006). The stacked generalisation method operates on medium sized training data
consisting of 50 thousand to one hundred thousand samples resulting in medium
scalability (Wolpert, 1992). The mixture of experts method functions on low data
size, hence having low scalability (Nasrabadi, 2007).
3.6.3 Computational Cost
It is important to know about the computational cost of a method,i.e., does it pro-
duce results in reasonable amount of time often related to computational complexity
(Granitto, Verdes, & Ceccatto, 2005). In terms of computational complexity, the
bagging and booting methods are less computational complex. Both methods obtain
an ensemble of classiers eciently through robust training of data, resulting in lesser
computational cost (Freund et al., 2003; Polikar, 2006). The stacked generalisation
method of data training requires more resources in terms of time, and also rectifying
improper training by Tier2 requires more time and complex, hence resulting in high
computational cost (Wolpert, 1992). The mixture of experts method requires more
resources in terms of time for training data for classiers and classifying problem,
hence resulting in high computational complexity leading to high computational cost
(Polikar, 2006).
3.6.4 Usability
Machine learning is considered to be an iterative process (Ribeiro & Cardoso, 2008).
To improve the performance of an ensemble system practitioners change parameters
to generate better classiers.
The bagging and boosting methods are considered to be highly usable. Parameters
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of both these algorithms are exible for generating better classiers (Polikar, 2006).
The stacked generalisation method has low usability, as once the weights to Tier1
classiers are assigned they are not exible, resulting in low usability (Polikar, 2006).
The parameters of assigning weights to classiers in the mixture of experts method
are partially exible to generate better classiers, hence resulting in medium usability
(Nasrabadi, 2007).
3.6.5 Compactness
Compactness can be measured by ensemble size and complexity of classiers in en-
semble methods (Rokach, 2010). In this regard, the bagging method results are highly
compact because it only works on limited training data size and results are easy to
understand (Zhao et al., 2007; Polikar, 2006). The boosting method on the other
side has low compactness, due to its functionality on unlimited data size, whereas
boosting of decision trees could result in thousands (or millions) of nodes which is
dicult to visualise them (Polikar, 2006). Both stacked generalisation and mixture of
experts methods have medium compactness, as they operate on low to medium sized
training data (Mitchell et al., 1986; Wolpert, 1992).
3.6.6 Speed of Classication
Computational complexity plays important role in speed of classication. Speed of
classication indicates the ability of a method to perform the classication in a cer-
tain time frame (Pfahringer, Holmes, & Kirkby, 2001). The bagging method results
in robust classication because it operates on a limited data size consisting of less
than 50 thousand samples and its computational complexity is lowest (Zhao et al.,
2007; Polikar, 2006). The speed of classication for the boosting method is moder-
ate compared with bagging because it operates on unlimited data size consisting of
more than one hundred thousand samples (Polikar, 2006). The stacked generalisation
(Mitchell et al., 1986) and (Wolpert, 1992) mixture of experts methods are slow in
classication because in these methods each classier is trained on separate train-
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ing data that results in high computational complexity, and the end output of these
classiers is an ensemble to make decisions.
Table 3.1 provides a comparison of learning algorithms methods. The table shows
that the bagging algorithm has high accuracy compared with boosting, stacked gen-
eralisation and mixture of experts. In terms of scalability, the boosting algorithm
has high ability to handle more data compared with stacked generalisation which has
medium scalability. On the other side boosting and mixture of experts resulted in
low scalability. The computational cost of bagging and boosting is low compare to
stacked generalisation and mixture of experts which have a high computational cost
to produce results in a reasonable amount of time. In terms of usability, bagging and
boosting have high usability, whereas stacked generalisation and mixture of experts
have low usability as their parameters are not exible for generating better results.
Bagging has high compactness, meaning it operates on limited data. Therefore, its
results are easier to understand compared with boosting, stacked generalisation and
mixture of experts which have low compactness. Bagging has a high speed of clas-
sication compared with boosting, stacked generalisation and mixture of experts to
perform the classication task in a certain time frame.
Characteristics Bagging Boosting Stacked Generalisation Mixture of Experts
Accuracy High Low Low Low
Scalability Low High Medium Low
Computational Cost Less Less High High
Usability High High Low Medium
Compactness High Medium Low Low
Speed of Classication High Medium Low Low
Table 3.1: Comparison of Methods
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3.7 Methods for Combining Outputs of SVMs based
Ensemble Classiers
The key component of an ensemble system is its strategy for combining classiers.
The combination rules can be divided into two groups: 1) trainable vs non-trainable
combination rules; 2) combination rules on class labels vs class specic continuous
outputs. The parameters of the combiner in trainable combination rules are called
weights, which are determined through a separate algorithm. Trainable results in com-
bination parameters are instance specic, and are called dynamic combination rules
(Guermeur, 2002). Conversely, in non-trainable rules, there is no separate training
involved for creating ensembles.
The combination rules which are applied to class labels only require classication
decision. Other combination rules that are applied to continuous outputs require value
of classiers; others require continuous valued outputs of the classiers. These values
show the degree of support the classiers devote to each class. In this chapter we
will discuss the combination rules that apply to class labels, followed by combination
rules based on class specic continuous outputs.
3.8 Combining Class Labels
In combining class labels, we assume that only the class labels were available from
classier outputs. The decision of the tth classier can be dened as: dt:j 2 f0; 1g,
where t = 1; : : : T and j = 1; : : : C, T is the number of classiers and C represents
the number of classes. If tth classier selects class wj, then dt:j = 1 and 0, otherwise.
3.8.1 Majority Voting
There are three scenarios of majority voting where the ensemble selects the class: (1)
where all the classiers agree (unanimous voting); (2) predicted more than half the
classiers (simple majority); and (3) that achieves the highest number of votes, and
is not dependent on the sum of votes exceeding 50% (plurality voting or just majority
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voting)(Bagui, 2005). The ensemble decision based on plurality voting can be shown
as follows: select class wj can be represented from (3.1) (Mohan, Papageorgiou, &
Poggio, 2001).
TX
i=1
dt;J = max
C
j=1
TX
t=1
dt;j (3.1)
Majority voting rule is an optimal combination rule for class labels, which operates
under certain assumptions.
3.8.2 Weighted Majority Voting
If we have the knowledge and expertise to dierentiate experts from non-experts,
then weighting the decisions of experts may result in improvement in accuracy and
performance, which can be achieved through plurality of voting (Erdem, Polikar,
Gurgen, & Yumusak, 2005). Let us assume the decision of hypothesis ht on class
wj as dt:j such that dt:j is 1 , if ht selects wj and 0. It is further assumed that we
can predict the future performance of each classier, and we can assign a weight !t
to classier ht in proportion to its estimated performance with the above notation.
The classiers whose decisions are aggregated through weighted majority voting will
choose class J which can be represented from (5.2) (Valentini & Masulli, 2002), if
TX
t=1
wtdt;j = max
C
j=1
TX
t=1
wtdt;j (3.2)
that is, and if the total weighted vote received by the wj class is higher than
the total vote received by any other class. In simple words, we can normalise these
weights so they can sum up to 1. However, normalisation does not alter the results
of weighted majority voting (Polikar, 2006).
3.8.3 Behavior Knowledge Space (BKS)
The Behavior Knowledge Space (BKS) works on the principle of look up table ap-
proach, which is constructed on the basis of classication of training data that keeps
a record of how often each labeling combination is created by classiers (Suen & Lam,
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2000; Raudys & Roli, 2003). The particular labeling combination for the true class is
observed during training and selects every time when that combination of class labels
when it occurs during testing. The BKS procedure is best described with an example,
illustrated in Fig.3-3 (Polikar, 2006). We assume that we have three classiers, C1,C2
 
Figure 3-3: Behavior Knowledge Space Illustration (Polikar, 2006)
and C3 for a three class problem. 27 possible labeling combinations can be calcu-
lated, listed from fw1; w2; w3g. These can be selected by three classiers. During
training we keep an eye how often a combination occurs. Sample numbers are given
to each combination and each class, whereas maxima is circled in Fig.3-3 (Polikar,
2006). The combination of fw1; w2; w3g occurs a total of 28 times, of which 10 are
true class of w1, 15 are true class of w2 and in 3 are true class of w3. The winner in
the combination is w2, the most frequently observed true class for this combination
of labels. Therefore, during testing when the combination of w1,w2,w3 occurs, the
ensemble selects w2.
3.8.4 Borda Count
Borda count is dierent from other rules and methods in a way that does not ignore
the support of non-winning class (Nanni & Lumini, 2008). Borda count is deployed
when the classiers rank and order the classes. That can easily be done if classiers
result in continuous outputs. However, borda count does not rely on the values of
continuous outputs but only the rankings. Hence it is a combination rule that can be
applied to labels.
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In borda count, each voter (classier) ranks and orders the candidates (classes).
If for example there are N candidates, the rst place candidate will achieve N-1 votes,
the second candidate will receive N-2, with the candidate in ith place receiving Ni
votes. The last candidate will receive 0 votes. The votes of all classiers are added,
and the class with higher votes is selected as an ensemble decision.
3.9 Combining Continuous Outputs
A classier that results in continuous outputs for a given class can be expressed as
the degree of support to that class and accepted as an estimate posterior probability
of that class (Z. Hu, Cai, Li, & Xu, 2005). The posterior probability needs sucient
data and requires the classiers' outputs to be normalised up to 1 of over all classes.
Various continuous output combiner methods are discussed below:
3.9.1 Algebraic Combiners
Algebraic combiners are non trainable combiners of continuous outputs of classiers
(L. I. Kuncheva, Bezdek, & Duin, 2001). The output of classiers is combined with
the help of an algebraic expression. The overall support for each class is derived as a
simple function of the supports obtained by individual classiers. Various algebraic
rules are discussed below:
3.9.2 Mean Rule
The support for j(x) for class wj is calculated as the average of all classiers j
th
outputs. Mathematically it can be represented from (3.3) (Polikar, 2006).
j(x) =
1
T
TX
t=1
dt;j(x) (3.3)
j(x) represents total support for a given instance x by mean rule through a set
of classiers that constitute ensemble. j represents the class, T is the total number
of classiers, dt is the decision of j
th classier. Mean rule is considered as equivalent
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to sum rule, as highlighted in various literatures (Arajo & New, 2007). The decision
for ensemble is taken as the class wj, having the largest total support for j(x).
3.9.3 Weighted Average
This rule is the combination of mean and weighted majority voting. In this rule
weights are not only applied to class labels, but also to actual continuous outputs.
This type of combination rule is applicable to trainable and a non-trainable combi-
nation rules, considering how the weights are calculated. If the weights are obtained
as a part of regular training during ensemble generation, as in AdaBoost, then it is
considered as non-trainable combination rule. However, if the separate training is
involved in getting the weights, such as mixture of experts model, then it is referred
to as a trainable combination rule. In this rule there is weight for each classier or
for each class and each classier. If we have T weights, w1; : : : wT , which are obtained
through some measure of performance then the total support for wj is represented
from (3.4)(Lemke & Gabrys, 2010):
j(x) =
TX
t=1
wtdt;j(x) (3.4)
where wt represents weight of the t
th classier for classifying class instances.
3.9.4 Trimmed Mean
If a classier results in unreliable or usually low, or unexpectedly high support to a
specic class, then it would adversely aect the mean combiner (Lemke & Gabrys,
2010). To avoid this kind of problem, the most optimistic and pessimistic classiers
are eliminated from the ensemble prior to calculating mean, through a procedure
called trimmed mean. For a percentage of trimmed mean, percentage of support is
eliminated from each end, and mean is calculated based on the remaining supports,
eliminating extreme values of support.
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3.9.5 Minimum/Maximum/Median Rule
As the names imply, these functions calculate minimum, maximum and median among
the classiers based on individual outputs. The minimum function is represented from
(3.5)(Duin, 2002).
j(x) = mint=1Tfdt;j(x)g (3.5)
Total support j(x) for a given instance x, a set of classiers that constitute
ensemble through minimum rule is represented by (3.5). Where min represents the
minimum support provided by a classier dt to classify classes j = 1; :::; C.
The maximum function is represented from (3.6)(Duin, 2002).
j(x) = maxt=1Tfdt;j(x)g (3.6)
Total support j(x) for a given instance x by maximum rule through a set of classiers
that constitute ensemble is represented by (3.6). Wheremax represents the maximum
support provided by a classier dt to classify classes j = 1; :::; C.
The median function is represented from (3.7)(Duin, 2002).
j(x) = mediant=1Tfdt;j(x)g (3.7)
Total support j(x) for a given instance x by median rule through a set of classiers
that constitute ensemble is represented by (3.7). Where med represents the median
provided by a classier dt to classify classes j = 1; :::; C. The ensemble decision is
based on the selected class which has the largest total support. In minimum rule, it
selects a class which has minimum support among the classiers. However, trimmed
mean at limit 50% is considered to be equal to the median rule.
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3.9.6 Product Rule
In this rule, supports provided by classiers are multiplied. This rule is very delicate
towards pessimistic classiers. A low support provided by the classier for a class is
eectively removed, so there is no chance of that class being selected. However, if
the individual posterior probabilities are calculated correctly at the classier outputs,
then this rule shows the best estimate of overall posterior probability of the selected
class by ensemble. It can be represented from (3.8) (Alexandre, Campilho, & Kamel,
2001).
j(x) =
1
T
TY
t=1
dt;j(x) (3.8)
Total support j(x) for a given instance x for classes j = 1; C. Where T represents
the number of classiers and dt represents the decision of the t
th classiers.
3.10 Dempster Shafer based Combination
The Dempster Shafer (DS) theory of evidence deploys belief functions instead of
probability and the quantify the evidence provided by ensemble classiers from the
data source using the DS combination rule (Barnett, 1981; Yager, 1987). Decision
template formation is considered to be useful in explaining the DS theory as an
ensemble combination rule. Instead of calculating similarities among the classiers,
proximity is calculated. This can be represented from (3.9)(Barnett, 1981).
j;t(x) =
(1 +
DT tj   Ct(x)2) 1PC
k=1 (1 + kDT tk   Ct(x)k2)
 1 (3.9)
Where DT tj represents the t
th row of decision template, DTJ , Ct(x) represents
output of the tth classier. Ct represents the rst level base classiers. Evidence that
tth classier Ct is successfully identied instance x into class wj can be represented
from (3.10)(Barnett, 1981).
bj(Ct(x)) =
j;t(x)
Q
k 6=1(1  k;t(x))
1  j;t(x)[1 
Q
k 6=1(1  k;t(x))]
(3.10)
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Belief values obtained from this source are combined by the DS rule combination,
which narrates that evidences obtained from this source should be multiplied to get
the nal support for each class. This can be represented from (3.11)(Barnett, 1981).
j(x) = K
TY
t=1
bj(Ct(x)) (3.11)
In the above equation K is the normalization constant and ensures that total
support for wj from all classiers should be from 1. Ct represents the rst level
base classiers and t represents the classier and T represents the total number of
classiers.
3.11 Discussion
Diversity is considered to be the cornerstone of ensemble systems. Diversity plays an
important role in creating an ensemble, where each classier is as dierent as possible
yet still considered to be consistent with the training set . It is considered to be an
important feature for obtaining better ensemble performance. In this chapter we will
briey discuss diversity and various approaches towards its creation and measures.
3.12 Diversity
If a classier makes a perfect generalisation performance, there would not be a need
to deploy ensemble techniques. The over lapping of data, noise and outliers make
it impossible for a classier to propose (Brown, Wyatt, Harris, & Yao, 2005). The
success of an ensemble system relies on its ability to correct the errors of its classiers.
The strategy in an ensemble system is to create various classiers and to combine
their outputs to improve the performance of a single classier. If all the classiers
result in the same output, then correcting the error will not be possible. Therefore,
individual classiers are required in an ensemble system to make dierent errors in
dierent instances (Melville & Mooney, 2005). The intuition is that if each classier
makes dierent errors, then combining these errors strategically will reduce total
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error. Therefore, the overall strategy in an ensemble system is to make classiers as
unique as possible. Classiers whose decision boundaries are dierent from others are
created. Such classiers are said to be diverse.
3.13 Approaches for Achieving Diversity
There are various approaches to achieving diversity. The most known and important
approaches are explained below:
3.13.1 Using Dierent Data Sets
The most popular approach to achieve diversity is by using dierent data sets to train
individual classiers (Z. H. Zhou, 2012). The data sets are usually obtained through
resampling techniques such as bagging or boosting. In these techniques data subsets
are selected randomly from the whole training data. Three classiers are trained
on random and resampling data subsets, resulting in formation of three dierent
decision boundaries. In the end these boundaries are an ensemble to obtain accurate
classication.
3.13.2 Deploying Dierent Parameters
Another comprehensive approach to achieve diversity is by deploying dierent classi-
ers (Sirlantzis, Hoque, & Fairhurst, 2008). The instability of classiers can be con-
trolled by changing their parameters, hence resulting in diversity. Similarly, changing
the parameters allows the classiers to be suitable candidates in an ensemble setting.
3.14 Measures of Diversity
There are several quantitative measures for diversity assessment. The most com-
mon one is pair wise measures, addressed between two classiers (L. I. Kuncheva &
Whitaker, 2001). The overall diversity is represented from (5.1)(Polikar, 2006).
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FTotal =
2
n(n  1)
X
8i 6=j
fi;j (3.12)
An ensemble has n classiers, then its total pairwise diversity measure can be
calculated as: the mean pairwise measures of overall n:(n   1)=2 pairs of classiers.
fij is diversity or a similarity measure of two classiers' outputs i and j. The following
two pairwise measures are considered to be useful in diversity.
3.14.1 The Disagreement and Double Fault Measure
Disagreement is the probability that two classiers will disagree, whereas the double
fault measure is considered to be the probability that both classiers are not correct.
An increase in the value of disagreement and double fault value increases diversity
results.
3.14.2 Entropy Measure
This rule makes the assumption that diversity is considered to be highest, when half
of the classiers are correct and half of them are incorrect. Based on this assumption
entropy measure can be represented from (4.1)(Melville & Mooney, 2004).
E =
1
N
NX
i=1
1
T   [T=2]minfi; (T   i)g (3.13)
i represents number of classiers out of T which misclassies instance x and N is
the number of learners in the classier. Entropy refers to 0 and 1, where 0 indicates
no dierence, whereas 1 indicate highest possible diversity.
3.14.3 Correlation
The diversity was measured as a correlation between the outputs of two classiers
and can be represented from (3.14)(Shipp & Kuncheva, 2002).
i;j =
ad  bcp
(a+ b)(c+ d)(a+ c)(b+ d)
; 0    1 (3.14)
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Where a is the fraction of instances that are correctly classied by classiers
C1 and C2, b is the fraction of instances correctly classied by C1 but incorrectly
classied by C2, c is incorrectly classied by classier C1 but correctly classied
by classier C2 and d is incorrectly classied by both classiers C1 and C2. For
measuring correlation of binary classication [ 1;+1] of C1 and C2 classiers, where
a+b+c+d=1 are non-negative variables. When  = 0 then maximum diversity is
achieved showing classiers are uncorrelated.
3.14.4 Q-Statistic
Q-Statistic can be represented from (3.15) (Baneld, Hall, Bowyer, & Kegelmeyer,
2005).
Qi;j = (ad  bc)=(ad+ bc) (3.15)
For two classiers C1 and C2, Qi;j takes the value in range of -1, +1. Following the
contingency table for two classiers C1 and C2. Qi;j is zero if C1 and C2 are indepen-
dent. Qi;j will be positive if C1 and C2 results in similar predictions. Similarly, Qi;j
is negative if C1 and C2 results in similar predictions. However, maximum diversity
is obtained when Q = 0.
However, measuring diversity is not straightforward because there is no formal
denition of diversity (Dietterich, 2000). In 2002, (Shipp & Kuncheva, 2002) con-
ducted research, and the results of this study raised some doubts about the measures
of diversity usefulness in creating an ensemble of classiers.
3.15 SVM Ensemble
Support Vector Machine (SVM) was introduced by Vladimir Vapnik and his colleagues
in 1963 (Vapnik, 1995). SVM is a supervised learning machine (Vaiciukynas, Verikas,
Gelzinis, Bacauskiene, & Uloza, 2012; Foody & Mathur, 2004, 2004). The meaning
of supervised learning is learning through examples or learning from a teacher. For
example, children learn to articulate the dierence between men and women, cats and
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dogs etc., and when such objects are pointed out to them, they can tell the dierence.
Every time they see a new object, they can recall in their minds what they already
know (Vaiciukynas et al., 2012). The supervise learning machine works in the same
way. In SVM, each line in a data set is represented by a label and SVM learns from
the data and inserts the recent data into the group closest to the learned group.
An ensemble of classiers is a collection of several classiers. Their individual
decisions are merged together in some manner to categorise the test samples (Kim
et al., 2003). It is believed (Kim et al., 2003) that an ensemble demonstrates better
performance than the individual classiers that make it up (Kim et al., 2003). In
real life applications, an ensemble shows better performance than single classiers.
For instance, if there is an ensemble of n classiers: fC1; C2; C3 : : : Cng having a test
data x, and if all the classiers are alike, then they might all be wrong at the same
data (Kim et al., 2003). Where an ensemble demonstrates the performance as an
individual classier, the drawback will be eliminated.
SVM has been recognised for possessing good generalisation ability and easy of
acquiring exact parameters for achieving global optimum (Burges, 1998). Due to the
above benets, their ensemble may not be highlighted as a method for classication
problem. However, with the use of approximated algorithm, SVM has reduced the
computation time whereas support vectors derived for learning are not sucient to
categorise unfamiliar test samples completely. Therefore, there is no guarantee that a
single SVM will provide a better global classication. To overcome above limitations,
SVM ensemble is used. Fig.3-4 (Kim et al., 2003) shows the general architecture of
SVM ensemble.
In the training phase, each SVM is trained independently through its own virtual
or replicated training data set via the boosting method (Kim et al., 2003). In the
end SVMs are aggregated with various aggregated methods. In the testing phase a
test example is deployed to all SVMs at once, and a decision is obtained based on an
aggregation strategy (Burges, 1998).
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Aggregation Strategy
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Figure 3-4: General Architecture for SVM Ensemble (Kim et al., 2003)
3.16 Advantages of SVM Ensemble
SVM is commonly used for image and text classication, email spam recognition, pat-
tern recognition and signature/hand writing recognition. However, SVM is primarily
used for classication and regression (Kim et al., 2003). There are a few drawbacks
associated with single SVM computation: (1) originally SVM was a model designed
for binary class classication and we can use SVMs as a combination for multi class
classication. By doing so their performance remains the same as in the binary clas-
sication and, (2) SVM is a time consuming due to large scale of experiment data
involvement, which is overcome by using approximate algorithms (Kim et al., 2003),
but these approximate algorithms increase the computation time and lower the classi-
cation performance. However, due to the surprising classication capability of SVM
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ensemble has benets: (1) outstanding generalisation capability of SVM ensemble
(Kim et al., 2003), ease of learning the same parameters in the best way globally;
(2) speedy parallel SVM ensemble computing. Parallel computing is considered to
be the high end of computing (Coelho, Cardoso, Fernandes, & Rodrigues, 2011); (3)
eective knowledge fusion with the same SVM representation over spatio-temporal
dimensions; (4) SVM ensemble computing saves time and/or money. With the help
of parallel computing a task can be divided into small tasks that can be run on ma-
chine simultaneously along with other sub tasks. In the end it shortens the time a
task takes to be completed with potential cost saving; (5) air pollution in nature is
a spatio-temporal problem, considered to be a larger problem, and SVM ensemble
computing helps to solve larger problems. In fact, SVM ensemble works on the phe-
nomenon of the divide and conquer rule; (6) SVM provides computing concurrency.
In serial computing only one thing can be done at one time, but SVM uses parallel
computing. This means that huge spatio-temporal air pollution data can be processed
simultaneously; (7) to address spatio-temporal problem SVM ensemble helps to make
decision making to a small change eective, economical and robust.
3.17 Motivation
As discussed the issues in the spatio- temporal air pollution analysis in Chapter 1
and because of the limitations of previous computation methods our goals for this
research become very clear: 1) To identify a method that could handle a large amount
of spatio-temporal data; 2) to ascertain a high percentage of classication accuracy on
spatio-temporal data by deploying ensemble algorithms; 3) should be able to perform
eciently on missing data; and 4) to nd the best speed of classication in terms of
computation time based on spatio-temporal air pollution data.
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3.18 Ensemble Learning Algorithms
Ensemble learning algorithms have become very popular over the last few years
(Minku & Yao, 2012). These algorithms generate several base models by deploy-
ing traditional machine learning algorithms and combining them into an ensemble
model, which demonstrates better performance than single models. Bagging and
boosting are the two most popular algorithms used for ensemble creation because
of their good empirical results and good theoretical support (Pan & Yang, 2010).
Nevertheless, most ensemble algorithms function in batch mode, i.e., they frequently
read and process the complete training set. Characteristically, they involve at least
one pass through from the training set for every base model to be contained in the
ensemble (Pan & Yang, 2010), whereas the base model learning algorithms themselves
go through the training set in order to create each base model.
We cannot expect to get base models that make mistakes on completely separate
parts of the input space and obtain ensembles that correctly classify all the examples
(Drucker, Cortes, Jackel, LeCun, & Vapnik, 1994). However, there are algorithms
that generate a pool of base models that result in errors which are not correlated as
possible. Ensemble algorithms such as bagging (Brown, 2009) and boosting (Drucker
et al., 1994) present diversity by promoting each base model with dierent subsets of
training examples or distinct weighted distributions over the examples.
The ensemble algorithms such as bagging and boosting are dierent in training
their base models. On the other hand, they are dierent in the way they combine their
base models. The majority of voting (L. Yu, Yue, Wang, & Lai, 2010) is considered
to be the basic method of combining models used in bagging whereas when results
of classiers result in probability values, a simple averaging method is an eective
combination method (Battiti & Colla, 1994). Weighted average is another method for
combining based models (Lincoln & Skrzypek, 1989). Boosting deploys a weighted
average method to combine its base classiers, where, each base model's weight is
proportional to its classication accuracy. The combining techniques for base models
discussed above are linear combining techniques which are analysed in depth (Rlitsch,
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Onoda, & Miiller, 1998). There are also non-linear combining schemes for base models
that include rank based combining (Park & Kargupta, 2002), belief based methods
and order statistic combiners (Kim et al., 2003).
3.19 Proposed SVM Ensemble for Spatio-temporal
Air Pollution Analysis
Unpleasant air quality can kill many organisms including humans (Namdeo, Tiwary,
& Farrow, 2011). The emissions of various gases into the air can cause respira-
tory disease, cardiovascular disease, throat inammation, chest pain and congestion
(Venkataramani & Fried, 2011; Triolo et al., 2008). In this context, the eects of air
pollution on humans and other living organisms points to the formation of a compu-
tational technique for detecting, examining and predicting air quality for the future.
It is noticeable that air pollution analysis often involves processing a huge quantity of
spatial image data and long-term historical/temporal data on air parameters. This
in practice poses the challenge of not only spatio-temporal knowledge discovery, but
also knowledge fusion over spatio-temporal dimensions. Addressing computational air
pollutions analysis, the proposed research focuses on constructing a spatio-temporal
computing environment by SVM ensemble where, a set of individual support vec-
tor machines (SVMs) are aggregated for the purpose of data mining, and where the
advantage of SVM aggregation computing is explored as it has: (1) outstanding
generalisation capability of SVM aggregation; (2) speedy parallel SVM aggregation
computing; and (3) eective knowledge fusion with the same SVM representation
over the spatio-temporal dimensions.
The spatial-temporal data can be formatted as (3.16) and (3.17). (3.16) represents
temporal data and (3.17) represents spatio-temporal data. In the time series one
time instance is a matrix (3.17), whose elements represent air pollution states in
dierent geometric locations. Elements are data collected by sensor devices in various
locations.
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X =
26666664
Xt1
Xt2
...
Xtn
37777775 (3.16)
Xti =
26664
x1;1;ti ;    ; x1;m;ti
...
. . .
...
xn;1;ti ;    ; xn;m;ti
37775 (3.17)
The decision of individual SVMs are combined together by the majority vote
method to analyse the air pollution problem. SVM ensemble demonstrates better
performance than individual SVMs (Kim et al., 2003). However, to ensemble individ-
ual SVMs,there are two combination methods that can be applied such as linear and
non-linear combination methods. In the linear combination method, several individ-
ual SVMs are combined linearly with majority of voting. Majority voting is applied
for combining various SVMs.
Air pollution is a complex and global problem. It can be solved through spatio-
temporal analysis along with an appropriate computation technique, which is the
SVM ensemble. Air pollution cannot be solved with a single SVM (Kim et al., 2003;
Vaiciukynas et al., 2012). Air pollution was simplied by persolisation, meaning
focusing on specic location and time. It resulted in limiting our analysis of the air
pollution problem to a specic location and time, and then creating an ensemble of
all these models together, as (3.18) and (5.3).
fsvm ensemble(XL;T) = ffsvm1(XL1;T); fsvm2(XL2;T); : : : ; fsvmN(XLN;T)g (3.18)
fsvm ensemble(XL;T) = ffsvm1(XL;T1); fsvm2(XL;T2); : : : ; fsvmM(XL;TM)g (3.19)
Following the same idea various models focusing on specic location and time,
were ensembled through (3.20).
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fsvm ensemble(XL;T) = ffsvm1(XL1;T1); : : : ; fsvm2(XL2;T2); : : : ; fsvmNM(XLN;TM)g
(3.20)
Further ensemble algorithms that we will use to solve the spatio-temporal air
pollution problem are bagging and boosting, which are explained below briey.
3.20 Bagging
The bagging algorithm generates various bootstrap training sets from the original
training set and deploys each of them to produce a classier for enclosure in the
ensemble. The bagging algorithm and bootstrap sampling with replacement is illus-
trated below (Breiman, 1996).
Bagging(T,M)
1 For each m = 1; 2; :::;M;
2 Tm = Sample With Replacement(T ,N)
3 hm = Lb(Tm)
4 Return hfin(x) = argmaxy2Y
PM
m=1 I(hm(x)) = y
Sample With Replacement(T,N)
1 S = 
2 for i = 1; 2; :::; N
3 r = randominteger(1; N)
4 Add T [r] to S
5 Return S.
In order to create a bootstrap sample from a training set of N , we execute N
multinomial trials and in each trial we draw one of the N samples. In this case each
sample has a probability of 1=N to be drawn in each trial.
The second algorithm shown above does exactly this N times. The algorithm
selects a number from 1 to N and then adds the T [r] training example, in order to
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the bootstrap training set S. Noticeably, some of the original training examples will
not be selected for inclusion in the bootstrap training set, and others will be selected
one time or more. In bagging, the number of base classiers that need to be learned
M , are created through bootstrap training sets and further classiers are generated
using each of them. Bagging yields a function h(x) that classies new examples by
yielding class y that receives the maximum number of votes from the base models
fh1; h2; h3 : : : hmg. I is the indicator function, which takes 1 if it is true otherwise 0. In
bagging, the M bootstrap training sets produced are likely to have some dierences.
If these dierences are enough to show obvious dierences among theM base models,
then in that case the ensemble will perform better than the base models individually
(Breiman, 1996).
Models are said to be unstable (Breiman, 1996), if the dierences in their training
sets show signicant dierences in the models and stable if not. In another way, we
can say that the bagging method does more to reduce the variance in base models
than bias, so bagging performs better than its base models, when the base models
have low bias and high variance.
3.21 Boosting
Adaboost is a boosting algorithm which we used with other algorithms for spatio-
temporal air pollution analysis in our research. Adaboost algorithm generates a
sequence of based models along with dierent weight distributions over the training
set. Adaboost algorithm is illustrated below (Diez & Gonzalez, 2000).
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AdaBoost( f(x1; y1); : : : ; (xN ; yN)g; Lb;M)
1 Initialize D1(n) = 1=N for all n 2 f1; 2; : : : ; Ng
2 for m = 1; 2; : : : ;M;
3 hm = Lb(f(x1; y1); : : : ; (xN ; yN)g; Dm))
4 Calculate the error of hm : m =
P
n:hm(xn) 6=yn
Dm(n)
5 If m  1=2 then
6 set M = m  1 and abort this loop
7 Update distribution Dm:
8 Dm+1(n) = Dm(n)
8<: 12(1 m) if hm(xn) = yn1
2m
otherwise
9 Output the nal hypothesis:
10 hfin(x) = argmaxy2Y
P
m:hm(x)=y
log 1 m
m
It has a set of N training examples, a base model learning algorithm Lb and the
number of base models M , that we want to combine. The Adaboost algorithm was
designed for two class classication. However, it has been regularly used in previous
research for more than two classes.
The rst step in the Adaboost algorithm is the construction of weights distribution
D1 over the training set. In the Adaboost algorithm, the rst distribution is one that
assigns equal weight to all N training examples. By now, we enter into the loop of
the Adaboost algorithm. In order to make the rst base model, we call the base
model learning algorithm Lb with distribution D1 over the training set. If Lb fails to
take a weighted training set, one can derive it by sampling with replacement from the
original training set with the help of distribution Dm. After getting h1 hypothesis
and calculating error E1 on the training set, which is the sum of the weights of the
training examples that h1 misclassied, we want E1 < 1=2. If this condition is not
satised then we stop here and will go to the ensemble that consists of previously
generated base models. In this case if 1 < 1=2 is satised, then we calculate D2
over the training examples as follows. Correctly classied examples by h1 have their
weights multiplied by 1
2(1 1) . The weights of misclassied examples by h1 will be
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multiplied by 1
2(1)
. According to our condition 1 < 1=2, the weights of correctly
classied examples will be reduced and the weights of misclassied examples will be
increased (Diez & Gonzalez, 2000). In other words, in the case of examples that h1
misclassied their aggregate weight will increase to 1=2 under D2, and in the case of
examples that h1 correctly classied their aggregate weight will reduce to 1=2 under
D2. From here we go into the next iteration of the loop to construct the base model
h2 using training the set and new distribution D2. We build M based models in this
way. The ensemble derived from Adaboost is a function that takes new example as
an input and returns the class that gets the maximum weighted vote over theM base
models. Each base model's weight is log(1 m
m
), which is proportional to the accuracy
of base models on the weighted training set presented on it.
It is quite clear from the above explanation that the core of the Adaboost algorithm
is the distribution updating step. Its explanation is as follows: (Schwenk & Bengio,
2000). In the Adaboost algorithm we perceive that m represents the sum of the
weights of misclassied examples. The weights of misclassied examples are multiplied
by 1
2m
, by doing this, sum of their weights increased by m  12m = 12 . The weight
of correctly classied examples is (1   m), but their weights are multiplied by 12m
so sum of their weights decreases by (1   m)  12(1 m) = 12 . The adjustment of this
weight results in the next model to be generated by a weak learner, which will have
an error of less than 1=2. From this misclassied examples of previous base model
will be learned.
In general the boosting algorithm reduces the bias than the variance (Schwenk &
Bengio, 2000). The boosting algorithm has a tendency to improve its base models
when they have high bias and low variance. The reduction of bias in the boosting
algorithm derives from the fact that it adjusts distribution over the training set.
The weights of misclassied examples by base model increases resulting in the base
model algorithm focusing more on those examples. For instance, when the base model
learning algorithm is biased to certain examples, they get more weight, resulting in
the possibility of correcting that bias. This mechanism of adjusting the training set
distribution results in diculty for the boosting algorithm, when the training data
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are noisy (J. Xu & Li, 2007). Noisy examples are dicult to operate and learn in
boosting algorithm (J. Xu & Li, 2007). Because high weights are assigned to examples
which are noised than others, the boosting algorithm is forced to focus more on those
examples and overt the data.
3.22 Empirical Evaluation
In this section, we rst introduced the evaluation measures that we used in our
experiments to derive results on air pollution data.
3.22.1 Confusion Matrix
The evaluation measures used in our experiments are based on the confusion matrix.
The confusion matrix for class problems consists of positive and negative class values.
In each instance I is plotted against one element of the set P; n of positive and
negative class labels. For actual class label Y and for negative class label N are
used for the class predictions generated by the model. For a given classier and an
instance there are four possible outcomes. If the instance is positive and classied as
a positive by the model, then it is said to be true positive (TP). If it is classied by
the model negative, it is said to be false negative (FN). If the instance is negative
and is classied as negative by the model, it is said to be true negative (TN). If it is
classied as a positive by the model then it is said to be false positive (FP). This two
by two confusion matrix is also known as a contingency table (L. I. Kuncheva, 2004).
The matrix establishes the basis for various metrics.
3.22.2 G-means Metric
The g-means metric is used to evaluate the algorithm performance on imbalanced
problem. One of the benet of selecting this metric is that it quanties the balance
of a combination scheme. If the classier is biased towards a certain class, then the
g-mean value will be low, which means positive examples fail to identify resulting
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g-means=0. It is illustrated as (Akbani, Kwek, & Japkowicz, 2004) in (3.21):
g =
p
sensitivity  specificity (3.21)
3.22.3 Performance Measures
Accuracy of classication and time taken to build a model by algorithm were consid-
ered in performance measures. Accuracy is dened as, accuracy = TP + TN=(TP +
FP + TN + FN) where, TP,FP,TN and FN represents the number of true positive
predictions, false positive predictions, true negative predictions and false negative
predictions respectively (Drucker et al., 1994). Further, Precision, Recall, F-Measure
etc results were also delivered from the WEKA classier performance evaluator.
3.23 Data Characteristics
This research makes use of spatio-temporal air pollution data for the year 2010
The data consist of data from 24 states of the US and 8700 samples. The data
were generated by measuring daily one hour SO2 concentration across 24 states of
the US. The data are available from the Environmental Protection Agency (EPA)
(http://www.epa.gov/airquality/airdata/ad data daily.html). Changes have been made
to the attributes of data to make the necessary analysis. Importantly, for our data
mining purposes, air pollution levels of the 24 states of the US are determined based
on the Air Quality Index (AQI).
3.24 Experiment Design
The air pollution data includes 8700 samples. A standard cross validation approach
was applied on the data. We used K-Fold cross validation which is the default option
in WEKA. In our case it was, 10-fold. The data includes two classes (Class "a":
good (meaning, air quality is considered satisfactory and pollution poses little or no
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risk to people), class "b": moderate (meaning, air quality is acceptable, but for some
pollutants there may be a moderate health concern for a very small number of people)
and consists of the following thirteen attributes as listed in Table 3.2. To compare
a single SVM, bagging and AdaboostM1 ensemble algorithms, their CPU time and
accuracies are implemented in Weka 3.6.5 software. We ran Weka on Windows 7
Enterprise with system conguration Intel Core i5 processor (3.2GHz) with 4GB
1067 MHz DDR3 of RAM.
# Attribute Nominal Numerical
1 DATE -
p
2 AQS SITE ID -
p
3 POC -
p
4 Daily Max 1-hour SO2 Concentration -
p
5 DAILY AQI VALUE -
p
6 DAILY OBS COUNT -
p
7 PERCENT COMPLETE -
p
8 CSA CODE -
p
9 CBSA CODE -
p
10 COUNTY CODE -
p
11 SITE LATITUDE -
p
12 SITE LONGITUDE -
p
13 POLLUTION
p
-
Table 3.2: Air Pollution Data Attributes
3.25 Generalisation Performance on Spatio-temporal
Air Pollution Data
Firstly, we compared ensemble creation methods such as single SVM, AdaboostM1
and Bagging algorithms on air pollution data. In Table 3.2 attributes of air pollution
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data are given. This table shows that air pollution data consisted of date, air quality
site id (AQS SITE ID), parameter occurrence codes (POC), daily maximum 1 hour
SO2 concentration, daily air quality value (DAILY AQI VALUE), daily observation
count (DAILY OBS COUNT), percentage of data complete (PERCENT COMPLETE),
combined statistical areas code (CSA CODE), core based statistical area (CBSA CODE),
county code (COUNTY CODE), site latitude (SITE LATITUDE), site longitude
(SITE LONGITUDE) and pollution status (POLLUTION). All pollution data at-
tributes have numerical values except pollution which got a nominal value.
The performance of each ensemble creation algorithm on imbalanced data are
measured by sensitivity and specicity (Ahn et al., 2007) . They are dened as:
Sensitivity= #true positive/(#true positive + # false negative)
Specicity=#true negative/(#true negative + # false positive)
Several researchers (Kubat & Matwin, 1997; Wu & Chang, 2005; B. X. Wang &
Japkowicz, 2008) used g-metric means to evaluate the performance of the algorithm
on imbalanced data, because it combines sensitivity and specicity by taking their
geometric mean. Based on sensitivity and specicity values the g-means (Kubat &
Matwin, 1997; Wu & Chang, 2005; B. X. Wang & Japkowicz, 2008) is calculated to
evaluate the performance on imbalanced data.
The g-means metric values of the three algorithms on air pollution data are shown
in Table.3.3. From this table it can be found that an ensemble with the AdaboostM1
algorithm performs the best among the three algorithms in general. The success
of the AdaboostM1 algorithm lies in its boosting mechanism focusing more on the
misclassied instances in the minority class. Hence, from the values of g-means metric
we can say that an ensemble with the AdaboostM1 algorithm performed well with
C equals 10, 30, 50 and 70 iterations respectively, compared with single SVM and
Bagging ensemble creation methods on air pollution data.
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Classier #Iterations d* g-means
SVM
10 1 .903
30 1 .811
50 1 .811
70 1 .811
Bagging
10 1 .847
30 1 .903
50 1 .888
70 1 .848
AdaboostM1
10 1 .999
30 1 .999
50 1 .999
70 1 .999
*d: degree of polynomial
Table 3.3: G-means Metric Results on Spatio-temporal Air Pollution Data
3.26 Experiment Results and Discussions
We tried to classify the air pollution data set by using three dierent algorithms single
SVM, Bagging and AdaboostM1 in order to nd the high percentage of classication
accuracy. Firstly, we deployed Sequential Minimal Optimisation (SMO) as a kind
of SVM algorithm and obtained associated results as shown in Table.3.4. Table.3.4
shows that the best classication of 76.33% is obtained when C = 70. As the number
of iterations i.e, C. increased, there was an increase in classication accuracy as well.
However, the execution time was on the rise, and as the number of iterations was
increasing, which was quite signicant i.e, 159 minutes, when C was 70.
Results obtained with the bagging algorithm are shown in Table.3.5, which shows
that the best classication of 79.66% was obtained when C = 70. As the number of
iterations increased, there was an increase in classication accuracy as well. However,
the execution time was on the rise, and as well the number iterations was increasing,
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but the increase in the execution time of the bagging algorithm was less than the
SMO algorithm, when C was 70.
The boosting algorithm results are shown in Table.3.6. Table.3.6 shows that the
best classication of 91.28% is obtained when C = 70. As the number of iterations
increased, there was an increase in classication accuracy and execution. The time
dierence for 10, 30, 50 and 70 iterations is comparatively close.
The best classication using a single SVM is 76.33% for C = 70 with correctly
identifying 6642 out of 8701 samples. The best classication accuracy with bagging
is with C = 70 correctly identifying 6932 samples with 79.66%. Overall the best
classication accuracy of 91.28% correctly identifying 2943 samples is obtained with
the boosting algorithm. The classication accuracy with boosting is considerably
higher with 14.95% more than SMO and 11.62% more than bagging. Further, the
performance of boosting is better than SMO and bagging with a lesser execution time
of 31 minutes and 20 minutes respectively.
C Correctly Incorrectly Accuracy Execution
Classied Classied (%) Time(mins)
10 5786 2915 66.49 62
30 6255 2446 71.88 92
50 6412 2289 73.69 126
70 6642 2059 76.33 159
Table 3.4: Classication Using the SMO
From the above results, we can say that the success of the AdaboostM1 algorithm
to create ensemble model achieved a high percentage of classication accuracy and
low computation time, which lies in its boosting mechanism, meaning working more
on the misclassied samples and to avoid the overtting problem as discussed in the
previous chapter. Hence, from the results we can say that the best percentage of
classication accuracy is provided by the AdaboostM1 algorithm. It can generate an
ensemble model with numbers of iterations 10, 30, 50 and 70 recorded respectively,
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C Correctly Incorrectly Accuracy Execution
Classied Classied (%) Time(mins)
10 6212 2489 71.39 51
30 6278 2423 72.15 84
50 6743 1958 77.49 121
70 6932 1769 79.66 148
Table 3.5: Classication Using the Bagging
compare with other algorithms. Moreover, in terms of computation time to build
an ensemble model, the AdaboostM1 algorithm demonstrated better results with
the number of iterations 10, 30, 50 and 70 recorded respectively, compared with
single SVM and bagging algorithms. From our experiment results we can say that
the performance of the AdaboostM1 algorithm relies more on the ensemble model
function and the number of iterations in order to transform data from an input space
to a higher dimensional feature space.
C Correctly Incorrectly Accuracy Execution
Classied Classied (%) Time(mins)
10 6980 1721 80.22 59
30 7125 1576 81.88 89
50 7756 945 89.13 114
70 2943 758 91.28 128
Table 3.6: Classication Using the Boosting
3.27 Conclusion
Ensemble learning is a procedure, employed to train numerous learning machines
and to combine their outputs to obtain a better composite global model, with more
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accurate and reliable decisions than can be accomplished through a single model.
The ensemble methodology has been used in the past and recently across various
disciplines to improve the predictive performance of single models, such as: bioinfor-
matics, medicine, nance, manufacturing, information security, information retrieval
and image retrieval etc.
The fundamental principle of ensemble learning is that in real-world situations,
every model has some weaknesses and will make errors on training data. Given
the fact that each model has certain limitations, the aim of ensemble learning is to
supervise their strengths and weaknesses, leading to the best possible decision in
general. Our literature review in this research reveals that ensemble models have
obtained higher acceptability in terms of accuracy than single models.
As said earlier, ensemble methods are applied across various disciplines, but ques-
tions like, 'What is the best method for constructing an SVM based ensemble?' are
still there. In our research we reviewed four ensemble methods for constructing an
SVM based ensemble and six characteristics of ensemble learning were considered.
It was found that no single method achieved all the characteristics as highly as are
required by those methods to achieve optimal performance of ensemble learning for
reducing the chances of making a poor decision.
These experiments help us to answer our rst research question that ensembles are
capable of processing spatio-temporal data successfully. However, to validate results
further experiments are required with the increase of data size. Further answering to
our second research question that ensemble can handle the distributed nature of air
pollution data eciently and results in better classication accuracy.
From our ndings, the bagging algorithm achieved high accuracy compared with
other methods because of its easy implementation and its functionality on limited
data size. Bagging was considered to be highly accurate, usable, compact and robust
for constructing ensembles. The boosting algorithm achieved high usability. In terms
of computational cost, stacked generalisation and mixture of experts methods were
considered highly expensive to run and to manage their data. However, the success
of ensemble methods depended on other factors as well such as the choice of a base
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classier, such as the procedure in which a training set is modied, the selection of
combination methods and the ability of selected base classiers to solve the problem.
Similarly, questions like,'How can we best understand the decision made by ensem-
bles?' is still there as well. In our report, we reviewed various methods for combining
outputs of SVMs based ensemble classiers. After reviewing those methods, we can
conclude that these methods lack comprehensibility, i.e., the knowledge learned by
ensemble methods is not understandable to the user. Moreover, these combination
methods have exible parameters for training and non-trainable data. Therefore,
their results have not been agreed upon in the vast research community.
Diversity creation in ensemble learning is very important. Accurate results are
obtained when the classiers are more diverse. Lack of a formal denition of diversity
in ensemble learning posed one of the limitations to its functionality. The relation
between ensemble diversity and ensemble performance is designed for regression prob-
lems. However, it is not yet formalised as a classication problem.
From our comparison of four methods for constructing SVM based ensemble learn-
ing, and through our review of methods combining outputs of SVMs based ensemble
classiers, we can conclude that there is even not a single best method for creating
SVM based ensemble or for combining outputs of classiers. Some methods mainly
work better than others, and few methods might do better than others in certain
circumstances.
Further research is required to develop an ideal method for construction of SVM
based ensemble methods which should achieve accuracy, scalability, usability and
exibility, and which should be able to handle large image size and long-term historical
data, particularly the spatial and temporal data of environmental analysis. Similarly,
a method for combining outputs of classiers should be developed as well, and the
focus of that method should not only to achieve optimal performance but should also
focus on providing more information of its insight in decision making.
Experimental results of an air pollution dataset demonstrated that the proposed
SVM ensemble method with the AdaboostM1 algorithm performs better than other
algorithms such as: single SVM and bagging. The classication accuracy of a single
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SVM method was 76.33%, and the time taken to build the ensemble model was 159
minutes. The classication accuracy of bagging algorithm was 79.66%, and the time
taken to build ensemble model was 148 minutes. However, compared with those
results, the best percentage of classication accuracy of 91.28% was achieved through
the AdaboostM1 algorithm and it also took lesser time of 128 minutes to build an
ensemble model via the AdaboostM1 algorithm. Besides these, it was found that
generalisation performance of AdaboostM1 algorithm was better compared with the
single SVM method.
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Chapter 4
Performance of Existing
Imputation Methods for Missing
Data in SVM Ensemble Creation
4.1 Introduction
Air quality is monitored to detect any pollutant concentrations that have adverse
eects on human beings (Alberini, Bigano, Post, & Lanzi, 2016). For this reason
air quality is monitored at various locations through monitoring stations. However,
to conduct air pollution analysis, large observations of missing data make the task
dicult to evaluate (Hirabayashi & Kroll, 2017). The missing data are a result
of equipment failure, human error, routine maintenance, changes in the position of
monitors or other factors (Masiol, Squizzato, Formenton, Harrison, & Agostinelli,
2017). This missing data or incomplete data set creates results that are actually
dierent from those that would have been monitored through a complete data set
(Jordanov & Petrov, 2014).
The occurrence of missing data requires serious consideration when analysing the
data. There are three main problems associated with an incomplete data set (Zhan et
al., 2017; Rahman, Smith, & Timms, 2014). Firstly, the loss of information results in
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reduction of eciency. Secondly, the missing data leads to problems in data handling,
computation analysis, and further minimises eorts to use standard software. Thirdly,
and this is most importantly, the results produced via missing data may be biased
due to the dierence between the observed data and unobserved data. However, there
are currently some statistical packages such as SPSS which can handle missing data
and can perform replacement for missing values.
Our approach to handling missing values or incomplete data sets in current re-
search is limited to ve imputation options. These are implemented in SPSS, and
our goal for this research is to determine the best imputation method to replace
missing values for Carbon monoxide(CO) concentrations in our research. These ve
imputation methods for missing data are explained later in this chapter.
The remainder of this chapter is organised as follows: Section 4:2 denes the types
of missing data. Section 4:3 discusses the reasons for using imputation methods for
missing data. Section 4:4 provides experimental design and imputation methods used
to handle missing data. Section 4:5 is dedicated towards results and discussion for
the experiments. Finally, section 4:6 presents a conclusion to this chapter.
4.2 Types of Missing Data
Incomplete data are present in many studies (Witten, Frank, Hall, & Pal, 2016).
This incomplete or uncollected data information is named missing data (values), and
is considered to be a signicant problem for researchers. This missing data problem is
faced more in air pollution monitoring stations (Khunsongkiet & Boonchieng, 2016),
where data are collected from multiple monitoring stations which are widespread
across several locations (Ali, Tirumala, & Sarrafzadeh, 2014). Generally, there are
two types of missing data encountered in air quality monitoring (Y. Xu, Du, & Wang,
2017). The rst form of missing data are non-ignorable data, where missing datum
probability is dependent on its value, and ignoring missing data probability of missing
datum does not rely on its value. The second form of missing data are ignorable
missing data, which is of two types. The rst type of ignorable missing data are
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linked to sampling, which refers to the situations where, it is not possible to obtain
data from the whole population. In this case probability sampling is used to get
a representative population sample. The second type of ignorable missing data are
where, data are missing at random (MAR) it refers to the pattern of missing data
that varies for subsets for a particular variable. It is determined that the air quality
missing data are MAR.
To test the accuracy of imputation method, incomplete data sets need to be gen-
erated from a complete data set (Yin, Levy, Willinger, Adourian, & Larson, 2016).
For the imputation of missing values of air quality, various patterns of air quality
missing data sets are created to evaluate the eciency of each method. These miss-
ing patterns helped researchers to select the best estimation imputation method for
research analysis.
From the previous literature, it is quite evident that various methods based on
machine learning for imputation of missing data were proposed. However, for our
research we will take a dierent approach for imputation on missing data of Carbon
monoxide (CO) concentrations in the Auckland region by deploying the series mean
method, the mean nearby point method, the median nearby point method, the linear
interpolation method and the linear trend at point method. For all the above methods,
mean absolute error will be calculated, and each method classication accuracy will be
determined by SVM ensemble creation. The above imputation methods are explained
further in this chapter.
4.3 Reasons for Using Imputation Methods
Researchers have used various alternative methods for imputation of missing data
(Pattanodom, Iam-On, & Boongoen, 2016). There are three traditional reasons cur-
rently used in research for explaining missing data:
1. The computer programs are dened in such a way that an empty space is a
missing value. Therefore, computer programs ignore these missing values as
dened. In other words, they do not include them in the analysis (Eriksson &
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van den Hengel, 2012).
2. Another common method to intervene in missing values is to remove the vari-
ables or subjects for which missing values are there (Jiang et al., 2016). However,
deleting the subjects may result in loss of data and will produce biased results,
because of the systematic dierence between the collected and uncollected data
(Pampaka, Hutcheson, & Williams, 2016).
On the other hand if the missing values are presented in a group of variables,
and if the variable(s) is/are of no such importance then the variable can be
deleted. However, in a case where, the available variables are distributed, then
deleting such variable(s) will result in serious loss of data (Pampaka et al., 2016).
Moreover, variables which have missing values are not distributed randomly, so
deleting that variable data may result in skewness of the distribution (Cokluk
& Kayri, 2011). For such reasons, it is proposed that imputation of missing
values helps to protect the sample size as well (Xindong, Xingquan, Qing, &
Wei, 2014).
3. Another way to solve the missing data problem is to make predictions of miss-
ing values and use them in the analysis (Batista & Monard, 2003). However,
prediction of missing values, and imputation can be used only for quantitative
variables. The three most common methods for prediction of missing quanti-
tative variables (Cokluk & Kayri, 2011; Razak, Zubairi, & Yunus, 2014), are
prior knowledge, regression and average (mean) imputation.
4.4 Experimental Design and Methods
For simulation of missing data, annual hourly monitoring records for CO concentra-
tions were collected from seven stations in the Auckland region, Takapuna, Khyber
Pass road, Henderson, Pakuranga, Queen Street, Glen Eden and Pukekohe. The
data set contains CO concentrations on a time scale of one per hour (hourly aver-
aged) spread over a year.
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For calculation of the missing values of the CO concentrations of seven monitoring
stations and for the calculation of mean absolute error of each imputation method we
used the IBM SPSS Statistics version 22 for our experiments. For the classication
accuracy of each imputation method, we ran Matlab on Windows 7 Enterprise with
system conguration Intel Core i5 processor (3.2 Ghz) with 4 GB 1067 MHz DDR3of
RAM.
Characteristics of CO are shown in Table.4.1. Table.4.1 shows that a total of 8783
observations of CO are available for experiment purposes, of which 2169 (24.69 %) are
missing. The number of extremes of seven monitoring stations was provided. This
was varied from station to station.
Stations N Mean Std.
Missing No. of Extremes
Count Percent Low high
Station 1 8544 .427 .5505 239 2.7 0 332
Station 2 8656 1.212 1.1644 127 1.4 0 412
Station 3 8487 .256 3484 296 3.4 0 399
Station 4 8504 .501 .6049 279 3.2 0 351
Station 5 8477 .695 .6247 306 3.5 0 349
Station 6 8564 .310 .4121 219 2.5 0 412
Station 7 8080 .254 .3083 703 8.0 0 309
Table 4.1: Characteristics of CO data
Fig.4-2 contains the statistics of concentrations of CO data statistics providing
information for CO data skewness. Fig.4-1 is an illustration of concentrations of
CO data skewness. Fig.4-1 shows that there is some variability in range as shown
in concentrations of CO data from 3.9 to 8.9 g=m3 in various monitoring stations.
However, the data are skewed towards the right, demonstrating that for most of the
time, low concentrations of CO were observed across the Auckland region.
Environmental Performance Indicators (EPIs) were calculated relative to the Na-
tional Environmental standards for Air Quality for each gas. Since these values are
dierent, the EPI classes are dierent. The data for this study includes ve classes
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Figure 4-1: Concentrations of CO Data Skewness
for monitoring CO in the Auckland region according to EPIs: (class "a": excellent
(meaning, air quality is considered fantastic and no risk at all to people), class "b":
good (meaning, air quality is considered satisfactory and there is little likelihood of
damaging people's health), class "c": acceptable (meaning, air quality is acceptable,
but there is risk to people's health), class "d": alert (meaning, air quality is not
acceptable, and there is serious risk to people's health), class "e": action (meaning,
air quality is deteriorating and a quick response is required).
Hence to deal with the missing data of CO on annual hourly monitoring, records
of various stations in the Auckland region requires a method(s) for imputation of
missing data.
For this analysis, in our experiments for missing data of the seven monitoring sta-
tions of CO concentrations we applied ve imputation methods that are implemented
in SPSSM. These methods are named as series mean (SM) method, mean of nearby
points (MNP), median of nearby points (MDNP), linear trend at point (LTAP) and
linear interpolation (LI). Each method meant that absolute error was calculated for
the seven monitoring stations and based on that, its eectiveness was determined.
Similarly, each imputation method of classication accuracy was calculated, and fur-
ther evaluation of each imputation method on performance accuracy using boosting
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Figure 4-2: Concentrations of CO Data Statistics
and bagging algorithms was conducted. With the help of each imputed data method
an ensemble was built, and its classication accuracy was computed.
The proposed ve imputation methods for missing CO data of seven monitoring
stations of the Auckland region are explained below with their signicance.
4.4.1 Series Mean (SM) Method
In this method missing values are imputed with the mean of the entire data. The
missing CO concentrations of the seven monitoring stations were replaced with their
station's mean.
4.4.2 Mean of Nearby Points (MNP) Method
In this method missing values are imputed by the mean of nearby points (surrounding)
values. The number of nearby points is derived from 'span of nearby points' option in
SPSS. The default value in the SPSS program is '2 digits'. In other words, the mean
is calculated by using a complete station's data from above and below the missing
values, and this value is imputed instead of entire data.
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4.4.3 Median of Nearby Points (MDNP) Method
In this method missing values are imputed by the median of nearby (surrounding)
values. The number nearby points is derived from 'span of nearby points' option in
the SPSS program. The default value in the SPSS program is '2 digits'. The median
is calculated by using the complete values of a station's data from above and below,
and the missing data and the derived value are used to replace the missing value.
4.4.4 Linear Interpolation (LI) Method
This method replaces missing values by interpolation. The last incomplete informa-
tion in the CO monitoring station's data before the missing value and the rst value
after the missing data in the CO monitoring station's data are used for interpolation
(Amsallem & Farhat, 2008). In cases where the rst or last data in a series is missing,
the missing value is not replaced.
4.4.5 Linear Trend at Point (LTP) Method
Missing values in this method are replaced in accordance with the trend of current
structure data. The imputed missing data are replaced based on an index variable
scale 1 to n (Engels & Diehr, 2003).
The performance of each of the above methods is determined based on the mean
absolute error (MAE). The selection of the best method is based on an estimate of
the missing values with least error. MAE is the average between actual and predicted
data values. It can be represented from (4.1)(Hirabayashi & Kroll, 2017).
MAE =
1
N
NX
i=1
jPi  Oij (4.1)
MAE values range from zero to innity. However, a perfect t can only be achieved
when MAE=0.
Classication accuracy in building an ensemble was another consideration of each
method. Classication accuracy was considered in the evaluation of each method
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imputation for missing data. An SVM ensemble was developed based on each im-
putation method using boosting and bagging algorithms. Confusion matrices were
obtained for each method in building ensemble for CO analysis.
4.5 Results and Discussion
The descriptive statistics of mean absolute errors with the SM method are shown
in Table.4.2. Table.4.2 shows that with the SM method the best result of least
MAE of :1533 was obtained for station 7 of CO monitoring. The second least error
result is of .2237 for imputing the missing data of station 6: Hence, the lower :1533
MAE with SM method shows that prediction imputation of missing data to actual
values with this result showed least error when it came to imputation of missing data.
The descriptive statistics of mean absolute errors with MNP method are shown in
Stations N Minimum Maximum MAE Std.Deviation
Station 1 8783 .00 6.97 .2992 .45308
Station 2 8783 .00 7.49 .9134 .70834
Station 3 8783 .00 3.64 .2246 .25858
Station 4 8783 .00 7.20 .3551 .47763
Station 5 8783 .00 8.21 .4405 .42733
Station 6 8783 .00 5.19 .2237 .33987
Station 7 8783 .00 6.45 .1533 .25284
Table 4.2: Mean Absolute Errors with SM Method
Table.4.3. Table.4.3 shows that .254 MAE for station 7 was obtained. This is the
best result available with this method. The second best result was achieved with
an MAE of .256 for station 3. The results of .254 and .256 MAEs were obtained
in imputation of predicted actual values. Further results of this method showed
how close the results were in terms of MAE for predicting missing values for each
monitoring station. The descriptive statistics of mean absolute errors with MDNP
method are shown in Table.4.4. Table.4.4 shows that the minimum MAE of .1607
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Stations N Minimum Maximum MAE Std.Deviation
Station 1 8544 .03 6.97 .3075 .45657
Station 2 8783 .01 7.49 .9242 .70189
Station 3 8783 .01 3.64 .2309 .25621
Station 4 8782 .00 7.20 .3645 .47509
Station 5 8781 .01 8.21 .4499 .42179
Station 6 8783 .01 5.19 .2283 .33967
Station 7 8771 .00 6.45 .1650 .25036
Table 4.3: Mean Absolute Errors with MNP Method
was obtained for station 7. However, MAE of .9236 is highest for station 2. The
results of this method demonstrated that least .1607 of MAE was obtained through
this method of imputation compared with actual values. The descriptive statistics
Stations N Minimum Maximum MAE Std.Deviation
Station 1 8544 .03 6.97 .3075 .45657
Station 2 8783 .01 7.49 .9236 .70298
Station 3 8783 .00 3.65 .2295 .25715
Station 4 8782 .01 7.21 .3629 .47628
Station 5 8781 .01 8.21 .4494 .42276
Station 6 8783 .01 5.19 .2275 .33991
Station 7 8771 .01 6.46 .1607 .25324
Table 4.4: Mean Absolute Errors with MDNP Method
of mean absolute errors with the LI method were shown in Table.4.5. Table.4.5
shows that imputation for missing data prediction through Linear Interpolation (LI)
received .1620 MAE for station 7. However, the second best result for this method
was achieved with an MAE of .2280 for station 6. The descriptive statistics of mean
absolute errors with the LTP method are shown in Table.4.6. Table.4.6 shows that
the best result with LTP is obtained with a minimum MAE of .1597 for station 7
for prediction of missing values. The second best result was obtained with an MAE
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Stations N Minimum Maximum MAE Std.Deviation
Station 1 8544 .04 6.96 .3250 .44736
Station 2 8783 .01 7.49 .9220 .70219
Station 3 8783 .00 3.65 .2281 .25681
Station 4 8783 .00 7.20 .3616 .47535
Station 5 8783 .01 8.20 .4573 .41793
Station 6 8783 .00 5.19 .2269 .33914
Station 7 8773 .00 6.45 .1597 .25134
Table 4.5: Mean Absolute Errors with LI Method
of .2269 for station 6. Overall, the SM method demonstrated best in prediction of
Stations N Minimum Maximum MAE Std.Deviation
Station 1 8544 .03 6.97 .3075 .45657
Station 2 8783 .01 7.49 .9239 .70339
Station 3 8783 .00 3.65 .2305 .25769
Station 4 8783 .00 7.20 .3637 .47602
Station 5 8782 .01 8.21 .4505 .42326
Station 6 8783 .01 5.19 .2280 .34028
Station 7 8771 .00 6.46 .1620 .25268
Table 4.6: Mean Absolute Errors with LTP Method
missing data, having the lowest MAE of .1533 for station 7. This was followed by
the LTP method having an MAE of .159 for station 7 also. Relatively all the ve
imputation methods used in this study performed well, but among the ve imputation
methods, the best results were obtained through the SM method followed by the LTP
method with MAE achieving the least eective results.
We tried to classify the CO data set by using all the above ve imputation methods
for missing CO data by creating an SVM ensemble with each method missing imputed
data. We deployed ve imputation methods used in this research for lling missing
data in CO analysis, and each method of classication accuracy was evaluated by
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creating an ensemble using bagging and boosting algorithms.
Firstly, we deployed SM method for imputation of missing data and created an
SVM ensemble with this data. The ensemble obtained with the SM method imputed
data using the adaBoostM1 algorithm resulted in a classication accuracy of 76.9%
based on the confusion matrix illustrated in Fig.4-3. The ensemble obtained with
Figure 4-3: SM Method Confusion Matrix AdaBoostM1 Algorithm
the SM method using bagging algorithm resulted in 74.6% classication accuracy
based on the confusion matrix illustrated in Fig.4-4. The ensemble obtained with im-
puted method MDNP with the adaBoostM1 algorithm resulted in 76.7% classication
based on confusion matrix as shown in Fig.4-5. However, the ensemble using MDNP
method with the bagging algorithm resulted in 75.0% classication accuracy based
on the confusion matrix illustrated in Fig.4-6. The ensemble based on MNP method
resulted in 76.7% classication accuracy based on the confusion matrix using the ad-
aBoostM1 algorithm as shown in Fig.4-7. With this method classication accuracy
of the ensemble also resulted same in 76.7% using the bagging algorithm based on
the confusion matrix as illustrated in Fig.4-8. 76.9% of classication accuracy based
on the ensemble creation was obtained with the LI method using the adaBoostM1
algorithm based on the confusion matrix as shown in Fig.4-9. A similar percentage
of 76.9% was obtained using the bagging algorithm deploying the LI method based
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Figure 4-4: SM Method Confusion Matrix Bagging Algorithm
Figure 4-5: MDNP Method Confusion Matrix AdaBoostM1 Algorithm
on the confusion matrix as shown in Fig.4-10. A classication accuracy of 76.5% was
obtained in ensemble creation using the LTP method for imputing missing data by
deploying the adaBoostM1 algorithm based on the confusion matrix as shown in Fig.4-
11. A similar percentage of 76.5% of classication accuracy was obtained in ensemble
creation using the bagging algorithm with the LTP method as illustrated in Fig.4-12
through the confusion matrix. Based on the results of classication accuracy of all
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Figure 4-6: MDNP Method Confusion Matrix Bagging Algorithm
Figure 4-7: MNP Method Confusion Matrix AdaBoostM1 Algorithm
imputation methods, we can conclude that the best result of classication accuracy
of 76.9% is obtained with the SM method using adaBoostM1 and bagging algorithms.
The second best imputation method for lling missing data were MNP which had a
classication accuracy of 76.7% with bagging and adaBoostM1 algorithms.
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Figure 4-8: MNP Method Confusion Matrix Bagging Algorithm
Figure 4-9: LI Method Confusion Matrix AdaboostM1 Algorithm
4.6 Conclusion
This study examined the eectiveness of existing SM, MNP, MDNP, LI and LTP
imputation methods in terms of their error and classication accuracy in ensemble
creation. There are various other eective methods proposed for dealing with missing
data, and they tend to produce some realistic results. This research was limited to
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Figure 4-10: LI Method Confusion Matrix Bagging Algorithm
Figure 4-11: LTP Method Confusion Matrix AdaboostM1 Algorithm
only the SM, MNP, MDNP, LI and LTP imputation methods that are already imple-
mented in SPSS and are used by researchers who are gaining useful results. However,
these imputation methods performances in ensemble creation have not been evaluated
in the previous research; hence this work has achieved a signicant contribution to
machine learning.
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Figure 4-12: LTP Method Confusion Matrix AdaboostM1 Algorithm
Results of experiments in this research have successfully identied that the SM
method produced the lowest MAE compared with other imputation methods in en-
semble creation. Further, ensemble creation with the SM method resulted in better
classication accuracy compared with other methods using bagging and boosting
algorithms in our research. Importantly, it is noticeable that the percentage of per-
formance accuracy margin among the imputation methods is not very high, but the
SM method comparatively possessed better imputation results for our experiments.
This work is limited to smaller data set i.e. 8783 observations. This work could
be extended to larger data sets. Secondly, further work is required in the validity of
the SM method results by using various patterns of missing data. In the literature,
patterns of missing data have been used for imputation of missing data and results
were obtained successfully. Thirdly, how each of the imputation methods in this
study inuences the performance of classiers in creating ensemble. Fourthly, this
study could be further extended by widening the numbers of performance indicators
for these ve imputation methods.
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Chapter 5
Proposed Scalable SVM Ensemble
Learning Method (SSELM)
5.1 Introduction
Machine learning algorithms must keep up with the latest developments in environ-
mental and other applications. The performance of machine learning algorithms is
dependent on sucient and reliable data coming from various sources. With the
internet revolution, data are nowadays easily accessible through electronic sources.
However, environmental data are sometimes incomplete and contains missing data be-
cause of equipment failure, human error or incorrectly setting up monitoring stations'
dimensions etc. Therefore, present machine learning models for air pollution predic-
tion analysis do not represent the true picture of air pollution. Further, the existing
online models are confronted with the problem of accommodating the huge amount
of spatio-temporal data. In this regard scalability of machine learning models and
aggregating various model decisions play an important role in online spatio-temporal
air pollution prediction. This chapter investigates the Scalable SVM Ensemble Learn-
ing Method (SSELM) in relation to spatio-temporal Nitrogen dioxide (NO2), carbon
monoxide (CO) and ozone (O3) predictions for Auckland over its Auckland wide
monitoring stations.
Our daily activities result in release of chemicals and particles into the air that
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we breathe. These air pollutants can cause hazy days, unpleasant smells and have
adverse eects on our health. Air quality is dependent on the amount of pollution
released into the air by human and natural activities, the degree of diusion because
of wind and weather eects and chemical reaction among the pollutants (Xue et al.,
2016).
In Auckland, concentration of these pollutants is measured by the Auckland Re-
gional Council (ARC) because they are known to endanger human well-being and
health. The pollutant concentrations in New Zealand are measured to national stan-
dards or to regional air quality targets. On average, every Aucklander breathes 11; 000
litres of air every day. However, New Zealand air quality is clean compared with other
nations, but we have the worst asthma death rate (Mattke, Kelley, Scherer, Hurst, &
Lapetra, 2006). Asthmatic people are sensitive to poor air quality, which in Auckland
is primarily caused by motor vehicles and other sources such as domestic res. Hence,
long-term exposure to air pollution results in an increase in cardiovascular and lung
diseases resulting in heavy medical costs to the general public (Perera, 2017) besides
damage to other living organisms such as vegetation.
Air pollution threats to public health led to the development of several machine
learning models to predict air quality for the future. However, air pollution moni-
toring is a complex task. Monitoring stations consist of sensor devices which collect
each pollutant concentration every minute across the whole year. Knowledge discov-
ery from such a large amount of data are again complex, time consuming and quite
expensive task. Air pollution is a spatio-temporal problem, and spatio-temporal data
are always in huge. Hence, machine learning practitioners are confronted with the
problem of handling this large amount of data and computational time constraints to
solve air the pollution problem. However, machine learning practitioners have to face
the missing values in the data problem which is a time-series problem. With missing
values, a machine learning model would produce biased results in specic characteris-
tics of spatio-temporal prediction tasks. Because of the above problems encountered
in machine learning, we proposed a method scalable SVM ensemble (SSELM) for air
pollution prediction for the future. SSELM will have the ability to handle a large
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amount of spatio-temporal data and to conduct environmental prediction on missing
data. The proposed method will predict the air pollution status for the whole region
based on CO, NO2and ground level O3 concentrations.
The remainder of this chapter is organised as follows: Section 5:2 describes motiva-
tion for the distributed computing. Section 5:3 discusses the proposed online scalable
SVM ensemble learning method and provides insight into the method. Section 5:4
focuses on possible outcomes from the proposed method. Section 5:5 presents the
capabilities of aggregated SVMs. The information regarding the data set and experi-
mental setup is provided in section 5:7. The proposed model performance evaluation
criterion is provided in section 5:8. Section 5:9 focuses on experimental results and
discussion and nally in section 5:10 the conclusion to this chapter is provided.
5.2 Motivation for Decentralised SVM Ensemble
Learning
All the challenges stated in chapter 2 motivated us the development of decentralised
SVM ensemble technique. The important aspect of decentralised SVM ensemble es-
pecially in today's internet environment makes it quite feasible to create an onsite
ensemble along with other sites and combine their outputs with some mechanism.
The spatio-temporal air pollution data are physically distributed across various mon-
itoring stations of a region, and can easily be ensembled through the decentralised
SVM ensemble technique. One of the key benets of the decentralised SVM ensem-
ble technique is its cost eective computation as well as high processing speeds for
obtaining results. This computation task is completed by the divide and conquer
strategy, presenting a greater degree of reliability that reduces the communication
load and achieves very high computing capacity.
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5.3 Proposed Scalable SVM Ensemble Learning
Method (SSELM)
The Scalable SVM Ensemble Learning Method (SSELM) is a proposed solution for
spatio-temporal air pollution analysis. This SSELM is able to handle a large amount
of data from distributed regions and has the scalability of merging knowledge from
multiple air pollution monitoring stations. Furthermore, this method possesses the
ability to handle online data streams, which enables the system to detect air pollu-
tion instantly at a specic location and to trigger an alarm for reporting potential
incidents. Figure 5-1 is an illustration of the proposed decentralised solution for
spatio-temporal air pollution analysis.
Figure 5-1: Illustration of Proposed Decentralised Solution for Spatio-temporal Air
Pollution Analysis
Figure 5-1 shows that air pollution analysis is composed of knowledge from mul-
tiple regions. Each region has a dierent number of monitoring stations, depending
on the size of the region. An SVM ensemble is constructed across multiple stations;
the collection of SVM ensembles is aggregated in one area, and their knowledge is
transferred to the area centre for knowledge collection and decision support.
SVM ensemble is constructed across multiple monitoring stations; a collection of
The SVM ensembles are aggregated in one area, and their knowledge is transferred
to the area centre for knowledge collection and decision support.
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5.3.1 System Design
Spatio-temporal air pollution data are often obtained from multiple monitoring sta-
tions situated in various regions of an area. Local SVMs are modelled on spatial
and temporal dimensions, respectively. For decision making oabout the air pollution
problem in the future, knowledge from dierent aspects of SVMs is integrated. Figure
5-2 shows the design of the distributed scalable SVM ensemble method (SSELM) for
spatio-temporal of air pollution analysis, which consists of four steps as follows:
Figure 5-2: Design of Distributed Scalable SVM Ensemble Method (SSELM) for
Spatio-temporal Air Pollution Analysis
Step 1: Bag of little bootstraps (BLB) method is applied to subsample data
chunks when the size of data are huge.
Step 2: Boosting method is applied to train SVM ensembles.
Step 3: Multiple independently trained SVM ensembles are combined to build
local decision making models.
Step 4: Multiple local decision models are aggregated to obtain the current
status of air pollution for the whole area under investigation (i.e., global decision
making).
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The proposed SSELM is scalable, which means it has the capacity to process
long term historical spatio-temporal data and has the potential to merge knowledge
of multiple air pollution monitoring stations of distributed regions. Air pollution
data are often collected from multiple distributed regions. Lets suppose that the air
pollution data are collected from region 1, region 2 and region 3 and so on respectively
as shown in Figure 5-2. These regions are located over distinct locations. The size of
each region's data chunk varies from location to location. Some regions have larger
coverage areas resulting in larger data chunks, and some have smaller coverage areas
resulting in smaller data chunks respectively.
The updating of the SVM ensemble in SSELM (i.e. Step 2) is introduced in
Fig 5-3. For air pollution detection, an archive of SVM ensemble models based on
historical spatio-temporal air pollution data are constructed. This updated SVM
ensemble is referred to the archive of SVM ensemble models built on historical data.
Feedback is interchanged between the new developed model and the archive of SVM
ensemble models, which will specify its decision about air pollution presence in terms
of alarm level. If the current SVM ensemble model varies greatly from a predetermined
historical SVM ensemble model, an alarm is triggered for the presence of air pollution
for reporting a potential incident at that time.
New Data
Figure 5-3: Updating of SVM Ensemble in SSELM
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5.3.2 Subsampling
One of the key issues that we address particularly for undertaking this research is
the size of spatio-temporal data. This data are so large and complex that it becomes
dicult to process using on hand or traditional database management tools. To
address this problem, we propose to subsample a region's data chunk (original data)
via an intelligent computational method known as Bag of Little Bootstraps (BLB).
BLB is well suited to all decentralised and parallel computing architectures (Kleiner,
Talwalkar, Sarkar, & Jordan, 2014, 2011). Furthermore, BLB has the capability of
retaining the generic applicability and statistical eciency of the bootstrap.
Motivated by the need for an automatic and accurate resampling procedure, we
will use BLB which functions by creating multiple subsamples of a region's data
chunk. The general aims of subsampling the spatio-temporal data using BLB are to
reduce and balance the work load and speed up the process of calculation. It has
a signicantly more favourable prole than bootstrap as it only requires repeated
computation only on much smaller data than the original data.
Figure 5-4 shows the illustration of subsampling air pollution data via BLB. From
the region's spatial and temporal air pollution data chunk,X1(L1; T1); : : : Xn(LN ; TM),
s subsamples of size m are formed, m represents the size of subsamples. The single
concentration of a pollutant at a specic location is represented by (location number
1) X1
1
(L1;T1) : : : X1
1
(LN ;TM ). LN represents location number in a specic area, and
TM represents time corresponding to a specic location. From each of these samples,
r bootstrap resamples are formed, each of which is conceptually of size n and can
generally be stored as weighted samples of size m. It is essential to mention that
the BLB procedure can be mapped on to a distributed computing architecture by
allowing each subsample to be processed by an individual processor. The advantage
of BLB is that the subsamples of spatio-temporal air pollution data sent to each pro-
cessor is small of size m. Moreover, the bootstrapping results in multiple resampled
data sets of size n. It is not necessary however to create actual data sets of size n
instead of weighted data sets of size m.
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Figure 5-4: Illustration of Subsampling Air Pollution Region's Data via BLB
In SSELM spatio-temporal air pollution regions's data are partitioned into two
data chunks. Each data chunk is consisted of 10 locations data. In Figure 5-5 m
represents the size of data chunk of 87 thousand six hundred. From each data chunk
size r bootstrap samples are formed each of conceptually of size n representing ten
thousand observations for each location and can be stored as samples of size m. In
Figure 5-5 Lbd represents Botany Down location, Lnn represents Newton location,
Ldr represents Dominion Road location and Lqt represents Queen Street location
respectively.
Figure 5-5: Subsampling of SSELM on Air Pollution Region's Data
5.3.3 Training SVM Ensemble
In the past many methods for training the SVM ensemble classiers were developed.
The important aspect of training an SVM ensemble is to present each SVM as dif-
ferently as possible from other SVMs. This requirement can be achieved by applying
dierent training data sets for various SVMs. Methods which are widely seen across
various research disciplines for training data samples are bagging, boosting, stacked
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generalisation and mixture of experts (Z. H. Zhou, 2012). Fig 5-6 shows training
SVM ensembles via boosting.
Figure 5-6: Training SVM Ensemble via Boosting
After subsampling a region's data chunk through BLB, SVM ensemble training
on each subsample data chunk is conducted using the boosting method. Boosting is
very eective and robust in nature, and considered to be an important development
in recent history of machine learning (Polikar, Upda, Upda, & Honavar, 2001). To
obtain a better aggregation result and to reduce risk in aggregate decision making
of air pollution quality, it is necessary for the individual SVMs on each subsample
data chunk to be more diverged. For this, we use the AdaBoost method on each
data chunk. From various available AdaBoost versions, the proposed method uses
the AdaBoostM1 version (W. Hu et al., 2008).
5.3.4 Aggregation
After training individual SVMs on each subsample data chunk, we will aggregate sev-
eral locally trained independent SVMs in SSELM with the majority voting technique,
where each base classier (expert) votes on the class it should belong to and the ma-
jority wins. A majority voting technique is implemented to determine the ensemble
output decision. Fig 5-7exhibits combining local SVMs' decisions via the majority
voting method.
Majority voting is the simplest and a popular method for combining predictions
from multiple classiers of SVMs (Z. H. Zhou, 2012; Kotsiantis, Zaharakis, & Pintelas,
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Figure 5-7: Combining Local SVMs Decisions via Weighted Majority Voting Method
2007). In majority voting every individual SVM's classier for each region votes for
one class label, and the nal output of the class label is the one which receives more
than half the votes classifying the region's pollution problem. Otherwise the rejection
rule will be applied, and no region's pollution prediction will be made by that SVM
classier. The global model decision of the SVM ensemble fmv(x) for a given test
vector x due to the majority of voting is determined by (5.1).
fmv(x) = argjmaxNj: (5.1)
Argmax refers to the argument maximum. It represents input of a task whose output
is at maximum. Nj represents number of classiers. Hence, in our case argjmax
represents the input of classiers Nj, which is concentration of pollutants of various
monitoring stations. To obtain highest classication accuracy, the ensemble classier
must predict CO, NO2 and O3 accurately with least error.
Weighted majority voting is often used for boosting (Kim et al., 2003). In weighted
majority voting, several local SVMs in the SVM ensemble are assigned dierent
weights. The weights of each individual SVM are determined in proportion to the
accuracies of classications (Kim et al., 2003). Let us assume the decision of hy-
potheses ht on class wj as dt:j such that dt:j is 1 , if ht selects wj and 0, otherwise.
Further assuming that we can predict the future performance of each SVM classier,
and we can nominate a weight wt to the SVM classier decision hypotheses ht in
proportion to its predicted performance with the above notation, the SVM classiers
whose decisions are combined through weighted majority voting will choose class J ,
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it can be represented from (5.2)(Valentini & Masulli, 2002), if
TX
t=1
wtdt;J = max
C
j=1
TX
t=1
wtdt;j (5.2)
That is, and if wj receives the higher weighted vote than any other class. In simple
words, we can normalise these weights to 1, but normalisation does not alter the
results of weighted majority of voting.
5.3.5 SVM Ensemble
The core idea of training SVM ensembles in SSELM is to minimise the risk involved
in critical decision making. Our task is to nd the overall air pollution quality by
combining knowledge of multiple regions' data chunks through SVM ensemble learn-
ing. For this we sub-sampled a region's data chunk. This will help us to save time
and compute the problem eciently in terms of resources. Then, on each subsample
region's data chunk, an SVM ensemble was constructed and local decision models
were aggregated.
In SSELM an overall decision model for air pollution quality was obtained by com-
bining local decision models. Fig 5-8 illustrates the SVM ensemble for global model
decisions. This global decision model provides the global status of the air pollution
problem in terms of CO2, O3 and CO concentrations, and serves as a benchmark for
environmental experts or legislative authorities. This also highlights the fact that air
pollution data changes continuously, demanding placement of a periodically updated
decision support system. This is the direction pursued in this research and can be
represented from (5.3).
fsvm ensemble(XL;T) = ffsvm1(XL1;T1); fsvm2(XL2;T2); : : : ; fsvmN(XLN;TM)g (5.3)
5.4 Possible Outcomes from Proposed Method SSELM
The proposed SSELM has certain novelties in its design which are briey explained
below:
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Figure 5-8: Illustration of SVM Ensemble for Global Model Decision
 Capable of Conducting Spatio-temporal Analysis
The proposed SSELM solution is capable of conducting spatio-temporal analysis
and has the potential for combining knowledge obtained from distributed mon-
itoring stations. Spatio-temporal analysis can be conducted through ensemble
learning. Spatio-temporal prediction means inputting spatial information and
temporal information to get a result. In the proposed SSELM, separate SVMs
are used for spatial and temporal domains. These SVMs are combined together
to produce a single output for a particular time and location, which is capable
of conducting spatio-temporal analysis.
 Combining Distributed Monitoring Stations Knowledge (fusion) through
Ensemble Learning
Ensemble learning can merge the knowledge of two stations. The proposed
method is capable of sharing knowledge for an entire region; it is not restricted
to a specic area. The National Institute of Water and Atmospheric Research
(NIWA) and the Auckland Regional Council (ARC) and environmental research
organisations are mostly interested in knowing the air pollution problem in
the whole region not to a specic area or location. In this regard the pro-
posed decentralised solution is able to provide knowledge of air pollution of
the whole region from various monitoring stations through ensemble learning.
Similarly for spatio-temporal dimensions (e.g. forecasting) and for extracting
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useful information from large amounts of data, knowledge fusion is required,
and the proposed method is capable of combining distributed monitoring sta-
tions' knowledge through ensemble learning. For this purpose, local SVMs will
be modelled on spatio-temporal dimensions. For future decision making of the
air pollution problem, knowledge from dierent aspects of SVMs will be inte-
grated. Feedback will be derived for spatio-temporal SVMs and their fusion
respectively based on decision making of air pollution prediction.
 Learning Enables Instant Accommodation of a Huge Amount of Data
The proposed solution is capable of handling historical long term spatio-temporal
data of air pollution. The scalable SVM ensemble learning approach is based on
the concept of drift, meaning independent SVMs are trained along with sub data
sets, which require only one pass over the training data and will be combined
to form an SVM ensemble. This learning ability of the proposed decentralised
solution provides information about air pollution instantly for a region which
will help inform regional environmental authorities.
 Scalability of System Enables Regional Data Analysis and Knowledge
Discovery
The coverage of a problem can be big or small. Depending on the size of a
problem the system can be scalable which means the system will be able to
merge the knowledge of various stations regardless of the size of station. As
we know that the size of the air pollution problem can be dierent for each
region, and ensemble learning will be scalable for each region. The ensemble
system will be able to accommodate increased knowledge depending on the size
of the region. We will analyse all the data together, and the spatio-temporal
model will be able to lter the reliable training size of data for a single station
(a temporal prediction).
It is important to mention here that we are proposing an SVM ensemble for
which similar data are collected at multiple locations, but the data are not location
dependent. If the data were location dependent, we would need to take a dierent
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approach considering the inuence of location. While air pollution data are spatio-
temporal in nature, this does not mean that dierent locations have dierent types
of data. However, the same data from multiple locations may have dierent types of
properties. For instance, data from location one might be missing NO2 but have all
the details of SO2, whereas, the data from the second location might be missing SO2
but have all the details of NO2. I am working in the scenario where I have the same
data collected from multiple locations rather than dierent types of data collected
from dierent locations, which is technically what spatio-temporal means.
5.5 Capabilities of Aggregated SVMs
There are various theoretical and practical reasons for deploying SVM aggregation for
spatio-temporal air pollution analysis. The benets of these types of aggregated SVMs
are generalisation, big data, accuracy, scalability, aggregation which are discussed as
follows.
5.5.1 Generalisation Capability
SVM aggregation has an outstanding generalisation capability (Kim et al., 2003),
that makes it easy to learn and to acquire eective global parameters. Air pollution
data are normally distributed over various locations and times. Sometimes the air
pollution data are available locally and globally. In both scenarios SVM aggregation
enables the system to aggregate data producing more generalisation capability of
spatio-temporal air pollution data.
5.5.2 Big Data
The SVM ensemble divide and conquer strategy results in accurate and robust de-
cision. Analysing and handling spatio-temporal data are often dicult owing to the
size, volume, and complexity of the data. The data are available in various forms
that may be time-rich, space-rich or it may be available in sets of space-time points
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or as trajectories. The amount of spatio-temporal air pollution data to be analysed
in certain applications is too large for a single SVM classier to manage (Polikar
et al., 2001). In this scenario, dividing the data into smaller subsets, and training
classiers with dierent portions of spatio-temporal air pollution data and nally
aggregating their outputs with an intelligent aggregating method will result in an
ecient approach for problem solving (Yan et al., 2003).
5.5.3 Accuracy
Many machine learning tasks have problems with accuracy. Relying on a single
method for determining the underlying problem is often insucient. In the case
of spatio-temporal air pollution data tasks, air pollution data are monitored across
dierent monitoring stations and recorded at multiple time intervals. So a single
method may not be sucient since in spatio-temporal data the true unknown hy-
pothesis could not be represented by a single hypothesis space. Combining the hy-
pothesis with an intelligent method may increase the space of representable functions
that result in an algorithm able to create more accurate approximations of the true
unknown hypothesis in the case of spatio-temporal air pollution data.
5.5.4 Scalability
Most of the classication methods that are deployed for air pollution are not scalable;
however, the proposed system can be made scalable using a divide and conquer strat-
egy. SVM ensembles can be designed in such a way that they can handle small and
large problems having high scalability. In the case of the air pollution problem, SVM
ensembles can combine the knowledge of various sub monitoring stations irrespective
of the size of data sets.
5.5.5 Aggregation
Spatio-temporal air pollution data sets are obtained from various sensor devices with
dierent features that make it impossible for a single SVM classier to acquire the
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information contained in the data sets. For example, if someone has a neurological
disorder, then a neurologist will recommend tests for that, such as MRI test, blood
tests, EEG recordings etc. These tests will generate multiple data sets, with dierent
features, which cannot be used collectively to train a single SVM classier to solve
this problem. In such a scenario, an individual SVM classier will be trained on each
result and their outputs will be aggregated with an intelligent aggregating method
to get into the cause of problem. A similar principle of aggregation for data fusion
of spatio-temporal air pollution is applied. Applications in which data are obtained
from multiple resources and then combined to make an eective or informed decision
are known as data fusion applications. SVM ensemble based approaches are being
successfully used for such applications. (E. Yu & Cho, 2006; Waske & Benediktsson,
2007).
5.6 Data set and Experimental Setup
This section presents an evaluation of the proposed SSELM framework through ex-
perimental verication. The experiments were principally designed to understand,
explore and expose the ability of SSELM as a feasible solution for the research ques-
tions stated in chapter 1. All experiments are designed to evaluate SSELM in rela-
tion to the research questions. The proposed SSELM framework was experimented
on daily, and hourly CO, NO2 and O3 pollutant concentrations collected from the
20 monitoring stations in Auckland. From experiments we explicitly conducted the
following cases: (i) the rst set of experiments was conducted to assess the ability
of SSELM to deal with spatio-temporal air pollution data. Further, these sets of
experiments also evaluated the capability of SSELM to resolve the distributed nature
of the spatio-temporal data in line with research Questions 1 & 2; (ii) the second
set of experiments was carried out to test the capability of SSELM for missing data.
We also tried to verify how SSELM decision making capability is aected by missing
data. This set of experiments pointed towards research question 3; (iii) the third set
of experiments was designed for applying SVM aggregation computing and knowledge
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fusion over spatio-temporal dimensions on SSELM. These experiments were designed
in line with research question 4.
5.6.1 Data Set
The data set was obtained from the 20 sites comprising urban, rural and industrial
air quality monitoring of the Auckland Regional Council (ARC). These stations were
constantly monitoring air quality pollutants concentrations such as CO, NO2 and
O3 each hour every day for the whole year. The CO, NO2 and O3 were recorded
on an hourly basis 24 hours a day from 1st January 2010 to 31st December 2010.
According to the data the recoding of CO, NO2 and O3 concentrations, each station
had a dierent number of samples depending on the meteorological parameters wind
speed, air temperature humidity and evaporation rate.
Table.5.1 shows air monitoring sites in the Auckland region as of April 2010.
Table.5.1 shows that in the Auckland region key air pollutants are monitored at var-
ious sites to establish levels of air quality. The current ARC air quality monitoring
network comprises 12 permanent, 1 industrial and 7 mobile sites for pollutant mon-
itoring. All the sites are within the Auckland Urban Airshed. The network extends
from Pukekohe in the south to Takapuna in the north, and from Henderson in the west
to Botany Downs in the east as shown in Table.5.1. All sites record CO, NO2, and O3.
The air quality sites based on 2010 data include: Peak Trac and CBD sites: Khyber
Pass Road (Newmarket) and Queen Street (Auckland CBD); Residential: Dominion
Road, Takapuna, Manurewa, Hobson Street, Otara, Henderson, Pakuranga, Newton,
Botany Downs, Glen Eden, Saint Marys Bay, Pukekohe; Industrial: Penrose (Gavin
Street).
5.6.2 Experimental Setup
The EPI (Environmental Performance Indicators) is a form of Air Quality index
(AQI), used widely around the world. Currently, EPI is not widely used and councils
now rarely use them. However, back in 2010 Auckland council was using EPIs for
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Location District Council Area CO NO2 O3
Queen Street III Auckland Y Y Y
Dominion Road Auckland Y Y Y
Takapuan North Shore Y Y Y
Manurewa Manukau Y Y Y
Hobson Street Auckland Y Y Y
Khyber Pass Road (A) Auckland Y Y Y
Henderson Waitakere Y Y Y
Pakuranga Manukau Y Y Y
Queen Street II Auckland Y Y Y
Dominion Road II Auckland Y Y Y
Newton Auckland Y Y Y
Botany Downs Manukau Y Y Y
Penrose IV (A - B) Auckland Y Y Y
Musick Point Auckland Y Y Y
Penrose IV (C) Auckland Y Y Y
Penrose IV (D) Auckland Y Y Y
Glen Eden Waitakere Y Y Y
Saint Mary's Bay Auckland Y Y Y
Pukekohe Franklin Y Y Y
Number of Sites Monitoring Parameters 20 20 20
Table 5.1: Air Monitoring Sites in the Auckland Region (as of April 2010)
monitoring of air pollutant concentrations. The EPI values are dierent for each air
pollutant concentration i.e. CO, NO2 and O3, resulting in dierent classes. The data
of this study includes ve classes for each pollutant CO, NO2 and O3 with with a total
of 15 classes for air pollution monitoring in the the Auckland region. For classication
purposes, each pollutant class concentration was represented by its name along with
its level of intensity as shown in Table.5.2, Table.5.3 and Table.5.4 respectively.
Table.5.2 shows the CO concentrations and its representations according to EPI
classes. CO concentration between 0 to 1 represented as CO1 and classed as excellent
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and so on. CO concentration greater than 10 is represented as CO5 and classed as
action, meaning immediate action is required to stop further CO pollution spreading.
Table.5.3 shows NO2 concentrations and its representations according to EPI
classes. NO2 concentration between 0 to 10 represented as NO1 and classed as ex-
cellent and so on. NO2 concentration greater than 100 is represented as N05 and
classed as action, meaning immediate action is required to stop further NO2 pollu-
tion spreading.
Table.5.4 shows O3 concentrations and their representations according to EPI
classes. O3 concentration between 0 to 20 is represented as OZ1 and classed as
excellent and so on. O3 concentration greater than 100 is represented as OZ5 and
classed as action, meaning immediate action is required to stop further O3pollution
spreading.
EPI Classes Concentrations Representations
Excellent 0-1 CO1
Good 1-3.3 CO2
Acceptable 3.3-6.6 CO3
Alert 6.66-10 CO4
Action >10 CO5
Table 5.2: CO Concentrations and Representations
The data of CO monitoring in the Auckland region for this study can be repre-
sented as according to EPIs classes: (Class "CO1": excellent (meaning, air quality is
considered fantastic and no risk at all to people), Class " CO2": good (meaning, air
quality is considered satisfactory and there is little to people health), Class " CO3":
acceptable (meaning, air quality is acceptable, however, there is risk to people health),
Class " CO4": alert (meaning, air quality is not acceptable and there is serious risk
to people health), Class " CO5": action (meaning, air quality is deteriorating and a
quick response is required). NO2 ve classes can be represented as: (Class "NO1":
excellent (meaning, air quality is considered fantastic and no risk at all to people),
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EPI Classes Concentrations Representations
Excellent 0-10 NO1
Good 10-33 NO2
Acceptable 33-66 NO3
Alert 66-100 NO4
Action >100 NO5
Table 5.3: NO2 Concentrations and Representations
EPI Classes Concentrations Representations
Excellent 0-20 OZ1
Good 20-50 OZ2
Acceptable 50-70 OZ3
Alert 70-100 OZ4
Action >100 OZ5
Table 5.4: O3 Concentrations and Representations
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Class " NO2": good (meaning, air quality is considered satisfactory and there is little
to people health), Class " NO3": acceptable (meaning, air quality is acceptable, how-
ever, there is risk to people health), Class " NO4": alert (meaning, air quality is not
acceptable and there is serious risk to people health), Class " NO5": action (meaning,
air quality is deteriorating and a quick response is required). Lastly, O3 classes can be
represented as: (Class "OZ1": excellent (meaning, air quality is considered fantastic
and no risk at all to people), Class " OZ2": good (meaning, air quality is considered
satisfactory and there is little to people health), Class " OZ3": acceptable (meaning,
air quality is acceptable, however, there is risk to people health), Class " OZ4": alert
(meaning, air quality is not acceptable and there is serious risk to people health),
Class " OZ5": action (meaning, air quality is deteriorating and a quick response is
required).
According to a 2010 data set, CO pollution concentration was recorded from six
stations (Takapuna, Khyber Pass Road, Henderson, Pakuranga, Queen Street II and
Glen Eden) and consisted of 52560 one hourly observations. NO2 was recorded from
10 monitoring stations (Khyber Pass Road, Musick Point, Penrose II (B), Takapuna,
Henderson, Queen Street II, Glen Eden, Patumahoe, Waiheke and Helensville) and
consisted of 87600 one hourly observations. O3 one hourly observations were recorded
from four monitoring stations (Patumahoe, Whangaparaoa, Musick Point, Waiheke)
and consisted of one hourly 35040 observations.
SSELM experiments for air pollution prediction on CO, NO2 and O3 hourly ob-
servations are implemented in Weka 3.6.5 software. We ran Weka on Windows 7
Enterprise with system conguration Intel Core i5 processor (3.2GHz) with 4GB
1067 MHz DDR3 of RAM.
5.7 Modelling Performance Evaluation Criteria
We studied and compared the SSELM experiments on parameters like Mean Ab-
solute Error (MAE), Root Mean Square Error (RMSE), Correctly Classied In-
stances (CCI), Incorrectly Classied Instances (ICI), Percentage Classication Ac-
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curacy (PCA) and Kappa Statistics (KS). Mean Absolute Error is used to nd out
how close the predicted results were to subsequent results. The calculation based on
the average of absolute errors in the predictions. To measure the dierences between
the values predicted by a model or an estimator and the values actually observed
by changing the values in the modelled or estimator were measured through Root
Mean Square Error. To measure the inter-agreement of the categorical items, Kappa
Statistics was used. The Kappa Statistics is an index which compares the agreement
which could happen by chance. The Kappa Statistics consists of values ranging from
plus one (+1) representing perfect agreement via zero (0) representing no agreement
above that expected by chance, and negative one (-1) representing complete disagree-
ment. It is important to mention here that the prediction performance of SSELM
in our experiments is based on whole data sets of CO, NO2 and O3 collected from
multiple monitoring stations distributed across the Auckland region.
5.8 Experimental Results and Discussions
In this section, we will record proposed SSELM air pollution prediction performance
and eciency against SVM ensemble model on missing, training and then on unseen
data i.e testing data. SSELM performance and eciency is discussed briey below.
Computational air pollution studies on missing data will not give us comprehensive
knowledge of the underlying problem. We argue that any computational method
designed for air pollution analysis and prediction should perform similarly on missing
and complete data sets. In this regard, we tested the performance of the SSELM
method on missing data of CO, NO2 and O3 and its results were compared with
the SVM ensemble model. The P values obtained after the t-test on the missing
data results is 0.25 which signies the quality of the experiments. The comparative
statistics of the SVM ensemble model and SSELM performances on missing data are
shown in Table.5.5 and Table.5.6 respectively.
Table.5.5 shows the SVM ensemble model performance on missing data with
the bagging algorithm resulted in percentage of classication accuracy (PCA) of
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41.0701%. Mean absolute error was recorded as 0.092, and root mean square error
was 0.215. The Kappa Statistics value was 0.252. The SVM ensemble model per-
formance on missing data with the adaboostM1 algorithm resulted in percentage of
classication accuracy (PCA) of 78.88 %. Mean absolute error recorded as 0.093 and
root mean square error was 0.190. The Kappa Statistics value was 0.252. Table.5.6
Bagging AdaBoostM1
MAE RMSE KS ICI CCI PCA MAE RMSE KS ICI CCI PCA
0.092 0.215 0.252 102138 73061 41.701 0.093 0.190 0.252 36999 138200 78.88
Table 5.5: SVM Ensemble Model Performance on Missing Data
shows the SSELM performance on missing data with the bagging algorithm resulted
in percentage of classication accuracy (PCA) of 79.215%. The mean absolute error
was recorded as 0.029 and the root mean square error was 0.169. The Kappa Statis-
tics value was 0.739. SSELM performance on missing data with the adaboostM1
algorithm resulted in percentage of classication accuracy (PCA) of 79.215%. The
mean absolute error recorded as 0.029 and the root mean square error was 0.169. The
Kappa Statistics value was 0.734.
Bagging AdaBoostM1
MAE RMSE KS ICI CCI PCA MAE RMSE KS ICI CCI PCA
0.029 0.169 0.739 36414 138785 79.21 0.029 0.169 0.734 36414 138785 79.21
Table 5.6: SSELM Performance on Missing Data
To solve the air pollution prediction problem, multiple learners are trained in
ensemble learning (EL). Ensemble contains various base learners resulting in much
stronger generalisation ability. Bagging and boosting algorithms are implemented
in the SVM ensemble model for spatio-temporal air pollution with base classiers
such as Single Decision Tree (SDT) and Decision Stump (DS) with their parameters.
SDT along with bagging is used for classication of air pollutants and has many
features such as exclusion of insignicant features and ability to deal with collinear
and unbalanced data (Coops, Waring, Beier, Roy-Jauvin, & Wang, 2011). DS along
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with boosting is used for classication of air pollutants, and has a number of features
such producing a decision tree with one single split. The resulting tree can be deployed
to classify unseen data (Singh et al., 2013). Various SVM ensemble model decisions
on various data chunks are aggregated by averaging method for the nal decision.
In Table.5.6 the SVM ensemble model with the bagging algorithm and SDT as
a base classier provides a air pollution prediction model on missing data resulting
in 41.701% accuracy. The SVM ensemble model provides the high number of ICI,
even more than the CCI. This shows that the SVM ensemble model is not suitable
to conduct a prediction on missing data, or due to missing data SVM ensemble
model performance is reduced. Furthermore, our previous experiments on the SVM
ensemble model for Spatio-temporal air pollution prediction in chapter 3 resulted in
that SVM ensemble model with a bagging algorithm, suitable for when the number
of observations is not too large. For this experiment, the number of observations is
175199. The Kappa Statistics value for the SVM ensemble model on the bagging
algorithm is far from 1 (i.e. 0.252), which indicates that the SVM ensemble model
with bagging algorithm along with SDT does not provide the perfect agreement for
classication on air pollutant concentrations. The SVM ensemble model based on
the AdaBoostM1 algorithm provides better results on missing air pollution data than
bagging, having a high model accuracy of correctly classied instances of 79.215%.
SSELM consists of the bagging and AdaBoostM1 algorithms for spatio-temporal
air pollution prediction with base classiers such as REP Tree (RT), Random Tree
(RandT), NB Tree (NT), J48, Decision Stump (DS) along with their parameters.
In SSELM base classiers such as Random Tree (RandT), REP Tree (RT) and NB
Tree (NT) are used with the bagging algorithm for air pollution prediction. SSELM
performance based on the bagging algorithm was recorded. RANDT is extensively
used for classication. It takes the input feature vector and classies it with the
tree in forest and outputs the class label that has the majority vote (Sewaiwar &
Verma, 2015). RT is an ensemble learning classier which creates various individual
learners consisting of multiple trees. It then selects the best tree from all the trees
generated. It uses the bagging concept and produces a random set of data to construct
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a decision tree (Kalmegh, 2015). NB is considered to be the best classication method
in prediction tasks (Vadhanam, Mohan, Ramalingam, & Sugumaran, 2016).
Further, in SSELM base classiers such as J48, Decision Stump and NB Tree
are used with adaBoostM1 algorithm for air pollution prediction, and SSELM per-
formance based on the AdaBoostM1 algorithm is recorded. J48 is a predictive base
classier, it targets the value of a new sample based on the discrete attribute values
of the given sample data. One of the key benets of using the J48 classier is that
it cuts down the search time for the sorted elements (Luan & Dong, 2018). Various
SVM ensemble model decisions in the SSELM model on data chunks are aggregated
by majority voting method for nal decision.
From Table.5.6 comparing the performance of the SSELM model with the SVM
ensemble model, we can say that SSELM prediction based on the bagging algorithm
performed well, having accuracy of 79:215% compared with SVM ensemble model
which is 41:701%. However, the SSELM prediction is based on the bagging and Ad-
aBoostM1 algorithms is the same on missing air pollution data i.e.79:215% and 78:88%
respectively. It was noticed that the SVM ensemble model based on AdaBoostM1
algorithms resulted in better model accuracy of 79:215%, almost same accuracy of
79:215% and 78.88 respectively with SSELM with the bagging and adaBoostM1 al-
gorithms.
However, it is noticeable that the Kappa Statistics value for the SVM ensemble
model based on bagging and AdaBoostM1 algorithms is 0:2521 compared with 0:7349
of SSELM with bagging and AdaBoostM1 algorithms. It indicates that the value of
SSELM is much closer to 1(0.7349), which further indicates that perfect agreement
for classication of data are only possible with the SSELM model. The above de-
scriptive evaluation statistics Fig.5-9 show that the performance of the SSELM model
on missing data has noticeably enhanced the accuracy of air pollution prediction on
various pollutant classes, and has performed relatively better than the SVM ensemble
model.
Table.5.7 shows the SVM ensemble model and SSELM model eciency compar-
ison on missing data. The execution time of the SVM ensemble model using the
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Figure 5-9: SSELM Model vs SVM Ensemble Model Performance on Missing Data
bagging algorithm on missing air pollution data were 837 minutes, whereas the ex-
ecution time on missing air pollution data of the SVM ensemble model using the
adaBoostM1 algorithm was 815 minutes. On the other hand, the execution time of
SSELM model on missing air pollution data using the bagging algorithm was 713
minutes, whereas the execution time of the SSELM model on missing air pollution
data using the adaBoostM1algorithm was 727 minutes.
Methods Bagging AdaBoostM1
SVM Ensemble model Execution Time (min) 837 815
SSELM model Execution Time (min) 713 727
Table 5.7: SVM Ensemble Model and SSELM Model Eciency Comparison on Miss-
ing Data
Comparing the execution time results of the SVM ensemble model and the SSELM
model on missing air pollution data in Fig.5-10 we can say that the SSELM model
provided better results with lesser execution time of 124 minutes and 88 minutes com-
pared with the SVM ensemble model with the bagging and adaBoostM1 algorithms.
Based on the computational time results, we can say that SSELM model is more
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ecient than the SVM ensemble model in building an ensemble model on missing air
pollution data.
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Figure 5-10: SVM Ensemble Model vs SSELM Model Eciency Comparison on Miss-
ing Data
To validate the SSELM model prediction accuracy and other evaluation measures
further, we used the Series Mean Method (SMM) for imputation of missing data
values for air pollution concentrations of CO, NO2and O3 as shown in Table.5.8.
Pollutants
No of
Obs
Missing
obs
Missing
values (%)
ObsMean ObsMed
Obs
St.d
Imputed
Missing obs
Imputed
data (%)
Imputed
Mean
Imputed.
Med
Imputed
St.d
NO2 87600 3845 4.4 16.642 8.627 19.007 3845 4.4 16.64 9.5 18.585
CO 52560 1467 2.8 0.492 0.281 0.599 1471 2.8 0.492 0.3 0.591
O3 35040 726 2.1 43.529 44.77 15.556 726 2.1 43.529 44.3 15.394
Table 5.8: Imputation of Missing Data with Series Mean Method (SMM)
Table.5.8 is about the imputation of missing data with the series mean method
(SMM). Table.5.8 shows the missing values of air pollutant concentrations which are
imputed with SMM. The percentage of missing values for CO, NO2 and O3 recorded as
2.8%, 4.4% and 2.1% respectively. The observed mean (ObsMean), observed median
(ObsMed) and observed standard deviation are 16.642, 8.627 and 19.007 respectively.
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The imputed values for CO, NO2 and O3 recorded changes in the mean, median
and standard deviation indicating the imputed pollutant concentrations values were
recorded fairly well by the SMM. In this section we highlight the performance evalua-
tion of the SVM ensemble model and the SSELM model on missing data. In the next
section we will assess the SSELM model and the SVM ensemble models' prediction
performances on imputed missing data of CO, NO2 and O3.
The available data of CO, NO2 and O3 consisted of 175200 observations. The
observations were separated into training and testing data by using lters in Weka
software. The size of the training data were set to 70% i.e. 122640 observations of the
available data, whilst the test set contained 30% i.e. 52560 of the observations. The
proposed SSELM model and SVM ensemble model were trained and tested using the
same exact data to allow for paired comparisons. The P values obtained after the t-
test on the training data results is 0.22 which signies the quality of the experiments.
The comparative statistics of the SVM ensemble model and SSELM model on training
data are shown in Table.5.9 and Table.5.10 respectively.
Table.5.9 shows that the SVM ensemble model performance on training data with
the bagging algorithm resulted in percentage of classication accuracy (PCA) of
71.004%. The mean absolute error recorded as 0.275 and root mean square error
was 0.368. The Kappa Statistics value was 0.495. SVM ensemble model performance
on training data with adaboostM1 algorithm resulted in percentage of classication
accuracy (PCA) of 70.677%. The mean absolute error recorded as 0.348 and the root
mean square error was 0.389. The Kappa Statistics value was 0.49. Table.5.10 shows
Bagging AdaBoostM1
MAE RMSE KS ICI CCI PCA MAE RMSE KS ICI CCI PCA
0.275 0.368 0.495 35560 87080 71.004 0.348 0.389 0.49 35961 86678 70.677
Table 5.9: SVM Ensemble Model Performance on Training Data
that the SSELM model performance on training data with the bagging algorithm re-
sulted in percentage of classication accuracy (PCA) of 80.587%. The mean absolute
error was recorded as 0.129 and the root mean square error was 0.348. The Kappa
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Statistics value was 0.688. The SSELM model performance on training data with
the adaboostM1 algorithm resulted in percentage of classication accuracy (PCA) of
80.556%. The mean absolute error recorded as 0.194 and the root mean square error
was 0.298. The Kappa Statistics value was 0.687.
Bagging AdaBoostM1
MAE RMSE KS ICI CCI PCA MAE RMSE KS ICI CCI PCA
0.129 0.348 0.688 23807 98832 80.587 0.194 0.298 0.687 23845 98794 80.556
Table 5.10: SSELM Model Performance on Training Data
The SVM ensemble model with the bagging algorithm provided the highest per-
centage of classication accuracy i.e. 71:004% compared with SVM ensemble model
with an adaBoostM1 algorithm of 70:6774%. Experiment results showed that the
SSELM model provided the highest percentage of classication accuracy with both
the bagging and adaBoostM1 algorithms i.e. 80.587% and 80.556% respectively.
The number of incorrectly identied instances is high in the SVM ensemble model
both with the bagging and adaBoostM1 algorithms resulting in lower value of Kappa
Statistic value (i.e. 0.495 and 0:490 respectively). However, the SSELM model per-
formed well compared with the SVM ensemble model, resulting in a lower number of
incorrectly identied instances. The Kappa Statistics value for the SSELM model for
the bagging and adaBoostM1 is closer to 1 (i.e. 0:688 and 0:687 respectively) which
indicates SSELM model resulted in perfect agreement for classication of various
classes of CO, NO2 and O3 concentrations.
The mean absolute error for the SVM ensemble model with bagging was lower
than the SVM ensemble model with the adaBoostM1 algorithm i.e. 0:275 and 0:348
respectively. Comparing the mean absolute values of the SSELM model with the
bagging and adaBoostM1 algorithms resulted in the lowest i.e. 0:129 and 0:194 re-
spectively. This indicates that the SSELM model with the bagging and adaBoostM1
algorithms provided closer predictions for air pollution observations and resulted in
the lowest root mean square error compared with the SVM ensemble model.
The above performance evaluation results clearly indicate as shown in Fig.5-11
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that the SSELM model outperformed the SVM ensemble model on statistical grounds,
resulting in better prediction results for our analysis. Now we will conduct experi-
ments on the unseen testing data and will record statistics for both SSELM model
and SVM ensemble model.
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Figure 5-11: SSELM Model vs SVM Ensemble Model Performance on Training Data
Table.5.11 shows the SVM ensemble model and the SSELM model eciency com-
parison on training data. The execution time of the SVM ensemble model using
the bagging algorithm on training air pollution data were 813 minutes whereas the
execution time on training air pollution data of the SVM ensemble model using the
adaBootM1 algorithm was 817 minutes. On the other hand, the execution time of
SSELM model on training air pollution data using the bagging algorithm was 761
minutes whereas the execution time of the SSELM model on training air pollution
data using the adaBoostM1 algorithm was 753 minutes.
Comparing the execution time results of the SVM ensemble model and the SSELM
model on training air pollution data in Fig.5-12 we can say that the SSELM model
provided better results with a lesser execution time of 52 minutes and 44 minutes
compared with the SVM ensemble model with the bagging and adaBoostM1 algo-
rithms. Based on the computational time results we can say that the SSELM model
is more ecient than the SVM ensemble model in building an ensemble model on
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Methods Bagging AdaBoostM1
SVM Ensemble Model Execution Time (min) 813 817
SSELM Model Execution Time (min) 761 753
Table 5.11: SVM Ensemble Model vs SSELM Model Eciency Comparison on Train-
ing Data
training air pollution data.
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Figure 5-12: SVM Ensemble Model vs SSELMModel Eciency Comparison on Train-
ing Data
The testing data of CO, NO2 and O3 consisted of 52560 observations i.e. 30
percent of 175200 observations. The prediction performance of the SSELM model
and the SVM ensemble model was tested on these unseen observations. The P values
obtained after the t-test on the testing data results is 0.19 which signies the quality
of the experiments.The comparative statistics of the SSELM model and the SVM
ensemble model on testing data are shown in Table.5.12 and Table.5.13.
Table.5.12 shows the SVM ensemble model performance on testing data with the
bagging algorithm resulted in percentage of classication accuracy (PCA) of 71.362%.
The mean absolute error was recorded as 0.270 and the root mean square error was
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0.366. The Kappa Statistics value was 0.490. The SVM ensemble model performance
on training data with the adaboostM1 algorithm resulted in percentage of classi-
cation accuracy (PCA) of 71.362%. The mean absolute error was recorded as 0.270
and the root mean square error was 0.366. The Kappa Statistics value was 0.499.
Table.5.13 shows the SSELM model performance on testing data with the bagging
Bagging AdaBoostM1
MAE RMSE KS ICI CCI PCA MAE RMSE KS ICI CCI PCA
0.270 0.366 0.490 15052 37508 71.362 0.270 0.366 0.499 15052 37509 71.362
Table 5.12: SVM Ensemble Model Performance on Testing Data
algorithm resulted in percentage of classication accuracy (PCA) of 80.673%. The
mean absolute error recorded as 0.131 and the root mean square error was 0.337.
The Kappa Statistics value was 0.490. The SSELM model performance on training
data with the adaboostM1 algorithm resulted in percentage of classication accuracy
(PCA) of 80.453%. The mean absolute error was recorded as 0.193 and the root mean
square error was 0.298. The Kappa Statistics value was 0.683.
Bagging AdaBoostM1
MAE RMSE KS ICI CCI PCA MAE RMSE KS ICI CCI PCA
0.131 0.337 0.687 10158 42403 80.673 0.193 0.298 0.683 10274 42287 80.453
Table 5.13: SSELM Model Performance on Testing Data
Table.5.12 shows that the SVM ensemble model percentage of classication accu-
racy of model on testing data with the bagging and adaBoostM1 algorithms is the
same i.e.71.362 respectively. However, the SSELM model percentage of classication
accuracy was recorded consistent as 80.673% and 80.453% with the bagging and ad-
aBoostM1 algorithms as shown in Table.5.13, which is better than SVM ensemble
model performance. Kappa Statistics value for the SVM ensemble model with the
bagging and adaBoostM1 algorithms for both recorded as 0.499, resulting in far from
1 whereas the SSELM model value for the Kappa Statistics with the bagging and
adaBoostM1 algorithm was recorded as 0:687 and 0:683 respectively, which is closer
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to 1 resulting in perfect agreement for classication of various classes of CO, NO2
and O3 concentrations. The SSELM model error values for mean absolute error was
recorded lowest i.e. 0.131 and 0.193 respectively, for the bagging and AdaBoostM1
algorithms in contrast to the SVM ensemble model values. Hence, the SSELM model
with bagging and AdaBoostM1 algorithms provided closer predictions for air pollu-
tion observations. Similarly, the SSELM model error values for root mean square
error recorded lowest to the SVM ensemble model.
Based on the above statistics, results described in Fig.5-13 clearly indicate that
the SSELM model outperformed the SVM ensemble model in classication accuracy
and other statistical performance measures. The proposed SSELM model successfully
predicted the various classes of CO, NO2 and O3.
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Figure 5-13: SSELM Model vs SVM Ensemble Model Performance on Testing Data
Methods Bagging AdaBoostM1
SVM Ensemble Model Execution Time (min) 449 457
SSELM Model Execution Time (min) 389 383
Table 5.14: SVM Ensemble Model vs SSELMModel Eciency Comparison on Testing
Data
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Table.5.14 shows the SVM ensemble model and the SSELM model eciency com-
parison on testing data. The execution time of the SVM ensemble model using the
bagging algorithm on testing air pollution data were 449 minutes, whereas the exe-
cution time for testing air pollution data with the SVM ensemble model using the
adaBoostM1 algorithm was 457 minutes. On the other hand, the execution time of
SSELM model on testing air pollution data using the bagging algorithm was 389 min-
utes, whereas the execution time of the SSELM model on testing air pollution data
using the adaBoostM1 algorithm was 379 minutes.
Comparing the execution time results of the SVM ensemble model and the SSELM
model on testing air pollution data, Fig.5-14 shows that the SSELM model provided
better results with a lesser execution time of 60 minutes and 78 minutes than the
SVM ensemble model with the bagging and adaBoostM1 algorithms. Based on the
computational time results, we can say that the SSELM model is more ecient than
the SVM ensemble model in building an ensemble model in testing air pollution data.
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Figure 5-14: SVM Ensemble Model vs SSELM Model Eciency Comparison on Test-
ing Data
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5.9 Conclusion
Air pollution data are often collected from multiple monitoring stations located at
various regions. The size of the data of each monitoring station varies. Air pollution
prediction for data which is distributed across various regions is a challenging task.
The proposed SSELM model has the potential to merge the knowledge of multiple
air pollution monitoring stations distributed across various regions. Local SVMs are
modelled on spatial and temporal dimensions, respectively. Further, for future air
pollution prediction, the knowledge from various aspects of SVMs is aggregated. The
problem of spatio-temporal air pollution prediction based on CO, NO2 and O3 is de-
ployed with the SSELM model and the SVM ensemble model and their performances
are recorded. The overall results of the SSELM model are shown in the Table.5.15
and the overall SVM ensemble model results are shown in Table.5.16. Comparing
the results of the SSELM model in the Table.5.15 and the SVM ensemble model
in the Table.5.16, it is evident that the SSELM model is good in predicting classes
with least errors as the mean absolute errors of the SSELM model were less as 0.029,
0.129, 0.131, 0.029, 0.194 and 0.193 respectively with the bagging and adaBoostM1
algorithms on missing, training and testing data compared with the SVM ensemble
model mean absolute errors of 0.092, 0.275, 0.270, 0.093, 0.348 and 0.270 respectively.
Similarly, the root mean square errors for the SSELM model were also less of 0.160,
0.348, 0.337, 0.169, 0.298 and 0.298 respectively with the bagging and adaBoostM1
algorithms on missing, training and testing data compared with the SVM ensemble
model root mean square errors of 0.215, 0.368, 0.366, 0.190, 0.389 and 0.366 respec-
tively. The Kappa Statistics values for the SSELM model were 0.739. 0.688, 0.687,
0.734, 0.687 and 0.683 respectively with the bagging and adaBoostM1 algorithms on
missing, training and testing data which were closer to 1 indicating SSELM model
resulted in perfect agreement for classication of various classes of CO, NO2 and O3
concentrations compared with the SVM ensemble model. The Kappa Statistics val-
ues of 0.252, 0.495, 0.499, 0.252, 0.490 and 0.499 respectively which were away from
1. The classication accuracy of the SSELM model was 79.215%, 80.587%, 80.673%,
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79.215%, 80.556% and 80.453% respectively with the bagging and adaBoostM1 algo-
rithms on missing, training and testing data which is greater than the SVM ensemble
model classication accuracy of 41.701%, 71.004%, 71.362%, 78.881%, 70.677% and
71.362% respectively. Furthermore, the SSELM model took a lesser time of 124, 52,
60, 88, 64 and 74 minutes to build ensemble model with the bagging and adaBoostM1
algorithms on missing, training and testing data compared with the SVM ensemble
model.
Bagging AdaBoostM1
Missing Training Testing Missing Training Testing
MAE 0.029 0.129 0.131 0.029 0.194 0.193
RMSE 0.169 0.348 0.337 0.169 0.298 0.298
KS 0.739 0.688 0.687 0.734 0.687 0.683
PCA 79.215 80.587 80.673 79.215 80.556 80.453
Execution Time (mins) 713 761 389 727 753 383
Table 5.15: Overall SSELM Model Performance
Bagging AdaBoostM1
Missing Training Testing Missing Training Testing
MAE 0.092 0.275 0.27 0.093 0.348 0.270
RMSE 0.215 0.368 0.366 0.190 0.389 0.366
KS 0.252 0.495 0.499 0.252 0.49 0.499
PCA 41.701 71.004 71.362 78.881 70.677 71.362
Execution Time (mins) 837 813 449 815 817 457
Table 5.16: Overall SVM Ensemble Model Performance
By comparing the overall results of the SSELM model in Table.5.15 with overall
results of the SVM ensemble model in Table.5.16, it is quite evident that the proposed
SSELM model has strong capability of classifying the spatio-temporal air pollution
problem with missing, training and testing data of various stations with the bagging
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and adaBoostM1 algorithms. Similarly, by comparing the eciency results of the
SVM ensemble model and the SSELM model from tables Fig.5.7, Fig.5-12 and Fig.5-
14 it is apparent that the SSELM model is more ecient than the SVM ensemble
model.
The SSELM model eliminates the limitation of some of the already proposed mod-
els in spatio-temporal domains where missing data creates a question mark over the
validity of proposed model. The proposed SSELM model performance recorded the
same with missing and imputed missing data. The main objectives of the proposed
SSELM model are achieved by; (i) successfully conducting spatio-temporal analysis
of multiple stations across the Auckland region; (ii)performing better than SVM en-
semble learning with missing and imputed missing data; (iii) successfully constructing
ensemble learning based on classication of various classes of CO, NO2 and O3; (iv)
developing scalable SVM models based on ensemble learning and evaluating their
performances statistically and in comparison with the SVM ensemble approach as a
benchmark; (v) the proposed SSELM model resulted in comprehensive air pollution
prediction for the whole region, which in our case is Auckland. Moreover, most of the
environmental authorities i.e. Auckland Regional Council (ARC) and The National
Institute of Water and Atmospheric Research (NIWA), are interested in knowing the
air quality status in the whole region rather than in a specic location. With this
we can conclude that the proposed SSELM model performed eciently in dierent
conditions i.e. with missing data and without missing data, and can be used by
environmental authorities as a tool in air quality prediction and further analysis.
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Chapter 6
Conclusion
In New Zealand, the Auckland Council is responsible for monitoring air quality pol-
lutant concentration levels and for ensuring they fall within National Environmental
Standards for Ambient Air Quality. Their records show a decrease in pollutant con-
centrations released into the air. This is because of advancement in industrial and
vehicle technology and better fuel standards, but still there are some concerns over
release of pollutants such as nitrogen dioxide, carbon dioxide and carbon monoxide
into the air. Presence of these pollutants in the air results in unpleasant eects on
human health. In the Auckland region alone, it is estimated that 300 premature
deaths occur each year due to air pollution (Macmillan et al., 2014). Air pollution is
a problem, but is still present in this modern time. Modern development has resulted
in new contaminants in the air. Social and economic eects of air pollution are on the
verge of increase as well. On the other hand, air pollution consequences have urged
researchers to investigate the air pollution problem further.
In this regard, air computational methods were used in the past for air pollution
analysis. They had basic limitations, and results were only as good as the input data.
Modelling prediction results tended to be high compared with actual measurements.
Chemical studies were conducted as well to solve the air pollution problem, but these
required a long time for data analysis, and limitation of the sample range reduced
the reliability of data. However, computational analysis of air pollution is one way
of solving the air pollution problem, and the above limitations in research methods
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provided us with the opportunity of forming a new computational technique named
SVM aggregation, which applied to spatial and temporal air pollution analysis.
Spatio-temporal air pollution analysis through SVM aggregation computing is
one of the proposed methodologies in computational environment analysis. The SVM
aggregation computing method will enhance the results by considering the spatial and
temporal aspect of air pollution for research purposes. A challenge of this research
is to conduct knowledge fusion via the data from spatio-temporal spatial SVMs on
air pollution prediction. We suggest that only SVM aggregation computing can solve
the air pollution problem better than other methods, and it will certainly help in
studying the huge image size of spatial data and long term temporal/historical data
on air parameters easily. That will result in robust decision making.
Similarly, SVM aggregation computing will present a new criterion for air pollu-
tion prediction via knowledge fusion over spatial and temporal dimensions. We have
reviewed a number of computational environmental air pollution studies, but most
researchers in those studies ignored the fact that air pollution is a spatio-temporal
problem. A number of methods such as single SVM, fuzzy neural networks, remote
sensing methods, sampling methods, optical bre network systems, numerical pre-
diction models, climatological dispersion models and dierential absorption methods
were used for air pollution and environmental analysis. Somehow, these methods
have limitations in performing research using computation methods for air and envi-
ronmental pollution analysis.
Details of the pros and cons of each computation method have been discussed
in chapter 2. Existing methods documented in the literature detail high perform-
ing results on synthetic data, but the subsequent performance on real data are less
than satisfactory. However, computational analysis of air pollution facilitates deci-
sion support for addressing the air pollution problem and provides many research
opportunities. One such opportunity was the development of a new computational
technique for spatio-temporal air pollution analysis.
In exploring potential applications, we concentrated on a real-world case study, i.e.
the Auckland city air quality analysis. For the Auckland city, we acquired data from
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multiple monitoring stations and predictions for air quality analysis were conducted.
SSELM classied and attempted to predict pollution based on a model of spatio-
temporal data. Our experimental results demonstrated that SSELM achieved ecient
performance evaluation results compared with the SVM ensemble.
6.1 Research Contributions
Regardless of previous work in air pollution, there is no evidence in earlier research and
articles focusing on spatio-temporal air pollution analysis integration and interaction
of deploying SVM aggregation computing. Based on the opportunity to conduct this
comprehensive research, the pivotal contributions of this thesis are:
1. We proposed the SSELM model which can handle a large amount of spatio-
temporal data and which was more accurate and ecient than the SVM en-
semble model. This was made possible by deploying the subsampling strategy
of regional data in SSELM through an intelligent computational method Bag
of Little Bootstraps. On each chunk a separate classier was deployed reduc-
ing the processing time, rather than deploying a single classier on the big
chunk of data as in SVM ensemble learning. In chapter 3 we showed that as
the size of the data increased, the SVM ensemble learning accuracy changed.
With the SSELM model, empirical results proved that despite the increase in
data size, its classication accuracy remained unchanged. Classication accu-
racy of 80.58% and 80.56% respectively was achieved with the bagging and
adaBoostM1 algorithms on training data compared with the SVM ensemble
model classication accuracy of 71% and 70.67% respectively with the bagging
and adaBoostM1 algorithms on training data. Furthermore, the SSELM model
classication accuracy was also high on testing data having classication ac-
curacy of 80.67% and 80.45% respectively with the bagging and adaBoostM1
algorithms compared with the SVM ensemble model classication accuracy of
71.36% and 71.36% respectively with the bagging and adaBoostM1 algorithms
on testing data.
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2. The proposed SSELM model which combines distributed data of 20 monitoring
stations of air pollutants NO2, CO and O3 through ensemble learning demon-
strated that it was more ecient and had better classication. Through dis-
tributed data combining knowledge of various classes of pollutant monitoring
stations, we were able to provide the status of air pollution eciently. The
execution time of the SSELM model in predicting various classes of air pol-
lutants was 52 minutes and 64 minutes lesser compared with the SVM model
prediction on training data using the bagging and adaBoostM1 algorithms and
60 minutes and 74 minutes less than the SVM model prediction on testing data.
The distributed data combining knowledge ability of the SSELM model through
ensemble learning also resulted in a smaller number of incorrectly identied in-
stances of 23807 and 23845 with the bagging and adaboostM1 algorithms on
training data than the SVM ensemble model with 35560 and 35961 incorrectly
identied instances using bagging and adaBoostM1 algorithms. Furthermore,
the number of incorrectly identied instances of testing data from the SSELM
model were 10158 and 10274 with the bagging and adaBoostM1 algorithms com-
pared with the SVM model incorrectly classied instances of 15052 and 15052
respectively with the bagging and adaBoostM1 algorithms. These results show
the SSELM model eciently and with less time achieved the results compared
with the SVM model.
3. The proposed decentralised SSELM model performed better on missing and
imputed missing data of various monitoring stations than the SVM ensemble
model. The SSELM model resulted in greater accuracy of 79.21% and 79.21%
with bagging and adaBoostM1 algorithms on missing data than the SVM en-
semble model, with accuracy of 41.70% and 78.88% with the bagging and ad-
aBoostM1 algorithms on missing data. Our preliminary research in chapters
3 and 4 led us successfully not only in the development of the Scalable SVM
Ensemble Learning Model (SSELM) but also in the development of a model
which is capable of handling missing data and will result in providing accu-
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rate knowledge about the monitoring stations of the whole region for future
decision making. This is a novel approach through SSELM to computational
environmental air pollution analysis.
4. The proposed SSELM model is able to conduct prediction through SVM aggre-
gation and knowledge integration from various aspects of SVMs from spatio-
temporal dimensions resulting in higher prediction accuracy of 80.58% and
80.56% respectively with the bagging and adaBoostM1 algorithms on training
data. This compares well with the SVM ensemble model prediction accuracy of
71% and 70.67% respectively with the bagging and adaBoostM1 algorithms on
training data. Furthermore, SSELM prediction accuracy of 80.67% and 80.45%
respectively with bagging and adaBoostM1 algorithms was also high on testing
data. This compared well with the SVM ensemble model prediction accuracy of
71.36% and 71.36% respectively with the bagging and adaBoostM1 algorithms
on testing data. The Kappa Statistics values of the proposed model SSELM
were 0.688 and 0.687 respectively with the bagging and adaBoostM1 algorithms
on training data. These results were closer to 1, indicating perfect agreement
for classication of classes of CO, NO2 and O3. The results of Kappa Statistics
values of SVM ensemble model were 0.49 and 0.49 respectively with the bagging
and adaBoostM1 algorithms on training data were further away from 1, indicat-
ing an imperfect agreement for classication of various classes of CO, NO2 and
O3. Similarly, Kappa Statistics values of SSELM on testing data were 0.68 and
0.68 respectively with the bagging and adaBoostM1 algorithms resulting closer
to 1 indicating perfect agreement for classication of various classes of CO, NO2
and O3 compared with the SVM ensemble model Kappa Statistics values of 0.49
and 0.49 with the bagging and adaBoostM1 algorithms away from 1 indicating
imperfect agreement for classication of various classes of CO, NO2 and O3.
These empirical results showed that SSELM has a strong capability for future
air pollution prediction.
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6.2 Research Limitations and Threats
Research limitations and threats for this research are discussed below:
1. This research has been tested for air pollution data that is readily available to
Auckland Council. Since Auckland Council collected this data automatically in
electronic form, we have been using a close data set. The Auckland Council has
not provided an open data set. There might be some data related deterrents
which may not be identied at this stage. However, we have done extensive
standardisation, and we tried to limit data related issues throughout the exper-
imental process. The proposed approach has also been tested on an independent
data set, which we obtained from Environmental Protection Agency (EPA) at
the time the experiment was set up. The results of those experiments have not
been included in this thesis in order not to distract the reader from the current
topic of air pollution data analysis in New Zealand. This further proves the ef-
ciency of the model. Since the proposed SSELM is tested on two independent
and diversied data sets.
2. In this thesis we have discussed SVM ensembles. There is also a possibility
of having an ensemble of dierent machine learning techniques or articial in-
telligence techniques like neural networks which must be tested with respect
to air pollution data. However, the results of proposed approach may not be
challenged since other ensemble approaches may not be using same set of rules
and validations.
3. SSELM is explicitly designed for handling air pollution data, and its eciency
in terms of non-air pollution data or any other type of data are beyond the
scope of this research.
4. The proposed SSELM is exclusively tested on Auckland Council data set with
missing values. However, the pattern of these missing values may not be same
across all data sets, so the results presented in this thesis may not be generalised
for all types of data sets.
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6.3 Conclusion
Our motive for this work was to design a computational model to analyse air pol-
lution from a spatio-temporal perspective. In this regard, we successfully developed
SSELM and deployed it on spatio-temporal data of the Auckland region. The evalu-
ation results of SSELM provided interesting insights in ensemble creation and other
performance measures. The contribution of this thesis is considered useful for both
academia and environmental practitioners.
The development of SSELM was approached step by step. In chapter 2, critical
analysis of previous computational studies was provided. It was noticed that machine
learning methods were widely applied in environmental analysis due to their advan-
tages on performance and eective calculation. However, the air pollution problem is
dynamic, and previous studies were conducted on static data. This lack of technical
perspective provided us with the opportunity to investigate this air pollution problem
dynamically by considering its spatio-temporal perspective.
Chapter 3 presents a technical review of SVM based ensemble methods to identify
evaluation methods for constructing an SVM ensemble. Ensemble learning is a solu-
tion aimed at minimisation of risk for decision making. Bagging, boosting, stacked
generalisation and mixture of experts methods are the most popular techniques to
construct ensemble systems. For combining outputs of class labels, majority voting,
weighted majority voting, behavior knowledge space and borda count methods were
used. To achieve diversity among the classiers is an important part of ensemble
learning. However, lack of diversity denition and limitations on its creativity among
the research community have resulted in deploying algebraic combiners, weighted av-
erage, trimmed mean and Dempster Shafer based combination methods for combining
continuous outputs. It was identied through this research that an ideal ensemble
method should work on the principle of achieving six paramount characteristics for
ensemble creation including accuracy, scalability, computational cost, usability, com-
pactness and speed of classication. In addition, the ideal ensemble method should
be able to handle long-term historical data, particularly spatio-temporal. Further
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in the chapter, we conducted an empirical study of SVM approaches to assess the
capability of SVM in handling an air pollution data set. We used a real-time data
set obtained from USA environmental research. We carried out rigorous experiments
with a single SVM, and ensemble methods bagging and adaBoostM1. With the exper-
imental results, it can be concluded that ensemble methods outperformed the single
SVM approach in both accuracy and eciency. It is noteworthy to observe that
adaBoostM1 outperformed other methods for spatio-temporal air pollution analysis.
The critical review of the SVM ensemble and the systematic experimental study are
the key contributions of this chapter. Experimental results on the air pollution data
set demonstrated that the proposed SVM ensemble method with adaBoostM1 algo-
rithm performs better than other algorithms. The classication accuracy of a single
SVM method was 76.33% whereas with the bagging algorithm it was 79.66%. How-
ever, the best percentage of classication accuracy of 91.28% was achieved through
the adaBoostM1 algorithm in a lesser time of 128 minutes to build ensemble model,
20 and 31 minutes less than a single SVM and bagging respectively.
In chapter 4, performance of imputation methods for missing data in SVM en-
semble creation was analysed. In the development of SSELM we were curious about
handling missing data as this incomplete or uncollected data information is faced
more in air monitoring stations, where data are collected from multiple monitoring
stations which are widespread across several locations. This problem was considered
vital for environmental researchers. In literature, various imputation methods for
missing data were proposed. However for future studies we considered that perfor-
mance of imputation for missing data are vital to consider before considering the
validity of any research results. In this regard, we deployed ve existing imputation
methods for missing data, namely: series mean method, mean of nearby points, me-
dian of nearby points, linear trend at point and linear interpolation respectively. The
mean absolute error of each imputation method in relation to seven carbon monoxide
monitoring stations in Auckland was calculated, and based on that imputation the
eectiveness of the method was determined. From our experiments, we successfully
identied that the SM method is possibly the available imputation method for miss-
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ing data with least mean absolute error out of the ve imputation methods. The SM
method resulted in better performance accuracy using the bagging and adboostM1
algorithms for ensemble creation.
In chapter 5, the proposed method SSELM along with critical analysis was pro-
vided. There were a few drawbacks associated with centralised computing, which
resulted in research opportunities to improve decision making capability using a dis-
tributed scenario for the air pollution problem through knowledge sharing. The nov-
elties of the proposed SSELM were discussed briey, such as the ability to conduct
spatio-temporal analysis, ability to combine knowledge of distributed monitoring sta-
tions, ability to accommodate a huge amount of data and ability to merge the knowl-
edge of various stations regardless of the size of station. The results of SSELM were
discussed. It was quite evident from the empirical results that SSELM had the strong
capability of merging knowledge of various monitoring stations through the spatio-
temporal domain. Experimental results demonstrated that the proposed SSELM
approach outperformed the SVM ensemble model in eciency and accuracy.
In addition, we proposed SSELM as an approach to spatio-temporal air pollution
analysis for decision support applications. The novelty of SSELM is that it uses
spatio-temporal decentralised analysis to facilitate eective decision making when
addressing the air pollution problem. It follows that decentralised analysis is vital,
as air pollution data sets are obtained from multiple monitoring stations. Obtaining
these distributed data sets and then combining them through a centralised computing
led to a few concerns; time consumption and privacy are few to name. In this regard,
we believe that SSELM, a decentralised SVM ensemble learning technique, will be
able to address this problem more appropriately than previously reported methods.
This work oers signicance in big data for computational environmental applications.
Moreover, SSELM presents a novel approach to air pollution prediction via knowledge
fusion across spatio-temporal dimensions.
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6.4 Future Work
SVM aggregation for spatio-temporal air pollution analysis is challenging and re-
sulted in many directions: (1) in chapter 5 we successfully proposed SVM ensemble
learning for spatio-temporal air pollution analysis. However, diversity creation in
ensemble learning is very signicant as it reduces the overall risk of selecting a poor
ensemble classier. Accurate results are obtained when the ensemble classiers are
more diverse. Further research is required to deal with the diversity dilemma which
leads to better generalisation performance of the proposed method; (2) in chapter
4 we successfully recorded SVM ensemble performance on various imputation meth-
ods for missing data. However, as this work was limited to a smaller data set, to
conrm the eectiveness and eciency of the SVM ensemble, this work could be ex-
tended to large data sets to validate the performance of the SVM ensemble further
on each imputation method; (3) in chapter 5 we successfully deployed the SSELM
for spatio-temporal air pollution prediction. However, the data were limited to the
Auckland region. In the future, this work could be extended by considering data
from stations in Hamilton and its outlying regions. Based on that, both cities (Auck-
land and Hamilton) could receive air quality predictions data; (4) the achievement
of any model lies in its classication accuracy, and we believe that there is always a
possibility for improvement in computational models. Hence, further research is re-
quired to improve SSELM accuracy; and (5) a series of advanced new methods could
be developed for air pollution analysis on the track of spatial and temporal SVM
aggregation. The developed computational prototype software will present a clear
picture to environmental monitoring authorities as a prediction tool for air pollution
investigation.
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