Operaciones  "inteligentes" en sistemas artificiales: La perspectiva de la inteligencia artificial en la comprensión del sistema nervioso by Mira, José
OPERACIONES "INTELIGENTES" EN 
SISTEMAS ARTIFICIALES: LA PERSPECTIVA 
DE LA INTELIGENCIA ARTIFICIAL EN LA 
COMPRENSION DEL SISTEMA NERVIOSO. 
JOSE MIRA 
Correspondencia: 
Dpto. Inteligencia Artificial. 
Facultad de Ciencias. UNED 
C/Senda del Rey s/n 
28040 - Madrid, Spain 
Tel: (341- 7 -3987755 
Fax: 1341- 7 -3986697 
e-ma i/:jnlira@uned.dia.es 

R E S U M E N  
Estdinos todavía leios de comprender la organizaciOn y el fiincionainiento del 
Sistema Nervioso (SN) dehido a la disparidad existente entre la riqiieza y fintira de 
la fenoinenología nerviosa y la crucleza de los prograinas llamados de Inteligencia 
Artificial ( /A)  y de las redes de "neiironas" artificiales. Esto aleja a la compiiiación 
de la,necjrociencia. En este trabajo presentamos (i) un resiimen de la teoría cie 
niveles y dominios de descripción de tiso potencial en iina metodología de lo 
natiirsldy (ii) la posibilidad de cisar la neurociencia coino fuente de inspiración en 
la búsqtieda de inodelos más realistas de coinpiiiación en, IA. E l  propósito final es 
aproximar la coinpiiiación a la neiirociencia experimental y promover más grupos 
de trabajo interdisciplinarios. 
S U M M A R Y  
We are still a long way froin cinderstandins the organization and functioning 
of the nervoiis systein. At the same time there i s  a large disparity between the rich- 
ness and fineness oí the nervoiis phenomenology dnd the crudeness of the Artifi- 
cial lntelligence (Al) prograins and the artificial neiiral nets inodels. This distantes 
neuroscience froin computation. We present in this paper a suinrnary oí oiir work 
that has heen marked by two rectirrent themes: (i) the search for a methodology o í  
the natiiral, with the introdiiction af distinct levels and doinain of description ( i i )  
the search for inspiration in neuroscience secking ncw ideas for inore realisiic 
inodels oí compiitation in Al. The final pcirpose is to move cornpiitation a step 
closer to experimental neuroscience and prornote inore interdisciplinary teanis. 
Palabras Clave: Inteligeiicia Artificial, Metodología, Nivel de Conocimiento, Neu- 
rofisiología inversa 
Estamos todavía lejos de coin- 
prender la organi~ación y el fiincio- 
nainiento del Sistema Nervioso (SN) y 
el coiriplejo comportainiento que de 
cl  einerge. Al inisino tiempo, hay una 
gran disparidad entre la riqiicza y 
finiiia de la fenoinenología asociada 
al SN y al comportamiento inteligente 
de los seres vivos (percepción, inemo- 
ria, aprendizaje, ideación, creativi- 
dad, intcncicín, iinaginación, afectos, 
inotivaciones, lenguaje natural, cultu- 
ra, etc ... ) por tina parte y la d i i re~a,  
t~riisquedad formal y lirniiaciones de 
la fenoinenología asociada al inundo 
de lo artificial, incluidas las aporta- 
ciones niás relevantes de la Inteligen- 
cia Artificial (IA) y la Ingeniería del 
Conociiniento (IC), por citar sólo las 
ramas de la ciencia de la coinpiita- 
cicín qiie inás pretenden aproxiinarse 
a la neurociencia. Sin embargo, creo 
que piiede ser de iniitcia utilidad la 
siinl>iosis entre coinpiitación y neuro- 
ciencia. Es decir, creo que la neuro- 
ciencia puede aprender de la Coin- 
piitación y vicevcrsa. 
La corijetura qiie vamos a desa- 
rrollar en este trabajo piiede plariiear- 
se en los sigiiientes términos duales: 
l .  Analiceinos los sistemas ariifi- 
ciales a los qiie usualmente se 
llaman de "Inteligencia Artifi- 
cial" viendo su estructiira física, 
su descripción simbólica y sus 
iiiodelos a nivel de conoci- 
inieiito y reflexioneinos sobre la 
naturaleza del SN (responsable 
de la Inteligencia Natural) usan- 
do la inisina metodología (es- 
tructura física, símbolos, cono- 
ciinierito). 
Inversainenle, analiceinos el 
conocimiento disponible sobre 
el SN, responsable de la Intcli- 
gencia natural, intentando mo- 
delar la fenoinenología neiironal 
(nivel físico), los síinbolos neu- 
rofisiológicos y los procesos 
cognitivos descritos en lenguaje 
natural y a nivel de conoci- 
miento, para reflexionar sobre la 
naturaleza de los sisteinas artifi- 
ciales. 
La meta filial es aproximar la 
neiirociencia a la coinputación de la 
forina más clara, precisa e ineqiiívoca 
posible. Es decir, desmitificando la 
IA, eliminando los t6rininos antropo- 
inóríicos en la descripción de los 
sisternas artificiales y reconociendo el 
hecho diferencial del tejido vivo. 
Para aportar argiiinentos en favor 
de esta conjetura vamos a desarrollar 
el resto del trabalo de acuerdo cori 
los siguientes apartados. En la segcin- 
da sección resiiinimos de forina sen- 
cilla el paradigma coinputacional 
introduciendo el modelo usual de 
coinpiitación en un nivel y la des- 
cripción de toda coinpiitación ~isando 
tres niveles: El 11ive1 fiqico (el h ~ r d -  
ware de la rnáqiiina), el 11ive1 sirnbó- 
lico (el programa) y el r ~ i v e l  del cor~o- 
cimiento (los inodelos previos al pro- 
grama). A continiiación, en la sección 
tercera iniroduciinos la figura del 
observador externo y los dos doini- 
nios de descripción: el propio del 
nivel y el del observador, yiie siempre 
opera en su nivel de conociiniento. 
Esto nos va a permitir distingiiir las 
funcionalidades propias de iin cálculo 
o de tina estructura fisiológica de las 
añadidas por el experimentador al 
interpretar los datos. Después, en la 
sección cuarta describimos un expe- 
riinento imaginario c'onsisiente en 
usar la metodología de lo artificial 
para estudiar un sistema natural. Con 
esto acabamos el anilisis de la priine- 
ra parte de la conjeiiira: iqlié aporta 
la computación a la neurociencia?. 
En la última sección, ya de for- 
ina inás resiiinida, reflexionamos 
sobre el camino inverso. Es decir, 
sohre lo que la neurociencia puede 
aportar a la Inteligencia Artificial en 
su doble vertiente, simbólica y cone- 
xionista. 
2. EL  PARADIGMA 
COMPUTACIONAL 
2.1 EL M O D E L O  GENERAL 
DE COMPUTACI~N EN 
UN NIVEL. 
Todo sistema yiie procesa infor- 
mación puede describirse de acuerdo 
con un modelo coniputacional iriiiy 
general, tal como el que se iliistra en 
la figura 1. Se empieza distinguiendo 
entre medio y sistema y el coinpor- 
tainiento del sisteriia se describe en 
térininos de un conjiinto de variables 
cie er~trdcfd X = {x,(t)}, un conjunto de 
variables de salida, Y = {y,(¡)], y un 
conjunto de reglas 
yiie, de forma inequívoca, realizan 
procesos de transformación (de natii- 
raleza Iógico-relacional) sobre las 
variables de entrada y los contenidos 
de memoria, M = {rn,(t)}, para generar 
los valores de las variables de salida: 
y rnodificar los contenidos de la me- 
inoria. 
y así de forina repetitiva con la (re- 
cuencia de un reloj central y con las 
iteraciones y reccirrencias necesarias 
para la ejecución de la tarea pro- 
puesta. La sucesión de transformacio- 
nes ("instrucciones") constituye el 
programa. 
Todo modelo coinputahle en iin 
nivel puede entonces describirse eri 
términos de un conjiinio de seirales 
(variables A,, y, y I~I,) que representan 
la información (los datos) y un con- 
jiinto de reglas (operadores r,: ) que 
especifican de forina "c/ard, preclsd, 
con~pletd e ~ncclclívoca" los procesos 
analíticos o Iógicos-relacionales que 
se tisan para transformar la represen- 
tación de entrada, o cualyiiier se- 
cuencia de representaciones de en- 
trada 
{x,ít), x,(t+At), x,(1+2At), ... 2 en la co- 
rrespondiente secuencia de represen- 
taciones de salida {y,([), y,(t+Ar), 
y,(t+2At), ... 1, sin ninguna conexión 
causal con el s~g~)~f~c-atfo de las varia- 
bles. Es decir, en principio las varia- 
bles {x,} e {y,} podrían interpretarse 
coino magn~to(les ííslcds (presión, 
voluiiien, temperatura, potencial- 
eléctricos, corrientes, ... ) yiie sirvie- 
ran de soporte rl ldter~al de la compu- 
tación. Estaríaiiios enlorices en un 
ri/vel t'ís~co, en el hardware de la 
coinpiitación, en la electrónica digital 
y la arqiiitectuta de colnputadores 
donde las variables x,(¡) e y,(t) son 
señales binarias con sólo dos valores 
posibles (O ó 5 voltios, por ejemplo), 
asociados a dos estados lógicos ("O" y 
" 1 "). 
Obsérvese sin embargo qiie no hay 
nada en el modelo qiie nos obligiie a 
estd interpretación. Es decir, las reglas 
y X: enlazan los espacios 
de representación son independientes 
de la semántica de otros niveles y 
para conseguir sus resultados forinales 
no necesitan hacer referencia alguna 
a los significados de las varial~les. 
Esio iinplica que, si en vez de halllar 
de variables físicas de entrada y sali- 
da, Iiahlainos de es/)dc~os tíc reprc- 
sentaclcíll de las entradas y las salidas, 
podríainos estar hablando de ciial- 
quier otro IIIVO~. Por ejemplo, del 
riivel de los síinholos, o del lengiiaje 
natural. O de un sisleina neurofisioló- 
gico ial coino un contacio sináptico, 
tina neurona o tina red neiironal de 
inhibición lateral, por ejemplo. La 
c l ~ v e  stá en las hi)las (le sc r r~A~~ t~cd  
qiie iiseinos para describir el SI~III~I- 
cado de esas variables. Estos signifi- 
cados siempre tienen qiie definirse en 
Fig. 1 .  Modelo compiitacional en iin nivel. Los esp~cios de entrada y salida 
son en general, espacios de representación con tablas de seinántica 
dependientes del nivel y del conocimiento qiie se quiere modelar. 
dos niveles, qiie a s i i  vez pertenecen 
a dos doininios clifc~renies: 
a )  En el doininio propio del ni- 
vel (señales o síinbolos), don- 
de hay caiisaliddd. 
b) En el doininio del observador 
externo y en el nivel de co- 
nociiniento, en el que se rea- 
liza la descripción en dos t i -  
pos de situaciones: 
b. 1 )  Ciiando hablo dcl nivel 
propio, con si is  leyes 
de causalidad ininiita- 
bles, asociadas a la es- 
tructiira. 
13.2) Cuando asigno signifi- 
cados del doininio cu- 
yo conociiniento estoy 
modelando. 
I)e dciierdo con Ctioinsky, po- 
deinos decir que la grainática del 
lengiiaje L'"', propio del nivel n gene- 
ra y recoriocc. un conjiinio de aco- 
plainictiios ()c,S), donde X es la re- 
presentación física o forinal de las 
señales que acepta el nivel y S es la 
interpretación seinántica asignada a X 
por las reglas del lerigiiajc caracterís- 
tico de ese nivel. Los pares signo- 
significados /í~,S,),(y,,S,l/ y las fiincio- 
k nes 1;: y y,] caracterizan VI inodelo 
en un nivel. Estas graniáticas para los 
lengiiajes formales propios de toda la 
coinpiitación están pr(?CjCii~~i(ids, son 
ahsolutainente rígidas y se estudian 
en teoría de la computacióri bajo el 
nombre de lenguajes reguldres, inde- 
pendientes del contexto y estructura- 
dos por frases junto con sus aiitóina- 
tas equivalentes. El problema que 
tiene la /A es clue el lenguaje dc re- 
presentación qiie necesita para ino- 
delar el conociiniento hiiinano eqtá 
inuy cerca del lengiiaje naiiiral y para 
ese lenguaje todavía no disponemos 
de compiladores. Algo análogo ocii- 
rre con la netirofisiología, donde 
taiiipoco disponeiiios de un lenguaje 
de síinl3olos neiirofisiológicos apro- 
piado para describir la íenoinenología 
del nivel físico (trenes de espigas, 





M A R R  Y NEWELL 
I lavid Marr introdujo los tres ni- 
veles de coinpiitación (teoría, algo- 
ritino, impleinentación) intentando 
encontrar todo el conociiniento nece- 
sario para tlxplicar de forma coinplcta 
uri inecanismo de visión (figiira 2 ) .  
Marr buscaba tina teoría compiitacio- 
nal de la percepción visual pero stis 
propciestas son trasladables a todas las 
tareas propias de la /A, cambiando 
percepción por planificación, dcci- 
sión o aprendizaje, por ejeinplo. La 
teoría de niveles tainbién es aplicable 
a la descripción del problema "tnen- 
te-cerchro", coiiio vercinos iriás ade- 
lante. 
El mensaje de Llavicl Marr, repe- 
tido por Allen Neweil es que no hasta 
con el c-onociiniento de la coinpiita- 
cicín ni del SN a nivel de procesatlo- 
res físicos (electrónica digital y redes 
rieiironales) ni el nivel previo de algo- 
ritmos, estructuras de datos y progra- 
inas, "debe existir iin nivel adicional 
de coinprensión en el que el carácter 
de las tareas de procesamiento de 
int'orinación l le~adas a cabo durante 
la percepc:iOn se analice y comprenda 
dc iiiodo indcpendiente a los ineca- 
nisinos y t>striic:liiras particiilares qiic 
los iinpleinentan en nuestros cere- 
Iiros" (Marr, 1982). El  inisino año 
Ncwcll propuso, <:ori razonainicritos 
análogos, lo qiit> ahora (:onocemos 
coino el 11ive1 (/t. <.or,ocirnir?~~lo 
(Nt.well, 1981 1. Así, diora es iisiial- 
mente asiiinido en el campo de la /A 
qiie para analizar o sintetizar una 
tarea coinpiitable, tanto si el sistema 
es artificial coino si es natural, es 
necesario distingiiir al iiienos tres 
niveles de descripción: 
inás (./ara, <:orr~/)lcta, p r~c isa  e ~IIP- 
({i~ívocd posible cual es el objetivo (el 
~)ropósilo) de la c-oinpiitaciOn, (:iiál es 
el procedimiento "humano" de solii- 
cicín (chino siiinainos o resolvemos 
ecuacioncs diferenciales con "papel y 
lápiz") y cómo podemos reformiilar 
esos procediinientos para qiic sean 
acc:esibles al nivel de los símbolos. Es 
decir, cuál es la estrategia adeciiada 
para qiie lo resiielva una máquina 
qiie, finalmente y coino iodos sahe- 
mos bien, sólo es capaz de realizar 
operaciones aritméticas o IÓpi~as 
sobre ristras de ceros y tinos. 
Este priincr nivel de David Marr 
se engloha en el nivel de conocimien- 
to propiiesto por Newell donde se 
1 )  Una teoría de cálctilo (Nivel de incluye, de la forma más estructurada 
posible (usando inodelos conceptua- 
les de tareas genéricas y niétodos 
Para descomponer esas iareas hasta 
alcanzar un nivel de priiniiivas yiie 
ya no exige más descoinposiciones, 
porque coinciden con los síinholos 
del nivel inferior) iodo lo qiie sabe- 
rnos sobre los procedimientos huma- 
nos usados para Id soliición de ese 
problenia. Newell introdujo en 1981 
el nivel de conocimiento como un 
nuevo nivel de descripción por enci- 
ina del nivel de los símbolos, qiie 
caracteriza el comportamiento de un 
En el primer nivel tcinernos los sistema en t6rminos de sus metas, s i i  
fundamentos teóricos de la compiita- conocimiento, si is  creencias, si is  pro- 
cióri, el lenguaje natiiral y iin posible cedimienios de inferencia y iin prin- 
esqiieina conceptiial de la tarea a cipio general de "racionalidad". 
resolver, junto con iin modelo jerár- 
qiiico de los conceptos propios del El s e g ~ ~ ~ ~ i )  ~ t i v e l  de Marr (reprc- 
dominio. Para conseguir hacer coin- sc~tl,tacicír~ y ;ilgoritn~o) incluye la 
piitablc el procediiniento de solución descripción algorítmica del modelo 
a cin deterininado prohleina debeinos anterior y se corresponde, aproxinia- 
e inpc~ar (:onstruyendo iin rr~oclclo en daincnie, con cl  r ~ i v c l  los si'~r~f)olos 
el que quede explíciio de la forina propi~esto por Newell (el programa). 
las (le Trainsfurmaii6n:"COMPILADOR HUR.1ANOv 
(l>rmutl\las del Lenguaje Fonnal o del Entorno) 
Fig. 2. Niveles de descripción de iin cálciilo igualnierite váliclos para la 
descripción del SN y la condiicta einergente a parlir del c-oliiportainienio de las 
redes neuronales. l. Nivel de Conociiiiienio (lengiiaje naiural y comportainienio, 
teoría de iin cálciilo o de iin conslriiclo lcórico dc la "mcnic"). I I .  Nivel dc los 
síiiiholos físicos o nei~rofisiológiros. I I I .  Nivel físico o fisiológico. 
La diferencia enire las propiiestas 
de Marr y Newell es relevante a nivel 
conceptiial ya que lo qiie nos dice 
Newell es yiie práciicainente toda la 
parte relevante de una compiitación 
se queda en el nivel de conociiniento, 
incliiyendo el algoritino. Así, la pro- 
piiesta de Newell es clara: "el nivel 
de la símbolos es el programa", todo 
lo deinás queda "por encima" (el 
conociiiiientoJ o "por debajo", (la 
máquina física). 
El tercer /)/ve/ tiene que ver con 
todo el proceso de iinplementación 
que nos lleva del algoritmo a los pro- 
cesadores físicos. I l e  niievo ayiií 
Newell es inás preciso. Al haber 
identificado el nivel siinliólico con el 
programa, el nivel físico para Newell 
y iiedd a~rtornáticainente asociado al 
hdrdware de la máquina, como hc- 
inos comentado previamente. 
Visiieinos de nuevo la figura 2 
donde aparecen los tres niveles de 
descripción para reflexionar sobre la 
naiiiraleza de la coinpiitación en 
general y de la Inteligencia Artificial 
en particular. Es decir, jqiié encon- 
tramos cuando abrimos la piierta de 
un sisteina Ilainado inteligente!. En- 
contrainos un sistema físico, con una 
arqiiitectiira deterininada, donde 
navegan miles de señales tiinarias (O 
6 5 voltios) que son transforinaclas 
localiriente por cin conjiinto de cir- 
ciiitos digitales (puertas lógicas y 
Iiiestables, registros y coniadores, 
miiltiplexos, etc ... ), de acuerdo con 
iin esquema temporal marcado por un 
"reloj" central (tren de iinpulsos de 
alta frecuencia). Esto es lo qiie nos 
contaría un ingeniero electrónico. 
En t amhio, si en la visita a la 
"ináy~iina inleligente" incliiiiiios a iin 
~rr forn~dt~co ciiya actividad conven- 
cional es la programacióri, einpe~aría 
no haciéndole iniicho caso a la iná- 
yiiina en sí, sino a los lengiiajes y s i is  
coinpiladores poryiie sabe que iin 
prograina es independiente de la 
ináqiiina física en la qiie se ejeciila. 
Por consigiiiente, tampoco ayiií hay 
iniicho rastro de la lldtndda "lntcli- 
gencia Artificial". Sólo vería síinho- 
los, variables e instriicciones de iin 
lenguaje cuyo coinpilador ha produ- 
cido la siicesión de configuraciones 
físicas qiie vio el ingeniero electróni- 
co. 
Finalmente, si en la visila J esta 
"máquina inteligente" incluiinos lam- 
hién iin experto en "ingeniería del 
conociinienlo", empezaría no estando 
especialmente interesado ni en la 
ináqiiina física ni en el lengiiaje de 
programación. Estaría preocupado por 
los ~rrocielos a nivel de conocimiento 
y por las rahlas de se~riáritica usadas 
para reescribir las e~riicid(kes y reb-  
ciones de esos rnotielos en térrn ¡nos 
de las primitivas del lengiiaje de pro- 
gramación. ;Dónde esiá pues la inie- 
ligencia artificial!. Está distribuida en 
los tres niveles pero, esencialtnente 
está en el nivel de co~iocirnietito y en 
el dominio del observador externo (el 
ciiseria(for) que ha sido capaz de 17ro- 
delar los aspectos más relevantes cle 
la intelige~~ca hi~rrra~ra hasta un nivel 
de detalle tal qiie las últimas eniida- 
des del últiino de los modelos ya 
pueden icler-rtiíicarse con los símbolos 
del progrania. 
Evidenieinente, cuanto más po- 
tentes y próximos al lenguaje natural 
sean los lenguajes de programación, 
iiiás "inteligentes" podrán ser los 
modelos previos. Análogainente, 
c uanto rnás potentes y rápidas sean 
las ináqiiinas físicas, más potentes y 
eficientes podrán ser los coinpilado- 
res y los lenguajes de programación 
pero, en última instant ia, la inteli- 
gencia se qiieda en el rnocielo a nivel 
de conociiniento y es ~ ~ , d e p e r ~ d ~ e ~ ) t ~  
del progrania y de la máquina. Si el 
iiiodelo es fino y profiindo y ha sido 
capaz de captar los aspectos inás 
genuinos del pensaiiiiento Iiiiinaiio, el 
prograina resultante podrá ser califi- 
cado sin rubor de rt?tcl~ge/ite. En caso 
contrario, no. 
Kesalteinos ahora los sigiiientes 
puntos para resumir este apartado 
sobre el iriodelo de coinputación en 
cin nivel y la conveniencia de usar 
tres niveles de descripción: 
1. La existencia en cada nivel de 
iin inisrno esquema (espacio de 
entradas, espacio de salidas y re- 
glas de trans(oriiiación), con s i l  
semántica propia y con sus ope- 
radores característicos. Al cam- 
Iiiar de nivel inanteneinos la es- 
tructura del niodelo. 
L .  La iricvitable inycccicín de cono- 
cimiento eri los procesos de re- 
ducción de nivel y en la inter- 
pretación de los resultados 
(einergencia). Estu inyección se 
realiza siempre a través de las 
tal~las de seinántica que estable- 
cen las correspondencias entre 
los espacios de entrada de nive- 
les vecinos y entre los espacios 
de salida de esos iiiismos nive- 
les. 
3. Para entender el significado de 
la /A es imprescindible "saber 
llevar la cuenta", distinguiendo 
de iortna clara los significados 
asociados a cada nivel y no en- 
riquecer artificialmente los re- 
sultados de iin prograina si no 
hay evidencia caiisal en los ni- 
veles inferiores. Es decir, al salir 
de iin restaiirante hay que poner- 
se el rnismo abrigo que nos qiii- 
ldmos a la entrada, no entrar con 
harapos y salir con visones. 
2.3 EL OBSERVADOR Y LOS 
DOS DOMINIOS DE 
DESCRIPCI~N 
Para comprender rnejor el signi- 
ficado de describir una tnisina com- 
piitación en los tres niveles descritos 
anteriorrnente (de conociiniento, 
simbólico y físico), es conveniente 
introducir la figiira del observador y 
distingiiir clararnenie dos dornir~iostk~ 
tiescripció~ 1: el d o n ~ i r ~ i o  propio del 
nivel y el do11)inio del ohs~tvatior 
externo que interpreta la computa- 
ción a ese nivel (figiira 3 ) .  
En el dori)inio propio (DP), co- 
luinna de la derecha de la figura 3, 
todo lo qiie ociirre en los distintos 
niveles es caclsal y las relaciones 
entre las distiiitas entidades son rela- 
ciones de r~ecesi~lati. L o  yiie ociirre es 
"lo que tiene que ocurrir" porque las 
inagnitiides físicas y los símbolos de 
iin lenguaje formal siguen si is  leyes 
propias, independientes de las inter- 
pretaciones qiie les asocie uii obser- 
vador externo. 
Primitivas del Lenguaje 
Fig. 3. Introdiicción de la figura del observador y la consigiiiente distinción de 
dos cloininios de descripción: El propio del nivel (I3P) y el del observador 
externo (1  10)  qiie sieinpre opera a nivel de conocimiento, iisando el Icn- 
giiaje riatiiral y el metalengiiaje de la Iógicd y las inateniátic-as. Los niveles 
físicos (NF) y de los símbolos (NS) siempre operan en s i l  doininio propio. 
Nosotros, desde el [)O, observamos, planificanios experimentos e inter- 
pretamos sus resultados. 
Penseinos en las descripciones 
en el T_)P del nivel físico. Aquí los 
inversores invierten y los contadores 
cuentan y los siiinadores suman, por- 
que no pieden hacer otra cosa. Por- 
yiie esirtictiira y función coinciden. El  
qiie nosotros asocietnos el verde de 
un semáforo a qiie "podainos pasar" y 
el rojo a que "no podemos pasar" es 
puro código. 
Lo inisino txurre en el nivel de 
los sín~bolos, donde ningún progratna 
puede salirse de la sintaxis, la sernán- 
iica y la pragin5tica del Itwguaje 
formal en el que está escrito. 1-as 
primitivas y sus relaciones están es- 
pecificadas por "lo qiie entiende" sir 
coinpilador o su interprete. En otro 
caso, no atravesaría la frontera del 
nivel físico. Evidentemente, lo  inisiiio 
ocurre en neurofisiología qiie consti- 
tuye el nivel físico dc los procesos 
mentales. Las neuronas hacen "10  yiie 
tienen que hacer", lo que su anatomía 
y fisiología exigen. 
La introducción de la figura del 
observador y la distinción entre una 
fenoinenología y su descripción, pro- 
cede de la física y ha sido reintrctdu- 
cida y elaborada en el campo de la 
biología por Maturana (1975) y Va- 
rela (1979) y en la /A y la computa- 
ción nciironal por Mira y Delgado 
( 1987, 1995a,b, 1997). Al reconocer 
la existencia de iin observador exter- 
no a la coinputación en la prescrip- 
ción y en la descripción de las íun- 
cionalidades de un progratna de /A 
ectainos introduciendo la idea de 
distintos sistemas de referencia en los 
que se representan las magnitudes y 
;lis s ign i f i cah.  
Las descripciones de una com- 
~utación en el dominio del  observa- 
lor (1.10) siempre usan el lenguaje 
natiiral incliiyendo la lógica y las 
matemáticas y los metalenguajes del 
conociiniento específico de la tarea 
(¡.e. diagnosis) y el dominio (¡.e. c-ar- 
diología) necesarios para especificar 
el modelo de conociiniento del pro- 
hleina que se quiere hacer coinpiita- 
cional ("un programa que diagnosti- 
qiie en cardiología"). Es evidenie que 
en el 110 también podemos hablar de 
las entidades y relaciones de los ni- 
veles físicos y simbólico (hahlaretnos 
de inversores, álgebra de Boole, ins- 
trucciones de control, operadores 
lógico-relacionales, etc.. .) pero ahora 
no exigimos la causalidad, salvo para 
producir nuevas entidades del inisino 
nivel. 
E l  problema fundamental es no 
mezclar caiisalrnente entidades que 
pertenecen al DP del nivel con otras 
entidades del DO que se usan para 
referenciar o explicar a Ids primeras. 
Al DP lo que es del DP y al D O  lo 
que es del DO. La prueba para no 
mezclar entidades de disiintos doini- 
nios es sencilla: 
¿La entidad X juega un papel causal 
en el nivel de los símbolos (o físico)? 
Sí + Entonces X pertenece al 
DP de los símbolos (o fkico) 
No 4 Entonces X sólo puede 
pertenecer al nivel de conocimiento 
y al DO 
La figura 3 muestra los dos do- 
ininios (I3P y DO) superpiiestos a los 
tres niveles (Conocimiento, Simbólico 
y Físico) en el inarco conceptiial pro- 
piiesio para comprender la secuencia 
de modelos y tablas de semántica yiie 
conlleva la descripción de ciialqiiier 
computación en ingeniería directa y 
que, en nuestra opinión, ayuda tain- 
bién a coinprender las relaciones 
entre neurofisiología y procesos cog- 
nitivos en "neurofisiología inversa", 
cuando los niveles se recorren de 
abajo hacia arriba (Mira, 1996), (Mira 
y Delgado, 1997). 
3. PRIMERA PARTE DE LA 
CONIETURA: $QUÉ PUEDE 
APRENDER LA NEUROCIENCIA 
DE LA COMPUTACI~N? 
El camino iinial en el qiie se re- 
corre el diagrama de niveles de conn- 
piitación que se muestra en la figura 3 
es "de arriba hacia abajo", porque se 
trata de rcsolver un problema en in- 
geniería directa. Es decir, lo usual en 
comp~itación es partir de una des- 
cripción & cin prohleina a nivel de 
conocimiento y desarrollar primero 
un i n d e l o  y despues iin programa 
para qcie, finalmente, i in cotnpilador 
lo pase a la tnáqiiina física. 
E l  probleiiia en Neurocicncia es 
el inverso. Partimos del nivel fisioló- 
gico y buscamos interpretaciones a 
nivel de conociiniento. Se trata por 
tanto de iin probleina de neurofisio- 
logía inversa más coinplejo que los 
problemas usuales en otras ingenie- 
rías inversas porque aquí no conoce- 
mos las especificaciones iniciales del 
diseño y tenemos serias dudas acerca 
de la validez de los modelos con- 
ceptuales y las herramientas formales 
usadas en la descripción de los rncr 
delos. No estamos segiiros de yiie, 
con el sólo iiso de eciiaciones inte- 
gro-diferenciales, lógica formal y 
teoría de autórnatas terigaiiios capa- 
cidad represeniacional suficiente para 
copar con toda la riqueza de la feno- 
inenología asociada al SN. 
Con todas estas limitaciones, el 
problema general de la Neurofisioltr 
gía Inversa se ptiede plantear en los 
siguientes lérininos (Mira, 199h): 
"Dado iin conjunto de circuitos 
y señales de los qiie conocemos par- 
cialmente sus relaciones caiisales eri 
el nivel biofísico y/o hi(yuíinico, 
encontrar : 
1-1 (:onjnnio (ie sí~ttt~olos rrc?i~rotl- 
siológicos ({[le intervienen a) Id 
cfescripcicín (k esos proccsos a l  
nivel de los símbolos. 
2-1 corljílrito de nroclclos y espe- 
ciiicacior)es iln~cio~rales, a rrivcl 
de corrocirrtitrrio, a partir (le las 
cuales e l  OLICI~ Uios y sil aIia(ii3 
la evoli~ciór r, dise17aron e l  pro- 
granja cuya contrapartida iisio- 
lógica es e l  col , j i l~?to (le circi~ilos 
y se~-i;iles ol~.wrval)les yrle esta- 
rnos a/ raliziir ttit). 
En la figura 4 Iieinos viielto a 
presentar ahora superpuestos, los 
esquemas de niveles y dominios ilus- 
trando el camino inverso seguido por 
la neurofisiología que parie del nivel 
físico y pretende alcanzar el nivel de 
los proccsos cognitivos, poniendo dc 
manifiesto los fundamentos de las 
dificultades del prohleina "riterttc- 
cerebro" desde la perspectiva de la 
compiitación. 
Siipongainos por iin moinenlo 
yiie nos ericontrainos en iin Laborato- 
rio de " N e c l r o t i s o  Artitlciar' 
donde nos encontramos con los cir- 
ciiitos de iin extraño "co~n/)cliatlor 
f)iológico" en el que nos cliccn que 
está ejecutándose un conjunto de 
programas de Inteligencia Artificial 
para "ver", "oir", "pensar", "hablar", 
"razonar" "planificar" y "coritrolar el 
inoviiniento" y nos piden que anali- 
cemos lo que está ociirriendo con el 
inarco conteptiial de "niveles y do- 
ininios" qiie tiernos esbozado previa- 
inente y con las técnicas usiiales en la 
iiieiodología experimental de la Neii- 
roc iencia (técnicas bioquírnicas, far- 
macológicas y moleciilares; métodos 
inorfológicos y fisiológicos de regis- 
tros intra y extracelular, métodos 
coinbinados etc.. .) (Sánchez-Andrés y 
Belinoiiie, 1995) y anotando los re- 
sultados de ese análisis junto con el 
conociiniento usado para su forinula- 
ción. La ineta, nos dicen, es describir 
la esencia de "las operaciones inieli- 
gentes que realizan los sistemas natu- 
rales", de forma análoga a coino los 
ingenieros electrónicos estiidian las 
calculadoras electrónicas pero te- 
niendo en consideración el método 
experimental con el yiie los neiiro- 
científicos estudian el SN para ayudar 
a comprender los f l l ~ ~ d a l ~ ~ e ~ r r o s  ncll- 
rorldles de la dctlvldcid r~terrtal. 
La primera cuestión yiie nos 
preocupa es qiie el jefe del lahorato- 
rio de necirofisiología nos dice que 
"no se dispo11e de los pb~ios", con los 
qiie fiie diseñado el sisteina. Así, 
empezamos estiidiando el nivel físico 
con los procedimientos ~isiiales en 
neiirociencia respetando sus propios 
niveles de organización. Nos encon- 
tramos con un repertorio de señales y 
estriictiiras locales priinero inoleciila- 
res y después iieuronales de natiirale- 
za eléctrica (carga, potencial, co- 
rrientes, generadores, conductancias, 
etc.. .). Términos lales con "mensaje", 
no son propios del nivel en el UP, 
sino que pertenecen al DO. Nos en- 
conlramos también datos estructiira- 
les y ciertas reglas de 1ransTorinación 
(analíticas en el nivel eléctrico), qiie 
ciiinplen fiinciones análogas a IUS 
leyes del Álgebra de Koole y de la 
Teoría de Auiómaias, yiie usábainos 
al describir los cornp~itadores. Lles- 
pués encontrainos distintos tipos de 
"módiilos", ciertos esqiiemas de co- 
nectividad, y algunos circiiitos yiie se 
repiten con cierta freciiencia (inhibi- 
ción lateral, arcos reflejos, coluinnas, 
... ) etc. 
Así, terininado el análisis del ni- 
vel físico dispondríamos del sigiiiente 
conocimiento: 
1. Una fenomenología de señales 
qiie varían con el tiernpo y son 
transformadas mediante procesos 
locales en otras análogas con iin 
repertorio de señales bioyuími- 
cas y eléctricas y un conjunto de 
valores posibles (UP). 
2. Esbozos y fragmentos de lo yiie 
podría ser iin lengiiaje neiiroii- 
siológico para el conjunto dc se- 
ñales hioquímicas y eléctricas, 
pero miiy lejos todavía de la 
precisión con la que conocemos 
el lengiiaje lógico-relaciona1 
propio de la computación 
Si intentamos recopilar estos re- 
siiltados del nivel físico de la "co~n- 
piltaciór~" biol¿5gica para aplicarlos a 
la coinpreiisión de la actividad men- 
ial a partir del estiidio de las redes 
neuronales, parece evidente que ne- 
cesitamos: 
1 Nivel físico 1: 
CJri lerrgi~aje de se~iales neclrofi- 
siolhgicas, (electrónicas, bioquíinicas, 
biofísicas), con herramientas frxrnales 
adecuadas para la descripción de los 
fenómenos de membrana, las espigas, 
los potenciales lentos, la umbraliza- 
ción adaptativa, los procesos de ex- 
citación-inhibición, enlaces dináini- 
cos, mecanismos de sincronización, 
osciladores-temporizadores, genera- 
dores de distintas configiiraciones 
espacio-temporales de disparo, fenó- 
menos de plasticidad etc ... 
I Nivel físico II: 
Un conju~ito de tablas de se- 
mántica, que describan el significado 
de cada una de esas señales en el CIP 
y en el DO. Esta información no está 
en la señal, sino que se inyecta desde 
el DO en el proceso de análisis. 
El resultado de NF(1) y NF(I1) es 
un conjunto de modelos sobre el 
funcionamiento del SN a nivel 
físico, empezando por los modelos 
puntuales de neuronas "sin mor- 
fología" (Segev, 1992), que W.S. 
Mc Culloch y W. Pitts introduje- 
ron en 1943 (McCulloch, 1965) 
(McCulloch, Arbib & Cowan, 
1962) y siguiendo por los modelos 
detallados a nivel biofisico 
(potencial de membrana, red de gene- 
radores dependientes y conductancias 
en paralelo, etc ... 1, hasta llegar a las 
forinulaciones más actuales rle los 
inicrocircuitos dendro-dendríticos 
(Shepherd, 1990) o las organizaciones 
columnares en corteza. Queda cada 
vez más clara la importancia de la 
neuroanatoinía y la necesidad de 
encontrar principios organizacionales 
y estructurales que sirvan para expli- 
car la ontología de señales de forina 
análoga a como el álgebra de Boole y 
la teoría modular de autómatas finitos 
han servido para explicar la funcio- 
nalidad de la red de circuitos electró- 
nicos en un computador. 
Tres reflexiones pueden darnos 
pistas en esta búsqiieda. 
1. La teorizacióri sobre SN estará 
siempre limitada "a priori" por la 
naturaleza de las herrari~ientas 
forinales y conceptiiales usadas 
para describir los procesos 
(ecuaciones diferenciales, lógica 
de predicados, etc ... ). Los fluidos 
siempre toman la forina del reci- 
piente que los contiene. 
El "progranla" que ejecuta una 
red está impreso en s i i  inicroes- 
tructura anat6inica cuya geome- 
tría detallada determina su fun- 
ción. Conocida la entrada y la 
geometría podernos predecir la 
salida. Hay una correspondencia 
biunívoca entre estructura y fiin- 
ción. 
3. Para comprender el significa- 
do de tina señal, es necesario 
conocer su historia. Es decir, 
el conjunto de recodificacio- 
El cantino usuuf 
m ~Veurociencur 
NIVEL FISICO (NF) 
propuesto aquí 
I 
Fig. 4. I/c,srraci¿jr~ (Ir1 riso e11 Necirocieicid rxperinietital ole/ ntarco coricq~tual 
de "t7iveles y tiorr~iriios" oie <lescripciori, tal conlo ítrero~i i/-itrotlricidos I)or 
Marr y Newell e11 Conipritaciót~ y por Matclrana y Varela en Hiologia. La 
col(in~r?a cie la izqciierda correspot7de al domiriio del ohservatlor (1x1) y b 
derecha al rionii~lio ,t)ro,t>io tic cada t~ ive l  ( 1 ~ ) .  Los tres riivele5 (e/ ríe /a 
neurof~siologia, el (fe los símf)olos y el tlel conocin~ier~to) son ahora reco- 
rridos et, orden inverso a como se recorrer, e17 coniptrtacicí11 ya (lile e/ oh- 
jetivo es el análisis ("recirperar el cli.sireño") de los /)roeesos cog1.1itivos 
panir cfc las redes ner /ronales. 
nes qiie ha siiírido desde la co- 
nexión con el medio por vía sen- 
sorial o por retroalimentación. 
Estos procesos de comprensión 
sólo terminan cuando, en la 
emergencia, llegamos al nivel de 
conociiiiiento. Las misinas se- 
ñales pueden corresponder a 
símbolos diferentes y los mismos 
símbolos pueden usarse con dis- 
tintos significados. 
Supongamos que damos por fi- 
nalizado el análisis del nivel físico, 
que ya sabemos todo lo referente a 
las señales y los operadores que las 
transforman. Es decir, que dispone- 
mos de una teoría neurona1 completa 
a nivel físico, de forma análoga a 
cómo los físicos y los ingenieros 
eleclrónicos conocen la Electrónica 
Digital y la Arquitectura de Ordena- 
dores. ilonoceríamos ya lo que está 
calciilando la máquina?, jconocería- 
inos los procesos cognitivos einer- 
gentes de las redes neuronales?. Cla- 
ramente, no. Del sólo conocirniento 
del nivel físico no se puede obtener la 
descripción de la coinpiitación en los 
otros niveles, porque iin mismo rno- 
delo puede reducirse tisando distintos 
algoritmos y programas y un mismo 
programa puede ejecutarse en rná- 
qiiinas diferentes. Así, la correspon- 
dencia no es biunívoca y al igual que 
se pierde conocimiento en la reduc- 
ción hay que iriyectarlo en la inier- 
prelación. Es decir, ciialqiiier expli- 
cación de los procesos mentales no 
puede basarse sólo en el funciona- 
miento de las redes neuronales, sino 
que necesita ser complementado por 
una clara coinprensión de los niveles 
de descripción simbólica intermedia y 
por la comprensión de esos "procesos 
rneritales" a nivel de conocirniento, 
en t6rminos de ciiltura, hisioria, civi- 
lización y evoliición en el medio. 
f Nivel de los ~ ímbolos  1 
> Un  conjunto de ah.slracciot~es 
desde el nivel de las señales fi- 
siológicas, hasta el nivel de los 
símbolos neurofisiológicos. Eslas 
abstracciones deben ser indepen- 
dientes de las iinpleinentaciones 
anatómicas concretas y de las se- 
1 ñales uue las codifican 
1 Nivel de Conocin~iento / 
P i Un nuevo conjunto de al~strac- 
ciones, desde el nivel de los sírn- 
Dolos nei~rofisiológicos hasta el 
nivel de conocimiento cuya on- 
tología da lugar a las descripcio- 
nes en lenguaje natiiral de lo que 
Ilainainos "activiciad mental" o 
"comportamiento ir~teligerrre". De 
nuevo, estas segcindas abstraccio- 
nes deben ser independientes del 
sinibolismo y, a s i l  vez, indepen- 
dientes del nivel físico. 
S i  volveiiios a la figura 4 vetiios 
que, por analogía con la teoría de 
niveles y dominios en compiitación, 
ahora tendríamos que enterarnos de 
cuál es el prograiita. Es decir, cu31 es 
la descripción de la con~pc~tación (del 
"pensamiento") a nivel de los sírnbo- 
los ne~ro i i s i~ lóg i co~ ,  que es el nivel 
intermedio entre el nivel físico y el 
nivel de conociiniento, que es el 
propio de la actividad mental, ;()u6 
nos parece evidente que hace falta 
ahora, en este estiidio comparativo de 
la compiitación con la neurociencia?. 
I l e  estos dos conjuntos de abs- 
tracciones quiero hacer énfasis aquí 
en el primero, en los sín~bolos rieclro- 
íisiológicos, porque lo considero pre- 
vio al planteamiento usual de las 
relaciones "mente-cerebro", al igual 
que en coinputación rio se pasa di- 
rectamente de la electrónica digital al 
lenguaje natural sino a través del 
nivel interinedio de los símbolos usa- 
dos por los lengiiajes de prograina- 
ción para los que existe un compila- 
dor. Obsérvese el vacío de rcsiiltados, 
teorías, principios organizacionales, 
lengiiajes, "algoritinos" y propuestas 
experiinentdles concretas qiie existe 
en ese nivel intermedio, tal coino se 
ilustra en la figura 4. Nos parece evi- 
dente que hay más datos qiie teorías 
iniegradoras. 
El  siinbolismo, en rieurolo- 
gía y en computación, siempre 
nace en el dominio del observa- 
dor externo. En el rfominio pro- 
Símbolo en el DP: P 
Son: Configiiraciones específicas de señales espacio- 
temporales (eléctricas, quíinicas y electrónicas), 
("llaves"), con un referente en el medio exierno o 
interno del organismo, y las correspondientes estructuras 
anatomofisiológicas ("puertas" abiertas por esas 
"llaves'). 
Actúan: Estas llaves corticales actuan como enlaces dinámicos y 
tian sido adquiridas (anatomica y iiincionalmente 
programadas) por la evoliición y la genética o por el 
aprendizaje. Kepresentan (sustituyen) al referente 
externo en todos los procesos de información 
stibsiguientes. 
Designan: Estos símbolos designan: 
a) Entidades del medio relevantes para la supervivencia. 
b) Relaciones multimodales y temporales entre estas entidades. 
C) Conceptiializaciones primarias (señales de alerta, 
hoineostasis, . . .) 
d) Reacciones coinpensatorias y otras estrategias internas 
concernientes con la estabilidad de la especie (sírnholos 
sexuales, de agresión o escape, ..., descriptores de 
necesidades internas, sueño, sed, ... ) 
pio s6lo liay señales y tcjiclo. La La seg~inda parte, SLI dual, es in- 
contrapartida neurofisiológica de terrogarnos acerca de la iiiilidad que 
iin símbolo es: piied; tener para el iniindo de lo 
Así, en estos términos y con la 
evidente dificultad yiie arrastra, es 
coino creo que debe aborrlarse el 
problema de las relaciones entre la 
actividad mental ("conipiitación") y 
redes neiironales a nivel físico, lejos 
de los triunfalisinos tisuales en la 
inteligencia artificial, por una parte, y 
de la visión limitada de la experi- 
mentación en neurociencia que ter- 
iiiina sieinpre en las fronteras del 
nivel físico o salta bruscainente y no 
sieinpre con fundainento desde el 
nivel físico al lenguaje natural, tal 
corno se ilustra eri la trayectoria de la 
derecha de la figura 4. La trayectoria 
de la izq iiierda, qiie descoinpone la 
einergencia en dos pasos, rios parece 
r n i s  razoriahle. Ya hay suficiente 
desnivel semántica entre Lin piso y el 
siguiente como para pretender saltar 
dos pisos a la vez. En cualquier caso, 
la cornp~itación no lo hace. Por ex) 
sugeriinos que tainpoco lo haga la 
neurociencia experimental. 
Heinos visto algiinos de los as- 
pectos inetodológicos, procedentes 
del catnpo de la IA, en los yiie la 
compiitación puede ayudar a la neu- 
rociencia en la comprensión del fun- 
cionamiento del SN, en el inodelado 
neurona1 y en el estableciiniento de 
las relaciones entre el soporte físico 
del pensamiento, las redes neurona- 
les, y los procesos que de ellas einer- 
gen: La llamada condiicta inteligente. 
Tenemos así la primera parte de la 
con jettira. 
kt i f ic ial  el biscar inspiración en el 
conociiniento que inEdicos y biólogos 
poseen del SN para reflexionar sobre 
la naturaleza de los sisleinas artifi- 
ciales. EL viejo siieño de la Cihernkti- 
ca (McCulloch, 1965) y la Hiónica 
vuelve de nuevo, biiscarido sacar 
provecho de lo natural para diseñar lo 
artificial. M i  optimismo en este apar- 
tado es inás liinitado qiie en épocas 
anteriores de ini trabajo porque las 
características distintivas de lo vivo, 
la autopoiesis, la reproducción, la 
plasticidad, la a~itorreparación, la 
autoorganización y las fiincionalida- 
des glohales asociadas las encuentro 
iniiy lejos de las posibilidades de 
síntesis artificial solire peqiieños cris- 
tales de silicio semiconductor. Sin 
embargo, sigo considerando iniiy útil 
la aproximación entre neurociencia y 
coinp~itación con tal qiie no useinos 
términos antropoinórficos para refe- 
rirnos a entidades artificiales de du- 
dosa semejanza con aquellas otras 
que la neurociencia eliqiieta con el 
inisino noinhre y nos dediqiieinos a 
trabajos interdisciplinarios menos 
llamativos pero inás efeclivos a ine- 
dio y largo plazo. Es hora de volver 
los ojos a una perspectiva anastomó- 
iica de las ciencias en la que se sus- 
tituye al sabio tiniversal por el grupo 
de trabajo interdisciplinario con fisi- 
COS, inateiiiáticos, ingenieros, biólo- 
gos, inédicos y profesionales en cien- 
cia de la conipiitación (incluida /A) 
que comparten tina meta común y 
dual: 
a) Coinprender el SN usando los 
métodos y técnicas de lo artifi- 
cial. 
c) Diseñar inodelos, programas y La tarea es apasionante. 
máqiiinas "inleligentes" inspi- 
radas en lo  nal~iral. 
Agradecimiento 
Agradezco el soporte de la CICY'T a través del proyecto TIC - 90-0604 en cii- 
yo contexto se han realizado parte de los trabajos ytie a q ~ i í  se mencionan. 
Agradezco también a la F~indaciOn Valdecasas la organización del Coloyii io 
Hispano-Mexicano sobre "Raíces de la Actividad Menlal" en cuyo programa se 
incluye este trabajo. 
Marr, D. ('1982). "Vi.siort". Freeinan, N ~ L Y  York. 
Matiirana, H.R. (1975)."The Organization of the Living: A tlieory of the Livirig 
Organizaiitrn". 1/11. 1. Mari-Machir~e Stildies, 7, 31 3-332. 
McCiilloch, W.S. (1905). 'iCrrtDot/irrier~~s o¡ Mi~~tl". The MIT Press. Cainbriclge, 
Mass. 
McCulloch, W.S., Arbih, M.A. y Cowan, ).D. (1962) "Neiirological Models y Inte- 
grated Processes" in "Self-0rgar1izir)g Sysierris", Yoviis, M.C. y Caineron, S. 
(eds). Spantan 12ooks, pp-49-59. 
. (1 996). "Keverse Neurophysiology: The "Einhodiinenis of Mind" Kevisiied". Ijrairr 
Proccsscs, Tlleories a11d Motiels. K. Morerio-Díaz y l .  Mira-Mird (eds.) 37-49. 
The MIT Press, Mass. 
Mird, 1. y [Ielgado, A.E., (1 987) "Sorr~e (:orrtrrtetfs (m the Arttl lrop~twtrit: View/x)irtl 
irt t t~e Neor(xyknteli(: h.kttt(xkhgy". Proc. o/ the Seventh Internaiiorial Congress 
of Cykrnetics and Systeins, Vol. 2, pp. 891 -095. London (1 987). 
Mira, l .  y I)elgado, A.E., (1995,a)."Coinpiitación Neuronal" en Aspeclos Básicos 
de la Inteligencia Artificial, l .  Mira, A.E. C)elgado, 1.G. Boticario y F.I. Ilíez. 
Cap. 1 1, 4135-575. Sanz y Torres, Madrid. 
Mira, J. y I.>elgado, A.E., (1 995,b)."Coinpcitación Neuronal Avanzada: Fundaineri- 
tos Biológicos y Aspectos Metodológicos". Corr~pi~taciór~ Neiiro~ral, S. Uarro y l .  
Mira. eds. Cap. VI, 125-1 78, Servicio de Piiblicacións e Iniercambio Científic:o. 
Univerdade de Santiago de Compostela, (1 995). 
Mira, J. y llelgatlo. A.E. (1997). "Sotne Keflections on the Kelationships Between Neii- 
roscience and Computation". Biological and Ariificial Coinpiiiation: Frorn Neiiro- 
science lo Technology": 15-26. 1. Mira, R. Moreno-llíaz, J. Cahestany eds. LNCS, 
'1 240 Springer-Verlag, Herlin, 
Newell, A., "The Knowledge Level". A l  Magazilte, si~rnnter (1 981) 1-20. 
Kakic, P. (1 975). "Nei~rosciericc Research I'rograrrt Hi~lletirt o11 L.C.N.", 13, 3, 
299-31 4. Roston. 
Sánchez-Andrés, J.V. y Belmonte, C. (1995). "La Metodología Experirnenial en 
Neurociencias: Kepresentacioiies Fragmentadas". Co~r~putacióli Nelirorlal, S. 
Barro y l .  Mira. eds. Cap. 111, 55-76, Servicio de Piiblicacións e Intercambio 
Científico. Univerdade de Santiago de Compostela, (1 995). 
Segev, 1. (1 992). "Single Neiirone Models: C>versimple, Complex y Keduc:ed". 
7ie11ds ir1 Neciroscic~~ces, Vol. 15, No. 1 1, 41 4-42 1 .  
Shepherd G.M.(ed). (1 990) The Synapiic Organization of the Brain. Oxford Univ. 
Press. 
Varela, F.J. (1 979). "Principies o¡ Niological Alilortorny". North-Holland. New 
York. 
