Visualisation of Long in Time Dynamic Networks on Large Touch Displays by ALEXANDRA, LEE
Visualisation of Long in Time Dynamic
Networks on Large Touch Displays
Alexandra Lee
Submitted to Swansea University in fulfilment
of the requirements for the Degree of Doctor of Philosophy
Department of Computer Science
Swansea University
October 14, 2021
Copyright: The author, Alexandra Lee, 2021.

Declaration
This work has not been previously accepted in substance for any degree and is not being con-




This thesis is the result of my own investigations, except where otherwise stated. Other sources




I hereby give my consent for my thesis, if accepted, to be available for photocopying and for





Any dataset containing information about relationships between entities can be modelled as a
network. This network can be static, where the entities/relationships do not change over time,
or dynamic, where the entities/relationships change over time. Network data that changes over
time, dynamic network data, is a powerful resource when studying many important phenomena,
across wide-ranging fields from travel networks to epidemiology.
However, it is very difficult to analyse this data, especially if it covers a long period of
time (e.g, one month) with respect to its temporal resolution (e.g. seconds). In this thesis, we
address the problem of visualising long in time dynamic networks: networks that may not be
particularly large in terms of the number of entities or relationships, but are long in terms of
the length of time they cover when compared to their temporal resolution.
We first introduce Dynamic Network Plaid, a system for the visualisation and analysis
of long in time dynamic networks. We design and build for an 84" touch-screen vertically-
mounted display as existing work reports positive results for the use of these in a visualisation
context, and that they are useful for collaboration. The Plaid integrates multiple views and
we prioritise the visualisation of interaction provenance. In this system we also introduce a
novel method of time exploration called ‘interactive timeslicing’. This allows the selection and
comparison of points that are far apart in time, a feature not offered by existing visualisation
systems. The Plaid is validated through an expert user evaluation with three public health
researchers.
To confirm observations of the expert user evaluation, we then carry out a formal laboratory
study with a large touch-screen display to verify our novel method of time navigation against
existing animation and small multiples approaches. From this study, we find that interactive
timeslicing outperforms animation and small multiples for complex tasks requiring a compari-
son between multiple points that are far apart in time. We also find that small multiples is best
suited to comparisons of multiple sequential points in time across a time interval.
To generalise the results of this experiment, we later run a second formal laboratory study
i
in the same format as the first, but this time using standard-sized displays with indirect mouse
input. The second study reaffirms the results of the first, showing that our novel method of time
navigation can facilitate the visual comparison of points that are distant in time in a way that
existing approaches, small multiples and animation, cannot. The study demonstrates that our
previous results generalise across display size and interaction type (touch vs mouse).
In this thesis we introduce novel representations and time interaction techniques to improve
the visualisation of long in time dynamic networks, and experimentally show that our novel
method of time interaction outperforms other popular methods for some task types.
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1. Introduction
A graph consists of a set of nodes and edges. The entities in the graph (companies, people,
cities...) are the nodes of the graph while the relationships between those entities (transactions,
friendships, direct flights...) are the edges of the graph. Any type of dataset containing infor-
mation about connections can be modelled and visualised as a graph, including relationships
between companies [33], the spread of communicable disease [204], social networks [59],
communication systems [120], and travel networks [114], as well as in fields across the bio-
logical [142] and physical sciences [45].
There are two main types of graphs: static graphs, where relationships and nodes do not
evolve, and dynamic graphs, where there is some change in the graph structure or compo-
sition over time. The time component of a dynamic graph can be continuous, where graph
events [229] are recorded with the exact timestamp of the event occurrence, or discrete, where
time is binned into constant intervals and the graph structure is only recorded at the start or end
of each uniformly sampled period.
Regardless of the inclusion of a temporal component, an essential tool for understanding
a graph is visualisation. Chen et al. [73] use Anscombe’s quartet [14] to demonstrate that
networks can have the same numerical properties but radically different structures in terms of
connectivity, planarity, and symmetry (shown in Figure 1.1). If multiple networks can have the
same properties while being structurally distinct, it is therefore vital that graph visualisation is a
component of graph analysis, as it will be impossible to tell the difference between numerically
identical graphs without visualisation. For this reason, visualisation is an essential early step
for the exploratory data analysis [307] of network data.
The visualisation of static network data can be problematic if the dataset is large or highly
connected. Adding a temporal dimension dramatically increases the complexity of the visual-
isation of network-type data. Where there are large numbers of interactions between elements
of the dataset this translates to a large number of edges in the representation, resulting in the all
too frequently encountered ‘hairball graph’, where edge density is such that there is no good
graph layout and there can easily be more edges to draw than pixels available on the screen.
The ‘hairball graph’ problem is present in both static and dynamic graph representations but is
compounded by the inclusion of the time dimension, particularly when a dynamic graph spans
a long a period of time (e.g. months) with respect to a very small temporal resolution (e.g.
seconds).
Given that temporality is a key component of dynamic network data, without the time
component the data is simply a static network, it follows that it is an essential dimension for
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Figure 1.1: Chen et al. [73] demonstrate how four graphs with the same 5 common properties – |V| =
12, |E| = 21, number of triangles | 4 | = 10, girth = 3 and global clustering coefficient GCC= 0.5 – have
distinct graph structures.
the visualisation of this type of data. By including temporal information in our visualisations
we can uncover network evolution events [87, 125], and potentially unpick the order of earlier
events that lead to a chosen network state. In some cases, understanding the order of events
in a network can be key to not only understanding the network as a whole, but can also pro-
vide insight into ways in which networks can be manipulated at key stages to give a desired
result [23, 55].
Existing methods of dynamic graph visualisation mainly opt to encode time either in the
time dimension, such as in animation, or in the space dimension by mapping the time value
to some physical space on the screen or page, which is the method used by small multiples.
As scalability, in many contexts, is a significant issue in the visualisation of dynamic graphs,
each of these approaches attempt to reduce the graph in at least one dimension as a mitigation
strategy. Previous work finds that small multiples nearly always outperforms animation in
terms of both time and correctness when tasks relating to graph analysis are involved [18, 21,
102]. This result is partly due to the very high memory cost of animation – only one state of
the graph is shown on the screen at each point. Ergo to compare between two states, the user
must memorise the graph at at least one point.
However, there are legitimate use cases for animated approaches – they are compelling
for communicating high-level information about the graph [255]. Archambault et al. [15, 19]
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find that animation can help where the mental map cannot be preserved, and that animation is
best for detecting the appearance or disappearance of nodes and edges. While small multiples
are the more usable option for analysis there are severe scalability problems when trying to
examine dynamic graphs that are large in any dimension; the primary constraints for small
multiples are the available screen size and the interaction cost of the approach if all timeslices
cannot be simultaneously displayed on the screen. For the comparison of time points that are
far apart in time, and therefore far apart in the representation, there is also a costly memory
requirement that reflects animated approaches. These limitations are particularly true for long
in time dynamic graphs.
From this knowledge, we form the central tenet of the thesis:
• What are useful representations and interaction techniques that can improve the visual-
isation of long in time dynamic networks?
This thesis explores systems and methods to facilitate the visual analysis of dynamic graph
data that is long in the temporal dimension, but not necessarily large in terms of the size of
vertex or edge sets. In particular, we address the following:
• Exploring the design space of techniques to visualise long in time dynamic networks.
• Designing a new tool for the exploration of long in time dynamic graphs in a public
health context with a number of novel features.
• Testing this new tool in two evaluation sessions with expert researchers.
• Empirically testing common existing time interaction methods against our novel method
of time selection on large, touch screen, displays.
• Empirically testing existing time interaction methods against our novel method on per-
sonal displays with mouse input.
The focus of the thesis is primarily on the visualisation of long in time networks, with little
consideration offered to performance in terms of computing power or speed - we decided only
to optimise the performance of our novel approach after the results of the empirical evalua-
tions. We also do not work with particularly large graphs (over 1 million edges); developing
these algorithms is far beyond this thesis’s scope. For the physical display of our system, we
focus primarily on supporting large (greater than 30 inches) wall-mounted touch-screen dis-
plays. We make this choice because a body of work [10, 32, 86, 160, 301, 302, 325] finds that
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physical navigation and embodied interaction techniques for large displays offer performance
benefits for the majority of users and that the limitations of visualisation begin to shift away
from the display technology and towards the perceptual ability of the user. We also carry out
an empirical evaluation on a series of small (sub 30 inches) standard displays to ensure that
our novel time navigation method is generalisable to smaller screens and mouse input. Our
rationale for this is that these smaller screens are typically available to a broader range of users
than specialist large touch-screen displays.
1.1 Thesis Structure
The rest of the thesis is structured as follows. Chapter 2 details the existing work for the
visualisation of dynamic graph data, and also examines existing visualisation and experimental
work that uses large wall displays. We also discuss of graph tasks and their relative importance
when designing and building visualisations.
Chapter 3 exhibits our dynamic graph visualisation system – referred to in shorthand as
‘The Plaid’. Chapter 4 details the two evaluation sessions that we carried out with the target
users of the interface described in Chapter 3. The work presented in Chapters 3 and 4 is based
off work published at ACM SIGCHI 2019 [188].
Chapter 5 is a formal laboratory study that evaluates a number of Plaid-like interfaces to
evaluate the efficacy and efficiency of a new interactive timeslicing approach first trialled with
The Plaid. This approach is compared experimentally with the existing, common, dynamic
graph visualisation techniques of small multiples and animation. The work presented in Chap-
ter 5 is based off work published in IEEE VIS 2020 [189].
Chapter 6 is a second formal laboratory study that evaluates the same set of interfaces as
Chapter 5 but in a remote setting. In this chapter we carry out the experiment in a fully remote
manner using a standard-sized display with mouse pointer input. This is unlike Chapter 5
where the study was carried out with a large screen wall display and direct touch input.
Chapter 7 discusses the new findings from the previous chapters and positions them within
the wider visualisation field. The implications of our research are also considered. In addition,
we make recommendations for future work based on the outcomes of the thesis.
Chapter 8 contains concluding remarks and summing up of the thesis contributions, situ-




This thesis makes the following contributions:
• A new method for the interactive selection of timeslices for long in time graphs. We
propose a new interaction method for the exploration of the temporal component of a
dynamic graph by giving the end-user the ability to select and compare multiple time
periods of interest. In this thesis we do not introduce a novel representation of the data,
but instead focus on an interaction technique that can be used to improve the utility of
existing visualisation methods.
• A new method for interaction provenance visualisation. We present a system that
leverages the strengths of a large touch-screen display to facilitate the consistent vi-
sualisation of provenance information. We also provide support for analysis cascades
alongside this, where analysis can be repeated on an area of the network that is distant in
the time dimension from the existing analysis. We validate this via observation sessions
of target users while they carry out an analysis with our new system. Here, again, the
primary contribution is an interaction technique, however we also make a small contri-
bution to the area of the representation of interaction provenance information.
• Empirically testing multiple basic alternative time interaction methods against our
new method for time exploration through a controlled experiment. We carry out a
formal experiment to assess the efficiency and effectiveness of our new interactive time
selection method on large vertically-mounted displays with direct touch input. We com-
pare our new method to the field standards of small multiples and interactive animation
using a filtered real-world dataset and build our task framework around a variety of actual
graph tasks. With this, we extend the validity our first contribution to useful interaction
techniques for the visualisation of long-in-time dynamic network data.
• Empirically testing existing time exploration methods against our new method on
personal displays with mouse input to ensure the generalisability of the technique.
We repeat the previous formal experiment but modify all interfaces to operate on a desk-
top display with full HD resolution and to accept mouse pointer input rather than direct
touch. We discuss the implications of these results on the generalisability of our new
method and further extend the validity of our contribution to interaction techniques that
facilitate the better exploration of long-in-time dynamic network data.
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2.1. Common Definitions
In this chapter, we first introduce and define common terms that will be used in the the-
sis. Due to the importance of designing visualisations for tasks [215], we then examine task
taxonomies for the visualisation of network data. Next, we look at existing visualisation ap-
proaches for dynamic network data and discuss the results of existing experiments testing some
of these methods. Finally, we discuss existing visualisation approaches for large displays, the
impacts of different interaction techniques, and the utility of interaction provenance.
2.1 Common Definitions
This section defines key terms used in the thesis.
Static Graph A graph can be minimally described as an ordered pair G = (V,E) comprising
of V a finite set of vertices or nodes, and E a set of edges E ✓V ⇥V , each being an unordered
pair i, j of distinct nodes. Each node i 2V corresponds to an entity. The edge set E consists of
edges (i, j), such that i and j 2 V . Each edge (i, j) represents an interaction between entities i
and j. Graphs can be either directed, where the edges have orientations, or un-directed. Both
nodes and edges of a static graph can be assigned weights. If both nodes and edges have
weights the graph definition is further extended to
G = (V,E, f ,g) (2.1)
where f and g are functions, f : V ! N and g : E ! N where N 2 R is some number system
which assigns a weight.
Dynamic Graph The minimal definition of a static graph involves two sets: V (a set of
nodes) and E (a set of edges). Therefore, a minimal dynamic graph is obtained when either of
these entities change over time. Ergo we can define a minimal dynamic graph as
G = (V,E,T ) (2.2)
where T represents some temporal component of the graph – this could be the time range
covered by the graph. In addition, the definitions of V and E must extend to this new temporal
component:
V = (u, t),(v, t), · · · ,(un, tn) (2.3)
E = (u,v, t) (2.4)
where t always represents the time at which some change in value or structure occurred.
9
2. Background and Related Work
Event We discuss within the thesis the importance of ‘events’ within a dynamic graph. For
our purposes an ‘event’ is some action that led to a change within the graph, usually times-
tamped at an atomic time and not as part of a flattened period of time. In a social network
graph, for example, an event would be user i ‘liking’ the photo of user j at tx, adding an entry
to the edge set such that
E = {· · ·(i, j, tx)} (2.5)
Event-based dynamic graph We define an event-based dynamic graph D = (V,E) to be a
graph whose attributes are a function of time. Let T be the time domain defined as an interval
in IR. Attributes are functions defined in the domain V ⇥T for nodes, and E ⇥T for edges.
Timeslice In the wider computing community ‘time slicing’ is the period of time for which
a process is allowed to run in a preemptive multitasking system. This is not the intended
meaning in both this thesis and the dynamic graph visualisation community. When we refer
to a ‘timeslice’ we refer to a fixed period of time which maps to a dynamic graph. Imagine a
continuous timeline T , beginning at ty and ending at ty+n. Uniform timeslicing of the timeline
T involves binning the entire timeline into equal intervals of time x such that each subsequent
time point begins at the end point of the previous timeslice. For example,
T = {(ty, ty+x),(ty+x, ty+2x),(ty+2x, ty+3x), · · ·} (2.6)
Non-uniform timeslicing While uniform timeslicing, as the name suggests, involves binning
a graph with time components into set time sizes, non-uniform timeslicing does the opposite.
With non-uniform timeslicing it is possible to instead bin the graph by using vertex or edge set
size. For example, consider a dynamic graph D = (V,E,T ). Rather than uniformly dividing
time into a set of k timeslices, we might instead timeslice by the size of the edge set, choosing
to have |E|/k edges per timeslice instead. Thus, having a uniform number of events, but a non-
uniform distribution of timeslices across time. In areas of the dynamic graph where activity is
high this may mean that the time interval for a timeslice is small – maybe 1 hour. By contrast,
in areas of low graph activity this interval may be large, for example 3 days.
Both uniform and non-uniform timeslicing are continuous and cover the whole area of the
timeline; that is all timeslices are temporally connected and the complete timeslice set begins
and ends at the same point as the main timeline T .
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User-defined timeslices In this thesis we introduce the notion of ‘user-defined timeslices’.
As the name suggests, this is a timeslice whose size and position in time is defined by the user.
Therefore a user-defined timeslice A:
A = (tx, ty,V?,E?) (2.7)
Where tx, ty defines start and end values of the timeslice and
tx, ty 2 T (2.8)
tx < ty (2.9)
V?= {(v, t)|tx >= t and ty <= t} (2.10)
E?= {(u,v, t)|u 2V ⇤ and v 2V⇤} (2.11)
Interaction Provenance Provenance information is information about how a certain state
has been attained. This can take the form of interaction provenance, where the information is
about the interactions that have taken place with an interface. It can also be data provenance
– information about the processes applied to the data and its source(s) that lead to its creation
and current representation. In this thesis we focus on interaction provenance.
Node-link Visualisation Node-link diagrams show nodes in the network as points (dots) and
(multiple) relations between nodes as straight lines. An example of this is shown on the left
hand of Figure 2.1.
Matrix Visualisation Adjacency matrices typically place the full distinct set of node identi-
fiers on both the x- and y-axis, with each node pair associated with a square within the matrix.
Where there is a link between nodes the corresponding matrix square is then differentiated in
some way, generally with colour, from the squares where there is no link between node pairs.
An example of this is shown on the right hand of Figure 2.1.
2.2 Visualisation Task Taxonomies
Visualisation systems for complex data, such as temporal graphs, are frequently used for ex-
ploratory data analysis (EDA), particularly in cases where datasets are large, opaque, or oth-
erwise difficult to sufficiently describe via purely numerical or statistical methods. Typically,
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Figure 2.1: Example node-link visualisation (left) and matrix visualisation (right) of the same dataset.
Notice how item G is a self-referential node.
data that is difficult to describe numerically is also challenging to visualise in a good way that
facilitates EDA. Exploratory data analysis is nearly always task-driven (e.g. do we see this node
act in a certain way? Does the structure of this cluster of nodes change over time?), and the
completion or failure of these tasks will generally inform the further direction of the analysis.
Further, the outcomes of earlier tasks will frequently influence later choices made concerning
data filtering or analysis methods and may influence the interpretation of these results [3, 13].
Despite the importance of tasks to EDA, no single visualisation technique can support all
types of data and tasks that an individual might aim to carry out during data analysis. Therefore
we must specify tasks when designing visualisation systems for any use, particularly when
designing visualisation systems for EDA or other early forms of data exploration. We must also
understand appropriate techniques to facilitate the completion of the tasks that users consider
key to their understanding of the data.
Task taxonomies aim to provide a complete classification or description of the possible
range of tasks that can occur with a given data type, and some extend this by categorising tasks
via common themes. However, task taxonomies rarely consider the cognitive load of the end-
user in their enumerated tasks, and so using any task taxonomy as a task selection database
(or interface feature selection list) should be approached with an amount of sympathy for the
end-user [3] due to the negative impact that an increased cognitive load can have on the user.
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A general drawback within the visualisation field is that systems are designed for sets of
tasks but that these tasks are rarely clearly enumerated in accompanying literature and even less
frequently discussed concerning their position within the wider task hierarchy. Experiments
and formal studies might be more specific in their task selection (e.g. [120], [271], [20]), but
they frequently use only a minimal range of tasks when compared to the full taxonomies [12,
285]. Wehrend and Lewis [330] first proposed a method to catalogue visualisation techniques
by the tasks that they support, though given the current scale of the information visualisation
area, a complete catalogue would be an incredible undertaking.
There exist a number of taxonomies for information visualisation tasks, both abstract [57,
90] and more concrete [7, 8, 11, 168, 280], but we are primarily interested in taxonomies gen-
erated for network data. Due to the relative lack of work in this area, we do not further isolate
the discussion to only taxonomies of dynamic network data. However, it is the tasks described
in these that we use to inform our development of the system described in Chapter 3, our un-
derstanding of the evaluation in Chapter 4, and our experiments to validate our new method of
time exploration as described in Chapters 5 and 6.
Amar et al. [7] present a low-level task taxonomy for use with static graphs, and Lee
et al. [190] extend this, categorising tasks into five graphs: topology, attribute, browsing,
overview, and high-level tasks. One high-level task does hint towards the introduction of dy-
namic data: how has the graph changed over time?, yet they do not discuss any sub-tasks that
might arise from this; or how the use of this high-level task might have implications on tasks
described in other categories.
Shneiderman and Aris [283] classify several tasks as ‘high priority’, including the structural
and attribute-based tasks identified by Lee [40], by first identifying six primary challenges for
static network visualisation. They also recognise that, given every possible permutation and
combination of tasks and datasets, the number of potential tasks that a user could carry out on
a network is unlimited. None of the above [7, 190, 283] give consideration to temporal graph
tasks.
For temporal graph data, Yi et al. [341] break down tasks into three main categories, de-
pending on the level at which temporal change in the network is analysed. These are global
level tasks; subgroup level tasks, typically based on connectivity or node attributes within a
group; and node and edge level, generally the attributes of single nodes or edges or associa-
tions between attributes of a single element. However, they provide only a high-level overview
of the composition of tasks. They do not consider the subtasks involved in analysing temporal
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change for each category and also do not discuss hybrid tasks which may cut across groups or
evolve organically during an analysis process.
Bach et al. [26] adapt a geo-temporal task framework from Peuquet [233] to apply to dy-
namic graph data. The framework from Peuquet defines three dimensions: when, where, and
what. The original application of the Peuquet framework was geospatial data; therefore, it
worked on the natural assumption that each event or point had a fixed place in the physical
space, which could then be reflected more easily in a visualisation, but temporal graph data
does not normally have this extra positional encoding. As a result, Bach et al. [26] use these
dimensions as the basis for their framework but choose to redefine the what and where dimen-
sions to reflect better the fact that temporal graph data lacks fixed spatial positions. They then
formulate tasks using a combination of the three dimensional values, assuming that if two di-
mensions are known, then the aim of the general task type is the unknown dimensional value
(e.g. if what and when are known, then the general task type is where). This framework is
similar to the ‘lookup’ tasks in Andrienko framework [11], but the Bach framework misses
more complex tasks such as comparison and finding dependencies.
Ahn et al. [2] provide a detailed taxonomy for temporal graph data, with a focus on the
analysis of network evolution. Similar to Bach [26] and Yi [341], they use three dimensions as
the basis for their classification. The dimensions from Ahn are property, entity, and temporal
feature. ‘Entity’ is similar to the levels of analysis discussed by Yi [341], and ‘property’ makes
a distinction between domain properties and structural attributes. Both of these describe what
should be observed, but they do not completely align with the ‘what’ described by Bach [26].
The final dimension, temporal features, describes whether the items should be analysed as
individual events at single time points or as aggregate events over a period of time. Ahn uses
the three dimensions to construct a design space for temporal graph tasks, and they build on
this as a tool for characterising existing visual techniques by the tasks they support.
However, during their evaluation of their taxonomy, Ahn et al. [2] find that their dimensions
do not fully capture tasks relating to comparison, correlation, or inference, regardless of the
general task level [342]. They later add a category for compound tasks to capture these missed
items, but they do not seek to discuss how these task types could combine with their other
dimensions within the design space they create. It is also logical that the analysis of individual
events at single time points should fall under the taxonomy of static graphs, as the temporal
component is removed in this situation. We, therefore, believe that the combination of the
Ahn [2] taxonomy and some other static graph taxonomy (e.g. [7, 190, 283]) could offer a
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more detailed description and a low-level task enumeration for this framework.
Andrienko and Andrienko [11] present a task taxonomy designed to apply to all types of
data, and as a result, we can consider its application to temporal graph data. Unlike later work,
which provides primarily verbal task descriptions, this taxonomy leverages a formal modelling
approach and describes potential task combinations using functional language. The generalis-
ability of this framework means that it is incredibly complex, so a complete description of it is
not in the scope of this thesis. Instead, we provide a brief overview of their guiding principles.
Within the Andrienko framework, each task has two components: the unknown informa-
tion being sought (the target) and the known conditions that the target needs to meet (the
constraints). At its highest level, therefore, every task involves target seeking given a set of
constraints. Andrienko and Andrienko also provide a data model (the Andrienko Data Model,
or ADM) to divide data structures into two component types: referential or characteristic.
Building on the ADM, Andrienko introduce the Andrienko Task Framework (the ATF), in
which tasks are defined based on the ADM items that participate in them. First, they make
distinctions between the level of analysis tasks: elementary tasks capture individual data items
(e.g. individual node attributes), and synoptic tasks involve sets of items considered together
as a single unified item (e.g. clusters of nodes within a graph structure). They further break
down synoptic tasks into tasks that describe the data (descriptive tasks) and tasks that seek
connections between data features (connectional tasks). In addition, they distinguish tasks by
the role that involved data types take, i.e. whether a data type involved in a task is a target or a
constraint. This categorisation leads to three main task types: lookup, comparison, and relation
seeking.
However, Kerracher et al. [169, 170, 172] argue that the ATF, while powerful as a basis for
task generation, provides task categorisation that is too abstract and generic to be easily applied
as a mapping method for visual techniques that fall under its umbrella. Kerracher [172] also
finds that the development of the ATF and ADM never considered graph data, and so they
propose an extension of both the Framework and the Model to graph data and further apply
their extended model to classify the entire set of tasks possible with temporal graph data. This
extension introduces a new referrer type (graph) and a new type of relation (linking) to model
the edges of a graph. Graph referrer type elements are discrete, unordered, and have distances,
and the linking relation type is specific to the graph referrer type. This new referrer type and
new relation type give rise to a novel set of structural tasks which apply only to graph referrers
and linking relations.
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As a result, Kerracher et al. [172] produce four classes of tasks involving very different
data items. The vast differences in data items mean that each item type will likely need a
different visual representation. The Kerracher classes can include the elementary/synoptic
distinction introduced by Andrienko [11] and also describe four variants of synoptic tasks: el-
ementary tasks, tasks considering graph subsets, tasks considering temporal subsets, and tasks
considering both graph and temporal subsets. Each of these variants has different relations
and components associated with it, and the behaviours participating in each class of task are
highly distinct. For each class, there are a total of eight behaviours, split equally between
attribute-based and structural.
Of the four synoptic task variants identified by Kerracher, the first two – elementary tasks
and tasks considering graph subsets – also apply to static graphs, and so the tasks identified in
the taxonomy of Lee et al. [190] can be positioned here. Furthermore, the temporal change level
categorisation of Yi et al. [342] is also covered by the Kerracher framework, with node/edge
level tasks covered by elementary and temporal subset tasks and the subgroup and global level
tasks included in the general graph subset and combined graph and temporal subset tasks.
By extending the formal language definition of task generation first implemented by An-
drienko [11], Kerracher extracts all possible task permutations [171], defining 127 possible
tasks for dynamic graph data. In using a formal model, it is more easily possible to demon-
strate the completeness of the task framework relative to the chosen data model and abstraction
level; this approach also ensures that task specifications are at a consistent level of granularity
and abstraction. In addition, the formal model also ensures that generated tasks are indepen-
dent of the application domains. However, while the use of the formal model is robust and
ensures completeness, the exclusion of users from the task generation process leads to sev-
eral limitations, primarily that there is no way of knowing how commonly each identified task
might be completed or how practical a particular task is for a specific set of users.
In this thesis, we also seek to make a difference between temporal graph data and event-
sequence data, though the former can act as a subset of the latter in some instances. The primary
difference that we encounter is that temporal graph data usually seeks to reflect the entire
graph, or as much of it as possible, whereas event-sequence data is typically more egocentric
(i.e. relating to a single person or process). However, as certain temporal graph tasks can
push the analysis into an event-sequence analysis, as we see in Chapter 4, we also include
event-sequence data task classifications here.
Plaisant and Shneiderman [236] characterise event data along three dimensions and pro-
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pose high-level user tasks. They identify many diverse data characteristics, breaking down
tasks into three high-level aims: 1) to heighten awareness, 2) to prepare or select data for fur-
ther study, and 3) to understand the impact of event patterns and plan further analysis action.
Ruddle et al. [261] also introduce high-level task descriptions for the visualisation of event-
sequence data in a healthcare setting. These are: 1) simplifying a sequence; 2) finding a
sub-sequence; 3) understanding longitudinal changes; 4) comparing sequences. We observe
practitioners carrying out analysis with our tool in Chapter 4 and see many of these high-level
tasks reflected in their analysis choices and aims.
It is also important to consider that, within the visualisation literature, the term ‘task’ is
used at multiple levels of abstraction and granularity [57, 214, 252, 275], and there is some
discussion regarding the use of abstract task classifications, which offer the ability to generalise
beyond a specific use case and facilitate communication between researchers, and the use of
data specific task classifications [57], whose primary utility is for the assessment of tools and
techniques in a task-focused manner. Table 2.1 describes our application of the existing graph
task literature to our work in this thesis.
2.3 Dynamic Network Visualisation
A dynamic network is a network that undergoes some change over time. This change can
be related to nodes or edges, and changes can be grouped into specific events. The field of
dynamic network visualisation is wide-ranging; and we first examine the design space of the
area, moving into surveys providing an overview of the whole research area and justification
for our research classification method, before narrowing our focus to more specific works.
2.3.1 The Design Space of Dynamic Network Visualisation
In the general case, a design space can be used to map out "the universe of all possible de-
sign choices" [275], with Schulz et al. [274] describing design spaces as a tool to identify
"the space of the possible" [274]. We can construct a design space by combining all indepen-
dent dimensions of a taxonomy to produce all possible combinations and permutations; this
method has previously been used to generate possible spaces for visual techniques [162, 274]
and tasks [2, 275]. This combinatorial mapping of existing techniques can give rise to unex-
plored possibilities, offering a direction to inform future work [274].
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[7, 190, 283] The high-level task classifica-
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that users might want to perform
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Chapter 3,
Chapter 4,
Table 2.1: How we use the task literature throughout the thesis to inform all stages of the product
development life cycle.
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Design spaces also allow us to map existing visualisation techniques to the tasks they sup-
port, uncovering areas that are perhaps under-researched or already well covered in the lit-
erature [2]. Efficient use of these mapping techniques can be used to guide further system
development and can also signpost areas that would benefit from controlled experiments in
the case where multiple systems support the same task(s) as we could then evaluate which
technique from a set is the most effective for its claimed task.
Both Amar et al. [8] and Sedig et al. [276] support the idea that task classifications can be
used to provide a more systematic basis for a design process, while others [8,141,183] instead
recommend using classifications as a checklist of items to consider during the design process.
However, for visualisation systems, we do not limit the design space purely to the tasks that
a system might support. We can define a design space, though perhaps not a particularly good
one, based upon any arbitrary classification that we can apply to all visualisation methods. In
terms of dynamic graph visualisation literature, this might be in terms of the treatment of time
(timeline basis, real-time basis, neither, or both), the form of visual representation of the data
(node-link diagrams, matrices, line charts, scatterplots, or some combination of all of these), a
nested version of this (as seen in the classification of Beck et al. [37]), or some other alternative
method, such as the space-time cube taxonomy of Bach et al. [24].
There is some discussion within the field regarding the classification method for approaches
that visualise dynamic graph data. Hadlak et al. [133] base their categorisation on the reduc-
tion techniques used; what element of the graph is reduced (temporal or structural), how the
reduction is carried out, or if there is no reduction of any element. Federico et al. [103] use the
mapping of the temporal dimension as the basis for their division of techniques, as do Rufiange
et al. [263], Kerracher et al. [170], and Beck et al. [37]. von Landesberger et al. [315] use
the temporal dimension in a slightly different way, classifying graphs according to their time
dependence.
In each of these existing classifications, a common thread is the distinction between the
temporal encodings and the structural dimensions of the graph. Little existing design classifi-
cation work examines the effect of task choice on visual representations or the specific datasets
that systems are designed around. A slightly more common discussion relates to the challenges
that users face in their visualisation aims. However, these broader challenges do not necessarily
map either partially or wholly to tasks specific to dynamic graphs, as we see in the development
of our visualisation system detailed Chapter 3.
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2.3.2 Surveys
Early work by Herman et al. [147] does not differentiate between static and dynamic data but
offers an overview of current methods available for graph visualisation and navigation. They
highlight the need for improved graph navigation to mitigate the scalability problem of laying
out very large graphs and discuss the importance of the user’s cognitive load. Areas particularly
highlighted are the need for improved graph navigation, as it is not possible for layout alone to
solve the problem of visualising large graphs, and that the size of these graphs is a crucial issue
within the area; there comes some point where performance is compromised, or the limits
of the viewing platform are reached. It is also noted that the cognitive load of these graph
visualisations must be taken into account to be made as helpful as possible for users.
Müller et al. [213] define their focus to the visualisation of temporal network data. They
conclude that the time factor requires special treatment to allow the visual exploration of time-
dependent data and that many existing visualisations do not consider time a unique factor, but
instead treat it as another parameter among many.
Aigner et al. [3] create a systematic view of methods for visualising time-oriented data,
concluding that task-orientation should be the primary consideration when designing a visuali-
sation method, similar to other work [11]. They recommend using multiple views for different
data aspects, interaction facilities specialised for time-oriented data, and tighter integration of
visual and analytical methods.
Large graphs, not necessarily formed with dynamic data, are the focus of von Landes-
berger et al. [315]. They look at both visualisation methods and graph layout algorithms. The
recommendations made for future work align with those identified previously [3, 147, 213].
Kerracher et al. [170] describe a further survey focusing on the visualisation of dynamic
data. They classify existing methods using two independent dimensions: graph structural en-
coding and temporal encoding. They find that the most prevalent method is still node-link,
as highlighted in previous work [315], but also note that matrix-based techniques consistently
outperform node-link graphs on tasks in a static context [170]. They also find that sequential
views are still the most popular for dynamic views, despite juxtaposed views performing better
in user tests [170]. Building on this, Beck et al. [37] separate dynamic graph visualisations
into two categories based on their method for encoding time. Time-to-time mappings represent
time naturally via the temporal dimension, the most common example of this being animation.
Time-to-space mappings use one or more spatial dimensions to encode the temporal infor-
mation; a typical example of this is small multiples. They also find that irrespective of the
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treatment of time, node-link diagrams are the most popular representation, supporting previous
work [170]. They strongly suggest that matrix-based methods are the solution to dense graphs
with many edges due to the nature of their layout, further supported by Kerracher et al. [170].
Suggested future work correlates very heavily with von Landesberger et al. [315].
Bach et al. [24] describe each method as an operation on a conceptual space-time cube,
then transforming that cube into a readable 2D visualisation. This approach provides a useful
overview of existing methods but was mainly developed as a tool for teaching undergraduate
students about temporal graph visualisation. Bruder et al. [60] build on this concept to cre-
ate a volumetric representation of a graph by stacking each of the adjacency matrices of its
time steps, and also facilitate three important analytics methods: data views, aggregation and
filtering, and comparison.
Recommendations for future work are mostly consistent over time, with the same research
gaps highlighted; primarily the requirement for improved graph navigation and the importance
of considering the cognitive load of the visualisation on users [3,147,170,315]. Common sug-
gestions are that visualisations should be designed from a task-orientation standpoint and that
multiple views for different data aspects may support more complex tasks [3, 170, 213]. We
take the organisation of the below literature is from the temporal graph visualisation technique
classification created by Beck et al. [37]. The treatment of time is the main division - time is
either mapped as time-to-time (animation) in Section 2.3.3, time-to-space (timeline) in Sec-
tion 2.3.4, a hybrid approach of these two in Section 2.3.5, or, in rare cases, time is not mapped
in either manner.
2.3.3 Time-to-Time Mapping
Animation involves mapping the graph at each time stamp and then running these mappings
concurrently as an interactive video, illustrated by Figure 2.2. When the mapping of the graph
takes the form of node-link diagrams, the result is a reasonably intuitive dynamic graph visual-
isation. Node-link diagrams remain the most popular approach [26,53,99,110,122,138], with
one work combining matrices and animation [264]. A notable exception to this is Elmqvist et
al. [97], who use neither node-link diagrams nor matrices for their tool to show information
flow in a system of interacting processes.
Bach et al. [26] propose an improvement to animated visualisations. They use animated
transitions to highlight changes in the network between time steps to help users identify and
understand those changes. Archambault et al. [20] find that using difference maps for this
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Figure 2.2: A representation of the way that animated approaches map the time dimension to actual
‘real world’ time. Each window of the film is shown in order, with the previous window being replaced
by the next.
purpose leads to a reduced error rate and higher participant satisfaction, validating the high-
level concept of this approach.
The principal drawback of animation is that all temporal information is not displayed si-
multaneously and that the user must interact with the system to show certain periods of time,
relying heavily on memory for moments not displayed on the screen. Multiple experiments,
discussed in Section 2.3, find that small multiples frequently outperform animation for a variety
of task types [18, 102].
2.3.4 Time-to-Space Mapping
Instead of using animation, a graph can be drawn onto a timeline in a time-to-space mapping,
as shown in Figure 2.3. Timeline-based approaches promise to provide a better overview of
time as they show the complete sequence of graphs in a static image. Often there is only a little
space available for drawing each graph, decreasing the readability of the representation. This
visual scalability problem is one of the main challenges for the techniques in this category.
2.3.4.1 Node-Link
We have defined node-link diagrams in Chapter 2.1, and a simple example of one can been
seen in Figure 2.1. A node-link diagram is some object or shape, representing a person, place,
or other entity joined to another object or shape. Typically the nodes are drawn as circles
representing entities, and edges are the lines that join the nodes, representing some connection
between them.
22
2.3. Dynamic Network Visualisation
Figure 2.3: A representation of the way that time-to-space approaches map the time dimension to a
dimension on the screen. The orange arrow represents the progression of time in the dataset, and in this
method each window containing a diagram would be continuously visible, regardless of the passing of
‘real world’ time.
Node-link diagrams have multiple facets of readability and usability; including, but not
limited to, the layout of the graph, edge encoding, node encoding, the scalability of the repre-
sentation, and the stability of the graph. We are specifically interested in the practicalities of
using node-link diagrams for dynamic network visualisation on large displays, however, due to
the relative lack of work on this specific area we widen our lens to previous work on node-link
diagrams for dynamic networks in any context.
Multiple works build on the abstract concept of parallel coordinate plots and MDS [63,64,
66, 82, 240]. Bach et al. [28] also employ MDS to embed time-points in 2D space and show
all data points laid out on the curve, rather than having them viewed separately as time slices,
similar work by Collins et al. [82] also employs MDS. Van den Elzen et al. [310] also use
MDS in a way not dissimilar to Bach et al. [28] via juxtaposed views for the comparison of
network snapshots and network evolution. Gansner et al. [115] set out to visualise real-time
text streaming data from Twitter. They use MDS to co-locate tweets on similar topics. Due to
the constraints of the display area, the number of displayed messages are limited, limiting the
application of the method to smaller datasets. They claim that approaches used to preserve the
mental map can “introduce biases in the visual representation of the underlying data, which
can persist over time" [115], and offer the opinion that their method of supporting the mental
map via MDS and a Procrustes transformation is superior.
Alencar et al. [5] create similarity maps using a cumulative backwards strategy to preserve
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the mental map. Burch et al. [63] also work to support the mental map by facilitating the
display of all timeslices on the screen simultaneously. They use a radial layout, encoding
graph information on narrow rings of a circle. However, this is challenging to read for non-
expert users, and no studies support this method’s utility. Burch [62] initially use a node-link
layout but then transform this layout, via splatting, to a radial representation (similar to [313]).
Further, Burch [61] then applies methods to transform these radial node-link diagrams into
smooth density fields. The resulting overview representation is a starting point for further
analysis and facilitates the rapid visual comparison of the sequence of graphs.
Dwyer et al. [94] and Groh et al. [128] both create three dimensional visualisations that use
‘tubes’ or ‘worms’ to encode graph elements. Brandes et al. [50] and Itoh et al. [157] also use
3D visualisations, though in these cases they stack multiple flattened timeslice representations,
rather than continuously drawing time as with the ‘tubes’. Federico et al. [103] present a tool
that offers three views to preserve the users’ mental map. The first view is a superimposition of
all selected timeslices, the second a juxtaposition, and the third a two-and-a-half dimensional
view. The use of a ‘more than 2D’ approach seems to be a popular one when trying to compare
timeslices, despite common drawbacks with 3D visualisations [215].
Shi et al. [278] choose to focus only on the dynamic ego network, with network navigation
achieved by the user switching the focus node. In order to generate the dynamic ego network,
all static ego networks for that point are combined. They suggest that this method reduces
visual complexity and makes pattern-finding tasks on the whole network easier due to all data
being displayed in a single view.
Kumar et al. [182] introduce a hierarchical force-directed layout; claiming that their view
allows the data to be presented in a way that abstracts away many small structural details.
This case is more of a static method applied to dynamic data and expected to work, rather
than a method developed with specifically visualising dynamic data in mind. Pohl et al. [238]
explore the visualisation of dynamic hierarchical networks with their Xldn visualisation tool.
The layout algorithm focuses on maintaining the users’ mental map and requires knowledge of
the complete network sequence to work.
Rufiange et al. [263] introduce DiffAni, a tool that treats graph visualisation as a series of
three different types of tiles. This tool also allows the visualisation of several networks simul-
taneously, similar to previous work [102,143]. Turker et al. [308] introduce a method that uses
Hyperbolic Geometry to support focus context rendering. User-defined network metrics are
also encoded into the temporal layout to improve the information density of the visualisation.
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Node-link based representations are most suitable for small or sparse graphs due to the
number of edge crossings in large or dense graphs. Equally, node-link representations are
useless without a good layout (e.g. force-directed, Fruchterman-Rhinegold) and suffer from
occlusion problems related to node overlap and edge crossings. Thus, they are not readable for
dense graphs, and any layout manipulation requires further layout re-computation. However,
node-link diagrams are superior for tasks involving path-finding or following, and with a good
layout can be more readable than matrices. They also facilitate the quicker identification of
between sub-group links and are easier for non-expert users to gain quick insights into the
overall graph structure.
Our contributions primarily make use of node-link diagrams to draw temporal graph data.
Our novel interface for the visual analysis of dynamic data (Chapter 3) always draws the graph
as a node-link diagram as an initial step; though we do offer alternative views in a way similar
to Henry et al. [144]. Our two laboratory studies, Chapters 5 and 6, also use node-link diagrams
to display graph structure after data has been timesliced by our participants. While there is still
no consensus on the best graph drawing algorithm for dynamic data, or even on what features
define a good dynamic graph drawing algorithm, we mitigate this through several strategies
that are detailed in Chapter 3.
2.3.4.2 Matrix
Adjacency matrices typically place the full distinct set of node identifiers on both the x- and
y-axis, with each node pair associated with a square within the matrix. Where there is a link
between nodes, the corresponding matrix square is then differentiated in some way, generally
with colour, from the squares where there is no link between node pairs.
Yi et al. [341] introduce ‘TimeMatrix’, but rather than simple binary colouring for cells they
instead create a TimeCell - a visual aggregate that displays temporal information associated
with a node or edge as a composite glyph.
Corresponding interaction techniques allow for investigating a network at multiple granu-
larity levels and layouts. In addition, overlays and filters allow for comparing temporal data
and statistical information.
Brandes et al. [52] continue combining glyphs and matrix-based representations by using a
matrix representation of Gestaltlines - a combination of Tufte’s ‘Sparklines’ with glyphs based
on Gestalt Theory. The result is a static, compact, and data-rich diagram that facilitates the
exploration of evolving dyadic relations and persisting group structure.
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Burch et al. [65] also encode data information within matrix cells. They use this pixel-based
representation to generate a graph overview by applying weight aggregation or overplotting
the single data points. They find that using a static diagram to display dynamic data allows for
better preservation of the mental map, and allows for the better comparison of several weighted
relations in specific time intervals.
Vehlow et al. [313] use a radial layered matrix to display dynamic directed weighted graphs
in which vertices can also be hierarchically organised. This approach addresses the investiga-
tion of temporal changes rather than the graph structure at the particular point. This can be
considered a matrix-based version of other work that applies radial layouts to node-link dia-
grams [61–63]. Yoghourdjian et al. [345] go a step further and introduce Graph Thumbnails;
representations designed to fit into a small multiples structure but that cannot be classified as
either node-link or matrix-based. The resulting time-step representations could be best char-
acterised as a series of concentric circles, with each circle representing a group or sub-group
within the graph.
Van Ham et al. [312] show how matrix-based visualisations can be used in combination
with algorithmic metrics to help researchers find new patterns in the datasets; especially for
very large sets. They utilise a hierarchy on the node-set to reduce the size of the adjacency
matrix. Stein et al. [294] extend the work of van Ham et al. [312] by using matrix-based
techniques as an addition to traditional graph visualisation. They use a static visualisation of the
dynamic data and find that this visualisation is most effective on medium-sized networks where
the whole matrix can be displayed simultaneously. The use of a large display, in this case,
would be beneficial and all but remove network size constraints due to the available amount of
screen ‘real-estate’. The PONV method focuses more on displaying temporal patterns rather
than detecting network clusters, which also means it is not suitable for use on sparse networks
with low traffic.
Bach et al. [25] introduce the method of Small MultiPiles, in which adjacency matrices,
each representing a single temporal snapshot, can be ‘stacked’ based upon similarity or a
change in data. This method reduces visual complexity, and they claim that the action of
flipping through the snapshots supports the pre-attentive perception of changes. The technique
has also been extended to work in a computational biology setting [314].
Matrix-based representations can be ‘reordered’ through successive permutations of rows
and columns to reveal interesting patterns in the graph structure. One of the main advantages
of this representation is to avoid the occlusion and graph layout problems encountered using
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node-link representations. Matrices are efficient when performing basic tasks like identifying
the most connected node, a link between two nodes, or a common neighbour of two nodes.
However, they perform poorly on more complex tasks such as finding a path between two
nodes, even in small matrices. The lack of drawn nodes and edges in a matrix enables them
to be readable for dense graphs and have comparatively faster navigation and manipulation.
They are also superior for some graph tasks. On the other hand, a matrix-based representation
is rarely intuitive and most, if not all, will need to be explained to a user before they can gain
any insight from the visualisation. The space used can be a problem on smaller screens or with
very large datasets and, due to the lack of edges, they perform very poorly for path following
tasks; even on relatively small graphs.
We include matrix-based representations as a user-controlled option in our interface de-
tailed in Chapter 3. By synchronising the matrix representation with node-link visualisations
we can mitigate the issues surrounding poor performance for specific tasks, and we find that
they work well alongside the node-link representations, explored in Chapter 4. However, we
do not validate this experimentally.
2.3.5 Hybrid and other
While most dynamic graph visualisation techniques can be unambiguously classified as using
node-link or matrix-based approaches, some combine both methods, and some use neither. The
combination of the two representations can, however, follow different strategies in those hybrid
approaches. Hybrid strategies are only those that use both representations closely connected
and cannot easily be split into independent techniques.
Henry et al. [143] first introduce MatrixExplorer; a tool that allows both node-link and
matrix representations to be created at the same time, and keeps them synchronised to that the
user can work with both and switch from one to the other without disruption. Further work
from Henry et al. [144] results in MatLink - a matrix-based visualisation with links between
cells overlaid on the borders of the matrix. A user experiment finds that MatLink significantly
outperforms ordinary matrix-based visualisations for path-related tasks, while still providing
useful functionality for tasks that are not possible on traditional node-link representations.
Similarly to previous work [143, 144], Linhares et al. [194] introduce a system which can
provide structural visualisations via node-link representation, and temporal views as matrix-
style timelines. They ensure coordination between the two views for usability purposes. Cak-
mak et al. [67] also produce a comparable solution combining node-link, matrix, and activity
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line representations to visualise temporal summaries of dynamic graphs.
Reitz et al. [249] reduce large and complex relations to small graphs resembling ego-
centred networks; to convey when and how strong a relation evolved. Edges connecting actors
are coloured using different matrix-style encoding depending on relations between actors. Vi-
sualisation results are promising, though this representation could have a high cognitive load
for the user.
Farrugia et al. [102] also focus on visualisations for ego networks, this time placing the
time dimension in the foreground by turning time into an element of shape. They also develop
a system to enable the visualisation of multiple networks simultaneously, similar to MatrixEx-
plorer [143], through the use of small multiples. In contrast to most dynamic network visual-
isation where the focus is to study network evolution over time, this work aims to support the
analysis of actor rewiring. A tree ring layout is used to display the dynamic ego network, and
from this, a small multiples interactive system is created.
Sallaberry et al. [267] contribute a new clustering algorithm which finds the ideal clustering
for each time step and then links the clusters together. The resulting time-varying clusters are
then used to create an overview, showing how clusters evolve, and another view consisting of
a node-link diagram of a selected time-step. They place particular emphasis on the stability of
the visualisation and the preservation of the mental map.
By using a hybrid technique, there is the potential for increased task support - tasks that
would have been impossible for a node-link layout can now be carried out using a matrix-based
representation, and vice-versa. We contribute to the area of hybrid visualisation via our system
detailed in Chapter 3 as we simultaneously support synchronised matrices, node-link diagrams,
and scatterplots with the user given control over the axis, colour, and size encodings. Table 2.2
describes how we apply the existing dynamic network visualisation research discussed in this
chapter to the work presented in this thesis.
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Table 2.2: How we apply the literature from Chapter 2.3 to the contributions in the thesis.
Beginning of Table 2.2










We take recommendations for
future work resulting in the
always-on interaction prove-
nance (to aid navigation reduce
load on user memory) and our
new method of exploring and
interacting with the temporal
dimension.
Chapter 3, 5, 6
Support for multi-
ple views
[3, 170, 213] Suggestions that multiple views
for different data aspects could
support more complex graph
tasks led us to introduce the op-
tion for multiple representations









Our understanding of the pop-
ularity of the time-to-space ap-
proach led us to conclude that
our novel system should be situ-
ated within this area, but that we
should offer an alternative treat-
ment of time within this classifi-
cation group.
Chapter 3, 5, 6
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Continuation of Table 2.2












While we do not map time to
time (i.e. animation) in our pri-
mary contribution of this thesis,
we were able to apply some of
the design choices of these in-
terfaces to the animation inter-
face that we tested to evaluate












Work using MDS does not tra-
ditionally treat time as though it
is a simple timeline. We take
the different treatment of time
and build on this idea to develop
our novel method of time explo-
ration.




[5, 61–63] The idea of constant represen-
tation of timeslices that are not
necessarily close in time helped
to inform our new method for
navigation in time.
Chapter 3, 5, 6
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Continuation of Table 2.2










We include a matrix-based rep-
resentation within our novel vi-
sualisation system to ensure that
we are providing support for
tasks that are more suitable to
be carried out with matrix-based
representations. However, in our
expert evaluation of the system,
we found that our users gener-
ally found the matrices confus-
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Given that matrices are more
suited to some tasks than node-
link diagrams, and vice versa,
we make a contribution to the
hybrid area with our visualisa-
tion system as we provide sup-
port for matrices, node-link dia-
grams, and also scatterplots. We
provide some coordination be-
tween views, supported by pre-
vious work, but observe that our
expert users have problems with
mapping matrices to node-link
diagrams. From this, we con-
clude that the most usable hybrid
system is one that maintains a
close link between the represen-
tations it supports.
Chapter 3, 4
2.3.6 Interaction with dynamic network visualisations
There are many different ways for a user to interact with dynamic network visualisations [342],
both in the physical sense (e.g. keyboard and mouse, touch screen, VR ‘hand’ interaction)
and in terms of the operations that are passed to the system independently of the physical
interaction style. As we cover visualisation and interaction with large displays in Section 2.8,
we here discuss the operations that can be used to pass information into visualisation systems.
Shneiderman introduces the concept of Direct Manipulation (DM) [281], an interaction
style where “users act on displayed objects of interest using physical, incremental, reversible
actions whose effects are immediately visible on the screen." [281]. This type of manipula-
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tion requires that users always see visual representations of the object that they can interact
with, and that they receive immediate visual feedback during and after their interaction. This
immediate visual feedback makes it easy for the user to validate that their interaction has had
the desired result, and so is able to facilitate the rapid learning of the system and its opera-
tions. Direct manipulation is the basis for the modern GUI systems and fundamentally extends
visualisation capabilities.
The use of DM facilitates several common interaction techniques. The most well known,
details-on-demand [280], provides improved scalability by displaying information about data
to the user only on demand, often moving views from the high-level aggregation of objects to
a subset of the elements that make up the aggregation view. This style of interaction is best
seen in the system introduced in Chapter 3, where we use an aggregated activity timeline to
provide an entry point to the system and the visual analysis of the dataset. Other methods are
the direct walk technique [39,343], which allows the display of linkages between items where
the exploration of one item may lead to another (e.g. hyperlinks on web pages), and the ma-
nipulating views method [297], where views can be rearranged and re positioned (e.g. sorting
items in a table) or the representation type can be changed (e.g. histogram to scatterplot). We
offer support for representation switching in our system detailed in Chapter 3, particularly as
experiments have supported the idea that matrices are superior to node link diagrams for some
graph tasks and graph types [250]. A further technique is linking [253], which is used to dis-
play the connection between multiple views of the same data space. In linking it is also usually
the case that an update to one view updates all views. We also facilitate this style of interaction
in the system presented in Chapter 3, though in a slightly different way to the classic imagining
of linking – we allow updates in both a row-wise and column-wise manner, depending on the
operation performed by the user.
Brushing [38] is an operation that allows the user to interactively select data items from a
visualisation. Brushing was originally intended to be used to highlight brushed data items in
different views within the same visualisation [38], though this has been extended and brushing
is now more commonly used as a method to select items to perform any operation on them.
At its highest level, a brush is an interface tool used to select subsets of data in a single view.
When combined with linking and linked views the brushing operation can support the identifi-
cation of common items and data features across multiple views and dimensions. Brushing is
also a powerful combination when used alongside the details-on-demand operation, with users
brushing directly on an overview (fulfilling the criteria of the DM) to select an area to explore
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deeper and obtain a non-aggregated view. There are several different types of brushes – sweep-
ing brush, composite brushes made up of multiple single-axis brushed, angular brushes, and
smooth brushes [72, 137, 254]. We make use of multiple sweeping brushes in our system of
Chapter 3 to allow users to select multiple areas to view details for simultaneously, allowing
us to facilitate the easy comparison of several areas of the graph that are far apart in time. We
validate this approach of time comparison in Chapters 5 and 6.
Zooming offers another way of moving from overview to detail, as laid out by details-
on-demand. In the simplest form, zooming allows for the scale and translation of the view-
point [80, 113]. There are three zoom types – geometric zoom, fisheye zoom, and semantic
zoom. With a geometric zoom, the user specifies the scale of the magnification and the zoom
items have their magnification changed by that scale. Fisheye zoom is similar to geometric
zoom, but the information outside the zoom area is distorted, as opposed to being lost from
view. For semantic zoom, objects stay the same size but move further apart as you zoom.
Semantic zoom can also be used to progressively change the shape or context of information
presentation, for example a user might zoom in on a circle which changes to a box, then a
labelled box, then a rectangle with images and text. As the user zooms out this process is
reversed, with only the presentation of the underlying information changing.
Dynamic graph visualisations rely on the use of at least one of the interaction methods
detailed above, and due to the complex nature of the data and the associated interfaces they
more commonly leverage nearly all of these; though not necessarily in the same way or for
the same purposes. Evaluations of dynamic graph visualisation have classically focused on the
readability of the drawn graph, with existing work evaluating methods of calculating the graph
layout (for node-link diagrams), visually representing the graph (generally studies comparing
node-link diagrams and matrices), and the best method for encoding time (largely time-to-
time vs. time-to-space approaches). Little literature explores the best way of interacting with
these representations, though the argument could be made that we have to know what can be
classified as a good representation before trying to understand the best way to interact with
it. However, given the very close relationship between representation type and interaction for
these highly complex datasets, it would perhaps be more suitable for studies to examine not just
each in isolation, but also combinations of representations, interactions, and time encodings.
A summary of how we apply the literature relating to visualisation interaction to the work in
this thesis is shown in Table 2.3.
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Table 2.3: How we apply the literature in Chapter 2.3.6 to the contributions in this thesis.
Beginning of Table 2.3




Details-on-demand [280] Our visualisation system is built
upon the foundation of details-
on-demand by providing an ag-
gregated activity timeline as an
entry point and only showing
lower-level data after specific





[297] We allow views in the form of
columns to be manipulated by
moving one top level item, and
allow rows to be removed from
the analysis by the user.
Chapters 3,
5, and 6
Linking [253] We provide support for linked
views in our novel visualisa-
tion system via the row/column
structure that we build on, and
also via node selection and high-
lighting across all views gener-
ated during the analysis process.
Chapters 3,
5, and 6
Brushing [38, 72, 137,
254]
Brushing is the operation that
provides the primary entry point
to our system, we use it to allow
the selection of both time and
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Zooming [80, 113] We use a geometric zoom within
the system as a method of fil-




2.4 Methods for the evaluation of visualisation systems
In the evaluation of information visualisations the goal is often to understand how well dif-
ferent visualisation approaches support users in information tasks, or to understand how users
conduct their information related tasks so that we can design visualisations to better support
their workflows. For each of these goals we can study people while they use visualisation soft-
ware or study them independently of software to better understand their processes. While a full
enumeration of methods for visualisation evaluation is out of the scope of this thesis (work by
McGrath [207] provides comprehensive detail, and Carpendale [69] explains how these relate
to the information visualisation field) we provide a brief overview of the high-level concepts
and categorisation of evaluation methods.
Study design tends to target some combination of the three primary factors: generalis-
ability, precision, and real-world similarity [207]. However, no single methodology is able to
support all three of these, favouring instead one or two at the expense of the others. As a result,
methodologies are chosen with a particular goal in mind. Figure 2.4, adapted and simplified
by Carpendale [69] from McGrath [207], shows the relationship between each method and the
three primary factors.
In addition to each of the factors there are two main groups that evaluations fall into, quan-
titative and qualitative evaluation. Quantitative evaluations, generally laboratory experiments
or studies, are studies which tend to have high precision and which some judgements can be
made about the generalisability of the results. The development of these studies involves a rig-
orous process of hypothesis development, variable identification, and the application of some
statistical measure to the results to allow the researcher to declare their confidence in the results
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Figure 2.4: An illustration of the relationship between the three primary factors and their associated
evaluation methods. This figure was adapted from Carpendale’s [69] simplification of the classification
for social scientists by McGrath [207].
of their study. Challenges for this type of experiment take the form of errors in relationship
finding (e.g. Type I or Type II errors) and the validity of the measurements taken. This latter
challenge will effect the extent to which the results of a study can be generalised. Qualitative
studies use a more holistic approach that considers the interplay among factors that influence
visualisations, their development, and their use [69, 231]. It is relatively easy to incorporate
qualitative techniques in all types of studies, including studies of the design process, interviews,
field studies, and observational studies that are used to inform that design and development of
visualisation systems. The goal of a qualitative research method is to collect data to enable a
rich description, rather than to use statistics to make inferences or draw conclusions [22, 192].
However, qualitative methods generally suffer from issues related to small sample sizes, the
subjectivity of things reported by participants, and the associated challenges of analysing data
collected. There are situations in which qualitative methods can be combined with quantitative
methods to give a more human-focused context to statistical results, such as interviewing users
before or after experimental studies, or asking the user to use a ‘talk aloud’ protocol during an
experiment.
Within the graph visualisation field, and more specifically the dynamic graph visualisation
literature, it is most common for new and novel visualisation approaches to be introduced
alongside some form of qualitative evaluation – perhaps a small-scale field study, or a case
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study using domain data but that is carried out by the visualisation creators. Quantitative
experimental evaluations then usually take place at a later date, and often involve separating
out the key novel features of a visualisation and testing them individually to avoid experimental
confounds. For these experiments a wide range of tasks can be used, with tasks sometimes
originating from initial design studies, task taxonomies, or other generally qualitative sources.
However, experiments can generally only test a very limited number of tasks due to time
constraints and issues surrounding user fatigue and compliance. There are also challenges
associated with developing a visualisation system capable of supporting the full set of possible
tasks, as well as the lack of an interface with comparable features to test against. It is therefore
important that studies do not take a scatter-gun approach to task selection but rather select tasks
to be tested based upon tasks that real-world users may seek to carry out with all of the systems
being tested. In this way we build on the qualitative user evaluations in Chapter 4 to select the
limited set of tasks quantitatively tested in Chapters 5 and 6.
2.5 Experimental Evaluations
Despite the positives of qualitative evaluation and the rich situational understanding they can
offer, we focus on quantitative studies here because we feel that the wider generalisability and
precision of their results can be used to better inform the design and development process of
features of our visualisation system. If a certain feature, for example animation, nearly always
performs poorly in controlled experiments then we can use this knowledge as a foundation for
our design and feature choices
2.5.1 Readability of Static Graphs
We focus primarily on experiments that involve the comparison of matrices or node-link dia-
grams to some other representation style, or work that compares the two directly. Via our novel
system, introduced in Chapter 3, we support both of these representations, hence our focus.
Ghoniem et al. [118] produce a taxonomy of generic graph topography related tasks and
then carry out an experiment to evaluate the readability of matrix-based representations and
node-link diagrams. They find that the two methods are complementary; with node-link dia-
grams working well for small graphs and matrices being more suited to large or dense graphs.
A second reported result is that path related tasks are difficult on both representations, and
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interaction is required to help perform them. Based on these results, they recommend that
matrices be used to aid greater familiarity and, consequently, improve a graph’s readability.
Ren et al. [250] compare the readability of node-link diagrams and matrices in a large scale
online study. They found that node-link visualisations were associated with higher accuracy
and speed than matrix-based representations. However, the completion time gap narrowed
throughout the experiment; with matrix performance steadily approaching that of the node-
link as participants completed more tasks. This decreasing performance delta supports the
idea that matrices are more challenging as an entry point for non-expert users than node-link
diagrams; but that as users become more familiar with matrices, their performance equalises.
Okoe et al. [227] also carry out an experiment comparing the same but with large networks
typical of those found in real-world situations. They find that node-link diagrams are better
than adjacency matrices for questions about network topology, connectivity, and memorability
tasks, while adjacency matrices outperform node-link representations for group tasks.
2.5.2 Readability of Dynamic Graphs
Experimental evaluations discuss ‘large’ node-link diagrams without quantifying what makes
these large, and how this definition might differ between users and computers. What is consid-
ered complex by a user is very different from the graph considered complex by a supercom-
puter. Yoghourdjian et al. [344] examine existing dynamic graph visualisation experiments
to characterise better the features of node-link diagrams that drive complexity. Saraiya et
al. [271] evaluate and rank dynamic visualisation options. Tasks were similar to those chosen
by Ghoniem et al. [118] as they were generic on graph topology. They found that overlay-
ing data on graph vertices one time point at a time may lead to more accurate performance
for tasks involving the analysis of a graph at a single time point, and also for tasks requiring
comparisons between graph vertices for two distinct time points. Single views have an advan-
tage over multiple views on tasks that require topological information. Also, the number of
attributes displayed on nodes has a non-trivial influence on the accuracy of responses, whereas
the number of visualisations affects the performance time.
Purchase et al. [241] introduce the first of a series of tests on the importance of the mental
map in dynamic graphs. The results support the idea that the mental map factor is important
in dynamic graph layout. However, they test only small graphs - the largest graph in this
experiment had only 20 nodes and 30 edges. Purchase et al. [242] later extend this work,
finding that “there is no benefit in a dynamic graph layout algorithm maintaining a mental map
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between timeslices when mental map preservation is defined as minimising node movement".
A further study by Archambault and Purchase [15] supports the conclusions from the previous
mental map work [241, 242] with no significant difference found in terms of response time or
error rate when preserving the mental map. In a separate experiment, Archambault et al. [16]
find that mental map preservation can be beneficial for certain tasks on a dynamically evolving
graph; with results showing that mental map preservation leads to faster completion time for
tasks with significantly fewer errors.
Archambault et al. [20] experiment to examine how different maps help improve the read-
ability of dynamic graphs and to find out under which interface they are most useful. The
study provides evidence that difference maps can help answer questions relating to large-scale
changes in a dynamic graph in terms of changes in the number of edges. They also found that
participants strongly preferred difference maps.
Farrugia et al. [102] carry out two experiments, one in a lab and one using Mechanical
Turk, to compare the efficacy of animated vs static displays for temporal graphs. Each visual
representation has four tasks; two characterising overview level information presentation and
two characterising micro-level analytical tasks. Their results show that static representations
are generally more effective, particularly in terms of time performance, when compared to
animated representations.
Federico and Miksch [104] evaluate two interaction techniques for node-link based dy-
namic graph visualisations: the adjustment of the layout stability and the highlighting of ad-
jacent nodes and edges. They find that both techniques can increase accuracy, but that this is
often at the cost of speed, and that adjacent edge highlighting outclasses the stability adjust-
ment in most cases, except for where very complex tasks are involved.
While some visualisation features have been validated experimentally, and therefore it is
good practice to support these features, many more have no empirical evaluation or do not have
the statistical power to draw wide-ranging conclusions. Where possible we support experimen-
tally validated features (see Table 2.4 for a full breakdown), particularly layout stability for
mental map preservation, but were not able to support every feature for every task combination
due to use-case constraints of our users.
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Table 2.4: How we apply the literature in Chapter 2.5 to the contributions in this thesis.
Beginning of Table 2.4









The results of these works sup-
port the idea that node-link di-
agrams can be well comple-
mented by matrices, but they
also highlight that matrices are
not generally suitable as replace-
ments for node-link diagrams
due to their complexity. They
also find that matrices do not
perform as well for path follow-
ing tasks. Based on information
from these studies we provide
both node link diagrams and ma-
trices in our system, but link
the views and use node-link di-
agrams as an entry point for the
ease of use for new users.
Chapter 3
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Continuation of Table 2.4









There are advantages to overlay-
ing wider information about the
graph on graph verticies, and the
display of single time points is
more useful for tasks involving
the graph structure. An increase
in the number of visualisations
(e.g. as in small multiples) has









The findings about the impor-
tance of mental map perserva-
tion inform and guide our ethos
for the layout of all node-link di-
agrams we use in the thesis. We
consider the preservation of the
mental map to be the most im-
portant feature of any represen-






[102] Small multiples outperforms an-
imation for several dynamic
graph tasks; we use this as jus-
tification to exclude animation
from our novel visualisation sys-
tem, and also to inform our
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Figure 2.5: An example of how flattening events into a single timeslice loses within timeslice event
order.
2.6 Event-Based Visualisation
In this thesis we discuss the concept of a ‘timeslice’, Figure 2.5 shows the construction of a
timeslice from a series of events and how this action results in the loss of information about
the order of events within a single timeslice. For this thesis and the broader dynamic graph
visualisation community, a timeslice is a fixed period of time which maps to a dynamic graph.
Imagine a continuous timeline T which begins at ty and ends at ty+n. Uniform timeslicing of
the timeline T involves binning the entire timeline into equal intervals of time x such that each
subsequent time point follows on from the previous time point. For example,
T = {(ty, ty+x),(ty+x, ty+2x),(ty+2x, ty+3x), · · ·} (2.12)
Timeslicing is widely used in the dynamic graph visualisation community as it is a natural
way to think of dynamic data, offers a quick way to reduce the complexity of one of the
data dimensions, specifically time, and small multiple representations (see Chapter 2.3.4) are
generally built on this concept.
However, when imposed on continuous data, timeslicing causes the loss of information
about the order events occur within a timeslice. For example, given a set of 3 fully connected
vertices within a timeslice V = (A,B,C) and E = (AB,AC,BC). At t1 an edge is created be-
tween A and B. At t2 an edge is created linking B and C. At t3 nothing happens, and at t4 there
is an edge between A and C. When compressing all of these events into a timeslice T , the result
is that the researcher or analyst would have no idea of the order in which edges were formed,
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and would have no way of knowing that there was no event at t3. This is illustrated in Fig-
ure 2.5. If event order is key to understanding a graph, timeslicing means that within-timeslice
events are entirely lost.
If we timeslice continuous data it is also challenging to define how many timeslices should
be selected; too few timeslices can miss key temporal events and their order, and too many will
slow computation and make analysis increasingly challenging. With the increasing availability
and decreasing cost of more powerful hardware, we are now able to treat events as individuals,
rather than binning them into periods of time. Shneiderman [282] extends the concept of
Anscombe’s Quartet [14] to apply it to event-based temporal data, clearly demonstrating that,
for some continuous event-based data, display in tabular form is insufficient for finding insight.
Event-based analytics deals with many discrete events happening through time, usually in
the form of scalar data. In these methods, the events are visualised individually and using
aggregation. Aggregations can be used to reduce the visualisation to a specific number of
categories [206]. Event-based methods can be useful for novice users who may need assistance
to find a starting point for data exploration as visualisations of large datasets can be crowded
and difficult to read [92].
Event-based analytics in the visualisation field have been primarily studied and designed
for use in health informatics. Users – who are not necessarily visualisation experts – can use the
data and the resulting visualisations to uncover patterns and insights into diagnostic treatment
events and their subsequent outcomes.
The concept of event-based analytics has also gained traction in the graph mining field and
the broader literature but is generally referred to as a temporal graph in other fields [150]. Our
focus here is specifically on the visualisation of this data, and we do not examine applications
specifically from the graph mining field.
2.6.1 Interfaces
Fisher et al. [107] introduce a tool for event exploration; though the main contribution is more
regarding the query language and method than the visualisations, as the latter largely takes the
form of standard frequency histograms. They identify the challenge of dealing with events
where timing is not definite and the issues that can arise from the arbitrary ordering of event
sequence data without proper consideration of the ordering aims.
Similar to other dynamic graph visualisation methods [63,66,82,240], Tominski et al. [303]
introduce an event-based visualisation system which is based on the concept of a parallel co-
44
2.6. Event-Based Visualisation
ordinates visualisation, with brushing on the axes as an interaction method. However, rather
than have the parallel coordinates as a set of vertical lines separated by horizontal space, they
instead treat each coordinate axis as an edge axis around a shape.
Monroe et al. [210] develop a stacking timeline interface to facilitate the analysis of interval
events – events with both start and end time – and the absence of events. They also introduce
a novel query method. Later, Monroe et al. find that their original interface [210] becomes
so crowded as to be unusable with large datasets and as a result, they introduce a filter-based
simplification method [209] to reduce visual clutter and complexity. Madkour et al. [200] also
use vertically stacked events along a timeline to display event order, as do Chen et al. [76] to
create an optimised summary of their temporal event data.
Ruddle et al. [261] introduce a matrix-style event sequence visualisation with the aim to
scale-up event sequence visualisations to millions of records. Wongsuphasawat et al. [335] also
use a matrix-style representation to support event sequence analysis, though this could also be
considered a modified hybrid tree-matrix visualisation rather than a purely matrix inspired
piece of work. Similarly, Krause et al. [180] use a hybrid mixture of treemaps, node-link
diagrams, and histograms to facilitate the visual creation of cohorts for medical studies via a
tool they name COQUITO.
Malik et al. [202] develop the CoCo tool to compare two cohorts. Their tool integrates
statistics with visual analytics and an interface that guides users towards significant cohort
differences. Similar to Monroe [209] this is a stacked timeline visualisation, though the work
by Malik et al. differs in that it allows users to select event sequence combinations and visualise
the associated outcome probability given a period of time.
Shiroi et al. [279] present a space-efficient technique for visualising temporal patterns that
facilitates simultaneous visualisation of many event groups. This visualisation uses a circular
axis as a clock to position events, with the barycentre of all timestamps associated with a given
event-type group used to position groups of events within the circular axis. However, multiple
groups of events can have very different temporal patterns but similar timestamp barycentres.
Itoh et al. [156] use stacked 3D layers for Spatio-temporal event visualisation based on
data from different physical and social sensors. This is in contrast to previous work on dy-
namic graphs [157] where data is timesliced, and links are drawn in 3D. Similar to Shi et
al. [278], Liu et al. [243] create a system for the egocentric visualisation of dynamic networks.
In contrast to Shi et al., however, Liu et al. do not use any three-dimensional representation.
Vrotsou et al. [316] introduce an interactive visual data mining approach and a visual inter-
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face to facilitate user-centred exploration of data and identification of sequences significant to
that user. Like [243, 278] this is an egocentric visualisation system, though this visualisation
leverages a clock-style representation as in Shiroi et al. [279] also.
2.6.2 Studies
Ruddle et al. [261] also carry out an experiment to investigate the users’ ability to judge event
sequence similarity. They find that, in contrast with previous work [336], colour and shape are
better for encoding event type than position. However, they also find that participant accuracy
for simple sequences is less than 90% and conclude that this indicates that simple visualisation
techniques are not necessarily the most effective option.
Zhang et al. [348] set out to evaluate different alignment approaches for temporal event-
sequence visualisations. They find that dual-event alignment is more accurate when under-
standing intermediate events between two sentinel events. However, for understanding the
duration between two sentinel events, they find that no sentinel event alignment is both more
accurate and significantly faster than other approaches.
2.6.3 Graph Drawing
Simonetto et al. [291] introduce a method which draws the dynamic graph in its entirety, an
unusual approach in a field where some aggregation of time is usually necessary from at least a
scalability perspective, if not also a usability perspective. They build on the idea of ‘worms’ as
discussed in a standard dynamic graph context [94,128] but Simonetto et al. use these ‘worms’
for calculating node position over time; rather than using them as a 3d representation of the
data itself. The resulting graph layout and visualisation is readable, but there are scalability
constraints – the approach here is limited to relatively small graphs of under 1000 nodes and
10,000 edges.
2.6.4 Summary
Few existing approaches for the visualisation of event-based data use graph data; and of those
that do, even fewer attempt to preserve the visualisation of relationships between individuals
who are experiencing the events. Simonetto [290, 291] and Liu [197, 243] stand out as the few
examples where this takes place. Due to the lack of importance placed on showing relationships
between individuals the majority of existing representations are timeline based [76, 200, 202,
209, 210] or have some visual similarity to matrices [261, 335] or treemaps [180].
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This thesis can be considered a method for visualising event-based dynamic graphs, but
in contrast to previous work on event-based network visualisation [290], we do not attempt to
draw the dynamic graph in its entirety; instead, we allow the user to select windows of time and
create timeslices containing all events in this window. We also make use primarily of node-link
diagrams due to their accessibility for non-expert users [119] and their superior performance
for path and sub-group finding tasks [118]. Table 2.5 offers an overview of how the event-based
graph drawing literature informed the research presented in this thesis.
Table 2.5: How we apply the literature in Chapter 2.6 to the contributions in this thesis.
Beginning of Table 2.5
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methods for drawing dynamic
graphs to optimise the graph lay-






We include a timeline-style
event-based visualisation in
our novel system to facilitate
the exploration, discovery, and






Our new method of time se-
lection – time slicing – can be
considered an event-based focus
of the more traditional timeline-
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2.7 Visualisation of Provenance
In this thesis, we deal with the challenging problem of visualising long in time graphs where
the visuals will need some form of transformation by the user. This demanding task becomes
even more complicated when the user needs to reproduce analysis steps that involve complex
interaction stacking, or where the user wishes to reproduce their analysis on another part of the
data while maintaining a view of their previous work. At the end stage of analysis, particularly
in complex or lengthy analyses, the user will also typically want to verify the steps they have
taken to ensure that their conclusions are correct. A user might also need to explain their
analysis process to others so that those new to the analysis can understand what is being shown
on the screen. We identified the requirement for interaction provenance as a critical function
that our users would require and, as a result, this thesis contributes to the field of interaction
provenance.
Provenance information is information about how a particular state has been attained. This
information can take the form of interaction provenance, where the information is about the
interactions that have taken place with an interface. It can also include data provenance, which
includes information about the processes and source(s) that lead to the dataset creation and cur-
rent representation. Although data provenance is significant, our focus is on the processing and
sense-making parts of the data pipeline; hence in this thesis we focus only on the visualisation
of interaction provenance.
Xu et al. [339] provide a comprehensive overview of provenance for visual analytics, opt-
ing to break down the existing literature into three broad categories: a) work that explains
reasons of visualising provenance data, b) work that discusses what provenance data should
be encoded and the best ways of encoding, and c) work that analyses provenance data. The
survey has a comprehensive focus, but we concentrate only on the visualisation of provenance
data generated from user interactions as other topics are out of the scope of this thesis. As a
result, we discuss only a subset of work regarding provenance information identified by Xu et
al.
Information provenance can be used to better understand a system and the user’s analytic
process. This data can be passed into systems that then recommend visualisations, and oper-
ations on visualisations, based on previous actions [35, 70, 71, 81, 100, 112, 123, 130, 174, 217,
318, 336].
Further usage of provenance data is to repeat or verify previous analysis sessions; an ex-
ample of this is the undo/redo tool in most software. Callahan et al. [68] introduce VisTrails to
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facilitate the usage and creation of provenance dataflows. Other systems also allow this [286],
and some extend to the creation of data transformation scripts [167, 295] using the recorded
provenance data. Provenance data is also a rich source for the creation of analysis session
summaries [74, 124, 140, 205, 340]. These summaries can be restructured [205], used to gain a
deeper understanding of collaboration sessions [340], or visualised for story generation [124].
Capturing provenance data is also practical for situations where the analyst needs to understand
the user and their reasoning process. This occurs across a variety of fields [91] and can be used
to uncover bias and strategies in data exploration [58, 79, 105].
When dealing with past user interaction, it can be useful to display these within the visu-
alisation space. This approach is commonly used in cases where the user selects or draws ele-
ments, and then the system searches the data to find matching information [83, 216, 322, 327].
This user selection can be used for data cleaning [167] or the refinement of data queries in
specific syntax [106,151,216,288,319,332] or a more natural language expression [151,277].
Rather than visually displaying interaction provenance, however, some systems encode
each user interaction as a series of rules [117,178,217,293,328,337] which can then be reused
or separately analysed. In some cases, domain-specific languages are used in place of formal
grammars [77, 166, 260].
A further, complex, approach for the encoding of user interaction is as a graph structure
rather than a linear list of temporal events [68, 89, 93, 140]. Using this structure can facilitate
the discovery of patterns in a graph structure that would not otherwise be found in a linear list,
such as repeated groups of analysis steps, commonly revisited analysis methods, and cliques. In
some cases [124] the user directly interacts with the provenance graph to generate a story from
their analysis. Other examples of graph-based provenance information include [47, 205, 273].
Shrinivasan et al. [286,287] combine both history and concept graphs to represent user analysis.
Users can click on a node in the concept graph and are returned to the corresponding historical
analysis step via the coordinated views. SenseMap [222] displays both factual information,
with web pages as nodes and visited links as edges, and a subjective "knowledge map" created
by the user with information collected during online exploration as nodes and the edges are
created by the user (not the visited link) to connect similar or relevant items.
User studies have shown that providing a view to support provenance visualisation can aid
the process memory of the user [140, 244, 245]. Several systems have support for interaction
histories [68, 93, 304] and report positive results related to insight discovery and exploration
recall.
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Due to the generally positive results reported for systems with integrated interaction prove-
nance, and the anticipated complex analysis that will be undertaken with our tool, we choose to
integrate the visualisation of interaction provenance into the system we introduce in Chapter 3,
and detail how previous work on this topic informed our wider design choices in Table 2.6.
Table 2.6: How we apply the literature in Chapter 2.7 to the contributions in this thesis.
Beginning of Table 2.6












Multiple works explore the util-
ity of using provenance infor-
mation to allow analysis ses-
sions to be repeated or reviewed.
We build on this and automat-
ically repeat previous analysis
steps whenever a new timeslice
is defined in our system, saving











The display of provenance in-
formation can be used to help
the user re-trace their steps, or
help clear up confusion in cases
where analysis has become com-
plex. It can also be used to help a
user explain their analysis steps
to others. For this reason, and
due to the collaborative nature of
the wall display, we use the con-
stant display of provenance in-
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Continuation of Table 2.6










Previous work finds that prove-
nance visualisation can aid user
memory and exploration re-
call. Informed by these find-
ings, we include the visualisa-




2.8 Visualisation on Large Displays
Traditional displays have a low number of pixels, placing a fundamental upper bound on the
amount of information that can be simultaneously visible on a screen. In the past, larger dis-
plays (usually composites of many smaller displays [30, 44, 129, 223, 298]) were, due to tech-
nology constraints, the easiest way to increase the available pixel count. This, in turn, increased
the ability to display detail or more data items. Increased number of pixels and a physically
larger size has been shown to increase performance [86, 301, 302].
Although modern display technology has reached pixel densities that make the argument
about pixel counts largely irrelevant (a state-of-the-art 15” display can have as many pixels as
an 88” display from just a few years ago), there are still reasons why large displays are desirable
for visualisation. First, they enable larger numbers of people to work on the same data [158].
Second, people interacting with large displays seem to benefit from physical navigation [10,
32, 160], which might improve memory and performance [158]. Thirdly, the ability to change
the distance to the display easily and naturally by stepping back and forth enables a natural
zoom experience and visualisation techniques that would be hard or awkward with personal
displays (e.g., [154,160,218]). Incidentally, a larger display will also reduce problems with the
precision of touch interaction (e.g., the fat finger problem [289]) simply because the content
will typically be larger.
Perhaps due to these reasons, research investigating and translating visualisation to large
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displays is still very active (e.g., [176, 239]). From the information available in the literature
and our own experience, we speculate that large displays are likely to offer the best environment
for visualising complex and high-density information such as dynamic networks, particularly
when scalability in the time dimension is required. Simultaneously, the specialised nature of
this kind of analysis also means that the extra cost of procuring large displays is usually well
justified, and many research environments already offer medium to very large displays.
2.8.1 Hardware of Large Displays
The term ‘large display’ covers numerous hardware configurations, each with their own set of
advantages and disadvantages. Previously, CAVE systems surrounded users with at least four
projection screens or displays [84], though some approaches used 5 or 6 displays [256]. Given
the decreasing costs of LCD panels, it is now reasonable to use these to construct a CAVE
system [101], these also have superior screen quality and resolution compared to projected
systems.
Multi-monitor desktops are now commonplace and can be run by standard hardware at low
cost. Some modern laptops are capable of simultaneously running four external displays with
4k resolution. However, these setups typically suffer from bezel issues [199, 300] – edges of
the monitors breaking the continuity of the large display – and there are usability concerns with
these setups for multi-tasking [30,86,152]. Interactions with multi-monitor desktops are tradi-
tionally indirect mouse-pointer style, which is generally considered to be more precise [338].
Tiled LCD panels can also be used in a vertical configuration as a wall display, flat as
though a table [181], curved, or in any other positioning required by the users. Tiled LCD
panels can have a larger physical size, and a total pixel count well over 100 million pixels is
achievable [85,270]. Tiled LCD panels are generally more comfortable to use and cheaper than
projectors, and they also take up less space. However, these also suffer from bezel issues [199,
300] affecting the seamless nature of the display and breaking any display of text. Despite this,
the ultra-high resolution nature of tiled LCDs can facilitate the visualisation of vast amounts of
data in one continuous display, and they can also allow multiple display content to be shown
simultaneously on different parts of the display [258].
Projector arrays [1,108,116,272,299,306,331] present several difficulties: they have inter-
action challenges, lack geometry controls [75, 145, 146, 296], and suffer problems with colour
rendering [320] and brightness [201]. However they lack the bezels which are problematic
with tiled LCD displays so it is possible to seamlessly integrate multiple tiles [246, 247].
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Stereoscopic displays [116, 136, 193, 269] show two sets of pixels for an image, making
one set visible to the user’s left eye and the other to the right eye. Typically the user is required
to wear special glasses or viewing aids to see the 3D effects. We do not consider these for our
use-case as network visualisation in 3D is challenging [215].
2.8.2 Visualisation Techniques and Experiments
Andrews et al. [9] define a set of design requirements for visualisation on large, high-resolution,
displays; highlighting that it is not sufficient to merely upscale existing visualisation ap-
proaches for large displays and that, instead, we have to consider the importance of physical
navigation in how the user will approach, perceive, and engage with visualisations on these
displays.
Due to the typically larger number of pixels available on large, high-resolution, displays,
there is a design choice to be made between showing a greater amount of data space – more
overview – or a greater depth in scale – more detail. While there is always a trade-off between
overview and detail, a display of high enough resolution can mitigate this by increasing both
overview and detail to the point that is reasonable based upon the requirements of the task.
However, if the screen displays a large amount of data, consideration must be given to the
user’s perceptual and cognitive abilities. Ware [325] suggest that a 4000x4000 display is the
ultimate display because it is most efficient at matching screen pixels to the ‘brain pixels’ that
interpret the signals sent by photoreceptors in our eyes.
Ball et al. [31] compare a 3840x3072 display to two smaller displays (1560x2048 and
1280x1024). They find that, for finely detailed data, the highest resolution display in com-
bination with physical navigation significantly outperforms the smaller displays with pan and
zoom navigation. They also find that users associate the large display with low-stress lev-
els, engender a better sense of confidence when compared to smaller displays, and use more
physical navigation for the high-resolution display and more virtual navigation for the lower-
resolution displays. Czerwinski et al. [86] measure the productivity benefits of large displays
against those provided by standard computer monitors. They observe significant benefits in
the use of a prototype, larger, display, in addition to significant favourable user preference and
satisfaction with its use over a small display, confirming previous results [31].
Later, Ball et al. [32] build on their findings regarding high-resolution displays and physical
navigation. They identify a relationship between display size, user performance time, amount
of physical navigation, and virtual navigation. For the spatial visualisation tasks, larger displays
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led to more physical navigation, reducing virtual navigation, which offered improved user
performance. They conclude that physical navigation is an efficient and valuable interaction
technique that reduces dependency on less-efficient virtual navigation and is preferred by users
– in situations where either physical or virtual zoom-in navigation could be used to complete
the task entirely, participants chose physical navigation 100% of the time. These findings are
confirmed by the further work of Jansen et al. [161] who find that overview improves recall, and
the combination of overview and user locomotion outperforms all other tested combinations of
the stationary, locomotion, peep-hole, and full overview factors.
Bezerianos et al. [43] investigate the perception of visual variables on tiled high-resolution
wall-sized displays. Perception accuracy is impacted most when viewers are close to the wall,
though the impact differs for each variable of angle, area, and length. A second study finds
that a static viewpoint that is far from the screen is both more accurate and more efficient
than allowing the user to move freely. For tasks close to a wall display, they recommend
either placing important information directly in front of the user or providing the user with an
estimation of the distortion effect.
Ruddle et al. [262] set out to experimentally identify situations in which large, high-
resolution displays are beneficial. They found that display resolution does not affect the speed
of finding targets in densely distributed data, but for sparse target finding a 54 million pixel
display was 30% faster than the 2 million or 12 million pixel displays.
Large, high-resolution, displays are also able to facilitate collaboration between users.
Jakobsen et al. [158] find that multi-touch wall displays can support different collaboration
styles and that their participants could switch fluidly between parallel and joint work.
There seems to be a relative lack of research in the intersection of graphs and large dis-
plays. A significant contribution to this area is GION [203], a skeletal animation technique for
interacting with large graphs on wall displays. The technique is based on a physical simulation,
to enhance the users’ ability to interact with the graph visualisation for exploratory analysis.
After evaluation, they find that GION produces layouts with less stress and fewer edge cross-
ings. They also find that users prefer GION and that task completion with GION required
significantly less mouse movement than the other tested interfaces. Kister et al. [176] combine
spatially-aware mobile devices and large wall-sized displays to facilitate the visualisation of
graph data using both node-link and matrix based techniques. However, they do only use and
design for static network data.
In this thesis, we opt to use a high-resolution vertical display due to the reported user ben-
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efits, and the extra available screen real-estate compared to standard desktop-sized displays.
This is also an understudied area for dynamic graph visualisation. We chose to use an 84" Mi-
crosoft Surface Hub, and a Dell 84" Interactive Touch Monitor. Both displays have a maximum
resolution of 4K (3840x2160). See Table 2.7 for an overview of how we apply findings from
previous work to the work presented in this thesis.
Table 2.7: How we apply the literature in Chapter 2.8 to the contributions in this thesis.
Beginning of Table 2.7
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Work shows large high reso-
lution displays, in combination
with physical navigation, out-
perform smaller displays which
relying on pan and zoom nav-
igation. Users also report im-
proved productivity, and more
confidence in their results when
using large displays. They also
find overview improves recall,
and that large displays can sup-
port many different collabora-
tion styles. We choose to design,
develop, and test our system on




2.8.3 Interaction Techniques for Large High-Resolution Displays
Large, high-resolution, displays offer a wealth of input types. Input is direct when the user’s
motor actions take place roughly in the same location as the output (e.g., in touch UIs). Input
is indirect when there is a spatial separation between the input device (where the user’s motor
actions occur) and where the visual feedback is provided (e.g., using a mouse to control an
on-screen cursor).
For large display interaction, both mouse and touch input have known drawbacks: direct
touch requires users to move physically to reach all areas of a large display, although alternative
techniques have been proposed for interacting with areas physically out of reach [42,165,173].
In contrast, mouse input allows interaction from a distance but may confine users to a specific
location. Also, it can be challenging to keep track of mouse cursors [153], hard to distinguish
between multiple cursors, and distracting with the presence of multiple cursors [131].
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A large body of work has examined how different interaction types impact on user per-
formance and behaviour for tabletop displays [4, 54, 98, 109, 131, 135, 155, 175, 211, 212, 219,
257, 265, 292, 317, 334], however as we do not use tabletop displays, nor do we develop novel
interaction techniques, a discussion of these is out of scope for the thesis.
While the argument could be made that a tabletop is simply a wall display moved to a lower
height and laid flat, we find several key differences that invalidate this suggestion. Firstly, when
a user is using a wall display they have access to the entire screen by physically moving in only
one axis along the front of the screen. When the interaction surface is changed to a tabletop,
however, the user must either lean uncomfortably over the length of the tabletop display to
reach areas close to other sides; or they must physically move around the table. The former has
the potential to greatly exacerbate the distortion effect found by Bezerianos and Isenberg [43],
due to the effect of the users eyes becoming closer to the tabletop display but at an oblique
angle relative to other elements on the display. The latter mechanism would mean that content
on the tabletop display would become sideways or upside down as the user travels around the
table, leading to difficulties reading, understanding, or mapping previous content positions.
This type of movement would also likely be disruptive to any analysis tasks; while Ball et
al. [32] find that physical movement in the context of wall displays has a positive effect on
user concentration and understanding there is no work proving or disproving this for tabletop
displays. Rotating elements on the screen, as opposed to the entire screen, may mitigate this
slightly but the rotation would likely move user targets in at least one dimension; potentially
causing frustration and confusion. These key differences in visual field, targeting, and physical
interaction mechanism mean that we do not consider tabletop displays to be relevant to the
thesis and so discussion of such is omitted.
Knudsen et al. [177] use the results of workshops with target users to identify required
support for data interaction and visualisation on large displays. They call attention to the
requirement to support sequences of visualisations with backtracking and fluid exploration
of alternatives, as well as using the distance between the user and the display to change the
visualisation.
Regardless of the type of input, the input device itself demands some level of attention, and
McLaughlin et al. [208] identify that a user’s task performance can be affected by the match
between the input device and the action performed on the interface. They find that indirect
input suits tasks involving precise movement or repetitive movement, whereas direct input is
better suited to pointing tasks and ballistic movements.
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Riehmann et al. [251] produce a set of interactions for working with scatterplot matrices
on wall-sized displays. To address the challenges of long swipes on blunt surfaces and uncom-
fortable postures to reach far regions of the screen, they use fling-based gestures to centralise
the user interaction.
Specifically for wall displays, some work has been carried out to evaluate the feasibility
of mid-air gestures as an interaction technique [321] and describe the type of mid-air gestures
that might be preferred by users [333]. Further work has identified the feasibility of these tech-
niques for collaborative situations [163, 164, 266], and the user perception of territory in the
same [329]. Ntoa et al. [224] use mid-air gestures for navigation and orientation in a 3d map
overview of a data centre and support other basic visualisation tools with the same gesture set.
Zhai et al. [347] combine mid-air gestures with a wall-sized touch screen display and provide
sets of interactions for both near mode, where the user can physically touch the screen, and far
mode, where the user steps away from the screen. As highlighted by Bezerianos et al. [43],
the perception of variables on a large screen display changes depending on the position of
the viewer in space. Variable perception is most accurate from a far, static, viewing position.
Providing gestures that facilitate interaction through multiple view angles and positions could
be one way to address this problem. Positional perspective distortion can also be corrected
through perspective compensation [220], though this is generally not appropriate for multiple
users. Nancel et al. [221] use a very-high-resolution wall-sized display to develop and empiri-
cally evaluate techniques for mid-air pan-and-zoom interactions. They find that linear gestures
and a high level of gesture guidance significantly improve performance. Rateau et al. [248]
also combine mid-air gestures with tactile interactions to support continuous drag-and-drop
over a large area on a wall display, addressing the issue of dragging items over a large space,
and ending or initiating a dragging action at a point out of reach.
A specific subset of mid-air interactions combine wall-sized displays with mobile devices
controlled by the user. Langner et al. [185] use spatially-aware mobile devices in front of
wall-sized displays for data exploration and navigation. With this method, the user can navi-
gate data sets by walking and moving a mobile device within the interaction space. However,
collaborative situations in these systems can be challenging to design and build for due to dif-
ficulties differentiating between individual users. Kister et al. [176] combine mobile devices
and wall-sized displays specifically for graph exploration and manipulation tasks and report
positive results. This is one of the few works that exists in the intersection between graph vi-
sualisation and large displays. Supporting these results, Paay et al. [228] find that swiping on
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a mobile device in control of a wall-sized display is the most accurate and efficient method,
closely followed by swinging the mobile device. One suggestion is that the ability to keep the
pointer steady on the large display, unaffected by concurrent gestures or body movements used
to complete the interaction, is essential for designing effective cross-device interaction with
large displays.
Others have introduced and evaluated [165] ray-pointing techniques, for example with laser
pointers, for interaction with large and distant displays. Badam et al. [29] propose a hybrid
technique of proxemics — the distance, orientation, and movement of each user – and explicit
mid-air gestures. They find that, for collaboration and navigation, users prefer implicit interac-
tion through proxemics. For more direct actions, such as cancelling an action, users preferred
mid-air gestures. Liu et al. [195, 196] introduce a set of collaborative gestures that combine
input from multiple users to manipulate content, facilitate data exchange, and support commu-
nication. An experimental evaluation finds that collaborative gestures reduce physical fatigue
and facilitate collaboration compared with traditional multi-touch gestures.
Jakobsen et al. [159] compare mouse vs direct touch interaction for collaborative situa-
tions. They find that mouse input was quicker and more accurate, but that the single point
of control led to conflicts within some participant groups and that non-controlling participants
would move closer to the screen, blocking the view of the user in control of the mouse. In
contrast, they found that dragging objects using touch was slower, required extensive physical
movement, and participants had to navigate around each other. However, for the touch con-
dition only an optical display was tested, rather than capacitive or other touch systems, which
may have impacted these results – not all touch screens are equal. Despite this, participants
generally consider that touch interaction is superior to mouse input for collaborative situations.
Sambrooks et al. [268] go further and compare mouse, touch, and gestural interactions. They
find that touch and mouse interactions are quicker and more accurate than gestural, though this
may be related to deficiencies of the implementation. While touch mostly performed compa-
rably with mouse input, there were situations where performance suffered with smaller targets
due to occlusion and the impreciseness of a finger compared to a mouse cursor.
As this thesis is primarily focused on data visualisation, we were careful not to introduce
noise into the research via a novel or generally new interaction technique that might have had a
secondary effect on our users, participants, and interface. For this reason, we primarily aim to
use direct touch interaction with our large-screen vertical displays; while there are issues with
touch interaction they are generally related to very large wall-sized displays, as opposed to the
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relatively small – in large display terms – 84" screens that we had available.
To understand the potential impact of touch vs mouse interaction we also carry out two
studies, Chapters 5 and 6, one using direct touch input and the other using indirect mouse
interaction, though we do not statistically compare between these.
2.9 Discussion
Despite a large body of work examining the best method for visualising dynamic network
data, there is no consensus on the hardware, interaction, layout, representations, or even the
most suitable dimension for mapping time. Task taxonomies are now relatively complete for
dynamic network data visualisation [3, 12, 13, 172, 285], yet no dynamic graph visualisation
method is suitable for all identified tasks. However, this is reflective more of the diversity and
complexity of the identified tasks than a lack of work in the area. We conjecture that no single
interface could do a good job of supporting all 127 tasks identified by Kerracher [172], for
example.
For time-to-space representations, the vast majority of research chooses timeslicing as a
mitigation strategy for challenges surrounding the scalability of the time dimension. How-
ever, constant timeslicing - for example binning the whole graph into set periods of 5 hours
regardless of event density - does not take the underlying dataset into account, meaning that
events are not necessarily equally distributed between timeslices. A result of this is that some
time windows will have many events (and therefore be cluttered) while others are relatively, or
entirely, devoid of events.
Previous work has also identified the importance of providing statistical information in
conjunction with visualisations of dynamic network data [232]. However, often there are no
statistical measures provided in current methods, or the user is required to go hunting for them
via menus and filters [341]. Having the user break away from their analysis task to search
for more information within the representation can lead to increased frustration [230], less
efficient analysis [230], and interruptions are associated with a more significant number of
mistakes [134].
In this thesis, we deal with the challenging issue of visualising long in time dynamic net-
work data. Due to the diversity of this data, and the considerable number of possible analy-
sis tasks [13, 172], we will need to support some state retrieval of the visualisation at differ-
ent, user-initiated, transformation points. Others have shown that providing a view to support
provenance visualisation can aid the process memory of the user [140, 244, 245]. Several sys-
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tems have support for interaction histories [68, 93, 304] and report positive results related to
insight discovery and exploration recall.
In visualisation terms, rather than in feature terms, the consensus is generally that time-
to-space mappings are superior for most dynamic graph tasks [18, 102]. Within the time-to-
space mappings, however, there are also variations regarding the exact visualisation of the
graph. These can be broken down to node-link diagrams, adjacency matrices, or some hybrid
of the two. Generally, node-link diagrams work well for small or sparse graphs [119] and
matrices are more suited to large or dense graphs [119]. Further work finds that node-link
based representations are quicker and more accurate than matrices for non-expert users [250]
and that node-link diagrams outperform matrices for all tasks except those requiring group
identification [227].
Within the time-to-space mapping group, however, there is not much variation in the treat-
ment or display of time – the majority of previous work relies on continuous uniform times-
licing despite the issues with the loss of within timeslice events [291], the general problems of
computing a good graph layout with layout stability across the whole time period [290], and
the further problems of comparing distant points in time.
A large body of work has also described the impact of the ‘mental map’ - layout stability
- when applied to node-link diagrams that use dynamic data. Some results find that preserving
the mental map only in terms of minimising node movement has no impact [15, 242], while
others contradict this for certain dynamic graph tasks [16], reporting that mental map preser-
vation leads to faster completion time with significantly fewer errors. However, even in cases
where mental map preservation makes little performance difference, the user may feel that it
helps [16]. No one has tested how different methods of exploring or controlling time might im-
pact user performance for some graph tasks; instead, previous work focuses mainly on graph
layout or the intricacies of specific representations.
Further, there is little work for the visualisation of dynamic graph data – or even static
graph data – on large-screen displays, despite reports of improved recall and performance
associated with physical navigation [31,32,86]. Large displays can also facilitate collaborative
working [158] and offer the ability to change the distance to the display easily and naturally by
stepping back and forth, enabling a natural zoom experience that would be hard or awkward
with personal displays [161].
We choose to use large, vertically-mounted, touch-screen displays for our visualisation
system due to the reported user benefits and the extra available screen real-estate compared to
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a standard personal display. Surprisingly, there is a general lack of research regarding dynamic
graph visualisation on these display types. We use an 84" touch screen vertically-mounted dis-
play with a maximum resolution of 4K (3840x2160). Effectively using the space provided by
these devices gives additional space to compare distant points in the time series simultaneously
and supports multiple visualisations of the dataset in the session, facilitating collaboration and
novel dynamic graph visualisation methods. We also introduce a novel treatment of time and
timeslicing. Rather than setting an arbitrary timeslice size or limit we instead hand control of
timeslicing to the user, and also allow them to only select regions of interest (rather than the
whole graph) to reduce visual complexity and ensure that their attention is only consumed by
regions relevant to the analysis. This choice also facilitates the comparison of points that are
distant in time in a way that other visualisation systems do not currently do.
While many experiments have described the differences between time-to-time and time-
to-space mappings, and the visualisation types within these broad categories, none have tested
non-uniform user-defined timeslices, and so we have no understanding of the options for time
control and treatment outside of continuous time (e.g. animation) or uniform continuous times-
licing (e.g. small multiples). We first carry out an experiment using our large touch screen ver-
tical display to describe the differences between these three methods of time interaction. Later,
to verify the generalisability of our method, we carry out a further experiment with mouse
pointer input on personal displays.
We expected that our system users would carry out complex and sophisticated analysis and
that they would like to retrace their steps or visually understand how they reached a certain
analysis point. For this reason, we also support interaction provenance and the continuous dis-
play of statistical network measures. Few existing visualisation systems for dynamic network
data support both of these features simultaneously.
We describe these contributions in the following four chapters.
Chapter 3 introduces our novel visualisation system with support for the continuous display
of statistical measures, constant visualisation of interaction provenance, an online stable graph
layout to support the mental map, and our new method of time treatment.
Chapter 4 describes the two evaluation sessions of our system by our target users, and
we highlight insights that they would have not typically had the ability to uncover given their
original reliance on statistical summaries of data.
Chapter 5 details the experiment that we carried out to quantify the difference between
the visualisation of continuous-time (i.e. animation), uniform continuous timeslicing (i.e.
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small multiples), and non-uniform user-defined timeslicing on a large touch screen vertically
mounted display.
Chapter 6 details the remote experiment that we carried out to verify the generalisability of






3.1 Example Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2 Functional Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.3 Design Goals and Principles . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.3.1 Methodological Approach . . . . . . . . . . . . . . . . . . . . . 75
3.4 The Dynamic Network Plaid . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.4.1 Timelines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.4.2 Vignette Rows . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.4.3 Zooming, Selection and Filtering . . . . . . . . . . . . . . . . . . 84
3.4.4 Stability of the Drawing . . . . . . . . . . . . . . . . . . . . . . 86
3.4.5 Other Facilities . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.4.6 Design and Feature Summary . . . . . . . . . . . . . . . . . . . 89
3.5 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
65
3. Dynamic Network Plaid
Long in time dynamic graphs that span long periods of time (months) with respect to their
temporal resolution (seconds) are particularly difficult to analyse. If a sizeable temporal dis-
tance separates two or more interesting views of the data at different points in the analysis
session, they become difficult to compare. Time-to-space mappings (multiple snapshots of the
graph on a timeline) do not have enough screen space to show relevant time points simultane-
ously for comparison. Time-to-time mappings (animations) require the user to remember two
frames of the animation and interactively navigate through all states of the animation between
them. These two main methods for dynamic graph analysis are significantly limited when
analysing such datasets.
When analysing dynamic network data, not only would we like to compare distant points
in time, but we would like to compare the dataset as it is being visualised now to some previous
state in the session. We also might want to repeat some analysis, automatically or otherwise,
on a different part of the data. Provenance information helps the analyst understand how a
particular insight was obtained. Effective visualisation of this information can help compare
two or more interesting views of the data at different points in the session.
Our goal is to visualise both long in time dynamic graphs and provenance information si-
multaneously in an intuitive manner. In order to accomplish this task, we use large displays. We
designed for and deployed to a physically large display because the additional physical space
enables physical navigability and the display of large amounts of information. Effectively using
the space provided by these devices gives additional space to simultaneously compare distant
points in the time series and multiple visualisations of the dataset in the session, supporting
collaboration and new dynamic graph visualisation methods.
We consider these goals in designing a visualisation technique that we apply first to a
group of collaborative researchers in public health. The specific datasets consist of Instagram
comments and images of self-harming behaviour. The dataset spans more than one month and
has a temporal resolution down to the second. Our users are interested in understanding how
communication between actors occurs and if one actor in the network causes other actors to
post (network contagion).
In this chapter, we present Dynamic Network Plaid (DNP), a system and technique that
addresses the challenges of analysing long in time dynamic networks along with provenance
information. Our technique is the first to present dynamic graphs of this type together with
provenance in an effective way. The technique is validated through an experiment with public
health researchers on a dataset of self-harming behaviour. The findings from these sessions are
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Figure 3.1: Dynamic Network Plaid (DNP) running on a Microsoft Surface Hub 84".
discussed in Chapter 4.
3.1 Example Dataset
Dynamic Network Plaid was designed with the analysis of long in time dynamic networks,
networks that span a long time interval when compared to their temporal resolution, in mind.
With this goal in mind, we choose an application in public health to enable researchers in this
domain to collaborate on such datasets. In this section, we describe a specific self-harm dataset
for four main reasons: a) it provides an excellent real-world example of the challenging data
that the tool can help analyse; b) this is the dataset that we used to develop, test, and validate
the tool; c) it is useful to illustrate the design and features of the data concretely, and; d) it is a
socially relevant dataset.
The data was collected and rated by Brown et al. [59] for mental health research purposes.
The dataset describes interactions between people on the photo and video-sharing social net-
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working service Instagram1. The interactions are centred on non-suicidal self-injury behaviour
(e.g., self-harm in the form of cutting one’s body), which are shared on the platform in the form
of pictures of the harm, and can be commented on or “liked” by other members of the social
network. This data is important since it can help characterise self-harm behaviour and deter-
mine whether it is socially contagious.
The data was collected from Instagram between 31 March 2016 and 30 April 2016 and
tracks interactions centred around images tagged with a self-harm related hashtag set, in the
German language. The dataset captures interactions between actors representing Instagram
accounts that either posted self-harm images (tagged with specific hashtags–1,154 accounts did
this) or commented/liked these images (12,541 accounts did this). Each interaction between
nodes is recorded as an edge between a source and a target node. Edges have unique identifiers
and are associated to their occurrence time (with second precision), do not have a duration
(i.e., are considered atomic, only measured at the time of posting), and are tagged with wound
grade. Wound grade is a measure of self-harm severity between 0 and 3 assigned by an expert
in the area. The analysed dataset does not contain the original images. Images coded by public
health experts are encoded in the dataset as self-referential edges of the posting node. The
self-referential edge is assigned a wound grade of 3 if the image shows severe self-harm and a
wound grade of 1 if light self-harm. A wound grade of zero means that the image did not show
self-harm but still had relevant tagging. Comments and “likes” of an image are shown as links
of wound grade zero, where the origin of the link is the commenter account, and the destination
is the account that posted the commented image. The dataset has 41,073 edges (2,826 of them





Table 3.1: An example of the structure of the edge list of the Instagram NSSI data. The column ex-
plaining the row event is included here for clarity and readability purposes, and would not normally be
present in an edge list.
Beginning of Table 3.1




1 person A person B 1262304060 0 Person A has liked
or commented on
an image posted by
Person B
2 person A person C 1262305207 0 Person A has liked
or commented on
an image posted by
Person C
3 person C person C 1262305933 1 Person C has
posted a photo with
a wound grade of 1
4 person A person A 1262307479 2 Person A has
posted a photo with
a wound grade of 2
5 person D person B 1262315020 0 Person D has liked
or commented on
an image posted by
Person B
6 person D person D 1262316943 3 Person D has
posted a photo with
a wound grade of 3
7 person E person B 1262317573 0 Person E has liked
or commented on
an image posted by
Person B
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Continuation of Table 3.1




8 person E person D 1262319857 0 Person E has liked
or commented on
an image posted by
Person D
9 person B person D 1262321865 0 Person B has liked
or commented on
an image posted by
Person D
This dataset presents multiple and varied challenges (CH) for data analysis which are also
representative of other large dynamic network datasets (i.e., network data of long time span and
relatively large numbers of nodes and interactions). Practitioners typically start their analysis
by calculating global numerical statistics. This is a necessary step but provides little access
to unexpected or interesting occurrences in this data, since there might be much variance in
which actors are dominant and how they behave throughout the time span (CH1). Research
practitioners use popular analysis tools (from this study [59] and our own experience) and often
try to visualise their data, but creating useful visualisations of the data (node-link diagrams are
popular) can be fiddly and very time consuming (CH2). When they visualise this kind of
data, they often have to produce intermediate data outputs and sometimes draw the data with a
force-directed algorithm. If the results are unsatisfactory, they adjust parameters and repeat the
process, which results in delayed feedback because of non-interactive workflows (CH3). Even
when they produce visualisations, these tend to be global views, but these become tangled and
uninformative due to a large number of nodes and interactions (CH4). The natural solution is to
create timeslices, but this means, especially if the slicing has to be done programmatically, that
significant patterns in network events can easily be missed if they are distributed throughout
the data set at different resolutions (CH5– [290]). Aggregate node-link diagrams across the full
timespan of the dataset flatten time so that it becomes difficult to notice more subtle interactions
where the timing is vital (CH6–e.g., a ping-pong-style interchange of comments).
Also, several common challenges of information visualisation apply, such as finding ap-
propriate interaction (CH7– [342]), effectively representing the connection between multiple
representations (CH8– [280]), maintaining awareness of what processing the data being vi-
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id source target eventtime
wound
grade
Figure 3.2: These steps explain how an edge list of interactions (see Table 3.1 for explanations of the
rows of the edge list) is transformed into a node-link diagram. As we have a source and a target the
edges are directional, and the arrows on the edges shown in Step 3 indicate which node is the source
and which is the target.
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sualised has undergone (provenance, CH9, [68, 88]), and helping users navigate a potentially
complex interface (CH10– [324]).
3.2 Functional Requirements
Using our knowledge of the challenges that users of this data frequently encounter, we translate
them to functional requirements to aid the design and development of the Plaid.
CH1 Aggregate network statistics do not provide a clear entry-point to the data.
FR1 Provide a clearly accessible entry point to the data in a visual format.
FR2 Show a general overview of the dataset across all time, before the user has made
any analysis decisions.
FR3 Facilitate different views for the entry point to the data.
CH2 The visualisation of this type of data can be time-consuming, complex, and requires an
amount of expert knowledge and judgement.
FR4 Remove the mental cost of visualisation from the user.
FR5 Offer multiple representations of the data that do not require the user to have any
input into layout or representation type.
FR6 Ensure that representations offered by the system are not visually misleading.
FR7 Representations included with the system should be usable with all data sets
FR8 System representations need to be relatively easy to interpret for non-expert users.
CH3 Refining node-link diagrams can delay the workflow without immediate visual feedback.
FR9 Create node-link diagrams without any input from the user in terms of layout.
FR10 Provide immediate visual feedback during the gravity iteration of the node-link
diagram layout algorithm.
FR11 Node-link diagram layout should take less than 10 seconds per representation to
avoid workflow delays.




FR12 The system needs to maintain the mental map of the node-link diagram, and so any
layout should prioritise this.
FR13 As our expert users are primarily interested in interaction clusters, not ‘lone
wolves’, the system should prioritise clusters in the layout process.
CH5 Timeslicing can miss significant network events if they are not equally distributed
through the dataset.
FR14 The system should not programmatically or equally timeslice the data, instead the
user should be able to timeslice the data in way they want.
FR15 Users should be given views that enable them to discover significant network events
via visual analysis.
CH6 Aggregate node-link diagrams will lose the order of events within a dataset or timeslice.
FR16 The system needs to include representations that can show events that are happen-
ing within user-defined timeslices.
FR17 Alternative representations should be used in conjunction with the flattened node-
link diagrams to ensure that information is not lost.
CH7 It is challenging to find the appropriate interaction for a visualisation.
FR18 The system should provide standard and easily understood methods of interaction.
FR19 The system also needs to offer a method for interacting with time, as well as with
the representations and the interface as a whole.
CH8 Effectively representing the connection between multiple representations can be complex
and can lead to interface overcrowding or user confusion.
FR20 The system needs to be able to show where user-selected elements exist across all
representations.
FR21 Cross-representation highlighting should be as simple as possible and easily re-
moved when it is no longer required by the user.
FR22 Users should be able to save occurrences of cross-representation highlighting for
later reference.
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CH9 Maintaining awareness of what processing the data being visualised has undergone can
be difficult.
FR23 The system should show interaction provenance information at all times, where
possible.
FR24 It should also support users in repeating their analysis steps as much as possible.
CH10 Users often need help to navigate a complex interface.
FR25 The system should use standard and common interaction and navigation techniques
as much as possible, to reduce learning overheads.
FR26 The interface should not provide large areas of ‘dead space’ in which the users can
get lost.
FR27 The visual interaction provenance and new representations should be cohesively
combined, preventing user disorientation.
3.3 Design Goals and Principles
This thesis’s overarching goal is to facilitate the exploratory analysis of these notoriously dif-
ficult to analyse and visualise dynamic networks. As we have argued in the previous section,
this kind of data presents specific challenges to visualisation due to their structure and the
potentially long periods of time during which networks change.
To address the challenges and functional requirements enumerated in the previous section,
we made two a priori decisions and selected a set of design principles. The first a priori decision
(D1) was to design for large displays. Displays that are physically large and have sufficient
resolution offer the opportunity to display large amounts of data and simultaneously support
physical navigation in space for individuals and groups of people [31, 32]. Although physical
size and number of pixels are not completely independent, one key consideration is that dense
resolutions do not necessarily support the visibility of visual elements if the screen is medium
or small. We believe large displays can be valuable for dynamic network data by partially
addressing CH4 (FR12, FR13).
The second a priori decision (D2) was not to try to show the full data in a single view and
instead apply a small multiple approach [37, 311] (addresses CH4 [FR12, FR13], CH5 [FR14,
FR15], CH6 [FR16, FR17], and CH8 [FR20-FR22]) and allow the timeslices to be created
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interactively (addresses CH1 [FR1-FR3], CH3 [FR9-FR11], CH5 [FR14, FR15], and CH6
[FR16, FR17]). This decision is based on our own experience, observation and workflow of
analysis of dynamic network data, and fits with the large display paradigm [346]. We consider
the following design principles:
DP1.–Provide Stable Global Spatial Mappings Although it is good to give analysts flexibil-
ity, we believe that in an exploration of complex data it is essential to keep mappings stable
to avoid analysts getting confused about the representations (CH4 [FR12, FR13], CH8 [FR20-
FR22], and CH10 [FR25-FR27]).
DP2.–Prioritise Provenance We aim at visualising interaction provenance information
whenever possible (CH2 [FR4, FR5], CH8 [FR22], CH9 [FR23, FR24], and CH10 [FR26,
FR27]). In exploration it is often important to know how a particular insight has been ob-
tained [88, 244], and this is particularly relevant if the work is collaborative [96].
DP3.–Enable Consistent Cross-Representation Highlighting Dynamic network analysis
can involve recognising how the same node or edge connects through time. Since we use
an interactive small multiples approach (D2), we need to track elements or groups throughout
multiple representations whenever possible (CH8 [FR20-FR22], CH10 [FR25-FR26]). Note
that DP3 and DP2 mutually reinforce each other, since provenance information allows the es-
tablishment of cross-representation links across different stages of the processing of sections
of data.
DP4.–Familiarity Whenever possible, to reduce learning overheads, we aim to use work-
flows and interface elements that are familiar to non-expert users (CH2 [FR6-FR8], CH7
[FR18, FR19]).
3.3.1 Methodological Approach
Our design process was principled, iterative, and evidence-based. Our starting point was iden-
tifying the specific problems of the analysis of this kind of data, which arose from our previous
collaboration with public health researchers. In particular, a group of researchers were inter-
ested in looking at a self-harm dataset (described in Section 3.1). We got acquainted with
the researchers’ current approaches and created the prototype through short iterative cycles of
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design, implementation, and critique. We presented and studied the prototype with the tar-
get scientists in an open-ended observation, from which we obtained important insights and
change suggestions. After another redesign and re-implementation period, including some
new features, we carried out another observation session and made a final set of changes. The
observation/evaluation sessions are described in Chapter 4 and use interviews and qualitative
coding of the researchers’ interaction with the system.
3.4 The Dynamic Network Plaid
The general shape of the Dynamic Network Plaid is structured across columns and rows of
small multiple representations, interleaved by thinner rows (this structure resembles that of a
plaid or tartan fabric, hence the name). The key distinction and guiding principle for the inter-
face is that the vertical space dimension represents data transformations by the users (e.g., fil-
tering, change of representation, timeslicing) (FR23, FR24, FR26, FR27), whereas horizontal
space represents dataset time (left to right) (FR2, FR8, FR18, FR19). This mapping is consis-
tent for the whole interface and at any point of time, which enforces DP1 to allow analysts to
navigate and interpret the space in a simple way, without having to keep track themselves of
which representations correspond to which parts of the data (FR26, FR27). Because user oper-
ations on the data always generate new rows underneath, this also helps to navigate provenance
information (DP2 [FR1-FR3, FR9-FR17, FR20-FR22]). An example view of the interface after
some timeslicing, filtering and representation operations appears in Figures 3.11, 3.3, and 3.4.
We further describe the different elements vertically, starting with the narrow rows (timelines),
continuing with the different types of chequered rows (vignette rows), and then describing the
filtering, selection and brushing mechanisms, to finish with a description of various interface
features.
3.4.1 Timelines
Timelines are area line graphs that aggregate the number of edges per unit time, and that run
continuously from the left screen border to the right screen border, always representing the full
data time span (see Figure 3.3.A). When the interface starts, the first and only visualisation
element on the screen is the main timeline (Figure 3.5. Top). The main timeline provides an
appropriate overview of the full time span. The different colours of the stream represent the
different values of the main attribute of the link. In our case, there are four colours which
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3. Dynamic Network Plaid
-timelines  Enable Lasso Selection  Enable Zoom  Save Zoomed State  Time Shading



































Mean wound grade: 0.7603778638034718 Standard Dev wound grade: 1 Number unique sources: 12541 Number unique targets: 1039 Number unique time steps: 40487
Uniq Sources:99  Freq sources:10  Uniq targets:40  Freq targets:27  Mean wound grade:1
Uniq Sources:99  Freq sources:10  Uniq targets:40  Freq targets:27  Mean wound grade:1
Uniq Sources:99  Freq sources:10  Uniq targets:40  Freq targets:27  Mean wound grade:1
Uniq Sources:99  Freq sources:10  Uniq targets:40  Freq targets:27  Mean wound grade:1 Uniq Sources:117  Freq sources:9  Uniq targets:53  Freq targets:13  Mean wound grade:1
Uniq Sources:117  Freq sources:9  Uniq targets:53  Freq targets:13  Mean wound grade:1
Uniq Sources:117  Freq sources:9  Uniq targets:53  Freq targets:13  Mean wound grade:1
Uniq Sources:117  Freq sources:9  Uniq targets:53  Freq targets:13  Mean wound grade:1
Uniq Sources:0  Freq sources:0  Uniq targets:1  Freq targets:2  Mean wound grade:0 Uniq Sources:0  Freq sources:0  Uniq targets:0  Freq targets:0  Mean wound grade:NaN
C
Figure 3.4: A zoomed-in illustration of the column-wise provenance encoding of the DNP. In this case
the interface has undergone several interactions. First, the user has defined a timeslice on the primary
activity timeline (the blue box), which has triggered the creation of a node-link representation of the
defined time period (row 1). Next, the user has used the modal menu (see Figure 3.3, element D) to
select a matrix representation (row 4). After this, the user has used the modal menu again to choose
a scatterplot representation (row 3). Then the user has activated the lasso selection, again using the
modal menu, and clicked and dragged in one of their vignettes to select a group of nodes. Using this
selection the user has then opted to save it as a new row (row 2). As we choose to keep the most recently
created row immediately under the top set of node-link representations (DP2, DP3) the oldest operation
is always at the bottom of the provenance column.
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correspond with the four wound severity grades of interactions (from 0 to 3 they go from
yellow to dark blue also decreasing in brightness). This scale draws from the cividis colour
map [225], which is optimised for the general population, inclusive of viewers with non-typical
colour vision. The main timeline provides an appropriate overview of activity across the full
timespan. In our experience, this provides the desired entry point to analysts, who usually want
to then zoom into details at specific periods of time (usually with unusually large amounts of
activity) [280], fulfilling FR1-FR3, and FR15.
Two primary operations are possible on the main timeslice. First, we can filter for a specific
event type (e.g., only events of wound grade 3). This creates another timeline (Figure 3.5.Bot-
tom), meeting FR1 and FR3. The second and most important operation is to select timeslices.
When the analyst “brushes” the timeline horizontally (i.e., performs a tap-and-drag motion),
this creates a timeslice (FR14, FR15, FR19, FR25). The slice is represented in the timeline as
a section with a background colour (Figure 3.3.E). This slice can also be dragged to a different
location in the timeline, or its size changed by dragging its edges. We allow up to eight slices in
our current configuration, which can contain and overlap each other. Each timeslice is assigned
a different colour.
Notably, the timeslices are always the same for all interface elements and timelines. This
means that elements in the same column always correspond to the same period of time (DP1,
FR23, FR24, FR26, FR27) and that changing the span covered by a slice will propagate the
changes vertically to all the rows (for that column) (FR24). Underneath each timeslice, two
narrow rows contain selected statistics of all nodes represented in the timeline (top) and only
the selected nodes (bottom) (FR2, FR5, FR8). The selection mechanism is described below in
Section 3.4.3. Example statistics supported are average links per node, average wound grade,
and the number of unique sources and targets.
3.4.2 Vignette Rows
Creating timeslices automatically creates a first vignette row. The default vignette row shows
square-framed, force-directed node-link diagrams for each of the timeslices (Figure 3.3.B, Fig-
ure 3.6 shows two vignettes in more detail), fulfilling FR4-FR13. We call each of these square
small multiples a vignette. Each vignette corresponds to a timeslice, and the timeslice repre-
sentation and the vignette are visually linked by the colour of the background of the slice and
of the frame, respectively, meeting FR20 and FR21. Vignettes appear in the order in which the
corresponding timeslices are created. This allows analysts to create a sequence of vignettes that
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3.4. The Dynamic Network Plaid
are unordered in time, which could be considered a transgression of our DP1. However, the
price to pay for enforcing the data-based temporal ordering of vignettes would be that analysts
can only look at two vignettes contiguously if there was no intermediate timeslice between
them and that vignettes would not be usable as a type of lens on the dynamic data by dragging
the timeslice around the timeline while observing changes in the dynamic graph (FR14, FR15).
Our analysts often performed this operation, and we found it quite compelling (an example of
leveraging DP3).
All vignettes have a subtimeline (Figure 3.6. top) which shows how events by the different
nodes are distributed within the timespan of the vignette (i.e., its timeslice) (FR16, FR17). This
timeline highlights interaction by offsetting any nodes that post upwards from the horizontal
line and any nodes that like/comment down from the horizontal line (FR20, FR21).
The two thin rows at the bottom of each vignette show the globally selected statistics, as
applied only to the timeslice (top) and the same statistics but applied only to selected nodes
(see Section 3.4.3) (FR2, FR5, FR8).
Most of the area of each vignette is occupied by the main representation. In the default
vignette row, this is a force-directed diagram as shown in Figure 3.6, where each node is
coloured according to the grade of its latest interaction within the timeslice. However, three
additional types of vignette rows offer different visual representations: time-shaded node-link
diagrams, matrices and scatterplots (FR4-FR8).
Time-Shaded Node-Link Diagrams These are node-link diagrams drawn with a force-
directed algorithm where the node’s colour (grey to black) encodes the time of the last in-
teraction in the timeslice (see Figure 3.7). This representation was meant to help when subtle
time-based interaction takes place (CH6, FR16, FR17, FR19).
Matrices Matrices are useful for visualising direct connections [6] and dense components
such as community structures [118]. In an adjacency matrix, the rows and columns are nodes
and a square of the matrix is filled if an edge exists between the two nodes (Figure 3.8). The
colour indicates the wound grade of the target node. Nodes can be ordered by name, wound
grade, and community2. By including this we further address FR4-FR8.
2Community membership is calculated globally over the entire dataset using Infomap [259] the first time the
dataset is loaded into the system. From human-centred [187] and metric [184] perspectives, Infomap has been
shown to be effective.
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nodelink
05 AM 05:15 05:30 05:45 06 AM 06:15 06:30 06:45 07 AM 07:15
1.0
nodelink
Thu 14 12:30 01 AM 01:30 02 AM 02:30 03 AM 03:30 04 AM 04:30 05 AM
1.0
Figure 3.6: Two node-link diagram vignettes with a node of wound grade 3 selected in the left-hand
vignette. In the right-hand vignette we can see that the selected node also has a wound grade of 3,
meaning that the selected user posted images in both of the defined timeslices. Arrows are used on
edges to indicate the source and target of each event. The within-vignette timelines can be seen at the
top of each vignette, where every point corresponds to an event. Due to the node selection operation we
see within timeslice highlighting by offset in the vignette timelines – the selected node posts 3 images of
wound grade 3 within the time period covered first timeslice (corresponding to the left-hand vignette),
shown by the three raised points towards the right-hand side of the left vignette (07 AM onwards).
The colour of these points maps to wound grade 3. Further, we see multiple points below the central
line of the vignette timeline. Using the offset we know that these are source nodes, i.e. people that
have interacted with images posted by the selected person. Given that the first offset source node is
prior to the first post of the target node within the selected time, we know that the selected node also
posted before our selected time window. We also observe a clear, but limited, pattern of behaviour for
the selected node – they receive some interactions (likes or comments), then post, then receive further
interactions, and then post again; all in a relatively short period of time. We also see a similar pattern
in the vignette timeline on the right-hand side vignette, though in this timeslice the selected node also
posts an image of wound grade 0 (i.e. no self-injury present). The statistical measures appended to the
bottom of each vignette also give information about the timeslice as a whole (the top box), and only the
selected node (the bottom box).
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nodelink w/time shading
05 AM 05:15 05:30 05:45 06 AM 06:15 06:30 06:45 07 AM 07:15
1.0
nodelink w/time shading
Thu 14 12:30 01 AM 01:30 02 AM 02:30 03 AM 03:30 04 AM 04:30 05 AM
1.0
Figure 3.7: The two vignettes from Figure 3.6 with the time-shaded representation option selected. In
this representation node colour is derived from the time of the most recent event that a node partook
in within a timeslice. Events that are closest to the start of the timeline are coloured white, events at
the end of the time period are coloured black, and intermediate events use a continuous grey scale. In
the right-hand vignette there is also an edge with seemingly no nodes displayed (if the reader scans
vertically down from the central cluster), and we can see that there is one event at the very start of the
vignette timeline. Therefore we know that this event is the one corresponding to this edge as both nodes
are coloured white.
Scatterplots This representation does not necessarily consider network structure but pro-
vides an important perspective of the multivariate data. The scatterplot view allows custom
mapping of the vertical and horizontal dimensions, as well as the size of the dots (see Fig-
ure 3.9). Each dot represents a link, and available attributes to map are time, wound grade,
and community. Community is an offline calculation of groups of nodes that are tightly linked
together that can be used in network research [184] (FR4-FR8).
For provenance information visualisation (DP2) reasons, vignette rows do not change rep-
resentations (FR23-FR27). Instead, new rows appear below the current one with the new rep-
resentation if one of the corresponding buttons in the menu is pressed (see Figure 3.3.D),
allowing the user to trace how they arrived at a particular view (FR23, FR27). The interface
grows vertically; if the page height is exceeded the analyst is able to scroll up and down the
page. To avoid clutter, there is also a mechanism to “minimise” vignette rows by pressing a
round button on the left end of the row (see Figure 3.3.F) (FR18). Minimising a vignette row
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matrix matrix
Figure 3.8: The two vignettes from Figure 3.6 with the adjacency matrix representation option selected.
Each person in the timeslice appears once on the x-axis and once on the y-axis, with a coloured square
representing an interaction between the two corresponding people (a like or a comment). Squares for
interactions are coloured by the wound grade of the target, i.e. the wound grade of the image that is
receiving the interaction, and the default ordering for the matrix is by node/person ID. Users can reorder
the matrix by wound grade or by global community membership using the drop down box on the top
left of the left-hand vignette. From the left-hand vignette we can see that one image of wound grade 3
receives a lot of interactions (likes/comments) within the selected time period, represented in the matrix
as a column with many coloured squares. We can also generally observe that images with a wound
grade of 1-3 (i.e. images showing any amount of self-injury) receive more interactions than images
showing no injury with a wound grade of zero. From the right-hand vignette we see that one person in
the selected time period receives the majority of interaction, and that this interaction is nearly always
with their image(s) of wound grade three, as shown by the column with many coloured rows.
makes it appear as a thin horizontal line in the plaid. Rows can also be deleted if no longer
needed (FR18). Any hide or delete operations do not cascade down the timelines; hence, these
operations are not part of our partial interaction provenance model.
3.4.3 Zooming, Selection and Filtering
Vignettes can be zoomed in by using a reverse pinch movement on the vignette of interest,
which offers the ability to closely examine the network structure in a part of the graph (CH7,
CH8, FR18, FR20, FR25). A zoom operation creates a new row of vignettes that preserves
provenance information (DP2, FR22-FR24). The zooming operation can be considered a type
of filtering dependent on network structure (i.e., only nodes in a particular region).
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scatterplot















Figure 3.9: The two vignettes from Figure 3.6 with the scatterplot representation option selected. Rather
than encoding individual people as points on the scatterplot, we instead encode edges. Edges are either
a like/comment or a post (a self-referential edge, i.e. an event with the same source and target). Points
are coloured by global community membership by default, but the user can change the items encoded
on the x-axis, y-axis, the point colour, and the point size by using the drop-down menus at the top of the
vignettes. In the right-hand vignette we see that clusters of interactions take place between people who
belong to the same global community, with very little interactions outside of their community. This
could indicate that an action from one community member is likely to trigger an action from further
members.
Sometimes it is essential to be able to track the same nodes throughout the timeline. How-
ever, it can be challenging to represent every actor in a distinctive and recognisable way when
thousands of them can be active at potentially any point in the timeline. We address this through
selection and linking (DP3, FR15, FR18-FR22). Analysts can select a single node on any given
vignette by tapping on it. The node will be highlighted in all of the vignettes where it is present
by doubling the size of the selected node (dot in the scatterplots and cell in the matrices). In
the timeline view, the node is represented as a vertical line (see Figure 3.11, row 2).
Groups of nodes can be selected with a lasso tool (see Figure 3.10), which highlights all
the nodes pertaining to that group in all vignettes except matrix and scatterplot vignettes (the
exception is because highlighting many elements in matrix cells makes the matrix hard to read
– in matrices with many cells, the squares are too small to show colour or size changes clearly).
If the selected set is of particular interest to the analyst, it is possible to press the selection filter
button, which creates a new row with the selection (FR20-FR22).
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Figure 3.10: The two vignettes from Figure 3.6 showing how the lasso tool is used to select a group of
nodes. Users clicked and dragged to define the lasso area. A previous selection had taken place prior to
this so the second row of statistical measures has been populated.
Selecting a node, or group of nodes, also causes a change in each vignette activity timeline.
Dots where the selected node is the source raise above the centre line and are coloured accord-
ing to the wound grade of the interaction. Dots where the selected node is the target move
below the line. In some cases, this can show turn-taking behaviour and ensures that network
evolution events are not lost through the flattening of the timeslice into a node-link diagram
(FR16-FR19).
3.4.4 Stability of the Drawing
A stable drawing of a dynamic network supports the mental map of the user in a way that helps
them retrieve particular nodes and paths in the dynamic graph as it evolves [17, 18]. Thus,
supporting a stable representation across vignettes is a critical factor for effective visualisation.
As our dynamic graph is long in time compared to its temporal resolution, drawing the
entire dataset beforehand is prohibitive. Thus, we compute a stable drawing to support the
mental map on the fly as vignettes are added to the display. When a new vignette v is added,
we compute what nodes are present in the specified time interval. For any node in v already
existing in a vignette that has been previously created, it is pinned to the coordinates that have
been already calculated. If the node has not previously appeared in a vignette, its position
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3. Dynamic Network Plaid
is computed using a force-directed algorithm taking into account the pinned nodes and other
non-pinned nodes, meeting FR9-FR13.
3.4.5 Other Facilities
DNP also allows for data export in a format that is compatible with R. After the user has defined
timeslices, they can export only the data that appears in these timeslices for statistical analysis.
88
3.4. The Dynamic Network Plaid
3.4.6 Design and Feature Summary
The summary of the features of the DNP with how they fulfil requirements and address our
identified challenges is shown in Table 3.2.
Table 3.2: Summary of the features of the DNP and how they fulfil our design principles, the chal-
lenges associated with the analysis of the type of data that we design for, and the enumerated functional
requirements.
Beginning of Table 3.2





Mapping of vertical space
to data transformation by
users
DP1 CH9, CH10 FR23, FR24,
FR26, FR27
Mapping of horizontal






across the whole interface
DP1 CH10 FR26, FR27
Display of provenance in-
formation
DP1, DP2 CH1, CH3,
CH4, CH5,
CH6, CH8
FR1 - FR3, FR9
- FR17, FR20 -
FR22
Timelines as an entry
point to the data
DP3, DP4 CH1, CH5 FR1 - FR3, FR15
Ability for the user to fil-
ter timelines by data at-
tribute
DP1, DP4 CH1 FR1, FR3
Allowing users to define







DP1 CH9, CH10 FR23, FR24,
FR26, FR27
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Continuation of Table 3.2









DP1, DP2, DP3 CH9 FR24
Display of numerical
statistics for the dataset
within the representations
DP4 CH1, CH2 FR2, FR5, FR8
Timeslice creation auto-






a stable drawing to facil-
itate analysis
DP1 CH3, CH4 FR9-FR13
Using colour to link vi-
gnettes to timeslices
DP3, DP4 CH8 FR20, FR21
Sub-timelines within vi-
gnettes to show within-
timeslice event order
DP1, DP3 CH6 FR16, FR17
Sub-timelines respond to
user selection operations






Users can select alterna-
tive representations of the
data
DP1, DP4 CH2, CH6,
CH7
FR4 - FR8, FR16,
FR17, FR19
Vignette rows do not
change representations
DP1, DP2 CH9, CH10 FR23 - FR27
Users can hide and dis-
card un-needed rows
DP4 CH7, CH8 FR18, FR21
90
3.5. Implementation
Continuation of Table 3.2





Vignette zooming as a fil-
tering mechanism











Users can persist selec-
tion operations to a new
row
DP2, DP4 CH8 FR20 - FR22
3.5 Implementation
DNP was developed using a customised version of the D3.js library [48]. As we wanted to
facilitate the creation of multiple views via brushing, it was necessary to modify the library’s
underlying code. While it is certainly possible to handle multiple brushes in native D3, the
solution is neither clean nor elegant and is also particularly esoteric. To follow general good
practice conventions of programming, we instead decided to modify the library.
In the typical case for creating a brush in D3, i.e. when the user only needs to define a
single brush, a function layer is bound to the Document Object Model (DOM) of the browser.
It is this function layer that listens for, triggers, and handles brush creation events. This layer
also makes it possible to move and resize a single brush. An example of the DOM structure, in
this case, is shown in Figure 3.12. However, it is not natively possible to overlay multiple brush
function layers, and even if D3 baked-in support for this, it would not be advisable. Adding a
new brush function layer on top of an existing layer would essentially ‘freeze’ all underlying
brushes, as illustrated in Figure 3.13.
We needed our system to facilitate complete analysis cascades and analysis reproduction,
and a vital component of these features was defining another brush or moving an existing brush
after multiple interaction steps. This new or modified brush would then ‘catch’ all existing
elements and interaction steps and automatically regenerate the full analysis tree, including all
views, for the new or modified timeslice. For these reasons, we did not feel that freezing or
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Figure 3.12: This is the normal layout and brush operation process in D3 where only a single brush is
required. Notice how the visual representation of the brush selection (labelled brush 1) is sandwiched
between the timeline (the visual representation of the temporal data) and the actual interaction layer for
brush definition. The brush interaction layers shown here are invisible to the user within the system,
and are only assigned a colour in this figure for readability purposes.
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Figure 3.13: This is the layout and brush layering that takes place when attempting to use multiple
brushes with native D3. Similar to Figure 3.12, notice how each visual representation of the brush
selection (brushes 1, 2, and 3) are sandwiched between their brush interaction layers. From Parts 3 and
4, notice how this layering would prevent the user from resizing an existing brush. The brush interaction
layers shown here are invisible to the user within the system, and are only assigned a colour in this figure
for readability purposes.
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blocking underlying brushes, and therefore preventing the user from making changes to their
analysis would be a good design choice.
To mitigate these problems, we modified the D3 library so that when defining the brush
function in system code, the developer passes the maximum number of allowed brushes as an
argument. Our modified version of D3 then creates a single listener layer for the first brush.
After the user defines the first brush, assuming the maximum allowed number of brushes is
greater than one, a second listener layer is created for the second brush. However, crucially,
the first brush object is raised above the second brush listener layer in the DOM tree, rather than
being trapped below it as in Figure 3.13. This method, illustrated in Figure 3.14, ensures that
previously defined brushes can be edited without interfering with the creation of new brushes.
Related to our use of a touch screen, we also add functionality to the brushing to prevent
errors associated with users defining too small brushes. Again, D3 does not natively handle the
accidental or incorrect creation of a brush (i.e. where the width of the created brush is 0px),
though this is because it is not an issue in cases with only support for one brush as the user
can simply click and drag again and create the brush from scratch. As our method (shown in
Figure 3.14) creates a new full-length listener layer after the user defines a brush, we needed
to prevent this from happening in the error case. Instead, we check that the defined brush has
a width of over 0px and also that the defined brush captures a non-zero amount of underlying
data. If these conditions are not met, then the new listener layer is not created, and therefore
the number of brushes present does not increment.
Due to the request of our expert practitioners to include statistical measures for the network
(their motivations and the context for this request are detailed in Chapter 4), we also needed
to modify how D3 binds data to elements. We needed to pass the entire dataset to the library
that calculated statistical measures but did not want to add to the overhead associated with
loading the dataset into browser memory each time this needed to be calculated, as statistics
were recalculated on the creation of any new row, new column, or any selection. Due to the
asynchronous nature of D3, it is not possible to simply load data and assign it to a variable,
and the accepted practice is to load the data and carry out all operations involving it within the
data loading function. However, this method leads to large overheads in time, memory, and
processing power in cases like ours where we wish to repeat functions in an analysis cascade.
Therefore in our modified version of D3, we added a function to bind the entire dataset to
a special DOM element. This special element could then be selected and treated as a dataset
containing variable like other programming languages (e.g. Python, Java). Through this, we
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Figure 3.14: This is the layout and brush layering that takes place when using our modified version
of D3. Notice how, unlike Figures 3.12 and 3.13, each brush representation is placed on the same
layer, above all of the individual brush interaction layers. By adding handles to the outlines of these
individual brushes, we allow the user to target and modify previously created brush selections while
also facilitating the creation of new brushes where appropriate. The brush interaction layers shown here
are invisible to the user within the system, and are only assigned a colour in this figure for readability
purposes.
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also allowed subsets of the dataset to be bound to their associated DOM elements; for example,
vignettes would have the whole raw dataset for the user-selected time period attached to them.
Our new data binding method meant that the system did not need to reload the raw data on the
creation of a new representation type.
Related to this, we also modified the selection function to reduce the reliance on method
chaining. The traditional D3 method of selecting a deeply nested element, for example nodes
within a vignette, would be as follows:
1 // select the data of all nodes with colour associated with wound grade 3 from the
first
2 // vignette of the main timeline
3 let nodes = d3.select("g.mainTimeline").select("g.vignette1")
4 .selectAll("g.gravityContainer).selectAll("g.nodes")
5 .filter(function (d) { return d.fill === wound_grade(3); })._groups[0][0]['
childNodes']
6 // the above returns an array of SVG Objects, so to access the data the user needs
to iterate over the array to access the inner data element
7 let node_data = []
8 nodes.forEach((d) => {
9 node_data.push(d.__data__)
10 })
Listing 3.1: A classical chained method selection of nested elements using D3
Using our modified, shortened selection, the above code becomes:
1 // select all nodes with colour associated with wound grade 3 from the first
2 // vignette of the main timeline
3 let node_data = d3.select(timeline=0,vignette=1,object="nodes",filter={"fill":
wound_grade(3)}, return="dataset")
Listing 3.2: Selection of deeply nested elements with our modifications to the D3 library to reduce
method chaining.
We believe that this modified type of selection is both more readable and cleaner than the
traditional method chaining, especially in complex interfaces where the developer might need
to chain 20 or 30 methods to reach the deepest level of the DOM.
For the line duplication functionality, to save the results of single or group selections (see
Chapter 3.4.3), we also introduced a method for cloning via shallow copy. Shallow copy
cloning ensures that no interaction layers are copied into the saved line, making the saved
line an immutable representation, supporting DP2 and DP4.




provides powerful array and dictionary operations that are missing from default JavaScript. To
calculate the displayed statistical measures, we use the JStat library 4.
DNP is built primarily as a series of nested SVG elements to support both analysis cas-
cades and the weaved layer structure of the system, as shown in Figure 3.11. DNP has been
designed as a browser-based tool; thus, it runs through a local server into Chrome, Safari, or
Firefox. Touch screen input from the large display is the native input that the system expects to
encounter. It is possible to run DNP on any machine, although at the moment, the screen size
is set at a width of 3840px. DNP provides a method for translating mouse and keyboard input
events into expected touch screen events. The DNP is functional up to two million edges on
a machine with average performance (16GB RAM, 2.5GHz i5 processor). There is an evident
deterioration in performance past two million edges though there is the potential for this to be
addressed through a modification to the rendering engine. Increasing RAM by a factor of 8
to 128GB ensures smooth operation up to 20 million edges; however, the bottleneck with this
level of computing power ceases to be on the computer, and instead, the user becomes the pri-
mary bottleneck; primarily due to the visual complexity associated with a considerable number
of edges.
3.6 Discussion
Throughout our design work, we have gained a new respect for supporting provenance. Ef-
fective support of interaction provenance information not only allows analysts to trace their
analysis backwards, but it has advantages for finding new routes of exploration and direct new
insights. We believe that new designs and programming models for integrated provenance
in visualisation (e.g., [68, 93, 244]) have great potential for dynamic network analysis. It is
nonetheless important to highlight that our system does not offer comprehensive coverage of
interaction provenance. For example, changes in a timeslice’s span or position are not recover-
able or visible in the current version. It could be difficult to provide comprehensive coverage
without over-complicating the interface; this is a fertile area for future research.
Naturally, there are still many challenges to tackle in the analysis of this kind of data.
One of the most challenging elements for us to address has been the performance issues to
achieve responsive visualisations with dense links between the large numbers of small multi-
ples. Several multi-objective optimisation trade-offs are particularly intricate. For example,
4http://jstat.github.io/
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when laying out the force-directed diagrams, it is necessary to have some pre-computation of
final node positions and layout decay constants.
Despite these challenges and limitations, however, we believe that Dynamic Network Plaid,
presented in this chapter, can facilitate the visualisation and exploration of long in time dy-
namic network data. Visualisations of this type of data are generally complicated and of limited
use for many complex graph tasks, in part due to display restrictions of small screens. We de-
signed DNP specifically for a large display to ameliorate this restriction through the extended
physical navigability and usable visual area of large displays. The extra available screen space
also allowed us to provide (partial) interaction provenance information of the visualisations,
which is useful in reducing the mental load of a user when many representations are visible.
The DNP’s design specifically considered the extended visible area made available by the
large display and the interaction techniques required for such set-up. Many approaches attempt
to ‘scale-up’ existing work for large screens, but this does not provide the user with the tools
to explore a dataset of this type in depth. When designing a visualisation, it is essential to
consider the display method; mobile devices differ substantially from wall displays. As part of
the design, we have also provided a novel method of combining certain types of information
provenance and consistent spatial mappings.
Some features of DNP could be adapted for small screens. Activity distribution timelines
that use height to encode node ownership, therefore ensuring that ABAB interactions and net-
work evolution events are not lost through time-flattening, may be useful for some more dense
node-link diagrams with several actors of high in-degree. Allowing users to interactively de-
fine their own timeslices, rather than having the system carry this out, ensures that the user
is able to fine-tune the visualisation as and when they require. Follow on work by Wang et
al. [323] introduce a computational method for the non-uniform timeslicing of dynamic graphs
for visualisation. They achieve this by timeslicing not by time, but by number and complexity
of events – more ‘event-slicing’ than ‘timeslicing’. This can be thought of as an automatic
version of our novel timeslicing method and has the potential to be useful for graphs that are
so large as to be unmanageable by users alone.
To verify the utility of the Plaid as a whole, and better understand the tasks that interactive
timeslicing is useful for, we carry out two empirical evaluation sessions with our target users
on data that is of interest to them. These sessions are detailed in the following chapter –
Chapter 4. For further validation of interactive timeslicing as a method for time navigation, we
also conduct two formal studies where we experimentally compare this to both small multiples
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and interactive animation. The first of these studies – Chapter 5 – uses a large touch-screen
display, and we then extend this in Chapter 6 to a personal display with mouse-pointer input;
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This chapter describes the evaluations in which we validated and tested our designs of the
interface introduced in Chapter 3. For the Plaid, this took the form of two qualitative evaluation
sessions with three public health researchers who had a specific interest in the Instagram NSSI
dataset [59] that the Plaid was designed around. We found that these users knew that they
needed to look at their data, but they could not articulate their analysis needs in a clear-cut way
without having the initial interface as a jumping-off point.
The first qualitative session allowed us to iterate over and improve the features packaged in
the Plaid based on feedback from the researchers and our observations. While the first session
was with an unfinished version of the Plaid, the researchers could still uncover new insights
into the data with it. They uncovered further insights in the second evaluation session with
the final version of the interface. The second session used the most recent version of DNP
described in Chapter 3.4. The researchers found the integration of graph statistics particularly
helpful during this session as they were not present in the early version of the Plaid. We gained
ethical approval for both of these sessions.
In addition to facilitating data insight, we also noted that the target users uncovered new
patterns of tasks and exploration methods that they would not have had access to outside the
Plaid. These tasks were not ones that the researchers would typically have chosen to carry out,
primarily due to the inaccessibility of the tasks when using non-visualisation-based approaches,
and one of the strengths of the Plaid is that it allows new task types that would not be possible
in non-visualised data.
4.1 Method
These evaluation sessions took the form of structured observations of a group of expert prac-
titioners. The participants were three public health researchers. When dealing with networks,
their research area typically employs statistical measures on static graphs computed by aggre-
gating long periods of time into a single network. Interactive visualisation is not yet widespread
in this field, and dynamic network actor models were only introduced to their research area
within the 18 months before the sessions. One of the participants could not attend the second
evaluation session; therefore, we tested only two people in session 2.
The observations took approximately 90 and 110 minutes, respectively. They were both
structured in three parts. First, the participants provided written consent. Second, they under-
went a guided explanation of the interface’s features and organisation, which was displayed in
a Microsoft Surface 84" device with 3840x2140 resolution and touch input. After this, they
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began to use the Plaid to explore their dataset. Participants could work independently or col-
laboratively. We recorded video of all their interactions with the interface and collected the
answers to the interview and questionnaires.
We coded the video for occurrences of the following types of events: a) participants being
confused about or making a mistake with a feature of the interface; b) participants encountering
data insights through the interface, and; c) participants expecting a feature or asking for a
feature in the interface. We analysed the answers to the questionnaires and interview in a
similar manner. The following two sections provide a summary of the most important findings
of each session. Notice that the findings below might relate to features that are not included
in the final interface as described in Chapter 3.4, or that were created as a consequence of our
observations. We make this explicit when appropriate.
We choose an expert evaluation for the Plaid system as it is a novel combination of visual-
isation techniques and time exploration, and therefore the Plaid offers a unique representation
of the data and corresponding analysis.
For a complex system with multiple novel features, as shown in the Plaid, it would be
unrealistic at an early stage to break down each feature and individually quantitatively test
them (e.g. via formal laboratory experiments). It is also complicated to accurately assess
insight discovery through quantitative experiments, particularly for datasets where we, as the
visualisation designers, are not the expert users for the data in question.
But where a more realistic task is used in the evaluation – i.e. where a task matches the
application domain – participants need a clear understanding of the problem that the visual-
isation tool is attempting to solve and also, one might argue, an understanding of the data
itself [95, 179, 284, 305].
For these reasons, we choose to work with a small number of expert users for this evaluation
and later carry out a more formal evaluation of our novel method of time navigation (detailed
in Chapters 5 and 6. Our choice of evaluation methodology in this chapter aligns with the
suggestion from Tory and Moller [305] that experts should evaluate early prototypes (formative
evaluation) and that end-users should evaluate a refined version (summative evaluation).
4.2 Session 1
The first session was carried out with an early version of the DNP. The analysts started explor-
ing the interface individually but ended collaborating in the exploration. This interface version
did not have network statistics, data export, group node tracking, full-timeline tracking of
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nodes, zooming, or vignette activity timelines. Additionally, most of the interaction happened
via contextual menus activated on top of the vignettes. Our main findings for this session are
related to how participants go from general overviews to detecting unexpected patterns in the
data, exploring implications of the data, and being able to follow specific actors.
4.2.1 Activity Timelines are a Good Entry-Point for Exploration
On six occasions, we observed that participants used the primary timelines to focus on areas of
increased activity in the data. This addresses the first challenge (CH1) identified in Chapter 3:
practitioners typically start their analysis by calculating global numerical statistics, but this
typically provides little access to unexpected or exciting occurrences in the data since there
might be much variance in which actors are dominant and how they behave throughout the
time span. Encoding wound grade as colour on timelines allowed participants to identify the
wound grade responsible for the significantly increased activity level. These areas of increased
activity would be challenging to identify without visual aids. Participants found that the time
periods surrounding these activity features were helpful for initial data exploration. One analyst
asked, “Why do I see a peak, and is there really a peak, at the 15-day mark?". Participant use
of the activity features as entry-points to analysis supports the design decision to use timelines
as entry points.
However, we should be cautious about relying on activity timelines as the sole entry point
to the data. While undoubtedly a helpful initial exploratory step, there is the danger that the
high points of the activity timeline will continue to direct and consume the attention of the
user, occasionally to the detriment of other key areas of the graph that might aggregate to
lower overall activity periods on the timeline. Some mechanism to either bypass, filter, flatten
or otherwise manipulate the activity timeline would be a valuable addition to future interfaces
that aim to use an activity timeline as an entry point.
On two occasions, we observed that our participants actively discounted the area of highest
activity in the data as they felt that their focus should be on low activity areas when selecting
time periods for comparison.
4.2.2 Network Structure Becomes Important in Comparison
After finding high activity times, the next step was to examine the network structure of those
peaks and the surrounding times. For example, an analyst was interested in the underlying
structure of the graph’s most significant activity peak (Figure 4.1). However, a single look at
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Figure 4.1: The large peak on the timeline with vignettes showing the difference in the network structure
at the peak and in an nearby valley.
the structure of the peak does not offer enough information about abnormality, and therefore
we see that comparison of the structure of the network at multiple time points is key to the
completion of this task type. The researcher created several timeslices on the peak as well
as other days to compare the network structures at different times. Through the vignettes, he
found that, surprisingly, the network was very decentralised at the peak, the product of many
posts with many interactions, rather than one or two specific very popular posts (Figure 4.1
left). A new timeslice of the valley occurring immediately after the peak of interest showed
that the valley had one actor with very high in-degree, which led to the majority of interactions
for that vignette (Figure 4.1 right).
Within vignette two, there are lots of people responding to a single image; within
vignette one, there are not people focusing on one image, there are more images,
and the reactions are more spread out between them.
Through this, we find evidence that the Plaid can address several other challenges relating
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to the practitioners existing workflow. By providing node-link diagrams on demand, we reduce
the overhead typically associated with generating (CH2), refining (CH3), and drawing (CH4,
CH5, CH6) these representations. We further address CH5 and CH6 with our novel method of
non-uniform time exploration, as we provide views that do not flatten the entire time-space –
and therefore preserve within-timeslice event order (CH6) – and also do not programmatically
equally timeslice the data (CH5).
4.2.3 Selection and Linking are Key
The analysts then wanted to know whether the high in-degree actor of the valley above was
also a contributor to the peak. They could quickly check this by selecting the node on the
valley vignette, which revealed that this node did not appear in the peak vignette. This feature
usage corroborates how, through features supporting DP1 and DP3, the system could offer
swift answers to the analysts through interactive analysis. Our decision to maintain selections
and facilitate linkage across multiple views, and view types, was a key factor for this insight.
It is easy to imagine the challenges that one might encounter when trying to generate the same
kind of question-answers through a textual-programming approach (consider challenges CH1,
CH5, and CH8).
4.2.4 DP1 and DP3 Together Facilitate Navigation and Repetition
We observed that analysts quickly familiarised themselves with the interface’s main consistent
conventions (DP1) and oriented themselves very quickly in the interface (CH8), addressing
further challenges relating to the interaction type (CH7) and the steps involved in the preceding
analysis (CH9 and CH10). They selected an additional three slices to compare their structures
(centralised vs decentralised) and discovered that the biggest group in the third vignette had
the same central actor as in the second. However, the level of wound grade had increased. The
central actor also had a much higher in-degree in the third vignette than in the second vignette.
The analysts then questioned whether users were increasing the grade of the image they posted
to receive a greater level of feedback. Here, we observed that our choice to design for large
displays (DP1) and to enable consistent cross representation highlighting (DP3) allowed the
analysts to navigate the interface quickly and repeat previous analysis actions.
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4.2.5 Alternative Representations are Important
Building upon interactions that led to findings outlined in 4.2.3 and aided by the visual work
history (DP2), participants continued examining the most significant activity peak, systemati-
cally comparing it with the activity distribution over each of the previously defined timeslices.
They created a scatterplot vignette row with time encoded on the horizontal axis, wound grade
on the vertical axis, and points coloured by global community membership. These alternate
views led to participants hypothesising that: “the time of day is relevant to actor activity".
The previous paragraphs show specific examples of how different features resulted in inter-
esting questions and new hypotheses–a landmark of good exploratory analysis. The examples
above were a result of synergies between features implementing different design principles.
Examples of other hypotheses and findings range from precise questions regarding a specific
actor (“how central is this particular actor to the dynamic of the entire network and the gen-
eration of peaks") to more generic hypotheses about whether there were contagion effects for
certain kinds of actors, whether actors escalate in wound grade because they receive reaction
or because they do not, characterisation of “actor popularity” and “time of day” effects or even
speculations about ‘what is the best moment to intervene?’
The analysts explicitly stated that “we would not have found this actor behaviour [ 4.2.4]
over time with statistics due to the way we bin data before processing.” Based upon feedback
from participants in this session, we were also able to identify missing features (e.g., multi-
node selection in vignettes, vignette timelines) and cumbersome interactions (e.g., application
of operations and representation changes using contextual menus). These resulted in changes
incorporated in the next version of the DNP.
The inclusion of alternate representations in the Plaid reduces the overhead that would
otherwise be associated with manually generating these visuals (CH2, CH3, CH4).
4.3 Changes to the Plaid after this session
After the first evaluation session of the Plaid, we were able to identify features of our interface
that were difficult to use or that did not make sense in the interaction context that we provided
with the large touch-screen display. As well as our observations, the expert practitioners who
took part in the first session also provided feedback regarding new features that they felt would
better support their existing analysis process and that would further address the associated
challenges identified in Chapter 3.
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We proceeded to make several changes to the Plaid from our observations and the prac-
titioner feedback, primarily by adding new and extending existing features. The exception to
this was the contextual menu that allowed the user to select different representation types. The
trigger event for this contextual menu was a right-click operation adapted for touch screens,
meaning the user had to tap with two fingers simultaneously. We observed, on multiple occa-
sions, that the study participants had difficulties executing a right-click event within the Plaid
window – a browser, as the Plaid is web-based – using the touch screen. Due to the use of
the browser, it was too easy for users to accidentally activate the underlying built-in Chrome
contextual menu rather than the Plaid contextual menu. This interaction error led to confusion
among users where the interface performed in an unexpected manner.
In terms of additions and extensions to the first version of the Plaid, we received several
direct and indirect feature requests from our participants. Due to the expert practitioners famil-
iarity with network statistics and how strongly their mental model of networks tie in with these
statistics, we added panels to the system that display both high-level overview measures of the
data (e.g. network profiles of the whole timeline, whole vignette) and more detailed statistics
(statistical attributes of selected nodes). Our expert practitioners also requested the ability to
export timeslice data from the Plaid in an R-compatible format.
We also made changes based on findings and observations from the first session. Find-
ing 4.2.4 – change in actor behaviour over time – led us to extend the single node tracking
functionality to operate over groups of nodes, allowing users to more easily differentiate be-
tween the node makeup of regular clusters across their selected timeslices.
Participants expressed a wish to know precisely where specific nodes acted as sources/tar-
gets across the whole timeline and also to know what the wound grade was at these occurrences.
Further informed by findings 4.2.4 and 4.2.3 we also added the ability to apply single and group
node tracking to the entire timeline. This tracking allows the user to select a node or group of
nodes with ‘flags’ applied to the timeline where the selected nodes participate in events. We
colour these flags to reflect the wound grade of the corresponding event.
We also observed our users using the inbuilt browser ability to zoom so that they could
examine the network structure of single vignettes in more detail. They used this functionality
most often where the vignette was quite crowded with many elements or where clusters were
dense enough to impact readability at 1x zoom. Participants also expressed that it would be
helpful to have some way to filter vignettes by nodes. To address this, we introduced a geo-
metric zoom function, and to facilitate node filtering, we also allow the creation of a new row
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of vignettes, which only shows the nodes in the target zoom coordinates.
Finally, we were aware that version one of the Plaid did not wholly allow us to address
CH6 – the loss of within-timeslice event order information. Our desire to sufficiently address
CH6 led to the introduction of vignette activity timelines, small timelines within each vignette
with 1px dots representing that an event occurred at the relevant time. This representation tied
in with the selection and linking as selecting a node within the vignette would raise it either
above or below the other event points within the activity timeline to show exact times within
a timeslice where the node events occurred. While we did not see our expert practitioners
looking for or expressing a need for this type of representation in the first session, we still felt
that it was a significant challenge for us to address in the evolution of the Plaid.
4.4 Session 2
This session used the most recent version of DNP described in Chapter 3.4. This time the
analysts worked collaboratively from the beginning. Only two analysts attended this session.
We observed many of the patterns and uses of Session 1; however, we focus on features that
were not present in the previous implementation of DNP.
4.4.1 Value of Per-Vignette Timelines
We observed that participants queried a single actor’s activity distribution within their defined
timeslices (i.e. not over the whole graph) on eight occasions. When an image was posted, the
point in time may explain why some networks appeared denser than others due to an artefact
intrinsic to timeslicing (CH5 and CH6). If a post is made at the beginning of a timeslice, it is
likely to have received more likes/comments than one posted at the end of a timeslice. The per-
vignette timeslices allowed the analysts to recognise this problem and to attempt to determine
whether their observations were due to the artefact and whether it interacted with the “popular-
ity effect” [121] described previously. In combination with the node selection function (DP3),
analysts could use the vignette activity timelines to examine ABAB interactions which would
typically be very difficult to observe with existing visualisations (CH4, CH5, CH6, CH7). Vi-
gnette activity distribution timelines also allow participants insight into within-timeslice actor
behaviour, ensuring that network evolution events are not lost through time flattening (CH5,
CH6, and CH8).
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4.4.2 Global Tracking of Supporting Behaviour
We observed on two occasions that participants queried the global behaviour of supporters of
high in-degree nodes. Participants identified several timeslices in which two distinct clusters of
nodes existed with both primary target nodes having high in-degree and a wound grade always
greater than one. The two clusters did not intersect at any point. The introduced group selection
feature (which reinforces DP3) and the ability to filter a group creating a new vignette row
creation (DP2) allowed participants to highlight all source nodes from cluster one from which
they could create a new vignette row to compare to the previous cluster selection (CH5, CH6,
CH8, CH9). The analysts concluded that the actors in the clusters were very different, with
the first group primarily posting images of no harm and engaged in like/comment activity on
lower grade images and the second posting high-wound-grade images of self-injury and only
occasional like/comments on other high-wound grade images.
4.4.3 Tracking Changes in Actor Behaviour
Following from 4.4.2 (two different types of supporter clusters), the analysts were interested in
whether supporter activity influenced the long-term future activity of the high in-degree nodes
(CH5 and CH6). The availability of all their previous selections as rows above (DP2, CH8,
CH9), accessible in a familiar way (DP4, CH10) was particularly useful since they did not
have to reproduce intermediate states. Just by clicking on one of the earlier row vignettes they
were able to quickly determine that the activity of one of these central actors became more
sparse in time (by looking at the highlighted vertical in the global timelines—DP3) and lower
in wound grade (going from 3 to 1). In contrast, the central actor of the second cluster became
more active (the analysts could compare the two relevant rows vertically by hiding everything
else in between).
4.5 Discussion
Our limited but informative evaluation shows that DNP is able to address many of the chal-
lenges inherent in visualising long in time dynamic network data, an overview is given in
Table 4.1. Analysts were often able to carry out complex graph tasks [172] that triggered new
and unexpected insights. Although the researchers were initially sceptical about the ability
of DNP to provide value, they now clearly recognise how the interactive workflows afforded
by DNP have opened new perspectives on the data. Naturally, this does not invalidate their
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expertise or statistical validation and research procedures, but the analysts see compelling rea-
sons to use interactive visual graphics in the exploratory phases. In fact, they have repeatedly
requested us to work in the direction of integrating their existing procedures (mostly based in
text-based programming languages) with the Plaid. The slice export feature is a first step in
this direction.
Table 4.1: A summary of the challenges that we used to inform our design of the Plaid and how the find-
ings from the two evaluation sessions demonstrate that our system is able to address these challenges.





CH1 Aggregate network statistics do not provide a
clear entry-point to the data.
4.2.1, 4.2.3
CH2 The visualisation of this type of data can be
time-consuming and complex.
4.2.2, 4.2.5
CH3 Refining node-link diagrams can delay the
workflow.
4.2.2, 4.2.5
CH4 It is difficult to find good layouts for node-link
diagrams of this type of data.
4.2.2, 4.2.5, 4.4.1
CH5 Timeslicing can miss significant network




CH6 Aggregate node-link diagrams lost event-
order within a dataset or timeslice.
4.2.2, 4.4.1, 4.4.2,
4.4.3
CH7 It is challenging to find the appropriate inter-
action for a visualisation.
4.2.4, 4.4.1




CH9 Maintaining awareness of what processing
the data being visualised has undergone.
4.2.4, 4.4.2, 4.4.3
CH10 Helping users navigate a complex interface. 4.2.4, 4.4.3
Although this kind of evaluation might not generalise and is by no means definitive, it
shows that the challenges that we have considered and the design principles that we have
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chosen to address offer promise to improve the workflows of many scientists working with
networks that evolve over long periods. Although all the design principles are straightforward
and have been advocated many times in the communities of InfoVis and Visual Analytics, we
believe that this prioritisation and, perhaps more importantly, the specific synergies that we
found between the top three design principles (e.g., the unexpected advantages of prioritising
interaction provenance when the small multiples are densely linked through interaction) can be
a successful way forward. Our experience with our group of researchers also makes us suspect
that it is difficult for most researchers in these areas to see the potential value of visualisation
a priori. Any single operation carried out with our system is reproducible without too much
effort by a competent programmer; yet, the agility of the interface, how some patterns jump at
the analysts without having to switch to a “programming mode”, and the value to work collab-
oratively in the exploratory part of the analysis are only now evident to the researchers, who
want to use the tool in their daily practice. In other words, it is the multiplicative effect of
features designed with this dataset in mind that make the difference, not any single one of them
in isolation.
In this chapter, we have shown how we validated the design and implementation of the
system presented in Chapter 3 via two experiments with public health researchers. Results of
the first experiment were used to inform the final design of DNP. The second evaluation shows
that users can use DNP to find insights in complex data that they would not usually look for,
and that would be almost impossible to detect using traditional statistical methods. Findings
from the second experiment illustrate how DNP can facilitate complex graph tasks [172]. Both
validation sessions show the clear benefit of many linked sequence views and the ability to
simultaneously view multiple representations. These sessions also validate our approach for
addressing temporal information loss through temporal aggregation and ABAB events within
user-defined timeslices.
To validate the principal component of the Plaid – the method of time selection – we also
feel that it is necessary to scientifically evaluate the performance of the interactive timeslic-
ing selection method when compared to small multiples and interactive animation. We carry
out two formal experiments to validate this time selection method, and these are presented in
Chapters 5 and 6. These experiments also allow us to make more accurate judgements about
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In the previous chapters, we presented Dynamic Network Plaid, a system for the visualisa-
tion and analysis of long in time dynamic graphs, and a corresponding empirical evaluation of
the Plaid. The principal contributing features of the Plaid are interactive timeslicing, the con-
sistent visualisation of interaction provenance data, and the visualisation of statistical measures
per selection. To validate the design choices that we made with the Plaid, we first carried out
two user evaluations.
To build on groundwork knowledge gained from the design and testing of the Plaid, we
needed to understand how interactive timeslicing performed when experimentally evaluated
against other popular methods of time interaction. The focus of this chapter is a formal study
allowing us to validate the interactive timeslicing approach, which is the backbone of the Plaid.
We target only the interactive timeslicing feature, rather than provenance or statistical display,
because it is essential first to understand how these features perform in isolation before we
assess their effects in combination.
This study compares our interactive timeslicing method with two approaches, small multi-
ples and interactive animation, that are both popular in literature [3, 27, 37, 147, 170, 213, 315]
and that have been experimentally compared in the past [18, 21, 102]. Interactive animation
provides the viewer with an interactive animated representation where the viewer can control
which moment in time is displayed. Small multiples involve splitting the time domain into
a series of timeslices and representing them separately. Multiple studies have shown that the
small multiples approach is faster than interactive animation with no significant differences in
error rate for several task types [18, 21, 102].
The above approaches and experiments all assume uniform slicing at a given level of gran-
ularity. However, what uniform duration of timeslice should be chosen? If the timeslices are
too coarse, the representation collapses too many events onto the same timeslice, hiding the
subtlety and the actual order of events within each timeslice. If the timeslices are too fine,
there are too many points in time to navigate in the data and analysts will have a hard time
remembering timeslices that are off-screen when identifying patterns. Interactive timeslicing
addresses this issue by allowing the analyst to interactively select the width and location of
timeslices with the possibility of representing several of these timeslices at once (see Chap-
ters 3 and 4). Similar methods have been used in other areas [237], but the effectiveness for
interactive timeslicing for dynamic graphs is still unknown.
In this chapter, we present the results of a study, made up of a series of experiments,
to test an interactive timeslicing approach against interactive animation and small multiples
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for navigating time in dynamic graphs. We tested these approaches on a touch-based 84"
display with 4K resolution that we consider representative of advanced visualisation set-ups in
current professional collaborative settings. Currently, there is no evidence that an interactive
timeslicing approach will be better; the additional complexity of interaction might be too costly,
in terms of time, which could negate all benefits.
We conducted three experiments 1 where participants interactively navigated time to find:
a) changes in graph structure at points in time (specific timeslices), b) changes in graph struc-
ture across an interval of time (a series of consecutive timeslices), and c) changes in attributes
at points in time (specific timeslices). For each experiment, we had two conditions: near, where
the moments in time of interest were close to each other in time, and far, where the moments
were further apart in time. We gained ethical approval for the experiments detailed in this
chapter.
5.1 Experiment Interfaces
For this study, we consider three dynamic graph visualisation techniques: small multiples,
interactive animation, and interactive timeslicing. Animation and small multiples were chosen
because they are widely considered the dominant alternatives in dynamic graph visualisation
[37], are in common use, and have been revisited in recent data visualisation experiments for
small displays [56]. Interactive timeslicing represents a novel alternative that is promising but
has not yet been compared with the other two approaches [188].
We use node-link diagrams for all graph representations as they are popular in media and
have been well explored in literature. All approaches were implemented to work on a large
touch-enabled display (see Apparatus).
5.1.1 Interactive Animation
Interactive animations present the dynamic graph as an interactive film, with the user being
given control of playing the dynamic data via a slider that can travel both forwards and back-
wards in time. Nodes and edges fade in and out of the drawing area as they are inserted or
removed from the network.
For this study, our animation interface has four components. The component labelled (A)
(see Figure 5.1, interactive animation) was the main timeline which showed the number of
1All experimental material is available on the OSF at https://osf.io/bdpnr/?view_only=
8d2e29693b714b7d8bb4abd407ad8e56.
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edges within the dataset aggregated at the hour level. The component labelled (B) was an
interactive time window selection. Users would touch and drag to select a time window from
the longer time series, with component (B.1) also selecting the 6 hours immediately preceding
the user-selected time window. An alternative solution would have been to animate directly on
the long timeline. However, this could potentially introduce a confound into our experiment
as the animation would need to consider a much larger amount of data (the entire long-in-time
dynamic graph) rather than a shorter animation around a given time window. Therefore, we
decided to allow the user to select the animation window on the longer timeline around the
target area.
Component (C) is the flattened graph representation of the time window selected by com-
ponent (B.1). This static graph allows the participant to enter an answer without navigating
through the network. Component (D) is the interactive animation window — when the time
range was first selected, component (D) showed a flattened, static, representation of the graph
within the selected time range. The participant pressed and dragged on the area (D.1) to con-
trol the rate and position of the animation. A purple line within (D.1) follows the participant’s
finger to show the current temporal graph position relative to the timeline.
5.1.2 Small Multiples
Small multiples use many interrelated graphs to represent time. It is analogous to a comic
book representation for time where the evolution of the data can be tracked by reading across
the frames from left to right. We use the term small multiples as it is most similar to those
in other experiments [18, 21, 56, 102, 255]. For temporal networks, it is common to uniformly
timeslice data by flattening each timeslice into its own window, with these graphs then drawn
next to each other in a timeline pattern. Small multiples can be used for most forms of dynamic
data; in dynamic graph visualisation, it can be used both with matrices and node-link diagrams.
For the small multiples representation in these experiments, our study dataset (Chap-
ter 5.3.3) was divided into blocks of 6 hours, giving a total of 120 timeslices which were
translated into vignettes. Along the top of the screen, labelled (A), is the timeline. Each block
of colour defines one 6 hour time range, and each block of colour also corresponds to the
border colour of the relevant vignette shown in (B). The vignette area was designed to only
show four small multiple representations simultaneously due to screen size and readability
constraints. The remaining vignettes could be accessed by moving the scroll bar at the bottom




(B) Time window selection
(B.1) Secondary static time window







(C) Timeline scroller (D) Vignette Area
(E) Time window









Figure 5.1: The interfaces used in this study. Interactive animation is at the top, small multiples in the
middle, and interactive timeslicing at the bottom.
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time-positioner on the timeline, (E). The grey time-positioner, (E), helped participants map
the current position of the vignette area to its temporal position within the entire time series
without performing colour comparisons of the vignette borders.
5.1.3 Interactive Timeslicing
This interface was based on a previous interactive timeslicing design [188] where users could
define custom time ranges of any desired size or order and have the individual representations
positioned based upon the order of user interactions.
Component (A) is the timeline that is common to all of our experimental interfaces. Par-
ticipants touched and dragged at any position on the timeline to create a new time window
selection of any size (B). A time window selection created a new vignette (C) containing a
flattened, static, representation of the graph. A time window selection could be any multiple
of 6 hours, with the edges of the selection snapping to the same timeslice intervals as all con-
ditions — this was to avoid small off-by-one errors that may seriously hinder the ability of a
participant to complete any given task successfully.
The maximum number of interactive timeslices that could appear on the screen at any time
was four. This limitation was introduced to avoid giving interactive timeslicing an artificial
advantage over small multiples. Interactive selection of timeslices in this way allows the par-
ticipant to make independent time windows at very distant points in time for the network.
However, there is an interaction cost associated with creating the time windows that is higher
than both animation and small multiples: the location in time needs to be determined first, and
then the participant needs to draw a much more precise window both in terms of its width and
position.
5.2 Experiment and Research Questions
Our general goal is to provide empirical evidence that can support the design of better interfaces
for time navigation when exploring dynamic networks. Thus, we designed three experiments,
each testing a different task. For each experiment we seek to answer the following questions:
Q1 Which interface will have the lowest completion times for the selected tasks?
Q2 Which interface will be the most accurate for completing the selected tasks?
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Q3 How does distance in time between data elements of interest affect the performance with
the different interfaces?
5.3 Experimental Approach
We designed a series of three experiments through the following iterative process. First, we
looked at existing relevant taxonomies of tasks [2, 11, 172] and at findings from previous ob-
servations of analysts working with dynamic networks [188]. Then we filtered out tasks that
do not involve navigation between at least two given time points. We excluded tasks that only
involve single time points, since are we primarily interested in challenges specific to dynamic,
rather than static, networks. From the remaining tasks we selected three tasks with the follow-
ing criteria: a) we preferred low-level tasks that might be components of larger tasks, and b) we
preferred tasks that were very different from each other and where the focus was on different
elements of the data (e.g., the structure of the network or the variation of attributes) and how
they varied over time.
The chosen tasks can be broadly summarised as:
E1 Detecting graph structure changes at discrete points in time.
E2 Detecting graph structure changes over a time interval.
E3 Detecting single attribute change at discrete points in time.
We run three experiments with the same participants in the same session. We prioritise
comparing results across interfaces on the same task and factor; to reduce noise from order
effects on our comparisons of interest, we run the three experiments in the same order for all
participants (i.e., we do not randomise experiment order). Experiments took place in early
March 2020 and took approximately 85 minutes to complete.
5.3.1 Participants
Twenty-four unpaid volunteers (8 identified as females, and 16 as males, the age range of 18
to 32) from our department participated in the study. The number of participants was decided
in advance using our prior experience from the four pilots and to ensure proper counterbalanc-
ing. We used a simple questionnaire to screen participants without typical colour vision and
those who did not have basic computer and mathematics experience. We did not require prior
knowledge of networks.
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Before beginning the first experiment, participants filled a short demographic questionnaire
indicating their familiarity with networks and network graph visualisation using a 1–5 Likert
scale. Four participants gave their familiarity as 1 (no knowledge), six as 2, nine as 3, three as
4, and two as 5 (high knowledge).
5.3.2 Apparatus
The interfaces were built in JavaScript, primarily leveraging the D3.js library [48] with some
modifications. Conditions ran in a Chromium browser window wrapped in a QT front end
interface, with a Python Flask back-end. Implementations of the interfaces are identical across
the three experiments; visual indicators for the task and methods to indicate the answer vary
with the task, and we describe these within each experiment. All approaches were built for an
84" wall display with 4k resolution (3840 by 2160 pixels) mounted at 90cm from the floor.
5.3.3 Experimental Dataset and Graph Layout
The dataset used in these experiments is a filtered version of a previously collected dataset [59]
which describes interactions between anonymised actors on Instagram who liked or com-
mented on non-suicidal self-injury posts. Edges have unique identifiers, have a specific oc-
currence time (down to second precision), and do not have a duration (i.e., are considered
atomic, only measured at the time of posting). A duration of one hour is assigned to each edge
at its posting time to ensure it is visible and lies entirely within the six-hour time window. Ad-
ditional attributes of the dataset were removed for anonymity; hence the dataset contains only
nodes, edges, and the time that the nodes and edges appeared in the dataset.
The dataset is representative of typical dynamic networks but was substantially filtered to
reduce its size to make our tasks feasible. We removed single interactions between actors (cases
where two actors only interacted with each other once), self-interactions, actors that received
less than 250 interactions, and actors who only interacted with removed actors. This filtering
allowed a stable graph layout and made task duration appropriate to the available time. The
final dataset consists of 776 distinct nodes and 8182 edges over 30 days. It had an approximate
average density of 11 events per hour or 66 events per 6-hour timeslice. As this dataset is based
on real data, the event distribution was non-uniform, ergo some time periods had a higher event
density, while others had a lower event density. This variability over long time periods allowed
for very different graphs to be presented at the time points and intervals in our tasks, which
increases the generalisability of trials.
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Our dataset is long in time with a fine-grained temporal resolution (hour resolution over
a month of data), meaning that there are hundreds of timeslices. Typical timeslice-based ap-
proaches [51], in particular linking strategies, generally do not scale to hundreds of times-
lices as nodes move unnecessarily with the many inter-timeslice edges being artificially in-
serted [290]. As we wanted to control for graph layout across conditions, we could not draw
the graph on-demand as the user navigated through time. Thus, we needed to draw the full
dynamic graph beforehand. Event-based dynamic network drawing techniques could provide
a solution [290,291] but they only scale to about 5000 events. Therefore, we computed a fixed
layout for nodes and edges that uses pinning strategies so that nodes retain position whenever
they appear, allowing the drawing stability to support the mental map across conditions for all
experiments consistently. The final graph layout was generated first with the Visone aggrega-
tion strategy [53] (all events collapsed down to a single timeslice) and then cleaned slightly
in Gephi [34], using its implementation of Fruchterman and Reingold’s algorithm [111]. Al-
though more scalable algorithms are available [132], our graphs are relatively small in terms
of the number of nodes and edges. This allows us to use standard force-directed approaches
instead of multilevel ones. The resulting layout still contained some overlapping nodes and
edges; we manually adjusted overlapping items.
5.3.4 Experimental Design and Procedure
All three experiments share an identical structure in terms of factors, conditions, and repeti-
tions. The main manipulation of interest is interface, with the three interfaces Anim, Mult, and
Int TS as levels—see Chapter 5.1. One factor is temporal distance (near and far), which ma-
nipulates the separation of the target timeslices or the length of the time interval involved in
the task. In the near condition, timeslices had a separation of 18 hours (three timeslices) while
in the far condition timeslices had a separation of four days (16 timeslices).
The true impact of the temporal distance factor differs between interfaces. For the small
multiples interface, for example, the far condition means that timeslices of interest cannot be
on the screen simultaneously, and instead that users must scroll between them. The impact is
similar to interactive animation, with the far condition increasing the distance that a participant
needs to navigate between target timeslices. For interactive timeslicing, the result of the dif-
ferent temporal distances is expressed as an increased number of timeslices to be selected (as
in Task 2 for the far factor), but for some tasks involving the selection of individual timeslices
(Tasks 1 and 3) there was minimal difference within the interface.
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First trial Second trial Third trial
Group 1 Interactive timeslicing Small multiples Interactive animation
Group 2 Interactive timeslicing Interactive animation Small multiples
Group 3 Small multiples Interactive timeslicing Interactive animation
Group 4 Small multiples Interactive animation Interactive timeslicing
Group 5 Interactive animation Interactive timeslicing Small multiples
Group 6 Interactive animation Small multiples Interactive timeslicing
Table 5.1: Participants were assigned to groups so that each group had an equal number of participants.
Participants would complete trails in the order given by the Latin square for each of experiments one,
two, and three, always in that order.
We performed a within-participant design with participants completing three repetitions
for each cell, for a total of 18 trials, and two additional easy tasks on each interface for training
that were discarded before data analysis. Participants carried out trials (including training) in
three blocks of 8, with 15-second breaks between each block. Possible ordering effects were
counterbalanced using Latin squares for each participant. See Table 5.1 for the full Latin square
design. A participant always did the interfaces in the same order for each experiment that they
completed. Trials in the near condition always took place before trials in the far condition.
We did not counterbalance temporal distance because we are not interested in the quantitative
comparison of performance between near and far conditions.
Before the real trials of each interface, condition participants received a tutorial on the
specific interface and carried out one trial example. Upon completing each experiment, par-
ticipants ranked each condition on a scale of 1 (best) to 3 (worst), according to their preferred
interface for completing the type of tasks tested. The experimenter also collected qualitative
notes during the experiment. Participants had the opportunity to make other comments and
share their thoughts about the tasks, interfaces, and hardware.
5.3.4.1 Task Completion
Across all interfaces, tasks, and factors, the interaction techniques do not change. However, the
method of answer entry does change between tasks for all interfaces. The changes in answer
entry between tasks is detailed in Table 5.2.
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Task Answer selection method
1. Graph structure changes at points in time Direct selection of edges in the given timeslice
2. Graph structure changes over a time interval Selection of a single timeslice via the timeline
3. Attribute changes at points in time Selection of a single timeslice via the timeline
Table 5.2: A description of the way that answer entry changes depending on the task type. The answer
selection method changes uniformly across all interfaces for a given task.
5.3.5 Statistical Methodology
The statistical methodology was decided during the experimental design process and recorded
before data collection. All three experiments employed the same methodology.
Correctness and completion time were measured and analysed separately for all three ex-
periments. Completion time was measured as the number of seconds (s) to complete each
task for all three experiments. Measurements for correctness varied for each experiment, and
these measures are detailed in their respective sections. However, for all three experiments,
correctness was measured on a [0,1] interval (with 1 corresponding to 100% correctness).
As we were interested in determining the performance of the three interfaces under near
and far conditions, we chose to divide the data of each experiment by the near and far factor
before beginning the analysis. The completion times and correctness of the three repetitions in
each cell were averaged per participant. Completion time was log-transformed (log2) before
analysis and compared through pairwise, two-tailed t-tests. We were uncertain if the distri-
bution of correctness data would follow a normal distribution for our measurements; thus,
we applied a Shapiro-Wilk test with a = 0.05 to each condition of near and far for each ex-
periment separately. For all three experiments, the correctness data did not usually follow a
normal distribution. Therefore, two-tailed, pairwise Wilcoxon signed-rank tests were used for
correctness in all three experiments. For each experiment, six pairwise comparisons (three
for near and three for far) for time and six pairwise comparisons for correctness were per-
formed. Holm–Bonferroni [149] corrections were used to determine significant results. We
use Holm-Bonferroni to counteract the problem of multiple comparisons and to control for the
family-wise error rate. The formula to calculate the correction is:
a
n  i+1 (5.1)
where a is the significance level, n is the number of tests, and i is the rank number of pair (by
degree significance).
The results are presented in the next section. In all result figures, blue corresponds to an-
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Figure 5.2: An example of the expression of Experiment 1 on the main timeline common to all inter-
faces. The red and blue line pairs (one each of red and blue makes a single pair) show participants where
they need to start timeslicing and where they need to stop. This figure shows the timeslice selection as
completed using the interactive timeslicing interface.
imation (Anim), red to small multiples (Mult), and orange for interactive timeslicing (Int TS).
The mean is indicated using a circle and the median using a square. Error bars represent boot-
strapped 95% confidence intervals computed using 250,000 repetitions. We report p-values to
three decimal places in all figures [40, 126, 127, 326]. Solid lines indicate statistical pairwise
significance after Holm-Bonferroni correction, and dashed lines indicate no statistical pairwise
significance after correction.
5.4 Task 1: Graph Structure Changes at Points in Time
This experiment tests completion time and accuracy for tasks where the graph structure had
to be compared at two separate time points. We suspected that interactive timeslicing would
perform the best for this task (Q1 and Q2). Also, we anticipated that interactive timeslicing
would perform much better than animation and small multiples for the far condition. However,
we were less sure of the performance of the remaining two interfaces on this condition of the
experiment as they have not been tested and were not designed for exploring distant points in
time (Q3).
Procedure. The task prompt provided to participants for experiment one was ‘each pair of
red (start) and blue (stop) lines signify a timeslice. In the first timeslice, click on all edges that
disappear at least once in all other timeslices.’ The target timeslices of six hours each began
with a red line and finished with a blue line. Participants completed the task by selecting edges
in the first window that did not appear in the other window.
Figure 5.2 shows an example of how the task was expressed on an interface and how in-
teractive timeslicing interface would be used to select the given time ranges. Figure 5.3 shows
how a participant would use the lasso tool in the small multiples interface to select edges in the
left vignette that are not present in the right vignette.
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Figure 5.3: The vignettes shown in the small multiples interface for Experiment 1 on the near-in-time
factor. Participants are required to compare between the vignettes with the bold borders (far left and far
right). The far left vignette displays edges selected by the user in red with an increased line thickness.
For all interfaces, answers to the question were entered through lasso selection on the left-
most vignette to control answer entry. Edges selected using the lasso tool were coloured red
and increased 4⇥ in width and could be deselected.
Animation. Participants dragged on the timeline starting from the end of the first red-blue
pair of timeslice demarcation lines, ensuring that the vignette to define an answer was correctly
created. This action would generate two vignettes: a left vignette displaying the selected time
interval of the first pair of timeslice lines as a static, flattened, graph for answer entry; and
a right vignette which initially displayed the flattened, static, graph covering the whole time
range selected by the participant during the original time selection operation.
A timeline appeared at the bottom of the right-hand vignette displaying a zoomed version
of the selected area of the main timeline, with task target timeslice areas shaded in blue. Partic-
ipants were able to touch and drag on the timeline to animate the right-hand vignette. Touching
and dragging in the left vignette would activate the lasso tool to allow participants to select, or
deselect, edges for their task answer.
Small Multiples. Participants used either the grey time positioner (Figure 5.1, small multi-
ples, item E) or the scroll bar attached to the vignette area (Figure 5.1, small multiples, item
C) to navigate to the correct position in time. Task relevant vignettes were distinguished from
non-task vignettes by increasing the border thickness 4⇥. Participants could touch and drag in
the left vignette to use the lasso tool to define the answer set.
Interactive Timeslicing. Participants touched and dragged on the correct area of the timeline
to create a time window selection (Figure 5.1, interactive timeslicing, item B). To avoid small
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selection errors, user-created time windows always readjusted to the nearest 6-hour boundary,
ensuring that the selection was the exact time period required by the task. After the creation of
a time window, a corresponding vignette appeared below the timeline (Figure 5.1, interactive
timeslicing, item C). Touching and dragging in the left-most vignette with the lasso tool defined
an answer to the given task.
Measurements. Time (number of seconds) and accuracy were measured for this experiment.
Accuracy involved comparing the set of edges selected by the user and the set of edges present
in the correct answer of the question. In order to evaluate correctness in this case, we employ
a method from pattern recognition and information retrieval. A perfect answer would have
perfect precision (p) (no edges outside the correct answer are selected) and perfect recall (r)
(all of the edges in the correct answer are selected). Precision and recall can be combined





The value of p and r are defined in the following way. Consider two edge sets: the set of







Results. Correctness and completion time are shown in Figures 5.4 and 5.5 respectively. Af-
ter a Holm–Bonferroni correction, we found significant differences in terms of correctness for
the near condition with interactive timeslicing outperforming animation with a difference of 14
percentage points (W = 82, p < 0.001) and small multiples with a difference of 6 percentage
points (W = 148, p = 0.003). On the far condition, interactive timeslicing outperformed an-
imation with a difference of 11 percentage points (W = 109, p < 0.001) and small multiples
with a difference of 5 percentage points (W = 143, p = 0.002). No other differences were
statistically significant. In terms of completion time, we have the same pattern. On near, inter-
active timeslicing outperforms animation with a difference of 42.1s (animation 1.61⇥ slower)
(t = 5.76, d f = 23, p < 0.001) and small multiples with a difference of 28.9s (small multiples
1.42⇥ slower) (t = 4.28, d f = 23, p < 0.001). On far, interactive timeslicing outperforms ani-
mation with a difference of 52.5s (animation 1.91⇥ slower) (t = 8.04, d f = 23, p < 0.001) and
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Figure 5.4: Experiment 1 correctness for the near (top) and far (bottom) conditions as computed by
the F1 score (Equation (5.2)). The dot represents the mean, square the median, and 95% CIs shown.
Pairwise lines indicate p-values with solid lines indicating significant differences.





















Figure 5.5: Experiment 1 completion time (s) in seconds for the near (top) and far (bottom) conditions
without log transform. The dot represents the mean, square the median, and 95% CIs shown. Pairwise
lines indicate p-values with solid lines indicating significant differences.
small multiples with a difference of 61.8s (small multiples 2.07⇥ slower) (t = 8.01, d f = 23,
p < 0.001).
Participant Survey. After completing the experiment, participants ranked each condition on
a scale of 1 (best) to 3 (worst) to indicate their preference for conditions to complete the given
task type. These ranking responses are in Fig. 5.6. For this experiment, 87.5% of participants
indicated that they preferred the interactive timeslicing, with interactive animation second, and
small multiples as the least preferred option. The primary criticism of small multiples was that,
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Figure 5.6: Participant interface rankings. Cells annotated by number of votes and darker cells corre-
spond to more votes. Rating is 1st, 2nd, or 3rd.
for tasks involving the far in time condition, it was impossible to put both timeslices on-screen
simultaneously to compare them directly. Participants found it challenging to remember edge
positions and edge presence when they had to scroll through many intermediate representations
to reach the comparison target.
The memory cost was also probably a factor in the ranking of animation. However, this
was less pronounced as the interactive animation interface made it simpler to switch backwards
and forwards in time without viewing intervening timeslices.
Summary and Discussion. For both the near and far conditions, interactive timeslicing out-
performs animation and small multiples in terms of correctness and completion time, confirm-
ing our conjectures for all research questions. There were no other significant differences found
in the experiment. Interactive timeslicing was primarily designed for dynamic graphs spanning
a long interval of time and specifically for comparing distant points in time, as required by the
task. Animation incurs higher interaction costs by requiring interaction to play the animation
back and forth between the distant time periods. Small multiples requires the participant to
scroll back and forth between the distant time periods. Also, both animation and small multi-
ples require participants to remember the structure at distant time points, whereas interactive
timeslicing can show representations simultaneously and side-by-side on the screen. It seems
that this benefit offsets the added interaction cost of interaction timeslicing. It is important to
note that we did not see a significant difference between animation and small multiples for
either near or far. This could be because neither of these interfaces were designed with long
time series in mind. Thus, to compare distant points in time, these interfaces were too taxing
on memory and interaction, which dominated the result.
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Figure 5.7: An example of a vignette with a cluster of purple nodes, as shown to participants during
Exp. 2
5.5 Task 2: Graph Structure Changes Over a Time Interval
This experiment tests how interactive timeslicing performs over a time interval when examining
a change in graph structure. A time interval is several consecutive timeslices. In terms of our
research questions, we conjectured that interactive timeslicing would not perform as well on
this task type because it is mainly designed for time points and not continuous intervals (Q1
and Q2). We also felt that the performance of interactive timeslicing would decrease with far
trials because a longer interval of time needed to be considered, and more information needed
to be remembered (Q3).
Procedure. The on-screen prompt provided to participants for experiment two was: ‘select a
timeslice between the red lines where the cluster of purple nodes is most dense.’
The video figure in the supplementary material illustrates how participants answered this
task on all three interfaces. Participants saw a pair of red lines on interface timelines (see Fig-
ure 5.1, (A), on all interfaces), indicating the beginning and end of the time interval of interest.
Successful completion of the task involved investigating every six-hour timeslice within this
interval to identify the timeslice in which there were the highest number of connected purple
nodes (see Figure 5.7 for an example).
When participants were confident that they had found the correct answer, they would tap a
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button above the timeline to switch into ‘answer entry’ mode. In this mode, participants would
slide a green time window (the fixed size of one timeslice) to the position on the timeline
containing their answer.
Measurements. Time (s) and accuracy were measured for this experiment. Accuracy in-
volved comparing the number of edges between purple nodes in the selected timeslice (ns) to
the timeslice where the number of edges is a maximum (the correct answer) (na). In order to
do this, we use the following measure:
c = 1  na  ns
na
(5.5)
The value of this measure is 1 when the correct answer is selected and diminishes to zero
with a window of fewer and fewer edges between the purple nodes.
Results. Correctness and completion time are shown in Figures 5.8 and 5.9 respectively.
After a Holm–Bonferroni correction, we found no significant differences in correctness be-
tween interfaces in neither near nor far conditions. In terms of completion time on near,
small multiples outperformed animation by 9.3s (animation 1.24⇥ slower) (t = 3.31, d f = 23,
p = 0.003) and interactive timeslicing outperformed animation by 9.1s (animation 1.24⇥
slower) (t = 3.54, d f = 23, p = 0.002). On far, small multiples outperformed both anima-
tion 17.8s (animation 1.34⇥ slower) (t = 4.01, d f = 23, p < 0.001) and interactive timeslicing
21.8s (interactive timeslicing 1.42⇥ slower) (t =  6.67, d f = 23, p < 0.001). No other sig-
nificant differences were found.
Participant Survey. After completing the experiment, participants ranked each condition
on a scale of 1 (best) to 3 (worst) to indicate their preference for conditions to complete the
given task type. These ranking responses can be seen in Fig. 5.6. For this experiment, 92%
of participants preferred small multiples for completing tasks of this type. Animation ranked
second, and 67% of participants ranked interactive timeslicing as the worst.
There was widespread frustration among participants while using the interactive timeslic-
ing condition during this experiment. The comparison of a number of time points within a time
interval required much interaction effort. A large amount of very precise interactions were
required to position and reposition the timeslices; in contrast, small multiples simply required
scrolling the vignette display area while looking at the screen. For this task type interactive
timeslicing was also vulnerable to ‘fat finger’ [289] problems, where participants aimed to
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Figure 5.8: Experiment 2 correctness (Equation (5.5)) for the near (top) and far (bottom) conditions.
The dot represents the mean, square the median, and 95% CIs shown. Pairwise lines indicate p-values
with solid lines indicating significant differences.





















Figure 5.9: Experiment 2 completion time in seconds for the near (top) and far (bottom) conditions
without log transform. The dot represents the mean, square the median, and 95% CIs shown. Pairwise
lines indicate p-values with solid lines indicating significant differences.
carry out one operation but accidentally triggered a different one due to imprecise touching of
the screen. A typical example occurred when a participant tried to move a time window selec-
tor but instead activated a resize operation by selecting a handle for the selected time window.
The participant then had to return the time window to its previous size and attempt to carry out
the repositioning operation again.
Summary and Discussion. For this experiment, we found no significant differences in cor-
rectness. Therefore, we have no evidence that any interface was more accurate than another, but
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some of the interfaces were more efficient. When the time interval is smaller, we can conclude
that animation is slower than small multiples and interactive timeslicing. Interactive animation
is the only one of these interfaces where all timeslices of the time interval must be remembered
in order to compare them. For both small multiples and interactive timeslicing, some of the
time interval representation can be offloaded to the interface as multiple timeslices are shown.
When the time interval is wider, we can conclude that small multiples is faster than both an-
imation and interactive timeslicing. As the interval of time considered increases, interactive
timeslicing is more strongly affected as this technique is based on individual timeslices. The
implementation of small multiples from this experiment provides a more natural interaction
with a time interval as all timeslices must be contiguous.
5.6 Task 3: Attribute Changes at Points in Time
This experiment tests performance when reading attribute values at multiple, disjoint, time
points. In terms of research questions, we thought that interactive timeslicing would perform
well here (Q1 and Q2). We felt that this difference would increase for the far level (Q3).
Procedure. This third experiment’s instruction was ‘each pair of red (start) and blue (stop)
lines signify a timeslice where a pink node is present. In which timeslice is the pink node small-
est?’. The video figure in the supplementary material illustrates how participants answered this
task on all three interfaces. A randomly selected node, present throughout the interval of inter-
est, was given a minimum attribute value at precisely one of those timeslices and a maximum
value in all others. Bright pink was chosen as the colour of the target node for contrast reasons
to minimise visual search time. The standard node size is 3.3⇥ bigger than the size of the
smaller answer node. An example of a normal pink node vs the smallest pink node can be seen
in Figure 5.10.
The procedure for submitting answers for this task was the same as Exp 2, with participants
using a button to enter ‘answer mode’ and moving a timeslice, of fixed size, to their answer
position.
Measurements. Time (s) and accuracy were measured for this experiment. There was only
one correct answer where the attribute was at its minimum value. Therefore, a score of 1 was
recorded for each task answered correctly and 0 for an incorrect answer.
132
5.6. Task 3: Attribute Changes at Points in Time
Figure 5.10: Two vignettes, as seen during task 3, with a standard size pink node (left) and a small size
pink node (right). Pink nodes are highlighted with a blue circle for the purposes of readability, but this
was not present on the experiment interfaces.
Results. Correctness and completion time are shown in Figures 5.11 and 5.12 respectively.
After a Holm–Bonferroni correction, we found no significant differences between the interface
conditions in neither the near nor the far condition. All interfaces had median 100% correct-
ness for this experiment for both near and far conditions. In terms of completion time on near,
all pairwise differences were significant with interactive timeslicing outperforming both small
multiples by 6.3s (small multiples 1.19⇥ slower) (t = 4.45, d f = 23, p< 0.001) and animation
by 13.6s (animation 1.42⇥ slower) (t = 8.52, d f = 23, p < 0.001), and small multiples out-
performing animation by 7.3s (animation 1.19⇥ slower) (t = 4.80, d f = 23, p < 0.001). On
the far condition, small multiples outperformed animation by 26.1s (animation 1.96⇥ slower)
(t = 12.7, d f = 23, p < 0.001) and interactive timeslicing outperformed animation by 26.7s
(animation 2.00⇥ slower) (t = 11.8, d f = 23, p < 0.001). The remaining pairwise difference
between interactive timeslicing and small multiples was not significant.
Participant Survey. After completing the experiment, participants ranked the interfaces on
a scale of 1 (best) to 3 (worst) in order of preference to complete the given task type, for full
results see Fig. 5.6. There was no clear preference for a single interface for completing this
task type. However, animation was intensely disliked with 87.5% participants giving it a rank
of 3. There is a relatively low interaction cost for small multiples and interactive timeslicing
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Figure 5.11: Experiment 3 correctness for the near (top) and far (bottom) conditions. The dot represents
the mean, square the median, and 95% CIs shown. Pairwise lines indicate p-values with solid lines
indicating significant differences.





















Figure 5.12: Experiment 3 completion time in seconds for the near (top) and far (bottom) conditions
without log transform. The dot represents the mean, square the median, and 95% CIs shown. Pairwise
lines indicate p-values with solid lines indicating significant differences.
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for this task, whereas animation required participants to scroll across the timeslices. Interactive
animation also required a much higher concentration level for this task type than the other inter-
faces, with participants having to identify the target node and then remember its position while
animating the graph. The opposite is the case for interactive timeslicing and small multiples
where all nodes and edges were always visible, meaning participants simply had to identify the
pink node in each time window of interest rather than attempt to remember the previous node
position.
Summary and Discussion. For this experiment, no significant differences were found in
terms of correctness. Hence there is no evidence supporting superior accuracy of any of the
interfaces. In terms of completion time for near, all pairwise differences were significant with
interactive timeslicing the fastest, followed by small multiples, and then animation. As the
near condition is closest to previous experiments [19, 102], small multiples outperforming in-
teractive animation is consistent with this result. For far, we did not see a difference between
interactive timeslicing and small multiples where there was one for near. However, animation
is significantly slower than both interfaces. There could be many reasons why we did not find
a difference between small multiples and interactive timeslicing. One possible interpretation is
that the task is less demanding on participant memory (remembering a single node instead of
a collection of edges), and thus, the difference is less pronounced. Further experimentation is
required to test this hypothesis.
5.7 General Discussion
We first summarise the main results from the experiment based on the research questions from
Section 5.2. Answers to the questions vary depending on the task, with Experiment 1 and 3
showing similar patterns but different from Experiment 2.
In Experiments 1 and 3, task completion times with the different techniques (Q1) show the
clear advantage of interactive timeslicing over the other techniques. We take this to indicate
that interactive timeslicing facilitates time navigation between discrete points, which is what
the tasks from Experiments 1 and 3 have in common. There is one exception: in the far con-
dition of Experiment 3, small multiples and interactive timeslicing showed similar completion
times (i.e., we observed a difference between the near and far conditions — Q3). We attribute
this to a reduced memory requirement for that condition. Occasionally small multiples visibly
outperformed animation. In accuracy (Q2), interactive timeslicing also showed a clear advan-
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tage over the other two techniques in Experiment 1, but not in Experiment 3, where accuracy
was high for all interfaces and statistically indistinguishable.
Experiment 2 has very different results. Small multiples was faster than the other tech-
niques in the far condition (Q1), although statistically indistinguishable from interactive times-
licing in the near condition. Accuracy measurements in this experiment show reasonably large
differences in means, but the large variance in the trials prevents us from finding statistically
reliable differences between interfaces in both near and far conditions (Q2). A possible ex-
planation of why small multiples performed significantly better is that it naturally represents
consecutive time windows that can be scrolled through easily.
When considering the survey data, no interface was preferred by the majority of partici-
pants for all tasks. Instead, interface preference is task-dependent. For the first and second
experiments, the rankings did indicate clear interface preferences for completing those task
types; interactive timeslicing and small multiples ranked first for those experiments, respec-
tively. In contrast to Experiment 1 and 2, there was no clear preference for a single interface
for completing the third experiment. From our observations of Experiment 3, there seemed to
be fewer ‘fat finger’ [289] interaction mistakes with interactive timeslicing than in Experiment
2. This likely is because there was no requirement to move or resize a time window after the
initial definition stage (barring participant error). One participant remarked that their version of
a perfect interface would be small multiples with the ability to make selected vignettes appear
and disappear, better to facilitate side-by-side comparison of highly distant time points.
Interactive animation is often slower and less preferred but with no difference in correct-
ness, meaning it is a less efficient way of finding the correct solution. On Experiment 1, it is
significantly slower than interactive timeslicing. On Experiment 2, it is significantly slower
than small multiples. On Experiment 3, it is significantly slower than the other two interfaces.
Thus, for tasks involving time navigation as tested in these experiments, we confirm some re-
sults of other experiments on dynamic data [18, 21, 56, 102, 255]. One possible conjecture for
why it is slower is that the participant has no idea where to look in the animation when un-
dertaking an exploratory task. Although there are some preliminary results [255], it remains
an open question of whether animation works well for explanatory tasks where a presenter can
point out regions of interest for another viewer to understand.
Brehmer et al. [56] compared the efficiency of animation and small multiples on mobile
phones for animated scatterplots. This previous experiment found that small multiples was
usually faster than animation with no difference in correctness. One could view our study as a
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somewhat analogous test on large displays with a touch interface that confirms several results
comparing the interactive animation and small multiples conditions.
As with all experiments, experimental design choices cause limitations in result inter-
pretability. One such choice is that we prioritised counterbalancing the interfaces, not the
experiments or near/far factor, to reduce experimental noise. Thus, later experiments might
have had more tired participants, and earlier experiments had less training. Far tasks might
have benefited from the experience of having done the near tasks first. Nevertheless, we hy-
pothesise that it is unlikely that training or fatigue might have affected the interfaces differently.
As we do not directly compare the performance of the near factor to the far factor this means
that the effect of the potential confounds of task and factor order is minimised.
All trials in our experiment use parts of the same dynamic network data. Although this
dynamic graph is long in time with much variability in the different time points and intervals
of the different trials, it is important to test other datasets in the future for the sake of gener-
alisability and to explore further which types of structures or values might affect the different
interfaces.
In order to keep a reasonable experiment length, we only tested three task types, but under-
standing how these interfaces perform for a broader set of tasks (e.g., additional ones from [11]
or [2,172]) would produce further insights. We only test our interfaces with node-link diagrams
despite matrices being another popular method for representation [37]. Testing the interfaces
with a wider range of graph representations and task types would ensure that results are more
generalisable.
It is also important to remark that we also made specific design decisions in the implemen-
tation of the visualisation interfaces, usually to support fair comparison between techniques.
For example, only four small multiples were visible at a time and scrolling was required, and
the most basic form of interactive animation was used whereby individual events are controlled
with a slider. Similarly, we used linear interpolation in our animations; staged animated tran-
sitions could be considered [26, 78]. Other design choices made in the development of the
interfaces, such as the different colours on the background of the small multiples timeline and
the set timeslice size within all interfaces, were to allow the exact answering of the questions
posed to the users. The effects of some of these secondary design decisions have the poten-
tial to be important but are out of scope for this work. Future work manipulating additional
parameters will be welcome and should compare and further extend our findings.
It is possible that the size of the display or the portion of the field of view that it covers
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could explain some of the differences that we observed. Investigating how performance with
these interfaces varies will provide generalisability, but it could also offer valuable insights to
design improved variants that are even better.
In this chapter, we have presented the results of a series of experiments intended to formally
evaluate methods to visualise dynamic networks on large touch displays. We were primarily
interested in comparing interfaces for tasks that involve cross-time operations to see network
structure and attribute variation. Two of our selected interfaces, interactive animation and small
multiples, are already well studied in previous literature [18, 56, 102, 255]. Our third selected
interface, interactive timeslicing, has not previously been experimentally evaluated.
Due to the lack of existing evaluations for interactive timeslicing, assessing interface per-
formance with solo participants is a necessary starting point. However, large displays are
commonly used in collaborative settings, and previous evaluations have shown the value of
collaboration for graph exploration [239]. With this in mind, future experiments evaluating the
usability of these interfaces for collaborative situations is vital.
We must also understand how interactive timeslicing compares to interactive animation and
small multiples on standard desktop displays when the participant can use a mouse to interact
with the representation, rather than the large touch screen display as tested in this chapter. It
is possible that some of the advantages and disadvantages that we observed are significantly
affected by the type of input (e.g., direct touch vs indirect mouse). Although we have justi-
fied testing with touch input as the more natural way to work on large collaborative displays,
indirect inputs such as computer mice or touchpads are probably still a more common way to
interact with dynamic network visualisations. We carry out an experiment in Chapter 6 to test
the performance of interactive timeslicing against interactive animation and small multiples on
personal displays with mouse input.
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When introducing a novel graph visualisation method, generalisability is a crucial compo-
nent of the interface. While it is certainly possible to generate interfaces and methods which
are specific to, and only work on, a handful of datasets, or work in very few particular situa-
tions, this is not efficient or ideal. Therefore the generalisability of any method across tasks,
datasets, and hardware is essential.
Results presented in Chapter 5 demonstrate that interactive timeslicing outperforms inter-
active animation and small multiples for tasks involving distant time points. Therefore we must
understand how our interactive timeslicing interface can generalise to standard displays with
indirect mouse input. Large touch-screen displays are not easily accessible or available for the
majority of users. This is particularly the case given the current pandemic which necessitates
home working where possible.
We considered that interactive timeslicing would still outperform interactive animation and
small multiples on smaller screens as the problem is not necessarily one of available screen
real-estate. Therefore we adapt our interfaces from Chapter 5 to work on standard (sub 32")
displays with full HD resolution (1920x1080) and mouse input and carry out a further study.
Our secondary requirement was that this experiment was run in a fully remote manner,
but the required tutorial and general overhead meant that this was not an experiment suitable
for distribution via unmoderated settings. Therefore, we ran the experiment via Zoom video
conferencing software by giving participants control of the experimental machine [198]. We
discuss the clear implications and learning opportunities for this choice in Chapter 6.7.
From the previous study results, detailed in Chapter 5, we have a loose idea of the type of
tasks that interactive timeslicing performs well for on a large touch-screen display. However,
we do not know if this superior performance will hold for standard displays with a conventional
mouse input method. We hypothesised that it was likely that advantages inherent to interactive
timeslicing would carry across, namely comparison of points that are not co-located in time;
but also that some disadvantages of interactive timeslicing – such as in task 2, the so-called ‘fat
finger’ problem – could be negated with the more accurate mouse-pointer. It was also likely
that disadvantages inherent to small multiples and interactive animation, namely the memory
and interaction costs, respectively, would hold. However, we were unsure if the advantage of
small multiples for Experiment 2 would carry across on a smaller screen.
There are many existing experiments which test interactive animation against small mul-
tiples for normal displays with mouse input [18, 20, 21, 49, 102, 263, 271, 309], and for large
wall displays with mouse input [41, 43], but as yet there have been no experiments which test
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interactive timeslicing in either of these contexts. The majority of these experiments have fo-
cused on the structural properties of the network first and the temporal navigation second. For
dynamic graphs that are long in time, no experiments have been run. We address this problem
by formally evaluating approaches to interact with long in time dynamic graphs on standard
displays with mouse input. We gained ethical approval for the experiments detailed in this
chapter 1.
6.1 Experiment Interfaces
For this study, we consider the same three dynamic graph visualisation techniques as in Chap-
ter 5: small multiples, interactive animation, and interactive timeslicing.
Interactive animation and small multiples are well-explored methods for visualising dy-
namic data as they allow the time dimension, a key component, to be encoded either in time,
as in animation, or space, as in small multiples [37]. Multiple experiments have shown that
small multiples generally outperform interactive animation for dynamic graph tasks in speed
and accuracy.
We originally introduced interactive timeslicing in Chapter 3 and verified the general us-
ability of the method across two evaluation sessions with three social science researchers, de-
tailed in Chapter 4. The intention of interactive timeslicing was to address the primary disad-
vantage of small multiples; namely that it is tough to compare timeslices that are not co-located
in time, and are therefore separated by some distance both in time and physically on the screen
within the representation, and that by constraining timeslice size and position it means that
important within-timeslice events may be lost.
Across all interfaces, node-link diagrams were used for all graph representations as they
are popular in media and are well explored in literature [37]. All approaches were implemented
to work on a display of any size with full HD resolution (1920x1080). Rather than reducing the
maximum number of possible timeslices, we instead reduce the pixel size available for each
timeslice and re-scale interfaces. In addition, all interfaces were modified to use a mouse rather
than touch control as part of porting them from a touch-screen display design to a standard
display with mouse input.
1All experimental material is available on the OSF at https://osf.io/bdpnr/?view_only=
8d2e29693b714b7d8bb4abd407ad8e56.
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6.1.1 Differences and Implications
We modify the interfaces shown in Figure 5.1 to fulfil our use case here. We uniformly re-scale
the interfaces from 4k resolution (3840x2160) to full HD resolution (1920x1080) by changing
width and height values in the underlying code. Therefore the primary difference is that some
elements on the screen are physically smaller, though we theorise that this will have a minimal
impact on the results given that participants are typically closer to their desktop displays than
they were to our touch-screen display. In the first study, we frequently observed participants
stepping back and fore with the large display to get an overview of the screen elements.
Also, we move from the direct touch interaction to an indirect mouse interaction method.
Indirect mouse interaction is generally considered to have higher precision, and we hypothesise
that this will have the most significant impact on the results of the second study. We also carry
out this study in a fully remote manner via Zoom video conferencing software. Zoom allows
us to give participants control over the experimenters machine while screen sharing, avoiding
issues setting up the experimental software on each participants machine.
6.2 Experiment and Research Questions
Our general goal is to provide empirical evidence that can support the design of better inter-
faces for time navigation when exploring dynamic networks. We also want to understand the
differences between interfaces on large touch-screen displays and interfaces on standard dis-
plays with mouse input. Thus, we designed three experiments, each testing a different task.
For each experiment we seek to answer the following questions:
Q1 Which interface will have the lowest completion times for the selected tasks?
Q2 Which interface will be the most accurate for completing the selected tasks?
Q3 How does distance in time between data elements of interest affect the performance with
the different interfaces?
Q4 How does each result compare to the study carried out on the large touch-screen display?
6.3 Experimental Approach
We describe our iterative process for experiment and task creation in Chapter 5.2. We use
the same set of tasks and experiments here. Initially we explored existing dynamic graph task
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taxonomies [2, 11, 172] and made use of our findings from previous observations of analysts
working with dynamic networks [188].
As with the study reported in Chapter 5 we ran the three experiments with the same partic-
ipants in the same session. We prioritise comparing results across interfaces on the same task;
to reduce noise from order effects on our comparisons of interest, we run the three experiments
in the same order for all participants (i.e., we do not randomise experiment order). Experiments
took place in late October 2020 and took approximately 90 minutes to complete.
6.3.1 Participants
Twenty-four volunteers (16 male, 8 female, 18 and 45 years old) from our university partici-
pated in the study. Participants were offered a £10 Amazon voucher as an incentive. We chose
to have the same number of participants as the previous experiment to allow comparisons and
ensure proper counterbalancing. We used a simple questionnaire to screen participants without
typical colour vision and those who did not have basic computer and mathematics experience.
We also used the questionnaire to ensure that participants had screens with the correct resolu-
tion (1920x1080) and that they had an external mouse for input as we encountered usability
problems using trackpads for input at the piloting stage. We did not require prior knowledge
of networks.
Before beginning the first experiment, participants filled a short demographic questionnaire
indicating their familiarity with networks and network graph visualisation using a 1–5 Likert
scale. We also asked participants for the physical size of the display they were using and the
maximum resolution of their display. Participants were also asked to ensure that their display
resolution was set to 1920x1080. Six participants gave their familiarity as 1 (no knowledge),
seven as 2, six as 3, two as 4, and three as 5 (high knowledge). When compared to the results of
the first experiment (see Figure 6.1), we can see that participants of this study are more likely
to rate themselves as having lower knowledge.
6.3.2 Apparatus
The apparatus and development method are as set out in Chapter 5. For this study, all three
of our interfaces were implemented for a display of any size with full HD resolution (1920 by
1080 pixels) using mouse input.
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Figure 6.1: A comparison of participant responses regarding their knowledge of networks. We used a
Likert scale where 1 denotes no knowledge, and 5 represents a high level of knowledge. On the left is
the study detailed in Chapter 5, and the right is the study for this chapter.
6.3.3 Experimental Dataset and Graph Layout
The dataset used in these experiments is described at length in Chapter 5.3.3. We make no
dataset changes for this experiment.
6.3.4 Experimental Design and Procedure
All three experiments share an identical structure in terms of factors, conditions, and repeti-
tions. The main manipulation of interest is interface, with the three interfaces Anim, Mult, and
Int TS as levels—see Chapter 5.1. One factor is temporal distance (near and far), which ma-
nipulates the separation of the target timeslices or the length of the time interval involved in
the task. In the near condition, timeslices had a separation of 18 hours (three timeslices) while
in the far condition timeslices had a separation of four days (16 timeslices).
We performed a within-participant design with participants completing three repetitions
for each cell, for a total of 18 trials, as well as two additional easy tasks on each interface for
training which was discarded before data analysis. Participants carried out trials (including
training) in three blocks of 8, with 15-second breaks between each block. Possible ordering
effects were counterbalanced using Latin squares for each participant, shown in Table 5.1 of
Chapter 5. A participant always used the interfaces in the same order for each experiment that
they completed. Trials in the near condition always took place before trials in the far condition.
We did not counterbalance temporal distance because we are not interested in the quantitative
comparison of performance between near and far conditions for the same interface.
Prior to the real trials of each interface condition, participants received a tutorial on the
specific interface and carried out one trial example. Upon completion of each experiment, par-
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ticipants ranked each condition on a scale of 1 (best) to 3 (worst), according to their preferred
interface for completing the type of tasks tested. The experimenter also collected qualitative
notes during the experiment. Participants had the opportunity to make other comments and
share their thoughts about the tasks, interfaces, and interaction method.
6.3.5 Statistical Methodology
The statistical methodology was decided during the experimental design process and recorded
before data collection. This experiment followed the same methodology as detailed in Chap-
ter 5.3.5.
After applying a Shapiro-Wilk test with a = 0.05 to each condition of near and far for each
experiment separately, it was evident that most of our data had a non-normal distribution, as
in the previous experiment. For this reason, our statistical analysis follows the same process
outlined in Chapter 5.3.5.
The results are presented in the next section. In all result figures, blue corresponds to an-
imation (Anim), red to small multiples (Mult), and orange for interactive timeslicing (Int TS).
The mean is indicated using a circle and the median using a square. Error bars represent boot-
strapped 95% confidence intervals computed using 250,000 repetitions. We report p-values to
three decimal places in all figures [40, 126, 127, 326]. Solid lines indicate statistical pairwise
significance after Holm-Bonferroni correction, and dashed lines indicate no statistical pairwise
significance after correction.
6.4 Task 1: Graph Structure Changes at Points in Time
This study tests completion time and accuracy for tasks where the graph structure had to be
compared at two separate time points. Our hypotheses for this task in the remote study were the
same as those for the in-person study. We did not expect to see significantly different results to
those recorded in the previous study.
Procedure. The task and procedure were the same as for the experiment detailed in Chap-
ter 5.4, the only significant difference is that participants used a mouse for input rather than
direct touch interaction with the screen. Participants were given the position of two timeslices
and told to select edges in the first timeslice that did not appear in the second.
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Measurements. Time (number of seconds) and accuracy were measured for this experiment.
Accuracy involved comparing the set of edges selected by the user and the set of edges present
in the correct answer of the question. In order to evaluate correctness in this case, we employ
a method from pattern recognition and information retrieval. A perfect answer would have
perfect precision (p) (no edges outside the correct answer are selected) and perfect recall (r)
(all of the edges in the correct answer are selected). The equation used to score precision and
recall is shown in Equation 5.2.
The value of p and r are defined in the following way. Consider two edge sets: the set of







Results. Correctness and completion time are shown in Figures 6.2 and 6.3 respectively. Af-
ter a Holm–Bonferroni correction, we found no significant differences in terms of correctness
for the near or far conditions. In terms of completion time, however, we find many signif-
icant differences. On near, interactive timeslicing outperforms animation with a difference
of 28s (animation 1.24⇥ slower) (t = 3.97, d f = 23, p < 0.001) and small multiples with a
difference of 22s (small multiples 1.20⇥ slower) (t = 2.72, d f = 23, p = 0.012). On far, in-
teractive timeslicing outperforms animation with a difference of 26s (animation 1.25⇥ slower)
(t = 2.94, d f = 23, p = 0.007) and small multiples with a difference of 52s (small multiples
1.41⇥ slower) (t = 5.32, d f = 23, p < 0.001).
Participant Survey. After completing the experiment, participants ranked each condition on
a scale of 1 (best) to 3 (worst) to indicate their preference for conditions to complete the given
task type. These ranking responses are in Fig. 6.4. For this experiment, 96% of participants
indicated that they preferred the interactive timeslicing, with interactive animation second, and
small multiples as the least preferred option. The primary criticism of small multiples was
the same as in the previous experiment; namely, for tasks involving the far in time condition,
it was impossible to put both timeslices on-screen simultaneously to compare them directly.
Participants found it challenging to remember edge positions and edge presence when they
had to scroll through many intermediate representations to reach the comparison target. The
memory cost was also probably a factor in the ranking of animation. However, this was less
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Figure 6.2: Experiment 1 correctness for the near (top) and far (bottom) conditions as computed by
the F1 score (Equation (5.2)). The dot represents the mean, square the median, and 95% CIs shown.
Pairwise lines indicate p-values with solid lines indicating significant differences.





















Figure 6.3: Experiment 1 completion time (s) in seconds for the near (top) and far (bottom) conditions
without log transform. The dot represents the mean, square the median, and 95% CIs shown. Pairwise
lines indicate p-values with solid lines indicating significant differences.
pronounced as the interactive animation interface made it simpler to switch backwards and
forwards in time without viewing intervening timeslices.
Summary and Discussion. For both the near and far conditions, interactive timeslicing out-
performs animation and small multiples in terms of completion time, but not correctness. Given
our initial conjecture was that interactive timeslicing would outperform both other interfaces
for both completion time and correctness, we were only partially correct. This also contradicts
the results of our first study, where interactive timeslicing was better for both measures. Also,
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Figure 6.4: Participant interface rankings. Cells annotated by number of votes and darker cells corre-
spond to more votes. Rating is 1st, 2nd, or 3rd.
animation significantly outperforms small multiples in terms of time for the far condition; a
difference present in the first experiment but without a significance measure.
Interactive timeslicing was designed for tasks involving the comparison of disjoint time
points, meaning it is particularly well-suited to this experiment. Animation incurs interac-
tion costs for both the near and far conditions, whereas the interaction cost of small multiples
appears to primarily disadvantage it for the far condition where a much larger number of inter-
actions occur.
The lack of significant difference in any correctness measure is unusual compared to the
previous experiment using the large, touch-screen, display. However, participants generally
took longer to complete this task than in the previous experiment and so it is possible that the
extra time spent translated to a more uniform correctness measure. The uniform correctness
measures mean that each task was possible to complete with each interface, ergo each interface
was usable for this task, and the primary differences were in user experience and completion
time.
6.5 Task 2: Graph Structure Changes Over a Time Interval
This experiment tests how interactive timeslicing performs over a time interval when examining
a change in graph structure. A time interval is several consecutive timeslices. Our conjecture
for this experiment was the same as for Experiment 2 in the touch-screen display study. We
did not expect interactive timeslicing to perform well due to its design not natively facilitat-
ing the comparison of multiple continuous time points. However, we hypothesised that the
more precise indirect mouse interaction would improve the general performance of interactive
timeslicing for this experiment.
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Procedure. The task and procedure were the same as for the experiment detailed in Chap-
ter 5, the only significant difference is that participants used a mouse for input and interaction
rather than direct touch interaction with the screen. The on-screen prompt provided to partic-
ipants for experiment two was: ‘select a timeslice between the red lines where the cluster of
purple nodes is most dense.’
Measurements. Time (s) and accuracy were measured for this experiment. Accuracy in-
volved comparing the number of edges between purple nodes in the selected timeslice (ns) to
the timeslice where the number of edges is a maximum (the correct answer) (na). The equation
that we used to do this is given in Equation 5.5.
The value of this measure is 1 when the correct answer is selected and diminishes to zero
with a window of fewer and fewer edges between the purple nodes.
Results. Correctness and completion time are shown in Figures 6.5 and 6.6 respectively.
After a Holm–Bonferroni correction, we found significant differences in correctness only
for the far condition where small multiples outperformed animation by 12 percentage points
(W = 161.5, p = 0.005) and small multiples also outperformed interactive timeslicing by 18
percentage points (W = 418.5, p = 0.004).
In terms of completion time on near, small multiples outperformed animation by 12s (ani-
mation 1.17⇥ slower) (t = 4.36, d f = 23, p < 0.001) and interactive timeslicing outperformed
animation by 13s (animation 1.19⇥ slower) (t = 4.50, d f = 23, p < 0.001). On far, small
multiples outperformed both animation by 23s (animation 1.26⇥ slower) (t = 4.56, d f = 23,
p < 0.001) and interactive timeslicing 38s (interactive timeslicing 1.37⇥ slower) (t =  8.04,
d f = 23, p < 0.001). For the far condition animation also outperforms interactive timeslic-
ing by 14s (interactive timeslicing 1.14⇥ slower) (t =  2.40, d f = 23, p = 0.025). No other
significant differences were found.
Participant Survey. After completing the experiment, participants ranked each condition
on a scale of 1 (best) to 3 (worst) to indicate their preference for conditions to complete the
given task type. These ranking responses can be seen in Fig. 6.4. For this experiment, 92%
of participants preferred small multiples for completing tasks of this type. Animation ranked
second, and 71% of participants ranked interactive timeslicing as the worst.
Mirroring the previous study on touch-screen displays, participants mostly disliked using
interactive timeslicing for this task. We hypothesise that this was due primarily to the amount
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Figure 6.5: Experiment 2 correctness (Equation (5.5)) for the near (top) and far (bottom) conditions.
The dot represents the mean, square the median, and 95% CIs shown. Pairwise lines indicate p-values
with solid lines indicating significant differences.
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p < .001
Figure 6.6: Experiment 2 completion time in seconds for the near (top) and far (bottom) conditions
without log transform. The dot represents the mean, square the median, and 95% CIs shown. Pairwise
lines indicate p-values with solid lines indicating significant differences.
of interaction required with interactive timeslicing, compounded by a small lag in the remote
video conferencing software that meant that very precise mouse interaction was all but impos-
sible. We discuss the presentation of this lag, and the broader implications for the results of
this experiment, in Chapter 6.7.
Summary and Discussion. We found significant differences in correctness with small mul-
tiples outperforming both animation and interactive timeslicing for the far condition for this
experiment.
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Similar to the in-person experiment, animation is slower than both interactive timeslicing
and small multiples in situations where the time interval is smaller. With smaller time intervals,
interactive timeslicing does not require time windows to be moved, hence a greatly reduced
interaction cost, and there is little to no memory cost to the participant.
However, where the time interval is wider, small multiples outperforms both other inter-
faces. For interactive timeslicing, this can be explained by both the number of interactions
required and the memory cost of not having all timeslices visible. The implementation of
small multiples from this experiment provides a more natural interaction with a time interval
as all timeslices must be contiguous.
6.6 Task 3: Attribute Changes at Points in Time
This experiment tests performance when reading attribute values at multiple, disjoint, time
points. In terms of research questions, we thought that interactive timeslicing would perform
well here (Q1 and Q2). We felt that this difference would increase for the far level (Q3).
Procedure. The task and procedure were the same as for the experiment detailed in Chap-
ter 5, the only significant difference being that participants used a mouse for input and interac-
tion rather than direct touch interaction with the screen. Participants were shown four timeslice
positions and had to identify in which timeslice a specified hot pink node was at its smallest
size.
Measurements. Time (s) and accuracy were measured for this experiment. There was only
one correct answer where the attribute was at its minimum value. Therefore, a score of 1 was
recorded for each task answered correctly and 0 for an incorrect answer.
Results. Correctness and completion time are shown in Figures 6.7 and 6.8 respectively.
After a Holm–Bonferroni correction, we found no significant differences between the cor-
rectness of the interface conditions for either the near or the far condition. All interfaces
had median 100% correctness for this experiment for both near and far conditions. In terms
of completion time on near, all pairwise differences were significant with interactive times-
licing outperforming both small multiples by 5s (small multiples 1.11⇥ slower) (t = 2.40,
d f = 23, p   value = 0.025) and animation by 13s (animation 1.24⇥ slower) (t = 5.97,
d f = 23, p < 0.001) Small multiples also outperforms animation by 8s (animation 1.15⇥
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Figure 6.7: Experiment 3 correctness for the near (top) and far (bottom) conditions. The dot represents
the mean, square the median, and 95% CIs shown. Pairwise lines indicate p-values with solid lines
indicating significant differences.





















Figure 6.8: Experiment 3 completion time in seconds for the near (top) and far (bottom) conditions
without log transform. The dot represents the mean, square the median, and 95% CIs shown. Pairwise
lines indicate p-values with solid lines indicating significant differences.
slower) (t = 3.88, d f = 23, p < 0.001). On the far condition, small multiples outperformed
animation by 29s (animation 1.45⇥ slower) (t = 10.99, d f = 23, p < 0.001) and interactive
timeslicing outperformed animation by 31s (animation 1.48⇥ slower) (t = 12.38, d f = 23,
p < 0.001). The remaining pairwise difference between interactive timeslicing and small mul-
tiples was not significant.
Participant Survey. After completing the experiment, participants ranked the interfaces on
a scale of 1 (best) to 3 (worst) in order of preference to complete the given task type. For
full results see Fig. 6.4. There was no clear preference for a single interface for completing
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this task type. However, animation was strongly disliked with 92% participants giving it a
rank of 3. Reflective of the study using the touch-screen display, there is a relatively low
interaction cost for small multiples and interactive timeslicing for this task, whereas animation
required participants to scroll across the timeslices. Interactive animation also had a much
higher memory cost for this task than the other interfaces; participants had to identify the
target node and then remember its position while simultaneously interacting to animate the
graph.
Summary and Discussion. For this experiment, no significant differences were found in
terms of correctness. Hence there is no evidence supporting superior accuracy of any of the
interfaces.
In terms of completion time for near, all pairwise differences were significant with inter-
active timeslicing the fastest, followed by small multiples, and then animation. As the near
condition is closest to previous experiments [19, 102], small multiples outperforming inter-
active animation is consistent with this result. For far, we did not see a difference between
interactive timeslicing and small multiples where there was one for near. However, animation
is significantly slower than both interfaces. There could be many reasons why we did not find
a difference between small multiples and interactive timeslicing. One possible interpretation is
that the task is less demanding on participant memory (remembering a single node instead of
a collection of edges), and thus, the difference is less pronounced.
6.7 Discussion
We first summarise the results from this experiment based on the research questions defined
in Section 6.2. As with the previous study, Tasks 1 and 3 show similar patterns, while Task 2
differs.
For Tasks 1 and 3, task completion times with different techniques (Q1) show the strength
of interactive timeslicing over the other interfaces. Given that the high-level shared character-
istic of Tasks 1 and 3 is that they require the comparison of separate points in time, we take
this as an indication that interactive timeslicing is superior for tasks involving this comparison.
The one exception to this is the far factor of Task 3, where small multiples and interactive
timeslicing have similar completion times (Q3). This is likely a mixture of the interaction cost
inherent in interactive timeslicing, and the reduced memory cost for this type of single item
comparison with small multiples. For Task 3, small multiples also outperformed interactive
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animation (Q1) for both near and far factors; we hypothesise that this is because participants
had to scroll through all of the timeslices between the first and last in the interactive animation
interface.
Reflective of the first study, Task 2 shows a very different pattern of results. In terms of
time, small multiples is faster than both other techniques for the far factor (Q1) but is not
statistically significant compared to interactive timeslicing on the near factor. Unlike Tasks 1
and 3, and the previous study, we find significant differences in correctness for Task 2 though
only in the far factor. In this case, small multiples outperforms both interactive animation and
interactive timeslicing (Q2). For the latter, this is likely due to the technique’s memory cost,
whereas for the former, it is potentially a mixture of the memory cost and the high level of
concentration required to accurately count the number of edges appearing within an animated
timeslice.
Interactive animation is often slower than the other interfaces – i.e. it is never the fastest
interface for any task – and is also less preferred. There is only a difference in terms of correct-
ness for Task 2, meaning that interactive animation is simply a less efficient way of finding a
correct solution for tasks involving the comparison of multiple separate time points. For tasks
involving the continuous comparison of all events within a timeslice as in Task 2, however, in-
teractive animation is also less accurate and less efficient. On Task 1, it is significantly slower
than interactive animation for both the near in time and far in time factors. For Task 3, it is sig-
nificantly slower than both small multiples and interactive animation across both time factors.
This is supported by the results of other experiments for dynamic data [18, 102].
While there is previous work comparing animation and small multiples on standard dis-
plays with mouse input [18, 102], none of these experiments test interactive timeslicing or a
similar operation. This study confirms the generalisability of our time navigation technique in-
troduced in Chapter 3; the results of our two studies indicate that interactive timeslicing is the
most efficient interface for navigating between discrete points in time on both wall-mounted
touch screen displays and standard desktop displays with mouse input.
In this chapter, we have presented the results of a series of tasks to formally evaluate meth-
ods of visualising dynamic networks on standard displays. The study presented in the chapter
is a natural extension of the study described in Chapter 5 and has important implications for





Some aspects of the study design do limit the interpretability of the results. Participant fatigue
may have impacted later results as we chose to prioritise counterbalancing the interfaces, not
the task or time factor, to reduce experimental noise. This may also have impacted the earlier
results as participants will have had less training and may not have been fully comfortable with
the interfaces. This latter limitation may have been expressed further in the results for the far
in time factor as participants will have benefited from completing the near in time factor first.
Despite this, we do not hypothesise that training or fatigue impacted the interfaces differently.
We test the same three task types and representations as the previous study to ensure gen-
eralisability of the results. Further work should test our interfaces for a broader range of
tasks [172] and with more than one graph representation type, such as matrices [118,227,250].
One aspect of the remote nature of this study introduced a particular set of frustrations.
When screen and control sharing over Zoom, regardless of if the two machines are on the same
local network and regardless of network speed, there is a small but costly lag between the
controlling user (in this case, our participants) moving their input device and the mouse icon
moving on the screen. Participants were frequently frustrated by this phenomenon, particularly
for interfaces and tasks where precise control was needed.
The main casualty of this, similar to the ‘fat finger’ [289] problem in the previous study,
was interactive timeslicing during the second task. Moving timeslices led to some errors for
this task, but resizing previously defined timeslices was by far the most time-consuming and
error-prone operation. Participants also struggled with the edge selection necessary for Task 1,
though this was equally distributed across interfaces and factors, so there is not much within-
task variation evident. We see the overall impact of the ‘Zoom lag’ when comparing the cor-
rectness results for Task 1 between the two studies, and when comparing the time taken for all
tasks across both studies. Eventually, we plan to carry out this study in an in-person setting to
understand the real impact of this. Carrying out this study in person will also ensure that every
participant uses the same hardware and a standardised input device. Interestingly, the lag is
apparent only to the participant, and from the other side of the screen (i.e. to the researcher),
everything generally looks fine. Losev et al. [198] discuss their use of screen control via Zoom
for visualisation design and collaboration at length. They either do not encounter this problem,
do not find it problematic, or develop suitable mitigation strategies. Collaborative visualisa-
tion design is a somewhat different context to completing an experimental task alone, and this
change of scenario may be responsible.
155
6. Evaluating Time Navigation for Long in Time Dynamic Graphs on Personal Computers
A secondary factor is that the hardware used by participants was not standardised. We
required participants to set their screen resolution to Full HD before starting the study, but there
was a considerable variation in physical display size. As well as the physical display size, the
physical display composition may have an impact. For example, an OLED panel is generally
considered superior in brightness and sharpness to an LCD panel, and participants may have
had very different brightness and contrast settings which could have had some effect on target
finding for Task 3. That said, the considerable variation in hardware used by participants also
offers an extra argument for the generalisability of our findings. Given that we measure roughly
the same statistical pairwise differences as our first study, it is likely that hardware differences
did not significantly impact the results of this study.
We did not control for mouse sensitivity, where a 1 inch (physical) mouse movement with
one machine might translate to a 3-inch pointer movement on the screen, but with another
machine, this could translate to 0.5 inches on the screen. Participants with less sensitive mice
would need to physically move more for the same effect, likely increasing completion time and
physical fatigue. However, participants with more sensitive mice may have had an issue with
correctness, and therefore this could have increased their completion time; especially given the
control problems exacerbated by the observed lag.
Remote visualisation research introduces very specific problems and potential con-
founds [46, 198]. In future, this study should be repeated but in an in-person context on
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7. Discussion
The primary research question that we have worked towards addressing is:
• What are useful representations and interaction techniques that can improve the visuali-
sation of long-in-time dynamic networks?
We chose to primarily design and test on large vertically-mounted touch-screen displays
as existing work shows that physical navigation and embodied interaction techniques offer
performance benefits for most users [10,32,218], and that limitations of the visualisation begin
to shift away from the display and towards the user. Large displays are also able to facilitate
collaborative analysis in a way that is challenging for small displays [158], and they also allow
users to step back and fore for a more natural zoom experience [160]. For interaction with
the large display, we primarily support direct touch input as it generally performs on-par with
mouse input for most tasks [268], but touch is better able to facilitate collaborative working in
groups [159].
7.1 Dynamic Network Plaid
Our first contribution is the new interface for the visual analysis of dynamic network data that
we refer to as ‘the Plaid’. The Plaid maps time to a dimension in space, as a small multiples
representation would, but it does not automatically timeslice the data and generate the corre-
sponding node-link diagrams. Instead, we hand control of timeslicing entirely to the user and
also allow them to select any parts of the time range to compare directly. The majority of work
on visualising dynamic data using time-to-space representations (see Chapter 2.3.4) focuses
on timeslicing and displaying the whole graph in a continuous manner, meaning that tasks re-
quiring the comparison of points that are distant in time become unnecessarily challenging.
We use an area timeline to encode rates of activity at each time point as an entry point to the
visualisation.
In the Plaid, we also prioritise the consistent visualisation of interaction provenance. The
analysis tasks involved with large in time dynamic data generally result in complex interaction
stacking and, without some form of provenance data, this can make it very challenging and
time-consuming to reproduce, explain, or repeat a previous analysis. Very few dynamic graph
visualisation systems provide information about interaction provenance, let alone maintain its
presence on the screen as a constant feature, despite generally positive results reported for
systems with integrated interaction provenance [68,93,140,244,245,304]. Within this feature,
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we also provide support for interaction cascades – the user can complete their analysis on one
part of the graph and then duplicate all steps instantly by defining a new timeslice.
The large vertically-mounted touch-screen display provides extra screen real-estate that we
can leverage for the display of the interaction steps and corresponding states of the visual anal-
ysis. We know, from previous work [10,32,218], that large displays offer performance benefits
for most users and facilitate collaboration [158], assisted by the touch-screen interaction which
is also beneficial for groups of users carrying out analysis on the same interface [159].
In this system, we also facilitate multiple views of the graph via node-link diagrams, ma-
trices, and scatterplots. Node-link diagrams are superior for tasks involving pathfinding or
following and are more accessible for non-expert users [118, 227, 250], but they suffer from
problems with occlusion and are not ideal for large or dense graphs. As a mitigation strat-
egy for these issues, we also support matrices as they perform well for basic tasks regarding
single graph structure aspects [227] and are more suited to dense graphs [118]. Few existing
dynamic graph visualisation systems integrate and coordinate multiple view types, despite this
being highlighted as a mitigation strategy for the separate drawbacks of node-link and matrix
representations [143, 144].
To address the principal handicap of timeslicing, namely the flattening of within-
timeslicing events and loss of event order [290], we also provide a per-timeslice view of indi-
vidual events and their order of occurrence. While admittedly a simple visualisation technique,
it is unusual to see the integration of event-based visualisation alongside timesliced dynamic
graph visualisation in existing work. During the evaluation of the system, we also saw that our
participants used this additional view where they felt that there was an event-order effect on the
graph structure within a timeslice. A secondary strategy that we used to preserve event order
was to offer a view where nodes were coloured, using a light grey to black scale, based on
the time of their final appearance in the timeslice. However, this was an imperfect solution as
nodes can occur at multiple points in a timeslice, and we found that our event-order timeline-
style feature was more useful for participants who took part in the evaluation sessions.
As some of our user-defined timeslices were large and therefore dense in terms of events
and actors, we knew from previous work that the node-link diagrams would be less readable for
some tasks [282]. We also recognised that user-defined timeslicing was a sub-optimal solution
for tasks where users would want to see other time points at which specific nodes, or groups
of nodes, appear. To support this we introduced functionality where users could select a node
or groups of nodes, and ‘flag lines’ would appear on the main timeline to show not only the
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position in time of other appearances of the selected items, but we also coloured these flags
according to the node attribute at the flag time. This is analogous to provenance situations
where users select a pattern or other visualisation aspect, and the system highlights where else
the selected items appear [83, 216, 322, 327].
Selecting nodes also highlighted them in the event-order visualisation timeline. As we
deal with a directed graph with source and target nodes, it was important that, for this feature,
we differentiated between times that a node was a source and times that a node was a target.
To achieve this, we encoded source and target status on the y-axis; with points at which a
node is a target placed below the middle timeline of all events, and source node event points
raised above the middle timeline. We also encode the primary node attribute here as colour –
a single actor can make multiple posts with different primary attributes within a user-defined
timeslice. These different posts might have different engagement as a target node depending
on their primary attribute. By encoding the attribute as colour, we further facilitate the analysis
and understanding of within-timeslice events. This is our primary contribution to the central
ethos of the thesis as the Plaid introduces a number of novel representations and also leverages
the interaction method afforded to us by the large touch-screen wall display to present a new
mechanism for time interaction and selection in the context of dynamic network visualisation
and analysis.
7.2 Evaluation of Dynamic Network Plaid with Public Health
Experts
In Chapter 4 we describe the evaluation of the visualisation system that we introduced in Chap-
ter 3. This took the form of two domain situation evaluation sessions with the intended target
users of the Plaid. We observed that the main activity timeline was a good jumping-off point
for the participants, particularly in situations where they were somewhat unsure of where in
the data they may find insight. Participants were frequently concerned with comparing the
network structure during areas of high activity to areas of low activity. These areas of activity
were expressed on the activity timeline as peaks and troughs. We observed that they would
select several temporally distant points in time to compare, an activity not well supported by
either small multiples or animation for long in time dynamic graphs, with the initial intention
of comparing the entire graph structure at these points. However, after a quick overview of
the entire graph structure, our participants would focus only on subsets of the graph within
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each user-defined timeslice. Kerracher et al. [172] identify a non-trivial number of graph tasks
that can be described, at a high level, as this type of operation; despite very few dynamic
graph visualisation approaches actively supporting the comparison of graph structure at dis-
joint, user-selected, points in time. Therefore, we find evidence in support of the aim of the
thesis for useful interactions and representations of long-in-time dynamic network data.
Further to the central point of the research, we also observed our participants using the
Plaid to follow a single node over time [13,172]. The features that we introduced for selection
and linking were vital here as they facilitated the quick completion of complex tasks. Our
choice to provide alternative representations of the graph, in an attempt to mitigate the separate
drawbacks of node-link and matrix-based representations, was also useful for the evaluation
participants. They were able to use the scatterplot representations to hypothesise that actor
activity was related to the time of day. We take this to indicate that providing multiple repre-
sentations of the same data was a good design decision.
The second session demonstrated the value and importance of a tightly integrated event-
based visualisation within the wider dynamic graph visualisation system. On eight occasions,
we observed participants querying a single actor’s activity distribution within the user-defined
timeslice. The point in time at which an image was posted may explain why some networks
appeared denser than others due to an artefact intrinsic to timeslicing. If a post is made at the
beginning of a timeslice, it is likely to have received more likes/comments than one that is
posted at the end of a timeslice. This feature allowed participants to hypothesise in more depth
about the reasons for the network structure in their selected timeslices.
During the first session, we initially observed that the analysts were less inclined to work
collaboratively when they were unsure of the data and the interface – in this case they preferred
to observe others carrying out analysis. After their first observation, however, the second an-
alyst chose to use an existing mid analysis point from the first participant as the jumping-off
point for their work. This is also the point at which participants began to work collaboratively,
with the first participant explaining their analysis thoughts in greater detail to the second par-
ticipant; and the third participant theorising about the things that they might see in the data if
they took a slightly different analysis path. The large display made it easy for participants to
gather around and point at specific areas of interest. The multi-touch display also meant that no
one person had control of the input method, and participants were more inclined to try out av-
enues of analysis that they would have otherwise discounted. For the second session, analysts
chose to work collaboratively from the start. We observed them making use of the interaction
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provenance to both repeat and avoid repeating some analyses, though they highlighted that
perhaps a tree-based display of interaction provenance might be easier to navigate at the end
of a multi-hour analysis session [68, 89, 93, 140].
Despite animation generally performing poorly for complex graph analysis tasks [102] this
was a feature requested by our participants. We did not encounter any situations where they felt
it was necessary to compare many consecutive timeslices, and perhaps this is why no request
was made for a small multiples-type interface, or for algorithmically continuously timesliced
data. While this validation was somewhat limited, it was able to demonstrate how the Plaid can
facilitate the completion of complex graph tasks [172], event-based analysis [282], and the uses
of interaction provenance encoded within the visual analysis system [140, 244, 245], adding to
the universe of useful representations and interactions for the visual analysis of long-in-time
dynamic network data.
7.3 Time Navigation on Large Touch Displays
To further validate the novel method of time navigation that we introduced in the Plaid, user-
defined interactive timeslicing, we carried out the first of two experimental studies to validate
this against small multiples and interactive animation. These studies also enable us to recog-
nise the validity of our contribution to interaction techniques with the novel method of time
navigation. Multiple pieces of existing work experimentally compare small multiples and in-
teractive animation for dynamic data [18, 102], but none also include interactive timeslicing.
We had three research questions:
Q1 Which interface will have the lowest completion times for the selected tasks?
Q2 Which interface will be the most accurate for completing the selected tasks?
Q3 How does distance in time between data elements of interest affect the performance with
the different interfaces?
and chose three common graph tasks to form our experiment tasks around:
E1 Detecting graph structure changes at discrete points in time.
E2 Detecting graph structure changes over a time interval.
E3 Detecting single attribute change at discrete points in time.
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From these sets of research questions and tasks, we were able to form several hypotheses in
conjunction with previous work.
For Q1, we expected interactive timeslicing to outperform small multiples and interactive
animation for tasks E1 and E3. Further, and based on previous work [18,102], we hypothesised
that small multiples would outperform interactive animation for all tasks. In terms of correct-
ness, Q2, we did not anticipate any meaningful differences between interfaces for any task.
After pilot studies, however, we revised this and instead conjectured that interactive times-
licing would outperform both small multiples and interactive animation for E1. For the time
factor, Q3, we considered that the far-in-time factor would increase completion time across all
interfaces and all tasks, but that there would be a particularly large increase in completion time
for small multiples and interactive animation on E1 when compared to interactive timeslicing.
For E2, however, we were generally unsure of the impact of a different task type – the
comparison of multiple continuous timeslices – on interactive timeslicing. Due to the level
of interaction required to complete this task with interactive timeslicing, we hypothesised that
interactive timeslicing would be slower than small multiples (Q1), particularly for the far-in-
time factor (Q3), but that there would be no meaningful difference in correctness between any
of the interfaces (Q2) due to previous research [56] generally finding that small multiples is
quicker but not more correct than animation.
Supporting our first hypotheses, we found that for E1 and E3 interactive timeslicing sig-
nificantly outperformed small multiples and interactive animation in terms of completion time.
Also, interactive timeslicing outperforms small multiples and animation for the correctness
measure on E1, contrary to our expectations. We interpret this as an indication that interactive
timeslicing is better able to facilitate time navigation between multiple discrete points. The
only exception here is that there is no significant completion time difference between small
multiples and interactive timeslicing on the far condition of E3, which we attribute to a re-
duced memory requirement for this task.
Regarding the time factor, we see that the far-in-time factor generally has much higher
completion times than the near-in-time across all tasks and interfaces (Q3). This is particularly
apparent for E1 with small multiples and interactive animation.
For E2, as expected, we see no significant differences in correctness across the interfaces
and factors, supporting previous work [56]. For completion time, however, the story is some-
what different. Our hypothesis that interactive timeslicing would be slower than small multi-
ples (Q1) was partly correct as this only holds for the far-in-time factor (Q3). An unexpected
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result, however, was that interactive timeslicing was quicker than interactive animation for the
near-in-time factor (Q1, Q3) but that interactive animation was faster than interactive timeslic-
ing on the far-in-time factor (Q1, Q3), though this difference was not statistically significant.
We theorise that this was related to the ‘fat finger’ [289] problem that our participants encoun-
tered when moving the previously defined time windows for E2 as this was the only task where
this operation was required. There is some argument to be made that this result is an artefact
of deficiencies in the implementation method of interactive timeslicing, and we did expect this
result (animation faster than interactive timeslicing) to be reversed when we ran the second
study using the more precise mouse-pointer interaction method.
Based on the result of this experiment, we find that interactive timeslicing is more suitable
for tasks requiring the comparison of distant points in time when compared to small multiples
or interactive animation. Secondarily, we find that small multiples generally outperforms in-
teractive animation, supporting previous experiments comparing the two [18, 21, 56, 102, 255].
One possible conjecture for why interactive animation is slower is that the participant has no
idea where to look in the animation when undertaking an exploratory task. Although there are
some preliminary results [255], it remains an open question of whether animation works well
for explanatory tasks where a presenter can point out regions of interest for another viewer to
understand.
7.4 Time Navigation on Standard Displays with Mouse
Interaction
To ensure the generalisability of the interactive timeslicing method for time navigation, we
also carried out an experimental evaluation of the interface on standard displays with indirect
mouse-pointer input. Ensuring that the method generalised to different display and input types
was key, especially given that large vertically-mounted touch displays are specialist hardware
that might not be available to all users. The second study uses the same protocol as the first
study to facilitate the comparison between the two. We hypothesised that pairwise significance
would hold across the two studies, except for E2 where we expected that the more precise
nature of the mouse-pointer would bring interactive timeslicing closer to small multiples in
terms of completion time for the far-in-time factor.
For E1 we find no significant differences in correctness between any of the interfaces or
the factors. Based on the results of the first study we were expecting interactive timeslicing
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to have a significantly greater correctness measure than the other two interfaces, though this
does align with our very first hypothesis from the first study that there would be no significant
difference in correctness between the interfaces for E1 (Q2). For completion time, our results
mirror those of the first study; with interactive timeslicing significantly outperforming small
multiples and interactive animation for both near-in-time and far-in-time factors (Q1, Q3).
In E2, we obtain results that are contrary to our original hypothesis that there would be no
meaningful difference in correctness between any of the interfaces (Q2). We see that small
multiples significantly outperform interactive timeslicing and interactive animation in terms of
correctness for the far-in-time factor. This is contrary to existing work which finds that small
multiples are generally more efficient than animation but that there is no significant difference
for correctness [56]. Participant strategies for completing E2 were generally different com-
pared to the strategies used by participants of the first study, and we attribute this significant
difference to this aspect.
With respect to completion time, our hypothesis that interactive timeslicing would be
slower than small multiples (Q1) was again only partly correct as this only held for the far-
in-time factor (Q3). Similar to the first study, we saw that interactive timeslicing was quicker
than interactive animation for the near-in-time factor (Q1, Q3) but that interactive animation
was faster than interactive timeslicing on the far-in-time factor (Q1, Q3), and for this study the
difference was statistically significant. This poor performance by interactive timeslicing was
unexpected with the more precise mouse-pointer input, though there was a costly lag because
the experiment was carried out by using Zoom to give participants control of the experimenter’s
machine. It is probable that this lag between a participant moving a mouse and seeing the re-
sultant movement on-screen negated any benefits of the generally more precise mouse-pointer
interaction method.
The final experiment, E3, had no significant differences in error rate, with median correct-
ness of 1 across all interfaces and both time factors (Q2). For completion time, we see a similar
pattern to the first study with interactive timeslicing significantly outperforming small multiples
and interactive animation (Q1) for the near-in-time factor (Q3), and interactive timeslicing and
small multiples outperforming interactive animation for the far-in-time factor (Q3). Returning
to the near-in-time factor, small multiples also significantly outperforms interactive animation
here. We theorise that this result is due to the reduced memory cost of E3 when compared to
E1, and so small multiples perform relatively well as there is no onerous comparison of the
graph structure of two complete timeslices.
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7.5 Comparing the Expert Evaluation and the First Study
During the evaluation of the Plaid, Chapter 4, we frequently observed the analysts using the
interactive timeslicing feature as a mechanism for the comparison of multiple points that were
separated by some distance in time. Indeed, this operation was nearly always their entry point
to analysis and thinking about the contrast between several different points in time, generally
related to areas of high and low overall network activity, was intuitive to them.
“I would like to see what is the difference between this day [the largest Wednesday
peak] and any other Wednesday.”
“I would also like to see what makes a Tuesday afternoon different to a Wednesday
afternoon, and what happens on a Sunday.”
We observed that the time navigation feature, in particular, was useful for our analysts, but we
were unsure if it would experimentally outperform existing methods of time navigation – small
multiples and interactive animation – and felt that a formal experiment would also allow us to
make more accurate judgements about the generalisability of the Plaid.
From the results of the first study, using the touch screen vertically-mounted display, we
find that interactive timeslicing is best suited to comparing points that are distant in time, but
for the comparison of continuous timeslices, small multiples are still the superior solution. To
compare distant points in time within a simple graph task, such as the comparison of only one
highlighted node across timeslices, we also find that small multiples are an acceptable solution.
For more complex tasks, however, interactive timeslicing is the most suitable choice. This is
likely because interactive timeslicing allows users to place their target timeslices on the screen
simultaneously, and even directly next to each other, and at this point, it is trivial to compare
between them as there is no memory requirement. However, the story is somewhat different
for small multiples where participants would have to scroll between representations that could
be separated by many other drawn graphs; incurring a steep memory cost. Supporting previous
work, we also find that interactive animation is nearly always the worst performer for all tasks
and both factors [18, 21, 56, 102, 255].
Concerning continuous time comparison and the relatively low performance of interactive
timeslicing, this is primarily due to interactive timeslicing not being designed for this type of
comparison. During our evaluation with target users, we only saw a need for continuous time
comparison on one occasion, and though our users were able to carry out this operation, they
did not gain any insight from the results. However, it could be argued that we did not provide
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the tools for the easy comparison of continuous timeslices and, as our users were not familiar
with dynamic graph visualisation, the evaluation participants did not consider that this was an
operation that they might typically like to carry out.
Interactive timeslicing reported a weak performance on E2 across both studies. For the first
study, using the large touch-screen display, we initially observed and theorised that this was
due to the ‘fat finger’ [289] problem and the relative imprecision of touch screen displays when
trying to hit a small or occluded target [191]. This theory was also informed by observations of
the Plaid evaluation sessions, particularly the first session with the beta version of the interface,
where our expert users did occasionally have an issue with the vagueness of the touch screen.
This issue was most apparent in cases where they worked collaboratively and quickly tried an
avenue suggested by one of their co-analysts.
During the first evaluation session, the operation to resize timeslices caused the most sig-
nificant amount of error, and it was for this reason that we introduced the larger interaction
handles for timeslicing resizing for our formal experiments. However, perhaps we went too far
in the other direction and the handles used in the experiments were too large, leading to occlu-
sion problems. We carried out pilot studies to verify the handle size, but a formal evaluation of
the most usable and accurate timeslice resizing method would be a valuable contribution.
Alternatively, and based on observations from the first study, the issue with this operation
may have been related to the lack of physical feedback with the operation. Participants found
that their hands blocked their view of the side of the timeslice that they were resizing and so
they could only visually confirm that the operation was successfully underway after the target
timeslice was over a certain size, and this was frequently larger than their desired size.
Remaining with purely touch-based interaction will likely require some other non-visual
indication to the user that the operation has successfully begun; haptic feedback would be
ideal [235] though nigh on impossible to integrate with an existing mass-produced display.
Audio feedback could be another alternative [148] though this has the great potential to become
both annoying and distracting [226], the former leading to lower user satisfaction and the latter
to lower accuracy and greater completion times.
In lieu of touch-based interaction, there may be value in transferring this operation to a mid-
air interaction type [163, 164, 221, 248, 266, 321, 333, 347] therefore avoiding the problem of
the hand occluding the target element. However, mid-air interactions are not necessarily more
precise [268] and may not be the best choice for collaborative situations [163, 164, 266]. Ray-
pointing techniques [165] are another available alternative interaction type, but these can lead
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to indirect conflicts in collaborative situations where multiple users can interact simultaneously.
Extrapolating the work of Jakobsen et al. [159], where they find that using a single mouse as
input in collaborative situations leads to user conflict, we can theorise that giving a single point
of input – whether mouse or ray-pointer – will nearly always lead to a sub-optimal collaborative
experience. A further option would be to integrate handheld mobile devices and large displays,
with Langner et al. [186] reporting positive results for this method, though we are unsure how
this would perform for interactions where high precision is required.
Naturally, rather than trying to work around the required high-precision interaction to resize
a timeslice, we could instead modify the operation trigger. One option would be to allow
users to isolate a timeslice, similar to the functionality of ‘layers’ within Adobe Photoshop,
before resizing. However, this is at least one extra interaction step that could prove costly
in lengthy, sophisticated, analyses where this operation frequently occurs. Analysts from the
Plaid evaluation suggested that each timeslice could have an associated pop-up box, or set of
boundaries in text boxes, to allow more precise resize operations.
As a third option, we could instead extend the features of interactive timeslicing to make a
‘small multiples lite’. Users could be offered the ability to select a very large continuous pe-
riod of time, and then have some interaction available to split this selected time into continuous
timeslices. Whether this would function better as equal time separation (e.g. each timeslice
covers 8 hours) or as equal event separation [291] (e.g. each timeslice has 100 events, regard-
less of the total time) remains to be seen.
7.6 Comparing the Studies
After experimentally evaluating the generalisability of interactive timeslicing on a large touch-
screen display, we felt it necessary to ensure that this method would generalise further to stan-
dard displays with mouse-pointer interaction. Vertically-mounted touch-screen displays are
specialist hardware: they are expensive, take up a significant amount of both wall space (for
mounting) and floor space (for users to access the screen to directly interact), and may not
be accessible for all potential users. By validating our novel method for time navigation on
‘normal’ screens, we can make the method more available and, generally, more helpful to
non-expert users.
Each study contained the same set of three tasks. The only interface differences between
the two studies are that the interfaces from the first study had a 4K scale and resolution, whereas
we down-scaled them for the second study to Full HD due to difficulties recruiting participants
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IT, IA IT, SM SM, IA
Task Measure Experiment type Near Far Near Far Near Far
In Person Y Y Y Y N NCorrectness Remote N N N N N N
In Person Y Y Y Y N N1 Time Remote Y Y Y Y N N
In Person N N N N N NCorrectness Remote N N N Y N Y
In Person Y N N Y Y Y2 Time Remote Y Y N Y Y Y
In Person N N N N N NCorrectness Remote N N N N N N
In Person Y Y Y N Y Y3 Time Remote Y Y Y N Y Y
Key IT = Interactive timeslicing, IA = Interactive Animation, SM = Small Multiples, Y = a
significant pairwise difference exists, N = no significant pairwise difference present
Table 7.1: The statistical pairwise differences between interfaces, conditions, and tasks for both ex-
periments. Cells that are shaded in blue are cells where there is a difference in pairwise significance
between the two experiments.
who had access to 4K displays. Participants were not shared across studies, i.e. participants
who completed the first study were excluded from completing the second due to the potential
learning effect.
There are very few differences between study results that hold for every task, interface, and
time factor. The exception to this, however, is the completion time. Across the two studies, the
completion time was longer for the study that we carried out remotely, with an average increase
in completion time of 11 seconds for Task 1, 12 seconds for Task 2, and 7 seconds for Task
3. This could partly be explained by the ‘Zoom lag’ problem, though in this case it would be
more expected for the increase in completion time to be equal across all tasks. An alternative
interpretation could be that this is indeed caused by the ‘Zoom lag’ making interactions with
the interfaces more challenging and that by the time participants have reached Task 3, they have
mentally adapted to the non-immediate visual feedback of their interaction and are therefore
better at predicting the result of their interaction; so the issue becomes less noticeable. A third


































Figure 7.1: Task 1 correctness for the near (top) and far (bottom) conditions. The dot represents the
mean, square the median, and 95% CIs shown. Interfaces with (R) are the remote experiment results,
and with (P) are the in-person results.
Task 1 Comparing the two experiments for the first task, we can see that the greatest number
of pairwise significance differences occurs within the correctness measure, with no difference
in pairwise significance for the time measure, as shown in the first two rows of Table 7.1.
To help us understand this result, we examine the numeric correctness data, as shown in
Figure 7.1, where there are slight variations between the in-person and remote studies. The
remote experiment has a higher correctness score for interactive animation on both near and
far than the in-person experiment. However, for small multiples and interactive timeslicing, the
remote experiment has a lower average correctness measure than in-person. It is also evident
that the mean correctness of all interfaces and conditions for the remote experiment is approx-
imately the same, unlike the median interface correctness for the in-person experiment; this is
why there is no pairwise significance found for any interfaces in the remote experiment.
We see that the median correctness for the interactive timeslicing interface is approximately
5% lower for the remote experiment. It is not the case that the other two interfaces have a
highly improved correctness for the remote experiment, but instead that the correctness of the
interactive timeslicing interface was reduced. The explanation here comes back again to the
‘Zoom lag’ – participants struggled to select individual edges in some cases as it would take
a second or two to see the result of any interaction on their screen and, as a result, many
participants became frustrated and would submit an answer that they considered merely ‘good
enough’ rather than one that they believed was 100% correct.
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Figure 7.2: Task 2 correctness for the near (top) and far (bottom) conditions. The dot represents the
mean, square the median, and 95% CIs shown. Interfaces with (R) are the remote experiment results,
and with (P) are the in-person results.
























Figure 7.3: Task 2 completion time (s) in seconds for the near (top) and far (bottom) conditions without
log transform. The dot represents the mean, square the median, and 95% CIs shown. Interfaces with
(R) are the remote experiment results, and with (P) are the in-person results.
Task 2 For Task 2, there are three differences in pairwise significance, two for the correctness
and one for completion time. For the far condition of the remote experiment, small multiples
significantly outperforms interactive animation and interactive timeslicing in terms of correct-
ness, whereas the in-person experiment finds no pairwise significance for the Task 2 correctness
measure in any context. The numeric results data (see Figure 7.2) shows that, for the far condi-
tion, the correctness measure remains approximately the same for small multiples but reduces
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for the other two interfaces within the remote experiment. Given that interactive timeslicing
and interactive animation were the two interfaces requiring the most interaction to complete
this task, this could express the higher interaction load, the observed zoom lag, or the change
from direct touch input to indirect mouse input.
In terms of completion time, we also find a difference in pairwise significance with sig-
nificance for the interactive timeslicing/interactive animation pair of the far condition for the
remote experiment. This difference favours interactive animation, i.e. interactive animation
is quicker than interactive timeslicing for the completion of this task in a remote context with
direct mouse interaction. This result aligns with our expectations that moving to the more pre-
cise mouse interaction would eliminate the interaction issues that were present in the in-person
experiment, for example, the ‘fat finger’ problem [289], and this would therefore improve com-
pletion times. A further experiment in an in-person setting but on standard displays with mouse
interaction should verify if this is due to the ‘Zoom lag’ phenomena or some other underlying
factor driving this difference.
Task 3 For Task 3, median correctness is 1 across both studies, all interfaces, and all factors.
There is no meaningful difference between the remote and in-person study. For time, we see
the same pattern as Tasks 1 and 2, with completion times lower for the in-person experiment
and suspect that the reason for this is similar to the reasons already explored – primarily the
impact of participants not being able to immediately see their interaction on screen due to lag.
Summary To summarise, we ran a remote experiment using the interfaces of interactive
timeslicing, small multiples, and interactive timeslicing. Our participants used their standard
desktop displays with mouse input to complete given tasks. Overall, the results of this study
mirror the results of the in-person study detailed in Chapter 5 despite the change in display
devices and interaction types. We find that the second study tasks take longer to complete than
the first study and theorise that this is related to issues specific to the remote manner in which
we carried out the experiment.
The minor differences in overall correctness between the two studies validate our hypothe-
sis that interactive timeslicing is usable across different hardware and differing input methods.
The difference in the time measure is more complex to understand. Limitations of remote
visualisation research [46, 198] will undoubtedly have impacted our results, particularly the
fact that participants could not see their input movements as they were happening due to the
problem that we have taken to calling ‘Zoom lag’.
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On the whole, when comparing the results of the first and second studies, we can see
that the change of interaction type and the display hardware does not seem to have had a
significant effect on the efficiency or effectiveness of interactive timeslicing when compared to
small multiples and interactive animation, except in cases where interactive timeslicing incurs
a heavy interaction burden as in Task 2. Thus, we have a robust result that seems to carry
independent of interaction method (mouse or touch) and display size (large or standard).
7.7 Our Place in Dynamic Graph Visualisation
There is a large body of work within dynamic graph visualisation literature comparing small
multiples and animation. We have more evidence that small multiples are generally faster
than animated approaches [18, 21, 102, 242, 255]. Based on our two studies we can now also
provide evidence that, for the analysis of long-in-time dynamic graphs, interactive timeslicing
outperforms both small multiples and interactive animation where analysis tasks involve the
comparison of points that are distant in time. In terms of the primary research aim of the
thesis, this is a contribution to interaction techniques. Though it is not a new method for
interacting with hardware, it is a novel method for interacting with and exploring the temporal
dimension present in long-in-time dynamic network data. We have also contributed an early
version of an integrated, synchronised, view of event-based and dynamic graph visualisation
and demonstrated the value of providing these sort of views in situations where timeslicing is
essential due to scalability or other constraints. Through this we address the first part of our
research aim – providing useful representations of long-in-time dynamic network data.
Per the survey of Beck et al. [37], existing approaches for time navigation can be abstracted,
at a high level, to time-to-time and time-to-space approaches. Our novel interactive timeslicing
approach sits firmly within the time-to-space area, however unlike other representations we
do not timeslice the data for the user before display, and neither do we attempt to draw every
possible timeslice simultaneously.
Through two formal studies and one evaluation of the DNP with public health researchers,
we find that our novel time navigation technique is best suited to facilitate complex graph
tasks involving the comparison of time points that are distant in time. Interactive timeslicing
is also efficient for more straightforward graph tasks involving the comparison of single nodes
across points that are far in time; however, it has no great benefit over small multiples here.
We hypothesise that had we not prioritised the stability of the graph for our formal studies, and
instead had relied on different highlighting techniques, there would be an even larger difference
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in correctness and completion time between interactive timeslicing and small multiples (in
favour of interactive timeslicing) for E1 and E3.
We also find that interactive timeslicing generally performs poorly for tasks involving the
comparison of many continuous timeslices. However, there are open questions around if this
was caused by a deficiency in the implementation and whether we could take steps to negate
the problems that we observed. However, during our expert evaluation, we did not frequently
see that our analysts were necessarily interested in these types of tasks. It may be that in their
field, social science, they are more interested in large differences over the whole graph, and
there is the potential that they did not perform this operation as we did not sufficiently support
it with the Plaid.
Our novel method for time navigation has the potential to be applied to any graph with a
temporal component, for example, graphs from the cybersecurity field [234], graphs relating to
multi-morbidity diagnoses, and those modelling infection spread within the field of epidemiol-
ogy [36]. Indeed, it will potentially generalise beyond graphs. We chose to apply this method
to networks, but it could also be utilised alongside scalar data and scatterplot-type represen-
tations. We believe that interactive timeslicing will likely be a useful time navigation method
regardless of the underlying classification of the data.
We have also used the concept of maintaining interaction provenance along one dimension
with time along a separate dimension. This might prove useful in collaborative settings in the
future, particularly where users might not articulate clearly to their collaborators their analysis
goals or thought processes. Including this feature type in future interfaces, not necessarily in
the format that we created, may also galvanise wider discussion amongst collaborators who
may not necessarily know or have previously worked with each other. It is possible that, had
our user evaluation of the Plaid been carried out with several analysts who were unfamiliar to
each other, we might have gained different insights and been able to make a more emphatic
statement regarding the use of provenance information to generate discussion.
7.8 Limitations
In research, there are always trade-offs that introduce limitations by the decisions that we make.
We can be constrained by hardware, software, or the availability of data, and frequently have
to compromise in research design due to these constraints.
Dataset availability is a particular limitation of this thesis. We design, evaluate, and exper-
iment with a limited number of datasets, and therefore we cannot make a concrete statement
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about the generalisability of any of our features to other fields or to datasets of different com-
positions (for example, a long in time graph that is very sparse with 300 events over 60 days).
An extension of this issue is that we only use dynamic graph data to test our time navigation
techniques, whereas testing a more comprehensive range of dynamic data types would enable
us to test the applicability of interactive timeslicing to a broader range of users. For example,
testing temporal scalar data would allow us to understand if the method generalises to this.
We also realise that long in time dynamic data has a specific temporal resolution and there-
fore a specific duration, and so we have no way of knowing how our interface or time interac-
tion method would generalise to large time spans with a different temporal resolution.
We expect that data with a coarser temporal resolution would have less need for interactive
timeslicing, whereas data with a finer temporal resolution would find more use for it.
For the Plaid evaluation (Chapter 4), we only have one application for the system with our
social science researchers. Further work with a greater number of datasets, research domains,
and users would ensure that the Plaid generalises out to other tasks and domains.
Regarding the limitations of the two formal studies, these are discussed at length in their
respective chapters (Chapter 5.7 and Chapter 6.8). The primary limitation is that we chose a
specific set of three tasks, whereas other task types may report different performance measures,
and it is an important next step to test these. However, it is important to avoid confounds in
formal studies, and, for this reason, it was necessary to restrict the scope and therefore the
number of tasks that we tested.
One prominent feature of the Plaid that we do not validate in this thesis is our implemen-
tation of interaction provenance visualisation. While existing work supports the benefits of
visualising this information [140, 244, 245], there is no research testing our method of encod-
ing time in one dimension and interaction provenance in another dimension. The Plaid also
does not offer comprehensive coverage of interaction provenance. For example, changes in the
span or position of a timeslice are not recoverable or visible in the current version, and it could
be challenging to provide comprehensive coverage without over-complicating the interface.
We also do not experimentally validate our approach of providing event-order timelines
alongside dynamic network visualisations, nor the utility of facilitating the simultaneous dis-




Initially, further research should look to better quantify and understand the true scale of the
impact of the ‘Zoom lag’ that we encountered during the second study. This is particularly
important as much ongoing research during the pandemic has relied on remote communication
and control tools, and we believe that this could cast a large shadow over results recorded in
a remote moderated manner [198]. However, for unmoderated remote studies, such as those
that take place on Amazon’s Mechanical Turk platform, there is no such issue; though these
suffer from their own unique set of limitations [46, 139]. As an immediate next step, and post-
pandemic, we plan to repeat the second study for an in-person context on standardised hard-
ware to validate that the difference in completion time is related to the experimental medium;
rather than being an artefact of the visualisation interfaces when used on standard displays with
indirect mouse input or of the remote nature of the experiment.
Further extending the generalisability of interactive timeslicing, this time navigation
method must be tested on a broader range of graph tasks – both complex and straightforward –
and tested using representations beyond the standard node-link diagrams. It will be necessary
to consider that testing different representations will naturally involve testing different task
types, especially for tasks where certain representations are already known to perform poorly,
regardless of the time navigation technique.
Given we originally designed the Plaid, and interactive timeslicing, for large touch-screen
displays which facilitate collaborative working this is another use-case that requires experi-
mental validation. Our original intention for Chapter 6 was that this study would have verified
the use of interactive timeslicing in collaborative situations. Unfortunately, the start of this
planned study coincided with the first UK lockdown, and so we modified the experimental pro-
cedure for a remote context on standard displays [198]. Beyond further, varied, studies, we also
believe that there will be value in repeating our current pair of studies with a much wider range
of tasks and datasets; particularly with tasks and datasets that can validate the performance of
interactive timeslicing for varying time granularities.
An issue that plagued interactive timeslicing, across both the direct touch-input and the
indirect mouse-pointer input, was the ‘fat finger’ [289] problem where imprecise operations led
to user frustration. One such event prompted a participant to remark that their ideal interface
for the tasks that we gave them would be based upon small multiples but where the user could
dismiss or collapse the time steps they did not want to see. In theory, and at a base level, this
would effectively be the inverse of interactive timeslicing – with interactive timeslicing our
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users select the time windows they want to see, whereas with the collapsible small multiples
users would select a time that they did not want to see. However, this type of interface would
return to a situation where data is algorithmically timesliced, and therefore the user has little-
no control over timeslice size, with there being no potential to vary the size of the timeslices.
In our observation of the target users of the Plaid, we noticed that they frequently compared
timeslices of unequal size, and so removing this functionality is not necessarily the best choice.
During our observation of the evaluation of the Plaid, we also saw that the visualisation of
interaction provenance was another feature that our target users found helpful. Some formal
validation of the visualisation of interaction provenance alone and with our novel method of
time navigation could provide data to better inform the design of future systems for the visual
analysis of long in time dynamic data. If we are to formally evaluate interaction provenance, it
will also be essential to test provenance-type tasks such as asking participants to repeat analysis
on a distantly related part of the dataset and asking a user to decipher what has been done to the
data before reaching a given ending state. To ensure the generalisability of these provenance
experiments, it will also be important to test data types beyond dynamic network data, ensuring
that it is useful for the widest possible audience.
Our visual encoding of interaction provenance can be best described as a provenance tree,
and an open question is regarding the best way to deal with repeated interface states within this
tree [68, 89, 93, 140]. Given the known benefits of data provenance [339], and with our target
users commenting that they would typically pre-process their data, there would be some benefit
to exploring ways in which we could offer both types of provenance; particularly in systems
where the user carrying out the visual analysis would not necessarily be the person dealing
directly with data processing. Annotating the process steps may help increase understanding
for the visual analyst.
Regarding the underlying data, we have shown through the Plaid and our formal studies that
interactive timeslicing is scalable in time and that the node-link diagrams generated from user-
timesliced data are generally readable. However, despite having scalability in time, we do not
have scalability in terms of the number of events in situations where events are dense. It would
be useful to consider ways in which we could interactively apply non-uniform timeslicing
methods.
Related to the event-density scalability, we must also consider how to best draw ‘good’
node-link layouts in ways that align with the users’ aims. Drawing graphs for dynamic data
with many events is an open and particularly challenging problem, with some approaches
177
7. Discussion
choosing to timeslice the network and compute the layout at each stage [50, 157, 263], oth-
ers flattening the whole graph and calculating node positions as though they are static [115],
and a small number opting to maintain the constant temporal component of the graph when
calculating node positions [290]. Scalable methods for layouts in this context would provide









In this thesis, we have explored useful representations and interaction techniques for the visu-
alisation of long in time dynamic networks. We have created and tested a new visualisation
system and formally evaluated the performance of our novel method of time navigation via two
formal controlled experiments in different contexts, increasing generalisability of our results.
Chapter 3 introduces Dynamic Network Plaid (DNP), a novel system for the visualisa-
tion and analysis of long in time dynamic network data. Inspired by the reported advantages
of large displays [31, 32, 86], we use an 84" touch screen vertically-mounted display with a
maximum resolution of 4K (3840x2160). Effectively using the space provided by these de-
vices gave us additional room to facilitate the simultaneous comparison of distant points in
the time series and multiple linked graph representations within the DNP. As highlighted by
previous work [232, 341], and as requested by our target users, we also provide integrated
graph statistics within the visualisation system. Due to the importance of event order within a
timeslice [282, 291], we also provide a per-timeslice event-based visualisation which, through
a selection operation, is linked to the central timesliced graph representations.
Within the system, we also prioritise the visualisation of interaction provenance due to pre-
vious work reporting that this can aid the process memory of the user [140, 244, 245] and with
several systems with support for interaction histories [68,93,304] report positive results related
to insight discovery and exploration recall. Via the evaluation with public health researchers
(Chapter 4), we find that this approach is particularly powerful for collaborative situations
where users needed to communicate their previous analysis steps and choices. This integration
also facilitates analysis cascades – users are able to automatically reproduce their analysis steps
on a new part of the graph simply by defining a new timeslice, and the interaction provenance
visualisation simply fills in the blanks for the newly selected time window.
In terms of time navigation, we also introduce a novel method for timeslice specification.
Rather than setting an arbitrary timeslice size or limit, we instead hand control of timeslicing
to the user and also allow them to only select regions of interest (rather than the whole graph).
This reduces visual complexity and ensures that their attention is only consumed by regions
relevant to the analysis. This choice also facilitates the comparison of points that are distant in
time in a way not currently supported by other visualisation systems. With existing approaches,
small multiples would traditionally insert many timeslices between the time points of interest,
and for animated visualisations the user would need to watch the video of all intermediate time
steps and remember its contents. Both of these make a direct comparison challenging, even for
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points that are close in time, and where the time dimension is long this is particularly costly.
Chapter 4 describes the two evaluation sessions of the DNP that we carried out with public
health researchers using one of their research datasets. We observed that the large touch-
screen display facilitated collaboration between our users and that the visualisation of interac-
tion provenance was powerful for generating discussion, particularly for engaging users who
had not been closely observing the ongoing analysis. We also frequently observed that our
users did not concern themselves with the comparison of subsequent timeslices, and instead,
they would choose two very distant points in time to compare.
Based on this observation, we felt that it was essential to evaluate interactive timeslicing
via a formal laboratory study. While many experiments have described the differences between
time-to-time and time-to-space mappings, and the visualisation types within these broad cate-
gories, none have tested non-uniform user-defined timeslices, and so we have no understanding
of the options for time control and treatment outside of continuous-time (e.g. animation) or uni-
form continuous timeslicing (e.g. small multiples). We first carry out an experiment using our
large touch-screen vertical display to describe the differences between these three methods of
time interaction. Later, to verify the generalisability of our method, we carried out a further
experiment with mouse pointer input on standard displays in a remote setting.
Chapter 5 characterises the study that we carried out to evaluate the performance of inter-
active timeslicing against small multiples and interactive animation on our large touch-screen
display. We were primarily interested in comparing interfaces for tasks that involve cross-time
operations. Two of our selected interfaces, interactive animation and small multiples, have been
well studied in previous literature [18,56,102,255], yet there are no experiments evaluating the
performance of these against interactive timeslicing.
For tasks involving comparison of specific time points, interactive timeslicing offered
greater speed than interactive animation or small multiples; when the comparison was of net-
work structure (collections of edges) there was also an important difference in accuracy. In sev-
eral instances, small multiples was also better than interactive animation, supporting previous
work [18, 102]. For navigating time intervals, small multiples was faster than both interactive
animation and interactive timeslicing when time intervals were larger (the far condition).
To further validate these results, we carried out an experiment in Chapter 6 to test the
performance of interactive timeslicing against interactive animation and small multiples on
standard displays with mouse input. We also reduced the screen resolution from 4K to Full
HD. Structurally this was the same as the first study, but we carried it out remotely over Zoom
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video conferencing software due to the COVID-19 pandemic. As in the first study, we find
that interactive timeslicing outperforms other interfaces for tasks involving the comparison of
points separate in time, but is less suited to tasks requiring the comparison of points that are
sequential over an interval of time. Given that there was variation between our participants’
physical screen size and screen construction, and potential differences in mouse sensitivity, we
have a further amount of generalisability.
In this thesis we have introduced a new method of time treatment and navigation for the vi-
sualisation of long in time dynamic graphs. We have validated this via an expert user evaluation
and two formal laboratory studies in different settings, showing that our results generalise be-
yond the DNP system. Through these studies, we show that interactive timeslicing outperforms
small multiples and interactive animation for the comparison of points that are far apart in time,
a function not previously supported by existing work. We have also demonstrated the value of
the close integration of the visualisation of interaction provenance within a system, particularly
for analysis cascades and situations where users expect to be working collaboratively. In the
future, we plan to experimentally evaluate our integration of interaction provenance and verify
the utility of interactive timeslicing on large touch-screen displays for collaborative situations.
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