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11 Introduction
1.1 Financial and insurance markets
Financial, energy, and insurance markets are the topic of study in financial and
actuarial mathematics. In these markets a range of products are in play, such as risk-
free bank accounts, risky assets, derivatives on underlying assets or indices, interest-
rate products, tradable and non-tradable products, products related to mortality
probabilities and so on. Very commonly traded derivatives are options which give
the owners the right to perform a specified transaction at or before a fixed maturity
date. The value one receives, by executing an option, is determined by the payoff
which is often expressed as a function of an underlying asset.
We consider a frictionless market and work in a continuous time space. Market
models appear in various forms due to choices concerning the structure of the model
and parameters. Agents might have a diversified view on the market and therefore
consider different models. Popular models for the fluctuation of the underlying pro-
cess are determined by Brownian motions, and are therefore continuous in the sense
that they do not generate jumps in the sample paths. Their popularity follows from
the fact that they are easy to handle. However, as it turns out from observed data,
the absence of jumps is not realistic. Therefore the use and study of discontinuous
models have seen an important boost in the last decades. A wide variety of models
including jumps has been developed, see e.g. Cont and Tankov (2004) and Schoutens
(2003). An important class is generated by Le´vy processes, which preserve interest-
ing properties of Brownian motions, namely the independence and stationarity of
the increments. A Le´vy process consists of a drift term, a Brownian motion, and a
1 Introduction
1 pure jump part. Pure jump models are also used, although the discussion whetheror not to include a diffusion part to match the real price evolution of the underlying
process remains. Jumps might be infinitely small sized and occur with high inten-
sity, which is referred to as a process having infinite activity. Asmussen and Rosinski
(2001) found that the compensated small jump part of certain Le´vy processes can
be approximated by a Brownian motion which is scaled by the standard deviation
of the compensated small jumps.
Probability measures are an important tool in the stochastic modelling of finance.
First, there is the physical or historical measure, which gives the true probability that
an event will happen, but is generally not known. Energy and commodity markets
are usually considered under the historical measure. Mostly, discounted asset prices
are semimartingales under the historical measure. On the other hand, in the context
of pricing and hedging financial derivatives, markets can also be considered under
risk-neutral measures or equivalent martingale measures. Under these measures, the
discounted asset prices are martingales. Well-known examples are the Esscher trans-
form, the minimal entropy martingale measure, the minimal martingale measure,
and the variance-optimal martingale measure.
To set up trading in markets, the determination of the product prices is an
important task. The price of a product has to be reasonable for both the buyer
and the seller to lead to a successful transaction. In order to obtain a fair pricing
mechanism, markets are considered to be arbitrage-free. This means that without
initial capital it should be impossible to make a profit without exposure to risk.
According to the pricing principle, the arbitrage-free price of most derivatives at some
time is expressed as the expected value of the discounted payoff under a risk-neutral
measure, conditional on the relevant information available at that time. Since the
payoff is usually defined as a functional of the underlying asset process, which satisfies
the Markov property, the conditioning only involves the value of the underlying at
that time. Pricing in the context of energy derivatives however, does not make use
of a risk-neutral measure, see e.g. Benth et al. (2008). In that case, the discounted
price process is a semimartingale under the pricing measure.
Because financial products might contain a non-negligible risk, it is also important
to keep track of the course of its value and to anticipate for the involved risk. The
latter can be achieved by trading in related products or assets, while covering the
revaluations of the product. Thus, performing a suitable hedging strategy to reduce
the consequences of the risk of the product as good as possible, is a second important
2
11.1 Financial and insurance markets
task next to pricing.
The concept of hedging imposes the notion of completeness of a market. In case
any product can be perfectly replicated by a self-financing strategy trading in the
underlying and cash, the market is called complete. If not, the market is incom-
plete. A market determined by a model including jumps is in general incomplete. In
other words, one cannot eliminate the risk completely in discontinuous models. For
incomplete markets, there is no unique risk-neutral pricing measures, which leads to
different arbitrage-free prices. The latter results into an ongoing research problem
of choosing a ‘right’ equivalent martingale measure.
By following a dynamic hedging strategy, the composition of the portfolio is
adjusted frequently. Different types of dynamic hedging strategies are common in
literature, due to different approaches of measuring risk.
One of them is determined by the delta, being the sensitivity of the option price
with respect to the state of the underlying asset of that option. In other words,
the delta is the partial derivative of the option price with respect to the underly-
ing. In complete markets the delta is known to be the number of assets to hold in
a self-financing portfolio replicating the option. The delta-hedging strategy is also
used in incomplete markets as an imperfect hedge. This strategy has the advantage
of being easy to implement, however for certain settings or derivatives this strategy
is not satisfactory. The delta is the best known Greek. The Greeks all represent a
sensitivity of the option price with respect to some variable, e.g. the underlying, the
remaining time, or the volatility. They can all be involved in the determination of a
hedging strategy.
Superhedging strategies are self-financing and lead to a final portfolio which is def-
initely more valuable than the derivative. They can turn out to be very expensive,
especially in the case of models including jumps, and are therefore not always an
interesting approach.
Strategies can also be based on the maximisation of expected utility. Utility functions
can be found in different forms such as logarithmic, exponential, or quadratic utility.
The latter gives rise to another interesting group, called the quadratic hedging strate-
gies. These are ‘partial’ hedging strategies which minimise some risk measured in a
mean square sense. There are two main approaches of quadratic hedging (see, e.g.,
Schweizer (2001)). In the first approach, called mean-variance hedging, the strategy
is self-financing and one minimises the quadratic hedging error at maturity in mean
square sense. The second approach is called risk-minimisation in the martingale
3
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1 setting and local risk-minimisation in the semimartingale setting. These strategiesreplicate the option’s payoff, but they are not self-financing. In the martingale set-
ting the risk-minimising strategy minimises the risk process which is induced by the
fact that the strategy is not self-financing and equals the variance of the cost pro-
cess. In the semimartingale setting the risk is minimised in a ‘local’ sense through
local risk-minimisation (see Schweizer (1988, 1991)). A quadratic hedging strategy
is characterised by the optimal number of discounted risky assets to hold, an amount
invested in cash, and the unhedgeable remaining risk.
To determine prices or hedging strategies, only a few explicit formulas are at hand.
In general, it is also not possible to obtain analytical expressions for conditional
expectations and thus numerical methods are called for. Well-known techniques are
based on Monte Carlo simulations, (fast) Fourier transform, and partial integro-
differential equations.
Life insurance companies face two main types of risk: financial risk and mortality
risk. Benefits of unit-linked contracts are directly connected with the value of some
investment portfolio, see e.g. Gerber et al. (2013) for explicit examples. Hence the
financial risk is related to the development of the underlying assets. The mortality
risk on the other hand, follows from the uncertainty of death and can be split into
an unsystematic and a systematic part. The systematic mortality risk cannot be
diversified by the insurer by increasing the size of the portfolio. The question for
the insurance company, is how to manage the combined actuarial and financial risk
inherent in such contracts. The financial market might be incomplete and the sys-
tematic mortality risk, which is not diversifiable, represents an important source of
incompleteness. As described above, one approach to deal with hedging in incom-
plete markets is risk-minimisation, introduced by Fo¨llmer and Sondermann (1986)
for financial contingent claims and extended by Møller (2001) for insurance payment
processes.
Another important notion about insurance markets, where many life-insurance
products commonly rely on the time of death of a single insured, concerns the avail-
able information. In general, information about financial and certain insurance prod-
ucts is known to the public. On the contrary, single random times of death are not
openly known, but only known by some agents. Therefore interesting comparative
studies are set up when observing the insurance market under two different flows of
information: one only containing the public information and the other one containing
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in addition information stemming from the time of death.
1.2 Imperfections studied in this thesis
This thesis is devoted to the study of certain imperfections in financial or insur-
ance markets. In a nutshell, we examine model risk, models including jumps, and
systematic mortality risk.
The first part of this thesis is concerned with financial markets, whereas the
second considers insurance markets. Both parts start with an overview of the used
concepts, see Chapters 2 and 7. A conclusion and view at possible further research
close each part, see Chapters 6 and 9.
Hereafter we shortly summarise the contributions of this thesis. We describe the
considered research problems and the followed approaches to deal with them. More
detailed motivational and situating arguments can be found in the introductions of
the corresponding Chapters 3, 4, 5, and 8.
1.2.1 Risk due to model choice
We investigate the consequences of the choice of the model to partial hedging in
incomplete markets in finance. In fact we compare the quadratic hedging strategies
when two models for the underlying stock price are considered. The first model
is a geometric Le´vy process in which the small jumps might have infinite activity.
The second model is a geometric Le´vy process where the small jumps are truncated
or replaced by a Brownian motion which is appropriately scaled. These models
are inspired by the result of Asmussen and Rosinski (2001). The study of these
two models is interesting from a modelling point of view where the small variations
are either considered in a continuous or a discontinuous way. But also a motivation
based on simulation holds, because the approximating process consists of a Brownian
motion part and a compound Poisson process.
Even though it holds that the models for the underlying asset are converging, it
is not guaranteed that the corresponding prices and hedging strategies for a deriva-
tive will be converging too, according to Hubalek and Schachermayer (1998). The
contributions of Chapters 3 and 4 find their origin in this latter note: we explicitly
examine the robustness.
In the sequel, we mean by the notion robustness to model risk, that the con-
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1 verging properties of the underlying assets are preserved for related quantities, suchas the price of derivatives or optimal hedging numbers. In the pricing and hedging
procedure, the risk-neutral equivalent martingale measures are determined by the
underlying model. Therefore we also perform a robustness study of the risk-neutral
measures. It is possible to relate quadratic hedging strategies to Fourier transform
formulas and to backward stochastic differential equations. Based on these rela-
tions, we set up a robustness study via two approaches as described in the following
paragraphs.
1.2.1.1 Fourier transform approach
In Chapter 3, which is based on the published paper Daveloose et al. (2016b), we
use pricing and hedging formulas for European options based on Fourier transform
techniques (see Carr and Madan (1999), Eberlein et al. (2010), Tankov (2010), and
Hubalek et al. (2006)) to prove the robustness of the quadratic hedging strategies.
Moreover, in a first step we revise the robustness of the option price and delta as
studied in Benth et al. (2011). In a martingale setting, we derive robustness results
and compute convergence rates for the optimal numbers in the risk-minimising and
mean-variance hedging strategy. In the semimartingale setting, we show that the
optimal numbers in the local risk-minimisation and the amount of wealth in the
mean-variance hedging are robust. The obtained results hold under certain inte-
grability conditions on the characteristic function of the driving process and on the
Fourier transform of the payoff function. We motivate the applicability of our results
with examples. The use of the Fourier transform approach in the determination of
the quadratic hedging strategies is illustrated with numerical examples.
1.2.1.2 BSDEJ approach
In Chapter 4 we connect the hedging strategies in a martingale setting to solutions
of backward stochastic differential equations with jumps (BSDEJs) which are driven
by a Brownian motion and a Poisson random measure. We use this relation to prove
that the strategies are robust towards the choice of the model for the market prices
and to estimate the model risk. In particular, we obtain stability results for the
portfolio value, amount of wealth, gain- and cost process for the risk-minimisation.
Moreover, we draw conclusions for the mean-variance hedging strategy. The conver-
gence rates are established in the L2-sense, as opposed to Chapter 3, where mainly
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an L1-approach is followed. In Di Nunno et al. (2015) a similar set up is studied in
a semimartingale setting. The study of Chapter 4 is published in Daveloose et al.
(2016a).
1.2.2 Models including jumps
The imperfection imposed by the discontinuities in Le´vy and jump-diffusion models,
compared with Brownian motion models, is considered in Chapter 5. We focus on
conditional expectations which are involved in pricing and hedging procedures, and
which usually require numerical evaluation techniques. In the jump-diffusion setting,
our contribution is the development of representations for conditional expectations
and their derivatives (with respect to the underlying) in terms of regular expectations
without conditioning but involving a Heaviside step function and some weights. This
type of representation is initiated in Fournie´ et al. (2001) but only for diffusion
models.
We consider two approaches to derive these representations: the conditional den-
sity method and the Malliavin method. Compared with the density method, the
conditional density method (see Benth et al. (2010)) has the advantage that the un-
derlying random variable only needs a part which has a differentiable density. To be
able to distinguish the latter part, a separability condition has to be imposed. In the
second approach, we make use of the Malliavin calculus. Here we particularly choose
to apply the Malliavin calculus developed in Petrou (2008), such that no separability
condition is required. In case both methods can be applied, the resulting expressions
might include different weights.
We present several examples of applications to financial and energy markets.
Through a probabilistic method, we derived representations leading to a numerical
computation for conditional expectations, by estimating the resulting expectations
via Monte Carlo methods. As a numerical contribution, we use these representations
for the estimation of the price of American options and their deltas in a Le´vy and
jump-diffusion setting. In order to obtain acceptable convergence in the numerical
applications we also include variance reduction techniques. Chapter 5 contains the
results of the research paper Daveloose et al. (2015).
7
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1 1.2.3 Systematic mortality risk
In Chapter 8 we consider a market model where there are two levels of information,
the public information generated by financial assets or insurance products and a
larger flow of information that contains additional knowledge about a death time
of an insured. By using the expansion of filtration, the death uncertainty and its
entailed risk are fully considered without any mathematical restriction. In this con-
text, which catches real features such as correlation between the market model and
the time of death, we address the risk-minimisation problem for a large class of
equity-linked mortality and/or mortality contracts.
The stochastic innovation, that we propose herein, consists of singling out three
classes of martingales in the large filtration. One of these classes is generated by
a new process, up to our knowledge, that has nice features. The three orthogonal
martingale classes are vital pillars for establishing our optional martingale represen-
tation theorem, when (local) martingales of the large filtration are stopped at the
death time. This constitutes our first main original contribution of Chapter 8, while
the second main contribution lies in describing, as explicit as possible, the optimal
risk-minimising strategy when hedging mortality risks using the optional martingale
representation. Chapter 8 is based on the paper Choulli et al. (2015).
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Financial markets

22 Preliminaries on pricing andhedging in financial markets
In this chapter we collect some concepts related to pricing and hedging in finance
which form the basis for the research developed in Chapters 3, 4, and 5. In particular,
we recall characteristics and properties of stochastic processes and of (exponential)
Le´vy processes in Sections 2.1 and 2.2, respectively. For certain Le´vy processes the
small jumps might be approximated by a Brownian motion, as described in Section
2.3. In Section 2.4 we describe the quadratic hedging strategies in general. In Section
2.5 we present popular equivalent martingale measures which are structure preserv-
ing. Then we discuss pricing and hedging in the exponential Le´vy setting. First,
pricing and hedging in a martingale setting are considered in Section 2.6 and their
relation with Fourier transforms and backward stochastic differential equations with
jumps is discussed. Second, quadratic hedging in the semimartingale case is handled
in Section 2.7. Section 2.8 includes some notions about expectations and conditional
expectations. Section 2.9 concerns the conditional density method. Finally, the most
important computational rules of Malliavin calculus are summarised in Section 2.10.
Moreover some applications for Malliavin derivatives of stochastic processes defined
through stochastic differential equations are presented.
2.1 Stochastic processes
For more details about the following definitions and properties we refer the interested
reader to Protter (2005). Consider a finite time horizon T ∈ [0,∞) and a complete
probability space (Ω,F ,P). F is said to be P-complete if for each B ⊂ A ∈ F , such
that P(A) = 0, we have that B ∈ F . Let (Ft)t∈[0,T ] denote a family of σ-algebras,
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which is increasing (Fs ⊆ Ft for s ≤ t) and where FT = F . The assumption that F0
is trivial, is frequently imposed. We call this family a filtration and denote it by F. It
represents the flow of available information evolving through time. Often the natural
filtration generated by a stochastic process X is used. Moreover we assume that the
filtered probability space (Ω,F ,F,P) satisfies the usual hypothesis. The latter means
that F0 contains all the P-null sets of F , and the filtration is right-continuous, i.e.
Ft = ⋂s>tFs, for all t ∈ [0, T ].
Definition 2.1.1. A stochastic process is a family X = (Xt)t∈[0,T ] of mappings from
Ω into R. Hence, for any t ∈ [0, T ], Xt represents a random variable.
Now we recall some properties of stochastic processes. We start with aspects
related to integrability and measurability.
Definition 2.1.2. A process X is integrable (resp. square integrable) if for any t ∈
[0, T ] it holds that Xt is integrable, i.e. E[|Xt|] < ∞ (resp. Xt is square integrable,
i.e. E[X2t ] <∞).
Definition 2.1.3. A real-valued random variable X belongs to the set Lp(Ω), for
p ∈ [1,∞), if |X|p is integrable. This means, if E[|X|p] <∞.
Definition 2.1.4. A process X is called adapted to a filtration F, if Xt is Ft-
measurable for all t.
Concerning the discontinuities of a stochastic process we mainly work with the
following modification.
Definition 2.1.5. A process X is said to be ca`dla`g (continu a` droite, limite a` gauche)
when almost all paths, [0, T ] 7→ Rd : t 7→ Xt, are right-continuous and have left-hand
limits. We denote by ∆Xt := Xt −Xt− the jump of X at time t.
Definition 2.1.6. On the set Ω × [0, T ], we define the σ-field O generated by the
adapted and ca`dla`g processes. A process is called optional if the process is O-
measurable.
Definition 2.1.7. Again on the set Ω× [0, T ], let P denote the σ-field generated by
the adapted and left-continuous processes. Then, if a process is P-measurable it is
called predictable.
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In other words, X is predictable if Xt is Ft−-measurable, where Ft− := ⋃s<tFs.
This means that Xt is known based on the available information right before time t.
Processes for which the changes in the past have no influence on the course of the
process in the future, are important in finance. For instance, the predictions about
the future value of a stock might not be affected by the price it had one week ago,
but only the current price can give an indication.
Definition 2.1.8. Consider an adapted stochastic process X. Assume that for all
0 ≤ s ≤ t ≤ T and for every non-negative, Borel measurable function f , there is
another Borel measurable function g such that
E[f(Xt)|Fs] = g(Xs).
Then we say that X is a Markov process.
Thus, a Markov process is a stochastic process for which only the present value
is relevant for predicting the future.
Stochastic processes which do not have the tendency to decrease or increase over
time, or in other words, which are constant on average, are martingales.
Definition 2.1.9. A martingale is an adapted process M , such that almost all paths
are ca`dla`g, every Mt is integrable, and for s ≤ t it holds that
E[Mt|Fs] = Ms.
The class of all square integrable martingales is denoted byM2 and thus contains
all the martingales M such that supt∈[0,T ] E[M2t ] <∞.
To define a localised modification of the martingale property, we have to introduce
the notion of stopping times.
Definition 2.1.10. A stopping time is a mapping τ : Ω 7→ [0,∞], such that {τ ≤
t} ∈ Ft for all t ∈ [0, T ].
This should be interpreted as follows, for a stopping time τ it is known, based
on the information held in Ft, whether or not {τ ≤ t}. The process Xτ defined by
Xτt := Xτ∧t, is called the stopped process at time τ .
Definition 2.1.11. A process M is a local martingale if there exists an increasing
sequence (τn) of stopping times such that limn→∞ τn = ∞ a.s. and such that each
stopped process M τn is a martingale.
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In general, for any property P a localised version Ploc can be defined. A process
X possesses Ploc when there exists an increasing row (τn) of stopping times such that
limn→∞ τn = ∞ a.s. and such that each stopped process Xτn satisfies the original
property P . For instance, processes can be locally square integrable.
The variability of a process can be quantified by its variation.
Definition 2.1.12. The total variation of a sample path of the process X over a
time interval [0, t] ⊆ [0, T ] is given by
Var(X)t := sup
T
n∑
i=1
|Xti −Xti−1|,
where T represents the set of all finite partitions 0 = t0 < t1 < · · · < tn = t of [0, t].
Definition 2.1.13. A process is said to have finite variation if almost all paths have
a finite total variation over each finite time interval. We denote by V the set of all
real-valued processes A which are ca`dla`g, adapted, have finite variation, and satisfy
A0 = 0.
The combination of local martingales and processes with finite variation leads to
the following type of stochastic processes.
Definition 2.1.14. A semimartingale X is a process of the form
X = X0 +M + A, (2.1)
where X0 is finite-valued and F0-measurable, M is a local martingale starting at 0,
and A is in the set V .
Definition 2.1.15. A special semimartingale X is a semimartingale which admits a
decomposition X = X0+M+A, where A is predictable. For a special semimartingale
the latter decomposition is unique and is called the canonical decomposition.
Definition 2.1.16. A process A in the set V has integrable variation when it holds
that E[Var(A)∞] < ∞. The set of all processes in V having integrable variation is
denoted by A.
A process in Aloc, which is the localised class of A, is referred to as an adapted
process with locally integrable variation.
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Definition 2.1.17. The compensator of a process A ∈ Aloc is the unique (up to an
evanescent set) predictable process Ap ∈ Aloc, such that A−Ap is a local martingale.
Ap is also called the predictable compensator or the dual predictable projection of A.
Recall that the local martingale property holds w.r.t. a certain measure. Hence
the compensator of a process differs according to the considered measure.
Definition 2.1.18. The quadratic covariation of two processes X and Y is defined
by
[X, Y ]t = lim‖T ‖→0
n∑
i=1
(Xti −Xti−1)(Yti − Yti−1),
where T denotes a partition 0 = t0 < t1 < · · · < tn = t of [0, t] and ‖T ‖ =
maxi |ti − ti−1|.
Concerning the integration of stochastic processes we use the following notation.
For a semimartingale Y and a locally bounded predictable process X we denote
(X  Y )t :=
∫ t
0
XsdYs.
For two semimartingales X and Y it holds that the quadratic covariation satisfies
[X, Y ] = XY −X0Y0 −X−  Y − Y− X. (2.2)
Definition 2.1.19. The predictable quadratic covariation of two semimartingales X,
Y is the compensator of the quadratic covariation [X, Y ], provided that [X, Y ] has
locally integrable variation. It is denoted by 〈X, Y 〉 and therefore also called the
angle brackets of X and Y .
The short hand notations [X] and 〈X〉 will be used for the quadratic covariation
[X,X] and the angle bracket 〈X,X〉, respectively. Note that the quadratic covaria-
tion does not relate to a measure, whereas the predictable quadratic covariation is
sensitive to the measure under which it imposes a compensator.
Another important concept is the orthogonality of two semimartingales. Espe-
cially, this comes along in the determination of decompositions involved in quadratic
hedging. For the following we refer to (Jacod and Shiryaev, 2002, Section I.4)
Definition 2.1.20. Two local martingales X and Y are called P-orthogonal if the
product XY is a P-local martingale.
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Note that, the product XY being a local martingale is equivalent to the quadratic
covariation [X, Y ] being a local martingale. This is clear from relation (2.2), where
the stochastic integrals also result into local martingales. Moreover if [X, Y ] ∈
Aloc, then X and Y are P-orthogonal when the angle bracket 〈X, Y 〉 equals zero.
Two square integrable martingales X and Y are orthogonal if the product XY or
equivalently [X, Y ] is a martingale.
2.2 The (exponential) Le´vy setting
This section is based on Sato (1999) and Protter (2005). Let T be a finite time
horizon and let L = (Lt)t∈[0,T ] denote a Le´vy process, defined as follows, in the given
complete probability space (Ω,F ,P).
Definition 2.2.1. An adapted and ca`dla`g process L = (Lt)t∈[0,T ] with L0 = 0 a.s. is
a Le´vy process if
1. L has increments independent of the past (i.e. Lt − Ls is independent of Fs,
0 ≤ s < t ≤ T )
2. L has stationary increments (i.e. Lt − Ls has the same distribution as Lt−s,
0 ≤ s < t ≤ T )
3. Lt is continuous in probability or stochastically continuous (i.e. ∀ε > 0,
lim
h→0
P(|Lt+h − Lt| > ε) = 0).
The only continuous Le´vy process is a Brownian motion. We introduce the filtra-
tion F = (Ft)t∈[0,T ], defined by Ft := F0t ∨N , for all t in [0, T ], where (F0t )t∈[0,T ] is the
natural filtration of L and N contains the P-null sets of F . Then, the filtered com-
plete probability space (Ω,F ,F,P) satisfies the usual hypotheses. From the Le´vy–Itoˆ
decomposition (see, e.g., Sato (1999)) we know that there exist a Brownian motion
W = (Wt)t∈[0,T ] and two constants a, b ∈ R, such that the Le´vy process L can be
written as
Lt = at+ bWt + Zt + lim
ε→0 Z˜
ε
t , ∀t ∈ [0, T ]. (2.3)
Herein Z is a compound Poisson process including the jumps of L with |∆Lt| ≥ 1
and for any ε ∈ (0, 1), Z˜ε is a compensated compound Poisson process including
the jumps of L with ε ≤ |∆Lt| < 1. Moreover, the processes W , Z, and Z˜ε are
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independent. The jump part of L is characterised by a Poisson random measure
N(dt, dz) on [0,∞)× R0, which has an intensity measure `(dz)dt. It holds that
Zt :=
∑
s∈[0,t]
∆LsI{|∆Ls|≥1} =
∫ t
0
∫
{|z|≥1}
zN(ds, dz),
Z˜εt :=
∑
s∈[0,t]
∆LsI{ε≤|∆Ls|<1} − E
 ∑
s∈[0,t]
∆LsI{ε≤|∆Ls|<1}

=
∫ t
0
∫
{ε≤|z|<1}
zN(ds, dz)− t
∫
{ε≤|z|<1}
z`(dz) =
∫ t
0
∫
{ε≤|z|<1}
zN˜(ds, dz).
N˜ denotes the compensated Poisson random measure and satisfies N˜(dt, dz) =
N(dt, dz) − dt`(dz). The measure ` is called the Le´vy measure of L. ` indicates
the intensity of the jumps of different sizes, i.e. `(A) is the expected number of
jumps whose sizes are in the set A on the time interval [0, 1]. The Le´vy measure
satisfies the following standard integrability conditions
∫
{|z|<1}
z2`(dz) <∞ and
∫
{|z|≥1}
`(dz) <∞. (2.4)
A Le´vy process is said to have infinite activity when
∫
R0 `(dz) =∞. Then, jumps with
infinitely small size occur very frequently. The triplet (a, b2, `) is the characteristic
triplet of the Le´vy process L. For u ∈ R, we define
ψ(u) := iau− 12b
2u2 +
∫
R0
(eiuz − 1− iuzI{|z|<1})`(dz). (2.5)
By the Le´vy-Khintchine representation we know that the characteristic function of
Lt is given by
Φt(u) := E[eiuLt ] = etψ(u), ∀u ∈ R, 0 ≤ t ≤ T.
The moment generating function Mt and the cumulant generating function κt of Lt
– when they exist – are respectively, for all u ∈ R and 0 ≤ t ≤ T , given by
Mt(u) := E[euLt ] = etψ(−iu),
κt(u) := logE[euLt ] = tψ(−iu). (2.6)
Now we introduce a stock price which is modelled by a geometric Le´vy process,
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i.e. the stock price is given by St := S0eLt , ∀t ∈ [0, T ], where S0 > 0. Let r > 0
be the risk-free instantaneous interest rate. The value of the corresponding riskless
asset equals ert for any time t ∈ [0, T ]. We denote the discounted stock price process
by Sˆ. Hence at any time t ∈ [0, T ] it equals
Sˆt := e−rtSt = S0e−rteLt . (2.7)
Furthermore the case where Sˆ is deterministic is excluded by assuming that κt(2)−
2κt(1) 6= 0. By the fundamental theorem of asset pricing we know that the existence
of an equivalent martingale measure excludes arbitrage opportunities. To make sure
that our model does not allow arbitrage, we impose the conditions resulting from
Cont and Tankov (2004) and Tankov (2010), considering exponential Le´vy models.
The well known Itoˆ’s formula takes the following form for semimartingales, pos-
sibly including jumps.
Lemma 2.2.2. Let X be a semimartingale and f be a real C2 function, then f(X)
is a semimartingale too and it holds that
f(Xt) = f(X0) +
∫ t
0
f ′(Xs−)dXs +
1
2
∫ t
0
f ′′(Xs−)d[Xc]s
+
∑
0≤s≤t
(
f(Xs)− f(Xs−)− f ′(Xs−)∆Xs
)
,
where Xc indicates the continuous martingale part of X.
In the Le´vy setting this translates into the following.
Lemma 2.2.3. For a Le´vy process L with characteristic triplet (a, b2, `) and a real
function f which is in the class C2, it holds that
f(Lt) =
∫ t
0
(
af ′(Ls−) +
b2
2 f
′′(Ls−)
+
∫
R0
{
f(Ls− + z)− f(Ls−)− zf ′(Ls−)I{|z|<1}
}
`(dz)
)
ds
+ b
∫ t
0
f ′(Ls−)dWs +
∫ t
0
∫
R0
(f(Ls− + z)− f(Ls−)) N˜(ds, dz).
For the discounted stock price modelled by the geometric Le´vy process (2.7) it
follows by Itoˆ’s lemma that
dSˆt = Sˆt−aˆdt+ Sˆt−bdWt + Sˆt−
∫
R0
(ez − 1)N˜(dt, dz) , (2.8)
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where
aˆ := a− r + 12b
2 +
∫
R0
(
ez − 1− zI{|z|<1}
)
`(dz) .
The following definition considers stochastic exponentials.
Definition 2.2.4. Let X be a semimartingale. Then, the Dole´ans-Dade exponential
E(X) is the ca`dla`g and adapted process Y which is the solution of
Y = 1 + Y− X.
Therefore it follows from (2.8) that
Sˆ = S0E(X), where Xt = aˆt+ bWt +
∫ t
0
∫
R0
(ez − 1)N˜(ds, dz).
The latter process X is another Le´vy process and we realise that a geometric Le´vy
model can be rewritten into a stochastic exponential model of another Le´vy process.
Vice versa, for a process defined through a stochastic exponential and which is strictly
positive, a geometric Le´vy form can also be derived. For more details we refer to
Jacod and Shiryaev (2002).
2.2.1 Ornstein-Uhlenbeck processes
The knowledge of the density function of stochastic processes is convenient for several
applications, e.g. for numerical experiments involving simulation. However for many
processes with jumps, the density function is not known in a closed form. Ornstein-
Uhlenbeck(OU) processes can have a stationary distribution with known density
function. This will be of interest when we apply the conditional density method
in Chapter 5. Therefore we discuss -in particular- the Γ(a, b)-Ornstein-Uhlenbeck
process here.
Ornstein-Uhlenbeck processes are defined on the basis of Le´vy processes, however
they are not Le´vy processes. The process X is called an Ornstein-Uhlenbeck process
with mean zero, see Section 17 in Sato (1999), if it follows the dynamics
dXt = −λXtdt+ dLt, (2.9)
where λ > 0 and L is a subordinator (i.e. an increasing Le´vy process), admitting
a stationary distribution for the process X. For instance this can be a Γ(a, b)-
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distribution, then we call X a Γ(a, b)-Ornstein-Uhlenbeck process. Hence this means
that Xt has a Γ(a, b)-distribution for all t > 0. The solution of the stochastic
differential equation (2.9) equals
Xt = e−λtX0 +
∫ t
0
eλ(r−t)dLr. (2.10)
An interesting property of OU-processes is the fact that the autocorrelation is in-
dependent of the stationary distribution. To determine the correlation between two
variables Xt and Xs, 0 < s < t we first express Xt as a function of Xs. From (2.10)
it follows that
Xt = eλ(s−t)e−λsX0 + eλ(s−t)
∫ s
0
eλ(r−s)dLr +
∫ t
s
eλ(r−t)dLr
= eλ(s−t)Xs +
∫ t
s
eλ(r−t)dLr.
Since L is a Le´vy process we find that
Cov(Xt, Xs) = eλ(s−t) Var(Xs) + 0,
hence the autocorrelation equals
Corr(Xt, Xs) =
eλ(s−t) Var(Xs)√
Var(Xt)
√
Var(Xs)
= eλ(s−t), ∀ 0 < s < t. (2.11)
2.3 The small jumps in a Le´vy process
Recall the Le´vy-Itoˆ decomposition (2.3) and define for ε ∈ ]0, 1],
Xεt := limε→0 Z˜
ε
t − Z˜εt ,
then Xε is the compensated discontinuous process with jumps of absolute size smaller
than ε. It is clear that E[Xεt ] ≡ 0, hence the variance of Xεt coincides with its
second moment. Via the Le´vy-Khintchine representation we know that the moment
generating function of Xεt is given by
Mt(u) = exp
{
t
∫
{|z|<ε}
(euz − 1− uz) `(dz)
}
.
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Therefore the variance of Xεt equals
Var(Xεt ) = t
∫
{|z|<ε}
z2`(dz) =: tσ2(ε).
It holds that σ(ε) converges to zero when ε does. Concerning the limiting distribution
of Xε/σ(ε) for ε tending to zero, Asmussen and Rosinski (2001) proved the following.
Proposition 2.3.1. Let B denote a standard Brownian motion. We have X
ε
σ(ε) → B
in distribution for ε→ 0 if and only if for any k > 0 it holds that
σ
(
kσ(ε) ∧ ε
)
σ(ε) → 1, for ε→ 0. (2.12)
The following condition implies (2.12) and is more convenient to check
σ(ε)
ε
→∞, for ε→ 0.
For compound Poisson and Gamma processes, the normalised small jumps do not
fit the normal approximation. On the other hand, for α-stable and normal inverse
Gaussian (NIG) processes the approximation is valid.
As it was first initiated by Rydberg (1997) for NIG processes and further devel-
oped by Asmussen and Rosinski (2001), the approximation of the small jump part by
a Brownian motion has shown its value in numerical simulations. Indeed, by trun-
cating the small jumps of a Le´vy process or replacing them by a scaled Brownian
motion, a Le´vy process is approximated by the sum of a Brownian motion and a
compound Poisson process, which can both be simulated. For these topics we refer
the reader to Cont and Tankov (2004) and Glasserman (2004).
Next to this kind of approximation, also other techniques can be applied in sim-
ulations. For instance, as the NIG process is a Brownian motion time-changed by
an inverse Gaussian process, simulating the NIG process boils down to simulating a
Brownian motion and an inverse Gaussian process. We refer the interested reader to
the literature.
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2.4 Quadratic hedging
In the study of quadratic hedging strategies two aspects play an important role,
namely the considered measure and the type of strategy. For both aspects there are
two possible choices which we will further discuss hereafter. In short, the considered
measure can either be an equivalent martingale measure or the historical measure,
which leads to a martingale or a semimartingale setting, respectively. On the other
hand, the type of strategy is determined by insisting on either the self-financing or
the replicating property and minimising some hedging error (due to the lack of the
other property) in a mean square sense. These two types are called the mean-variance
hedging and the (local) risk-minimisation. Figure 2.1 gives an overview.
Self-financing Replicating
Martingale measure Mean-variance hedging Risk-minimisation
Historical measure Mean-variance hedging Local risk-minimisation
Figure 2.1: Overview of quadratic hedging strategies
2.4.1 Quadratic hedging under a martingale measure
We start by considering the market with respect to a martingale measure P˜Θ0 , which
depends on a parameter Θ0 which varies along the considered martingale measures,
see Section 2.5. The motivation to study a martingale setting comes from several di-
rections. First of all, in financial markets it is common to consider the market with
respect to risk-neutral measures, because of risk-neutral or arbitrage-free pricing
mechanisms. On the other hand, certain martingale measures can involve inter-
esting properties. For instance, some are structure preserving for Le´vy processes,
think of the Esscher transform, the minimal entropy martingale measure, the min-
imal martingale measure, and the variance-optimal martingale measure, which are
discussed in Section 2.5. Moreover these martingale measures have additional inter-
pretations in terms of optimisation and utility maximisation (see for example Gerber
and Shiu (1996), Fujiwara and Miyahara (2003), and Schweizer (1999)). Finally, the
consideration w.r.t. a risk-neutral measure is simpler from a technical point of view,
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than w.r.t. the historical measure. In particular the mean-variance hedging and the
risk-minimisation involve the same optimal number as described below.
Let Sˆ denote a discounted risky asset which is a martingale w.r.t. P˜Θ0 and ρ :=
(ξ, η) denote a trading strategy. The process ξ is a predictable process indicating the
number of discounted risky assets held in the portfolio. Moreover ξ ∈ L2(Sˆ), where
L2(Sˆ) contains all real-valued predictable processes ξ such that
‖ξ‖L2(Sˆ) :=
(
E˜Θ0
[ ∫ T
0
ξ2ud[Sˆ]u
])1/2
<∞.
η is an adapted process which gives the discounted amount invested in the risk-free
asset. Then, the discounted value of the portfolio following this strategy ρ is the
process Vˆ (ρ) := ξSˆ + η. Vˆ (ρ) is assumed to have right-continuous paths and to
be square integrable at each point in time in [0, T ]. Moreover we introduce the
following related values. The amount of wealth invested in the discounted risky asset
in a quadratic hedging strategy is given by pˆi := ξSˆ. The cumulative profit obtained
by trading in the risky asset is gathered in the gain process defined by Gˆ := ξ  Sˆ.
The cost process is defined by Cˆ(ρ) := Vˆ (ρ)− ξ  Sˆ and the risk process is given by
RˆΘ0t (ρ) := E˜Θ0 [(CˆT (ρ)− Cˆt(ρ))2|Ft].
Recalling the concept of quadratic hedging strategies in a martingale setting,
we follow the approach of Schweizer (2001). Let HˆT denote the discounted contin-
gent claim due at maturity T . In the first approach, called mean-variance hedg-
ing (MVH), the strategy is self-financing (hence its cost process is constant) and
one minimises the quadratic hedging error at maturity in mean square sense, i.e.
minρ E˜Θ0
[(
HˆT − VˆT (ρ)
)2]
. The second approach is called risk-minimisation (RM)
in the martingale setting. This strategy ρΘ0 replicates the option’s payoff, i.e.
VˆT (ρΘ0) = HˆT , but is not self-financing, it is only mean self-financing (i.e. its cost pro-
cess is a martingale). Moreover the RM strategy minimises the risk process RˆΘ0(ρ)
which is induced by the fact that the strategy is not self-financing. In other words,
the RM strategy minimises the remaining cost CˆT (ρ)− Cˆt(ρ) at any time t in a mean
square sense. For the RM strategy the value of the discounted portfolio equals
Vˆ Θ0t := Vˆt(ρΘ0) = E˜Θ0 [HˆT |Ft] , ∀t ∈ [0, T ] . (2.13)
In case the discounted stock price process is a martingale, both quadratic hedging
strategies, the mean-variance hedging and the risk-minimisation are related to the
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Galtchouk-Kunita-Watanabe (GKW) decomposition, see Fo¨llmer and Sondermann
(1986). We introduce this decomposition in the following definition.
Definition 2.4.1. Let Sˆ be a square integrable P˜Θ0-martingale. An FT -measurable
and square integrable random variable HˆT possesses a GKW-decomposition with
respect to Sˆ under P˜Θ0 as follows. There exists a predictable process ξΘ0 which is
square integrable with respect to Sˆ, and a square integrable P˜Θ0-martingale LΘ0 with
LΘ00 = 0, such that LΘ0 is P˜Θ0-orthogonal to Sˆ and
HˆT = E˜Θ0 [HˆT ] +
∫ T
0
ξΘ0s dSˆs + LΘ0T , P˜Θ0-a.s. (2.14)
Both quadratic hedging strategies are determined by the process ξΘ0 appearing
in the GKW-decomposition of the discounted contingent claim HˆT under P˜Θ0 . The
process ξΘ0 indicates the number of discounted risky assets to hold in the portfolio
in both strategies. Therefore, also the amount of wealth pˆiΘ0 and the gain process
GˆΘ0 coincide for both strategies. From now on we refer to the number ξΘ0 as the
optimal number for quadratic hedging strategies in a martingale setting. Notice
that the strategy depends on the parameter Θ0 which changes according to the
different considered martingale measures. The amount invested in the riskless asset
is different in both strategies and is determined by the self-financing property for the
MVH strategy and by the mean self-financing property for the RM strategy. This
implies a difference in the cost process too. The GKW-decomposition (2.14) and
property (2.13) imply that the cost process of the RM strategy is given by
CˆΘ0 := Cˆ(ρΘ0) = Vˆ Θ0 − ξΘ0  Sˆ = Vˆ Θ00 + LΘ0 .
This in turn leads to the following conclusion for the remaining risk process of the
RM strategy considered under the measure P˜Θ0
RˆΘ0t = E˜Θ0 [(LΘ0T − LΘ0t )2|Ft].
This shows that all the risk related to the underlying is hedged away, while the
only remaining risk is orthogonal to the fluctuations of the underlying and therefore
cannot be hedged away. For the MVH strategy, it holds that the loss at time of
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maturity T is given by
LΘ0T = HˆT − Vˆ0 −
∫ T
0
ξΘ0s dSˆs .
2.4.2 Quadratic hedging in a semimartingale setting
In this subsection we work under the historical measure P which is not necessarily
a martingale measure. The historical or physical measure includes the true proba-
bilities and is therefore obviously of interest. For energy, commodity, and insurance
markets the historical measure is commonly preferred above martingale measures.
Unfortunately, the estimation of the statistical model for the historical evolution of
the underlying is quite difficult.
Under the historical measure the discounted stock price process Sˆ is not a (local)
martingale. Sˆ is supposed to be a special semimartingale, such that it possesses the
unique canonical decomposition, Sˆ = S0 + M + A, where S0 is finite-valued and
F0-measurable, M is a local martingale with M0 = 0, and A is a predictable, finite
variation process with A0 = 0. We denote by L(Sˆ) the class of predictable processes
for which we can determine the stochastic integral with respect to Sˆ. We define the
space Ξ by
Ξ :=
{
X ∈ L(Sˆ)
∣∣∣∣E[ ∫ T0 X 2s d〈M〉s +
( ∫ T
0
|XsdAs|
)2]
<∞
}
.
For a trading strategy ρ := (ξ, η) with underlying Sˆ which denotes a semimartin-
gale, it has to hold that ξ is in Ξ.
Again two types of quadratic hedging strategies are at hand. The MVH strategy
is very similar to the one available in the martingale setting. The MVH strategy is
again self-financing and it minimises the loss at maturity in mean square sense.
On the other hand, the risk-minimising strategy introduced before does not al-
ways exist in the semimartingale case. The RM strategy is modified into the local
risk-minimising (LRM) strategy by Schweizer (1988, 1991). LRM strategies repli-
cate the payoff at maturity, the cost process is a martingale (which means that the
strategy is mean self-financing) and this cost process is orthogonal to the local mar-
tingale M . The LRM strategy also minimises the remaining risk of the cost process
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in a technical way. The risk process is now defined as follows
Rˆt(ρ) := E[(CˆT (ρ)− Cˆt(ρ))2|Ft].
In order to describe this minimisation procedure we first introduce some notions
about small perturbations, sequences of partitions, and the risk quotient. A small
perturbation is a trading strategy ∆ = (δ, ε) for which it holds that δ is bounded,∫ T
0 |δudAu| is bounded, and δT = εT = 0. Then, given a small perturbation ∆ = (δ, ε),
we derive the following small perturbation for any subinterval (s, t] of [0, T ],
∆|(s,t] := (δI(s,t], εI(s,t]).
Next, we let T denote a partition of [0, T ]. Thus T is a finite set T = {t0, t1, . . . , tk}
of time points with 0 = t0 < t1 < · · · < tk = T and the mesh size of T is ‖T ‖ :=
max
ti,ti+1∈T
(ti+1 − ti). A sequence of partitions (Tn)n∈N is called increasing if Tn ⊆ Tn+1
for all n and the sequence tends to the identity if lim
n→∞‖Tn‖ = 0. For a trading
strategy ρ, a small perturbation ∆, and a partition T of [0, T ], the risk quotient
rT [ρ,∆] is defined as follows at any time t ∈ [0, T ]
rT [ρ,∆](t) :=
∑
ti,ti+1∈T
Rˆti(ρ+ ∆|(ti,ti+1])− Rˆti(ρ)
E[〈M〉ti+1 − 〈M〉ti|Fti ]
I(ti,ti+1](t).
Now we have all the ingredients to come to the notion of local risk-minimisation.
A trading strategy ρ is called locally risk-minimising if lim inf
n→∞ r
Tn(ρ,∆) ≥ 0 PM -
a.e. on Ω × [0, T ] for every small perturbation ∆ and every increasing sequence
(Tn) of partitions of [0, T ] tending to the identity. Herein PM is a finite measure
PM := P × 〈M〉 on the product space Ω × [0, T ] associated with the angle bracket
process 〈M〉, introduced by Schweizer (1990). This means that by the LRM strategy
the riskiness of the cost process is measured locally in time.
Finding an LRM strategy boils down to determining an extension of the GKW-
decomposition to the semimartingale setting, known as the Fo¨llmer-Schweizer (FS)
decomposition. In the following we present the definition of the FS-decomposition.
Definition 2.4.2. Let Sˆ be a square integrable, special semimartingale with canoni-
cal decomposition Sˆ = S0+M+A. An FT -measurable and square integrable random
variable HˆT admits an FS-decomposition as follows. There exist a constant Hˆ0, a
process X ∈ Ξ, and a square integrable martingale N with N0 = 0, such that N is
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orthogonal to M and
HˆT = Hˆ0 +
∫ T
0
XtdSˆt +NT , P-a.s.
The LRM strategy is determined by taking X discounted risky assets in the
hedging portfolio, where X is computed from the FS-decomposition of the discounted
contingent claim by using predictable quadratic covariations under the world measure
P. The amount invested in the riskless asset at t ∈ [0, T ] can be obtained from the
fact that the cost process in this mean self-financing strategy equals Cˆ = Hˆ0 + N .
Moreover the minimal martingale measure P˜γ0 related to Sˆ plays an important role
in the determination of the LRM strategy. Here we specify the minimal martingale
measure with the parameter γ0 as we describe in Subsection 2.5.3. It is the martingale
measure such that any local martingale which is orthogonal to M , remains a local
martingale under P˜γ0 , such that the FS-decomposition implies that
EP˜γ0 [HˆT |Ft] = Hˆ0 +
∫ t
0
XtdSˆt +Nt , P˜γ0-a.s.
The LRM strategy has the disadvantage of being harder to interpret economically
compared to the MVH strategy. Since the MVH is self-financing, the optimal MVH
number of discounted assets equals the non-discounted number which is not neces-
sarily optimal, as shown in Vandaele (2010). On the other hand, the LRM strategy
is easy to find once we know the FS-decomposition, while finding the MVH strategy
is more involved.
2.5 Structure preserving martingale measures
As we will mainly consider models which contain jumps, the market will rarely be
complete. In an incomplete market there is a set of equivalent martingale measures
and there exists no longer a unique martingale measure. In our study, we consider
the following martingale measures for Le´vy models: the Esscher transform (ET), the
minimal entropy martingale measure (MEMM), the minimal martingale measure
(MMM), and the variance-optimal martingale measure (VOMM). Now we denote
these measures by P˜Θ0 . Herein Θ0 is a parameter changing according to each specific
martingale measure as explained below. We refer to Theorems 33.1 and 33.2 in Sato
(1999) for more about measure changes in the Le´vy setting. In general we denote
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the expectation and the characteristic function of Lt under measure P˜Θ0 by E˜Θ0 [Lt]
and Φ˜Θ0t .
The measures mentioned above have the interesting property of being structure
preserving. This implies that a Le´vy process under P with characteristic triplet
(a, b2, `) remains a Le´vy process with characteristic triplet (a˜, b2, ˜`) under a structure
preserving measure. Theorem III.3.24 in Jacod and Shiryaev (2002) states conditions
which are equivalent to the existence of a parameter Θ ∈ R and a function ρ(z; Θ),
z ∈ R, such that ∫
{|z|<1}
|z (ρ(z; Θ)− 1)| `(dz) <∞ , (2.15)
and such that
a˜ = a+ b2Θ +
∫
{|z|<1}
z (ρ(z; Θ)− 1) `(dz) and ˜`(dz) = ρ(z; Θ)`(dz) . (2.16)
Therefore we denote a structure preserving measure by P˜Θ. Moreover, imposing
that the discounted stock price process Sˆ is a martingale under the new measure is
equivalent to
E˜Θ[Sˆt] = Sˆ0 ⇔ E˜Θ[S0e−rteLt ] = S0 ⇔ E˜Θ[eLt ] = ert ⇔ ψ˜Θ(−i) = r
⇔ a˜+ b
2
2 +
∫
R0
(ez − 1− zI{|z|<1})˜`(dz) = r. (2.17)
For certain types of structure preserving measures, which we consider in the following
subsections and further on in this thesis, the latter leads to a unique parameter Θ0.
This explains the notation P˜Θ0 for the structure preserving martingale measures. The
relation between the original measure P and the martingale measure P˜Θ0 is given by
dP˜Θ0
dP
∣∣∣∣Ft = exp
(
bΘ0Wt − 12b
2Θ02t+
∫ t
0
∫
R0
log (ρ(z; Θ0)) N˜(ds, dz)
+t
∫
R0
(log (ρ(z; Θ0)) + 1− ρ(z; Θ0)) `(dz)
)
.
From the Girsanov theorem (see e.g. Theorem 1.33 in Øksendal and Sulem (2009))
we know that WΘ0 and N˜Θ0 defined by
dWΘ0t = dWt − bΘ0dt, (2.18)
N˜Θ0(dt, dz) = N(dt, dz)− ρ(z; Θ0)`(dz)dt = N˜(dt, dz) + (1− ρ(z; Θ0)) `(dz)dt ,
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for all t ∈ [0, T ] and z ∈ R0, are a standard Brownian motion and a compensated
jump measure under P˜Θ0 . Moreover we can rewrite (2.8) as
dSˆt = Sˆt−bdWΘ0t + Sˆt−
∫
R0
(ez − 1)N˜Θ0(dt, dz) . (2.19)
2.5.1 Esscher transform
The Esscher transform (ET) is an important tool in actuarial science and financial
pricing. For the definition and more details about the ET we refer to Gerber and
Shiu (1996). We assume that the moment generating function Mt(θ) of Lt exists for
all 0 ≤ t ≤ T and θ ∈ R, which translates into the following condition
∫
{|z|≥1}
eθz`(dz) <∞, ∀θ ∈ R. (2.20)
We define the measure P˜θ ∼ P, for all θ ∈ R, by
dP˜θ
dP
∣∣∣∣Ft = exp(θLt)Mt(θ) = exp(Xt),
where
Xt = θbWt − 12b
2θ2t+ θ
∫ t
0
∫
R0
zN˜(ds, dz)− t
∫
R0
(eθz − 1− θz)`(dz).
We denote by θ0 the parameter value for which P˜θ0 is a martingale measure and call
this measure the ET. In Gerber and Shiu (1996) the existence and uniqueness of this
parameter θ0 ∈ R were shown. The Le´vy triplet of L with respect to the ET P˜θ0 is
denoted by (a˜, b2, ˜`), where
a˜ = a+ b2θ0 +
∫
{|z|<1}
z(eθ0z − 1)`(dz) and ˜`(dz) = eθ0z`(dz). (2.21)
Thus for the ET it holds that ρ(z; θ) = eθz.
2.5.2 Minimal entropy martingale measure
For the definition and more details about the minimal entropy martingale measure
(MEMM), we refer to Fujiwara and Miyahara (2003). This martingale measure
minimises the Kullback-Leibler distance or the relative entropy with respect to the
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historical measure P. The relative entropy for a martingale measure P˜Θ0 equivalent
with the historical measure P is given by
E(P˜Θ0 ,P) = E
[dP˜Θ0
dP log
(dP˜Θ0
dP
)]
= E˜Θ0
[
log
(dP˜Θ0
dP
)]
.
We introduce the Le´vy process Lˆ
Lˆt := Lt +
1
2b
2t+
∫ t
0
∫
R0
(ez − 1− z)N(ds, dz)
= a1t+ bWt +
∫ t
0
∫
{|z|≥1}
(ez − 1)N(ds, dz) +
∫ t
0
∫
{|z|<1}
(ez − 1)N˜(ds, dz),
where a1 = a+ 12b
2 +
∫
{|z|<1}(ez− 1− z)`(dz). We assume that for all θ∗ ∈ R we have∫
{|z|≥1}
eθ∗(ez−1)`(dz) <∞. (2.22)
The latter condition implies that the moment generating function of Lˆ exists. We
introduce the measure P˜θ∗ ∼ P, ∀θ∗ ∈ R, by
dP˜θ∗
dP
∣∣∣∣Ft = exp(θ
∗Lˆt)
E[exp(θ∗Lˆt)]
= exp(Yt),
where
Yt = θ∗bWt−12(θ
∗)2b2t+θ∗
∫ t
0
∫
R0
(ez−1)N˜(ds, dz)−t
∫
R0
(eθ∗(ez−1)−1−θ∗(ez−1))`(dz).
We define P˜θ∗0 to be the measure under which the discounted stock price process is a
martingale. It is called the MEMM. The existence and uniqueness of the parameter
θ∗0 ∈ R are discussed in Fujiwara and Miyahara (2003). The Le´vy triplet of L under
the MEMM P˜θ∗0 equals (a˜, b2, ˜`), where
a˜ = a+ b2θ∗0 +
∫
{|z|<1}
z(eθ∗0(ez−1) − 1)`(dz) and ˜`(dz) = eθ∗0(ez−1)`(dz). (2.23)
In other words, we have ρ(z; θ∗) = eθ∗(ez−1) for the MEMM.
30
22.5 Structure preserving martingale measures
2.5.3 Minimal martingale measure and variance-optimal mar-
tingale measure
The minimal martingale measure (MMM) P˜γ0 related to a semimartingale X is the
martingale measure such that any P-local martingale which is orthogonal to M ,
as defined in (2.1), remains a local martingale under P˜γ0 . Moreover the minimal
martingale measure minimises the reverse relative entropy as discussed in Schweizer
(1999).
Studies about the MMM can be found in Arai (2004) and Fo¨llmer and Schweizer
(1991). Now we describe the MMM for Sˆ satisfying (2.8). Let γ0 be defined as
γ0 = −a+
1
2b
2 +
∫
R0(e
z − 1− zI{|z|<1})`(dz)− r
b2 +
∫
R0(ez − 1)2`(dz)
.
We assume that γ0(ez−1)+1 > 0, ∀z ∈ R, hereto γ0 ∈ (0, 1). This condition ensures
that the MMM exists as a probability measure (see Proposition 3.1 in Arai (2004)).
The MMM in this case is defined by means of γ0 as
dP˜γ0
dP
∣∣∣∣Ft = exp(Zt),
where
Zt = γ0bWt − 12γ
2
0b
2t+
∫ t
0
∫
R0
log(γ0(ez − 1) + 1)N˜(ds, dz)
− t
∫
R0
(γ0(ez − 1)− log(γ0(ez − 1) + 1))`(dz).
The Le´vy triplet of L w.r.t. the MMM P˜γ0 equals (a˜, b2, ˜`), where
a˜ = a+b2γ0 +
∫
{|z|<1}
γ0z(ez−1)`(dz) and ˜`(dz) = {γ0(ez−1)+1}`(dz). (2.24)
It is clear that the MMM follows by taking ρ(z; γ0) = γ0(ez − 1) + 1.
Remark 2.5.1 (Variance-optimal martingale measure (VOMM)). In Theorem 8 in
Schweizer (1995) it was shown that for geometric Le´vy processes, the VOMM and the
MMM coincide. This follows from the fact that the mean-variance tradeoff process
corresponding to a Le´vy process is deterministic.
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2.6 Pricing and hedging in the exponential Le´vy
setting: the martingale case
Here we present some results concerning the pricing and hedging of European options
under a risk-neutral measure. We start by considering a general martingale setting.
Thus we consider the discounted stock price process Sˆ to be a martingale under
measure P˜Θ0 , one of the structure preserving measures presented in the previous
section and considered in the thesis.
Consider a European option with payoff F (ST ) at time T , and denote the dis-
counted payoff by HˆT := e−rTF (ST ). Then the option price is given by
PΘ0(t, St) := ertE˜Θ0 [HˆT |Ft] = e−r(T−t)E˜Θ0 [F (ST )|St],
where we assumed that S has the Markov property. The delta of the option price is
defined as the sensitivity of the option price with respect to the current value of the
underlying asset. Thus the delta equals
∆Θ0(t, St) :=
∂PΘ0
∂St
(t, St). (2.25)
Both quadratic hedging strategies in a martingale setting, i.e. the risk-minimisation
and the mean-variance hedging, are described in general in Subsection 2.4.1.
In the following subsections we specify the model for the stock price process.
Namely, we consider the exponential Le´vy setting.
2.6.1 Pricing and hedging via Fourier transform
We observe a one-dimensional risk-neutral exponential Le´vy model in the form (2.7).
Thereto we consider the model under a martingale measure P˜Θ0 which is equivalent
to the historical measure P. The Le´vy triplet of the driving process L w.r.t. this
martingale measure is denoted by (a˜, b2, ˜`). Besides we denote the expectation and
the characteristic function of Lt at t ∈ [0, T ] under P˜Θ0 by E˜Θ0 and Φ˜Θ0t , respectively.
Consider a European option with payoff F (ST ) at time T and denote by f the
function f(x) := F (ex). To price such an option at any time previous to the maturity
T , we rely on the Fourier-based approach introduced in Carr and Madan (1999) (see
also Cont and Tankov (2004) and Schoutens (2003)). We introduce the dampened
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payoff function g associated with the payoff function f as follows
g(x) := e−Rxf(x), x ∈ R ,
for some R ∈ R0, which is called the damping factor. The Fourier transform of a
function g ∈ L1(R) is denoted by gˆ, i.e.
gˆ(u) :=
∫
R
eiuxg(x)dx, ∀u ∈ R,
Further on we use the notation fˆ(u + iR) := gˆ(u) for all real numbers u and the
damping factor R. In the next two propositions we present the formulas for the
price and the delta of an option written in terms of the characteristic function of
the underlying driving process and the Fourier transform of the dampened payoff
function. The proofs of both propositions can be found in Eberlein et al. (2010).
Proposition 2.6.1 (Option price). Suppose there is a damping factor R 6= 0 such
that 
g ∈ L1(R) and∫
{|z|≥1}
eRz ˜`(dz) <∞. (2.26)
Moreover assume that
u 7→ fˆ(u+ iR)Φ˜Θ0T−t(−u− iR) ∈ L1(R). (2.27)
Then the price at time t of the European option with payoff F (ST ) w.r.t. P˜Θ0 equals
PΘ0(t, St) =
e−r(T−t)
2pi
∫
R
fˆ(u+ iR)Φ˜Θ0T−t(−u− iR)SR−iut du. (2.28)
From the price formula (2.28) the following Fourier transform formula for the
delta (2.25) can be derived.
Proposition 2.6.2 (Delta). Let the damping factor R 6= 0 satisfy conditions (2.26).
In addition assume
u 7→ (1 + |u|)fˆ(u+ iR)Φ˜Θ0T−t(−u− iR) ∈ L1(R). (2.29)
Then the delta of a European option with payoff function f at time t under P˜Θ0 is
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given by
∆Θ0(t, St) =
e−r(T−t)
2pi
∫
R
(R− iu)fˆ(u+ iR)Φ˜Θ0T−t(−u− iR)SR−1−iut du. (2.30)
The Fourier approach can also be used in the determination of the quadratic hedg-
ing strategies. As recalled in Subsection 2.4.1 the MVH and RM strategy require the
same optimal number of discounted risky assets in their trading, which is obtained
from a Galtchouk-Kunita-Watanabe decomposition, see Definition 2.4.1. The fol-
lowing result gives an explicit expression for the optimal number and is taken from
Proposition 7 in Tankov (2010). We use it later in our analysis for the robustness
study of the quadratic hedging strategies.
Proposition 2.6.3 (MVH and RM strategy, the martingale case). Assume the payoff
function f and the driving Le´vy process L allow the pricing formula (2.28) and the
delta formula (2.30) with damping factor R, i.e. assume (2.26) and (2.29). Moreover
assume that the damping factor R satisfies
∫
{|z|≥1}
e2(z∨Rz) ˜`(dz) <∞. (2.31)
Then, the position to take in the discounted underlying at time t in a quadratic
hedging strategy under P˜Θ0 is given by
ξΘ0(t, St−) =
b2∆Θ0(t, St−) + 1St−
∫
R0(e
z − 1)[PΘ0(t, St−ez)− PΘ0(t, St−)]˜`(dz)
b2 +
∫
R0(ez − 1)2 ˜`(dz)
,
(2.32)
where PΘ0 and ∆Θ0 are given by (2.28) and (2.30), respectively.
Equivalently, the optimal number can also be expressed based on the cumulant
generating function of L1 w.r.t. the martingale measure P˜Θ0. We denote κ˜Θ0(u) :=
ψ˜Θ0(−iu). In addition, let fˆ(·+ iR) ∈ L1(R), then it holds that
ξΘ0(t, St−) =
e−r(T−t)
2pi
∫
R
µ˜Θ0(R− iu)fˆ(u+ iR)Φ˜Θ0T−t(−u− iR)SR−iu−1t− du, (2.33)
where µ˜Θ0(y) = κ˜
Θ0(y + 1)− κ˜Θ0(y)− κ˜Θ0(1)
κ˜Θ0(2)− 2κ˜Θ0(1) .
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2.6.2 Quadratic hedging related to BSDEJ
Let L denote a Le´vy process and (Ω,F ,F,P) the filtered probability space introduced
in the beginning of Section 2.2. Again, we observe a one-dimensional exponential
Le´vy model in the form (2.7) under a risk-neutral measure P˜Θ0 . We consider a
contract with a payoff HT which is an FT -measurable and square integrable random
variable. For the value of the RM strategy we know that relation (2.13) holds. Hence
the GKW-decomposition (2.14) implies that
Vˆ Θ0t = Vˆ Θ00 +
∫ t
0
ξΘ0s dSˆs + LΘ0t , ∀t ∈ [0, T ] . (2.34)
Moreover since LΘ0 is a P˜Θ0-martingale, there exist processes XΘ0 and Y Θ0(z) such
that
LΘ0t =
∫ t
0
XΘ0s dWΘ0s +
∫ t
0
∫
R0
Y Θ0s (z)N˜Θ0(ds, dz) , ∀t ∈ [0, T ] , (2.35)
where WΘ0 and N˜Θ0 are defined in (2.18). Moreover by the P˜Θ0-orthogonality of
LΘ0 and Sˆ it holds that
XΘ0b+
∫
R0
Y Θ0(z)(ez − 1)ρ(z; Θ0)`(dz) = 0 . (2.36)
By substituting (2.19) and (2.35) in (2.34), we retrieve
dVˆ Θ0t =
(
ξΘ0t Sˆtb+XΘ0t
)
dWΘ0t +
∫
R0
(
ξΘ0t Sˆt(ez − 1) + Y Θ0t (z)
)
N˜Θ0(dt, dz) .
Let pˆiΘ0 = ξΘ0Sˆ indicate the amount of wealth invested in the discounted risky asset
in a quadratic hedging strategy. We conclude that the following backward stochastic
differential equation with jumps (BSDEJ) holds for the RM strategy

dVˆ Θ0t = AΘ0t dWΘ0t +
∫
R0
BΘ0t (z)N˜Θ0(dt, dz) ,
Vˆ Θ0T = HˆT ,
(2.37)
where
AΘ0 := pˆiΘ0b+XΘ0 and BΘ0(z) := pˆiΘ0(ez − 1) + Y Θ0(z) . (2.38)
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Since the random variable HˆT is square integrable and FT -measurable, we know by
Tang and Li (1994) that the BSDEJ (2.37) has a unique solution (Vˆ Θ0 , AΘ0 , BΘ0).
This follows from the fact that the drift parameter of Vˆ Θ0 equals zero under P˜Θ0 and
thus it is Lipschitz continuous.
We can express the amount of wealth pˆiΘ0 in terms of the solution of the BSDEJ
of type (2.37) as follows. Consider the processes AΘ0 and BΘ0(z) defined in (2.38),
then it holds that
AΘ0b+
∫
R0
BΘ0(z)(ez − 1)ρ(z; Θ0)`(dz)
= pˆiΘ0b2 +XΘ0b+
∫
R0
(
pˆiΘ0(ez − 1)2ρ(z; Θ0) + Y Θ0(z)(ez − 1)ρ(z; Θ0)
)
`(dz)
= pˆiΘ0
{
b2 +
∫
R0
(ez − 1)2ρ(z; Θ0)`(dz)
}
+XΘ0b+
∫
R0
Y Θ0(z)(ez − 1)ρ(z; Θ0)`(dz) .
From property (2.36) we attain that
pˆiΘ0 = 1
κ0
(
AΘ0b+
∫
R0
BΘ0(z)(ez − 1)ρ(z; Θ0)`(dz)
)
, (2.39)
where κ0 := b2 +
∫
R0(e
z − 1)2ρ(z; Θ0)`(dz).
2.7 Hedging in the exponential Le´vy setting: the
semimartingale case
Subsection 2.4.2 gives a clear overview of the quadratic hedging strategies in a
semimartingale setting. In the current section we consider again the local risk-
minimisation and the mean-variance hedging strategy under the historical measure
P. However we explicitly consider the case of exponential Le´vy models.
The determination of the LRM strategy is related to the FS-decomposition, see
Definition 2.4.2. The existence of the FS-decomposition has been studied by many
authors, see, e.g., Choulli et al. (2010) and Monat and Stricker (1995). In particular,
it was shown that the decomposition exists in the case of exponential Le´vy models.
Let (a, b2, `) represent the characteristic triplet of the Le´vy process L, which
defines the discounted stock price model (2.7). From the general formulas in Choulli
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et al. (2010) it is easy to derive that the LRM hedging number can be expressed as
Xt := X (t, St−) =
b2∆γ0(t, St−) + 1St−
∫
R0(e
z − 1)[P γ0(t, St−ez)− P γ0(t, St−)]`(dz)
b2 +
∫
R0(ez − 1)2`(dz)
,
(2.40)
where the prices P γ0 and the delta ∆γ0 are determined w.r.t. the minimal martingale
measure (MMM) P˜γ0 . The difference between the latter formula and (2.32) is that the
Le´vy measure ` is the original Le´vy measure under P in contrast to ˜`in formula (2.32)
which is a Le´vy measure under P˜Θ0 . Moreover the prices and delta are specifically
computed under the MMM.
In the case the price process is modelled by exponential Le´vy models the minimal
martingale measure and variance-optimal martingale measure coincide (see Subsec-
tion 2.5.3). Therefore the MVH hedging number can be obtained from the LRM
hedging number as we present in the following proposition, see Hubalek et al. (2006).
Proposition 2.7.1 (MVH strategy, the semimartingale case). Let HˆT be the dis-
counted contingent claim. The variance-optimal initial capital Vˆ0 and the variance-
optimal hedging strategy φ are given by
Vˆ0 = Hˆ0 and φt = Xt + λ
Sˆt−
(Hˆt− − Vˆ0 − Gˆt−(φ)), ∀t ∈ [0, T ], (2.41)
where Hˆt = E˜γ0 [HˆT |Ft], Gˆ(φ) is the cumulative gain process as defined before, and
the constant λ is given by
λ = κ(1)− r
κ(2)− 2κ(1) .
The amount of wealth in the discounted risky asset of the MVH strategy is defined
by Υˆt := φtSˆt− for all t in [0, T ] and thus is given by the following equation
Υˆt = pˆit + λ(Hˆt− − Vˆ0 −
∫ t
0
ΥˆsdLˆs) , (2.42)
where pˆit := XtSˆt− is the amount of wealth in the risky asset in the LRM strategy
and Lˆ is given by
dLˆt =
(
a+ b
2
2 +
∫
R0
(ez − 1− zI{|z|<1})`(dz)− r
)
dt+ bdWt +
∫
R0
(ez − 1)N˜(dt, dz) .
(2.43)
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2.7.1 Quadratic hedging via Fourier transform
Assume the contingent claim F (ST ) is written as a function of the stock price S,
with F : (0,∞)→ R and satisfying the integral form
F (s) =
∫
C
szΠ(dz), (2.44)
for some finite complex measure Π on a strip {z ∈ C : B′ ≤ Re(z) ≤ B}, where
B,B′ ∈ R are chosen such that E[e2B′L1 ] < ∞ and E[e2BL1 ] < ∞. In Hubalek
et al. (2006) it was shown that several familiar payoff functions satisfy this integral
representation. Moreover the strip on which Π is defined generally reduces to a single
line. This means that B′ and B both equal a number R, which plays again the role
of a damping factor. Again we make use of the functions g, gˆ, and fˆ as defined in
Section 2.6.1. Combining the conditions and including the assumed existence of the
second moment of the stock price process, we assume that the damping factor R 6= 0
guarantees 
g ∈ L1(R) and∫
{|z|≥1}
e2(z∨Rz)`(dz) <∞. (2.45)
When the complex measure Π exists, it equals
Π(dz) = 12piiI{R+iR}(z)fˆ(iz)dz. (2.46)
Note that the complex measure Π being finite is equivalent to the function fˆ(·+ iR)
being integrable. In the following proposition we present explicit formulas for the
coefficients of the FS-decomposition for European options in terms of the cumulant
generating function of the Le´vy process Lt at time t ∈ [0, T ]. The cumulant generat-
ing function κ1 is defined in (2.6), from now on we drop the index 1 and let κ = κ1.
The following results and their proofs are presented in Lemma 3.3 and Proposition
3.1 in Hubalek et al. (2006).
Proposition 2.7.2 (LRM strategy, explicit formulas for the FS-decomposition).
Any discounted contingent claim HˆT = e−rTF (ST ), with F as described in (2.44)
admits a Fo¨llmer-Schweizer decomposition HˆT = Hˆ0 +
∫ T
0 XtdSˆt+NT . The processes
Hˆ, X , and N are real-valued and, for any t in [0, T ], given by
Hˆt = e−rt
∫
C
eη(z)(T−t)Szt Π(dz), (2.47)
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Xt =
∫
C
µ(z)eη(z)(T−t)Sz−1t− Π(dz), (2.48)
Nt = Hˆt − Hˆ0 −
∫ t
0
XudSˆu,
where the functions µ and η are defined as
µ(z) = κ(z + 1)− κ(z)− κ(1)
κ(2)− 2κ(1) and
η(z) = κ(z)− µ(z)(κ(1)− r)− r.
Moreover this clearly implies that the amount of wealth can be computed by
pit = e−rt
∫
C
µ(z)eη(z)(T−t)Szt−Π(dz) , (2.49)
The determination of the LRM hedging strategy is related to the MMM (see Schweizer
(2001) for more details). In particular, the process Hˆ equals the conditional expecta-
tion of the discounted payoff under the MMM P˜γ0 . Let Φ˜γ0T−t denote the characteristic
function of LTt under the MMM. One can verify, by expression (2.46), that equations
(2.47) and (2.48) are equivalent to
Hˆt =
e−rT
2pi
∫
R
fˆ(u+ iR)Φ˜γ0T−t(−u− iR)SR−iut du,
Xt = e
−r(T−t)
2pi
∫
R
µ(R− iu)fˆ(u+ iR)Φ˜γ0T−t(−u− iR)SR−iu−1t− du, (2.50)
provided that conditions (2.26) hold for the Le´vy measure w.r.t. the MMM, that
conditions (2.45) are valid, and that fˆ(·+ iR) ∈ L1(R).
Due to the connection between the LRM and MVH strategy as described in
Proposition 2.7.1, also the MVH strategy, covering the discounted contingent claim
HˆT = e−rTF (ST ), can be derived through Fourier transforms.
Remark 2.7.3 (Quadratic hedging related to BSDEJ). Also in a semimartingale
setting, the value process of the LRM strategy is part of a solution to a BSDEJ, cfr.
Subsection 2.6.2. In this thesis we do not study this relation, but for completeness
we refer the reader to Di Nunno et al. (2015).
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2.8 Expectation and conditional expectation
In this section we recall some properties for regular and conditional expectations.
The Cauchy-Schwarz inequality, which is a particular case of the Ho¨lder’s in-
equality, states that
∫
S
|fg|dµ ≤
(∫
S
f 2dµ
) 1
2
(∫
S
g2dµ
) 1
2
,
where µ denotes a measure defined on S and f and g are µ-measurable functions.
In this thesis µ will represent a probability measure or a Le´vy measure.
Consider a processX, a standard Brownian motionW , a Poisson random measure
N with intensity measure `(dz)dt, and a function f , then the Itoˆ isometry formula
implies that
E
[(∫ t
0
f(Xs)dWs
)2]
= E
[∫ t
0
f 2(Xs)ds
]
,
E
[(∫ t
0
∫
R0
f(Xs, z)N˜(ds, dz)
)2]
= E
[∫ t
0
∫
R0
f 2(Xs, z)`(dz)ds
]
.
For a local martingale M and 1 ≤ p <∞ the Burkholder inequality (see Theorem
3.28 in Karatzas and Shreve (1991)) implies that there exists a positive constant C
such that
E
[(
sup
0≤t≤τ
|Mt|
)p] ≤ CE[〈M〉p/2τ ],
for any stopping time τ .
If F and G are two σ-algebras with F ⊂ G, then it holds that
E
[
E[X|G]
∣∣∣F] = E[X|F ],
in particular
E[E[X|G]] = E[X].
Let (Xt)t∈[0,T ] denote a process and F its natural filtration. If X possesses the
Markov property, then it holds for a function f and any 0 ≤ s < t ≤ T that
E[f(Xt)|Fs] = E[f(Xt)|Xs].
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Because of the fact that for a continuous process X it holds for any s ∈ [0, T ] and
α ∈ R that P(Xs = α) = 0, we note that the conditional expectation E[f(Xt)|Xs =
α] has to be interpreted as
lim
ε→0E
[
f(Xt)
∣∣∣∣Xs ∈ ]α− ε, α + ε[].
See also Fournie´ et al. (2001).
2.9 Conditional density method
The conditional density method (CDM) can be applied to a random variable F
which separates into a part with known density function and another part which is
unspecified. This means, we consider F = g(X, Y ), where X is independent of Y
and has density function pX . Then, for some function f we can write the following
by the conditional density method
E[f(F )] = E [f(g(X, Y ))] = E
[
E
[
f(g(X, Y ))|σ(Y )
]]
= E
[∫
R
f(g(x, Y ))pX(x)dx
]
.
Herein σ(Y ) indicates the σ-algebra generated by Y .
2.10 Malliavin calculus
Let L be a Le´vy process and let (Ω,F ,F,P) denote a filtered complete probability
space. In Chapter 5 we make use of the Malliavin calculus as defined in Petrou (2008).
Using her approach there is no separability assumption imposed, as opposed to the
Malliavin calculus used in Davis and Johansson (2006) or in Benth et al. (2011).
(Their separability assumption concerns the existence of two canonical spaces for
the Brownian motion and pure jump Le´vy process (ΩW ,FW ,PW ) and (ΩJ ,FJ ,PJ)
such that Ω = ΩW ×ΩJ , F = FW ⊗FJ , and P = PW ⊗PJ .) The following definitions
and properties concerning the Malliavin derivative in the direction of the Wiener
process are applied. The Malliavin derivative in the Brownian direction is defined in
a subspace of L2(Ω) and is essentially a derivative with respect to the Brownian part
of a Le´vy process L. We denote it by D(0). The space D(0) contains all the random
variables in L2(Ω) that are differentiable in the Wiener direction. The dual of D(0)
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is the Skorohod integral δ(0) and is also defined in Petrou (2008). We summarise the
following key rules.
• Chain rule
Let F ∈ D(0) and f be a continuously differentiable function with bounded
derivative. Then, it holds that f(F ) ∈ D(0) and
D(0)f(F ) = f ′(F )D(0)F.
• Skorohod integral δ(0)
The operator δ(0) maps L2(Ω × [0, T ]) to L2(Ω). The set which contains all
processes u ∈ L2(Ω× [0, T ]) such that
∣∣∣∣E[ ∫ T0 utD(0)t Fdt
]∣∣∣∣ ≤ C ‖F‖L2(Ω)
for all F ∈ D(0), is the domain of δ(0), denoted by Dom δ(0). Moreover, for every
u ∈ Dom δ(0) we define δ(0)(u) as the Skorohod integral in the Wiener direction
of u by
E[Fδ(0)(u)] = E
[∫ T
0
utD
(0)
t Fdt
]
,
for any F ∈ D(0). The equation above is called the duality formula.
• Integration by parts
Consider F ∈ D(0) and u ∈ Dom δ(0) and assume that Fu ∈ L2(Ω × [0, T ]).
Then, we have that Fu ∈ Dom δ(0) and
δ(0)(Fu) = Fδ(0)(u)−
∫ T
0
utD
(0)
t Fdt
if and only if the second part of the equation is in L2(Ω).
• Predictable processes
Let u be a predictable process such that E[
∫ T
0 u
2
tdt] < ∞. Then u ∈ Dom δ(0)
and the Skorohod integral coincides with the Itoˆ-integral
δ(0)(u) =
∫ T
0
utdWt.
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2.10.1 Application to stochastic differential equations
We illustrate the Malliavin calculus on a model determined by a stochastic differential
equation (SDE), which acts as an example in Chapter 5. Assume S is modelled by
the following SDE

dSt = µ(t, St−)dt+ β(t, St−)dWt +
∫
R0
γ(t, St−, z)N˜(dt, dz),
S0 = s0 > 0,
(2.51)
where W is a Wiener process and N˜ is a compensated Poisson random measure
with Le´vy measure `. We assume that β(t, x) > 0 for all (t, x) ∈ [0, T ] × R. The
coefficient functions µ(t, x), β(t, x), and γ(t, x, z) are continuously differentiable with
bounded derivatives and Lipschitz continuous in the second argument, for all (t, z) ∈
[0, T ]× R0. The coefficients also satisfy the following linear growth condition
µ2(t, x) + β2(t, x) +
∫
R0
γ2(t, x, z)`(dz) ≤ C(1 + x2),
for all t ∈ [0, T ], where C is a positive constant. The existence and uniqueness of the
solution S is ensured by Theorem 9.1. Chap IV collected from Ikeda and Watanabe
(1981).
The first variation process V related to S equals ∂S
∂s0
and satisfies

dVt = µx(t, St−)Vt−dt+ βx(t, St−)Vt−dWt +
∫
R0
γx(t, St−, z)Vt−N˜(dt, dz),
V0 = 1.
We assume that the coefficients are such that V is strictly positive. The stock price
St is in D(0) for all t ∈ [0, T ], and its Malliavin derivative can be expressed in terms
of the first variation process (see Theorem 3 and Proposition 7 in Petrou (2008)).
From (2.51) we derive that
D(0)s St =
∫ t
s
µx(r, Sr−)D(0)s Sr−dr +
∫ t
s
βx(r, Sr−)D(0)s Sr−dWr + β(s, Ss−)
+
∫ t
s
∫
R0
γx(r, Sr−, z)D(0)s Sr−N˜(dr, dz).
Therefore it turns out that D(0)s S satisfies the same SDE as V , and thus there exists
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a constant λ such that D(0)s St = λVtI{s≤t}. Moreover from the equality D(0)s St
∣∣∣
t=s
=
β(s, Ss−) it follows that
D(0)s St = VtV −1s− β(s, Ss−)I{s≤t}. (2.52)
Further, we can study the Malliavin derivative of the first variation process. The
following is an adaptation of Lemma 4.1 in Fournie´ et al. (2001) to the current setting
including jumps.
Lemma 2.10.1. It holds that
D(0)s Vt =
{
βx(s, Ss−)Vt − β(s, Ss−)ζs−Vt
V 2s−
+ β(s, Ss−)ζt
Vs−
}
I{s≤t},
where ζt :=
∂2St
∂s20
. In other words ζ is the solution of the SDE

dζt =
[
µxx(t, St−)V 2t− + µx(t, St−)ζt−
]
dt+
[
βxx(t, St−)V 2t− + βx(t, St−)ζt−
]
dWt
+
∫
R0
[γxx(t, St−, z)V 2t− + γx(t, St−, z)ζt−]N˜(dt, dz),
ζ0 = 0.
Proof. We determine D(0)s Vt
D(0)s Vt = D(0)s
(∫ t
0
µx(r, Sr−)Vr−dr
)
+D(0)s
(∫ t
0
βx(r, Sr−)Vr−dWr
)
+D(0)s
(∫ t
0
∫
R0
γx(r, z, Sr−)Vr−N˜(dr, dz)
)
=
∫ t
s
[µxx(r, Sr−)Vr−D(0)s Sr− + µx(r, Sr−)D(0)s Vr−]dr
+
∫ t
s
[βxx(r, Sr−)Vr−D(0)s Sr− + βx(r, Sr−)D(0)s Vr−]dWr + βx(s, Ss−)Vs−
+
∫ t
s
∫
R0
[γxx(r, z, Sr−)Vr−D(0)s Sr− + γx(r, z, Sr−)D(0)s Vr−]N˜(dr, dz).
Thus, via (2.52) it holds that
d(D(0)s Vt) = [µxx(t, St−)V 2t−V −1s− β(s, Ss−) + µx(t, St−)D(0)s Vt−]dt
+ [βxx(t, St−)V 2t−V −1s− β(s, Ss−) + βx(t, St−)D(0)s Vt−]dWt
+
∫
R0
[γxx(t, z, St−)V 2t−V −1s− β(s, Ss−) + γx(t, z, St−)D(0)s Vt−]N˜(dt, dz)
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= V −1s− β(s, Ss−)[µxx(t, St−)V 2t− + µx(t, St−)ζt−]dt
+ µx(t, St−)[D(0)s Vt− − V −1s− β(s, Ss−)ζt−]dt
+ V −1s− β(s, Ss−)[βxx(t, St−)V 2t− + βx(t, St−)ζt−]dWt
+ βx(t, St−)[D(0)s Vt− − V −1s− β(s, Ss−)ζt−]dWt
+ V −1s− β(s, Ss−)
∫
R0
[γxx(t, z, St−)V 2t− + γx(t, z, St−)ζt−]N˜(dt, dz)
+ γx(t, z, St−)
∫
R0
[D(0)s Vt− − V −1s− β(s, Ss−)ζt−]N˜(dt, dz)
= V −1s− β(s, Ss−)dζt + µx(t, St−)[D(0)s Vt− − V −1s− β(s, Ss−)ζt−]dt
+ βx(t, St−)[D(0)s Vt− − V −1s− β(s, Ss−)ζt−]dWt
+ γx(t, z, St−)
∫
R0
[D(0)s Vt− − V −1s− β(s, Ss−)ζt−]N˜(dt, dz).
Hence it turns out that φt := D(0)s Vt − V −1s− β(s, Ss−)ζt satisfies
dφt = µx(t, St−)φt−dt+ βx(t, St−)φt−dWt +
∫
R0
γx(t, z, St−)φt−N˜(dt, dz),
such that φt = λVt, where λ = φs−V −1s− . For s ≤ t we obtain that
D(0)s Vt = φt + V −1s− β(s, Ss−)ζt = φs−V −1s− Vt + V −1s− β(s, Ss−)ζt
= [βx(s, Ss−)Vs− − V −1s− β(s, Ss−)ζs−]V −1s− Vt + V −1s− β(s, Ss−)ζt
= βx(s, Ss−)Vt − β(s, Ss−)ζs−Vt
V 2s−
+ β(s, Ss−)ζt
Vs−
.
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In financial markets, the hedging of derivatives is in general set in the non-arbitrage
framework and can technically be performed under a related pricing measure that is
a risk-neutral measure. Under this measure the discounted prices of the underlying
primaries are martingales. In some markets, for example, in the context of energy
derivatives, the underlying, electricity, cannot be stored. Hence hedging does not
require that the pricing measure is a risk-neutral measure. See e.g. Benth et al. (2008)
for more details. In this case the discounted stock price process is a semimartingale
under the pricing measure.
To model asset price dynamics we consider two geometric Le´vy processes in this
chapter. This type of models describes well realistic asset price dynamics and is
well established in the literature (see e.g. Cont and Tankov (2004)). The first model
(St)t∈[0,T ] is driven by a Le´vy process in which the small jumps might have infinite
activity. The second model (Sεt )t∈[0,T ] is driven by a Le´vy process in which we
truncate the compensated jumps with absolute size smaller than ε ∈ (0, 1) or we
replace them by an appropriately scaled Brownian motion. That is
Sεt = S0 exp (N εt + s(ε)W˜t) , (3.1)
where S0 > 0 is the initial price, (N εt )t∈[0,T ] is a Le´vy process with jumps with
absolute size bigger than ε , (W˜t)t∈[0,T ] is an independent Brownian motion, and
0 ≤ s(ε) ≤ s(1) . The scaling factor s(ε) should be either equal to zero or any
sequence which vanishes when ε goes to 0. Notice that in this case, (Sεt )t∈[0,T ]
approximates (St)t∈[0,T ], this approximation is inspired by Asmussen and Rosinski
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(2001), see also Section 2.3. We do not discuss any preferences for the choice of
s(ε) . We only present different possible choices and exploit the consequences of the
approximation on the pricing and hedging formulas.
Because of the presence of jumps, the market is in general incomplete and there
is no self-financing hedging strategy which allows to attain the contingent claim
at maturity. In other words, one cannot eliminate the risk completely. The most
common approach to hedge financial risks is to implement a dynamic delta-hedging
strategy. In case of frequent rebalancing such strategy can be too costly because
of transaction costs. Static hedging strategies on the contrary take a position in a
portfolio of financial instruments that are traded in the market (at least over-the-
counter) and have no intermediate costs between the set up of the strategy and the
maturity of the financial derivative. In this strategy, the portfolio is chosen such
that the hedge matches as well as possible the payoff of the financial claim that is
hedged. Super-replicating static hedging strategies are on the safe side and will end
up at maturity with a portfolio value which is larger than the payoff, but can be very
expensive. In the literature also a combination is suggested, namely a semi-static
hedging strategy. Then, the hedging portfolio is constructed at each rebalancing
date by following an optimal hedging strategy for some optimality criterion that is
not altered until the next rebalancing date.
The present chapter is concerned with the notion of ‘partial’ hedging strategies
which minimise some risk. One way to determine these ‘partial’ hedging strategies is
to introduce a subjective criterion according to which strategies are optimised. These
‘partial’ hedging strategies can be used in a dynamic way or a semi-static way. We
consider two types of quadratic hedging. In the first approach, called mean-variance
hedging (MVH), the strategy is self-financing and one minimises the quadratic hedg-
ing error at maturity in mean square sense (see, e.g., Schweizer (2001)). The second
approach is called risk-minimisation (RM) in the martingale setting and local risk-
minimisation (LRM) in the semimartingale setting. These strategies replicate the
option’s payoff, but they are not self-financing (see, e.g., Schweizer (2001)). In the
martingale setting the RM strategies minimise the risk process which is induced by
the fact that the strategy is not self-financing. In the semimartingale setting the
LRM strategies minimise the risk in a ‘local’ sense (see Schweizer (1988, 1991)).
In this chapter, we study the robustness of quadratic hedging strategies to model
risk. As sources to model risk one may think of the errors in estimations of the
parameters or in market data, or errors resulting from discretisation. In this ro-
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3bustness study, we focus on the risk to model choice. In this context we may think
of two financial agents who want to price and hedge an option. One is considering
(St)t∈[0,T ] as a model for the underlying stock price process and the other is consid-
ering (Sεt )t∈[0,T ]. In other words, the first agent chooses to consider infinitely small
variations in a discontinuous way, i.e. in the form of infinitely small jumps of an
infinite activity Le´vy process. The second agent observes the small variations in a
continuous way, i.e. coming from a Brownian motion. Hence the difference between
both market models determines a type of model risk. This is a relevant study from
practical point of view. Indeed if two strategies are different but lead to the same
hedging error, they are equivalent from the point of view of risk management.
In the sequel, we intend by robustness of the model, the convergence results when
ε goes to zero of (Sεt )t∈[0,T ] and of its related pricing and hedging formulas. In Hubalek
and Schachermayer (1998), it was proved that the convergence of asset prices does
not necessarily imply the convergence of option prices and the authors found that
pricing and hedging are in general not robust. However, in Benth et al. (2011) the
approximation of the form (3.1) was investigated and it was proved that the related
option prices and the deltas are robust. In this chapter we investigate whether the
corresponding quadratic hedging strategies are also robust and we reconsider the
conditions obtained in Benth et al. (2011).
For the study of robustness, we first use Fourier transform techniques as in Eber-
lein et al. (2010) and Tankov (2010). In these two papers, the authors considered the
case where the market is observed under a martingale measure and wrote the option
prices and hedging strategies for European options in terms of the Fourier transform
of the dampened payoff function and the characteristic function of the driving Le´vy
process (see Subsection 2.6.1). We use these formulas when the market is considered
under each of the following equivalent martingale measures: the Esscher transform
(ET), the minimal entropy martingale measure (MEMM), the minimal martingale
measure (MMM), and the variance-optimal martingale measure (VOMM), see Sec-
tion 2.5. In this context and under some integrability conditions on the Le´vy process
and the payoff function, we prove the robustness of the optimal number of discounted
risky assets in a RM strategy as well as in a MVH strategy. Moreover we compute
convergence rates for our results.
Secondly, in case the market is observed under the world measure and thus the
discounted stock price processes are modelled by semimartingales, the hedging strate-
gies are written in Hubalek et al. (2006) in terms of the cumulant generating function
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of the Le´vy process and a complex measure which depends on the Fourier transform
of the dampened payoff function (see Subsection 2.7.1). In this setting and under
certain integrability conditions on the Le´vy process and the payoff function, we also
prove the robustness of the optimal number of discounted risky assets in a LRM
strategy. Moreover we prove the robustness of the amount of wealth in the risky
asset in a MVH strategy and we compute convergence rates.
The approach used in this study allows us to continue and further analyse the
results presented in Di Nunno et al. (2015). In the latter paper, robustness results of
the amount of wealth in LRM and MVH strategies were studied for a more general
asset price setting in the semimartingale case. Thereto the authors used backward
stochastic differential equations. In the present chapter we prove in addition the ro-
bustness of the optimal number of discounted risky assets in RM and LRM strategies
and we discuss the robustness of different equivalent martingale measures. Notice
that the martingale measure depends on the model chosen for the asset price. Thus
for this study we need to specify the model. Moreover, the use of the Fourier ap-
proach allows us to compute convergence rates.
This chapter is further organised as follows. In Sections 3.1 and 3.2 we introduce
the two considered Le´vy models and we apply recent results about Fourier based
pricing and hedging to these incomplete market models. Moreover in Section 3.2
we derive some basic robustness properties for these models. In Section 3.3 we
investigate the robustness of the quadratic hedging strategies where the stock price
processes are observed under martingale measures. In Section 3.4 we prove the
robustness of the quadratic hedging strategies where the discounted asset prices are
modelled by semimartingales. In Section 3.5 we discuss the integrability conditions
which allow the robustness results to hold true. Moreover we give examples of payoff
functions and of driving Le´vy processes to illustrate our computations and we include
some numerical experiments illustrating the use of Fourier transform techniques to
compute quadratic hedging strategies. To finish, we conclude in Section 3.6.
3.1 Pricing and hedging in the exponential Le´vy
setting
In the first considered market model of this chapter, the stock price process follows
the geometric Le´vy process as described in Section 2.2. Therefore, let T be a finite
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time horizon, r > 0 be the risk-free instantaneous interest rate, and L = (Lt)t∈[0,T ]
be a ca`dla`g Le´vy process with characteristic triplet (a, b2, `). Then the discounted
stock price is defined by
Sˆt := e−rtSt = S0e−rteLt . (3.2)
This model is observed in the filtered complete probability space (Ω,F ,F,P) satis-
fying the usual hypotheses, see Section 2.1.
The general pricing and hedging techniques for a European option with payoff
F (ST ) at time T in the martingale setting are described in Sections 2.4 and 2.6.
In particular, in this chapter we make use of the Fourier transform approach as
discussed in Subsection 2.6.1. This means that, under a martingale measure P˜Θ0 ,
the option price PΘ0(t, St), the delta ∆Θ0(t, St), and the optimal number ξΘ0(t, St−)
are determined by Propositions 2.6.1, 2.6.2, and 2.6.3, respectively.
Besides, in case the model is not considered under a martingale measure, the
general quadratic hedging strategies are described in Sections 2.4 and 2.7. Moreover,
in this chapter we specifically make use of the Fourier based approach for the semi-
martingale setting presented in Subsection 2.7.1. Thus, the LRM strategy results
from Proposition 2.7.2 and from the latter the MVH strategy is obtained through
Proposition 2.7.1.
3.2 The approximating exponential Le´vy setting
In this section we introduce an approximating Le´vy process Lε, for 0 < ε < 1,
which we obtain by truncating the compensated jumps with absolute size smaller
than ε and possibly replacing them by an independent Brownian motion which is
appropriately scaled. Recalling the Le´vy-Itoˆ decomposition (2.3), we define
Lεt := at+ bWt + Zt + Z˜εt + s(ε)W˜t, ∀ε ∈ (0, 1) (3.3)
where W˜ is a Brownian motion independent of L and the scaling factor s(ε) vanishes
when ε goes to 0. Moreover, it has to satisfy 0 ≤ s(ε) ≤ s(1) <∞ and
s2(ε) +
∫
{|z|≥ε}
(ez − 1)2`(dz) ≥ K > 0, ∀ε ∈ (0, 1). (3.4)
Subsection 3.2.1 is devoted to a discussion about some interesting choices for s(ε).
From now on, we assume that the filtration F is enlarged with the information of the
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Brownian motion W˜ and denote the new filtration by F˜. More precisely, ∀t ∈ [0, T ]
we set
F˜t = σ
(
Ws, W˜s,
∫ s
0
∫
A
N˜(du, dz), s ≤ t, A ∈ B(R0)
)
∨N , (3.5)
where N contains the P-null sets of F . Besides, we assume that the state of absence
of arbitrage is preserved. It is clear that the process Lε has the Le´vy characteristic
triplet (a, b2+s2(ε), I{|.|≥ε}`) under the measure P. Let σ(ε) be the standard deviation
of the compensated jumps of L1 with size smaller than ε, i.e.
σ2(ε) :=
∫
{|z|<ε}
z2`(dz). (3.6)
σ(ε) clearly vanishes when ε goes to zero and it will turn out to be an interest-
ing choice for the scaling factor s(ε) (see Subsection 3.2.1). Moreover it plays an
important role in the robustness study. More specifically, it has an impact on the
convergence rates that are determined further on.
3.2.1 Choices for the scaling factor
We present in this subsection different possible choices for the scaling factor s(ε)
introduced in (3.3). Notice that the assumption that s(ε) vanishes when ε goes to 0
implies the P-a.s. convergence of Lε to L (see Lemma 3.2.1 below). One may consider
an approximating Le´vy process in which the compensated small jumps are truncated,
resulting in s(ε) being zero for all 0 < ε < 1. If one prefers to keep the same variance
in the approximating Le´vy process as in the original one, then an interesting choice
is determined by
s2(ε) = σ2(ε) =
∫
{|z|<ε}
z2`(dz) .
This latter choice is motivated in Section 2.3 because of the paper Asmussen and
Rosinski (2001), in which the authors showed that the compensated small jumps of
a Le´vy process behave very similar in distribution to a Brownian motion scaled with
the standard deviation of the compensated small jumps. Another choice would be
to keep the same variance in the approximating price process Sε as in the original
process S. In this case (see equation (3.10) for R = 1) we put
s2(ε) =
∫
{|z|<ε}
(ez − 1)2`(dz) .
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Notice that considering a first order Taylor approximation at zero of the function
ez − 1 in the integrand gives ∫{|z|<ε}(ez − 1)2`(dz) ' σ2(ε) , resulting again in the
choice of s(ε) being the standard deviation of the compensated small jumps.
In Cont and Tankov (2004), it was shown that considering s(ε) = σ(ε) gives
better convergence rates, compared to the choice s(ε) = 0, when convergence is
studied in the weak sense.
In Sections 3.3 and 3.4, the convergence rate that we derived for the robustness
of quadratic hedging strategies is expressed in terms of
s˜(ε) := max(s(ε), σ(ε)) . (3.7)
Thus choosing any s(ε) ≤ σ(ε), ε ∈ (0, 1), including the choice s(ε) = 0, gives the
same convergence rate in terms of σ(ε). Though we point out here that the appear-
ance of a Brownian motion in the (approximating) Le´vy process can lead to more
convenient properties. Indeed such a Le´vy process has a part with a smooth density
(see Lemma 3.5.2 and the discussion thereafter). Notice that by adding an indepen-
dent Brownian motion in Lε, we have to enlarge the filtration F with the information
of W˜ . In this context we mention the paper Di Nunno et al. (2015) in which the
authors investigated the role of the filtration corresponding to the approximation.
They also considered a model in which the factor b in (3.3) is replaced, to obtain an
approximation that has the same variance as the original process and that allows to
work under the same filtration F.
3.2.2 Robustness results for the Le´vy processes and the stock
price processes
The following result, which is an obvious extension of Proposition 2.2 in Benth et al.
(2011), focuses on the convergence of the approximating Le´vy process to the original
process for ε converging to zero.
Lemma 3.2.1 (Robustness Le´vy process). Let the processes L and Lε be defined as
in equation (2.3) and (3.3), respectively. Then, for every t ∈ [0, T ],
lim
ε→0L
ε
t = Lt, P-a.s.
Moreover, if we assume that L admits a second moment, the limit above also holds
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in L2(Ω,F ,P), with for all t in [0, T ]
E[|Lεt − Lt|2] ≤ K(T )s˜2(ε),
where K(T ) is a constant depending on T and s˜(ε) is defined in (3.7).
Proof. It clearly follows from equations (2.3) and (3.3) and definitions (3.6) and (3.7)
that
E[|Lεt − Lt|2] = E
[∣∣∣s(ε)W˜t − ∫ t
0
∫
{|z|<ε}
zN˜(ds, dz)
∣∣∣2]
≤ 2E
[(
s(ε)|W˜t|
)2]
+ 2E
[( ∫ t
0
∫
{|z|<ε}
zN˜(ds, dz)
)2]
= 2s2(ε)E[|W˜t|2] + 2t
∫
{|z|<ε}
z2`(dz)
= 2s2(ε)t+ 2σ2(ε)t ≤ K(T )s˜2(ε).
From now on we assume that the Le´vy process admits a second moment. Based
on the approximating Le´vy process, we consider the stock price process Sε and its
corresponding discounted price process Sˆε defined respectively by
Sε := S0eL
ε and
Sˆεt := e−rtSεt = S0e−rt+L
ε
t , ∀t ∈ [0, T ]. (3.8)
We now show the convergence of complex powers of the approximating stock price
process to the underlying stock process, which follows as a consequence of Lemma
3.2.1.
Lemma 3.2.2 (Robustness and boundedness of complex powers of stock price pro-
cess). Observe the stock price processes S = S0eL and Sε = S0eL
ε where the Le´vy
processes L and Lε are defined in (2.3) and (3.3), respectively. Then for any fixed
time t ∈ [0, T ] and complex number ζ = R+ iI, we have
lim
ε→0(S
ε
t )ζ = S
ζ
t , P-a.s.
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Assume
∫
{|z|≥1} e2Rz`(dz) <∞. Then for all t ∈ [0, T ] it holds that
max
(
E[|Sζt |2],E[|(Sεt )ζ |2]
)
≤ K ′(T,R), (3.9)
where K ′(T,R) is a positive constant depending on T and R. Moreover, it turns out
that for all t in [0, T ]
E
[
|(Sεt )ζ − Sζt |
]
≤ K(T,R)(1 + |I|)s˜(ε),
where K(T,R) is a positive constant depending on T and R.
Proof. The P-a.s. convergence follows immediately from Lemma 3.2.1. Let U = SR
and U ε = (Sε)R. From the Itoˆ-formula we get the following expressions for Ut and
U εt for any t in [0, T ]
Ut = U0 +
∫ t
0
Us−a1ds+
∫ t
0
Us−bRdWs +
∫ t
0
∫
R0
Us−(eRz − 1)N˜(ds, dz), (3.10)
where U0 = SR0 , N˜ is the jump measure of the Le´vy process L, and a1 = aR+ b
2R2
2 +∫
R0(e
Rz − 1−RzI{|z|<1})`(dz) and
U εt = U ε0 +
∫ t
0
U εs−a
ε
1ds+
∫ t
0
U εs−bRdWs + s(ε)
∫ t
0
U εs−RdW˜s
+
∫ t
0
∫
{|z|≥ε}
U εs−(eRz − 1)N˜(ds, dz) ,
where U ε0 = SR0 and aε1 = aR+ b
2+s2(ε)
2 R2 +
∫
{|z|≥ε}(eRz − 1−RzI{|z|<1})`(dz). From
Lemma 3.2 in Benth et al. (2011) and assuming
∫
{|z|≥1} e2Rz`(dz) < ∞, it follows
there is a constant K ′(T,R), independent of ε, such that
max
(
E[U2t ],E[(U εt )2]
)
≤ K ′(T,R).
We have |SR+iIt | = SRt and a similar argument for (Sεt )ζ shows statement (3.9) of
the proposition. Based on properties of complex analysis, we have for x, y ∈ R that
|e(R+iI)x − e(R+iI)y| ≤ |eRx cos(Ix)− eRy cos(Iy)|+ |eRx sin(Ix)− eRy sin(Iy)|.
The real mean value theorem induces the existence of two numbers v and w on Lx,y,
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i.e. the line connecting x and y, such that
|e(R+iI)x − e(R+iI)y|
≤ |ReRv cos(Iv)− eRvI sin(Iv)||x− y|+ |ReRw sin(Iw) + eRwI cos(Iw)||x− y|
≤ (|R|+ |I|)(eRv + eRw)|x− y| ≤ 2(|R|+ |I|) max(eRv, eRw)|x− y|. (3.11)
Using this inequality for the case (x, y) = (Lεt , Lt), we know there exists a random
variable Xεt on LLεt ,Lt P-a.s. such that
|e(R+iI)Lεt − e(R+iI)Lt| ≤ 2(|R|+ |I|)eRXεt |Lεt − Lt|.
However for any Xεt ∈ LLεt ,Lt , we know from (3.9) that E[e2RX
ε
t ] ≤ K1(T,R). Hence
applying the Cauchy-Schwarz inequality and Lemma 3.2.1, we get
E
[
|(Sεt )R+iI − SR+iIt |
]
= E[SR0 |e(R+iI)L
ε
t − e(R+iI)Lt|]
≤ K2(T,R)(1 + |I|)(E[|Lεt − Lt|2])
1
2
≤ K(T,R)(1 + |I|)s˜(ε)
and we prove the statement.
In the previous proof we could also derive robustness results for (Sεt )ζ applying the
Itoˆ-formula and the SDE form as in Benth et al. (2011). However the upper bound
we found using this method is not convenient for our robustness study in the next
sections. For this reason we use the mean value theorem.
3.2.3 Pricing and hedging in the approximating exponential
Le´vy setting
In case we consider a stock price model with the approximating geometric Le´vy
process Sε, we rely on Propositions 2.6.1, 2.6.2, and 2.6.3 for the pricing and hedging
of a European option with payoff F (SεT ) under a martingale measure P˜Θε which is
equivalent to P. Denote the Le´vy triplet of Lε under P˜Θε by (a˜ε, b2 + s2(ε), ˜`ε) and
assume the following.
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• The parameters of Lε satisfy
a˜ε,
∫
{|z|<1}
z2 ˜`ε(dz), and
∫
{|z|≥1}
˜`
ε(dz) are bounded in ε ∈ (0, 1). (3.12)
• The damping factor R 6= 0 satisfies
g ∈ L1(R) and∫
{|z|≥1}
eRz ˜`ε(dz) is bounded in ε ∈ (0, 1),
(3.13)
and ∫
{|z|≥1}
e2(z∨Rz) ˜`ε(dz) is bounded in ε ∈ (0, 1). (3.14)
• The approximating counterparts of (2.27) and (2.29) are in force, i.e.
u 7→ ukfˆ(u+ iR)Φ˜ΘεT−t(−u− iR) ∈ L1(R), for k ∈ {0, 1}. (3.15)
Under the appropriate conditions (3.13)-(3.15), the following formulas hold for the
option price, the delta, and the optimal number in a quadratic hedging strategy at
any time t ∈ [0, T ]
PΘε(t, Sεt ) = e−r(T−t)E˜Θε [F (SεT )|F˜t]
= e
−r(T−t)
2pi
∫
R
fˆ(u+ iR)Φ˜ΘεT−t(−u− iR)(Sεt )R−iudu, (3.16)
∆Θε(t, Sεt ) =
e−r(T−t)
2pi
∫
R
(R− iu)fˆ(u+ iR)Φ˜ΘεT−t(−u− iR)(Sεt )R−1−iudu, (3.17)
and
ξΘε(t, Sεt−)=
(b2 + s2(ε))∆Θε(t, Sεt−)+ 1Sεt−
∫
R0(e
z − 1)[PΘε(t, Sεt−ez)− PΘε(t, Sεt−)]˜`ε(dz)
b2 + s2(ε) +
∫
R0(ez − 1)2 ˜`ε(dz)
.
(3.18)
Notice that the integrands in (3.18) are integrated over R0. However the support of
the Le´vy measure ˜`ε is restricted to the set {|z| ≥ ε}. This indicates the truncation
of the compensated small jumps.
Remark 3.2.3. (Connection between the optimal number and the delta)
Formula (3.18) indicates a connection between the quadratic hedge and the delta. In
case there are no jumps with absolute size larger than ε, the number ξΘε equals ∆Θε.
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Numerical experiments in Tankov (2010) showed that the delta and quadratic hedging
strategy resulted in a similar hedging error in the absence of big jumps. This can be
explained by the relation between ξΘε and ∆Θε. In fact in case there are no jumps
bigger than ε, the integrals in (3.18) are zero. On the other hand, the quadratic hedge
and the delta-hedge revealed a different hedging performance in the presence of large
jumps. Formula (3.18) shows that the hedging numbers differ. Indeed the integrals
w.r.t. the Le´vy measure ˜`ε(dz) are in this case different from zero.
Now we observe the approximating process under the historical measure P. We
compute the LRM strategy as follows. Either we use the results obtained in Choulli
et al. (2010) in which the LRM hedging number X εt := X ε(t, Sεt−) is computed based
on the option price and its delta computed under the MMM P˜γε for the approximating
model
X εt =
(b2 + s2(ε))∆γε(t, Sεt−) + 1Sεt−
∫
R0(e
z − 1)[P γε(t, Sεt−ez)− P γε(t, Sεt−)]`ε(dz)
(b2 + s2(ε)) +
∫
R0(ez − 1)2`ε(dz)
, (3.19)
where `ε(dz) = I{|.|≥ε}`(dz). Or one can apply the results of Hubalek et al. (2006) in
terms of the cumulant generating function κε of Lε1, see Propositions 2.7.2 and 2.7.1.
The latter imply that any discounted contingent claim HˆεT = e−rTF (SεT ), with F as
described in (2.44) admits an FS-decomposition HˆεT = Hˆε0 +
∫ T
0 X εt dSˆεt + N εT . The
processes Hˆε, X ε, and N ε are given by
Hˆεt =e−rt
∫
C
eηε(z)(T−t)(Sεt )zΠ(dz),
X εt =
∫
C
µε(z)eηε(z)(T−t)(Sεt−)z−1Π(dz), (3.20)
N εt =Hˆεt − Hˆε0 −
∫ t
0
X εudSˆεu.
Herein the functions µε and ηε are defined as
µε(z) = κ
ε(z + 1)− κε(z)− κε(1)
κε(2)− 2κε(1) and
ηε(z) = κε(z)− µε(z)(κε(1)− r)− r .
(3.21)
On the other hand, the variance-optimal initial capital V ε0 and the variance-optimal
hedging strategy φε, for the discounted claim HˆεT = e−rTF (SεT ), with F as described
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in (2.44), are given by
Vˆ ε0 = Hˆε0 and φεt = X εt +
λε
Sˆεt−
(Hˆεt− − Vˆ ε0 − Gˆεt−(φε)), (3.22)
where the processes Hˆε and X ε are as defined in (3.20). Gˆε(φε) is the cumulative gain
process corresponding to the strategy φε, i.e. Gˆεt(φε) =
∫ t
0 φ
ε
sdSˆεs and the constant λε
is given by λε = (κε(1)− r)/(κε(2)− 2κε(1)).
3.3 Robustness of the quadratic hedging strate-
gies, the martingale case
In this section we assume that the stock price process is modelled by an exponential
Le´vy process and that the market is observed under a martingale measure. Due to the
market incompleteness for this type of models, we know there exist several equivalent
measures under which the discounted price process is a martingale. In our study,
we consider the following structure preserving martingale measures as described in
Section 2.5: the Esscher transform (ET), the minimal entropy martingale measure
(MEMM), the minimal martingale measure (MMM), and the variance-optimal mar-
tingale measure (VOMM). Now we denote the equivalent martingale measure under
which the market is observed by P˜Θ0 , where Θ0 is a parameter changing according
to each specific martingale measure. Note that the approximating price process can
also be observed under a martingale measure denoted by P˜Θε and the correspond-
ing triplet equals (a˜ε, b2 + s2(ε), ˜`ε), for all ε ∈ (0, 1). The expectation under the
martingale measure P˜Θ0 , P˜Θε , is denoted by E˜Θ0 , E˜Θε respectively. Equivalently the
notations Φ˜Θ0 and Φ˜Θε are used for the characteristic functions. We explicitly choose
to adapt the martingale measure according to the approximation. This results into a
market model where the option price, delta, and quadratic hedging formulas given by
(3.16)-(3.18) can be interpreted as real option prices and hedging strategies. Whereas
e.g. Dia (2013) considers an approximating value for the option prices, which is not
a real option price. Moreover, for the formulas (3.16)-(3.18) to be tractable numer-
ically, we do not need the characteristic function to be explicitly known, since one
can easily simulate the driving process. This allows for the use of a broad class of
Le´vy processes. Indeed the family of Le´vy processes is very rich (see Sato (1999)).
However the use in finance is restricted to a small class.
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In the previous section, the robustness results of the Le´vy processes and stock
price processes are expressed by P-a.s. convergence and the rates are computed w.r.t.
P. Since the world measure and the martingale measures are equivalent, the robust-
ness results hold w.r.t. the martingale measures too. Our goal now is to prove the
robustness of the optimal quadratic hedging numbers computed under any mar-
tingale measure guaranteeing convergence properties (A1) and (A2) below for the
corresponding Le´vy triplets. Considering the drift coefficients, we assume the fol-
lowing.
(A1) There exists a constant C(Θ0) depending on Θ0 such that
|a˜ε − a˜| ≤ C(Θ0)s˜2(ε), ∀ε ∈ (0, 1).
On the other hand, for the Le´vy measures we introduce positive functions ρ0 and ρε,
for ε ∈ (0, 1), which we define as
˜`(dz) = ρ0(z)`(dz) and ˜`ε(dz) = I{|.|≥ε}ρε(z)`(dz). (3.23)
Moreover we impose the next assumption.
(A2) The functions ρ0 and ρε are bounded in z over the set {|z| < 1}.
There exists a function γ : R0 → R+ such that |ρε(z)− ρ0(z)| ≤ γ(z)s˜2(ε),
for ε ∈ (0, 1) and z ∈ R0, and γ(z) ≤ K for z ∈ {|z| < 1}.
Moreover the following integrals, where R is the damping factor, are finite∫
{|z|≥1}
h(z)γ(z)`(dz) for h(z) ∈ {1, e2(z∨Rz)}.
We observe that assumption (A2) implies that ρε is bounded uniformly in ε since
ρε(z) ≤ |ρε(z)− ρ0(z)|+ ρ0(z) ≤ γ(z)s˜2(1) + ρ0(z), ∀ε ∈ (0, 1). (3.24)
In Subsections 3.3.1-3.3.3 the characteristic triplets will be specified for each of the
martingale measures we consider. Moreover, we show that assumptions (A1) and
(A2) hold. Notice that combining assumptions (A1) and (A2) together with (2.4),
(2.26), or (2.31), leads to properties (3.12), (3.13), or (3.14), respectively.
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As we see from formula (2.32), the optimal number is a weighted sum of two
terms: the sensitivity of the option price to infinitesimal stock price movements, i.e.
the delta, and the average sensitivity of the option price to various sized jumps. To
prove the robustness of the quadratic hedging strategies we prove the robustness
of the terms appearing in this formula. Thereto we consider the robustness of the
characteristic function, the option price process, and the delta. Similar results were
discussed in Benth et al. (2013). Although one should note that the results in this
present text hold under less restrictive conditions concerning the payoff function.
First we mention the robustness properties of the characteristic functions appearing
in the pricing and delta formulas.
Lemma 3.3.1 (Robustness characteristic function). Assume that properties (A1)
and (A2) hold for the characteristic triplets. For any real number u and damping
factor R satisfying (2.26), it holds that for all t ∈ [0, T ],
lim
ε→0 Φ˜
Θε
T−t(−u− iR) = Φ˜Θ0T−t(−u− iR).
Moreover, for all t ∈ [0, T ] and ε ∈ (0, 1), it holds that
|Φ˜ΘεT−t(−u− iR)− Φ˜Θ0T−t(−u− iR)|
≤ K(T,R,Θ0)(1 + |u|+ u2) max(|Φ˜ΘεT−t(−u− iR)|, |Φ˜Θ0T−t(−u− iR)|)s˜2(ε), (3.25)
where K(T,R,Θ0) is a positive constant depending on T , R, and a parameter Θ0
corresponding to the specific martingale measure.
Proof. Note that the robustness result follows directly from the existence of a con-
vergence rate, therefore we only determine the convergence rate here. We compute
for R satisfying
∫
{|z|≥1} eRz ˜`(dz) <∞ and (A2), u ∈ R, and t ∈ [0, T ] that
|Φ˜Θεt (−u− iR)− Φ˜Θ0t (−u− iR)| = |Φ˜Θ0t (−u− iR)|
∣∣∣∣ Φ˜Θεt (−u− iR)Φ˜Θ0t (−u− iR) − 1
∣∣∣∣.
We introduce the real numbers R˜ and I˜ such that
exp(R˜+ iI˜) := Φ˜
Θε
t (−u− iR)
Φ˜Θ0t (−u− iR)
,
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i.e.
R˜+ iI˜ = log
( Φ˜Θεt (−u− iR)
Φ˜Θ0t (−u− iR)
)
= log(Φ˜Θεt (−u− iR))− log(Φ˜Θ0t (−u− iR)).
Therefore it turns out, according to the result (3.11) in the proof of Lemma 3.2.2,
that
|Φ˜Θεt (−u− iR)− Φ˜Θ0t (−u− iR)|
= |Φ˜Θ0t (−u− iR)|| exp{(R˜+ iI˜)1} − exp{(R˜+ iI˜)0}|
≤ |Φ˜Θ0t (−u− iR)|2(|R˜|+ |I˜|) max(eR˜, 1),
where we used the fact that for two numbers v, w on the line L0,1 it holds that
max(eR˜v, eR˜w) ≤ 1, for R˜ < 0 and max(eR˜v, eR˜w) ≤ eR˜, for R˜ > 0. Since
|Φ˜Θ0t (−u− iR)|eR˜ = |Φ˜Θ0t (−u− iR)|
∣∣∣∣ Φ˜Θεt (−u− iR)Φ˜Θ0t (−u− iR)
∣∣∣∣ = |Φ˜Θεt (−u− iR)|,
we obtain that
|Φ˜Θεt (−u− iR)− Φ˜Θ0t (−u− iR)| ≤ 2(|R˜|+ |I˜|) max(|Φ˜Θεt (−u− iR)|, |Φ˜Θ0t (−u− iR)|).
Next we determine the real numbers R˜ and I˜. By (2.5) it turns out that
R˜+ iI˜ = log(Φ˜Θεt (−u− iR))− log(Φ˜Θ0t (−u− iR))
= t
[
ia˜ε(−u− iR)− 12(b
2 + s2(ε))(−u− iR)2
+
∫
R0
(ei(−u−iR)z − 1− i(−u− iR)zI{|z|<1})˜`ε(dz)
]
− t
[
ia˜(−u− iR)− 12b
2(−u− iR)2
+
∫
R0
(ei(−u−iR)z − 1− i(−u− iR)zI{|z|<1})˜`(dz)
]
= t
[
(a˜ε − a˜)R− 12s
2(ε)(u2 −R2)
+
∫
R0
(eRz cos(uz)− 1−RzI{|z|<1})(˜`ε(dz)− ˜`(dz))
]
+ it
[
(a˜ε − a˜)(−u)− s2(ε)uR
+
∫
R0
(eRz sin(−uz) + uzI{|z|<1})(˜`ε(dz)− ˜`(dz))
]
.
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Hence for the real part we compute that
|R˜| ≤ t
[
|a˜ε−a˜||R|+ 12s
2(ε)(u2+R2)+
∫
R0
|eRz cos(uz)−1−RzI{|z|<1}||˜`ε(dz)− ˜`(dz)|
]
,
for the imaginary part we obtain that
|I˜| ≤ t
[
|a˜ε − a˜||u|+ s2(ε)|u||R|+
∫
R0
|eRz sin(−uz) + uzI{|z|<1}||˜`ε(dz)− ˜`(dz)|
]
.
Now we focus on the integrals w.r.t. |˜`ε(dz) − ˜`(dz)|. For the real part R˜ and for
|z| < 1, the mean value theorem (MVT) applied to the function z 7→ eRz cos(uz)−Rz
guarantees the existence of z∗ ∈ L0,z and another application of the MVT to z 7→
ReRz cos(uz)− ueRz sin(uz) leads to z∗∗ ∈ L0,z∗ , such that
|eRz cos(uz)− 1−Rz| = |ReRz∗ cos(uz∗)− ueRz∗ sin(uz∗)−R||z|
= |R2eRz∗∗ cos(uz∗∗)− 2uReRz∗∗ sin(uz∗∗) + u2eRz∗∗ cos(uz∗∗)||z∗||z|
≤ C1(R)(1 + |u|+ u2)z2. (3.26)
Hence it appears by definition (3.6) of σ2(ε) and assumption (A2) that
∫
R0
|eRz cos(uz)− 1−RzI{|z|<1}||˜`ε(dz)− ˜`(dz)|
=
∫
{|z|<ε}
|eRz cos(uz)− 1−Rz|˜`(dz)
+
∫
{ε≤|z|<1}
|eRz cos(uz)− 1−Rz||˜`ε(dz)− ˜`(dz)|
+
∫
{|z|≥1}
|eRz cos(uz)− 1||˜`ε(dz)− ˜`(dz)|
≤ C2(R,Θ0)(1 + |u|+ u2)
∫
{|z|<ε}
z2`(dz)
+ C1(R)(1 + |u|+ u2)
∫
{ε≤|z|<1}
z2γ(z)s˜2(ε)`(dz)
+
∫
{|z|≥1}
(eRz + 1)γ(z)s˜2(ε)`(dz)
≤ C3(R,Θ0)(1 + |u|+ u2)s˜2(ε).
For the imaginary part, again for |z| < 1 we obtain by similar applications of the
MVT as in (3.26) that
|eRz sin(−uz) + uz| ≤ C4(R)(1 + |u|+ u2)z2.
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Combining this result with (3.6) and (A2) shows that
∫
R0
|eRz sin(−uz) + uzI{|z|<1}||˜`ε(dz)− ˜`(dz)|
=
∫
{|z|<ε}
|eRz sin(uz)− uz|˜`(dz) +
∫
{ε≤|z|<1}
|eRz sin(uz)− uz||˜`ε(dz)− ˜`(dz)|
+
∫
{|z|≥1}
|eRz sin(uz)||˜`ε(dz)− ˜`(dz)|
≤ C5(R,Θ0)(1 + |u|+ u2)
∫
{|z|<ε}
z2`(dz)
+ C4(R)(1 + |u|+ u2)
∫
{ε≤|z|<1}
z2γ(z)s˜2(ε)`(dz)
+
∫
{|z|≥1}
eRzγ(z)s˜2(ε)`(dz)
≤ C6(R,Θ0)(1 + |u|+ u2)s˜2(ε).
Reminding that assumption (A1) is also in force, concludes the proof of result (3.25).
Note that Cont and Tankov (2004) determined a difference in the convergence
rate for certain types of Le´vy processes when the approximation is obtained either
by truncating or by substituting the compensated small jumps. However since we
choose to adapt the martingale measures according to the approximation, we cannot
obtain a similar comparison.
From the robustness result of the characteristic function, we deduce the robust-
ness of the option price process.
Proposition 3.3.2 (Robustness option price). Assume (2.26), (2.27), (3.15), (A1),
and (A2). Let Ψ˜ be a function satisfying
|Φ˜ΘεT−t(−u− iR)| ≤ Ψ˜T−t(u;R) and u 7→ |fˆ(u+ iR)|Ψ˜T−t(u;R) ∈ L1(R), (3.27)
then we have for all t ∈ [0, T ] that
lim
ε→0P
Θε(t, Sεt ) = PΘ0(t, St), P-a.s.
Moreover if there is a function Ψ̂ such that
max(|Φ˜
Θε
T−t(−u− iR)|, |Φ˜Θ0T−t(−u− iR)|) ≤ Ψ̂T−t(u;R), and
u 7→ (1 + |u|+ u2)|fˆ(u+ iR)|Ψ̂T−t(u;R) ∈ L1(R),
(3.28)
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then it holds for all t ∈ [0, T ] and ε ∈ (0, 1) that,
E[|PΘε(t, Sεt )− PΘ0(t, St)|] ≤ C(T, r, R,Θ0)s˜(ε),
where C(T, r, R,Θ0) is a positive constant depending on T , r, R, and a parameter
Θ0 corresponding to the specific martingale measure.
Proof. Recall from (2.28) and (3.16) the expressions for the option prices of both
models we are considering in this chapter. As a consequence of the robustness of the
stock price process and the characteristic function, see Lemmas 3.2.2 and 3.3.1, we
know that
lim
ε→0P
Θε(t, Sεt ) = limε→0
e−r(T−t)
2pi
∫
R
fˆ(u+ iR)Φ˜ΘεT−t(−u− iR)(Sεt )R−iudu
= e
−r(T−t)
2pi
∫
R
fˆ(u+ iR)Φ˜Θ0T−t(−u− iR)SR−iut du = PΘ0(t, St), P-a.s.
It is allowed to interchange limit and integral in the computation above using the
dominated convergence theorem (see e.g. Folland (1984)). For this we notice that
|(Sεt )R−iu| = (Sεt )R and that the process L∗ defined by
L∗t := |a|t+|b||Wt|+s(1)|W˜t|+
∫ t
0
∫
{|z|≥1}
|z|N(ds, dz)+
∫ t
0
∫
{|z|<1}
|z|N˜(ds, dz), (3.29)
is an upper bound for the Le´vy process Lε, P-a.s. for all ε ∈ (0, 1). Moreover via
condition (3.27) we conclude that
|fˆ(u+ iR)Φ˜ΘεT−t(−u− iR)(Sεt )R−iu| ≤ K1(T,R,Θ0)|fˆ(u+ iR)|Ψ˜T−t(u;R), P-a.s.,
and the right-hand side is integrable w.r.t. u by assumption (3.27). In the following
we compute a rate of convergence for the approximating option price process to the
underlying option process. We have
E[|PΘε(t, Sεt )− PΘ0(t, St)|]
= E
[∣∣∣e−r(T−t)2pi
∫
R
fˆ(u+ iR)Φ˜ΘεT−t(−u− iR)(Sεt )R−iudu
− e
−r(T−t)
2pi
∫
R
fˆ(u+ iR)Φ˜Θ0T−t(−u− iR)SR−iut du
∣∣∣]
≤ e
−r(T−t)
2pi
∫
R
|fˆ(u+ iR)|E
[∣∣∣Φ˜ΘεT−t(−u− iR)(Sεt )R−iu − Φ˜Θ0T−t(−u− iR)SR−iut ∣∣∣]du.
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Applying the triangle inequality on the second factor in the integrand of the latter
expression, we get that
E
[∣∣∣Φ˜ΘεT−t(−u− iR)(Sεt )R−iu − Φ˜Θ0T−t(−u− iR)SR−iut ∣∣∣]
≤
∣∣∣Φ˜ΘεT−t(−u− iR)∣∣∣E[∣∣∣(Sεt )R−iu − SR−iut ∣∣∣]
+
∣∣∣Φ˜ΘεT−t(−u− iR)− Φ˜Θ0T−t(−u− iR)∣∣∣E[|SR−iut |].
By applying Lemmas 3.2.2 and 3.3.1, and assumption (3.28) it follows
E
[∣∣∣Φ˜ΘεT−t(−u− iR)(Sεt )R−iu − Φ˜Θ0T−t(−u− iR)SR−iut ∣∣∣]
≤ K2(T,R,Θ0)(1 + |u|+ u2)Ψ̂T−t(u;R)s˜(ε). (3.30)
Finally the result follows by the integrability condition (3.28).
In the formulas determining the optimal numbers, see (2.32) and (3.18), the
option price for an underlying stock with value Stez or Sεt ez, z ∈ R0 appears. As a
consequence of the previous proposition the following corollary can easily be deduced.
Corollary 3.3.3. Under the assumptions of Proposition 3.3.2, it holds for all z ∈ R0
that
lim
ε→0P
Θε(t, Sεt ez) = PΘ0(t, Stez), P-a.s. and
E[|PΘε(t, Sεt ez)− PΘ0(t, Stez)|] ≤ C(T, r, R,Θ0)ezRs˜(ε).
Next we present the robustness results for the delta.
Proposition 3.3.4 (Robustness delta). Assume that conditions (2.26), (2.29), (3.15),
(A1), and (A2) hold. Let Ψ˜ be a function satisfying
|Φ˜ΘεT−t(−u− iR)| ≤ Ψ˜T−t(u;R) and u 7→ (1+ |u|)|fˆ(u+ iR)|Ψ˜T−t(u;R) ∈ L1(R),
(3.31)
then we have for all t ∈ [0, T ] that
lim
ε→0 ∆
Θε(t, Sεt ) = ∆Θ0(t, St), P-a.s.
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Moreover the existence of a function Ψ̂ guaranteeing
max(|Φ˜
Θε
T−t(−u− iR)|, |Φ˜Θ0T−t(−u− iR)|) ≤ Ψ̂T−t(u;R), and
u 7→ (1 + |u|+ u2 + |u|3)|fˆ(u+ iR)|Ψ̂T−t(u;R) ∈ L1(R),
(3.32)
implies that for all ε ∈ (0, 1)
E
[
|∆Θε(t, Sεt )−∆Θ0(t, St)|
]
≤ C(T, r, R,Θ0)s˜(ε),
where C(T, r, R,Θ0) is a positive constant depending on T , r, R, and a parameter
Θ0 corresponding to the specific martingale measure.
Proof. The robustness of the delta can be proved in the same way as for the option
price. We denote ∆t := ∆Θ0(t, St) and ∆εt := ∆Θε(t, Sεt ). For the integrand of
expression (3.17), we know by the process L∗ defined in (3.29) and condition (3.31)
that
|(R− iu)fˆ(u+ iR)Φ˜ΘεT−t(−u− iR)(Sεt )R−iu−1|
≤ K1(T,R,Θ0)(1 + |u|)|fˆ(u+ iR)|Ψ˜T−t(u;R),
P-a.s., for a random variable K1(T,R,Θ0), which is independent of u. Thus we take
the limit inside the integral and the result follows. Moreover, we have that
E[|∆εt −∆t|] =
e−r(T−t)
2pi E
[∣∣∣ ∫
R
(R− iu)fˆ(u+ iR)Φ˜ΘεT−t(−u− iR)(Sεt )R−iu−1du
−
∫
R
(R− iu)fˆ(u+ iR)Φ˜Θ0T−t(−u− iR)SR−iu−1t du
∣∣∣]
≤ e
−r(T−t)
2pi
∫
R
|R− iu||fˆ(u+ iR)|
× E
[∣∣∣Φ˜ΘεT−t(−u− iR)(Sεt )R−iu−1 − Φ˜Θ0T−t(−u− iR)SR−iu−1t ∣∣∣]du.
Using similar arguments as in the proof of Proposition 3.3.2 we obtain that
E[|∆εt−∆t|] ≤
e−r(T−t)
2pi K2(T,R,Θ0)
∫
R
(1+|u|+u2+|u|3)|fˆ(u+iR)|Ψ̂T−t(u;R)dus˜(ε)
and the result follows by assumption (3.32).
In the following proposition we collect the previous robustness results to prove
67
3 Robustness study of quadratic hedging strategies via Fourier transforms
3
the robustness of the quadratic hedging strategy in case the market price is modelled
by an exponential Le´vy process and observed under a martingale measure.
Proposition 3.3.5 (Robustness optimal number). Assume (2.26), (2.29), (2.31),
(3.15), (A1), and (A2), in order that the optimal numbers are given by (2.32) and
(3.18). Moreover assume there is a function Ψ˜ satisfying (3.31). Then it turns out
that for all t in [0, T ]
lim
ε→0 ξ
Θε(t, Sεt−) = ξΘ0(t, St−), P-a.s.
Proof. Recall the expression of the optimal number (3.18). For the integral in the
denominator we know
∫
R0
(ez − 1)2 ˜`ε(dz) =
∫
R0
(ez − 1)2I{|.|≥ε}ρε(z)`(dz)
and the function (ez − 1)2I{|.|≥ε}ρε(z) is bounded uniformly in ε (see (3.24)) by
(ez − 1)2{γ(z)s˜2(1) + ρ0(z)},
which is integrable w.r.t. ` using (2.4), (2.31), and (A2). Therefore the dominated
convergence theorem implies that
lim
ε→0
∫
R0
(ez − 1)2 ˜`ε(dz) =
∫
R0
(ez − 1)2 ˜`(dz).
Consider the integral in the numerator in (3.18). Using price formula (3.16), defini-
tion (3.23), the process L∗ defined in (3.29), and condition (3.31), we get that
∣∣∣(ez − 1)[PΘε(t, Sεt−ez)− PΘε(t, Sεt−)]I{|.|≥ε}ρε(z)∣∣∣
≤ |ez − 1||ρε(z)|e
−r(T−t)
2pi
∣∣∣∣∫
R
fˆ(u+ iR)Φ˜ΘεT−t(−u− iR)
[
(Sεt−ez)R−iu − (Sεt−)R−iu
]
du
∣∣∣∣
≤ |ez − 1||ρε(z)|e
−r(T−t)
2pi
∫
R
|fˆ(u+ iR)|
∣∣∣Φ˜ΘεT−t(−u− iR)∣∣∣∣∣∣(Sεt−)R−iu∣∣∣|ez(R−iu) − 1|du
≤ K1(T, r, R,Θ0)|ez − 1||ρε(z)|(Sεt−)R
×
∫
R
|fˆ(u+ iR)|Ψ˜T−t(u;R){(eRz + 1)I{|z|≥1} + 2(|R|+ |u|)e|R||z||z|I{|z|<1}}du
≤ K2(T, r, R,Θ0)e|R|L∗t−{(ez + 1)(eRz + 1)I{|z|≥1} + z2I{|z|<1}}(γ(z)s˜2(1) + ρ0(z))
×
∫
R
(1 + |u|)|fˆ(u+ iR)|Ψ˜T−t(u;R)du, P-a.s.
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In the last line the integral with respect to u is finite by assumption (3.31). By
(2.4), (2.31), and (A2) the latter expression is integrable in z with respect to the
Le´vy measure `. Thus we are allowed to take the limit inside the integral in the
numerator of expression (3.18). Using Lemma 3.2.2, Propositions 3.3.2 and 3.3.4,
and assumption (A2), we prove the statement.
In the following proposition we compute a convergence rate for the optimal num-
ber in the quadratic hedging strategy.
Proposition 3.3.6 (Convergence rate optimal number). Assume (2.26), (2.29),
(2.31), (3.15), (A1), and (A2), such that the optimal numbers are given by (2.32)
and (3.18), respectively. In addition impose the existence of a function Ψ̂ satisfying
conditions (3.32). Then we have for all t ∈ [0, T ] and for all ε ∈ (0, 1) that
E[|ξΘε(t, Sεt−)− ξΘ0(t, St−)|] ≤ C(T, r, R,Θ0)s˜(ε),
where C(T, r, R,Θ0) is a positive constant depending on T , r, R, and a parameter
Θ0 corresponding to the specific martingale measure.
Proof. For the ease of notation, we write ξt := ξΘ0(t, St−), ξεt := ξΘε(t, Sεt−), ∆t :=
∆Θ0(t, St−), ∆εt := ∆Θε(t, Sεt−), Pt := PΘ0(t, St−), P εt := PΘε(t, Sεt−), Pt(z) :=
PΘ0(t, St−ez), P εt (z) := PΘε(t, Sεt−ez). From the expressions (2.32) and (3.18) for
ξt and ξεt , it is easily seen that the denominator of ξεt − ξt is bounded from below by
a positive constant since condition (3.4) is in force. Hence it remains to compute the
convergence rate of the numerator. Grouping the terms with the factor s2(ε) and
integrals over the area |z| < ε, we obtain that
E[|ξεt − ξt|]
≤ K1(T, r, R,Θ0)
(
s˜2(ε)
+ E
[∣∣∣∣{b2∆εt + ∫
R0
(ez − 1)P
ε
t (z)− P εt
Sεt−
˜`
ε(dz)
}{
b2 +
∫
{|z|≥ε}
(ez − 1)2 ˜`(dz)
}
−
{
b2∆t +
∫
{|z|≥ε}
(ez − 1)Pt(z)− Pt
St−
˜`(dz)
}{
b2 +
∫
R0
(ez − 1)2 ˜`ε(dz)
}∣∣∣∣]).
It is clear that the convergence rate is determined by the following three expressions
1. E[|∆εt −∆t|],
2.
∣∣∣∣ ∫
R0
(ez − 1)2 ˜`ε(dz)−
∫
{|z|≥ε}
(ez − 1)2 ˜`(dz)
∣∣∣∣ , and
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3.
∫
{|z|≥ε}
|ez − 1|E
[∣∣∣∣P εt (z)− P εtSεt− ρε(z)−
Pt(z)− Pt
St−
ρ0(z)
∣∣∣∣]`(dz).
For the first we obtained the convergence rate in Proposition 3.3.4. For the second
we derive, based on (2.4) and (A2), that
∣∣∣∣ ∫
R0
(ez − 1)2 ˜`ε(dz)−
∫
{|z|≥ε}
(ez − 1)2 ˜`(dz)
∣∣∣∣
≤
∫
{|z|≥ε}
(ez − 1)2|ρε(z)− ρ0(z)|`(dz)
≤
∫
R0
{(e2z − 2ez + 1)I{|z|≥1} + z2e2I{|z|<1}}γ(z)s˜2(ε)`(dz) = K2s˜2(ε).
To compute the convergence rate of the third term we apply the triangle inequality
E
[∣∣∣∣P εt (z)− P εtSεt− ρε(z)−
Pt(z)− Pt
St−
ρ0(z)
∣∣∣∣]
≤ E
[∣∣∣∣P εt (z)− P εtSεt− −
Pt(z)− Pt
St−
∣∣∣∣]|ρε(z)|+ E[∣∣∣∣Pt(z)− PtSt−
∣∣∣∣]|ρε(z)− ρ0(z)|.
From the price formulas (2.28) and (3.16) it follows
E
[∣∣∣∣P εt (z)− P εtSεt− −
Pt(z)− Pt
St−
∣∣∣∣]
≤ e
−r(T−t)
2pi
∫
R
E
[∣∣∣∣Φ˜ΘεT−t(−u− iR) (Sεt−)R−iu−1 − Φ˜Θ0T−t(−u− iR)SR−iu−1t− ∣∣∣∣]
× |fˆ(u+ iR)|
∣∣∣ez(R−iu) − 1∣∣∣du.
First we note that we obtain a similar result as in expression (3.30) for the expectation
in the integrand. Hence
E
[∣∣∣∣P εt (z)− P εtSεt− −
Pt(z)− Pt
St−
∣∣∣∣]
≤ K3(T, r, R,Θ0)
∫
R
(1 + |u|+ u2)|fˆ(u+ iR)|Ψ̂T−t(u;R)
× {(eRz + 1)I{|z|≥1} + (1 + |u|)|z|I{|z|<1}}du s˜(ε).
Secondly, by the integrability condition in (3.32), we get
E
[∣∣∣∣P εt (z)− P εtSεt− −
Pt(z)− Pt
St−
∣∣∣∣] ≤ K4(T, r, R,Θ0){(eRz + 1)I{|z|≥1} + |z|I{|z|<1}}s˜(ε).
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In a similar way one obtains that
E
[∣∣∣∣Pt(z)− PtSt−
∣∣∣∣] ≤ K5(T, r, R,Θ0){(eRz + 1)I{|z|≥1} + |z|I{|z|<1}}.
Combining previous results leads to
∫
{|z|≥ε}
|ez − 1|E
[∣∣∣∣P εt (z)− P εtSεt− ρε(z)−
Pt(z)− Pt
St−
ρ0(z)
∣∣∣∣]`(dz)
≤ K6(T, r, R,Θ0)
∫
R0
{(ez + 1)(eRz + 1)I{|z|≥1} + z2I{|z|<1}}
× (γ(z)s˜2(1) + ρ0(z) + γ(z))`(dz) s˜(ε).
Hence the statement is proved by assumptions (2.4), (2.31), and (A2).
Remark 3.3.7. (Robustness study based on assumptions on the changes
of measure) To obtain the robustness results as discussed above we have imposed
the assumptions (A1) and (A2) on the characteristic triplets. This approach led
to the robustness result (3.25) for the characteristic function and consequently the
robustness properties as discussed in Propositions 3.3.2, 3.3.4, 3.3.5, and 3.3.6. It
is possible to apply another approach, which is less interesting as we will see, based
on making convergence assumptions on the equivalent martingale measures P˜Θε and
P˜Θ0. Assume
(M1) E
[∣∣∣∣dP˜ΘεdP − dP˜
Θ0
dP
∣∣∣∣2] ≤ K(T,Θ0)sˆ2(ε), and
(M2) E
[∣∣∣∣dP˜ΘεdP
∣∣∣∣2] is uniformly bounded in ε,
where sˆ(ε) := max
(
s(ε), σ(ε),
√
εσ(ε)
)
. Then we have the following robustness result
of the characteristic function. It holds for any real number u, damping factor R, and
all t ∈ [0, T ] that
|Φ˜ΘεT−t(−u− iR)− Φ˜Θ0T−t(−u− iR)| ≤ K(T,R,Θ0)(1 + |u|)sˆ(ε). (3.33)
Proof. Based on a change of measure, the triangle and Cauchy-Schwarz inequality,
we derive that
|Φ˜Θεt (−u− iR)− Φ˜Θ0t (−u− iR)|
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=
∣∣∣∣E˜Θε [e(R−iu)Lεt ]− E˜Θ0 [e(R−iu)Lt ]∣∣∣∣
=
∣∣∣∣E[e(R−iu)Lεt dP˜ΘεdP − e(R−iu)Lt dP˜
Θ0
dP
]∣∣∣∣
≤ E
[
|e(R−iu)Lεt − e(R−iu)Lt |
∣∣∣∣dP˜ΘεdP
∣∣∣∣]+ E[eRLt∣∣∣∣dP˜ΘεdP − dP˜
Θ0
dP
∣∣∣∣]
≤ E[|e(R−iu)Lεt − e(R−iu)Lt|2] 12E
[∣∣∣∣dP˜ΘεdP
∣∣∣∣2] 12 + E[e2RLt ] 12E[∣∣∣∣dP˜ΘεdP − dP˜
Θ0
dP
∣∣∣∣2] 12 .
Moreover using similar arguments as in Lemma 3.2.2 and considering the robustness
of the driving Le´vy process L in L4(Ω,F ,P), we get
E[|e(R−iu)Lεt − e(R−iu)Lt |2] ≤ K(T,R)(1 + |u|)2sˆ2(ε).
Therefore we conclude that expression (3.33) holds by assumptions (M1) and (M2).
Assume option price formulas (2.28) and (3.16) are in force and that (M1) and
(M2) hold. Moreover if
u 7→ (1 + |u|)|fˆ(u+ iR)| ∈ L1(R), (3.34)
then it holds for all t ∈ [0, T ] and ε ∈ (0, 1) that,
E[|PΘε(t, Sεt )− PΘ0(t, St)|] ≤ C1(T, r, R,Θ0)sˆ(ε),
where C1(T, r, R,Θ0) is a positive constant depending on T , r, R, and a parameter
Θ0 corresponding to the specific martingale measure. For the deltas given by (2.30)
and (3.17) and the optimal numbers given by (2.32) and (3.18), conditions (M1),
(M2), and the integrability property
u 7→ (1 + |u|+ u2)|fˆ(u+ iR)| ∈ L1(R), (3.35)
imply that for all ε ∈ (0, 1)
E
[
|∆Θε(t, Sεt )−∆Θ0(t, St)|
]
≤ C2(T, r, R,Θ0)sˆ(ε) and
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in case (A2) is also in force,
E[|ξΘε(t, Sεt−)− ξΘ0(t, St−)|] ≤ C3(T, r, R,Θ0)sˆ(ε),
where Ci(T, r, R,Θ0), i ∈ {2, 3} are positive constants depending on T , r, R, and
a parameter Θ0 corresponding to the specific martingale measure. One concludes
that this approach might lead to larger convergence rates. On the other hand the
integrability conditions (3.34) and (3.35) include a polynomial of a lower order than
conditions (3.28) and (3.32). But the integrability properties of the characteristic
function cannot be exploited anymore and popular payoff functions (such as call or
put) do not satisfy (3.34) or (3.35). That is why we promote the previous approach.
We discuss different martingale measures in the following subsections, and show
that assumptions (A1) and (A2) hold for each of them. One could also verify that
assumptions (M1) and (M2) hold true for each martingale measure. However we
do not report on the computations because these are straightforward.
3.3.1 Esscher transform
The original model with stock price process Sˆ is observed with respect to the Esscher
transform (ET) P˜θ0 as described in detail in Subsection 2.5.1. Besides, we consider
the ET P˜θε for the approximating model as follows. In this case we have
dP˜θε
dP
∣∣∣∣Ft = exp(θεL
ε
t)
M εt (θε)
= exp(Xεt ),
where
Xεt = θεbWt + θεs(ε)W˜t −
1
2b
2θ2εt−
1
2s
2(ε)θ2εt+ θε
∫ t
0
∫
{|z|≥ε}
zN˜(ds, dz)
− t
∫
{|z|≥ε}
(eθεz − 1− θεz)`(dz).
The process Lε has the Le´vy triplet (a˜ε, b2 + s2(ε), ˜`ε) under P˜θε , where
a˜ε = a+ (b2 + s2(ε))θε +
∫
{ε≤|z|<1}
z(eθεz − 1)`(dz) and ˜`ε(dz) = I{|.|≥ε}eθεz`(dz).
(3.36)
In Benth et al. (2013) it was shown that there is a positive constant C(θ0) depend-
ing on θ0 such that we know the following about the difference between the two
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parameters θ0 and θε,
|θε − θ0| ≤ C(θ0)s˜2(ε), ∀ε ∈ (0, 1). (3.37)
Therefore the parameter θε is bounded uniformly in ε by
|θε| ≤ |θε − θ0|+ |θ0| ≤ C(θ0)s˜2(ε) + |θ0| ≤ C(θ0)s˜2(1) + |θ0|. (3.38)
For the robustness results proved in this section to hold true, we have to show that
assumptions (A1) and (A2), concerning the convergence of the characteristic triplets,
are verified when we consider the ET. This is the purpose of the next proposition.
Proposition 3.3.8 (Robustness of the ET). Assume (2.20). Let the drift coefficients
a˜ and a˜ε and the Le´vy measures ˜` and ˜`ε be as expressed in (2.21) and (3.36). Then
conditions (A1) and (A2) hold true.
Proof. Clearly it follows from (2.21) and (3.36) that
a˜ε− a˜ = b2(θε− θ0) + s2(ε)θε +
∫
{ε≤|z|<1}
z(eθεz − eθ0z)`(dz)−
∫
{|z|<ε}
z(eθ0z − 1)`(dz).
Hence, by applying the MVT on the function θ 7→ eθz twice, we obtain by expressions
(2.4), (3.6), (3.37), and (3.38) that
|a˜ε − a˜| ≤ b2|θε − θ0|+ s2(ε)|θε|+
∫
{ε≤|z|<1}
|z||eθεz − eθ0z|`(dz)
+
∫
{|z|<ε}
|z||eθ0z − 1|`(dz)
≤ b2C(θ0)s˜2(ε) + s2(ε)|θε|+ |θε − θ0|eC1(θ0)
∫
{|z|<1}
|z|2`(dz)
+ |θ0|e|θ0|
∫
{|z|<ε}
|z|2`(dz)
≤ C2(θ0)s˜2(ε), ∀ε ∈ (0, 1).
We are left to check whether assumption (A2) is also satisfied. Recall the definition
of the functions ρ0 and ρε in (3.23). Thus from (2.21) and (3.36) it turns out that
ρ0(z) = eθ0z and ρε(z) = eθεz, ∀ε ∈ (0, 1).
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Combining the MVT on the function θ 7→ eθz and the property (3.37) leads to
|ρε(z)− ρ0(z)| = eθ0z|e(θε−θ0)z − 1| ≤ eθ0z|z|e|θε−θ0||z||θε − θ0| ≤ γ(z)s˜2(ε), (3.39)
where γ(z) = e(1+|θ0|+C(θ0)s˜2(1))|z|C(θ0). Moreover, condition (2.20) ensures the inte-
grability assumptions on γ and the statement is proved.
3.3.2 Minimal entropy martingale measure
Let P˜θ∗0 denote the minimal entropy martingale measure (MEMM) for the discounted
stock price process Sˆ as described in detail in Subsection 2.5.2. For any ε ∈ (0, 1)
we define
Lˆεt = Lεt +
1
2(b
2 + s2(ε))t+
∫ t
0
∫
{|z|≥ε}
(ez − 1− z)N(ds, dz).
The density of the MEMM P˜θ∗ε for the approximating model is given by
dP˜θ∗ε
dP
∣∣∣∣Ft = exp(θ
∗
εLˆ
ε
t)
E[exp(θ∗εLˆεt)]
= exp(Y εt ),
where
Y εt = θ∗ε(bWt + s(ε)W˜t)−
1
2(θ
∗
ε)2(b2 + s2(ε))t+ θ∗ε
∫ t
0
∫
{|z|≥ε}
(ez − 1)N˜(ds, dz)
− t
∫
{|z|≥ε}
(eθ∗ε (ez−1) − 1− θ∗ε(ez − 1))`(dz)
and θ∗ε is the parameter value ensuring the discounted stock price is martingale. The
Le´vy triplet of Lε under the MEMM P˜θ∗ε is (a˜ε, b2 + s2(ε), ˜`ε), where
a˜ε = a+ (b2 + s2(ε))θ∗ε +
∫
{ε≤|z|<1}
z(eθ∗ε (ez−1) − 1)`(dz) and
˜`
ε(dz) = eθ
∗
ε (ez−1)I{|.|≥ε}`(dz).
(3.40)
From Benth et al. (2013) it follows that the parameter θ∗ε converges to θ∗0 when ε
goes to 0 and that
|θ∗ε − θ∗0| ≤ C(θ∗0)s˜2(ε), ∀ε ∈ (0, 1), (3.41)
75
3 Robustness study of quadratic hedging strategies via Fourier transforms
3
for a positive constant C(θ∗0) depending on θ∗0. We state the following proposition in
which we prove that assumptions (A1) and (A2) are verified for the MEMM.
Proposition 3.3.9 (Robustness of the MEMM). Assume (2.22). Let the drift coef-
ficients a˜ and a˜ε and the Le´vy measures ˜` and ˜`ε be as expressed in (2.23) and (3.40),
respectively. Then conditions (A1) and (A2) hold true.
Proof. From (2.23) and (3.40) we compute
|a˜ε − a˜| =
∣∣∣∣b2(θ∗ε − θ∗0) + s2(ε)θ∗ε + ∫{ε≤|z|<1} z(eθ∗ε (ez−1) − eθ∗0(ez−1))`(dz)
−
∫
{|z|<ε}
z(eθ∗0(ez−1) − 1)`(dz)
∣∣∣∣
≤ b2|θ∗ε − θ∗0|+ s2(ε)|θ∗ε |+
∫
{ε≤|z|<1}
|z|
∣∣∣eθ∗ε (ez−1) − eθ∗0(ez−1)∣∣∣`(dz)
+
∫
{|z|<ε}
|z|
∣∣∣eθ∗0(ez−1) − 1∣∣∣`(dz).
The MVT guarantees the existence of a number θ′1 on the line Lθ∗ε ,θ∗0 such that for
|z| < 1
∣∣∣eθ∗ε (ez−1) − eθ∗0(ez−1)∣∣∣ = eθ′1(ez−1)|ez − 1||θ∗ε − θ∗0| ≤ C1(θ∗0)|z|s˜2(ε),
because of inequality (3.41). Hence by condition (2.4) it turns out that
∫
{ε≤|z|<1}
|z|
∣∣∣eθ∗ε (ez−1) − eθ∗0(ez−1)∣∣∣`(dz) ≤ C1(θ∗0) ∫{|z|<1} z2`(dz)s˜2(ε) = C2(θ∗0)s˜2(ε).
Analogously for some θ′2 on L0,θ∗0 , it holds for |z| < ε < 1 that∣∣∣eθ∗0(ez−1) − 1∣∣∣ = eθ′2(ez−1)|ez − 1||θ∗0| ≤ C3(θ∗0)|z|,
and therefore by definition (3.6) it follows that
∫
{|z|<ε}
|z|
∣∣∣eθ∗0(ez−1) − 1∣∣∣`(dz) ≤ C3(θ∗0) ∫{|z|<ε} z2`(dz) = C3(θ∗0)σ2(ε).
Collecting the obtained convergence properties of the different terms leads us to the
conclusion that assumption (A1) holds for the MEMM. We are left to check whether
assumption (A2) is also satisfied. Recall the functions ρ0 and ρε in (3.23), thus
ρ0(z) = eθ
∗
0(ez−1) and ρε(z) = eθ
∗
ε (ez−1), ∀ε ∈ (0, 1).
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Moreover by the MVT and property (3.41) one can obtain in a similar way as (3.39)
that
|ρε(z)− ρ0(z)| ≤ e(1+|θ∗0 |+C(θ∗0)s˜2(1))|ez−1|C(θ∗0)s˜2(ε).
This concludes the proof since the integrability conditions in (A2) are satisfied by
(2.22).
3.3.3 Minimal martingale measure and variance-optimal mar-
tingale measure
P˜γ0 indicates the minimal martingale measure (MMM) related to Sˆ introduced in
Subsection 2.5.3. Now, concerning the approximating model, we define for ε in (0, 1)
γε = −
a+ 12(b
2 + s2(ε)) +
∫
{|z|≥ε}(ez − 1− zI{|z|<1})`(dz)− r
b2 + s2(ε) +
∫
{|z|≥ε}(ez − 1)2`(dz)
and assume that γε(ez − 1) + 1 > 0, ∀z ∈ R, i.e. γε ∈ (0, 1), which will ensure the
existence of the MMM for the approximating process as a probability measure. The
MMM for the approximating process is then given by
dP˜γε
dP
∣∣∣∣Ft = exp(Zεt ),
where
Zεt = γε(bWt + s(ε)W˜t)−
1
2γ
2
ε (b2 + s2(ε))t+
∫ t
0
∫
{|z|≥ε}
log(γε(ez − 1) + 1)N˜(ds, dz)
− t
∫
{|z|≥ε}
(γε(ez − 1)− log(γε(ez − 1) + 1))`(dz).
The Le´vy triplet of Lε under the MMM P˜γε is given by (a˜ε, b2 + s2(ε), ˜`ε), where
a˜ε = a+ (b2 + s2(ε))γε +
∫
{ε≤|z|<1}
γεz(ez − 1)`(dz) and
˜`
ε(dz) = {γε(ez − 1) + 1}I{|.|≥ε}`(dz).
(3.42)
It can easily be computed that the parameter characterising the MMM owns a similar
convergence result as those for the ET and MEMM in (3.37) and (3.41), namely
|γε − γ0| ≤ C(γ0)s˜2(ε), ∀ε ∈ (0, 1), (3.43)
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for C(γ0) a positive constant depending on γ0. We state the following proposition in
which we prove that assumptions (A1) and (A2) are verified for the MMM.
Proposition 3.3.10 (Robustness of the MMM). Assume (2.31). Let the drift coeffi-
cients a˜ and a˜ε and the Le´vy measures ˜` and ˜`ε be as expressed in (2.24) and (3.42),
respectively. Then conditions (A1) and (A2) hold true.
Proof. One can easily compute that
|a˜ε − a˜| =
∣∣∣∣b2(γε − γ0) + s2(ε)γε + ∫{ε≤|z|<1}(γε − γ0)z(ez − 1)`(dz)
−
∫
{|z|<ε}
γ0z(ez − 1)`(dz)
∣∣∣∣
≤ b2|γε − γ0|+ s2(ε)|γε|+
∫
{ε≤|z|<1}
|γε − γ0||z||ez − 1|`(dz)
+
∫
{|z|<ε}
|γ0||z||ez − 1|`(dz)
≤ b2C(γ0)s˜2(ε) + s2(ε)C1(γ0) + C(γ0)s˜2(ε)
∫
{|z|<1}
z2`(dz)
+ |γ0|
∫
{|z|<ε}
z2`(dz).
By expressions (2.4), (3.6), and (3.43) it turns out that (A1) is fulfilled. Recalling
the terms of ρ0 and ρε in (3.23), we get
ρ0(z) = γ0(ez − 1) + 1 and ρε(z) = γε(ez − 1) + 1, ∀ε ∈ (0, 1).
Thus by (3.43) it appears that
|ρε(z)− ρ0(z)| ≤ |γε − γ0||ez − 1| ≤ γ(z)s˜2(ε),
where γ(z) = C(γ0)|ez − 1|. Hence assumption (A2) holds true by assuming (2.31)
in addition to (2.4).
Remark 3.3.11 (Variance-optimal martingale measure (VOMM)). As noted in Sub-
section 2.5.3, the VOMM and the MMM coincide. Therefore the robustness of the
VOMM is equivalent to the robustness of the MMM studied above.
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3.4 Robustness of the quadratic hedging strate-
gies, the semimartingale case
In this section the market is observed under the historical measure. To prove the
robustness of the LRM strategies, one approach would be to rely on formulas (2.40)
and (3.19). These formulas are written in terms of the option price and the delta of
the option computed w.r.t. the MMMs P˜γ0 , P˜γε . The robustness of the LRM strategies
using this approach will then follow immediately by applying similar computations as
in Propositions 3.3.5 and 3.3.6. However, here we choose to discuss the robustness
relying on the cumulant based formulas (2.48) and (3.20). We do this to avoid
the use of explicit option prices and deltas. The approach based on the cumulant
generating functions can also be applied to the martingale case, since the optimal
number can be expressed by the integral (2.33). Therefore it is expected to retrieve
similar robustness results as in Section 3.3. We start by presenting the following
robustness results.
Lemma 3.4.1 (Robustness of κε and µε). Let κ, µ, and their approximating coun-
terparts be as defined in Proposition 2.7.2 and equations (3.21). Assume condition
(2.45). Then there exist constants K1 and K2 depending on the damping factor R
such that for all real numbers u it holds that
|κε(R− iu)− κ(R− iu)| ≤ K1(R)(1 + |u|+ u2)s˜2(ε) and (3.44)
|µε(R− iu)− µ(R− iu)| ≤ K2(R)(1 + |u|)s˜2(ε). (3.45)
Proof. We recall that
κε(z) = logE[ezLε1 ] = az + 12(b
2 + s2(ε))z2 +
∫
{|x|≥ε}
(ezx − 1− zxI{|x|<1})`(dx) ,
κ(z) = az + 12b
2z2 +
∫
R0
(ezx − 1− zxI{|x|<1})`(dx) .
For z = R + iI ∈ C and (x, y) ∈ R2 and applying the MVT, we know there exist
{v, w} ⊂ Lx,y, v′ ∈ L0,v, and w′ ∈ L0,w satisfying
|ezx − zx− (ezy − zy)|
≤ |eRx cos(Ix)−Rx− (eRy cos(Iy)−Ry)|
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+ |eRx sin(Ix)− Ix− (eRy sin(Iy)− Iy)|
≤ |ReRv cos(Iv)− IeRv sin(Iv)−R||x− y|
+ |ReRw sin(Iw) + IeRw cos(Iw)− I||x− y|
≤ |R2eRv′ cos(Iv′)− 2RIeRv′ sin(Iv′)− I2eRv′ cos(Iv′)||v||x− y|
+ |R2eRw′ sin(Iw′) + 2RIeRw′ cos(Iw′)− I2eRw′ sin(Iw′)||w||x− y|
≤ (R2 + 2|R||I|+ I2)(eRv′ |v|+ eRw′|w|)|x− y| .
Specifically for y = 0 this implies that
|ezx − 1− zx| ≤ (R2 + 2|R||I|+ I2)2e|R||x|x2 . (3.46)
Next, we use the latter result to compute the convergence rate of the cumulant
generating function for z = R+ iI,
|κε(z)− κ(z)| =
∣∣∣∣12s2(ε)z2 −
∫
{|x|<ε}
(ezx − 1− zx)`(dx)
∣∣∣∣
≤ 12s
2(ε)|z|2 +
∫
{|x|<ε}
(R2 + 2|R||I|+ I2)2e|R||x|x2`(dx)
≤ 12s
2(ε)(R2 + I2) + (R2 + 2|R||I|+ I2)2e|R|σ2(ε).
Thus for z = R − iu, u ∈ R, this results into (3.44). For the robustness of the
function µ, we recall condition (3.4) and obtain for z ∈ C
|µε(z)− µ(z)|
=
∣∣∣∣(b2 + s2(ε))z +
∫
{|x|≥ε}(ezx − 1)(ex − 1)`(dx)
b2 + s2(ε) +
∫
{|x|≥ε}(ex − 1)2`(dx)
− b
2z +
∫
R0(e
zx − 1)(ex − 1)`(dx)
b2 +
∫
R0(ex − 1)2`(dx)
∣∣∣∣
≤ K
∣∣∣∣[(b2 + s2(ε))z + ∫{|x|≥ε}(ezx − 1)(ex − 1)`(dx)
][
b2 +
∫
R0
(ex − 1)2`(dx)
]
−
[
b2z +
∫
R0
(ezx − 1)(ex − 1)`(dx)
][
b2 + s2(ε) +
∫
{|x|≥ε}
(ex − 1)2`(dx)
]∣∣∣∣
= K
∣∣∣∣(b2 + s2(ε))zb2 + (b2 + s2(ε))z ∫
R0
(ex − 1)2`(dx)
+ b2
∫
{|x|≥ε}
(ezx − 1)(ex − 1)`(dx)
+
∫
{|x|≥ε}
(ezx − 1)(ex − 1)`(dx)
∫
R0
(ex − 1)2`(dx)
− b2z(b2 + s2(ε))− b2z
∫
{|x|≥ε}
(ex − 1)2`(dx)
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− (b2 + s2(ε))
∫
R0
(ezx − 1)(ez − 1)`(dx)
−
∫
R0
(ezx − 1)(ex − 1)`(dx)
∫
{|x|≥ε}
(ex − 1)2`(dx)
∣∣∣∣
≤ K
[
b2|z|
∫
{|x|<ε}
(ex − 1)2`(dx) + s2(ε)|z|
∫
R0
(ex − 1)2`(dx)
+ b2
∫
{|x|<ε}
|ezx − 1||ex − 1|`(dx) + s2(ε)
∫
R0
|ezx − 1||ex − 1|`(dx)
+
∫
{|x|≥ε}
|ezx − 1||ex − 1|`(dx)
∫
{|x|<ε}
(ex − 1)2`(dx)
+
∫
{|x|<ε}
|ezx − 1||ex − 1|`(dx)
∫
{|x|≥ε}
(ex − 1)2`(dx)
]
In the latter we know by the MVT that there exists an x′ ∈ L0,x such that, for
z = R+ iI,
∫
{|x|<ε}
(ex − 1)2`(dx) =
∫
{|x|<ε}
x2e2x′`(dx) ≤ e2σ2(ε), and∫
{|x|<ε}
|ezx − 1||ex − 1|`(dx) ≤
∫
{|x|<ε}
2(|R|+ |I|)e|R||x||x||ex′x|`(dx)
≤ 2(|R|+ |I|)e|R|+1σ2(ε).
On the other hand we obtain by similar arguments that
∫
{|x|≥ε}
(ex − 1)2`(dx) ≤
∫
R0
(ex − 1)2`(dx)
≤ e2
∫
{|x|<1}
x2`(dx) +
∫
{|x|≥1}
(e2x + 2ex + 1)`(dx)
and
∫
{|x|≥ε}
|ezx − 1||ex − 1|`(dx)
≤
∫
R0
|ezx − 1||ex − 1|`(dx)
≤ 2(|R|+ |I|)e|R|+1
∫
{|x|<1}
x2`(dx) +
∫
{|x|≥1}
(eRx + 1)(ex + 1)`(dx).
Both right-hand sides are finite by conditions (2.4) and (2.45). Thus for z = R− iu,
u ∈ R, this proves (3.45).
Note that the convergence of the function κε to κ implies the convergence of the
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constant λε to λ as defined in Proposition 2.7.1 and we have for K being a constant
|λε − λ| ≤ Ks˜2(ε). (3.47)
In the following proposition, we consider the robustness of the LRM hedging number.
Proposition 3.4.2 (Robustness LRM hedging number). Let X and X ε be given by
(2.48) and (3.20), respectively. In addition assume (2.45) and (2.46). Moreover if
there is a function Ψ˜ such that
|Φ˜γεT−t(−u− iR)| ≤ Ψ˜T−t(u;R) and u 7→ (1+ |u|)|fˆ(u+ iR)|Ψ˜T−t(u;R) ∈ L1(R),
(3.48)
then for all t ∈ [0, T ],
lim
ε→0X
ε
t = Xt , P-a.s.
Proof. According to (2.46) and (3.20), the LRM hedging number for the approxi-
mating model is computed by the approximating counterpart of (2.50) which equals
X εt =
e−r(T−t)
2pi
∫
R
µε(R− iu)fˆ(u+ iR)Φ˜γεT−t(−u− iR)(Sεt−)R−iu−1du.
The function µε is defined as
µε(z) = κ
ε(z + 1)− κε(z)− κε(1)
κε(2)− 2κε(1) =
(b2 + s2(ε))z +
∫
{|x|≥ε}(ezx − 1)(ex − 1)`(dx)
b2 + s2(ε) +
∫
{|x|≥ε}(ex − 1)2`(dx)
,
therefore it appears by condition (3.4) that µε(z) is bounded uniformly in ε by
|µε(z)| ≤ (b
2 + s2(1))|z|+ ∫R0 |ezx − 1||ex − 1|`(dx)
b2 +K .
Specifically for z = R− iu and applying the MVT, we get that
∫
R0
|ezx − 1||ex − 1|`(dx)
=
∫
{|x|≥1}
|e(R−iu)x − 1||ex − 1|`(dx) +
∫
{|x|<1}
|e(R−iu)x − 1||ex − 1|`(dx)
≤
∫
{|x|≥1}
(eRx + 1)(ex + 1)`(dx) + 2(|R|+ |u|)e|R|+1
∫
{|x|<1}
x2`(dx) .
Hence it turns out by (2.4) and (2.45) that |µε(R − iu)| ≤ K(R)(1 + |u|). Finally,
by definition (3.29) and condition (3.48) we can apply the dominated convergence
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theorem. By Lemmas 3.2.2, 3.3.1, and 3.4.1 we prove the statement.
Proposition 3.4.3 (Convergence rate LRM hedging number). Let X and X ε be
given by (2.48) and (3.20), respectively. Moreover assume (2.45) and (2.46). The
existence of a function Ψ̂ guaranteeing
max(|Φ˜
γε
T−t(−u− iR)|, |Φ˜γ0T−t(−u− iR)|) ≤ Ψ̂T−t(u;R), and
u 7→ (1 + |u|+ u2 + |u|3)|fˆ(u+ iR)|Ψ̂T−t(u;R) ∈ L1(R),
(3.49)
implies that for all t ∈ [0, T ] and all ε ∈ (0, 1), we have
E[|X εt −Xt|] ≤ C(T, r, R, γ0)s˜(ε),
where C(T, r, R, γ0) is a positive constant depending on T , r, R, and the parameter
γ0 corresponding to the MMM.
Proof. Clearly it holds that
E[|X εt −Xt|] ≤
e−r(T−t)
2pi
∫
R
E[|µε(R− iu)Φ˜γεT−t(−u− iR)(Sεt−)R−iu−1
− µ(R− iu)Φ˜γ0T−t(−u− iR)SR−iu−1t− |]|fˆ(u+ iR)|du.
Herein
E[|µε(R− iu)Φ˜γεT−t(−u− iR)(Sεt−)R−iu−1 − µ(R− iu)Φ˜γ0T−t(−u− iR)SR−iu−1t− |]
≤ |µε(R− iu)− µ(R− iu)||Φ˜γεT−t(−u− iR)|E[(Sεt−)R−1]
+ |µ(R− iu)||Φ˜γεT−t(−u− iR)− Φ˜γ0T−t(−u− iR)|E[(Sεt−)R−1]
+ |µ(R− iu)||Φ˜γ0T−t(−u− iR)|E[|(Sεt−)R−iu−1 − (St−)R−iu−1|]
≤ C(T,R, γ0)(1 + |u|+ u2 + |u|3)Ψ̂T−t(u;R)s˜(ε) ,
where the last expression is a consequence of Lemmas 3.2.2, 3.3.1, and 3.4.1, and
condition (3.49). Therefore the statement is proved.
Recall the expression of φε in (3.22). The amount of wealth in the discounted risky
asset of the MVH strategy for the approximating model is defined by Υˆεt := φεt Sˆεt−
for all t in [0, T ] and thus is given by
Υˆεt = pˆiεt + λε(Hˆεt− − Vˆ ε0 −
∫ t
0
ΥˆεsdLˆεs) , (3.50)
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where pˆiεt = X εt Sˆεt− is the amount of wealth in the risky asset in the LRM strategy
which can be computed by
pˆiεt = e−rt
∫
C
µε(z)eηε(z)(T−t)(Sεt−)zΠ(dz), (3.51)
and Lˆε is given by (see proof of Lemma 3.2.2)
dLˆεt =
(
a+ b
2 + s2(ε)
2 +
∫
{|z|≥ε}
(ez − 1− zI{|z|<1})`(dz)− r
)
dt+ bdWt
+ s(ε)dW˜t +
∫
{|z|≥ε}
(ez − 1)N˜(dt, dz) .
In the following lemma, we prove the robustness of the amount of wealth in a LRM
strategy.
Lemma 3.4.4 (Convergence rate LRM amount of wealth). Assume (2.45), (2.46),
and integrability properties (3.49). For the amounts of wealth pˆit and pˆiεt expressed in
(2.49) and (3.51), we have for all t ∈ [0, T ] and ε ∈ (0, 1) that
E[|pˆiεt − pˆit|] ≤ C(T, r, R, γ0)s˜(ε),
where C(T, r, R, γ0) is a positive constant depending on T , r, R, and γ0.
Proof. From (2.49) and (3.51) it appears that
E[|pˆiεt − pˆit|] ≤
e−rT
2pi
∫
R
E[|µε(R− iu)Φ˜γεT−t(−u− iR)(Sεt−)R−iu
− µ(R− iu)Φ˜γ0T−t(−u− iR)SR−iut− |]|fˆ(u+ iR)|du.
Proceeding by similar computations as in Proposition 3.4.3 proves the statement.
We prove the robustness of the amount of wealth in a MVH strategy.
Proposition 3.4.5 (Convergence rate MVH amount of wealth). Assume conditions
(2.45), (2.46), and (3.49) are met. Consider the processes Υˆ and Υˆε given by (2.42)
and (3.50). For all t ∈ [0, T ] and ε ∈ (0, 1), we have that
E[|Υˆεt − Υˆt|] ≤ C(T, r, R, γ0)s˜(ε),
where C(T, r, R, γ0) is a positive constant depending on T , r, R, and γ0.
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Proof. Using the triangle inequality it turns out that
E[|Υˆεt − Υˆt|] ≤ E[|pˆiεt − pˆit|] + |λε − λ|E
[∣∣∣Hˆt− − Vˆ0 − ∫ t
0
ΥˆsdLˆs
∣∣∣] (3.52)
+ |λε|
(
E[|Hˆεt − Hˆt|] + E[|Vˆ ε0 − Vˆ0|] + E
[
|
∫ t
0
ΥˆεsdLˆεs −
∫ t
0
ΥˆsdLˆs|
])
.
We have for t ∈ [0, T ],
E[|Hˆεt − Hˆt|]
≤ e
−rT
2pi
∫
R
E[|Φ˜γεT−t(−u− iR)(Sεt )R−iu − Φ˜γ0T−t(−u− iR)SR−iut |]|fˆ(u+ iR)|du .
However, by Lemmas 3.2.2 and 3.3.1, condition (3.49), and following similar argu-
ments as in the proof of Proposition 3.4.3 we know that
E[|Φ˜γεT−t(−u− iR)(Sεt )R−iu − Φ˜γ0T−t(−u− iR)SR−iut |]
≤ K1(T,R, γ0)(1 + |u|+ u2)Ψ̂T−t(u;R)s˜(ε).
The integrability assumption included in (3.49) implies that
E[|Hˆεt − Hˆt|] ≤ K2(T,R, γ0)s˜(ε) and E[|Vˆ ε0 − Vˆ0|] ≤ K3(T,R, γ0)s˜(ε). (3.53)
From the expressions of Lˆ and Lˆε it appears that
E
[∣∣∣ ∫ t
0
ΥˆεsdLˆεs −
∫ t
0
ΥˆsdLˆs
∣∣∣]
≤
∣∣∣∣a+ b22 +
∫
{|z|≥ε}
(ez − 1− zI{|z|<1})`(dz)− r
∣∣∣∣E[ ∫ t0 |Υˆεs − Υˆs|ds
]
+
∣∣∣∣ ∫{|z|<ε}(ez − 1− z)`(dz)
∣∣∣∣E[ ∫ t0 |Υˆs|ds
]
+ s
2(ε)
2 E
[ ∫ t
0
|Υˆεs|ds
]
≤
(
|a|+ b
2
2 +
∫
R0
|ez − 1− zI{|z|<1}|`(dz) + r
) ∫ t
0
E[|Υˆεs − Υˆs|]ds
+K4σ2(ε)E
[ ∫ t
0
|Υˆs|ds
]
+ s
2(ε)
2 E
[ ∫ t
0
|Υˆεs|ds
]
.
Moreover, using similar tools as above, we prove that E[
∫ t
0 |Υˆs|ds] and E[
∫ t
0 |Υˆεs|ds]
are bounded uniformly in ε by a positive constant. Thus collecting the terms in
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(3.52) and using equations (3.47), (3.53), and Lemma 3.4.4, we get
E[|Υˆεt − Υˆt|] ≤ K5(T,R, γ0)s˜(ε) +K6(T, r)
∫ t
0
E[|Υˆεs − Υˆs|]ds .
Finally, the result follows by applying Gronwall’s lemma.
Remark 3.4.6. Under stronger conditions on the integrability of the Le´vy measure,
we can prove the convergence of the optimal hedging number for the LRM strategies,
and of the amount of wealth for the MVH strategies in the L2-sense. Moreover, we
can prove the robustness of the variance of the hedging error in the MVH strategy.
Namely, based on Proposition 3.4.5 and results therein, we obtain
∣∣∣∣E[(Vˆ ε0 + ∫ T0 φεsdSˆεs − HˆεT
)2]− E[(Vˆ0 + ∫ T
0
φsdSˆs − HˆT
)2]∣∣∣∣ ≤ C(T, r, R, γ0)sˆ(ε),
where sˆ(ε) = max
(
s(ε), σ(ε),
√
εσ(ε)
)
and C(T, r, R, γ0) is a positive constant de-
pending on T, r, R, and γ0. Since the computations for the L2-convergence are
straightforward adaptations of the results for the L1-convergence under stronger con-
ditions, we do not detail the proofs here.
In Theorem 4.13 in Di Nunno et al. (2015), the authors derived similar results con-
sidering more general dynamics. In their paper they dominate the L2-convergence
results by
E[|F (SεT )− F (ST )|2],
which in case of a Lipschitz function F , is dominated by E[|SεT − ST |2]. This latter
result holds true, for example, in the case of a European call option. However, in
case of a non-Lipschitz function F (a digital option, for example) and considering
S to be an exponential Le´vy process, one can derive convergence rates using Fourier
transform techniques as we did in the present thesis.
3.5 Examples
For the robustness results studied in Sections 3.3 and 3.4 to hold true, we imposed
integrability conditions on the driving Le´vy process, on its characteristic function,
and on the Fourier transform of the dampened payoff function of the contingent
claim. The aim in this section is to summarise these integrability conditions and
to illustrate our results with some examples of payoff functions and driving Le´vy
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processes. Further, we include some numerical experiments illustrating the use of
Fourier transform techniques to compute quadratic hedging strategies.
An important assumption to guarantee the robustness results in our derivations
is the existence of a function Ψ̂ satisfying max(|Φ˜
Θε
T−t(−u− iR)|, |Φ˜Θ0T−t(−u− iR)|) ≤ Ψ̂T−t(u;R), and
u 7→ |u|k|fˆ(u+ iR)|Ψ̂T−t(u;R) ∈ L1(R) , k ∈ {0, 1, 2, 3} ,
(3.54)
where Φ˜Θ0 , Φ˜Θε are the characteristic functions of the Le´vy process L, Lε, respectively
under a related martingale measure. The function fˆ(· + iR) equals the Fourier
transform of the dampened payoff function. One way to fulfil condition (3.54) for
k ∈ {0, 1, 2, 3} is to check that
u 7→ |u|
l|fˆ(u+ iR)| ∈ L1(R) and
|u|k−lΨ̂T−t(u;R) is bounded in u,
for some l ∈ {0, . . . , k}. (3.55)
Another way is to show that
u 7→ |u|
l|Ψ̂T−t(u;R)| ∈ L1(R) and
|u|k−l|fˆ(u+ iR)| is bounded in u,
for some l ∈ {0, . . . , k}. (3.56)
In the next two subsections we give examples of payoff functions and of driving Le´vy
processes which contribute to condition (3.55) or (3.56).
3.5.1 Examples of payoff functions
Let us consider a power p call option, with p ≥ 1. The payoff function of such an
option is given by
f(x) = [max(ex −K, 0)]p , (3.57)
where K ≥ 0 is the strike. Notice that the choice p = 1 corresponds to the standard
call option. It holds that the dampened payoff function g is integrable for R > p (see
Eberlein et al. (2010)). For the power p put option, p ≥ 1, the payoff function equals
f(x) = [max(K − ex, 0)]p (3.58)
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and the dampened payoff function g is integrable for R < 0. In the following lemma
we discuss for which powers p, the power call and put options contribute to (3.55)
or (3.56).
Lemma 3.5.1. Let f be as in (3.57) or (3.58), with p ≥ 1. For l ∈ {0, 1, 2, 3}, f
verifies (3.55) for p ≥ l+1. For k− l ∈ {0, 1, 2, 3}, f verifies (3.56) for p ≥ k− l−1.
Proof. The Fourier transform of the dampened payoff function for a power p ≥ 1 is
given by
fˆ(u+ iR) = gˆ(u) = p!K
p−R+iu
(R− iu)(R− 1− iu) . . . (R− p− iu) . (3.59)
The statement of the lemma follows easily from the latter equation.
For the self-quanto call option, with payoff function
f(x) = ex(ex −K)+,
the Fourier transform of the dampened payoff function has a similar form as (3.59)
for the case p = 1. This means similar properties hold for the self-quanto call option
as for the regular call and put options.
Unfortunately, payoff functions of digital options do not verify (3.55) and (3.56)
is only fulfilled for k − l ≤ 1. This follows directly from the expressions of their
dampened function (see Eberlein et al. (2010)).
3.5.2 Examples of driving Le´vy processes
In the sequel we first give examples of Le´vy processes allowing formulas (2.32) or
(3.18) for the optimal hedging number. We state the following lemma in which we
compute upper bounds for the characteristic functions of the Le´vy processes L and
Lε.
Lemma 3.5.2. Consider L, Lε with characteristic triplet (a˜, b2, ˜`) , (a˜ε, b2+s2(ε), ˜`ε),
respectively. Assume R guarantees that
∫
{|z|≥1} eRz ˜`(dz) and
∫
{|z|≥1} eRz ˜`ε(dz) are
finite, then it holds for all u ∈ R and all t ∈ [0, T ] that
|Φ˜T−t(−u− iR)| ≤ K(T,R) exp{−12(T − t)b
2u2} , (3.60)
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|Φ˜εT−t(−u− iR)| ≤ K˜(T,R) exp{−
1
2(T − t)(b
2 + s2(ε))u2} . (3.61)
where K(T,R) and K˜(T,R) are positive constants depending on T and R.
Proof. We compute by (2.4) and (2.5) that
|Φ˜t(−u− iR)|
=
∣∣∣∣ exp(t{ia˜(−u− iR)− 12b2(−u− iR)2
+
∫
R0
(ei(−u−iR)z − 1− i(−u− iR)zI{|z|<1})˜`(dz)
})∣∣∣∣
= exp
(
t
{
a˜R− 12b
2(u2 −R2) +
∫
R0
(eRz cos(uz)− 1−RzI{|z|<1})˜`(dz)
})
≤ C1(T,R)e− 12 tb2u2 exp
(
t
∫
R0
(eRz cos(uz)− 1−RzI{|z|<1})˜`(dz)
)
≤ C1(T,R)e− 12 tb2u2 exp
(
t
∫
R0
(eRz − 1−RzI{|z|<1})˜`(dz)
)
≤ C2(T,R)e− 12 tb2u2 .
Upper bound (3.61) can be obtained through similar computations as above.
Notice that this lemma implies the following:
• Both characteristic functions are bounded in u.
• For b 6= 0, we have for all k ∈ N,
|u|k|Φ˜T−t(−u− iR)| ∈ L1(R) and |u|k|Φ˜εT−t(−u− iR)| ∈ L1(R) , (3.62)
which are necessary for the hedging formulas (2.32) and (3.18) to hold.
• For b = 0 and considering the original Le´vy process L, we cannot conclude
(3.62) from the upper bound (3.60). However, we refer to Proposition 28.3 in
Sato (1999), in which it is shown that under certain conditions on the Le´vy
measure around 0, the characteristic function of several Le´vy processes such as
normal inverse Gaussian (NIG), Carr, Geman, Madan, and Yor (CGMY), and
symmetric stable processes verify (3.62).
• For b = 0 and considering the approximating process Lε, we differentiate be-
tween two cases. When s(ε) = 0 , then we cannot conclude (3.62) from the
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upper bound (3.61). We cannot follow the approach in Proposition 28.3 in
Sato (1999) either, since we do not have small jumps in the approximating
process. In the case s(ε) 6= 0, the second part of (3.62) is fulfilled and we can
write the hedging formula (3.18).
In the following lemma we show that condition (3.54) is always fulfilled in the case
b 6= 0.
Lemma 3.5.3. For a Le´vy process and its approximation with characteristic triplets
(a˜, b2, ˜`) and (a˜ε, b2 + s2(ε), ˜`ε) respectively, where b 6= 0, it holds that there exists a
function Ψ̂ satisfying (3.54).
Proof. Lemma 3.5.2 suggests to define Ψ̂T−t(u;R) = K˜(T,R)e−
1
2 (T−t)b2u2 . This func-
tion clearly guarantees (3.55) and (3.56).
Thus the robustness results hold true for all Le´vy processes which have a diffusion
term. Of course the model should also satisfy the existence of exponential moments.
This is necessary for the pricing and hedging formulas and also for the existence of
the ET and the MEMM. We claim that all the Le´vy processes mentioned in this
subsection have exponential moments (see e.g. Cont and Tankov (2004)). Unfortu-
nately, in the case there is no Brownian motion component in the original model we
cannot conclude.
Combining this discussion about the driving Le´vy processes with the discussion
in Subsection 3.5.1 devoted to the payoff functions, leads to the following concluding
remarks.
Remark 3.5.4. (Concluding remarks)
• It turns out, from Subsection 3.5.1, that the Fourier transform of the dampened
payoff function can guarantee enough integrability properties by itself. However
this is not always the case for most familiar payoff functions.
• All conditions guaranteeing the existence of the Fourier transform formulas
and of the robustness results, are fulfilled when the original Le´vy process has
a non-trivial Brownian motion part, whether the compensated small jumps are
truncated or replaced in the approximation.
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• In the absence of a Brownian motion in the original Le´vy process, the approxi-
mating formula (3.18) exists when the compensated small jumps are replaced by
a scaled Brownian motion. However, we cannot confirm that (3.18) exists when
we truncate the compensated small jumps in the approximation. Although, as
remarked above all conditions can be satisfied if the payoff function provides
strong integrability conditions.
3.5.3 Numerical experiments
We illustrate the use of Fourier transform techniques to compute the quadratic hedg-
ing strategies. Hereto, we consider a digital option and a power option driven by a
Le´vy process with a non-trivial Brownian motion part. We hedge these options using
an LRM strategy and a MVH strategy. We use formula (2.48) respectively (2.41) to
compute the number of (discounted) assets in those strategies. The payoff functions
are as follows
F (s) =

I[K,∞)(s) digital call option ,
((s−K)+)2 power 2 call option .
The complex measure Π, defined in (2.46), is given in Hubalek et al. (2006) for the
digital and the power option:
Π(dz) =

1
2piiI{R+iR}(z)
K−z
z
dz digital call option with R > 0 ,
1
2piiI{R+iR}(z)
2K−(z−2)
z(z−1)(z−2)dz power 2 call option with R > 2 .
The underlying driving process L is defined as
L = X + bW ,
where X is a variance gamma (VG) process or a normal inverse Gaussian (NIG)
process and W is a Brownian motion independent of X. b is a strictly positive
parameter. The corresponding cumulant generating function κ, appearing in the
expression for µ, η, and λ in Propositions 2.7.2 and 2.7.1, is easily derived as follows
κ(z) = κX(z) +
1
2b
2z2 ,
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with
κX(z) =

−1
ν
log(1 + zθν − 0.5σ2νz2) VG(σ, ν, θ) ,
−δ
(√
α2 − (β + z)2 −√α2 − β2
)
NIG(α, β, δ) .
For the numerical experiments we consider the following input data:
S0 = 10, K = 10, T = 0.25, r = 0.04,
VG(0.12, 0.2,−0.14), b = 0.03, R = 1.5
NIG(6.23, 0.06, 0.1027), b = 0.03, R = 3.
The asset price that enters the integrand in the expression (2.48) is simulated ac-
cording to the simulation methods for VG and NIG described in Meucci (2009) and
using 100 000 paths. The time discretisation of the hedging period of the option con-
sists of 90 time steps. To compute the integral numerically we follow the approach
of Sun et al. (2015a). The fast Fourier transform (FFT) algorithm is used to set
up an approximation for the integrand with a truncated sum of its Fourier-cosine
series expansion on a finite interval. The resulting truncation approximation leads
to an analytical approximation for the integral of interest. In the calculation of the
integral, the truncation interval is [−400, 400] and 213 terms are taken into account
in the approximation expansion.
We plotted the average number, the maximal number, and the minimal number
of discounted assets in the LRM strategy and the MVH strategy for a digital option
and a power option, see Figures 3.1-3.3. For the digital option we consider two
different processes for X , namely VG and NIG while for the power option we only
did the experiments for VG. For the digital option and considering both models, we
studied in addition the influence of the parameters T and K on the initial number of
discounted assets X0, see Figure 3.4, and on the initial value of the hedging portfolio
Hˆ0, see Figure 3.5, and the influence of the parameter b on the initial number of
discounted assets X0 for fixed T and K, see Figure 3.6.
In the LRM strategy the cost process is a martingale. This can be seen in Figure
3.7 where the average cost is constant over time and equal to the initial cost.
The MVH strategy is a self-financing strategy which does not replicate the payoff
exactly at maturity. Thus the density of the difference between the value of the
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hedging portfolio and the payoff at maturity for a fixed maturity T and strike K is
plotted in Figure 3.8 and its statistics, including the hedging error in L2-sense, are
reported in Table 3.1.
max min mean std hedging error
VG 2.3117 -2.7562 0.0477 0.3127 0.1001
NIG 8.0886 -2.9381 0.0039 0.3721 0.1372
Table 3.1: Statistics of Hˆ0 +GT − HˆT for the digital option
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Figure 3.1: Maximum, minimum and mean value of the number of discounted assets
in the LRM strategy (left) and the MVH strategy (right) under VG model. S0 = 10,
T = 0.25, K = 10
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Figure 3.2: Maximum, minimum and mean value of the number of discounted assets
in the LRM strategy (left) and the MVH strategy (right) under NIG model. S0 = 10,
T = 0.25, K = 10
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Figure 3.3: Maximum, minimum and mean value of the number of discounted assets
in the LRM strategy (left) and the MVH strategy (right) under the VG model.
S0 = 10, T = 0.25, K = 10
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Figure 3.4: Initial strategy w.r.t. strike and (short) maturity for the digital option:
X0(K,T )
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Figure 3.5: Initial portfolio value w.r.t. strike and (short) maturity for the digital
option: Hˆ0(K,T )
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Figure 3.6: Initial strategy w.r.t. b for the digital option: X0(10, 0.25; b)
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Figure 3.7: Maximum, minimum and mean value of the cost process of the LRM
strategy under the VG model (left) and the NIG model (right) for the digital option.
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Figure 3.8: Density of Hˆ0 +GT − HˆT under the VG model (left) and the NIG model
(right) for the digital option. S0 = 10, T = 0.25, K = 10
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3.6 Conclusion
In this chapter we considered an incomplete market where stock price dynamics are
modelled at any time t ∈ [0, T ], by St = S0eLt , with L being a Le´vy process under
the physical measure. Considering the approximation (3.1), constructed either by
truncating the compensated small jumps or by substituting them by a scaled Brow-
nian motion, we observed different approximating models for the dynamics of the
stock price process. In Sections 3.3 and 3.4 we showed that the quadratic hedging
strategies for these models in the martingale as well as in the semimartingale setting
are robust under certain integrability conditions. We discussed these integrability
conditions and gave some examples to illustrate our results in Section 3.5. In ad-
dition, we computed the number of discounted assets in the LRM strategy and the
MVH strategy using the Fourier transform technique. We hedged a digital option
and a power option. The driving Le´vy process we considered is constituted of a
Brownian motion and a VG process respectively a NIG process. We calculated also
the cost process for the LRM strategy and investigated the hedging error in the MVH
strategy.
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When jumps are present in the stock price model, the market is in general incomplete
and there is no self-financing hedging strategy which allows to attain the contingent
claim at maturity. In other words, one cannot eliminate the risk completely. However
it is possible to find ‘partial’ hedging strategies which minimise some risk. One way
to determine these ‘partial’ hedging strategies is to introduce a subjective criterion
according to which strategies are optimised.
In this chapter, we consider two types of quadratic hedging strategies. The first,
called risk-minimising (RM) strategy, is replicating the option’s payoff, but it is
not self-financing (see, e.g., Schweizer (2001)). In such strategies, the hedging is
considered under a risk-neutral measure or equivalent martingale measure. The aim
is to minimise the risk process, which is induced by the fact that the strategy is not
self-financing, under this measure. In the second approach, called mean-variance
hedging (MVH), the strategy is self-financing and the quadratic hedging error at
maturity is minimised in mean square sense (see, e.g., Schweizer (2001)). Again a
risk-neutral setting is assumed.
The aim of this chapter is to investigate whether these quadratic hedging strate-
gies (RM and MVH) in incomplete markets are robust to the variation of the model.
Thus we consider two geometric Le´vy processes to model the asset price dynamics.
The first model (St)t∈[0,T ] is driven by a Le´vy process in which the small jumps might
have infinite activity. The second model (Sεt )t∈[0,T ] is driven by a Le´vy process in
which we replace the compensated jumps with absolute size smaller than ε > 0 by
an appropriately scaled Brownian motion. The latter model (Sεt )t∈[0,T ] converges to
the first one in an L2-sense when ε goes to 0. The aim is to study whether similar
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convergence properties hold for the corresponding quadratic hedging strategies.
Geometric Le´vy processes describe well realistic asset price dynamics and are
well established in the literature (see e.g., Cont and Tankov (2004)). Moreover, the
idea of shifting from a model with small jumps to another where these variations
are represented by some appropriately scaled continuous component goes back to
Asmussen and Rosinski (2001), see Section 2.3. This idea is interesting from a
simulation point of view. Indeed, the process (Sεt )t∈[0,T ] contains a compound Poisson
process and a scaled Brownian motion which are both easy to simulate. Whereas it is
not easy to simulate the infinite activity of the small jumps in the process (St)t∈[0,T ]
(see Cont and Tankov (2004) for more about simulation of Le´vy processes).
The interest of this study is the model risk. In other words, from a modelling
point of view, we may think of two financial agents who want to price and hedge an
option. One is considering (St)t∈[0,T ] as a model for the price process and the other
is considering (Sεt )t∈[0,T ]. Thus the first agent chooses to consider infinitely small
variations in a discontinuous way, i.e. in the form of infinitely small jumps of an
infinite activity Le´vy process. The second agent observes the small variations in a
continuous way, i.e. coming from a Brownian motion. Hence the difference between
both market models determines a type of model risk and the question is whether the
pricing and hedging formulas corresponding to (Sεt )t∈[0,T ] converge to the pricing and
hedging formulas corresponding to (St)t∈[0,T ] when ε goes to zero. This is what we
intend in the sequel by robustness or stability study of the model.
We focus mainly on the RM strategies. These strategies are considered under
a martingale measure which is equivalent to the historical measure. Equivalent
martingale measures are characterised by the fact that the discounted asset price
processes are martingales under these measures. The problem we are facing is that
the martingale measure is dependent on the choice of the model. Therefore it is clear
that there will be different equivalent martingale measures for the two considered
price models. Here we emphasise that for the robustness study, we come back to the
common underlying physical measure.
Besides, since the market is incomplete, we will also have to identify which equiva-
lent martingale measure, or measure change, to apply. In particular, we discuss some
specific martingale measures which are commonly used in finance and in electricity
markets: the Esscher transform, the minimal entropy martingale measure, and the
minimal martingale measure, see Section 2.5. We prove some common properties for
the mentioned martingale measures in the exponential Le´vy setting in addition to
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those shown in Benth et al. (2013) and Chapter 3.
To perform the described stability study, we follow the approach of Di Nunno
et al. (2015) and we relate the RM hedging strategies to backward stochastic differ-
ential equations with jumps (BSDEJs), cfr. Subsection 2.6.2. See e.g. Delong (2013)
and El Karoui et al. (1997) for an overview about BSDEs and their applications in
hedging and in nonlinear pricing theory for incomplete markets.
Under some conditions on the parameters of the stock price process and of the
martingale measure, we investigate the robustness to the choice of the model of the
value of the portfolio, the amount of wealth, the cost and gain process in a RM
strategy. The amount of wealth and the gain process in a MVH strategy coincide
with those in the RM strategy and hence the convergence results immediately follow.
When we assume a fixed initial portfolio value to set up a MVH strategy we derive
a convergence rate for the loss at maturity.
The BSDEJ approach does not provide a robustness result for the optimal num-
ber of risky assets in a RM strategy as well as in a MVH strategy. In Chapter 3
convergence rates for those optimal numbers and other quantities, such as the delta
and the amount of wealth, are computed using Fourier transform techniques.
This chapter is organised as follows: in Section 4.1 we introduce the notations,
define the two martingale models for the stock price, and derive the corresponding
BSDEJs for the value of the discounted RM hedging portfolio. In Section 4.2 we
study the stability of the quadratic hedging strategies towards the choice of the
model and obtain convergence rates. In Section 4.3 we conclude.
4.1 Quadratic hedging strategies in a martingale
setting for two geometric Le´vy models
The first considered market model follows the geometric Le´vy process as described
in Section 2.2. This means we set
Sˆt := e−rtSt = S0e−rteLt , (4.1)
where r > 0 is the risk-free instantaneous interest rate and L = (Lt)t∈[0,T ] is a ca`dla`g
Le´vy process with characteristic triplet (a, b2, `), observed in the filtered complete
probability space (Ω,F ,F,P) satisfying the usual hypotheses.
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The aim of this chapter is to study the stability of quadratic hedging strategies in
a martingale setting towards the choice of the model. Since the equivalent martingale
measure is determined by the market model, we also have to take into account the
robustness of the risk-neutral measures. Therefore we consider the case where P is
not a risk-neutral measure, or in other words aˆ 6= 0 (see (2.8)) so that Sˆ is not a
P-martingale. Then, a change of measure, specifically determined by the market
model (4.1), will have to be performed to obtain a martingale setting. To this end,
let P˜Θ0 denote a structure preserving martingale measure as described in detail in
Section 2.5.
We consider a contract with payoff HT which is an FT -measurable and square
integrable random variable. The discounted payoff equals HˆT = e−rTHT . In Subsec-
tion 2.6.2 the relation between the value process of the risk-minimising strategy and
BSDEJs is presented.
Now, we introduce a second Le´vy process Lε, for 0 < ε < 1, which is obtained
by truncating the compensated jumps of L with absolute size smaller than ε and
replacing them by an independent Brownian motion which is appropriately scaled.
The second stock price process is denoted by Sε := S0eL
ε and the corresponding
discounted stock price process Sˆε is thus given by
dSˆεt = Sˆεt aˆεdt+ Sˆεt bdWt + Sˆεt
∫
{|z|≥ε}
(ez − 1)N˜(dt, dz) + SˆεtG(ε)dW˜t , (4.2)
for all t ∈ [0, T ] and Sˆε0 = S0. Herein W˜ is a standard Brownian motion independent
of W ,
G2(ε) :=
∫
{|z|<ε}
(ez − 1)2`(dz) , and (4.3)
aˆε := a− r + 12
(
b2 +G2(ε)
)
+
∫
{|z|≥ε}
(
ez − 1− zI{|z|<1}
)
`(dz) .
From now on, we assume that the filtration F is enlarged with the information of the
Brownian motion W˜ and we denote the new filtration by F˜, see also (3.5). Moreover,
we also assume absence of arbitrage in this second model. It is clear that the process
Lε has the Le´vy characteristic triplet
(
a, b2 +G2(ε), I{|·|≥ε}`
)
under the measure P.
Let us consider the market model Sˆε under a structure preserving martingale
measure (cfr. Section 2.5). The characteristic triplet of the driving process Lε w.r.t.
this measure is denoted by
(
a˜ε, b
2 +G2(ε), ˜`ε
)
. From (Jacod and Shiryaev, 2002,
Theorem III.3.24) we know that there exist a parameter Θ ∈ R and a function
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ρ(z; Θ), z ∈ R, under certain conditions, such that
∫
{ε≤|z|<1}
|z(ρ(z; Θ)− 1)| `(dz) <∞ , (4.4)
a˜ε = a+
(
b2 +G2(ε)
)
Θ +
∫
{ε≤|z|<1}
z (ρ(z; Θ)− 1) `(dz) , and (4.5)
˜`
ε(dz) = I{|z|≥ε}ρ(z; Θ)`(dz) . (4.6)
Let us assume that Θ solves the following equation
a˜ε − r + 12
(
b2 +G2(ε)
)
+
∫
R0
(
ez − 1− zI{|z|<1}
) ˜`
ε(dz) = 0 , (4.7)
then Sˆε is a martingale under the current measure. From now on we indicate the
solution of (4.7) –when it exists– as Θε and accordingly, the structure preserving
martingale measure as P˜Θε .
The relation between the original measure P and the martingale measure P˜Θε is
given by
dP˜Θε
dP
∣∣∣∣F˜t = exp
(
bΘεWt − 12b
2Θ02t+G(ε)ΘεW˜t − 12G
2(ε)Θε2t
+
∫ t
0
∫
{|z|≥ε}
log(ρ(z; Θε))N˜(ds, dz)
+t
∫
{|z|≥ε}
(
log (ρ(z; Θε)) + 1− ρ(z; Θε)
)
`(dz)
)
.
It holds that WΘε , W˜Θε , and N˜Θε defined by
dWΘεt = dWt − bΘεdt ,
dW˜Θεt = dW˜t −G(ε)Θεdt , (4.8)
N˜Θε(dt, dz) = N(dt, dz)− ρ(z; Θε)`(dz)dt = N˜(dt, dz) + (1− ρ(z; Θε))`(dz)dt ,
for all t ∈ [0, T ] and z ∈ {z ∈ R : |z| ≥ ε}, are two standard Brownian motions
and a compensated jump measure under P˜Θε (see e.g. Theorem 1.33 in Øksendal and
Sulem (2009)). Hence the process Sˆε satisfies
dSˆεt = Sˆεt bdWΘεt + Sˆεt
∫
{|z|≥ε}
(ez − 1)N˜Θε(dt, dz) + SˆεtG(ε)dW˜Θεt . (4.9)
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We consider an F˜T -measurable and square integrable random variable HεT which
is the payoff of a contract. The discounted payoff is denoted by HˆεT = e−rTHεT . The
GKW-decomposition of HˆεT under the martingale measure P˜Θε equals
HˆεT = E˜Θε [HˆεT ] +
∫ T
0
ξΘεs dSˆεs + LΘεT , (4.10)
where E˜Θε is the expectation under P˜Θε , ξΘε is a predictable process which is square
integrable with respect to Sˆε, and LΘε is a square integrable P˜Θε-martingale with
LΘε0 = 0, such that LΘε is P˜Θε-orthogonal to Sˆε.
The value of the discounted portfolio for the RM strategy equals
Vˆ Θεt = E˜Θε [HˆεT |F˜t] , ∀t ∈ [0, T ] .
From the GKW-decomposition (4.10) we have
Vˆ Θεt = Vˆ Θε0 +
∫ t
0
ξΘεs dSˆεs + LΘεt , ∀t ∈ [0, T ]. (4.11)
Moreover since LΘε is a P˜Θε-martingale, there exist processes XΘε , Y Θε(z), and ZΘε
such that, for any t ∈ [0, T ],
LΘεt =
∫ t
0
XΘεs dWΘεs +
∫ t
0
∫
{|z|≥ε}
Y Θεs (z)N˜Θε(ds, dz) +
∫ t
0
ZΘεs dW˜Θεs . (4.12)
The P˜Θε-orthogonality of LΘε and Sˆε implies that
XΘεb+
∫
{|z|≥ε}
Y Θε(z)(ez − 1)ρ(z; Θε)`(dz) + ZΘεG(ε) = 0 . (4.13)
Combining (4.9) and (4.12) in (4.11), we get
dVˆ Θεt =
(
ξΘεt Sˆ
ε
t b+XΘεt
)
dWΘεt +
∫
{|z|≥ε}
(
ξΘεt Sˆ
ε
t (ez − 1) + Y Θεt (z)
)
N˜Θε(dt, dz)
+
(
ξΘεt Sˆ
ε
tG(ε) + ZΘεt
)
dW˜Θεt .
Let pˆiΘε = ξΘεSˆε denote the amount of wealth invested in the discounted risky asset
in the quadratic hedging strategy. We conclude that the following BSDEJ holds for
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the RM strategy
dVˆ Θεt = AΘεt dWΘεt +
∫
{|z|≥ε}
BΘεt (z)N˜Θε(dt, dz) + CΘεt dW˜Θεt ,
Vˆ ΘεT = HˆεT ,
(4.14)
where
AΘε := pˆiΘεb+XΘε , BΘε(z) := pˆiΘε(ez − 1) + Y Θε(z) , and (4.15)
CΘε := pˆiΘεG(ε) + ZΘε .
The random variable HˆεT is square integrable and F˜T -measurable therefore we know
that the BSDEJ (4.14) has a unique solution
(
Vˆ Θε , AΘε , BΘε , CΘε
)
by Tang and Li
(1994). This results from the fact that the drift parameter of Vˆ Θε equals zero under
P˜Θε and thus is Lipschitz continuous.
4.2 Robustness of quadratic hedging strategies
The aim of this section is to study the stability of the quadratic hedging strategies to
the variation of the model, where we consider the two stock price models S and Sε as
defined in the previous section. We study the stability of the RM strategy extensively
and at the end of this section we come back to the MVH strategy. Since we work
in the martingale setting, we first consider some specific martingale measures which
are commonly used in finance and in electricity markets. Then we discuss some
common properties which are fulfilled by these measures. This is the topic of the
next subsection.
4.2.1 Robustness of the martingale measures
Recall from Section 2.5 and the previous section that the martingale measures P˜Θ0
and P˜Θε are determined via the functions ρ( . ; Θ0), ρ( . ; Θε) and the parameters Θ0,
Θε, respectively. We present the following assumptions on these characteristics.
Assumptions 4.2.1. For Θ0, Θε, ρ( . ; Θ0), and ρ( . ; Θε) satisfying (2.15)-(2.17),
and (4.4)-(4.7) we assume the following, where C denotes a positive constant and
Θ ∈ {Θ0,Θε}.
(i) Θ0 and Θε exist and are unique.
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(ii) It holds that
|Θ0 −Θε| ≤ CG˜2(ε) ,
where G˜(ε) = max(G(ε), σ(ε)). Herein σ(ε) equals the standard deviation of
the compensated jumps of L1 with absolute size smaller than ε, i.e.
σ2(ε) =
∫
{|z|<ε}
z2`(dz) .
(iii) On the other hand, Θε is uniformly bounded in ε, i.e.
|Θε| ≤ C .
(iv) For all z in {|z| < 1} it holds that
|ρ(z; Θ)| ≤ C .
(v) We have ∫
{|z|≥1}
ρ4(z; Θ)`(dz) ≤ C .
(vi) It is guaranteed that
∫
R0
(
1− ρ(z; Θ)
)2
`(dz) ≤ C .
(vii) It holds for k ∈ {2, 4} that
∫
R0
(
ρ(z; Θ0)− ρ(z; Θε)
)k
`(dz) ≤ CG˜2k(ε) .
Widely used martingale measures in the exponential Le´vy setting are the Ess-
cher transform (ET), minimal entropy martingale measure (MEMM), and minimal
martingale measure (MMM), which are specified in Subsections 2.5.1, 2.5.2, and
2.5.3. Since integrability conditions play an important role in the robustness study
as suggested by Assumptions 4.2.1, we summarise the following.
• In order to define the ET, we assume that
∫
{|z|≥1}
eθz`(dz) <∞ , ∀θ ∈ R . (4.16)
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• Defining the MEMM requires that
∫
{|z|≥1}
eθ(ez−1)`(dz) <∞ , ∀θ ∈ R . (4.17)
• To introduce the MMM, let us consider the assumption
∫
{z≥1}
e4z`(dz) <∞ . (4.18)
In Benth et al. (2013) and Chapter 3 it was shown that the ET, the MEMM, and the
MMM fulfil statements (i), (ii), (iii), and (iv) of Assumptions 4.2.1 in the exponential
Le´vy setting. The following proposition shows that items (v), (vi), and (vii) of
Assumptions 4.2.1 also hold for these martingale measures.
Proposition 4.2.2. The Le´vy measures given in (2.16) and (4.6) and corresponding
to the ET, MEMM, and MMM, satisfy (v), (vi), and (vii) of Assumptions 4.2.1.
Proof. Recall that the Le´vy measure satisfies the following integrability conditions
∫
{|z|<1}
z2`(dz) <∞ and
∫
{|z|≥1}
`(dz) <∞ . (4.19)
We show that the statement holds for the considered martingale measures.
• Under the ET it holds for Θ ∈ {Θ0,Θε} that
ρ4(z; Θ) = e4Θz ≤ e4C|z| ,
because of (iii) in Assumptions 4.2.1. By the mean value theorem (MVT),
there exists a number Θ′ between 0 and Θ such that
(
1− ρ(z; Θ)
)2
= z2e2Θ′zΘ2 ≤
(
I{|z|<1}e2Cz2 + I{|z|≥1}e(2C+2)z
)
C ,
where we used again Assumptions 4.2.1 (iii). For k ∈ {2, 4}, we derive via the
MVT that
(
ρ(z; Θ0)− ρ(z; Θε)
)k
= ekΘ0z
(
1− e(Θε−Θ0)z
)k
= ekΘ0zzkekΘ′′z(Θ0 −Θε)k ,
where Θ′′ is a number between 0 and Θε − Θ0. Assumptions 4.2.1 (ii) imply
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that
(
ρ(z; Θ0)− ρ(z; Θε)
)k ≤ (I{|z|<1}ek(|Θ0|+C)z2 + I{|z|≥1}ek(Θ0+1+C)z)CG˜2k(ε) .
The obtained inequalities and integrability conditions (4.16) and (4.19) prove
the statement.
• Consider the MEMM and Θ ∈ {Θ0,Θε}. We have
ρ4(z; Θ) = e4Θ(ez−1) ≤ e4C|ez−1| ,
because of (iii) in Assumptions 4.2.1. The latter assumption and the MVT
imply that
(
1− ρ(z; Θ)
)2
= (ez − 1)2e2Θ′(ez−1)Θ2
≤
(
I{|z|<1}e2C(e+1)+2z2 + I{|z|≥1}e(2C+2)(e
z−1))C .
We determine via the MVT and properties (ii) and (iii) in Assumptions 4.2.1
for k ∈ {2, 4} that
(
ρ(z; Θ0)− ρ(z; Θε)
)k
= ekΘ0(ez−1)
(
1− e(Θε−Θ0)(ez−1)
)k
= ekΘ0(ez−1)(ez − 1)kekΘ′′(ez−1)(Θ0 −Θε)k
≤
(
I{|z|<1}ek(|Θ0|(e+1)+1+C(e+1))z2 + I{|z|≥1}ek(Θ0+1+C)(e
z−1))CG˜2k(ε) .
From (4.17) and (4.19) we conclude that (v), (vi), and (vii) in Assumptions
4.2.1 are in force.
• For the MMM we have
ρ4(z; Θ) =
(
Θ(ez − 1)− 1
)4 ≤ C(e4z + 1) .
Moreover it holds that
(
1− ρ(z; Θ)
)2
= (ez − 1)2Θ2 ≤
(
I{|z|<1}e2z2 + I{|z|≥1}(e2z + 1)
)
C .
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We get through (ii) and (iii) in Assumptions 4.2.1 that
(
ρ(z; Θ0)− ρ(z; Θε)
)k
= (ez − 1)k(Θ0 −Θε)k
≤
(
I{|z|<1}ekz2 + I{|z|≥1}(ekz + 1)
)
CG˜2k(ε) ,
for k ∈ {2, 4}. The proof is completed by involving conditions (4.18) and
(4.19).
4.2.2 Robustness of the BSDEJs
The aim of this subsection is to study the robustness of the BSDEJs (2.37) and
(4.14). First, we prove the L2-boundedness of the solution of the BSDEJ (2.37) in
the following lemma.
Lemma 4.2.3. Assume point (vi) from Assumptions 4.2.1. Let (Vˆ Θ0 , AΘ0 , BΘ0) be
the solution of (2.37). Then we have for all t ∈ [0, T ]
E
[∫ T
t
(Vˆ Θ0s )2ds
]
+ E
[∫ T
t
(AΘ0s )2ds
]
+ E
[∫ T
t
∫
R0
(BΘ0s (z))2`(dz)ds
]
≤ CE[Hˆ2T ] ,
where C represents a positive constant.
Proof. Via (2.18) we rewrite the BSDEJ (2.37) as follows
dVˆ Θ0t =
(
−bΘ0AΘ0t +
∫
R0
BΘ0t (z)(1− ρ(z; Θ0))`(dz)
)
dt
+ AΘ0t dWt +
∫
R0
BΘ0t (z)N˜(dt, dz) .
We apply the Itoˆ formula, as in Lemma 2.2.3, to eβt(Vˆ Θ0t )2 and find that
d
(
eβt(Vˆ Θ0t )2
)
= βeβt(Vˆ Θ0t )2dt+ 2eβtVˆ Θ0t
(
−bΘ0AΘ0t +
∫
R0
BΘ0t (z)(1− ρ(z; Θ0))`(dz)
)
dt
+ 2eβtVˆ Θ0t AΘ0t dWt + eβt(AΘ0t )2dt
+
∫
R0
eβt
((
Vˆ Θ0t− +BΘ0t (z)
)2 − (Vˆ Θ0t− )2) N˜(dt, dz) + ∫
R0
eβt(BΘ0t (z))2`(dz)dt .
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By integration and taking the expectation we recover that
E
[
eβt(Vˆ Θ0t )2
]
= E
[
eβT (Vˆ Θ0T )2
]
− βE
[∫ T
t
eβs(Vˆ Θ0s )2ds
]
− 2E
[∫ T
t
eβsVˆ Θ0s
(
−bΘ0AΘ0s +
∫
R0
BΘ0s (z)(1− ρ(z; Θ0))`(dz)
)
ds
]
(4.20)
− E
[∫ T
t
eβs(AΘ0s )2ds
]
− E
[∫ T
t
∫
R0
eβs(BΘ0s (z))2`(dz)ds
]
.
Because of the properties
for all a, b ∈ R and k ∈ R+0 it holds that ± 2ab ≤ ka2 +
1
k
b2 (4.21)
and
for all n ∈ N and for all ai ∈ R, i = 1, . . . , n we have
(
n∑
i=1
ai
)2
≤ n
n∑
i=1
a2i , (4.22)
the third term in the right hand side of (4.20) is estimated by
− 2E
[∫ T
t
eβsVˆ Θ0s
(
−bΘ0AΘ0s +
∫
R0
BΘ0s (z)(1− ρ(z; Θ0))`(dz)
)
ds
]
≤ E
[∫ T
t
eβs
{
k(Vˆ Θ0s )2 +
1
k
(
−bΘ0AΘ0s +
∫
R0
BΘ0s (z)(1− ρ(z; Θ0))`(dz)
)2}
ds
]
≤ kE
[∫ T
t
eβs(Vˆ Θ0s )2ds
]
+ 2
k
b2Θ02E
[∫ T
t
eβs(AΘ0s )2ds
]
+ 2
k
∫
R0
(1− ρ(z; Θ0))2 `(dz)E
[∫ T
t
eβs
∫
R0
(BΘ0s (z))2`(dz)ds
]
.
Substituting the latter inequality in (4.20) leads to
E
[
eβt(Vˆ Θ0t )2
]
+ (β − k)E
[∫ T
t
eβs(Vˆ Θ0s )2ds
]
+
(
1− 2
k
b2Θ02
)
E
[∫ T
t
eβs(AΘ0s )2ds
]
+
(
1− 2
k
∫
R0
(1− ρ(z; Θ0))2 `(dz)
)
E
[∫ T
t
eβs
∫
R0
(BΘ0s (z))2`(dz)ds
]
(4.23)
≤ E
[
eβT (Vˆ Θ0T )2
]
.
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Let k guarantee that
1− 2
k
b2Θ02 ≥ 12 and 1−
2
k
∫
R0
(1− ρ(z; Θ0))2 `(dz) ≥ 12 .
Hence we choose
k ≥ 4 max
(
b2Θ02,
∫
R0
(1− ρ(z; Θ0))2 `(dz)
)
> 0 ,
which exists because of (vi) from Assumptions 4.2.1. Besides we assume that β ≥
k + 12 > 0. Then for s ∈ [0, T ] it follows that 1 ≤ eβs ≤ eβT and from (4.23) we
achieve
E
[∫ T
t
(Vˆ Θ0s )2ds
]
+ E
[∫ T
t
(AΘ0s )2ds
]
+ E
[∫ T
t
∫
R0
(BΘ0s (z))2`(dz)ds
]
≤ CE[(Vˆ Θ0T )2] ,
which proves the claim.
In order to study the robustness of the BSDEJs (2.37) and (4.14), we consider
both models under the enlarged filtration F˜ since we have for all t ∈ [0, T ] that
Ft ⊂ F˜t. Let us define
V¯ ε := Vˆ Θ0 − Vˆ Θε , A¯ε := AΘ0 − AΘε , and B¯ε(z) := BΘ0(z)− I{|z|≥ε}BΘε(z) .
We derive from (2.18), (2.37), (4.8), and (4.14) that
dV¯ εt = αεtdt+ A¯εtdWt +
∫
R0
B¯εt (z)N˜(dt, dz)− CΘεt dW˜t , (4.24)
where
αε := −b(Θ0AΘ0 −ΘεAΘε) +G(ε)ΘεCΘε (4.25)
+
∫
R0
(
BΘ0(z) (1− ρ(z; Θ0))− I{|z|≥ε}BΘε(z) (1− ρ(z; Θε))
)
`(dz) .
The process αε (4.25) plays a crucial role in the study of the robustness of the
BSDEJ. In the following lemma we state an upper bound for this process in terms
of the solutions of the BSDEJs.
Lemma 4.2.4. Let Assumptions 4.2.1 hold true. Consider αε as defined in (4.25).
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For any t ∈ [0, T ] and β ∈ R it holds that
E
[∫ T
t
eβs(αεs)2ds
]
≤ C
(
G˜4(ε)
{
E
[∫ T
t
eβs(AΘ0s )2ds
]
+ E
[∫ T
t
eβs
∫
R0
(BΘ0s (z))2`(dz)ds
]}
+ E
[∫ T
t
eβs(A¯εs)2ds
]
+ E
[∫ T
t
eβs
∫
R0
(B¯εs(z))2`(dz)ds
]
+E
[∫ T
t
eβs(CΘεs )2ds
])
,
where C is a positive constant.
Proof. Parts (ii) and (iii) of Assumptions 4.2.1 imply that
∣∣∣−b (Θ0AΘ0s −ΘεAΘεs )∣∣∣ ≤ |b||Θ0 −Θε||AΘ0s |+ |b||Θε||AΘ0s − AΘεs |
≤ CG˜2(ε)|AΘ0s |+ C|A¯εs|
and
|G(ε)ΘεCΘεs | ≤ C|CΘεs | .
From Ho¨lder’s inequality and Assumptions 4.2.1 (vi) and (vii) it follows that
∣∣∣∣ ∫
R0
(
BΘ0s (z) (1− ρ(z; Θ0))− I{|z|≥ε}BΘεs (z) (1− ρ(z; Θε))
)
`(dz)
∣∣∣∣
≤
∣∣∣∣ ∫
R0
BΘ0s (z) (ρ(z; Θ0)− ρ(z; Θε)) `(dz)
∣∣∣∣+ ∣∣∣∣ ∫
R0
B¯εs(z) (1− ρ(z; Θε)) `(dz)
∣∣∣∣
≤
(∫
R0
(
ρ(z; Θ0)− ρ(z; Θε)
)2
`(dz)
)1/2 (∫
R0
(BΘ0s (z))2`(dz)
)1/2
+
(∫
R0
(
1− ρ(z; Θε)
)2
`(dz)
)1/2 (∫
R0
(B¯εs(z))2`(dz)
)1/2
≤ CG˜2(ε)
(∫
R0
(BΘ0s (z))2`(dz)
)1/2
+ C
(∫
R0
(B¯εs(z))2`(dz)
)1/2
.
We conclude that
(αεs)2 ≤ C
(
G˜4(ε)
{
(AΘ0s )2 +
∫
R0
(BΘ0s (z))2`(dz)
}
+(A¯εs)2 +
∫
R0
(B¯εs(z))2`(dz) + (CΘεs )2
)
.
The statement is easily deduced from this inequality.
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With these two lemmas ready for use, we state and prove the main result of this
subsection which is the robustness of the BSDEJs for the discounted portfolio value
process of the RM strategy.
Theorem 4.2.5. Assumptions 4.2.1 are in force. Let (Vˆ Θ0 , AΘ0 , BΘ0) be the solution
of (2.37) and (Vˆ Θε , AΘε , BΘε , CΘε) be the solution of (4.14). For some positive
constant C and any t ∈ [0, T ] we have
E
[∫ T
t
(Vˆ Θ0s − Vˆ Θεs )2ds
]
+ E
[∫ T
t
(AΘ0s − AΘεs )2ds
]
+ E
[∫ T
t
∫
R0
(
BΘ0s (z)− I{|z|≥ε}BΘεs (z)
)2
`(dz)ds
]
+ E
[∫ T
t
(CΘεs )2ds
]
≤ C
(
E
[
(HˆT − HˆεT )2
]
+ G˜4(ε)E[Hˆ2T ]
)
.
Proof. We apply the Itoˆ formula, see Lemma 2.2.3, to eβt(V¯ εt )2
d
(
eβt(V¯ εt )2
)
= βeβt(V¯ εt )2dt+ 2eβtV¯ εt αεtdt+ 2eβtV¯ εt A¯εtdWt − 2eβtV¯ εt CΘεt dW˜t
+ eβt(A¯εt)2dt+ eβt(CΘεt )2dt+
∫
R0
eβt(B¯εt (z))2`(dz)dt
+
∫
R0
eβt
(
(V¯ εt− + B¯εt (z))2 − (V¯ εt−)2
)
N˜(dt, dz) .
Integration over the interval [t, T ] and taking the expectation under P results into
E
[
eβt(V¯ εt )2
]
= E
[
eβT (V¯ εT )2
]
− βE
[∫ T
t
eβs(V¯ εs )2ds
]
− 2E
[∫ T
t
eβsV¯ εs αεsds
]
− E
[∫ T
t
eβs(A¯εs)2ds
]
− E
[∫ T
t
∫
R0
eβs(B¯εs(z))2`(dz)ds
]
− E
[∫ T
t
eβs(CΘεs )2ds
]
,
or equivalently
E
[
eβt(V¯ εt )2
]
+ E
[∫ T
t
eβs(A¯εs)2ds
]
+ E
[∫ T
t
∫
R0
eβs(B¯εs(z))2`(dz)ds
]
+ E
[∫ T
t
eβs(CΘεs )2ds
]
= E
[
eβT (V¯ εT )2
]
− βE
[∫ T
t
eβs(V¯ εs )2ds
]
− 2E
[∫ T
t
eβsV¯ εs αεsds
]
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≤ E
[
eβT (V¯ εT )2
]
+ (k − β)E
[∫ T
t
eβs(V¯ εs )2ds
]
+ 1
k
E
[∫ T
t
eβs(αεs)2ds
]
, (4.26)
where we used property (4.21). The combination of (4.26) with Lemma 4.2.4 provides
E
[
eβt(V¯ εt )2
]
+ (β − k)E
[∫ T
t
eβs(V¯ εs )2ds
]
+
(
1− C
k
)
E
[∫ T
t
eβs(A¯εs)2ds
]
+
(
1− C
k
)
E
[∫ T
t
eβs
∫
R0
(B¯Θεs (z))2`(dz)ds
]
+
(
1− C
k
)
E
[∫ T
t
eβs(CΘεs )2ds
]
≤ E
[
eβT (V¯ εT )2
]
+ C
k
G˜4(ε)
{
E
[∫ T
t
eβs(AΘ0s )2ds
]
(4.27)
+E
[∫ T
t
eβs
∫
R0
(BΘ0s (z))2`(dz)ds
]}
.
Let us choose k and β such that 1 − C
k
≥ 12 and β − k ≥ 12 . This means we choose
k ≥ 2C > 0 and β ≥ 12 + k > 0. Thus for any s ∈ [t, T ] it holds that 1 < eβs ≤ eβT .
We derive from (4.27) that
E
[∫ T
t
(V¯ εs )2ds
]
+ E
[∫ T
t
(A¯εs)2ds
]
+ E
[∫ T
t
∫
R0
(B¯Θεs (z))2`(dz)ds
]
+ E
[∫ T
t
(CΘεs )2ds
]
≤ C
(
E
[
(V¯ εT )2
]
+ G˜4(ε)
{
E
[∫ T
t
(AΘ0s )2ds
]
+ E
[∫ T
t
∫
R0
(BΘ0s (z))2`(dz)ds
]})
.
By Lemma 4.2.3 we conclude the proof.
This main result leads to the following theorem concerning the robustness of the
discounted portfolio value process of the RM strategy.
Theorem 4.2.6. Assume Assumptions 4.2.1. Let Vˆ Θ0, Vˆ Θε be part of the solution
of (2.37), (4.14) respectively. Then we have
E
[
sup
0≤t≤T
(Vˆ Θ0s − Vˆ Θεs )2
]
≤ C
(
E[(HˆT − HˆεT )2] + G˜4(ε)E[Hˆ2T ]
)
,
for a positive constant C.
Proof. Integration of the BSDEJ (4.24) results into
V¯ εt = V¯ εT −
∫ T
t
αεsds−
∫ T
t
A¯εsdWs −
∫ T
t
∫
R0
B¯εs(z)N˜(ds, dz) +
∫ T
t
CΘεs dW˜s .
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By property (4.22) we arrive at
E
[
sup
0≤t≤T
(V¯ εt )2
]
≤ 5
E [(V¯ εT )2]+ E
[
sup
0≤t≤T
( ∫ T
t
αεsds
)2]
+ E
 sup
0≤t≤T
(∫ T
t
A¯εsdWs
)2
+E
 sup
0≤t≤T
(∫ T
t
∫
R0
B¯εs(z)N˜(ds, dz)
)2+ E
 sup
0≤t≤T
(∫ T
t
CΘεs dW˜s
)2 .
Herein we derive that
E
[
sup
0≤t≤T
( ∫ T
t
αεsds
)2]
≤ E
[
sup
0≤t≤T
(
(T − t)
∫ T
t
(αεs)2ds
)]
≤ TE
[∫ T
0
(αεs)2ds
]
.
Moreover we have that E[supX2] = E[(sup |X|)2] and therefore Burkholder’s in-
equality (see Section 2.8) guarantees the existence of a positive constant C such
that
E
 sup
0≤t≤T
(∫ T
t
A¯εsdWs
)2 ≤ CE [∫ T
0
(A¯εs)2ds
]
,
E
 sup
0≤t≤T
(∫ T
t
∫
R0
B¯εs(z)N˜(ds, dz)
)2 ≤ CE [∫ T
0
∫
R0
(B¯εs(z))2`(dz)ds
]
,
E
 sup
0≤t≤T
(∫ T
t
CΘεs dW˜s
)2 ≤ CE [∫ T
0
(CΘεs )2ds
]
.
Application of Lemma 4.2.4 for t = 0, β = 0, Lemma 4.2.3, and Theorem 4.2.5
completes the proof.
4.2.3 Robustness of the risk-minimising strategy
Theorem 4.2.6 in the previous subsection concerns the robustness result of the value
process of the discounted portfolio in the RM strategy. Before we present the stability
of the amount of wealth in the RM strategy, we recall the relation (2.39) between
pˆiΘ0 and the solution of the BSDEJ of type (2.37) in the first model. Besides we
study the relation between pˆiΘε and the solution of the BSDEJ (4.14) for the second
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model. We have for the processes AΘε , BΘε(z), and CΘε defined in (4.15) that
AΘεb+
∫
{|z|≥ε}
BΘε(z)(ez − 1)ρ(z; Θε)`(dz) + CΘεG(ε)
= pˆiΘε
{
b2 +
∫
{|z|≥ε}
(ez − 1)2ρ(z; Θε)`(dz) +G2(ε)
}
+XΘεb+
∫
{|z|≥ε}
Y Θε(z)(ez − 1)ρ(z; Θε)`(dz) + ZΘεG(ε) .
Property (4.13) leads to
pˆiΘε = 1
κε
(
AΘεb+
∫
{|z|≥ε}
BΘε(z)(ez − 1)ρ(z; Θε)`(dz) + CΘεG(ε)
)
, (4.28)
where κε := b2 +
∫
{|z|≥ε}(ez − 1)2ρ(z; Θε)`(dz) +G2(ε).
We introduce the following additional assumption on the Le´vy measure which we
need for the robustness results studied later.
Assumption 4.2.7. For the Le´vy measure ` the following integrability condition
holds ∫
{z≥1}
e4z`(dz) <∞ .
Note that the latter assumption, combined with (4.19), implies for k ∈ {2, 4} that
∫
R0
(ez − 1)k`(dz) ≤ C
(∫
{|z|<1}
z2`(dz) +
∫
{|z|≥1}
`(dz) +
∫
{z≥1}
e4z`(dz)
)
<∞ .
(4.29)
Moreover Assumption 4.2.7 is fulfilled for the considered martingale measures de-
scribed in Subsection 4.2.1. Indeed, consider the ET, applying (4.16) for θ = 4 and
restricting the integral over {z ≥ 1} implies Assumption 4.2.7. On the set {z ≥ 1} it
holds that z ≤ ez−1 and therefore Assumption 4.2.7 follows from (4.17) by choosing
θ = 4. For the MMM, condition (4.18) corresponds exactly to Assumption 4.2.7.
Theorem 4.2.8. Impose Assumptions 4.2.1 and 4.2.7. Let the processes pˆiΘ0 and
pˆiΘε denote the amounts of wealth in a RM strategy. There is a positive constant C
such that for any t ∈ [0, T ]
E
[∫ T
t
(pˆiΘ0s − pˆiΘεs )2ds
]
≤ C
(
E[(HˆT − HˆεT )2] + G˜4(ε)E[Hˆ2T ]
)
.
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Proof. Consider the amounts of wealth in (2.39) and (4.28). Let us denote pˆiΘ0 =
1
κ0
Υ0 and pˆiΘε = 1
κε
Υε. Then it holds that
(
pˆiΘ0 − pˆiΘε
)2 ≤ 2((κ0 − κε
κ0κε
)2
(Υ0)2 + 1
κ2ε
(Υ0 −Υε)2
)
.
Herein we have because of the Ho¨lder’s inequality, (4.3), (4.29), and properties (iv)
and (vii) in Assumptions 4.2.1 that
(
κ0 − κε
κ0κε
)2
≤ 3
b8
(∫
{|z|<ε}
(ez − 1)2ρ(z; Θ0)`(dz)
)2
+
(∫
{|z|≥ε}
(ez − 1)2(ρ(z; Θ0)− ρ(z; Θε))`(dz)
)2
+G4(ε)

≤ 3
b8
C (∫
{|z|<ε}
(ez − 1)2`(dz)
)2
+
∫
R0
(ez − 1)4`(dz)
∫
R0
(ρ(z; Θ0)− ρ(z; Θε))2 `(dz) +G4(ε)
)
≤ CG˜4(ε) .
On the other hand it is clear from (2.39) and (4.28) that
(Υ0 −Υε)2
≤ 3
(
(A¯ε)2b2 + (CΘε)2G2(ε)
+
(∫
R0
(BΘ0(z)(ez − 1)ρ(z; Θ0)− I{|z|≥ε}BΘε(z)(ez − 1)ρ(z; Θε))`(dz)
)2 )
.
Herein we derive via Ho¨lder’s inequality, (4.19), (4.29), and points (iv), (v), and (vii)
in Assumptions 4.2.1 that
(∫
R0
(BΘ0(z)(ez − 1)ρ(z; Θ0)− I{|z|≥ε}BΘε(z)(ez − 1)ρ(z; Θε))`(dz)
)2
=
(∫
R0
(BΘ0(z)(ρ(z; Θ0)− ρ(z; Θε))(ez − 1) + B¯ε(z)ρ(z; Θε)(ez − 1))`(dz)
)2
≤
∫
R0
(BΘ0(z))2`(dz)
∫
R0
(ρ(z; Θ0)− ρ(z; Θε))2(ez − 1)2`(dz)
+
∫
R0
(B¯ε(z))2`(dz)
∫
R0
ρ2(z; Θε)(ez − 1)2`(dz)
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≤
∫
R0
(BΘ0(z))2`(dz)
(∫
R0
(ρ(z; Θ0)− ρ(z; Θε))4`(dz)
) 1
2
(∫
R0
(ez − 1)4`(dz)
) 1
2
+
∫
R0
(B¯ε(z))2`(dz)
(∫
{|z|≥1}
ρ4(z; Θε)`(dz)
∫
{|z|≥1}
(ez − 1)4`(dz)
) 1
2
+ C
∫
R0
(B¯ε(z))2`(dz)
∫
{|z|<1}
z2`(dz)
≤ CG˜4(ε)
∫
R0
(BΘ0(z))2`(dz) + C
∫
R0
(B¯ε(z))2`(dz) .
The results above show that
(
pˆiΘ0t − pˆiΘεt
)2 ≤ C ((A¯εt)2 + ∫
R0
(B¯εt (z))2`(dz) + (CΘεt )2
+G˜4(ε)
{
(AΘ0t )2 +
∫
R0
(BΘ0t (z))2`(dz)
})
.
Therefore
E
[∫ T
t
(pˆiΘ0s − pˆiΘεs )2ds
]
≤ C
(
E
[∫ T
t
(A¯εs)2ds
]
+ E
[∫ T
t
∫
R0
(B¯εs(z))2`(dz)ds
]
+ E
[∫ T
t
(CΘεs )2ds
]
+G˜4(ε)
{
E
[∫ T
t
(AΘ0s )2ds
]
+ E
[∫ T
t
∫
R0
(BΘ0s (z))2`(dz)ds
]})
.
By Lemma 4.2.3 and Theorem 4.2.5 we conclude the proof.
The trading in the risky assets is gathered in the gain processes defined by GˆΘ0t :=∫ t
0 ξ
Θ0
s dSˆs and GˆΘεt :=
∫ t
0 ξ
Θε
s dSˆεs . The following theorem shows the robustness of this
gain process.
Theorem 4.2.9. Under Assumptions 4.2.1 and 4.2.7, there exists a positive constant
C such that for any t ∈ [0, T ]
E
[(
GˆΘ0t − GˆΘεt
)2] ≤ C (E[(HˆT − HˆεT )2] + G˜2(ε)E[Hˆ2T ]) .
Proof. From (2.18) and (2.19) we know that
ξΘ0s dSˆs = ξΘ0s SˆsbdWΘ0s + ξΘ0s Sˆs
∫
R0
(ez − 1)N˜Θ0(ds, dz)
= pˆiΘ0s
{(
−b2Θ0 +
∫
R0
(ez − 1) (1− ρ(z; Θ0)) `(dz)
)
ds
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+bdWs +
∫
R0
(ez − 1)N˜(ds, dz)
}
.
In the other setting we have from (4.8) and (4.9) that
ξΘεs dSˆεs = ξΘεs SˆεsbdWΘεs + ξΘεs Sˆεs
∫
{|z|≥ε}
(ez − 1)N˜Θε(ds, dz) + ξΘεs SˆεsG(ε)dW˜Θεs
= pˆiΘεs
{(
−b2Θε +
∫
{|z|≥ε}
(ez − 1) (1− ρ(z; Θε)) `(dz)−G2(ε)Θε
)
ds
+bdWs +
∫
{|z|≥ε}
(ez − 1)N˜(ds, dz) +G(ε)dW˜s
}
.
We derive from the previous SDEs that
GˆΘ0t − GˆΘεt =
∫ t
0
ξΘ0s dSˆs −
∫ t
0
ξΘεs dSˆεs
=
(
−b2Θ0 +
∫
R0
(ez − 1) (1− ρ(z; Θ0)) `(dz)
) ∫ t
0
pˆiΘ0s ds
−
(
−b2Θε +
∫
{|z|≥ε}
(ez − 1) (1− ρ(z; Θε)) `(dz)−G2(ε)Θε
)∫ t
0
pˆiΘεs ds
+ b
∫ t
0
(pˆiΘ0s − pˆiΘεs )dWs −G(ε)
∫ t
0
pˆiΘεs dW˜s
+
∫ t
0
∫
R0
(
pˆiΘ0s (ez − 1)− pˆiΘεs I{|z|≥ε}(ez − 1)
)
N˜(ds, dz) .
Via the Cauchy-Schwarz inequality and the Itoˆ isometry we obtain that
E
[(
GˆΘ0t − GˆΘεt
)2]
≤ C
(
E
[∫ t
0
(pˆiΘ0s )2ds
] {(
−b2Θ0 +
∫
R0
(ez − 1) (1− ρ(z; Θ0)) `(dz)
)
−
(
−b2Θε +
∫
{|z|≥ε}
(ez − 1) (1− ρ(z; Θε)) `(dz)−G2(ε)Θε
)}2
+ E
[∫ t
0
(pˆiΘ0s − pˆiΘεs )2ds
]
×
(
−b2Θε +
∫
{|z|≥ε}
(ez − 1) (1− ρ(z; Θε)) `(dz)−G2(ε)Θε
)2
+ b2E
[∫ t
0
(pˆiΘ0s − pˆiΘεs )2ds
]
+G2(ε)E
[∫ t
0
(pˆiΘεs )2ds
]
+E
[∫ t
0
∫
R0
(
pˆiΘ0s (ez − 1)− pˆiΘεs I{|z|≥ε}(ez − 1)
)2
`(dz)ds
])
.
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Herein
E
[∫ t
0
∫
R0
(
pˆiΘ0s (ez − 1)− pˆiΘεs I{|z|≥ε}(ez − 1)
)2
`(dz)ds
]
≤ 2E
[∫ t
0
∫
R0
(
(pˆiΘ0s )2(ez − 1)2I{|z|<ε} + (pˆiΘ0s − pˆiΘεs )2(ez − 1)2I{|z|≥ε}
)
`(dz)ds
]
≤ 2
(∫
{|z|<ε}
(ez − 1)2`(dz)E
[∫ t
0
(pˆiΘ0s )2ds
]
+
∫
R0
(ez − 1)2`(dz)E
[∫ t
0
(pˆiΘ0s − pˆiΘεs )2ds
])
,
and
E
[∫ t
0
(pˆiΘεs )2ds
]
≤ 2E
[∫ t
0
(pˆiΘ0s − pˆiΘεs )2ds
]
+ 2E
[∫ t
0
(pˆiΘ0s )2ds
]
.
By (4.3), Assumptions 4.2.1, (2.39), (4.29), Lemma 4.2.3, and Theorem 4.2.8 we
prove the statement.
The following result shows the robustness of the process LΘ appearing in the
GKW-decomposition. This plays an important role in the stability of the cost process
of the RM strategy.
Theorem 4.2.10. Let Assumptions 4.2.1 and 4.2.7 hold true. Let the processes LΘ0
and LΘε be as in (2.35) and (4.12), respectively. For any t ∈ [0, T ] it holds that
E[(LΘ0t − LΘεt )2] ≤ C
(
E[(HˆT − HˆεT )2] + G˜2(ε)E[Hˆ2T ]
)
,
for a positive constant C.
Proof. By (2.18) we can rewrite (2.35) as
dLΘ0t =
(
−bΘ0XΘ0t +
∫
R0
Y Θ0t (z)(1− ρ(z; Θ0))`(dz)
)
dt
+XΘ0t dWt +
∫
R0
Y Θ0t (z)N˜(dt, dz) .
and similarly by (4.8) we obtain for (4.12)
dLΘεt =
(
−bΘεXΘεt +
∫
{|z|≥ε}
Y Θεt (z)(1− ρ(z; Θε))`(dz)−G(ε)ΘεZΘεt
)
dt
+XΘεt dWt +
∫
{|z|≥ε}
Y Θεt (z)N˜(dt, dz) + ZΘεt dW˜t .
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Hence we recover that
d(LΘ0t − LΘεt ) = γεt dt+ X¯εt dWt +
∫
R0
Y¯ εt (z)N˜(dt, dz)− ZΘεt dW˜t ,
where
γε := −b(Θ0XΘ0 −ΘεXΘε) +G(ε)ΘεZΘε
+
∫
R0
(
Y Θ0(z)(1− ρ(z; Θ0))− I{|z|≥ε}Y Θε(z)(1− ρ(z; Θε))
)
`(dz) ,
X¯ε := XΘ0 −XΘε ,
Y¯ ε(z) := Y Θ0(z)− I{|z|≥ε}Y Θε(z) .
By integration over [0, t] and taking the square we retrieve using (4.22) that
(LΘ0t − LΘεt )2 ≤ C
((∫ t
0
γεsds
)2
+
(∫ t
0
X¯εsdWs
)2
+
(∫ t
0
∫
R0
Y¯ εs (z)N˜(ds, dz)
)2
+
(∫ t
0
ZΘεs dW˜s
)2)
.
Via the Cauchy-Schwarz inequality and the Itoˆ isometry it follows that
E[(LΘ0t − LΘεt )2] ≤ C
(
E
[∫ t
0
(γεs)2ds
]
+ E
[∫ t
0
(X¯εs )2ds
]
+E
[∫ t
0
∫
R0
(Y¯ εs (z))2`(dz)ds
]
+ E
[∫ t
0
(ZΘεs )2ds
])
.
Concerning the term E
[∫ t
0(γεs)2ds
]
we derive through (ii) and (iii) in Assumptions
4.2.1 that
E
[∫ t
0
(
Θ0XΘ0s −ΘεXΘεs
)2
ds
]
≤ 2
(
E
[∫ t
0
(Θ0 −Θε)2(XΘ0s )2ds
]
+ E
[∫ t
0
Θε2(XΘ0s −XΘεs )2ds
])
≤ C
(
G˜4(ε)E
[∫ t
0
(XΘ0s )2ds
]
+ E
[∫ t
0
(X¯εs )2ds
])
and via (vi) and (vii) in Assumptions 4.2.1 it follows that
E
[∫ t
0
{∫
R0
(
Y Θ0s (z) (1− ρ(z; Θ0))− I{|z|≥ε}Y Θεs (z) (1− ρ(z; Θε))
)
`(dz)
}2
ds
]
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≤
∫
R0
(ρ(z; Θ0)− ρ(z; Θε))2 `(dz)E
[∫ t
0
∫
R0
(Y Θ0s (z))2`(dz)ds
]
+
∫
R0
(1− ρ(z; Θε))2 `(dz)E
[∫ t
0
∫
R0
(Y¯ εs (z))2`(dz)ds
]
≤ C
(
G˜4(ε)E
[∫ t
0
∫
R0
(Y Θ0s (z))2`(dz)ds
]
+ E
[∫ t
0
∫
R0
(Y¯ εs (z))2`(dz)ds
])
.
Thus we obtain that
E[(LΘ0t − LΘεt )2]
≤ C
(
G˜4(ε)
{
E
[∫ t
0
(XΘ0s )2ds
]
+ E
[∫ t
0
∫
R0
(Y Θ0s (z))2`(dz)ds
]}
+E
[∫ t
0
(X¯εs )2ds
]
+ E
[∫ t
0
∫
R0
(Y¯ εs (z))2`(dz)ds
]
+ E
[∫ t
0
(ZΘεs )2ds
])
. (4.30)
Let us consider the terms appearing in the latter expression separately.
• Definition (2.38) implies that
E
[∫ t
0
(XΘ0s )2ds
]
≤ 2
(
E
[∫ t
0
(AΘ0s )2ds
]
+ b2E
[∫ t
0
(pˆiΘ0s )2ds
])
and
E
[∫ t
0
∫
R0
(Y Θ0s (z))2`(dz)ds
]
≤ 2
(
E
[∫ t
0
∫
R0
(BΘ0s (z))2`(dz)ds
]
+
∫
R0
(ez − 1)2`(dz)E
[∫ t
0
(pˆiΘ0s )2ds
])
.
• Combining (2.38) and (4.15) in
X¯εt = XΘ0t −XΘεt = A¯εt − (pˆiΘ0t − pˆiΘεt )b ,
it easily follows that
E
[∫ t
0
(X¯εs )2ds
]
≤ C
(
E
[∫ t
0
(A¯εs)2ds
]
+ E
[∫ t
0
(pˆiΘ0s − pˆiΘεs )2ds
])
.
• Similarly, from (2.38) and (4.15) we find
Y¯ εt (z) = Y Θ0t (z)− Y Θεt (z) = B¯εt (z)− (pˆiΘ0t − pˆiΘεt )(ez − 1) .
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Hence
E
[∫ t
0
∫
R0
(Y¯ εs (z))2`(dz)ds
]
≤ 2
(
E
[∫ t
0
∫
R0
(B¯εs(z))2`(dz)ds
]
+
∫
R0
(ez − 1)2`(dz)E
[∫ t
0
(pˆiΘ0s − pˆiΘεs )2ds
])
.
• From (4.15), the estimate
(ZΘεt (z))2 ≤ C
(
(CΘεt )2 + (pˆiΘ0t − pˆiΘεt )2G2(ε) + (pˆiΘ0t )2G2(ε)
)
leads to
E
[∫ t
0
(ZΘεs (z))2ds
]
≤ C
(
E
[∫ t
0
(CΘεs )2ds
]
+G2(ε)E
[∫ t
0
(pˆiΘ0s − pˆiΘεs )2ds
]
+G2(ε)E
[∫ t
0
(pˆiΘ0s )2ds
])
.
• Because of (2.39) and (vi) in Assumptions 4.2.1 we notice that
E
[∫ t
0
(pˆiΘ0s )2ds
]
≤ C
(
E
[∫ t
0
(AΘ0s )2ds
]
+ E
[∫ t
0
∫
R0
(BΘ0s (z))2`(dz)ds
])
.
Using (4.29) and the combination of the above inequalities in (4.30) show that
E[(LΘ0t − LΘεt )2] ≤ C
(
G˜2(ε)
{
E
[∫ t
0
(AΘ0s )2ds
]
+ E
[∫ t
0
∫
R0
(BΘ0s (z))2`(dz)ds
]}
+ E
[∫ t
0
(A¯εs)2ds
]
+ E
[∫ t
0
∫
R0
(B¯εs(z))2`(dz)ds
]
+E
[∫ t
0
(CΘεs )2ds
]
+ E
[∫ t
0
(pˆiΘ0s − pˆiΘεs )2ds
])
.
Finally by Lemma 4.2.3 and Theorems 4.2.5 and 4.2.8 we conclude the proof.
The cost processes of the risk-minimising hedging strategies for HˆT , HˆεT are given
by CˆΘ0 = Vˆ Θ00 + LΘ0 and CˆΘε = Vˆ Θε0 + LΘε . The upcoming result concerns the
robustness of the cost process and follows directly from the previous theorem.
Corollary 4.2.11. Under Assumptions 4.2.1 and 4.2.7, there exists a positive con-
stant C such that it holds for all t ∈ [0, T ] that
E[(CˆΘ0t − CˆΘεt )2] ≤ C
(
E[(HˆT − HˆεT )2] + G˜2(ε)E[Hˆ2T ]
)
.
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Proof. Notice that
E[(CˆΘ0t − CˆΘεt )2] ≤ 2
(
E[(Vˆ Θ00 − Vˆ Θε0 )2] + E[(LΘ0t − LΘεt )2]
)
,
wherein
E[(Vˆ Θ00 − Vˆ Θε0 )2] ≤ E
[
sup
0≤t≤T
(Vˆ Θ0t − Vˆ Θεt )2
]
.
Theorems 4.2.6 and 4.2.10 complete the proof.
4.2.4 Robustness results for the mean-variance hedging
Since the optimal numbers ξΘ0 and ξΘε of risky assets are the same in the RM and
the MVH strategy, the amounts of wealth pˆiΘ0 and pˆiΘε and the gain processes GˆΘ0
and GˆΘε also coincide for both strategies. Therefore we conclude that the robustness
results of the amount of wealth and gain process also hold true for the MVH strategy,
see Theorems 4.2.8 and 4.2.9.
The cost for a MVH strategy is not the same as for the RM strategy. However,
under the assumption that a fixed starting amount V˜0 is available to set up a MVH
strategy, we derive a robustness result for the loss at time of maturity. For the
models (2.8) and (4.2), it holds that the losses at time of maturity T are given by
LΘ0T = HˆT − V˜0 −
∫ T
0
ξΘ0s dSˆs ,
LΘεT = HˆεT − V˜0 −
∫ T
0
ξΘεs dSˆεs .
When Assumptions 4.2.1 and 4.2.7 are imposed, we derive via Theorem 4.2.9 that
E[(LΘ0T − LΘεT )2] ≤ C
(
E[(HˆT − HˆεT )2] + G˜2(ε)E[Hˆ2T ]
)
,
for a positive constant C.
Note that we cannot draw any conclusions from the results above about the
robustness of the value of the discounted portfolio for the MVH strategy, since the
portfolios are strictly different for both strategies.
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4.3 Conclusion
Two different geometric Le´vy stock price models were considered in this chapter.
We proved that the RM and the MVH strategies in a martingale setting are stable
against the choice of the model. To this end, the two models were considered under
different risk-neutral measures that are dependent on the specific price models. The
robustness results are derived through the use of BSDEJs and the obtained L2-
convergence rates are expressed in terms of estimates of the form E[(HˆT − HˆεT )2].
The latter estimate is a well studied quantity, see Benth et al. (2011) and Kohatsu-
Higa and Tankov (2010).
In Di Nunno et al. (2015) a semimartingale setting was considered and condi-
tions had to be imposed to guarantee the existence of the solutions to the BSDEJs.
In our study however, we considered a martingale setting and, since there is no
driver in the BSDEJs, the existence of the solution to the BSDEJs was immediately
guaranteed. On the other hand, since the two models were considered under two
different martingale measures, we had to fall back on the common historical measure
for the robustness study. Therefore, a robustness study of the martingale measures,
in particular of the characteristic triplets w.r.t. the different measures, had to be
performed. On the other hand, additional terms made some computations more
involved compared to the semimartingale setting studied by Di Nunno et al. (2015).
In this approach based on BSDEJs we could not find explicit robustness results
for the optimal number of risky assets. Therefore we refer to Chapter 3, where
a robustness study is performed in a martingale and semimartingale setting based
on Fourier transforms. In Chapter 3 the robustness was mainly studied in the L1-
sense, although it is also stressed there that those results can be extended into
L2-convergence, whereas L2-robustness results are explicitly derived in the current
chapter.
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55 Representations for conditionalexpectations and applicationsto pricing and hedging offinancial products in Le´vy andjump-diffusion setting
In this chapter we consider the problem of computing conditional expectations of
functionals of Le´vy processes and jump-diffusions. We apply the developed theory
to the numerical estimation of American option prices and their deltas.
In general it is not possible to obtain analytical expressions for conditional ex-
pectations and thus numerical methods are called for. Several approaches appeared
in this field. Broadie and Glasserman (1997) build up a tree in order to obtain a
discretisation of the underlying diffusion on a grid (see also Barraquand and Mar-
tineau (1995)). Longstaff and Schwarz (2001) use a regression method on a truncated
basis of L2 and then choose a basis of polynomials for the numerical estimation of
conditional expectations. Fournie´ et al. (2001) derive expressions for the conditional
expectations in terms of regular expectations for diffusion models.
Considering a random variable F , a scalar random variable G, and a function f
on R, Fournie´ et al. (2001) provide the following representation for the conditional
expectation
E[f(F )|G = 0] = E[f(F )H(G)pi]
E[H(G)pi] ,
where pi is a random variable called weight and H is the Heaviside step function
increased with some constant, H(x) = I{x≥0} + c, c ∈ R. The authors use two
approaches: the density method and the Malliavin method. The density method
requires that the couple (F,G) has a density p(x, y), (x ∈ R, y ∈ R) such that its
log is C1 in the second argument. In the Malliavin approach, they use a Malliavin
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derivative of the Wiener process and provide expressions for conditional expectations,
where F and G are modelled by continuous diffusions. One of the goals in the present
study is to relax the conditions imposed on the random variables F and G and in
particular to allow for random variables which do not necessarily have a known
density and which might originate from processes with jumps.
We recall that the density method introduced in Fournie´ et al. (2001) requires the
knowledge of the density of (F,G). However when F and G are random variables
generated from jump processes, the density of the couple (F,G) is in general not
known or very hard to compute. To overcome this shortcoming we use the conditional
density method introduced by Benth et al. (2010). For example, in the case of a
geometric Le´vy process, we only need the knowledge of the joint density of the
continuous parts, which we do know. Thus to apply the conditional density method
a separability assumption on the random variables F and G will be required. F and
G should consist of a part with known density. The density of the other part is not
necessarily known.
For the Malliavin method, we extend the method by Fournie´ et al. (2001) to al-
low for the computation of conditional expectations in a Le´vy and a jump-diffusion
framework. Hereto, we work with the Malliavin derivative for jump processes devel-
oped by Petrou (2008). The idea is to use the Malliavin derivative in the direction
of the Wiener term in the jump-diffusion process. Using this approach there is no
separability assumption imposed, since the Malliavin calculus as presented by Petrou
(2008) does not require any, as opposed to the Malliavin calculus used in Davis and
Johansson (2006) or in Benth et al. (2011).
Furthermore, we provide expressions for the derivative of conditional expectations
using both approaches and we illustrate our results with several examples of models
which are commonly used in financial and energy markets. Notice that we present
our study in the one-dimensional case for the ease of notation, although all results
can be extended to a setting in higher dimensions.
The representations that we develop are interesting from a probabilistic point of
view. Indeed we derive expressions for the conditional expectations of functionals
of random variables involving only unconditional expectations of these functionals.
Moreover, these representations are interesting from a numerical point of view. In
this chapter, we apply them to the numerical estimation of American option prices
and their deltas, the delta being the sensitivity of the option price with respect to
the state of the underlying asset. In complete markets the delta is known to be the
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5number of assets to hold in a self-financing portfolio replicating the option. It is also
used in incomplete markets as an imperfect hedge.
To perform the numerical experiments, American options are approximated,
through a time discretisation, by Bermudan options (see Bally and Page`s (2003)).
We make use of a localisation technique and a control variate to minimise the vari-
ance. To reduce the memory capacity of the algorithm for the estimation of the
American option price and the delta, we suggest to simulate the underlying stock
price process backwards in time. This backward simulation technique turns out to
be a specific application of Le´vy bridges, see Baldeaux (2008).
To check the accuracy of the proposed algorithms, we first compute European
option prices and their deltas at time t > 0 where we assume a Merton model for the
price process. We compare the values obtained by our algorithm to the analytical
solutions proposed by Merton (1976). Then considering the same model we estimate
the prices and the deltas of American options, which we in turn compare to estimates
found in the literature.
The fundamental difference between the Longstaff and Schwarz (2001) approach
and the (conditional) density or Malliavin approach is the way the conditional expec-
tations are approximated. Furthermore, the Longstaff and Schwarz (2001) method
is unable to provide an ad hoc method for the computation of the delta. It has to
be combined with other methods such as the likelihood ratio method or pathwise
sensitivities based approaches in order to obtain an approximation of the delta. The
approaches presented in this study lead to representation formulas for the derivative
of conditional expectations and consequently provide an estimation of the delta using
its own specific method. For more about advantages and drawbacks from consider-
ing the Longstaff and Schwarz (2001) algorithm or the Malliavin approach algorithm
we refer to Bouchard and Warin (2012). The authors of the latter paper performed
a numerical comparison and discussed the efficiency and the level of complexity of
both algorithms for continuous processes.
The chapter is organised as follows. In Sections 5.1 and 5.2 we develop a rep-
resentation for conditional expectations via the conditional density method and the
Malliavin method, respectively. In Section 5.3, we present variance reduction tech-
niques to obtain acceptable convergence results in numerical applications. In Section
5.4, we present numerical examples to illustrate our results. Section 5.5 concludes
the chapter.
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5.1 Conditional expectation via the conditional
density method
Let (Ω,F ,P) be a complete probability space equipped with filtration F := {Ft}t∈[0,T ]
for time horizon T > 0, satisfying the usual conditions (see Section 2.1). In this chap-
ter, we express the realisation of a conditional expectation of the form E[f(St)|Ss =
α] in terms of regular expectations. Here f is a Borel measurable function (think
for instance of the payoff function of a call option), S is an F-adapted price process
which may have jumps, and α is a real number. We also rewrite its differential w.r.t.
α, i.e. the delta, by only using unconditional expectations.
5.1.1 Representation results
First, we state a general result for the conditional expectation E[f(F )|G = α], where
F and G are two random variables satisfying the following separability assumptions.
Assumptions 5.1.1 (Separability). Let F and G be two random variables such that
F = g1(X, Y ) and G = g2(U, V ). (5.1)
The couple (X,U) is independent of (Y, V ). Moreover
(1) (X,U) has a density p(X,U) with respect to the Lebesgue measure,
(2) log p(X,U)(x, ·) is differentiable, for all x ∈ R, and
(3) ∂
∂u
log p(X,U) ∈ L2
(
R2, p(X,U)
)
, i.e. E
[(
∂
∂u
log p(X,U)(X,U)
)2]
<∞.
The functions g1 and g2 are Borel measurable and there exist a Borel measurable
function g∗ and a strictly increasing differentiable function h such that
g2(u, v) = h−1(u+ g∗(v)), (5.2)
for all (u, v) ∈ Dom g2 ∩ (R×Dom g∗).
We apply the conditional density method (CDM) as described in Section 2.9.
Given F and G as in (5.1), the CDM does not require the knowledge of the density
of the couple (F,G) but only the knowledge of the density (X,U). The density
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p(X,U) of (X,U) plays the most important role in this method. The results follow
from straightforward computations based on properties of (conditional) expectations.
We denote the Heaviside step function increased by an arbitrary number c ∈ R
by
H(x) := I{x≥0} + c, (5.3)
and its distributional derivative, the Dirac delta function by δ0.
In the upcoming theorem we present the first representation result of this chapter.
In order to make the proof comprehensible, we follow a formal approach. A rigorous
proof is included in the Appendix of this chapter.
Theorem 5.1.2. Let F and G be as described in Assumptions 5.1.1 and let f be a
Borel measurable function such that f(F ) ∈ L2(Ω). Then it holds for any α ∈ Dom h
that
E[f(F )|G = α] = E[f(F )H(G− α)pi(X,U)]
E[H(G− α)pi(X,U)] , (5.4)
where
pi(X,U) = − ∂
∂u
log p(X,U)(X,U). (5.5)
Proof. Formally, for the conditional expectation, we know that
E[f(F )|G = α] = E[f(F )δ0(G− α)]
E[δ0(G− α)] . (5.6)
Moreover we have that
E[f(F )δ0(G− α)] = E[f(g1(X, Y ))δ0(g2(U, V )− α)]
= E
[
E
[
f(g1(X, Y ))δ0(g2(U, V )− α)|σ(Y, V )
]]
, (5.7)
where σ(Y, V ) is the σ-algebra generated by Y and V . From Assumptions 5.1.1(1)
we derive
E[f(F )δ0(G− α)] = E
[ ∫
R2
f(g1(x, Y ))δ0(g2(u, V )− α)p(X,U)(x, u)dxdu
]
.
For a function φ ∈ C1 with a single root, the composition rule for the Dirac delta
function (see Raju (1982)) states that
δ0(φ(u)) =
δ0(u− u1)
|φ′(u1)| , (5.8)
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where u1 is such that φ(u1) = 0 and φ′(u1) 6= 0. Because of relation (5.2), we
apply this composition rule to the function φ(u) = h−1(u + g∗(V )) − α, with root
u1 = h(α)− g∗(V ), and obtain that
∫
R
δ0(g2(u, V )− α)p(X,U)(x, u)du =
∫
R
δ0(u+ g∗(V )− h(α))
(h−1)′(h(α)) p(X,U)(x, u)du
= h′(α)
∫
R
δ0(u+ g∗(V )− h(α))p(X,U)(x, u)du.
The Dirac delta function is the distributional derivative of the Heaviside step func-
tion. Hence by integration by parts we find that
∫
R
δ0(g2(u, V )− α)p(X,U)(x, u)du
= −h′(α)
∫
R
H(u+ g∗(V )− h(α)) ∂
∂u
p(X,U)(x, u)du
= −h′(α)
∫
R
H(g2(u, V )− α)
(
∂
∂u
log p(X,U)(x, u)
)
p(X,U)(x, u)du.
Finally we conclude that
E[f(F )δ0(G− α)] = E
[
E
[
f(F )H(G− α)
{
− ∂
∂u
log p(X,U)(X,U)
}
h′(α)
∣∣∣σ(Y, V )]]
= E
[
f(F )H(G− α)
{
− ∂
∂u
log p(X,U)(X,U)
}]
h′(α).
Applying the latter result with f ≡ 1 for the denominator of (5.6) we prove the
statement.
Note that the weights pi(X,U) in the representation (5.4) are not unique and one
can derive infinitely many of them. It is clear that the weight pi(X,U) can be replaced
by any weight pi in the set W defined as
W := {pi : E[pi|σ(F,G)] = pi(X,U)}. (5.9)
However the weight pi(X,U) remains the optimal weight in this set in the sense of
minimal variance as we state in the following proposition. For the proof we refer to
Fournie´ et al. (2001).
Proposition 5.1.3. Let F and G be as described in Assumptions 5.1.1, let the
function f be a Borel measurable function such that f(F ) ∈ L2(Ω), and take α
in Dom h. For all the weights pi in the set W, defined by (5.9), we know that
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E[f(F )H(G − α)pi] = E[f(F )H(G − α)pi(X,U)] where pi(X,U) is given by (5.5). The
variance
V(pi) := Var (f(F )H(G− α)pi)
is minimised over this set W at pi(X,U).
The random variable Y does not appear in the denominator of expression (5.6).
Thus it is more natural to condition on the σ-algebra σ(V ) than on σ(Y, V ) in (5.7).
Moreover the weight should not depend on X. These points lead to the following
theorem.
Theorem 5.1.4. Let the function f be a Borel measurable function such that f(F ) ∈
L2(Ω). Let F and G be as described in Assumptions 5.1.1, moreover assume that
(1) U has a density pU with respect to the Lebesgue measure,
(2) log pU is differentiable, and
(3) ∂
∂u
log pU ∈ L2(R, pU), i.e. E
[(
∂
∂u
log pU(U)
)2]
<∞.
Then it holds for any α in Dom h that
E[f(F )|G = α] = E[f(F )H(G− α)pi(X,U)]
E[H(G− α)piU ] , (5.10)
where pi(X,U) is given by (5.5) and
piU = − ∂
∂u
log pU(U). (5.11)
Proof. This result can be obtained through similar computations as in the proof of
Theorem 5.1.2.
The weight in the denominator of representation (5.10) is again not unique and
the following proposition concerns different possible weights. However, compared to
piU , they are less optimal in the sense of minimal variance.
Proposition 5.1.5. Let G be as described in Assumptions 5.1.1 such that conditions
(1)-(3) from Theorem 5.1.4 hold, and take α in Dom h. For all the weights pi in the
set
W ′ := {pi : E[pi|σ(G)] = piU}
133
5 Representations for conditional expectations
5
we know that E[H(G − α)pi] = E[H(G − α)piU ] where piU is given by (5.11). The
variance
V ′(pi) := Var (H(G− α)pi)
is minimised over this set W ′ at piU .
In case it holds that E[− ∂
∂u
log p(X,U)(X,U)|σ(G)] = − ∂∂u log pU(U), then pi(X,U) ∈
W ′ and piU turns out to be the optimal weight compared to pi(X,U) for the denominator
of the representation (5.4).
However, Bouchard and Warin (2012) noticed from numerical tests that the use of
the same weight in the numerator and denominator leads to numerical compensations
which seem to stabilise the algorithm. Therefore we decide to use the same weight
in numerator and denominator in our numerical experiments in Section 5.4.
For a differentiable function f , we deduce the following representation as a con-
sequence of Theorem 5.1.2.
Theorem 5.1.6. Let F and G be as described in Assumptions 5.1.1, where func-
tion g1 is differentiable in its first component. Moreover consider a differentiable
Borel measurable function f satisfying f(F ) ∈ L2(Ω). Assume the existence of two
functions q and r, such that
q(x, u) + 1
p(X,U)(x, u)
∂
∂x
(
r(x, u)p(X,U)(x, u)
)
= − ∂
∂u
log p(X,U)(x, u). (5.12)
Then it holds for any α ∈ Dom h that
E[f(F )|G = α] = E[f(F )H(G− α)pi1 − f
′(F )H(G− α)pi2]
E[H(G− α)pi1] , (5.13)
where pi1 = q(X,U) and pi2 = r(X,U) ∂∂xg1(X, Y ).
Proof. We shorten the notation for the density function of the couple (X,U) to the
function p. The following calculations are justified by equation (5.12), integration
by parts, and properties of conditional expectations:
E[f(F )H(G− α)pi(X,U)] = E[E[f(F )H(G− α)pi(X,U)|σ(Y, V )]]
= E
[ ∫
R2
f(g1(x, Y ))H(g2(u, V )− α)
{
− ∂
∂u
log p(x, u)
}
p(x, u)dxdu
]
= E
[ ∫
R2
f(g1(x, Y ))H(g2(u, V )− α)
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×
{
q(x, u) + 1
p(x, u)
∂
∂x
(
r(x, u)p(x, u)
)}
p(x, u)dxdu
]
= E
[ ∫
R2
{
f(g1(x, Y ))H(g2(u, V )− α)q(x, u)
− f ′(g1(x, Y )) ∂
∂x
g1(x, Y )H(g2(u, V )− α)r(x, u)
}
p(x, u)dxdu
]
= E[E[f(g1(X, Y ))H(g2(U, V )− α)pi1 − f ′(g1(X, Y ))H(g2(U, V )− α)pi2|σ(Y, V )]]
= E[f(F )H(G− α)pi1 − f ′(F )H(G− α)pi2].
Replacing the numerator of (5.4) by this result and the denominator by putting
f ≡ 1, we obtain the statement.
The relation (5.12) and representation (5.13) are inspired by the result (4.25)-
(4.26) from Fournie´ et al. (2001). An important difference however should be noticed.
The functions p(X,U), q, and r are now functions –only– in the part (X,U), not in
the couple (F,G). It is assumed that the density function p(X,U) of the couple (X,U)
is known. If one chooses a function q or r, then one can obtain the other function
by (5.12), thus there are infinitely many possibilities for the weights pi1 and pi2.
The previous results concern conditional expectations that appear in the pricing
of American options. In the next theorem we deduce a representation for the delta.
Theorem 5.1.7. Let F and G be as described in Assumptions 5.1.1, where log p(X,U)
possesses a second order derivative in its second argument and let the Borel measur-
able function f guarantee f(F ) ∈ L2(Ω). Then it holds for any α ∈ Dom h that
∂
∂α
E[f(F )|G = α] = BF,G[f ](α)AF,G[1](α)− AF,G[f ](α)BF,G[1](α)
AF,G[1](α)2
h′(α),
where
AF,G[·](α) = E[·(F )H(G− α)pi(X,U)],
BF,G[·](α) = E[·(F )H(G− α)(−pi2(X,U) + pi∗(X,U))],
pi(X,U) = − ∂
∂u
log p(X,U)(X,U), and
pi∗(X,U) = −
∂2
∂u2
log p(X,U)(X,U).
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Proof. From Theorem 5.1.2 it follows immediately that
∂
∂α
E[f(F )|G = α] =
∂
∂α
{AF,G[f ](α)}AF,G[1](α)− AF,G[f ](α) ∂∂α{AF,G[1](α)}
AF,G[1](α)2
.
For the derivatives in the right hand side, it holds that
∂
∂α
E[f(F )H(G− α)pi(X,U)] = −E[f(F )δ0(G− α)pi(X,U)].
Along the lines of the formal proof of Theorem 5.1.2, we derive
∫
R
δ0(g2(u, V )− α)
(
∂
∂u
log p(X,U)(x, u)
)
p(X,U)(x, u)du
=
∫
R
δ0(u+ g∗(V )− h(α))h′(α) ∂
∂u
p(X,U)(x, u)du
= −
∫
R
H(u+ g∗(V )− h(α))h′(α) ∂
2
∂u2
p(X,U)(x, u)du
= −
∫
R
H(g2(u, V )− α)h′(α)
×
{(
∂
∂u
log p(X,U)(x, u)
)2
+ ∂
2
∂u2
log p(X,U)(x, u)
}
p(X,U)(x, u)du,
which concludes the proof.
5.1.2 Examples: jump-diffusion models
In many applications in mathematical finance, one can make grateful use of Theorem
5.1.2. In fact, we are able to express a realisation of the conditional expectation of
the form E[f(St)|Ss = α] in terms of regular expectations. Here f is a function e.g. a
payoff function, (St)t∈[0,T ] represents a Markovian stock price process, 0 < s < t < T ,
and α is a real number. The expressions with unconditional expectations allow us
to use Monte Carlo simulations to evaluate such conditional expectations. In the
sequel, we consider different jump-diffusion models for the stock price process to
illustrate our results with specific examples.
Remark 5.1.8 (Processes with independent and identically distributed increments).
In case it holds that the stock price process S is modelled in terms of a process with
increments which are independent and identically distributed we remark the following
about a conditional expectation of the form E[f(St)|Ss = α]. Consider for instance
S = S0eL where L denotes a Le´vy process. Then, given that Ss = α, it holds, due
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to the independence and the identical distribution of the increments, that for any
0 < s < t < T
St = Ss
St
Ss
= α eLt−Ls d= α eLt−s .
Therefore
E[f(St)|Ss = α] = E[f(α eLt−s)]
and the conditional expectation equals a regular expectations which can easily be es-
timated via a Monte Carlo method. Although it is possible to use Monte Carlo sim-
ulations exploiting the independence and stationarity property of the increments, the
application of the obtained representations avoids nested simulations in the pricing
of American options, as explained further on in Remark 5.4.1. Hence, this allows to
obtain estimations based on a smaller number of simulated paths.
5.1.2.1 Exponential Le´vy model
The next proposition considers a representation of conditional expectations in terms
of unconditional expectations, when the price process S is an exponential jump-
diffusion process. This type of stock price model is common in finance and condi-
tional expectations appear when determining (American) option prices (which we
will illustrate in Section 5.4 with numerical experiments).
Proposition 5.1.9. Consider a price process S defined by St = eLt, ∀t ∈ [0, T ],
where L is a Le´vy process with decomposition Lt = µt + βWt + N˜t. Here W is a
standard Brownian motion, N˜ is a compound Poisson process independent of W ,
and µ and β are constant parameters. Then, for any Borel measurable function f
fulfilling f(St) ∈ L2(Ω), any strictly positive number α, and 0 < s < t < T , it holds
that
E[f(St)|Ss = α] = E[f(St)H(Ss − α)pi]E[H(Ss − α)pi] , (5.14)
where
pi = tWs − sWt
βs(t− s) . (5.15)
Proof. Following the notation of Theorem 5.1.2, we set F = St and G = Ss. The
random variables X = βWt, Y = µt + N˜t, U = βWs, and V = µs + N˜s and the
functions gi(x, y) = ex+y, i ∈ {1, 2}, g∗(v) = v, and h(α) = logα, with α ∈ Dom h =
R+0 , satisfy Assumptions 5.1.1. The random variables X and U (resulting from a
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scaled Brownian motion) have a joint normal distribution with density function
p(X,U)(x, u) =
1
2piβ2
√
(t− s)s
exp
(
−x
2s− 2xus+ u2t
2β2(t− s)s
)
. (5.16)
To determine the weight in (5.4) we calculate
− ∂
∂u
log p(X,U)(x, u) =
∂
∂u
x2s− 2xus+ u2t
2β2(t− s)s =
ut− xs
β2(t− s)s,
such that we obtain
pi = Ut−Xs
β2s(t− s) =
tWs − sWt
βs(t− s) .
According to Theorem 5.1.4, we can replace the weight in the denominator of
(5.14) by pi = Ws/(sβ). Since it holds that
E
[
tWs − sWt
β(t− s)s
∣∣∣σ(Ss)] = Ws
sβ
,
we conclude, by Proposition 5.1.5, that the weight Ws/(sβ) is preferred above pi
(5.15) for the denominator in minimal variance sense.
5.1.2.2 Merton model
In the light of the numerical experiments that we perform in Section 5.4, we derive
the representation (5.4) for the Merton model given by
St = s0 exp
((
r − β
2
2
)
t+ βWt +
Nt∑
i=1
Yi
)
, (5.17)
where r > 0 is the risk-free interest rate, β is a positive constant, and W is a Wiener
process. The jump part is determined by a Poisson process N with jump intensity
µ and the random variables Yi are i.i.d. with distribution N(−δ2/2, δ2).
Notice that the Merton model is a special case of the exponential Le´vy model
presented in Paragraph 5.1.2.1. Thus the representations obtained via the conditional
density method, i.e. through Proposition 5.1.9 and Theorem 5.1.7, are as follows, for
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0 < s < t < T and α ∈ R+0 ,
E[f(St)|Ss = α] = E[f(St)H(Ss − α)pis,t]E[H(Ss − α)pis,t] =
At,s[f ](α)
At,s[1](α)
, (5.18)
∂
∂α
E[f(St)|Ss = α] = Bt,s[f ](α)At,s[1](α)− At,s[f ](α)Bt,s[1](α)At,s[1](α)2
1
α
, (5.19)
where
Bt,s[·](α) = E[·(St)H(Ss − α){−pi2s,t + pi∗s,t}],
pis,t =
tWs − sWt
βs(t− s) , and pi
∗
s,t =
t
β2s(t− s) .
5.1.2.3 Additive model
Now we observe a model which is often used to price energy products (see for example
Benth et al. (2007)). The price process is given by an additive model
St = Xt + Yt, ∀t ∈ [0, T ] with S0 > 0. (5.20)
The process Y is adapted to the filtration F and does not have to be specified
here. The process X is a so called Γ(a, b)-Ornstein-Uhlenbeck process as described
in Subsection 2.2.1.
Proposition 5.1.10. Let us observe the additive model described by (5.20), where
X denotes a Γ(a, b)-OU process. Then it holds for any Borel measurable function f
satisfying f(St) ∈ L2(Ω), 0 < s < t < T , and α ∈ R, that
E[f(St)|Ss = α] = E[f(St)H(Ss − α)pi]E[H(Ss − α)pi] ,
where
pi = 1− a
Xs
+ b1− ρ −
v(Xt, Xs)
2Xs
Ia(v(Xt, Xs))
Ia−1(v(Xt, Xs)) .
Herein, Ia is the modified Bessel function of the first kind with index a,
ρ = eλ(s−t) and v(x, u) = 2
√
ρb2xu
1− ρ .
Proof. As in Theorem 5.1.2, we put F = St = Xt + Yt, G = Ss = Xs + Ys, (X,U) =
(Xt, Xs), and h(α) = α to satisfy Assumptions 5.1.1. To obtain the weight we
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need the density function of the vector (Xt, Xs). Since X is a Γ(a, b)-OU process
we know that Xt and Xs are both Γ(a, b) distributed and by (2.11) we know that
Corr(Xt, Xs) = eλ(s−t) =: ρ. According to Brewer et al. (1987), the density function
of this bivariate gamma distribution with non-zero correlation equals
p(Xt,Xs)(x, u) =
(b2xu)(a−1)/2 exp
(
− (bx+ bu)/(1− ρ)
)
ρ(a−1)/2(1− ρ)Γ(a) Ia−1
(2√ρb2xu
1− ρ
)
,
where Ia is the modified Bessel function of the first kind with index a. We compute
∂
∂u
log p(Xt,Xs)(x, u) =
a− 1
2u −
b
1− ρ +
∂
∂u
log Ia−1
(2√ρb2xu
1− ρ
)
.
For the function v(x, u) = 2
√
ρb2xu/(1−ρ), it holds that ∂v
∂u
(x, u) =
√
(ρb2x/u)
/
(1−
ρ) and ∂v
∂u
(x, u) = v(x, u)/(2u). Using the recurrence formulas for modified Bessel
functions (see Bowman (1958)), we get
∂
∂u
log(Ia−1(v(x, u)))
= 1Ia−1(v(x, u))I
′
a−1(v(x, u))
∂v
∂u
(x, u)
= 1Ia−1(v(x, u))
1
2
(
Ia−2(v(x, u)) + Ia(v(x, u))
)v(x, u)
2u
= 1Ia−1(v(x, u))
1
2
(
{Ia−2(v(x, u))− Ia(v(x, u))}+ 2Ia(v(x, u))
)v(x, u)
2u
= 1Ia−1(v(x, u))
1
2
(2(a− 1)
v(x, u) Ia−1(v(x, u)) + 2Ia(v(x, u))
)
v(x, u)
2u
=
((a− 1)
v(x, u) +
Ia(v(x, u))
Ia−1(v(x, u))
)
v(x, u)
2u =
a− 1
2u +
v(x, u)
2u
Ia(v(x, u))
Ia−1(v(x, u)) .
According to (5.4) we conclude the statement.
5.2 Conditional expectation via Malliavin method
Fournie´ et al. (2001) used Malliavin calculus defined for functions on the Wiener space
to obtain representations for the conditional expectations. Therefore, their approach
is applied to continuous diffusions. In this section we extend their method to al-
low for the computation of conditional expectations in a Le´vy and a jump-diffusion
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framework. For this purpose we use a Malliavin derivative of the combination of
Gaussian and pure jump Le´vy noises, see e.g. Di Nunno et al. (2005) and Sole´ et al.
(2007). In our study, we use the Malliavin derivative developed by Petrou (2008).
Notice that the Malliavin method (MM) allows for more general dynamics than
the conditional density method (CDM). Indeed, no density is required to be known
when using the MM. However the CDM is easier to apply and follows using basic
knowledge in probability theory.
Let (Ω,F ,P) be a complete probability space in which Le´vy processes are well-
defined. The Malliavin derivative in the Brownian direction is defined by Petrou
(2008) in a subspace of L2(Ω) and is essentially a derivative with respect to the
Brownian part of a Le´vy process L. We denote it by D(0). Its dual, the Skorohod
integral is also defined in Petrou (2008) and denoted by δ(0). In this section we make
use of some computational rules and properties which are summarised in Section
2.10. Recall the function H defined in (5.3).
5.2.1 Representation results
In the following theorem we derive a representation result for the conditional expec-
tation E[f(F )|G = α], where the function f possesses a bounded and continuous
derivative.
Theorem 5.2.1. Consider a Borel measurable function f which is continuously dif-
ferentiable (f ∈ C1) and has a bounded derivative. Let F and G be in D(0). Let u be
in Dom δ(0) such that f(F )u is in L2(Ω× [0, T ]) and
E
[ ∫ T
0
utD
(0)
t Gdt|σ(F,G)
]
= 1. (5.21)
Then it holds for any α ∈ R that
E[f(F )|G = α] = E[f(F )H(G− α)δ
(0)(u)− f ′(F )H(G− α) ∫ T0 utD(0)t Fdt]
E[H(G− α)δ(0)(u)] . (5.22)
Proof. We note that
E[f(F )|G = α] = lim
ε→0+E
[
f(F )|G ∈]α− ε, α + ε[
]
= lim
ε→0+
E[f(F )I]−ε,ε[(G− α)]
E[I]−ε,ε[(G− α)] .
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As a first step we show that for any ε > 0,
1
2E[f(F )I]−ε,ε[(G− α)] = E[Hε(G− α)δ
(0)(f(F )u)], (5.23)
where
Hε(x) =

εc, x < −ε,
1
2(x+ ε) + εc, −ε ≤ x < ε,
ε+ εc, x ≥ ε.
Hereto we approximate the function 12I]−ε,ε[ by a sequence of bounded continuous
functions (Φε,n)n≥1. Specifically, Φε,n has support ]− ε− ε/n, ε+ ε/n[ and equals 12
on [−ε+ ε/n, ε− ε/n]. Moreover the graph of Φε,n connects the points (−ε− ε/n, 0)
and (−ε+ ε/n, 1/2) and the points (ε− ε/n, 1/2) and (ε+ ε/n, 0) via straight lines.
Besides, we define Ψε,n(x) :=
∫ x
−∞Φε,n(y)dy + εc. Then we have by the duality
formula, the chain rule, and relation (5.21) that
E[Ψε,n(G− α)δ(0)(f(F )u)] = E[
∫ T
0
f(F )utD(0)t (Ψε,n(G− α))dt]
= E[f(F )Φε,n(G− α)
∫ T
0
utD
(0)
t Gdt]
= E[E[f(F )Φε,n(G− α)
∫ T
0
utD
(0)
t Gdt|σ(F,G)]]
= E[f(F )Φε,n(G− α)].
Because of the facts that |Φε,n| ≤ 12 and f(F ) ∈ L2(Ω), the latter expression converges
to 12E[f(F )I]−ε,ε[(G− α)] by the definition of the sequence (Φε,n)n. Besides |Ψε,n| ≤
ε+ εc, δ(0)(f(F )u) ∈ L2(Ω), and the sequence (Ψε,n)n approximates Hε. Hence this
proves (5.23).
Next, by the integration by parts formula we find
1
2E[f(F )I]−ε,ε[(G− α)] = E[Hε(G− α){f(F )δ
(0)(u)−
∫ T
0
urD
(0)
r f(F )dr}]
= E[Hε(G− α){f(F )δ(0)(u)− f ′(F )
∫ T
0
urD
(0)
r Fdr}].
Then applying the latter result for f ≡ 1 too, shows that
E[f(F )|G = α] = lim
ε→0+
E[1
ε
Hε(G− α){f(F )δ(0)(u)− f ′(F ) ∫ T0 urD(0)r Fdr}]
E[1
ε
Hε(G− α)δ(0)(u)] .
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Since it holds that |1
ε
Hε(G−α)| ≤ 1 + c, E[|δ(0)(f(F )u)|] <∞, δ(0)(u) ∈ L2(Ω), and
1
ε
Hε(x)→ H(x) for ε tending to zero, this concludes the proof.
The latter theorem provides us with a representation formula for the conditional
expectation E[f(F )|G = α] for f being a continuously differentiable function. How-
ever in many applications in finance, we often have to consider non-smooth functions.
In order to deal with the potential non-smoothness of f , we include an additional
assumption on the process u introduced in Theorem 5.2.1 leading to the following
theorem.
Theorem 5.2.2. Let F and G be in D(0) and f be a Borel measurable function such
that f(F ) ∈ L2(Ω). Consider a process u in Dom δ(0), guaranteeing f(F )u is in
L2(Ω× [0, T ]), satisfying (5.21) and, in addition,
E
[ ∫ T
0
utD
(0)
t Fdt|σ(F,G)
]
= 0. (5.24)
Then the following representation holds for α ∈ R
E[f(F )|G = α] = E[f(F )H(G− α)δ
(0)(u)]
E[H(G− α)δ(0)(u)] . (5.25)
Proof. i) First, let us consider a Borel measurable function f which is continuously
differentiable with bounded derivative, such that we can apply Theorem 5.2.1. Be-
cause of the properties of conditional expectations and relation (5.24), we have in
representation (5.22) that
E
[
f ′(F )H(G− α)
∫ T
0
utD
(0)
t Fdt
]
= E
[
E
[
f ′(F )H(G− α)
∫ T
0
utD
(0)
t Fdt|σ(F,G)
]]
= E
[
f ′(F )H(G− α)E
[ ∫ T
0
utD
(0)
t Fdt|σ(F,G)
]]
= 0.
Thus we obtain representation (5.25).
ii) Now we observe a Borel measurable function f for which f(F ) ∈ L2(Ω). Since
C∞K (Ω) is dense in L2(Ω) there exists a sequence of functions fn in C∞K (R), such that
fn(F ) converges to f(F ) in L2(Ω). In part i) we concluded that for any function fn
in this sequence representation (5.25) holds. By convergence arguments, we conclude
that expression (5.25) also holds for the limit function f as follows. For any fn we
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denote
gn(α) := E[fn(F )|G = α] = E[fn(F )H(G− α)δ
(0)(u)]
E[H(G− α)δ(0)(u)] .
Besides we define
g(α) := E[f(F )H(G− α)δ
(0)(u)]
E[H(G− α)δ(0)(u)] .
Via the Cauchy-Schwarz inequality, we derive that
|g(α)− gn(α)| ≤ E[|f(F )− fn(F )||H(G− α)δ
(0)(u)|]
|E[H(G− α)δ(0)(u)]|
≤ E[|f(F )− fn(F )|
2]1/2E[|H(G− α)δ(0)(u)|2]1/2
|E[H(G− α)δ(0)(u)]| .
For any α ∈ R we have
E[|H(G− α)δ(0)(u)|2]1/2
|E[H(G− α)δ(0)(u)]| <∞.
By the density argument fn(F ) converges to f(F ) in L2-sense, hence we obtain that
|g(α)− gn(α)| → 0, for n→∞,∀α ∈ R.
Thus, gn(α) convergences to g(α). Moreover by the conditional dominated conver-
gence theorem, it holds that gn(α) converges to E[f(F )|G = α] . Therefore, we
conclude that g(α) equals the latter conditional expectation.
Analogous to Proposition 5.1.3 in case of the conditional density method, we can
also replace the weight obtained by the Malliavin method with another weight pi
satisfying
E[pi|σ(F,G)] = δ(0)(u).
Over the set of all weights for which this condition holds, the variance of f(F )H(G−
α)pi will be minimised at pi = δ(0)(u).
Via the Malliavin method we also deduce a representation for the delta in terms
of unconditional expectations.
Theorem 5.2.3. Consider the same setting as in Theorem 5.2.2 and assume that
E
[
δ(0)(u)
∫ T
0
utD
(0)
t Fdt|σ(F,G)
]
= 0. (5.26)
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Then the delta is given by
∂
∂α
E[f(F )|G = α] = BF,G[f ](α)AF,G[1](α)− AF,G[f ](α)BF,G[1](α)
AF,G[1](α)2
, (5.27)
where
AF,G[·](α) = E[·(F )H(G− α)δ(0)(u)],
BF,G[·](α) = E[·(F )H(G− α){−δ(0)(u)2 +
∫ T
0
urD
(0)
r δ
(0)(u)dr}].
Proof. The structure of formula (5.27) follows clearly from the derivation of repre-
sentation (5.25). Now we focus on the derivative
BF,G[f ](α) =
∂
∂α
E[f(F )H(G− α)δ(0)(u)] = −E[f(F )δ0(G− α)δ(0)(u)]
= − lim
ε→0+
1
2εE[f(F )I]−ε,ε[(G− α)δ
(0)(u)].
i) First, we consider a Borel measurable function f which is continuously differen-
tiable with bounded derivative. It can be shown, as before in Theorem 5.2.1, that
1
2E[f(F )I]−ε,ε[(G− α)δ
(0)(u)] = E
[
Hε(G− α)δ(0)
(
f(F )δ(0)(u)u
)]
,
and therefore
BF,G[f ](α) = − lim
ε→0+
1
ε
E
[
Hε(G− α)δ(0)
(
f(F )δ(0)(u)u
)]
= −E
[
H(G− α)δ(0)
(
f(F )δ(0)(u)u
)]
.
By the chain rule and the integration by parts formula, we obtain
E
[
H(G− α)δ(0)
(
f(F )δ(0)(u)u
)]
= E
[
H(G− α)
{
f(F )δ(0)
(
δ(0)(u)u
)
−
∫ T
0
δ(0)(u)urD(0)r
(
f(F )
)
dr
}]
= E
[
H(G− α)
{
f(F )
{
δ(0)(u)δ(0)(u)−
∫ T
0
urD
(0)
r δ
(0)(u)dr
}
− δ(0)(u)f ′(F )
∫ T
0
urD
(0)
r Fdr
}]
= E
[
f(F )H(G− α)
{
δ(0)(u)2 −
∫ T
0
urD
(0)
r δ
(0)(u)dr
}]
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− E
[
f ′(F )H(G− α)δ(0)(u)
∫ T
0
urD
(0)
r Fdr
]
.
By expression (5.26), the latter expectation equals
E
[
f ′(F )H(G− α)δ(0)(u)
∫ T
0
urD
(0)
r Fdr
]
= E
[
E
[
f ′(F )H(G− α)δ(0)(u)
∫ T
0
urD
(0)
r Fdr|σ(F,G)
]]
= E
[
f ′(F )H(G− α)E
[
δ(0)(u)
∫ T
0
urD
(0)
r Fdr|σ(F,G)
]]
= 0.
Hence we conclude that
E[f(F )δ0(G−α)δ(0)(u)] = E
[
f(F )H(G−α)
{
δ(0)(u)2−
∫ T
0
urD
(0)
r δ
(0)(u)dr
}]
. (5.28)
ii) Via a density argument which follows the same lines as the proof of Theorem
5.2.2, we conclude that equation (5.28) also holds for a Borel measurable function f
such that f(F ) ∈ L2(Ω).
Remark 5.2.4. Remark that condition (5.26) is fulfilled by a combination of condi-
tion (5.24) and δ(0)(u) being σ(F,G)-measurable, since in this case
E
[
δ(0)(u)
∫ T
0
utD
(0)
t Fdt|σ(F,G)
]
= δ(0)(u)E
[ ∫ T
0
utD
(0)
t Fdt|σ(F,G)
]
= 0.
Next, some practical examples motivated from financial applications are given.
5.2.2 Examples: jump-diffusion models
We start by considering a stock price process which is modelled by a general stochas-
tic differential equation (SDE). For this model we derive representations based on
the results developed in Subsection 5.2.1. Further on, we illustrate these by looking
into some specific types of SDEs such as exponential Le´vy and stochastic volatility
models.
Let S satisfy the stochastic differential equation (2.51) and recall its first variation
process V , as considered in Subsection 2.10.1. The latter subsection contains ingre-
dients to obtain a useful expression for the conditional expectation E[f(St)|Ss = α],
for α ∈ R, in terms of regular expectations. First we make use of Theorem 5.2.1 and
later on we apply Theorem 5.2.2.
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Proposition 5.2.5. Let f denote a Borel measurable function which is continuously
differentiable and has a bounded derivative, 0 < s < t < T , and α ∈ R. In the setting
described by the stochastic differential equation (2.51) we assume that
E
∫ T
0
(
Vr−
β(r, Sr−)
)2
dr
 <∞ and E
∫ T
0
(
1
sVs
Vr−
β(r, Sr−)
)2
dr
 <∞. (5.29)
Then the following representation holds for the conditional expectation
E[f(St)|Ss = α] = E[f(St)H(Ss − α)pi1 − f
′(St)H(Ss − α)pi2]
E[H(Ss − α)pi1] , (5.30)
where the Malliavin weights equal
pi1 =
1
sVs
(∫ s
0
Vr−
β(r, Sr−)
dWr + s
ζs
Vs
+
∫ s
0
[
βx(r, Sr−)
β(r, Sr−)
Vr− − ζr−
Vr−
]
dr
)
and pi2 =
Vt
Vs
.
(5.31)
Proof. We apply Theorem 5.2.1 and to fulfil condition (5.21), we define
u˜r =
Vr−
Vsβ(r, Sr−)
1
s
I{r≤s}.
Note that the process V−/β( · , S−) is predictable. By the first condition in (5.29) it
turns out that this process is in Dom δ(0). Moreover by Lemma 2.10.1 and the chain
rule it holds that 1/Vs is in D(0). The second part of condition (5.29) allows us to
conclude that u˜ is in Dom δ(0). The first weight that we calculate is the Skorohod
integral of u˜. Thereto we perform integration by parts,
δ(0)(u˜) = 1
Vs
∫ T
0
Vr−
β(r, Sr−)s
I{r≤s}dWr −
∫ T
0
Vr−
β(r, Sr−)s
I{r≤s}D(0)r
1
Vs
dr.
Because of the chain rule we rewrite this as
δ(0)(u˜) = 1
sVs
∫ s
0
Vr−
β(r, Sr−)
dWr +
1
s
∫ s
0
Vr−
β(r, Sr−)
D(0)r Vs
V 2s
dr.
Now we make use of Lemma 2.10.1 and obtain that the latter equals
1
sVs
∫ s
0
Vr−
β(r, Sr−)
dWr
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+ 1
s
∫ s
0
Vr−
β(r, Sr−)
1
V 2s
[
βx(r, Sr−)Vs − β(r, Sr−)ζr−Vs
V 2r−
+ β(r, Sr−)ζs
Vr−
]
dr
= 1
sVs
( ∫ s
0
Vr−
β(r, Sr−)
dWr +
∫ s
0
[
βx(r, Sr−)
β(r, Sr−)
Vr− − ζr−
Vr−
+ ζs
Vs
]
dr
)
= 1
sVs
( ∫ s
0
Vr−
β(r, Sr−)
dWr + s
ζs
Vs
+
∫ s
0
[
βx(r, Sr−)
β(r, Sr−)
Vr− − ζr−
Vr−
]
dr
)
,
which is the mentioned expression for pi1. The second weight in (5.22) is
∫ T
0
u˜rD
(0)
r Stdr =
∫ T
0
1
Vs
Vr−
β(r, Sr−)s
I{r≤s}VtV −1r− β(r, Sr−)I{r≤t}dr
=
∫ s
0
Vt
sVs
dr = Vt
Vs
.
This completes the proof.
Theorem 5.2.2 can also be applied in this setting, which is interesting in case of
non-differentiable functions f .
Proposition 5.2.6. Consider again the setting defined by the stochastic differential
equation (2.51). For any Borel measurable function f for which f(St) ∈ L2(Ω),
0 < s < t < T , and α ∈ R it holds, under conditions (5.29), that
E[f(St)|Ss = α] = E[f(St)H(Ss − α)pi]E[H(Ss − α)pi] ,
where the Malliavin weight pi differs from pi1 in (5.31) as follows
pi = pi1 − 1
t− s
1
Vs
∫ t
s
Vr−
β(r, Sr−)
dWr. (5.32)
Proof. For the application of Theorem 5.2.2, we need the process
uˆr =
Vr−
Vsβ(r, Sr−)
{1
s
I{r≤s} − 1
t− sI{s≤r≤t}
}
= u˜r − Vr−
Vsβ(r, Sr−)
1
t− sI{s≤r≤t}. (5.33)
By comparing this with the intermediate process used in the proof of Proposition
5.2.5, we conclude that uˆ is in Dom δ(0). Moreover by the integration by parts formula
and the fact that V−/β( · , S−) is predictable, we obtain
δ(0)(uˆ) = pi1 + δ(0)
(
− Vr−
Vsβ(r, Sr−)
1
t− sI{s≤r≤t}
)
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= pi1 − 1
Vs
1
t− s
∫ T
0
Vr−
β(r, Sr−)
I{s≤r≤t}dWr +
1
t− s
∫ T
0
Vr−
β(r, Sr−)
I{s≤r≤t}D(0)r
1
Vs
dr,
where pi1 is given in (5.31). The last term vanishes, since by Lemma 2.10.1 the Mal-
liavin derivative D(0)r (1/Vs) introduces a factor I{r≤s}. This concludes the proof.
In the sequel we present some models to illustrate our results from Propositions
5.2.5 and 5.2.6. The first two are defined by a linear SDE and the third one concerns
stochastic volatility models.
5.2.2.1 Exponential Le´vy model
We consider a stock price process S modelled by a stochastic exponential of a Le´vy
process, therefore let S satisfy the following linear SDE
dSt = µSt−dt+ βSt−dWt +
∫
R0(e
z − 1)St−N˜(dt, dz),
S0 = s0 > 0,
where µ and β > 0 are constants. We assume that
∫
R0(e
z − 1)2`(dz) < ∞. All
assumptions imposed on model (2.51) are satisfied. In this particular example, the
first variation process V equals V = S/s0 and ζ ≡ 0 and conditions (5.29) are
fulfilled. From Proposition 5.2.5 we find that the expression (5.30) holds with
pi1 =
s0
sSs
( ∫ s
0
1
s0β
dWr +
∫ s
0
1
s0
dr
)
= s0
sSs
(
Ws
s0β
+ s
s0
)
= 1
Ss
(
Ws
sβ
+ 1
)
, (5.34)
and
pi2 =
St/s0
Ss/s0
= St
Ss
.
Substitution of the expressions for pi1 and pi2 into (5.30) leads to
E[f(St)|Ss = α] =
E
[
f(St)H(Ss − α) 1
Ss
(
Ws
sβ
+ 1
)
− f ′(St)H(Ss − α)St
Ss
]
E
[
H(Ss − α) 1
Ss
(
Ws
sβ
+ 1
)] ,
where f is a Borel measurable function which is continuously differentiable (f ∈ C1)
and has a bounded derivative, 0 < s < t < T , and α ∈ R.
On the other hand we apply Proposition 5.2.6 for the linear SDE we are observ-
ing now. The weight pi differs from the weight pi1 in Proposition 5.2.5, when the
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intermediate process is of the form (5.33), only by the second term in (5.32). In the
present setting this term equals
s0
Ss
(
− 1
t− s
) ∫ t
s
1
s0β
dWr = − 1
βSs
Wt −Ws
t− s .
Hence combining this with (5.34) gives
pi = 1
Ss
(
Ws
sβ
− 1
β
Wt −Ws
t− s + 1
)
= 1
Ss
(
tWs − sWt
s(t− s)β + 1
)
. (5.35)
For any Borel measurable function f guaranteeing that f(St) ∈ L2(Ω), 0 < s < t <
T , and α ∈ R the conditional expectation can be rewritten as
E[f(St)|Ss = α] =
E
[
f(St)H(Ss − α) 1
Ss
(
tWs − sWt
s(t− s)β + 1
)]
E
[
H(Ss − α) 1
Ss
(
tWs − sWt
s(t− s)β + 1
)] .
5.2.2.2 Merton model
In the light of the numerical experiments we consider again the Merton model (5.17)
which is a special case of the exponential Le´vy model. The representations obtained
through the Malliavin method, thus via Proposition 5.2.6 and Theorem 5.2.3, are as
follows, for 0 < s < t < T and α ∈ R,
E[f(St)|Ss = α] = E[f(St)H(Ss − α)pis,t]E[H(Ss − α)pis,t] =
At,s[f ](α)
At,s[1](α)
, (5.36)
∂
∂α
E[f(St)|Ss = α] = Bt,s[f ](α)At,s[1](α)− At,s[f ](α)Bt,s[1](α)At,s[1](α)2 , (5.37)
with
Bt,s[·](α) = E[·(St)H(Ss − α){−pi2s,t + pi∗s,t}],
where the weight pis,t is given by (5.35) and
pi∗s,t = −
1
S2s
(
β(tWs − sWt)− t
β2s(t− s) + 1
)
is obtained through similar computations as above in this section.
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5.2.2.3 Stochastic volatility models
Let us consider the following model
dSt = µSt−dt+ v(Yt−)St−dW
(1)
t +
∫
R0(e
z − 1)St−N˜(dt, dz),
dYt = a(t, Yt−)dt+ b(t, Yt−)dW (2)t +
∫
R0 ψ(z)N˜(dt, dz),
(5.38)
with S0 = s0 > 0 and Y0 > 0. Herein N˜ is the jump measure of a compound
Poisson process with Le´vy measure `, and W (1) and W (2) are two correlated standard
Brownian motions with
dW (1)t dW
(2)
t = ρdt, ρ ∈ (−1, 1). (5.39)
Moreover µ ∈ R, the functions a and b on [0, T ] × R are Lipschitz continuous and
differentiable in the second argument for all t, v is a positive function which is
Lipschitz continuous and differentiable on R,
∫
R0(e
z − 1)2`(dz) < ∞, and ψ is a
function on R such that
∫
R0 ψ
2(z)`(dz) < ∞. The process S may then perform the
role of the stock price process, while v(Y ) is interpreted as the stochastic volatility
process. In many stochastic volatility models, the volatility v(Y ) equals
√
Y and
some conditions should be included to guarantee the non-negativity of the process Y .
Some interesting examples are the Bates model (see Bates (1996)) and the Ornstein-
Uhlenbeck stochastic volatility model (see Barndorff-Nielsen and Shephard (2001,
2002)).
From (5.39) we know there exists a Brownian motion W˜ , independent of W (2),
such that we express W (1) in terms of W˜ and W (2) by
W
(1)
t = ρW
(2)
t +
√
1− ρ2 W˜t.
Using the notations of Propositions 5.2.5 and 5.2.6, where we consider the Malliavin
derivative in the direction of the Brownian motion W˜ , we have
Vt =
St
s0
, β(t, St−) = v(Yt−)St−
√
1− ρ2, and ζt = 0. (5.40)
Applying Proposition 5.2.5, we find for the weights in representation (5.30)
pi1 =
s0
sSs
( ∫ s
0
Sr−/s0
v(Yr−)Sr−
√
1− ρ2 dW˜r +
∫ s
0
v(Yr−)
√
1− ρ2
v(Yr−)Sr−
√
1− ρ2
Sr−
s0
dr
)
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= s0
sSs
( 1
s0
√
1− ρ2
∫ s
0
dW˜r
v(Yr−)
+ s
s0
)
= 1
Ss
( 1
s
√
1− ρ2
∫ s
0
dW˜r
v(Yr−)
+ 1
)
= 1
Ss
( 1
s(1− ρ2)
{ ∫ s
0
dW (1)r
v(Yr−)
− ρ
∫ s
0
dW (2)r
v(Yr−)
}
+ 1
)
and pi2 =
St/s0
Ss/s0
= St
Ss
. When we prefer not to use the derivative of the function f ,
we apply Proposition 5.2.6. The weight is then given by
pi = pi1 − 1
Ss
1
(t− s)√1− ρ2
∫ t
s
dW˜r
v(Yr−)
= pi1 − 1
Ss
1
(t− s)(1− ρ2)
{ ∫ t
s
dW (1)r
v(Yr−)
− ρ
∫ t
s
dW (2)r
v(Yr−)
}
.
Considering the model (5.38), we derived a representation for E[f(St)|Ss = α].
In the sequel we observe the conditional expectation
E[w(YT )|ST = α], (5.41)
for a certain Borel measurable function w : R 7→ R0. Our motivation to consider
the latter expression comes from Martynov and Rozanova (2013), where the authors
are interested in the computation of conditional moments of Y . Thus they consider
(5.41) for w(x) = x and w(x) = x2. Moreover, van der Stoep et al. (2014) consider
(5.41) for w(x) = v2(x), which is interesting for the study of stochastic local volatility.
We consider model (5.38) and a function w. It is clear that D(0)r Yt = 0 since Y
only depends on W (2), which is independent of W˜ . Thus condition (5.24) is satisfied
for any process u in Dom δ(0). Thus when condition (5.21) is fulfilled, the conditional
expectation can be written in the form (5.25). From expression (2.52) and previous
derivations (5.40) we deduce that
D(0)r (ST − α) = STv(Yr−)
√
1− ρ2, for r ≤ T.
Therefore the process satisfying condition (5.21) is given by
ur =
(
TSTv(Yr−)
√
1− ρ2
)−1
.
The Skorohod integral of this process is computed similarly as in the proof of Propo-
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sition 5.2.5 and it equals
δ(0)(u) = 1
TST
√
1− ρ2
∫ T
0
dW˜r
v(Yr−)
−
∫ T
0
1
Tv(Yr−)
√
1− ρ2D
(0)
r
( 1
ST
)
dr.
By the chain rule, the second term in the last equation equals
∫ T
0
1
Tv(Yr−)
√
1− ρ2
D(0)r ST
S2T
dr =
∫ T
0
1
TST
dr = 1
ST
.
Finally we conclude that
E[w(YT )|ST = α] =
E
[
w(YT )H(ST − α) 1
ST
( 1
T
√
1− ρ2
∫ T
0
dW˜r
v(Yr−)
+ 1
)]
E
[
H(ST − α) 1
ST
( 1
T
√
1− ρ2
∫ T
0
dW˜r
v(Yr−)
+ 1
)] .
5.3 Variance reduction
In the representations considered in the previous sections the random variables whose
expectation should be estimated can have a large variance. To obtain a smaller vari-
ance and satisfactory convergence results in the context of Monte Carlo simulations,
one might include variance reduction techniques. In Subsection 5.3.1 we study the
localisation technique. This technique was used in Bally et al. (2005). We adapt
it here to our conditional expectation representations. Moreover we include control
variates to reduce the variance. We handle this approach in Subsection 5.3.2.
5.3.1 Localisation
We adapt the localisation technique of Bally et al. (2005) for both methods; the
conditional density method and the Malliavin method.
Proposition 5.3.1. Assume the setting of Theorem 5.1.2. Then for any function
ψ : R 7→ [0,∞) satisfying ∫R ψ(t)dt = 1 and for all α ∈ Dom h, we have
E[f(F )|G = α] = J
ψ
F,G[f ](α)
J ψF,G[1](α)
,
153
5 Representations for conditional expectations
5
where J ψF,G[·](α) is given by
J ψF,G[·](α) = E
[
· (F )
(
ψ(G− α) ∂
∂u
g2(U, V ) + pi(X,U)
[
H(G− α)−Ψ(G− α)
])]
where Ψ(x) =
∫ x
−∞ ψ(t)dt.
Proof. For the numerator of representation (5.4) it holds that
E[f(F )H(G− α)pi(X,U)] = E[f(F )ψ(G− α) ∂
∂u
g2(U, V )] + E[f(F )H(G− α)pi(X,U)]
− E[f(F )Ψ′(G− α) ∂
∂u
g2(U, V )].
The last term equals
E[f(F )Ψ′(G− α) ∂
∂u
g2(U, V )]
= E
[ ∫
R2
f(g1(x, Y ))Ψ′(g2(u, V )− α) ∂
∂u
g2(u, V )p(x, u)dxdu
]
.
Using the integration by parts formula, we get
E[f(F )Ψ′(G− α) ∂
∂u
g2(U, V )]
= E
[
−
∫
R2
f(g1(x, Y ))Ψ(g2(u, V )− α) ∂
∂u
p(x, u)dxdu
]
= E
[ ∫
R2
f(g1(x, Y ))Ψ(g2(u, V )− α)
(
− ∂
∂u
log p(x, u)
)
p(x, u)dxdu
]
= E[E[f(F )Ψ(G− α)pi(X,U)|σ(Y, V )]] = E[f(F )Ψ(G− α)pi(X,U)],
and the result follows.
Proposition 5.3.2. Assume the setting of Theorem 5.2.2, then for any continuous
function with bounded derivative ψ : R 7→ [0,∞) satisfying ∫R ψ(t)dt = 1 and for all
α ∈ R, we have
E[f(F )|G = α] = J
ψ
F,G[f ](α)
J ψF,G[1](α)
,
where J ψF,G[·](α) is given by
J ψF,G[·](α) = E
[
· (F )
(
ψ(G− α) + δ(0)(u)
[
H(G− α)−Ψ(G− α)
])]
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where Ψ(x) =
∫ x
−∞ ψ(t)dt.
Proof. For the numerator of representation (5.25) it holds that
E[f(F )H(G− α)δ(0)(u)] = E[f(F )ψ(G− α)] + E[f(F )H(G− α)δ(0)(u)]
− E[f(F )Ψ′(G− α)].
Applying the same arguments as in Theorem 5.2.2, we show that the last term equals
E[f(F )Ψ′(G− α)] = E[f(F )Ψ(G− α)δ(0)(u)]
and the result follows.
Once we have introduced the localised versions of the representation formulas for
the conditional expectation, one natural question arises, namely what is the optimal
choice of the localising function ψ. To find this optimal function, we assume that the
additional constant c in the function H is zero, i.e. H(x) = I{x≥0}. Let Z represent
either the factor ∂
∂u
g2(U, V ) in case of the conditional density method or the factor 1
when the Malliavin method is considered. Then, practically speaking, an expectation
of the form
J ψF,G[·](α) = E
[
· (F )
(
ψ(G− α)Z + pi
[
H(G− α)−Ψ(G− α)
])]
is estimated via Monte Carlo simulation. More precisely if we denote by N the
number of simulated values of F and G, we have the following estimation
J ψF,G[·](α) ≈
1
N
N∑
q=1
·(F q)
(
ψ(Gq − α)Zq + piq
[
H(Gq − α)−Ψ(Gq − α)
])
.
In order to reduce the variance, the idea is to minimise the integrated mean squared
error with respect to the localising function ψ. Thus we have to solve the follow-
ing optimisation problem (this criterion has been introduced by Kohatsu-Higa and
Pettersson (2002))
inf
ψ∈L1
I(ψ), (5.42)
where L1 = {ψ : R 7→ [0,∞) : ψ ∈ C1(R), ψ(+∞) = 0, ∫R ψ(t)dt = 1} and I equals
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the integrated variance up to a constant (in terms of ψ)
I(ψ) =
∫
R
E[·2(F )
(
ψ(G− α)Z + pi
[
H(G− α)−Ψ(G− α)
])2
]dα. (5.43)
The choice of the optimal localising function ψ is given in the following proposition. It
is obvious that the optimal localisation function will be different for the numerator
and denominator since the optimisation problem is different. (The proof in Bally
et al. (2005) can easily be extended to the current setting.)
Proposition 5.3.3. The infimum of the optimisation problem (5.42) with I(ψ) given
by (5.43) and H(x) = I{x≥0}, is reached at ψ?, where ψ? is the probability density
of the Laplace distribution with parameter λ?, i.e. for all t ∈ R, ψ?(t) = λ?2 e−λ
?|t|,
where
λ? =
(E[·2(F )pi2]
E[·2(F )Z2]
) 1
2
. (5.44)
The localising function defined in the previous proposition is optimal in the sense of
minimal variance, however it is not optimal in numerical experiments when it comes
to the computational effort. Therefore Bouchard and Warin (2012) considered the
exponential localising function
ψ(x) = λ∗e−λ∗xI{x≥0}, (5.45)
where λ∗ is given by (5.44). In Paragraph 5.4.2.4 we show how the use of this
function reduces the computational effort. We perform numerical experiments for
both localising functions in Section 5.4.
The representations for the derivatives in Theorems 5.1.7 and 5.2.3 have a lo-
calised version too. We state the localised versions as well as the choice of the
optimal localising function ψ in the following propositions. We do not present the
proofs since they follow along similar lines as Propositions 5.3.1, 5.3.2, and 5.3.3.
Proposition 5.3.4. Assume the setting of Theorem 5.1.7, then for any function
ψ : R 7→ [0,∞) satisfying ∫R ψ(t)dt = 1 and for all α ∈ Dom h, we have
BF,G[·](α) = E
[
· (F )
(
ψ(G− α)(−pi)Z + (−pi2 + pi∗)
[
H(G− α)−Ψ(G− α)
])]
,
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where Ψ(x) =
∫ x
−∞ ψ(t)dt,
Z = ∂
∂u
g2(U, V ), pi = pi(X,U), and pi∗ = pi∗(X,U).
Proposition 5.3.5. Assume the setting of Theorem 5.2.3, then for any continuous
function with bounded derivative ψ : R 7→ [0,∞) satisfying ∫R ψ(t)dt = 1 and for all
α ∈ R, we have
BF,G[·](α) = E
[
· (F )
(
ψ(G− α)(−pi)Z + (−pi2 + pi∗)
[
H(G− α)−Ψ(G− α)
])]
,
where Ψ(x) =
∫ x
−∞ ψ(t)dt,
Z = 1, pi = δ(0)(u), and pi∗ =
∫ T
0
urD
(0)
r δ
(0)(u)dr.
The optimal localising functions minimise the integrated variance
I˜(ψ) =
∫
R
E[·2(F )
(
ψ(G−α)(−pi)Z+(−pi2+pi∗)
[
H(G−α)−Ψ(G−α)
])2
]dα. (5.46)
Proposition 5.3.6. The infimum of the optimisation problem infψ∈L1 I˜(ψ), with
I˜(ψ) given by (5.46), where H(x) = I{x≥0}, is reached at ψ˜, where ψ˜ is the probability
density of the Laplace distribution with parameter λ˜, i.e. for all t ∈ R, ψ˜(t) = λ˜2 e−λ˜|t|,
where
λ˜ =
(E[·2(F )(−pi2 + pi∗)2]
E[·2(F )pi2Z2]
) 1
2
.
5.3.2 Control variate
Another approach to obtain variance reduction (besides localisation) is to include a
control variate, see e.g. Section 4.1 in Glasserman (2004). The advantage of adding
a control variate is to use the observed error in estimating a known quantity to
adjust an estimator for an unknown quantity. In case of American option pricing,
the control variate can be the corresponding European option price. The price of the
American and respectively the European option with maturity T and payoff function
Φ, on an asset with value α at time t is denoted by P (t, α), respectively P Eu(t, α).
Let us define the function Pγ(t, α) := P (t, α)− γP Eu(t, α), for a real number γ close
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to 1. Then it holds that
Pγ(t, α) = sup
τ∈Tt,T
Et,α
[
e−
∫ τ
t
rudu
{
Φ(Sτ )− γP Eu(τ, Sτ )
}]
,
where Tt,T denotes the set of all stopping times in [t, T ]. The price of the American
option at time 0 is given by P (0, s0) = Pγ(0, s0) + γP Eu(0, s0) and its delta equals
∆(0, s0) = ∆γ(0, s0) + γ∆Eu(0, s0). We rewrite this formula for the American option
price as
P (0, s0) = sup
τ∈T0,T
E
[
e−
∫ τ
0 ruduΦ(Sτ )− γ
{
e−
∫ τ
0 ruduP Eu(τ, Sτ )− P Eu(0, s0)
}]
.
From this expression, the advantage of adding a control variate is clear. Indeed,
the error between P Eu(0, s0) and an estimation of E[e−
∫ τ
0 ruduP Eu(τ, Sτ )] for each
τ ∈ T0,T is used to adjust the estimation of the American option price P (0, s0) =
supτ∈T0,T E[e
−
∫ τ
0 ruduΦ(Sτ )].
Example 5.3.7 (Merton model). The European option price in the Merton model is
derived in Merton (1976). In the setting described in Paragraph 5.1.2.2 the European
put option price is given by the series
P Eu(t, St) = PMe(t, St) =
∞∑
n=0
e−µ(T−t)(µ(T − t))n
n! P
BS
n (t, St). (5.47)
Herein P BSn (t, St) is the Black-Scholes price of the European put option with the same
maturity, strike, and interest rate r, and where the underlying stock price process has
variance v2n = β2 + nδ2/2. The first 20 terms in the series are sufficient for a good
approximation for the put option price.
5.4 Numerical experiments
In this section we apply our results to estimate the price and delta of American
options at time zero. We illustrate our methods with numerical results in a specified
jump-diffusion model.
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5.4.1 Algorithm to estimate prices and deltas of American
options
American options can be executed at any time prior to maturity. Since it is practi-
cally impossible to observe the possibility to execute the option at infinitely many
times, an American option is often approximated by a Bermudan option with the
same maturity and payoff function. To obtain this approximation, the time interval
[0, T ] is discretised into n time periods with step size ε = T/n. The Bermudan option
can then be executed at the n discrete times iT/n, i = 1, . . . , n. When the number
of time periods increases, the Bermudan option converges to the American option
(see Bally and Page`s (2003)). Bermudan options can be priced through a Bellman
dynamic programming principle, see Bellman (1957) and Bally et al. (2005). Let
Φ denote the payoff function and S the underlying stock price process with initial
value s0. Then the price of the Bermudan option P (0, s0) follows from the recursive
computations
P (nε, Snε) = Φ(Snε) = Φ(ST ), (5.48)
P (kε, Skε) = max
{
Φ(Skε), e−rεE
[
P ((k + 1)ε, S(k+1)ε)
∣∣∣Skε]}, k = n− 1, . . . , 1, 0.
The sensitivity of the option price with respect to the initial value of the underlying
asset, i.e. the delta of the option ∆(0, s0) := ∂s0P (0, s0), can be derived as follows
∆(ε, Sε) =

e−rε∂αE[P (2ε, S2ε)|Sε = α]
∣∣∣∣
α=Sε
if P (ε, Sε) > Φ(Sε),
∂αΦ(α)
∣∣∣∣
α=Sε
if P (ε, Sε) = Φ(Sε),
(5.49)
∆(0, s0) = e−rεEs0 [∆(ε, Sε)].
Hence to obtain a numerical estimation of the price and the delta at time zero, we
proceed by estimating the prices and the deltas recursively and backwards in time.
For estimations based on simulated values for the underlying stock price one can
simulate the required paths at the discrete time points and store them all before
performing the recursive computations. On the other hand, since the pricing pro-
gram and computations of the deltas go backwards in time, it is more convenient to
simulate the stock price process simultaneously. Simulating the stock price process
backwards in time too leads to more efficiency concerning memory capacity.
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Remark 5.4.1 (Nested simulations). To estimate the values for P (kε, Skε) for k ∈
{0, . . . , n−1}, the estimation of the conditional expectation requires the simulation of
N values of S(k+1)ε starting from the value of Skε. In total this results into Nk used
simulated values for Skε for any k. We say that the Bellman dynamic programming
principle requires nested simulations, see e.g. Glasserman (2004). However, as it
will turn out, by the use of the obtained representations the number of simulated
values can be considerably reduced. The resulting algorithm needs one single set of
simulated paths. For any k ∈ {0, . . . , n− 1} only N simulated values for Skε will be
required.
5.4.2 Implementations for American put options in a Mer-
ton model
We consider American put options on a stock price process S defined by the Merton
model (5.17). The put payoff function equals Φ(x) = (K − x)+. Since we want to
compare our results to the analysis of Amin (1993), we use the parameter setting as
in his paper. That explains our choice of this specific connection between the jump
mean (−δ2/2) and jump variance (δ2). This simplifies the Merton formula (5.47).
5.4.2.1 Representations
The conditional expectations and their derivatives in (5.48) and (5.49) can be esti-
mated based on the representations we developed in the previous sections. In partic-
ular, in the present Merton setting, the representations are presented in Paragraphs
5.1.2.2 and 5.2.2.2. Throughout this section we consider H(x) = I{x≥0}.
The regular expectations appearing in the representations (5.18), (5.19), (5.36),
and (5.37) can easily be estimated by a Monte Carlo simulation. For example,
consider the estimation of the numerator of representation (5.18). We require N
simulated values of St, Ss, and pis,t, belonging to the same path. If we denote the
j-th simulated values by Sjt , Sjs , and pi
j
s,t, then we approximate
E[·(St)H(Ss − α)pis,t] ≈ 1
N
N∑
j=1
·(Sjt )H(Sjs − α)pijs,t. (5.50)
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5.4.2.2 Variance reduction techniques
As discussed in Subsection 5.3.1 we include the localising technique. The estimation
(5.50) is then replaced by
E[·(St)H(Ss − α)pis,t] ≈ 1
N
N∑
j=1
·(Sjt )
(
ψ(Sjs − α)Zjs + pijs,t
[
H(Sjs − α)−Ψ(Sjs − α)
])
,
where Zs equals Ss in case of the CDM and 1 in case of the MM. The functions ψ
and Ψ are defined by Proposition 5.3.3.
On the other hand we include a control variate, see Subsection 5.3.2. For the
estimation of the American option price P (0, s0) and delta ∆(0, s0), we include the
European option as a control variate. In the current setting, the European option
price and delta can be obtained through Merton’s approach, see Example 5.3.7.
Consider the algorithm for the price of Bermudan options (5.48). To introduce the
control variate we proceed in two steps. First we replace the put payoff function at
each time kε, k = 1, . . . , n, by
Φγ(kε, Skε) = Φ(Skε)− γPMe(kε, Skε),
where γ is a real number close to one and PMe(kε, Skε) denotes the European option
price, obtained through Merton’s approach, at time kε. Secondly, in the last step
(k = 0) we add γPMe(0, s0) (respectively γ∆Me(0, s0)) to obtain the American option
price P (0, s0) (respectively the American option delta ∆(0, s0)).
5.4.2.3 Backward simulation
As remarked at the end of Subsection 5.4.1 the algorithm for the pricing of a Bermu-
dan option goes backwards in time and we can simulate the different stochastic
variables backwards in time too. For the Brownian motion we base the backward
simulation on a Brownian bridge (see Bally et al. (2005)). To simulate the compound
Poisson process backwards in time, we base our method on results of Karatzas and
Shreve (1991) and Baldeaux (2008). We split the simulation of a compound Poisson
process in the simulation of a Poisson process and in the simulation of the sum of the
jump sizes. First we mention the following proposition implying a backward simu-
lation algorithm for a Poisson process. This is covered by Lemma 3.1 in Baldeaux
(2008).
161
5 Representations for conditional expectations
5
Proposition 5.4.2. Let N be a Poisson process with intensity µ. For any time t > 0
it holds that Nt has a Poisson(µt) distribution. Moreover for any 0 < s < t it holds
that Ns, conditioned on Nt = z, follows a Binomial(z, s/t) distribution.
Secondly we present the following proposition considering the (conditional) distribu-
tion of sums of independent and identically normal distributed variables. This result
is a consequence of Brownian bridges, see Karatzas and Shreve (1991).
Proposition 5.4.3. Consider the following sum
C(k) =
k∑
i=1
Yi,
where Yi are i.i.d. N(η, ν). For any k > 0 it holds that C(k) has a N(kη, kν) distri-
bution. Moreover for any 0 < j < k it holds that C(j), given that C(k) = z, has a
N
(
(j/k)z, (j/k)(k − j)ν
)
distribution.
The backward simulation technique is interesting in numerical applications and
following Baldeaux (2008), this technique can also be derived for the Kou model, see
Kou (2002).
5.4.2.4 Reduction of computational effort
Bouchard and Warin (2012) observed that the computational effort to estimate the
American option prices by a Malliavin method is reduced by sorting the estimated
stock prices. Consider the Bermudan dynamic programming algorithm (5.48). For
a fixed k in {n− 1, . . . , 1} we estimate the conditional expectations for q = 1, . . . , N
by our representations, including localisation, as follows
E
[
P ((k + 1)ε, S(k+1)ε)
∣∣∣Skε = S(q)kε ] ≈ J[P(k+1)ε](S(q)kε )J[1](S(q)kε ) ,
where
J[·](S(q)kε ) =
1
N
N∑
j=1
·(j)(ψ(S(j)kε − S(q)kε )Z(j)k + pi(j)k (H(S(j)kε − S(q)kε )−Ψ(S(j)kε − S(q)kε ))).
If we consider the exponential localising function (5.45), then it holds that
J[·](S(q)kε ) =
1
N
N∑
j=1
·(j)H(S(j)kε − S(q)kε )eλ
∗S(q)
kε e−λ∗S
(j)
kε (λ∗Z(j)k + pi
(j)
k ).
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Now let us sort the simulated paths such that the values S(q)kε increase for q going
from 1 to N and let us indicate this by the superscript s, say Ss,(q)kε . Then we write
for each q
E
[
P ((k + 1)ε, S(k+1)ε)
∣∣∣Skε = Ss,(q)kε ]
=
eλ∗PS
s,(q)
kε
∑N
j=q P ((k + 1)ε, S
s,(j)
(k+1)ε)e−λ
∗
PS
s,(j)
kε (λ∗PZ
s,(j)
k + pi
s,(j)
k )
eλ∗1S
s,(q)
kε
∑N
j=q e−λ
∗
1S
s,(j)
kε (λ∗1Z
s,(j)
k + pi
s,(j)
k )
.
Thus for q going from N to 1, the sums in the numerator and denominator get only
one additional term. Hence to estimate E
[
P ((k + 1)ε, S(k+1)ε)
∣∣∣Skε = Ss,(q)kε ] for each
q, we make use of the previously performed computations for q + 1.
5.4.3 Numerical results for the Merton model
In this subsection we present the numerical results obtained via our representations
in the context of American options. We compare our results to those reported by
Amin (1993). In addition, we consider European options to evaluate the accuracy of
our representations since there are analytic formulas at hand in the Merton model,
whereas there are non for American options. The following parameter set for a put
option on the underlying stock price process S is used,
S modelled by (5.17): s0 = 40, r = 0.08, β2 = 0.05, µ = 5, δ2 = 0.05,
put option: T = 1, K ∈ {30, 35, 40, 45, 50}. (5.51)
Computations are performed in Matlab by a 2.80 GHz processor with 8GB RAM.
5.4.3.1 Accuracy of the method
European options may only be executed at time of maturity T . However they can be
traded at any moment between time 0 and T . Consider the risk-free interest rate r
and the underlying stock price process S, then the price at time t > 0 of a European
option with payoff function Φ equals
P Eu(t, α) = e−r(T−t)E[Φ(ST )|St = α]. (5.52)
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The delta at time t equals
∆Eu(t, α) = e−r(T−t) ∂
∂α
E[Φ(ST )|St = α]. (5.53)
The conditional expectations and their derivatives appearing in (5.52) and (5.53)
are estimated following the techniques described in Subsection 5.4.2 (except the
control variate). As an example we estimate the prices P Eu(t, α) and deltas ∆Eu(t, α)
of a European put option with maturity T = 1 and strike K = 45 on the underlying
S described in (5.51), at times t ∈ {0.1, 0.2, . . . , 0.9} and for α ∈ {35, 36, . . . , 45}.
We do not consider European option prices or deltas at time zero since they do not
involve conditional expectations. The estimation of the prices or deltas based on the
CDM or MM approach includes the localising technique. Each estimate results from
the same set of N = 5 000 000 simulated paths. In Table 5.1 we present the CDM
and the MM estimates for the option prices for α ∈ {35, 40, 42}. We also report the
relative errors in percentages to the Merton option prices, see Example 5.3.7. Similar
results were obtained for the other values of α ∈ {35, 36, . . . , 45}. Table 5.2 shows
the corresponding results for the deltas. It turns out that the relative errors when
comparing our approach to the approach of Merton (1976) are small. Hence the
developed algorithm based on our representations is accurate for European options.
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α = 35 α = 40 α = 42
time CDM (r.e. %) MM (r.e. %) CDM (r.e. %) MM (r.e. %) CDM (r.e. %) MM (r.e. %)
0.1 11.6447 ( 0.10) 11.6438 ( 0.09) 9.1820 (-0.02) 9.1816 (-0.03) 8.3520 ( 0.02) 8.3520 ( 0.01)
0.2 11.4615 (-0.04) 11.4597 (-0.05) 8.9133 (-0.07) 8.9133 (-0.07) 8.0584 ( 0.01) 8.0589 ( 0.02)
0.3 11.2838 ( 0.02) 11.2820 ( 0.01) 8.6180 (-0.05) 8.6181 (-0.05) 7.7308 ( 0.03) 7.7307 ( 0.03)
0.4 11.0765 (-0.03) 11.0730 (-0.06) 8.2936 ( 0.08) 8.2946 ( 0.09) 7.3569 ( 0.02) 7.3573 ( 0.03)
0.5 10.8633 ( 0.02) 10.8615 ( 0.01) 7.9014 (-0.04) 7.9011 (-0.04) 6.9254 (-0.02) 6.9243 (-0.03)
0.6 10.6319 ( 0.03) 10.6272 (-0.01) 7.4534 (-0.13) 7.4576 (-0.07) 6.4253 ( 0.00) 6.4269 ( 0.03)
0.7 10.3970 ( 0.05) 10.3894 (-0.02) 6.9561 ( 0.14) 6.9576 ( 0.16) 5.8288 ( 0.08) 5.8305 ( 0.10)
0.8 10.1765 ( 0.02) 10.1730 (-0.02) 6.3418 ( 0.07) 6.3398 ( 0.03) 5.0875 ( 0.15) 5.0906 ( 0.21)
0.9 10.0221 (-0.00) 10.0198 (-0.03) 5.6409 ( 0.05) 5.6392 ( 0.02) 4.1176 (-0.04) 4.1161 (-0.07)
Table 5.1: Estimates of European put option prices P Eu(s, α) (5.52) via the CDM and MM approach, with relative errors
to the Merton prices in percentages. Parameters are given in (5.51), we fix K = 45.
α = 35 α = 40 α = 42
time CDM (r.e. %) MM (r.e. %) CDM (r.e. %) MM (r.e. %) CDM (r.e. %) MM (r.e. %)
0.1 -0.5473 ( 0.36) -0.5469 ( 0.29) -0.4372 (0.15) -0.4368 ( 0.03) -0.3959 (-0.36) -0.3955 (-0.44)
0.2 -0.5703 ( 0.35) -0.5703 ( 0.35) -0.4525 (0.06) -0.4534 ( 0.24) -0.4095 (-0.08) -0.4098 (-0.03)
0.3 -0.5936 (-0.21) -0.5943 (-0.10) -0.4715 (0.24) -0.4703 (-0.01) -0.4266 ( 0.59) -0.4260 ( 0.45)
0.4 -0.6243 (-0.28) -0.6233 (-0.45) -0.4927 (0.21) -0.4933 ( 0.33) -0.4423 ( 0.40) -0.4417 ( 0.26)
0.5 -0.6662 ( 0.38) -0.6660 ( 0.35) -0.5194 (0.29) -0.5173 (-0.12) -0.4603 (-0.02) -0.4588 (-0.34)
0.6 -0.7147 ( 0.65) -0.7137 ( 0.51) -0.5538 (0.29) -0.5546 ( 0.44) -0.4863 ( 0.11) -0.4841 (-0.34)
0.7 -0.7749 ( 0.90) -0.7766 ( 1.12) -0.6028 (0.36) -0.6038 ( 0.53) -0.5227 ( 0.28) -0.5211 (-0.01)
0.8 -0.8403 ( 0.11) -0.8355 (-0.46) -0.6782 (0.24) -0.6793 ( 0.40) -0.5801 ( 0.26) -0.5797 ( 0.19)
0.9 -0.9156 (-0.44) -0.9171 (-0.27) -0.8123 (0.11) -0.8141 ( 0.33) -0.7012 ( 0.57) -0.7006 ( 0.48)
Table 5.2: Estimates of European put option deltas ∆Eu(s, α) (5.53) via the CDM and MM approach, with relative errors
to the Merton deltas in percentages. Parameters are given in (5.51), we fix K = 45.
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5.4.3.2 Results for American option prices and deltas
We consider an American put option on the stock price process S with parameters
given in (5.51), the strike is fixed at K = 45. Amin (1993) and Hilliard and Schwartz
(2005) developed a tree method to estimate the American option price. In the current
setting their estimate for the option price equals 9.954. The Merton European option
price at time zero equals 9.422. As mentioned before we approximate an American
option by a Bermudan option using a time discretisation, we choose n = 10 in a first
step. The dynamic programming algorithm presented in Subsection 5.4.1 and our
representations are used to estimate P (0, s0) and ∆(0, s0).
Figures 5.1-5.4 illustrate the influence of the variance reduction techniques on
the estimates for the price. The graphs on the right hand side are obtained by
zooming in on the left graphs. For N = 250i, i = 1, . . . , 30, we simulated N paths
of the underlying at the discrete time points jT/n, j = 1, . . . , n, and we estimated
the option price at time zero through the CDM and the MM, with and without
control variate and with and without the optimal localisation technique. In case the
European option is included as a control variate, we put γ = 0.9.
The variance reduction techniques have a remarkable improvement on the results
obtained via the CDM and MM approaches. It seems that the CDM results show
some more variation than the MM results. However a thorough comparative study
might be in place to confirm or to disprove this statement in general.
Figure 5.1: Estimates for the American put option price obtained through the CDM
and MM representations without control variate and without localisation technique,
against the number of simulated paths. In the right graph the vertical axis is re-
stricted to [0, 100].
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Figure 5.2: Estimates for the American put option price obtained through the CDM
and MM representations with control variate and without localisation technique,
against the number of simulated paths. In the right graph the vertical axis is re-
stricted to [8, 20].
Figure 5.3: Estimates for the American put option price obtained through the CDM
and MM representations without control variate and with localisation technique,
against the number of simulated paths. In the right graph the vertical axis is re-
stricted to [8, 20].
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Figure 5.4: Estimates for the American put option price obtained through the CDM
and MM representations with control variate and with localisation technique, against
the number of simulated paths. In the right graph the vertical axis is restricted to
[9.5, 12].
Figure 5.5 presents the required time to estimate the American option price and
delta at time zero through the backward dynamic programming algorithm combined
with our Malliavin method including a control variate and the optimal localising
technique. The paths are simulated backwards in time and the option prices and
deltas are estimated simultaneously. The CPU time is given in terms of the number
of simulated paths N , for discretisation parameter n ∈ {10, 20}. The conditional
density method performs more or less at the same rate as the Malliavin method.
The CPU time is in the line of Bally et al. (2005) and is quadratic in terms of the
number of simulated paths. In Amin (1993) and Hilliard and Schwartz (2005) there
is no clear indication about how long their algorithms take.
As described in Paragraph 5.4.2.4 the computational effort is reduced when we
consider an exponential localising function and perform a sorted algorithm. For
example for n = 10 this method only needs 18 seconds for N = 10 000 and 41
seconds for N = 20 000.
Table 5.3 presents the estimated prices and deltas of the American put option with
strikes 30, 35, 40, 45, and 50, obtained through the sorted CDM and MM approach
including the control variate and the exponential localisation function. For these
estimates a time discretisation is performed for n = 10 and 500 000 paths where
simulated. We include the estimates for the prices and deltas obtained by Amin
(1993) and Hilliard and Schwartz (2005) respectively.
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Figure 5.5: CPU time in seconds to estimate American option price and delta against
the number of simulated paths. Malliavin method including a control variate and
localisation.
Price Delta
Strike Euro. Amin CDM MM Euro. H-S CDM MM
30 2.621 2.720 2.729 2.708 -0.1645 -0.1744 -0.1772 -0.1745
35 4.412 4.603 4.601 4.585 -0.2474 -0.2654 -0.2670 -0.2652
40 6.696 7.030 7.013 7.001 -0.3357 -0.3644 -0.3651 -0.3644
45 9.422 9.954 9.921 9.913 -0.4227 -0.4656 -0.4656 -0.4653
50 12.524 13.318 13.270 13.265 -0.5035 -0.5626 -0.5626 -0.5625
Table 5.3: Estimates of American put option prices and deltas for parameter set
(5.51), obtained through the sorted CDM and MM approach with control variate
and exponential localisation. n = 10 and N = 500 000. European prices and deltas
computed via the Merton approach. American option price estimates from Amin
(1993) (Amin) and delta estimates from Hilliard and Schwartz (2005) (H-S).
We conclude that the extension that we provided to the geometric Brownian
motion model observed in Bally et al. (2005) by adding normally distributed jumps
to the driving process leads to numerical results which are in line with those found
in the literature.
5.5 Conclusion
Conditional expectations play an important role in the pricing and hedging of fi-
nancial derivatives. In the literature there exist several methods for the numerical
computations of conditional expectations. One of the methods is to use Monte Carlo
by rewriting conditional expectations in terms of expectations without condition-
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ing but involving weights. This was first discussed in Fournie´ et al. (2001) in a
continuous framework. In this thesis we extended this latter approach to include
Le´vy and jump-diffusion processes. For this purpose we used two approaches: the
conditional density method and the Malliavin method. We applied the developed
theory to the estimation of American option prices and their deltas. We used a lo-
calisation technique and a control variate to improve the estimation of the involved
expectations. Moreover, we illustrated our results with different examples and found
accurate numerical results.
As far as further investigations are concerned, one may study other choices of the
weights in the representation of the conditional expectations. Notice that there are
infinitely many possibilities for the weights and thus infinitely many representations
of the conditional expectations.
Appendix
Proof of Theorem 5.1.2. We consider the following approximation
E[f(F )|G = α] = lim
ε→0+E
[
f(F )|G ∈]α− ε, α + ε[
]
= lim
ε→0+
E[f(F )I]−ε,ε[(G− α)]
E[I]−ε,ε[(G− α)] ,
and know by the conditional density method and Assumptions 5.1.1(1) that
E[f(F )I]−ε,ε[(G− α)] = E[E[f(g1(X, Y ))I]−ε,ε[(g2(U, V )− α)|σ(Y, V )]]
= E
[ ∫
R2
f(g1(x, Y ))I]−ε,ε[(g2(u, V )− α)p(X,U)(x, u)dxdu
]
.
We introduce two functions
Φ(x; ε, α, h) := I]−ε,ε[(h−1(x)− α),
Ψ(x; ε, α, h) :=
∫ x
−∞
Φ(z; ε, α, h)dz + 2εc′, where c′ = ch′(α).
By relation (5.2) and integration by parts we have
∫
R
I]−ε,ε[(g2(u, V )− α)p(X,U)(x, u)du
=
∫
R
I]−ε,ε[(h−1(u+ g∗(V ))− α)p(X,U)(x, u)du
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=
∫
R
Φ(u+ g∗(V ); ε, α, h)p(X,U)(x, u)du
= −
∫
R
Ψ(u+ g∗(V ); ε, α, h) ∂
∂u
p(X,U)(x, u)du.
Combining the previous steps leads to the observation that
E[f(F )|G = α]
= lim
ε→0+
E
[ ∫
R2 f(g1(x, Y )) 12εΨ(u+ g
∗(V ); ε, α, h)
(
− ∂
∂u
p(X,U)(x, u)
)
dxdu
]
E
[ ∫
R2
1
2εΨ(u+ g∗(V ); ε, α, h)
(
− ∂
∂u
p(X,U)(x, u)
)
dxdu
] . (5.54)
Because of the facts that 12εΨ(u+g
∗(V ); ε, α, h) is bounded in ε, that E[f 2(F )] <∞,
and that E[pi2(X,U)] <∞, the limit can be brought inside the integrals in the numerator
and denominator. Thus we determine
lim
ε→0+
1
2εΨ(u+ g
∗(V ); ε, α, h) = lim
ε→0+
1
2ε
∫ u+g∗(V )
−∞
Φ(z; ε, α, h)dz + c′
= lim
ε→0+
1
2ε
∫ u+g∗(V )
−∞
I]−ε,ε[(h−1(z)− α)dz + c′ =
∫ u+g∗(V )
−∞
δ0(h−1(z)− α)dz + c′
=
∫ u+g∗(V )
−∞
δ0(z − h(α))h′(α)dz + c′ = h′(α)I{h(α)∈]−∞,u+g∗(V )]} + c′
= h′(α)I{α≤h−1(u+g∗(V ))} + c′ = h′(α)I{g2(u,V )−α≥0} + c′ = h′(α)H(g2(u, V )− α).
The numerator of (5.54) therefore equals
E
[ ∫
R2
f(g1(x, Y ))H(g2(u, V )− α)
{
− ∂
∂u
log p(X,U)(x, u)
}
p(X,U)(x, u)dxdu
]
h′(α)
= E
[
E
[
f(F )H(G− α)
{
− ∂
∂u
log p(X,U)(X,U)
}∣∣∣σ(Y, V )]]h′(α)
= E
[
f(F )H(G− α)
{
− ∂
∂u
log p(X,U)(X,U)
}]
h′(α).
Similarly the denominator of (5.54) equals
E
[
H(G− α)
{
− ∂
∂u
log p(X,U)(X,U)
}]
h′(α).
This concludes the proof of Theorem 5.1.2.
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6.1 Conclusions
In Chapter 3 we considered an incomplete market where stock price dynamics are
modelled at any time t ∈ [0, T ], by St = S0eLt , with L being a Le´vy process under
the physical measure. Considering the approximation (3.1), constructed either by
truncating the small jumps or by substituting them by a scaled Brownian motion,
we observed different models for the dynamics of the stock price process. The main
contributions are stated below.
• Pricing and hedging formulas in terms of Fourier transforms are used.
• We gave a good survey of the use of Fourier transform techniques in quadratic
hedging strategies in a martingale and semimartingale setting.
• We illustrated the Fourier transform technique by performing numerical exper-
iments.
• The option price and delta are shown to be robust. The conditions developed
in Benth et al. (2011) are revised.
• In Section 3.3 we showed that the optimal numbers in the RM and MVH
strategies for these models are robust under certain integrability conditions in
the martingale setting.
• In the semimartingale setting, studied in Section 3.4, we derived the robustness
of the quadratic hedging strategies for these models under certain integrability
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conditions. In particular, as an extension of Di Nunno et al. (2015), we studied
the robustness of the optimal numbers in the LRM strategy instead of the
amounts of wealth. Moreover we obtained that the amounts of wealth in the
MVH strategy are robust.
• The robustness of the equivalent martingale measures ET, MEMM, MMM, and
VOMM corresponding to both models is studied.
• Our results are expressed as convergence in L1-sense. However, under stronger
integrability assumptions, stability also holds in L2-sense.
• We discussed the integrability conditions and gave some examples to illustrate
our results in Section 3.5.
In Chapter 4 we considered two different geometric Le´vy stock price models in a mar-
tingale setting. The first model is a geometric Le´vy process in which the small jumps
might have infinite activity. The second model is a geometric Le´vy process where
the small jumps are replaced by a Brownian motion which is appropriately scaled.
Quadratic hedging strategies for European options in these models are compared.
The main conclusions are listed here.
• The value of the portfolio corresponding to a RM strategy is part of a solution
to a BSDEJ. The existence of the solution to the BSDEJs is immediately
guaranteed in the martingale setting.
• The two considered price models impose two different equivalent martingale
measures of the same type, e.g. ET, MEMM, and MMM. For the robustness
study, we turned back to the common underlying physical measure. And a
robustness study of the martingale measures had to be performed.
• We investigated the robustness to the choice of the model of the value of the
portfolio, the amount of wealth, the cost and gain process in a RM strategy.
• In a MVH strategy the amount of wealth and the gain process are robust.
Moreover, when a fixed initial portfolio value is assumed, we derived a conver-
gence rate for the loss at maturity.
• To guarantee the robustness results, certain conditions have to be imposed.
These turn out to hold true in the specific and common martingale settings
determined by the ET, MEMM, and MMM.
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• The obtained L2-convergence rates are expressed in terms of estimates of the
form E[(HˆT − HˆεT )2], which is studied by Benth et al. (2011) and Kohatsu-Higa
and Tankov (2010).
Conditional expectations play an important role in the pricing and hedging of fi-
nancial derivatives. For models determined by Le´vy and jump-diffusion processes,
we developed representations for conditional expectations in terms of expectations
without conditioning, but involving weights, see Chapter 5. Hereafter the main
contributions of this study are summarised.
• The representations for the conditional expectations and their first order deriva-
tives are established by the application of two approaches: the conditional
density method and the Malliavin method.
• Our results extend the theoretical results obtained in a continuous framework
from Fournie´ et al. (2001).
• We illustrated our results with different examples, including models determined
by SDEs, stochastic volatility, Ornstein-Uhlenbeck processes,...
• In case the driving process contains no Brownian motion part, the approxima-
tion replacing the small jumps of a Le´vy process by an appropriately scaled
Brownian motion, (as considered in Chapters 3 and 4) can be used. By this ap-
proximation it is possible to apply the conditional density method or Malliavin
approach.
• We applied the developed theory to the estimation of American option prices
and their deltas. This extends the numerical results from Bally et al. (2005),
who studied a geometric Brownian motion model.
• A localisation technique and a control variable were included to improve the
estimations.
6.2 Future research
In Chapters 3 and 4, we basically considered two possible approximating models for
the price process. The first kind is obtained by simply truncating the small jumps. In
the second type, the small jumps are replaced by an appropriately scaled Brownian
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motion. Besides these two types of approximations, one could also consider other
constructions. For instance, starting from the initial model (2.7) other models could
be constructed by truncating the small jumps and rescaling the original Brownian
motion (cfr. Di Nunno et al. (2015)).
The study in Chapters 3 and 4 is considered in a continuous time setting. How-
ever, for practical purposes the robustness study should also be performed under a
time discretisation of the original stock price model and of its approximations. Re-
search papers addressing this topic are Sun et al. (2015b) and Khedher and Vanmaele
(2016). Since in these papers a semimartingale setting is considered, a further study
under martingale measures is of interest.
As far as further investigations on the conditional expectations are concerned, one
may study other choices for the weights in the representations discussed in Chap-
ter 5. As noticed, there are infinitely many possibilities for the weights and thus
infinitely many representations of the conditional expectations. The quality of dif-
ferent representations might be further studied through numerical comparison. Also
the efficiency of the developed method can be analysed in more detail and can be
reflected to other numerical methods. Other applications, besides the pricing of
American options, of the general representation results could be exploited.
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Part II
Insurance markets

77 Preliminaries oninsurance markets
In this chapter we present certain notions appearing in the modelling and hedging
of insurance products. Let (Ω,F ,F = (Ft)t≥0,P) denote a filtered probability space,
where the filtration satisfies the usual conditions of right-continuity and complete-
ness, and let F∞ ⊂ F . Here F is interpreted as the filtration containing the flow of
public information. This space is related to the initial market model. In Section 7.2
we model the time of death τ as a random time on this probability space and discuss
some interesting results about general and specific random times. In Section 7.3 the
filtration F is progressively enlarged with the information about the time of death
τ . Further, relations between objects observed with respect to both filtrations are
recalled. In the end, we present the risk-minimising hedging strategy for life insur-
ance liabilities in Section 7.4. These strategies will be further studied in Chapter 8
for a portfolio consisting of life insurance liabilities depending on the random time of
death τ of a single insured. We start by gathering, in Section 7.1, some mathematical
tools which are exploited in the current and the following chapter.
7.1 Mathematical tools
7.1.1 Classes of stochastic processes
We introduce the notations for classes of processes satisfying certain properties, see
e.g. Jacod and Shiryaev (2002). Let H denote a filtration satisfying the usual hy-
potheses and P a probability measure on the filtered probability space (Ω,H). The
set of (P,H)-martingales is denoted by M(P,H). Besides M2(P,H) indicates the
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class of processes M ∈M(P,H) which are square integrable.
The variation of a process X is given by Var(X)t :=
∫ t
0 |dXs|. The set of all
real-valued processes X which are ca`dla`g, H-adapted, and for which each path t 7→
Xt(ω) has a finite variation over each finite interval [0, t], is referred to as V(H).
The set of ca`dla`g, H-adapted processes which are non-creasing (instead of having
finite variation) is indicated by V+(H). The processes from this class which are
also integrable (i.e. E[X∞] <∞) are collected in A+(H). Analogously the subset of
processes from V(H) that have integrable variation: E[Var(X)∞] <∞ is denoted by
A(H).
For a class of H-adapted processes C(H) we let the class C0(H) contain all the
processes X ∈ C(H) such that X0 = 0. Moreover the class Cloc(H) consists of
the processes X for which there exists an increasing sequence of stopping times τn,
with limn→∞ τn = ∞, such that Xτn ∈ C(H) for any n. Finally we put C0,loc(H) :=
Cloc(H)∩C0(H). For example, the setM2loc(P,H) contains all locally square integrable
(P,H)-local martingales.
7.1.2 Projections
For any filtration H and any process X, we denote by o,HX and Xo,H the H-optional
projection and H-dual optional projection of X when they exist. Similarly, we denote
by p,HX and Xp,H the H-predictable projection and H-dual predictable projection of
X when they exist. We refer the interested reader to Jacod (1979) or Dellacherie
and Meyer (1982).
Consider X a bounded or positive process. Then its H-optional projection o,HX
is the unique H-optional process such that for any H-stopping time σ it holds that
o,HXσ = E[Xσ|Hσ], P-a.s. on {σ <∞}.
In particular, for any t ≥ 0, o,HXt = E[Xt|Ht], P-a.s.
Consider X a bounded or positive process. Then its H-predictable projection p,HX
is the unique H-predictable process such that for any H-predictable stopping time σ
it holds that
p,HXσ = E[Xσ|Hσ−], P-a.s. on {σ <∞}.
In particular, for any t ≥ 0, p,HXt = E[Xt|Ht−], P-a.s.
For any process X the definition of the H-optional projection o,HX extends as
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follows
o,HX =
+∞, if
o,H(X+) = o,H(X−) = +∞,
o,H(X+)− o,H(X−), otherwise.
In a similar way, the definition of the predictable projection extends to any process.
Let M denote an H-martingale, then it holds that p,H(∆M) = p,HM − p,HM− =
M− −M− = 0.
Let X be a process with locally integrable variation. The H-dual optional projec-
tion of X is the unique H-optional process Xo,H such that for any measurable and
bounded process W it holds that
E
[ ∫ ∞
0
WtdXo,Ht
]
= E
[ ∫ ∞
0
o,HWtdXt
]
.
Consider a process X with locally integrable variation. The H-dual predictable pro-
jection of X is the unique predictable process Xp,H ∈ Aloc(H) such that for any
H-predictable process W for which W X ∈ Aloc(H), it holds that W Xp,H ∈ Aloc(H),
(W X)p,H = W Xp,H, and (7.1)
W Xp,H −W X ∈Mloc(H).
Herein we used the short hand notation for stochastic integrals as introduced in
Section 2.1. For any measurable and bounded process W it holds that
E
[ ∫ ∞
0
WtdXp,Ht
]
= E
[ ∫ ∞
0
p,HWtdXt
]
.
Moreover for two processes X and Y having locally integrable variation it holds that
(X + Y )p,H = Xp,H + Y p,H. (7.2)
For an H-adapted process with locally integrable variation, its H-dual predictable
projection is also called its H-compensator. For A being in Aloc(H) it holds that A
is an H-local martingale if and only if Ap,H = 0.
For an integrable increasing process X the following interesting relations hold
∆Xo,H = o,H(∆X) and ∆Xp,H = p,H(∆X). (7.3)
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7.1.3 Quadratic covariation
The quadratic covariation of two semimartingales X and Y is defined in Definition
2.1.18 and denoted by [X, Y ].
Further, we denote the predictable covariation process for two semimartingales
X and Y with respect to the filtration H as 〈X, Y 〉H. This sharp bracket process
(when it exists) equals the H-dual predictable projection of the covariation process
[X, Y ].
We recall the following properties for the quadratic covariation, collected from
e.g. Jacod (1979), Jacod and Shiryaev (2002), and Protter (2005).
1. The integration by parts formula states, that for two semimartingales X and
Y
[X, Y ] = XY −X0Y0 −X−  Y − Y− X. (7.4)
2. The quadratic covariation is bilinear and symmetric, e.g. [A X,B  Y ] = AB 
[X, Y ], for A and B being predictable, locally bounded processes and X and
Y being semimartingales.
3. Let X and Y be two semimartingales and τ be a stopping time, then it holds
[X, Y ]τ = [Xτ , Y ] = [X, Y τ ] = [Xτ , Y τ ].
4. For two semimartingales X and Y we have ∆[X, Y ] = ∆X∆Y .
5. For a semimartingale X and a process with finite variation V , it holds that
[X, V ] = ∆X  V =
∑
∆X∆V.
Moreover, in case X or V is continuous, then [X, V ] = 0.
6. The lemma of Yoeurp says that for a semimartingale X and a predictable
process with finite variation V it holds that
[X, V ] = ∆V X.
7. For two semimartingales X and Y , the quadratic covariation process [X, Y ] is
ca`dla`g, adapted, and has finite variation. In particular, combining this with
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the previous properties implies that
[
[X], Y
]
=
∑
(∆X)2∆Y =
∑
∆X(∆X∆Y ) =
∑
∆X∆[X, Y ]
=
[
X, [X, Y ]
]
= ∆X  [X, Y ].
8. Let X and Y be semimartingales, then it holds that
[X, Y ] = [Xc, Y c] +
∑
∆X∆Y.
HereinXc is the continuous martingale part ofX. Besides, [Xc, Y c] = 〈Xc, Y c〉.
9. By the Itoˆ formula we have for a semimartingale Y being different from zero
that
d
( 1
Y
)
= − 1
Y 2−
dY + 1
Y Y 2−
d[Y ].
Therefore, for two semimartingales X and Y , with Y non-zero, we have
[
X,
1
Y
]
= − 1
Y 2−
 [X, Y ] + 1
Y Y 2−

[
X, [Y ]
]
=
(
− 1
Y 2−
+ ∆Y
Y Y 2−
)
 [X, Y ]
= − 1
Y Y−
 [X, Y ]. (7.5)
10. For a non-decreasing process X, it holds that Var(Y )t = Yt − Y0. Moreover,
for a semimartingale X, [X] is non-decreasing, and therefore Var([X]) = [X].
11. The Kunita-Watanabe inequality states that for two semimartingales X and Y
and two measurable processes A and B it almost surely holds that
∫ ∞
0
|Au||Bu||d[X, Y ]u| ≤
( ∫ ∞
0
A2ud[X]u
)1/2( ∫ ∞
0
B2ud[Y ]u
)1/2
.
7.1.4 Local martingales and martingales
Concerning local martingales and martingales we recall the following properties, see
e.g. Jacod (1979) and Jacod and Shiryaev (2002).
1. For M ∈Mloc and a process X which is integrable with respect to M we have
that X M ∈Mloc.
183
7 Preliminaries on insurance markets
7
2. For M ∈ M2 and a process X which is integrable with respect to M we have
that X M ∈M.
3. When M ∈Mloc and M∗∞ ∈ L1(P), where M∗t := sups≤t |Ms|, then M ∈M.
4. Consider a process X which is adapted and ca`dla`g. Then, X ∈M if and only
if X0 ∈ L1(P) and E[Xσ] = E[X0] for any stopping time σ.
5. Let M,N ∈M2loc, then [M,N ] ∈ Aloc.
6. Orthogonality for local martingales: Two local martingales M and N are said
to be orthogonal when their product MN is a local martingale. Or equivalently,
when [M,N ] ∈Mloc, because of relation (7.4) and property 1. above.
7. Orthogonality for true martingales: Two martingales M,N ∈ M are orthog-
onal when their product MN is also a true martingale. In case M,N ∈ M2,
then M−  N and N−  M are true martingales. Therefore, M,N ∈ M2 are
orthogonal when MN or equivalently [M,N ] is a true martingale.
8. A local martingale with finite variation is purely discontinuous.
9. A predictable local martingale with finite variation is a constant.
10. An extension to Doob’s maximal L log+ L inequality says that, for a non-
negative submartingale X,
E
[
sup
t≥0
Xt
]
≤ CE[X∞ log(X∞)] + C, (7.6)
where C represents some positive constant, see Gilat (1986).
7.1.5 Optional stochastic integral
The compensated stochastic integral or optional stochastic integral, for which we
recall its definition and some of its useful properties here, will be further studied
and exploited in the following chapter. We refer the reader to Dellacherie and Meyer
(1982) and Jacod (1979).
Definition 7.1.1. Let M be an H-local martingale with continuous martingale part
M c, and H be an H-optional process.
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(i) Then, H is said to be integrable with respect to M if p,HH exists and is M c-
integrable, p,H(|H∆M |) < +∞, and
(∑(
H∆M − p,H(H∆M)
)2)1/2 ∈ A+loc(H).
(ii) For H being integrable with respect to M , the compensated stochastic integral
of H with respect to M , denoted by H M , is the unique H-local martingale which
satisfies
(H M)c = p,HH M c and ∆(H M) = H∆M − p,H(H∆M).
Below we recall some of the most useful results for this optional stochastic integral.
Proposition 7.1.2. (i) The compensated stochastic integral H M is the unique
H-local martingale such that, for any H-local martingale Y ,
E
[
[H M,Y ]∞
]
= E
[ ∫ ∞
0
Hsd[M,Y ]s
]
.
(ii) The process [H M,Y ]−H  [M,Y ] is an H-local martingale. Therefore, [H 
M,Y ] ∈ Aloc(H) if and only if H  [M,Y ] ∈ Aloc(H) and in this case we have
〈H M,Y 〉H = (H  [M,Y ])p,H .
7.2 Modelling the time of death
In this section we describe the modelling of a random time of death of an agent.
Thereto we proceed as follows. First, we recall general notions about random times
on the stochastic basis (Ω,F ,F,P). Secondly, we add the time of death to the initial
market model and discuss the modelling of mortality and survival probabilities. Then
we consider some random times with specific properties. At last, we introduce some
important F-stopping times. The definitions and results described in this section are
established in Jeulin (1980), Nikeghbali and Yor (2005), Nikeghbali (2006), Aksamit
et al. (2015), Aksamit et al. (2014).
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7.2.1 Random times
A random time τ is a stochastic random variable with values in the set R+ ∪∞ =
[0,∞]. The graph of a random time τ is defined by
JτK := {(ω, t) ∈ Ω× R+ : τ(ω) = t}.
If τ and τ˜ represent two random times, then we define four types of stochastic
intervals: Jτ, τ˜K, Jτ, τ˜J, Kτ, τ˜K, and Kτ, τ˜J, where e.g.:
Jτ, τ˜J := {(ω, t) ∈ Ω× R+ : τ(ω) ≤ t < τ˜(ω)}.
On the set Ω × R+, we define three sub-σ-fields of F ⊗ B(R+), namely P(F),
O(F), and Prog(F). P(F) is generated by the F-adapted and left-continuous pro-
cesses, and O(F) is generated by the F-adapted and ca`dla`g processes. Prog(F) con-
tains the processes X for which the following holds, for every time t, the restriction
of the mapping (ω, t) → Xt(ω) to the set Ω × [0, t] is Ft ⊗ B([0, t])-measurable. A
process is called an F-predictable, F-optional, or F-progressive process if the pro-
cess is P(F), O(F), or Prog(F)-measurable. A random set A is called predictable,
optional, or progressive when the process IA is. A predictable time is a mapping
τ : Ω → [0,∞] such that the stochastic interval J0, τJ is predictable. In other
words, for any time t, the set {τ ≤ t} is Ft−-measurable. Let τ represent a ran-
dom time. On (Ω,F), we consider the sub-σ-fields Fτ−, Fτ , and Fτ+ obtained as
the σ-fields generated by {Xτ | X is F-predictable}, {Xτ | X is F-optional}, and
{Xτ | X is F-progressively measurable}, respectively.
An F-stopping time is a mapping τ : Ω 7→ [0,∞], such that {τ ≤ t} ∈ Ft for all
t ∈ R+. This should be interpreted as follows, for a stopping time τ it is known,
based on the information held in Ft, whether or not {τ ≤ t}. The process Xτ defined
in the following way,
Xτt = Xτ∧t,
is called the stopped process at time τ . For a semimartingale X and a stopping time
τ we have the following properties.
• XI[0,τ[ = Xτ −XτI[τ,∞[
• Xτ− = Xτ −∆XτI[τ,∞[
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• If X is a ca`dla`g and F-adapted process, then the set {∆X 6= 0} is thin, i.e.
{∆X 6= 0} = ∪n≥1[σn], where σn are F-stopping times.
For a stopping time τ it holds that
Fτ = {A ∈ F : A ∩ {τ ≤ t} ∈ Ft, for all t ≥ 0},
Fτ− = F0 ∨ σ{A ∩ {τ > t}, where A ∈ Ft, t ≥ 0}.
A predictable time is a stopping time, due to the fact that the set {τ ≤ t} belongs
to Ft−, for a predictable time τ and for any t > 0. Moreover a stopping time τ is
predictable if there exists a sequence of stopping times (τn)n≥1 such that τn increases
to τ for n → ∞ and τn < τ when τ > 0. The sequence (τn)n≥1 is called the
announcing sequence for the predictable stopping time τ .
7.2.2 The time of death
In addition to the initial model (Ω,F ,F = (Ft)t≥0,P), we consider from now on
an F -measurable random time τ , that represents the time of death of an agent,
which might not be an F-stopping time. The knowledge about this time of death
is limited. The public who has access to the filtration F, can only get information
about τ through the following survival probabilities, defined in the literature as
Aze´ma supermartingales
Gt := P(τ > t|Ft) and G˜t := P(τ ≥ t|Ft). (7.7)
As it holds for s < t that
E[Gt|Fs] = E[E[Iτ>t|Ft]|Fs] = P(τ > t|Fs) < P(τ > s|Fs) = Gs,
G is an F-supermartingale, with F being right-continuous. Therefore G has a ca`dla`g
modification and we choose this modification when defining G. Further, let F denote
the submartingale given by
Ft := 1−Gt = P(τ ≤ t|Ft).
It is interesting to note that the sets {G˜ = 0} and {G− = 0} are disjoint from J0, τK.
In other words it holds that G˜t > 0 and Gt− > 0 for t ≤ τ . Moreover, the sets
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{G = 0} and J0, τJ are disjunct, hence Gt > 0 when t < τ .
From the definitions above and in Subsection 7.1.2 it is clear that
G = o,F(IJ0,τJ), G˜ = o,F(IJ0,τK), and G− = G˜− = p,F(IJ0,τK). (7.8)
From now on, we denote the process indicating whether death has occurred or
not as follows
D := I[τ,+∞[. (7.9)
Clearly, D is a single jump process with ∆D = I[τ]. Moreover, D is a right-
continuous, non-decreasing process, and also the F-dual projections Do,F and Dp,F are
non-decreasing. The process m defined by mt := E[G∞+Do,F∞ |Ft] is an F-martingale
and satisfies
m = G+Do,F. (7.10)
It holds, by relations (7.3) and (7.8), that
∆Do,F = o,F(IJτK) = o,F(IJ0,τK)− o,F(IJ0,τJ) = G˜−G,
and therefore we have
∆m = G˜−G−. (7.11)
Another F-martingale is given by Zt := 1− E[G∞ +Dp,F∞ |Ft]. It holds that
Z = F −Dp,F.
Hence this leads to the equality ∆Dp,F = G− − p,FG, indeed
∆Dp,F = p,F(IJτK) = p,F(IJ0,τK)− p,F(IJ0,τJ) = G− − p,FG,
Note that in case Do,F = Dp,F it follows from F = 1−G that Z = 1−m.
We also introduce the following conditional mortality and survival probability
functions, for any t ∈ [0, T ]
Ft(s) := P(τ ≤ s|Ft), and Gt(s) := P(τ > s|Ft), ∀s ∈ [0, T ].
Then, Ft represents a conditional distribution function for τ . Besides it is clear that,
for s ≥ t, Ft(s) = E[Fs|Ft] and Gt(s) = E[Gs|Ft].
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7.2.3 Special cases
In this subsection we consider some specific situations and their consequences con-
cerning the dual projections Do,F and Dp,F and the Aze´ma supermartingales G and
G˜.
1. When τ is an F-stopping time, then Do,F = Dp,F = D, G− = p,F(IJ0,τK) = IJ0,τK,
and G˜ = o,F(IJ0,τK) = IJ0,τK.
2. A random time τ is an F-pseudo-stopping time if for every bounded F-martin-
gale M it holds that E[Mτ ] = E[M0]. Moreover τ is an F-pseudo-stopping time
if and only if m ≡ 1, hence ∆m ≡ 0 and G˜ = G−. Further, Do,F∞ ≡ 1. An
F-stopping time is also an F-pseudo-stopping time.
3. We say that τ avoids F-stopping times, if for any F-stopping time θ it holds
that P(τ = θ) = 0. In particular, this imposes P(τ = t) = 0 for all t ≥ 0
and therefore G˜ = G. Besides, ∆Do,F = G˜ − G = 0 and ∆Dp,F = p,F(∆D) =
p,F
(
o,F(∆D)
)
= p,F
(
∆Do,F
)
= 0, such that Do,F and Dp,F are continuous, it
even holds that Do,F = Dp,F. Moreover, when τ avoids F-stopping times and
X is an F-adapted and ca`dla`g process, then it holds that {∆X 6= 0}∩ [τ ] = ∅,
or in other words ∆Xτ = 0.
4. When all F-martingales are continuous, then we know that m is continuous
and thus G˜ = G−. Further, the F-martingale Do,F − Dp,F is continuous and
has finite variation, therefore it is a constant. We conclude that Do,F = Dp,F.
Additionally we know that when all F-martingales are continuous, then any
F-stopping time is predictable.
5. Furthermore some interesting combinations can be considered. When τ is an
F-pseudo-stopping time and τ avoids F-stopping times, then G is continuous.
Let τ be an F-pseudo-stopping time and all F-martingales be continuous, then
it holds that G is decreasing and F-predictable. Let τ avoid F-stopping times
and let any F-martingale be continuous, then G˜ = G is a continuous super-
martingale.
7.2.4 Important F-stopping times
In the following chapter, we use the optional decomposition established in Aksamit
et al. (2015). To recall this decomposition, we introduce the following F-stopping
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times
R := inf{t ≥ 0 : Gt = 0} = inf{t ≥ 0 : Gt− = 0} = inf{t ≥ 0 : G˜t = 0}, (7.12)
and
R˜ := R{G˜R=0<GR−} = RI{G˜R=0<GR−} +∞I{G˜R=0<GR−}c . (7.13)
These definitions imply that GR = 0 on {R <∞} and G˜R˜ = 0 on {R˜ <∞}.
According to the following lemma, R is the smallest F-stopping time larger than
τ . The process G does not attain zero before τ , however Gτ might equal zero, see
Jeanblanc and Le Cam (2009).
Lemma 7.2.1. It holds that τ ≤ R, P-a.s.
Proof. We have by the definition (7.12) of R that
P(τ > R) = E[I{τ>R}] = E
[
E[I{τ>R}|FR]I{R<∞}
]
= E[GRI{R<∞}] = 0.
On the other hand, the following lemma shows that τ is strictly smaller than R˜,
P-almost surely.
Lemma 7.2.2. It holds that τ < R˜, P-a.s.
Proof. On the set {G˜R = 0 < GR−}c it holds that τ < R˜ =∞. On the other hand,
on the set {G˜R = 0 < GR−} it holds that
G˜R = P(τ ≥ R|FR) = E[I{τ≥R}|FR] = 0.
Therefore,
P(τ < R) = 1− P(τ ≥ R) = 1− E[I{τ≥R}] = 1− E[E[I{τ≥R}|FR]] = 1,
which concludes the proof.
Let us consider some specific cases.
1. Let τ be an F-pseudo stopping time, then m ≡ 1 and by (7.11), G˜ = G−, such
that R˜ =∞.
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2. When τ avoids F-stopping times, then in particular τ 6= R and τ < R, P-a.s.
This leads to the observation that I[0,R[ D ≡ I[0,R] D = D.
3. In case all F-martingales are continuous, it holds that R˜ = ∞, P-a.s. This
follows from the fact that m is continuous and therefore, by (7.11), G˜ = G−.
4. In case G > 0, it is clear that R = R˜ =∞.
7.3 Enlargement of filtration
In this section we extend the filtration F by including more information, we refer
the reader to Jeulin (1980), Nikeghbali and Yor (2005), Nikeghbali (2006), Aksamit
et al. (2015), and Aksamit et al. (2014).
For the filtration F, we call G an enlarged filtration when F ⊂ G, i.e. Ft ⊂ Gt for
any t ≥ 0. In general it does not hold that an F-martingale is a G-martingale, it
is not even guaranteed to be a G-semimartingale. The H-hypothesis is said to hold
between F and the enlarged filtration G when each F-(local) martingale is also a
G-(local) martingale.
Let τ denote a time of death as discussed in the previous section and recall the
non-decreasing process D as defined in (7.9). Throughout this part, we will be using
the following filtration G := (Gt)t≥0 associated with the couple (F, τ), where
Gt :=
⋂
s>t
(
Fs ∨ σ (Du, u ≤ s)
)
. (7.14)
Next to the reference filtration F which represents the flow of public information,
G represents a second level of information. Starting from the filtration F, it is the
progressively enlarged filtration by including the information included in the process
D. G is the smallest filtration which contains F and makes τ a G-stopping time.
Let us recall some interesting relations between objects considered under the
filtrations F and G.
1. Let X be a G-adapted process, then there is an F-adapted process Y such that
XIJ0,τJ = Y IJ0,τJ.
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2. Let X be G-predictable, then there exists an F-predictable process Y such that
XIJ0,τK = Y IJ0,τK.
3. If τG is a G-stopping time, then there is an F-stopping time τF for which
τG ∧ τ = τF ∧ τ, P-a.s.
4. The G-predictable process G−1− I[0,τ] is G-locally bounded.
5. For an F-adapted ca`dla`g process V with F-locally integrable variation, the
following relation holds between a G-dual predictable projection and an F-dual
predictable projection,
(
G˜−1IJ0,τK  V )p,G = G−1− IJ0,τK  (I{G˜>0}  V )p,F .
Lemma 7.3.1. Consider an F-optional process h and the random time τ , then it
holds that
o,G(hτ ) = hτIJτ,∞J +G−1 o,F (hτIJ0,τJ) IJ0,τJ. (7.15)
Proof. We have
o,G(hτ ) = o,G(hτ )IJτ,∞J + o,G(hτ )IJ0,τJ = hτIJτ,∞J + LIJ0,τJ,
where L is defined by o,G(hτ )IJ0,τJ = LIJ0,τJ. On the set {τ > t}, any Gt-measurable
random variable coincides with some Ft-measurable random variable, therefore L is
optional to filtration F. Hence this implies that
o,F
(
hτIJ0,τJ) = o,F ( o,G(hτIJ0,τJ)) = o,F ( o,G(hτ )IJ0,τJ)
= o,F
(
LIJ0,τJ) = L o,F (IJ0,τJ) = LG.
Thus we obtain on [0, τ [ that
L = G−1 o,F
(
hτIJ0,τJ)
and consequently (7.15).
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The lemma and proof above can be set up under any measure, it does not have
to be the historical measure P.
Lemma 7.3.2. Consider an F-optional process h, the random time τ , and a measure
Q, then it holds that
o,Q,G(hτ ) = hτIJτ,∞J + { o,Q,F (IJ0,τJ)}−1 o,Q,F (hτIJ0,τJ) IJ0,τJ.
For any F-local martingale M it holds that the stopped process M τ is a G-
semimartingale. Aksamit et al. (2015) developed an optional semimartingale decom-
position for M τ . This decomposition states that for any F-local martingale M the
process
M̂ := M τ − G˜−1I[0,τ]  [M,m] + I[0,τ] 
(
∆M
R˜
IJR˜,∞J
)p,F
, (7.16)
is a G-local martingale. In other words this optional semimartingale decomposition
expresses the G-semimartingale M τ as the sum of a G-local martingale M̂ and an
optional bounded variation process.
Lemma 7.3.3. It holds that the operator Mloc(F) 7→ Mloc(G) : M 7→ M̂ , defined in
(7.16), is linear in the following sense. For any F-predictable process A and F-local
martingales M1 and M2 it holds that
M := A M1 +M2 ∈Mloc(F), and M̂ = A  M̂1 + M̂2 ∈Mloc(G).
Proof. Recall properties (7.1) and (7.2) for the dual predictable projection. Then,
via decomposition (7.16) and by putting V := I
[R˜,∞[, we derive that
M̂ = (A M1 +M2)τ − G˜−1I[0,τ]  [A M1 +M2,m]
+ I[0,τ] 
(
∆(A M1 +M2)  V
)p,F
= (A M1)τ +M τ2 − G˜−1I[0,τ]  [A M1,m]− G˜−1I[0,τ]  [M2,m]
+ I[0,τ] 
(
∆(A M1)  V
)p,F
+ I[0,τ] 
(
∆M2  V
)p,F
= A M τ1 − G˜−1I[0,τ]A  [M1,m] + I[0,τ]A 
(
∆M1  V
)p,F
+ M̂2
= A  M̂1 + M̂2.
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7.4 Risk-minimising strategy
In the following chapter we consider a portfolio consisting of life insurance liabilities
depending on the random time of death τ of a single insured. For the sake of
simplicity, we assume that the policyholder of a contract is the insured itself. In the
financial market, there is a locally risk-free asset and a multidimensional risky asset
at hand. The price of the risk-free asset follows a strictly positive, continuous process
of finite variation, and the risky asset follows a real-valued ca`dla`g stochastic process.
The discounted value of the risky asset is denoted by X and is F-optional. Due
to systematic mortality risk and the possible incompleteness of the initial financial
market, the insurance market is incomplete and a well-known method to set up a
partial hedging strategy is risk-minimisation.
Recalling the concept of risk-minimising strategies we follow the approach of
Møller (2001) and Schweizer (2001). Let T denote the term of the contract, H a
filtration satisfying the usual hypotheses, Q an equivalent measure such that X ∈
M2loc(Q,H), and ρ = (ξ, η) an H-trading strategy. The process ξ is an H-predictable
process indicating the number of discounted risky assets held in the portfolio. η
is an H-optional process which gives the discounted amount invested in the risk-
free asset. Then the discounted value of the portfolio following this strategy ρ is
the process V (ρ) = ξX + η. A strategy ρ is said to be 0-admissible if and only
if VT (ρ) = 0, Q-a.s. A strategy ρ = (ξ, η) is called an H-RM-strategy when ξ is
an H-predictable process in L2(X,Q) and η is an H-optional process such that the
value process V (ρ) is right-continuous and square integrable. Consider the liabilities
of the insurer towards a policyholder to be given by the process A, which is assumed
to be ca`dla`g, H-optional, and square integrable. In other words, At represents the
discounted value of the cumulative payments up to time t. In the following chapter,
this liability process is determined by the time of death τ . For an RM-strategy ρ
hedging the liabilities A, the cost process is defined by C(ρ) = V (ρ)− ξ X +A and
the risk process is given by Rt(ρ) = EQ[(CT (ρ) − Ct(ρ))2|Ht]. A 0-admissible RM-
strategy ρ is called risk-minimising if and only if for any 0-admissible RM-strategy
ρ˜ it holds that R(ρ) ≤ R(ρ˜), Q-a.s.
A specific type of Galtchouk-Kunita-Watanabe(GKW)-decompositions plays an
important role in the determination of risk-minimising strategies. We denote this
type of (Q,H)-GKW-decomposition for any process M ∈M2(Q,H), with respect to
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X ∈M2loc(Q,H), as follows
M = M0 + ξM X + LM , Q-a.s. (7.17)
Herein ξM is H-predictable and in L2(X,Q). The process LM , with LM0 = 0, is in
M2(Q,H) and is strongly H-orthogonal to I2(X), i.e. LM(ξ  X) (or equivalently
ξ  [LM , X]) is inM(Q,H) for any H-predictable process ξ in L2(X,Q). The unique
risk-minimising strategy ρ∗ = (ξ∗, η∗) of the discounted liability process A is de-
termined by ξ∗ = ξA, where ξA is determined by the GKW-decomposition (7.17)
of (EQ[AT |Ht])t∈[0,T ], and η∗ = V (ρ∗) − ξ∗X. The remaining risk equals L∗ = LA.
Moreover Vt(ρ∗) = EQ[AT − At|Ht] = EQ[AT |H0] + (ξA  X)t + LAt − At. Hence the
optimal cost and risk process are given by
Ct(ρ∗) = EQ[AT |H0] + LAt , and Rt(ρ∗) = EQ[(LAT − LAt )2|Ht].
In the determination of risk-minimising strategies, an important role is played
by the GKW-decomposition (7.17), which is a particular type of the general GKW-
decomposition as presented below. A processM ∈M2loc(Q,H) possesses the following
(Q,H)-GKW-decomposition, with respect to X ∈M2loc(Q,H),
M = M0 + ξM X + LM , Q-a.s. (7.18)
Herein ξM is H-predictable and in L2loc(X,Q,H). The process LM is inM20,loc(Q,H)
and is H-orthogonal to X, i.e. LMX (or equivalently [LM , X]) is in Mloc(Q,H).
The following lemma describes when the general decomposition (7.18) results into
a decomposition of the form (7.17).
Lemma 7.4.1. Let M , N , and L be three elements of M2loc(H), with L0 = 0, and
ϕ ∈ L2loc(N,H) such that
〈L,N〉H ≡ 0, and M = M0 + ϕ N + L.
Then,
M ∈M2(H) iff ϕ ∈ L2(N) and L ∈M20(H).
Moreover in the latter situation it holds that L is strongly H-orthogonal to I2(N).
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Proof. From the equality
〈M〉H = ϕ2  〈N〉H + 〈L〉H,
it immediately follows that
〈M〉H ∈ A+(H) iff both ϕ2  〈N〉H and 〈L〉H belong to A+(H).
For any H-predictable process ξ in L2(N) it holds via the Kunita-Watanabe (see
item 11. on page 183) and Cauchy-Schwarz inequality that
E
[
(ξ  [L,N ])∗∞
]
= E
[
sup
t∈R+
∣∣∣ξ  [L,N ]t∣∣∣] = E[ sup
t∈R+
∣∣∣ξI[0,t]  [L,N ]∞∣∣∣]
≤ E
[ ∫ ∞
0
|ξu|
∣∣∣d[L,N ]u∣∣∣] ≤ E[( ∫ ∞
0
ξ2ud[N ]u
)1/2( ∫ ∞
0
d[L]u
)1/2]
≤ E
[
ξ2  [N ]∞
]1/2
E
[
[L]∞
]1/2
<∞,
because of ξ being in L2(N) and L ∈M2(H). Thus by combining (ξ  [L,N ])∗∞ ∈ L1
and ξ  [L,N ] ∈ Mloc(H) we obtain, via property 3. on page 184, that ξ  [L,N ] ∈
M(H). This proves the final statement of the lemma.
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We start our financial market model by a filtered probability space (Ω,F ,F :=
(Ft)t≥0,P), where the filtration satisfies the usual conditions of right-continuity and
completeness. F represents the flow of public information that every agent receives as
the time passes. This model is called the initial market model. In the literature, the
initial market is often modelled by Brownian motions as in e.g. Biagini et al. (2015),
Biagini and Widenmann (2013), and Møller (1998) or assumed to be complete as in
e.g. Dahl and Møller (2006) and Møller (2001). On the contrary, some papers, e.g.
Barbarin (2009) and Riesner (2006), do not assume completeness of the initial mar-
ket. In the present chapter, the initial market is kept very general in that it is not
specified at all. To the initial market model, we add an F -measurable random time
τ , which is arbitrary. This random time represents the death time of an agent. To
the pair (F, τ), we associate the progressively enlarged filtration G := (Gt)t≥0 given
by Gt = ∩s>0 (Fs+t ∨ σ (Du, u ≤ s+ t)), where D := I[τ,+∞[, see Chapter 7. This
flow of information makes τ a G-stopping time. In the theory of the enlargement of
the filtration F to G, the H-hypothesis (i.e. every F-martingale is a G-martingale) is
often assumed (see Nikeghbali (2006)). Also in the literature on hedging of life insur-
ance products, the assumption of the H-hypothesis is often imposed, see for instance
Biagini et al. (2015) and Biagini et al. (2013). An exception is the work of Barbarin
(2009) in which the author studies risk-minimising strategies with and without the
H-hypothesis. In our goal to avoid any mathematical restriction or assumption con-
cerning the expansion of the filtration F, we also do not impose the H-hypothesis.
Moreover we do not require any other condition and do not specify the mortality
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model. In particular, this means that we do not consider a hazard rate process or
intensity-based approach, in contrast to for example Barbarin (2009), Biagini et al.
(2015), Blanchet-Scalliet and Jeanblanc (2004), Dahl and Møller (2006), and Møller
(1998). We model the survival probability distribution function as a general stochas-
tic process with value in the space of finite measures. Another assumption which
appears in the literature concerns independence between the financial market and
the insurance model, see e.g. Dahl and Møller (2006), Møller (1998, 2001), Riesner
(2006), and Vandaele and Vanmaele (2009). This immediately implies that the H-
hypothesis is in force. In more recent papers such as Barbarin (2009), Biagini et al.
(2015), Biagini and Cretarola (2012), Biagini et al. (2013), Biagini and Widenmann
(2013), and Li and Szimayer (2011) the assumption of independence is dropped. In
the present chapter, we also allow correlation between the market and the insurance
model, in the sense that there is mutual dependence between the initial market and
the time of death. Barbarin (2009) separates the initial market into a pure finan-
cial and an insurance-related market, which are considered to be independent. This
implies that the time of death is only correlated with a part of the initial market.
We do not impose a similar split of the initial market. This allows us to study the
connection between the whole initial market and mortality in general.
Life insurance companies face two main types of risk: financial risk and mortality
risk. Benefits of unit-linked contracts are directly connected with the value of some
investment portfolio, see e.g. Gerber et al. (2013) for explicit examples. Hence the
financial risk is related to the development of the underlying assets. The mortality
risk follows from the uncertainty of death and can be split into an unsystematic and
a systematic part. The systematic mortality risk cannot be diversified by the insurer
by increasing the size of the portfolio. The question is how to manage the combined
actuarial and financial risk inherent in such contracts. The financial market might
be incomplete and the systematic mortality risk, which is not diversifiable, repre-
sents an important source of incompleteness. One approach to deal with hedging
in incomplete markets is risk-minimisation, introduced by Fo¨llmer and Sondermann
(1986) for financial contingent claims and extended by Møller (2001) for insurance
payment processes, see Section 7.4. Risk-minimising strategies in the context of
mortality modelling have already been subject of several papers, see e.g. Barbarin
(2009), Biagini et al. (2015), Møller (1998, 2001), Riesner (2006), and Vandaele and
Vanmaele (2009). We study the risk-minimising strategies of life insurance liabilities.
For these contracts the benefit can be expressed as a process evaluated at the time
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8of death, hτ . It might happen that the benefits of insurance contracts, given the
time of death are deterministic, see e.g. Biagini et al. (2013), and Dahl and Møller
(2006). Barbarin (2009) considers claims of the form hτ where h is an F-predictable
process. The focus of this chapter lies on contracts where the claims are determined
by F-optional processes h. The latter is definitely useful if one thinks for instance
of unit-linked life insurance contracts, as in Biagini et al. (2015) and Gerber et al.
(2013). For instance, a payment made at the time of death in a term insurance
contract can be expressed in terms of a stock price process, which is most commonly
F-optional. We consider risk-minimising hedging strategies which invest in a risk-
free bank account and a multidimensional risky asset in the initial market. Barbarin
(2009) considers a pure financial asset to trade in and in Biagini et al. (2013) only
longevity bonds are used to set up the hedging strategy.
To summarise, our goal is to study risk-minimising strategies for life insurance
liabilities with claims hτ , where h is F-optional. We do this in a setting where the
initial market might be incomplete and correlated with the time of death τ . Besides,
we do not require the H-hypothesis or any technical assumption on the time of death.
Our approach to achieve the goal described above, consists of three main steps.
In the first step, we develop the stochastic tools, necessary for this aim, in Section
8.1. We determine a complete martingale representation theorem for G-martingales
stopped at the death time, using the optional decomposition of Aksamit et al. (2015).
The approach to obtain this representation consists of singling out three stable and
orthogonal classes of martingales in the large filtration. The martingale decom-
position formula presented in this chapter extends those developed in Proposition
4.1 in Biagini and Cretarola (2012) and in Blanchet-Scalliet and Jeanblanc (2004).
Moreover an interesting G-martingale resulting from the process D is discovered.
The second step is devoted to quantify the real effect of mortality uncertainty on
the risk-minimising strategy. Hereto, we apply the martingale representation, for
G-martingales of the form o,G(hτ ), in order to express the G-strategies in terms of
F-strategies in Section 8.2. G-strategies and another type of F-strategies were also
studied by Biagini and Cretarola (2012), but for local risk-minimisation and in a spe-
cific setting of Brownian motions and of a hazard rate process. In the third step, we
describe the optimal strategies as explicit as possible in Section 8.3. We do this for
the life insurance liabilities, which can be separated into three building blocks: pure
endowment, term insurance, and annuity contracts. The strategies and remaining
risks are expressed in terms of pure mortality and pure financial components and of
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components resulting from the correlation between the mortality and the financial
model.
8.1 Optional martingale representation results for
G-martingales
In this section, we elaborate a representation result for some G-martingales. This
proposes an alternative, in the general case, to the main result of Blanchet-Scalliet
and Jeanblanc (2004). In fact, this latter fails when τ does not avoid F-stopping times
and not all F-martingales are continuous. Furthermore, our optional representation
result allows to evaluate a broader class of equity-linked death benefits. This optional
representation theorem constitutes our principal result in this section and is based
on a new G-martingale that possesses nice properties. To this end, we consider the
mathematical framework and ingredients as presented in Chapter 7.
In particular, we consider a filtered probability space (Ω,F ,F := (Ft)t≥0,P) satis-
fying the usual conditions of right-continuity and completeness. Here F is the flow of
public information. On this stochastic basis, we suppose given an F-semimartingale
X that represents the discounted price process of risky assets. In addition to this
initial model, we consider a random time τ , that represents the death time of an
agent. Let D be the process defined in (7.9) and G be the progressively enlarged
filtration as introduced in Section 7.3. The Aze´ma supermartingales are defined in
(7.7), and m is given in (7.10). Finally, R and R˜ denote the F-stopping times (7.12)
and (7.13), respectively.
8.1.1 Three orthogonal classes of G-martingales
In this subsection, we introduce three important classes of G-(local) martingales
that play a crucial role in our optional representation result that will be stated in
the next subsection. The common feature for these three classes lies in the spirit of
the optional decomposition for a class of G-semimartingales, developed by Aksamit
et al. (2015) and recalled in (7.16). Then, our first class of G-martingales is given by
M(1)(G) :=
{
M̂ defined in (7.16)
∣∣∣ M̂∗∞ ∈ L1(P), M ∈M0,loc(F)} , (8.1)
where M∗t := sups≤t |Ms|, for all t ≥ 0.
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In the following we propose a new G-martingale, and show that it has nice features
such as a larger set of integrands than the usual G-predictable integrands. This new
martingale is the core generator of our second class of G-(local) martingales.
Theorem 8.1.1. Consider the following process
NG := D − G˜−1I[0,τ] Do,F. (8.2)
Then, the following assertions hold.
(i) NG is a G-martingale with integrable variation.
(ii) Let K be an F-optional process, which is Lebesgue-Stieltjes integrable with respect
to NG. Then,
K NG ∈ A(G) iff [K NG]1/2 ∈ A+(G) iff K ∈ Io(NG,G), (8.3)
where
Io(NG,G) :=
{
K ∈ O(F)
∣∣∣ E [|K|GG˜−1I{G˜>0} D∞] < +∞
}
. (8.4)
Furthermore, in the case where K belongs to Io(NG,G) (resp. to Ioloc(NG,G)), the
process K  NG is a G-martingale with integrable variation (resp. is a G-local mar-
tingale with locally integrable variation).
(iii) The elements of
M(2)(G) :=
{
K NG
∣∣∣ K ∈ Io(NG,G)} , (8.5)
are G-martingales orthogonal to locally bounded elements ofM(1)loc(G) defined in (8.1).
(iv) For K ∈ Ioloc(NG,G) and an F-stopping time σ, the process
(
K NG
)σ−
is also
a G-local martingale.
Proof. (i) It is easy to check that NG is a ca`dla`g and G-adapted process. Moreover
E[Var(NG)∞] = E[
∫ ∞
0
|dNGu |] = E[
∫ ∞
0
|dDu − G˜−1u I[0,τ](u)dDo,Fu |]
≤ E[
∫ ∞
0
dDu +
∫ ∞
0
G˜−1u I[0,τ](u)dDo,Fu ]
= E[D∞] + E[
∫ ∞
0
G˜−1u
o,F(I[0,τ])udDu],
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and
E[sup
t≥0
|NGt |] = E[sup
t≥0
|Dt − G˜−1I[0,τ] Do,Ft |]
≤ E[sup
t≥0
(Dt + G˜−1I[0,τ] Do,Ft )]
≤ E[D∞ +
∫ ∞
0
G˜−1u I[0,τ](u)dDo,Fu ]
= E[D∞] + E[
∫ ∞
0
G˜−1u
o,F(I[0,τ])udDu],
such that
max
(
E
[
Var(NG)∞
]
,E
[
sup
t≥0
|NGt |
])
≤ E[D∞] + E
[
G˜−1 o,F(I[0,τ])I{G˜>0} D∞
]
= 2P(τ < +∞) ≤ 2.
The equality above follows from the fact that I{G˜>0} D ≡ D which is due to G˜τ > 0
P-a.s. on {τ < +∞} (see Jeulin (1980)). Thus, NG has an integrable variation. For
any F-stopping time σ, we derive
E[NGσ ] = E
[
Dσ − G˜−1I[0,τ] Do,Fσ
]
= E[Dσ]− E
[
G˜−1I{G˜>0}
o,F(I[0,τ]) Dσ
]
= E[Dσ]− E
[
I{G˜>0} Dσ
]
= 0 = E[NG0 ]. (8.6)
Here we used again that I{G˜>0}  D ≡ D. Therefore, the proof of assertion (i)
follows immediately via property 4. on page 184, from a combination of (8.6) and
the property 3. on page 192.
(ii) LetK be an F-optional process which is Lebesgue-Stieltjes integrable with respect
to NG. Then, using ∆Do,F = G˜−G, we derive (via the fact that ∆DI[0,τ[ ≡ 0)
[K NG] =
∑
K2(∆NG)2 =
∑
K2
(
(1− G˜−1I{G˜>0}∆Do,F)∆D − G˜−1I[0,τ[∆Do,F
)2
=
∑
K2
(
GG˜−1I{G˜>0}∆D − G˜−1I[0,τ[∆Do,F
)2
=
∑
K2(GG˜−1)2I{G˜>0}∆D +
∑
K2G˜−2I[0,τ[(∆Do,F)2.
From the latter we first derive that
√
[K NG] ≥
√∑
K2(GG˜−1)2I{G˜>0}∆D =
√
K2(GG˜−1)2I{G˜>0} D
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=
√
K2τ (Gτ G˜−1τ )2I{G˜τ>0}I[τ,∞[ = |Kτ |Gτ G˜−1τ I{G˜τ>0}I[τ,∞[
= |K|GG˜−1I{G˜>0} D.
Secondly, together with
√∑ |x| ≤ ∑√|x| we find that
√
[K NG] ≤∑√K2(GG˜−1)2I{G˜>0}∆D +∑√K2G˜−2I[0,τ[(∆Do,F)2
=
∑ |K|GG˜−1I{G˜>0}∆D +∑ |K|G˜−1I[0,τ[∆Do,F
= |K|GG˜−1I{G˜>0} D + |K|G˜−1I[0,τ[ Do,F.
We conclude that
|K|GG˜−1I{G˜>0} D ≤
√
[K NG] ≤ |K|GG˜−1I{G˜>0} D + |K|G˜−1I[0,τ[ Do,F, (8.7)
on the one hand. On the other hand, since G = o,F(I[0,τ[), it is easy to check that
|K|
G˜
I[0,τ[ Do,F ∈ A+(G) (resp. A+loc(G))
m (8.8)
|K|G
G˜
I{G˜>0} D ∈ A+(G) (resp. A+loc(G)).
Indeed, the integrands |K|
G˜
I[0,τ[ and |K|G
G˜
I{G˜>0} are non-negative and D
o,F and D are
non-decreasing, therefore the two integrals are clearly non-decreasing. Moreover
E
[ |K|
G˜
I[0,τ[ Do,F∞
]
= E
[ |K|
G˜
o,FI[0,τ[IG˜>0 D∞
]
= E
[ |K|G
G˜
I
G˜>0 D∞
]
,
hence it is clear that the equivalence (8.8) holds. Thanks again to ∆Do,F = G˜ − G
we get
NG = D − G˜−1I[0,τ] Do,F = D − G˜−1I[τ] Do,F − G˜−1I[0,τ[ Do,F
= D − G˜−1I{G˜>0}∆D Do,F − G˜−1I[0,τ[ Do,F
= D − G˜−1I{G˜>0}∆Do,F D − G˜−1I[0,τ[ Do,F
= (1− G˜−1I{G˜>0}(G˜−G)) D − G˜−1I[0,τ[ Do,F
= GG˜−1I{G˜>0} D − G˜−1I[0,τ[ Do,F.
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Therefore it follows that
Var(K NG)t =
∫ t
0
|Ku||dNGu | =
∫ t
0
|Ku||GuG˜−1u I{G˜u>0}dDu − G˜−1u I[0,τ[(u)dDo,Fu |
= I{τ≤t}
∫ t
τ
|Ku||GuG˜−1u I{G˜u>0}dDu|+
∫ t∧τ
0
|Ku|| − G˜−1u I[0,τ[(u)dDo,Fu |
=
∫ t
0
|Ku|GuG˜−1u I{G˜u>0}dDu +
∫ t
0
|Ku|G˜−1u I[0,τ[(u)dDo,Fu
= |K|GG˜−1I{G˜>0} Dt + |K|G˜−1I[0,τ[ Do,Ft . (8.9)
and hence due to a combination of this with (8.7) and (8.8), the equivalences in (8.3)
follow:
• The first inequality in (8.7) shows that when
√
[K NG] ∈ A+(G), then it
follows that E[|K|GG˜−1I{G˜>0} D∞] <∞, in other words K ∈ Io(NG,G).
• From the second inequality in (8.7): if K ∈ Io(NG,G), then E[|K|GG˜−1I{G˜>0} 
D∞] <∞ and via equivalence (8.8) also E[|K|G˜−1I[0,τ[ Do,F∞ ] <∞, such that
E[
√
[K NG]∞] <∞ and thus
√
[K NG] ∈ A+(G).
• Via equality (8.9) it is clear that E[Var(K NG)∞] <∞ iff E[|K|GG˜−1I{G˜>0} 
D∞] < ∞ and E[|K|G˜−1I[0,τ[  Do,F∞ ] < ∞. Thus this implies the equivalence
K NG ∈ A(G) iff K ∈ Io(NG,G).
Hereafter we make use of the following reasoning. Consider X being a process
stopped at τ , thus X = I[0,τ]  X, and such that X0 ∈ L1(P). For any G-stopping
time σG it holds that I[0,σG]  X∞ = XσG − X0. Recalling property 4. on page 184
allows us to conclude that X is a G-martingale if and only if E[XσG ] = E[X0], or if
and only if E[I[0,σG]  X∞] = 0. Moreover via property 3. on page 192 it is sufficient
to prove this for F-stopping times σF; E[I[0,σF] X∞] = 0. Thus, when we show that
E[H X∞] = 0 for any bounded and F-predictable process H, then in particular via
H = I[0,σF], the proof is completed. H = I[0,σF] is predictable because of Proposition
2.5 in Jacod and Shiryaev (2002).
For a bounded and F-predictable process H, and K ∈ Io(NG,G), due to I{G˜>0} 
D ≡ D, we get
E[HK NG∞] = E
[
HK D∞ −HKG˜−1I[0,τ] Do,F∞
]
= E[HK D∞]− E
[
HKG˜−1 o,F(I[0,τ])I{G˜>0} D∞
]
= 0.
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This proves that the process K  NG is a G-martingale, and the proof of assertion
(ii) is achieved.
(iii) Recall that ∆m = G˜−G−, then it turns out for M̂ ∈M(1)loc(G) that
∆M̂ = I[0,τ]∆M − G˜−1I[0,τ]∆M∆m+ I[0,τ]∆(∆MR˜I[R˜,∞[)p,F
= I[0,τ]
(
∆M − G˜−1(G˜−G−)I{G˜>0}∆M + ∆(∆MR˜I[R˜,∞[)p,F
)
= I[0,τ]
(
G˜−1G−I{G˜>0}∆M + ∆(∆MR˜I[R˜,∞[)
p,F
)
. (8.10)
Since NG has finite variation, we have
[K NG, M̂ ] = ∆M̂K NG =: K˜K NG,
where K˜ is the F-optional process given by
K˜ := (∆M)G−G˜−1I{G˜>0} + ∆
(
∆M
R˜
I
[R˜,+∞[
)p,F
.
Thanks to assertion (ii),we know that K˜K  NG ∈ Mloc(G) if K˜K ∈ Ioloc(NG,G).
Because of (8.3), the latter is equivalent to [K˜K  NG]1/2 = [∆M̂  (K  NG)]1/2
being in A+loc(G). For K ∈ Ioloc(NG,G) and M̂ being a locally bounded element of
M(1)loc(G) it holds that ∆M̂K  NG is a special semimartingale. Thus we conclude
that K˜K  NG = [K  NG, M̂ ] is a G-local martingale. This ends the proof of the
assertion (iii).
(iv) Let σ be an F-stopping time, and K ∈ Ioloc(NG,G). Then, it is obvious that
I[0,σ[K ∈ Ioloc(NG,G) on the one hand. On the other hand, simple calculations show
that (
K NG
)σ−
= KI[0,σ[ NG ∈Mloc(G).
This proves assertion (iv), and the proof of the theorem is completed.
Remark 8.1.2. (1) The formula (8.2) is a “sort of” G-optional decomposition for
the process D.
(2) The second assertion of Theorem 8.1.1 introduces the largest space of G-local mar-
tingales generated by NG, while the third assertion claims that this space is orthogonal
to the space of G-local martingales (with sufficient local integrability) obtained from
the F-local martingales via the optional decomposition (7.16).
(3) If τ is an F-stopping time, then it is easy to see that NG ≡ 0.
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(4) In case τ avoids F-stopping times (i.e. for an F-stopping time θ it holds that
P(τ = θ) = 0), our martingale NG defined in (8.2) coincides with
NG := D −G−1− I[0,τ] Dp,F. (8.11)
This latter process is the G-local martingale part in the Doob-Meyer decomposition
of D under G (see Remarques (4.5) in Jeulin (1980) for details). This is due to the
fact that, when τ avoids F-stopping times, we have G˜ = G and Do,F = Dp,F which is
continuous, see Subsection 7.2.3.
(5) For the case where all F-martingales are continuous, we have G˜ = G− and
Do,F = Dp,F as well, see Subsection 7.2.3. As a result, the equality NG = NG
remains valid in this case.
(6) It is worth mentioning that, for an H-martingale M and an H-stopping time σ, in
general Mσ− is not an H-local martingale. In fact, when σ is a totally inaccessible H-
stopping time such that P(σ < +∞) > 0, and M := I[σ,+∞[−
(
I[σ,+∞[
)p,H ∈Mloc(H),
we have Mσ− = −
((
I[σ,+∞[
)p,H)σ−
which is H-predictable with finite variation.
Hence Mσ− cannot be a local martingale since it is not null.
In the remaining part of this subsection, we will present our last class of G-
martingales. This requires the following notations. The random time τ still rep-
resents the time of death of an agent. In the rest of the chapter, on the set
(Ω× [0,+∞),F ⊗ B(R+)) (where B(R+) is the Borel σ-field on R+ = [0,+∞)), we
consider the finite measure µ := P⊗D (µ(dω, dt) := P(dω)dDt(ω) can be normalised
into a probability measure). Let P(F), O(F), and Prog(F) denote the predictable,
optional, and progressive sub-σ-fields, respectively. On (Ω,F), we also consider the
sub-σ-fields Fτ−, Fτ , and Fτ+, as described in Subsection 7.2.1. Furthermore, for
any H ∈ {P(F),O(F),Prog(F)}, we define
L1 (H,P⊗D) :=
{
X H-measurable | E[|Xτ |I{τ<+∞}] =: EP⊗D[|X|] < +∞
}
.
(8.12)
Then, we get the following
Lemma 8.1.3. Let X be an F ⊗ B(R+)-measurable process such that X ≥ 0 µ-a.e.
or X ∈ L1(µ). Then, the following equalities hold µ-a.e.
Eµ
[
X
∣∣∣P(F)] = E [Xτ ∣∣∣Fτ−] , Eµ [X∣∣∣O(F)] = E [Xτ ∣∣∣Fτ ] , and
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Eµ
[
X
∣∣∣Prog(F)] = E [Xτ ∣∣∣Fτ+] .
Here Eµ[.|.] is the conditional expectation under the finite measure µ.
The proof of this lemma is straightforward and will be omitted.
Theorem 8.1.4. The following assertions hold.
(i) For any k ∈ L1 (Prog(F),P⊗D), there exists a unique (up to a µ := P ⊗ D-
negligible set) F-optional process h satisfying
E
[
kτ
∣∣∣ Fτ ] = hτ P-a.s. on {τ < +∞}. (8.13)
(ii) The elements of the set
M(3)(G) :=
{
k D
∣∣∣∣ k ∈ L1 (Prog(F),P⊗D) and E[kτ |Fτ ] = 0 P-a.s} (8.14)
are G-martingales that are orthogonal to locally bounded elements of M(1)loc(G) and
M(2)loc(G).
Proof. The assertion (i) follows immediately from Lemma 8.1.3 by putting h =
Eµ[k|O(F)]. Thus, the rest of this proof will focus on proving assertion (ii). Let
k ∈ L1 (Prog(F),P⊗D) such that E[kτ |Fτ ] = 0 P-a.s. on {τ < +∞}, and put
MG := k  D. To prove that MG is a G-martingale, we mimic exactly the proof of
Theorem 8.1.1–(i). For the sake of completeness we give details. For any F-stopping
time σ, we have
E [k Dσ] = E
[
kτI{τ≤σ}I{τ<+∞}
]
= E
[
E[kτ |Fτ ]I{τ≤σ}I{τ<+∞}
]
= 0.
This proves thatM(3)(G) ⊂M(G). Similarly as in the proof of Theorem 8.1.1–(iii),
for any G-locally bounded process LG belonging to M(i)loc(G) (for i = 1, 2), there
exists (unique up to a µ-negligible set) an F-optional process K which is F-locally
bounded and such that
[LG, k D] = k∆LG D = kK D.
Indeed, for i = 1 we recall (8.10) and for i = 2 we consider LG = K˜  NG with
K˜ ∈ Io(NG,G) according to (8.5), and compute
∆LG = K˜∆NG = K˜∆(D − G˜−1I[0,τ]Do,F) = K˜(∆D − G˜−1I[0,τ]∆Do,F),
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such that
k∆LG D = kK˜∆D D − kK˜G˜−1I[0,τ]∆Do,F D
= kK˜(1− G˜−1I{G˜>0}∆Do,F) D.
Then we realise that
[LG, k D] = kK D ∈M(3)loc(G),
which is due to the fact that k  D is a process with finite variation, kK is in
L1 (Prog(F), P ⊗D) and satisfies E[kτKτ |Fτ ] = KτE[kτ |Fτ ] = 0. This ends the
proof of the theorem.
8.1.2 The optional martingale representation theorem
This subsection, together with the previous subsection, constitutes our first main
innovative contribution in this chapter. Herein, we elaborate our optional represen-
tation theorems for G-local martingales. Below, we establish this representation for
a large class of G-martingales that is frequently used in insurance modelling and
mortality valuation processes.
Theorem 8.1.5. Let h ∈ L1(O(F),P⊗D) and consider the following processes
Mh := o,F
( ∫ ∞
0
hudDo,Fu
)
and
J :=
(
Mh − h Do,F
)(
G+ [GR− + I{GR−=0}]I[R,+∞[
)−1
.
(8.15)
Then the following assertions hold.
(i) The process JI[0,R[ ∈ Ioloc(NG,G), and the G-martingale Ht := E[hτ |Gt] = o,G(hτ )t
admits the following representation.
H = H0 +G−1− I[0,τ]  M̂h − J−G−1− I[0,τ]  m̂+ (h− J)I[0,R[ NG. (8.16)
(ii) If h ∈ L logL(O(F),P⊗D), i.e. if
E[|hτ | log(|hτ |)I{τ<+∞}] = E
[ ∫ ∞
0
|hu| log(|hu|)dDu
]
< +∞,
then (h− J)I[0,R[ NG and G−1− I[0,τ]  M̂h − J−G−1− I[0,τ]  m̂ are G-martingales.
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(iii) If h ∈ L2(O(F),P⊗D) , then the G-martingales (h−J)I[0,R[ NG and G−1− I[0,τ] 
M̂h−J−G−1− I[0,τ] m̂ (and hence so is M̂h−J− m̂, since G− ≤ 1) are square integrable
and orthogonal.
For the sake of easy exposition, we delegate the proof of the theorem to Subsection
8.1.3.
Remark 8.1.6. Thanks to the decomposition (8.16) of Theorem 8.1.5, it is easy to
see that for h ∈ L1(O(F),P ⊗ D), the G-local martingales (h − J)I[0,R[  NG and
G−1− I[0,τ]  M̂h − J−G−1− I[0,τ]  m̂ are even G-martingales when h is bounded. We
cannot see this fact directly from the definition of M̂h and m̂, as there is no reason
that these two G-local martingales are G-martingales! More importantly, the third
assertion states that in case h is square integrable, these martingales are square
integrable, which is very surprising as there is no reason that the G-local martingales
M̂h and m̂ are even G-locally square integrable. This is due to the fact that in the
expression (7.16) of these local martingales, the term G˜−1I[0,τ]  [m,L] (for any F-
local martingale L, which might even be bounded) has no reason to be G-locally square
integrable!
Corollary 8.1.7. If h ∈ L1(P(F),P⊗D), then, the decomposition (8.16) takes the
form of
H := o,G(hτ ) = H0 +G−1− I[0,τ]  m̂h + (h− J−)G−1− I[0,τ]  m̂+ (h− J)I[0,R[ NG.
Here F = 1−G and mh and J are given by
mh := o,F
( ∫ ∞
0
hudFu
)
and J :=
(
mh − h  F
)(
G+ [GR−+ I{GR−=0}]I[R,+∞[
)−1
.
(8.17)
Proof. The proof of the corollary follows immediately from combining Theorem 8.1.5
and the fact that M̂h = m̂h +h  m̂. This latter is a consequence of Lemma 7.3.3 and
the following, which makes use of relation (7.10),
Mht = E
[ ∫ ∞
t
hudDo,Fu
∣∣∣∣Ft]+ h Do,Ft = E[ ∫ ∞
t
hudFu
∣∣∣∣Ft]+ h Do,Ft
= E
[ ∫ ∞
0
hudFu
∣∣∣∣Ft]− h  Ft + h Do,Ft = mht + h mt.
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Remark 8.1.8. For a process h in L1(P(F),P ⊗ D), the two processes that are
both denoted by J , in (8.15) and in (8.17), are the same and there is no risk of
confusion. This is due to the fact that dm − dDo,F = dG = −dF , which leads to
Mh − h Do,F = mh + h m− h Do,F = mh − h  F.
Corollary 8.1.9. Let h ∈ L1(O(F),P ⊗ D), and its associated Mh and J be as
defined in (8.15). Then, the optional representation, (8.16), for the G-martingale
H := o,G(hτ ) takes the following forms.
(i) If τ is an F-pseudo stopping time, then it holds that
H = H0 +G−1− I[0,τ]  (Mh)τ + (h− J)I[0,R[ NG.
(ii) In case τ avoids F-stopping times, it holds that
H = H0 +G−1− I[0,τ] Mh − J−G−1− I[0,τ] m+ (h− J−) NG.
Here NG is given by (8.11), and for any F-local martingale, M , M is defined by
M := M τ − G˜−1I[0,τ]  [M,m]. (8.18)
(iii) If all F-martingales are continuous, then the process H takes the form of
H = H0 +G−1− I[0,τ] Mh − J−G−1− I[0,τ] m+ (h− J−)G−G−1I[0,τ] NG,
where NG and M are given by (8.11) and (8.18) respectively.
(iv) If G is strictly positive (equivalently G˜ > 0 or G− > 0), then
H = H0 +G−1− I[0,τ] Mh − J−G−1− I[0,τ] m+ (h− J) NG.
Proof. (i) For an F-pseudo-stopping time τ , we recall from page 190 that m ≡ 1 and
R˜ = +∞, P-a.s. As a result,
M̂ ≡M τ , for any M ∈Mloc(F). (8.19)
Thus, the proof of assertion (i) follows from combining the latter fact with Theorem
8.1.5.
(ii) Suppose that τ avoids F-stopping times. Then, the proof of assertion (ii) follows
immediately from the remarks on pages 189 and 191 as follows. Recall NG :=
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D − G−1− I[0,τ]  Dp,F. Immediately, it is clear that I[0,R[  NG = NG. Note that
∆NG = ∆D − G−1− I[0,τ]∆Dp,F = ∆D = I[τ]. The process J might have jumps at
F-stopping times, however due to the assumption on τ it holds that
{∆J 6= 0} ∩ [τ ] = ∅,
which leads to the observation that J NG = J  (NG)c +∑∆J∆NG = J− NG.
(iii) Suppose that all F-martingales are continuous. Then, Mh and m are contin-
uous, and we get
M̂h = Mh, m̂ = m, G˜ = G−, and Do,F = Dp,F.
See also pages 189 and 191. Furthermore, since any F-stopping time is predictable,
it holds in particular that R is predictable and GR− = 0 on {R < +∞}. This implies
that [0, τ ] ⊂ [0, R[. Now we consider
(h− J)I[0,τ] = (h− J−)I[0,τ] −∆JI[0,τ].
Because of (8.43) it holds that
∆Jτ = 1
Gτ−
∆M̂h − J
τ
−
Gτ−
∆m̂+ (J − h)I[0,R[ 1
G˜
I[0,τ]∆Do,F − hI[R]∆D. (8.20)
Since all F-martingales are continuous we have ∆Mh = ∆m = ∆M̂h = ∆m̂ = 0.
Thus on [0, τ ] we derive that
∆J = (J − h)∆D
o,F
G˜
⇔ ∆J = ∆J∆D
o,F
G˜
+ (J− − h)∆D
o,F
G˜
⇔ ∆JG
G˜
= (J− − h)G− −G
G˜
⇔ ∆J = (h− J−)∆G
G
.
Because of the fact that τ < R, we have G > 0 on [0, τ ]. Therefore,
(h− J)I[0,τ] = (h− J−)I[0,τ] − h− J−
G
∆GI[0,τ]
= (h− J−)G−G−1I[0,τ],
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and the proof of assertion (iii) follows from Theorem 8.1.5.
(iv) The positivity assumption of G implies that R = +∞ P-a.s. such that (8.18)
holds. Hence, assertion (iv) follows again from Theorem 8.1.5. This ends the proof
of the corollary.
Remark 8.1.10. (1) If τ is an F-stopping time, then it is easy to check that
H = o,G(hτ ) = o,F(hτ ) = o,F
(∫ ∞
0
hudDu
)
= Mh.
(2) Suppose that τ avoids F-stopping times. Then, we have
G−
G
I[0,τ] NG = NG.
This is due to the fact that there exist F-stopping times σn such that
{∆G 6= 0} ∩ [τ ] =
∞⋃
n=1
[σn] ∩ [τ ] = ∅.
(3) Let us consider an integrable and F-predictable process h. Moreover, assume
that either τ avoids F-stopping times or all F-martingales are continuous. Then,
Corollaries 8.1.7 and 8.1.9 (ii)–(iii) and the previous remark imply the following
representation for H := o,G(hτ ),
H = H0 +G−1− I[0,τ] mh + (h− J−)G−1− I[0,τ] m+ (h− J−)G−G−1I[0,τ] NG. (8.21)
Here mh and J are given by (8.17). Moreover, the equality Do,F = Dp,F implies that
m = 1 − Z, where Z is the F-martingale part in the Doob-Meyer decomposition of
the F-submartingale F . Therefore,
M = M τ − G˜−1I[0,τ]  [M,m] = M τ + G˜−1I[0,τ]  [M,Z],
for any F-martingale M . In particular,
m = 1− Zτ − G˜−1I[0,τ]  [Z] = 1− Z.
The representation (8.21) coincides with the one established in Theorem 1 of Blanchet-
Scalliet and Jeanblanc (2004). However, note that, in the present text, G is left
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arbitrary and is allowed to vanish as opposed to the setting considered by Blanchet-
Scalliet and Jeanblanc (2004). In case it holds that G is strictly positive and we
include a hazard process as in Blanchet-Scalliet and Jeanblanc (2004), then we have
the following
M = M τ + eΓI[0,τ]  [M,Z],
when τ avoids F-stopping times (because then G˜ = G = e−Γ) or when F-martingales
are continuous (since G˜ = G− = e−Γ− and eΓ−I[0,τ]  [M,Z] = eΓI[0,τ]  [M,Z] because
Z is continuous).
A direct application of our previous optional representation lies in giving a precise
and exact representation of all G-martingales living on [0, τ ].
Theorem 8.1.11. If (M(G))τ denotes the set of G-martingales stopped at τ , then
we have
(M(G))τ =M(1)(G)⊕M(2)(G)⊕M(3)(G). (8.22)
In particular, for any G-martingale MG, there exist processes h ∈ L1 (O(F),P⊗D)
and k ∈ L1 (Prog(F),P⊗D), such that E[kτ |Fτ ] = 0 on {τ < +∞}, kτ + hτ = MGτ ,
and
(
MG
)τ
= MG0 +G−1− I[0,τ]  M̂h− J−G−1− I[0,τ]  m̂+ (h− J)I[0,R[ NG + k D. (8.23)
Here Mh and J are defined in (8.15) and m is given by (7.10).
Proof. Let MG be a G-martingale. Then, on the one hand, there exists (unique up
to P⊗D-a.e.) k(1) ∈ L1 (Prog(F),P⊗D) such that MGτ = k(1)τ and
MGt∧τ = E
[
MGτ
∣∣∣ Gt].
Thus, thanks to Theorem 8.1.4–(i), there exists h ∈ L1 (O(F),P⊗D) (unique up to
P⊗D-a.e.) such that E[k(1)τ |Fτ ] = hτ P-a.s. on the set {τ < +∞} on the one hand.
On the other hand, we can easily prove that
Gt ∩ (τ > t) ⊂ Fτ .
As a result, by putting k := k(1) − h, we derive the following
MGt∧τ = E
[
k(1)τ |Gt
]
= k(1)τ I[τ,+∞[(t) + E
[
k(1)τ I{τ>t}
∣∣∣Gt]
213
8 Optional martingale representation and risk-minimisation
8
= k(1)τ I[τ,+∞[(t) + E
[
hτI{τ>t}
∣∣∣Gt] = k Dt + E [hτ ∣∣∣Gt] .
Therefore, a direct application of Theorem 8.1.5 to the process E [hτ |Gt], the de-
composition (8.23) follows immediately. To conclude the proof of the theorem, it
is enough to notice that k  D ∈ M(3)(G), and the process E [hτ |Gt] belongs to
M(1)(G) ⊕M(2)(G), since h ∈ L logL (O(F), P ⊗D). This ends the proof of the
theorem.
Corollary 8.1.12. If (Mloc(G))τ denotes the set of G-local martingales stopped at
τ , then we have
(Mloc(G))τ =M(1)loc(G)⊕M(2)loc(G)⊕M(3)loc(G). (8.24)
Proof. First of all we localise, then we apply Theorem 8.1.11 afterwards to the
stopped process, and finally we combine the resulting processes to conclude.
8.1.3 Proof of Theorem 8.1.5
This subsection is devoted to proving Theorem 8.1.5. To this end, throughout this
subsection, we consider h ∈ L1 (O(F),P⊗D) and the associated G-martingale Ht :=
E[hτ |Gt]. Then, remark that, according to Lemma 7.3.1, we can decompose this
martingale as follows
Ht = hτI[τ,+∞[(t) +G−1t E
[
hτI[0,τ[(t)|Ft
]
I[0,τ[(t) (8.25)
= h Dt + JtI[0,τ[(t).
The process J is defined by
J := Y
K
, where Yt := E
[
hτI[0,τ[(t)
∣∣∣Ft] , (8.26)
while K is the process given by
K := G+ (GR− + I{GR−=0})I[R,+∞[. (8.27)
In (8.25) it holds that
G−1Y I[0,τ[ =
(
G+ (GR− + I{GR−=0})I[R,+∞[
)−1
Y I[0,τ[,
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because τ ≤ R P-a.s. implies that I[R,+∞[ ≡ 0 on [0, τ [. Moreover note that {G = 0}
is disjoint from [0, τ [, such that both expressions above are well-defined. The process
K is strictly positive, because on [0, R[ it holds that K = G > 0, by the definition
of R, and on [R,+∞[ we have K = G+GR−+ I{GR−=0} > 0. The proof of Theorem
8.1.5 relies heavily on understanding the dynamics of the process K and subsequently
that of J . The following lemma focuses on K.
Lemma 8.1.13. Let K be given in (8.27). Then, the following assertions hold.
(i) Kτ is a positive G-semimartingale satisfying the following
Kτ = Gτ +G−I[R] D, Kτ− = Gτ−, inf
t≥0
Kt∧τ > 0, and
KI[0,R[ +KI[τ]∩[R] = GI[0,R[ +G−I[τ]∩[R].
(8.28)
(ii) As a result, (Kτ )−1 is a positive G-semimartingale admitting the following de-
composition.
d
( 1
Kτ
)
= −
(
Gτ−
)−2
dmτ + (GG2−)−1I[0,τ[d[m] + (G− −∆m)(GG2−)−1I[0,τ[dDo,F
+
{
G∆m−G−∆G
GG2−
I[0,R[ +
∆m
G2−
I[R]
}
dD. (8.29)
(iii) For any G-semimartingale L, we have
d
[
L,
1
Kτ
]
= − 1
GG−
I[0,τ[d[L,m] +
∆L
GG−
I[0,τ[dDo,F − ∆L∆G
GG−
I[0,R[dD. (8.30)
Proof. To prove this lemma, we start by recalling
K := G+
[
GR− + I{GR−=0}
]
I[R,+∞[,
and as recalled in Section 7.2, we have
[0, τ ] ⊂ {G− > 0} ∩ {G˜ > 0} and τ ≤ R P-a.s.
We derive that
Kτ = Gτ +
[
GR− + I{GR−=0}
]
I{τ=R}I[R,+∞[ = Gτ +GR−I{τ=R}I[R,+∞[
= Gτ +G−I[R]  I[τ,+∞[ = Gτ +G−I[R] D.
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This proves the first equality in (8.28). The proofs of the second and the last equali-
ties in (8.28) make use of this first equality. Note that Kτ− = K−I[0,τ[+Kτ−I[τ,∞[. On
[0, τ [ it holds that K = G and therefore Kτ− = G−I[0,τ[ +Gτ−I[τ,∞[ = Gτ−. Clearly
KI[0,R[ =
(
G+ (GR− + I{GR−=0})I[R,+∞[
)
I[0,R[ = GI[0,R[
and
KI[R]∩[τ] =
(
G+(GR−+I{GR−=0})I[R,+∞[
)
I[R]∩[τ] = 0+GR−I[R]∩[τ]+0 = G−I[R]∩[τ].
Furthermore, we have K = G > 0 on [0, R[ and Kτ = Gτ + Gτ−I{τ=R} > 0 P-a.s.
This implies that Kτ is a positive G-semimartingale. This together with Kτ− = Gτ− >
0 implies that inft≥0Kτt > 0 P-a.s. This ends the proof of assertion (i).
(ii) It is clear that assertion (i) implies that (Kτ )−1 is a well-defined and positive
G-semimartingale. Then, an application of Itoˆ’s formula leads to
1
Kτ
= 1
Kτ0
− 1(Kτ−)2
Kτ + 12
2
(Kτ−)3
 [(Kτ )c] +
∑( 1
Kτ
− 1
Kτ−
+ ∆Kτ 1(Kτ−)2
)
,
where it holds that
1
(Kτ−)3
 [(Kτ )c] = 1
Kτ (Kτ−)2
 [(Kτ )c],
and
1
Kτ
− 1
Kτ−
+ ∆Kτ 1(Kτ−)2
= (K
τ
−)2 −KτKτ− + (Kτ −Kτ−)Kτ
Kτ (Kτ−)2
= (K
τ )2 − 2KτKτ− + (Kτ−)2
Kτ (Kτ−)2
= (∆K
τ )2
Kτ (Kτ−)2
.
Hence
1
Kτ
= 1
Kτ0
− 1(Kτ−)2
Kτ + 1
Kτ (Kτ−)2
 [(Kτ )c] +
∑ (∆Kτ )2
Kτ (Kτ−)2
= 1
Kτ0
− 1(Kτ−)2
Kτ + 1
Kτ (Kτ−)2
 [Kτ ]. (8.31)
Now we consider
[Kτ ] = [Gτ +G−I[R] D] = I[0,τ]  [G] + 2G−I[R]I[0,τ]  [G,D] +G2−I[R]  [D].
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By m = G+Do,F, it follows that
[G] = [m−Do,F] = [m]− 2[m,Do,F] + [Do,F] = [m]− 2∆m Do,F + ∆Do,F Do,F
= [m]− (∆m+ ∆m−∆Do,F) Do,F = [m]− (∆m+ ∆G) Do,F,
such that
[Kτ ] = I[0,τ]  [m]− (∆m+ ∆G)I[0,τ] Do,F + 2G−∆GI[R]I[0,τ] D +G2−∆DI[R] D
= I[0,τ[  [m]− (∆m+ ∆G)I[0,τ[ Do,F + I[τ]  [m]− (∆m+ ∆G)I[τ] Do,F
+ 2G−∆GI[R]∩[τ] D +G2−I[R]∩[τ] D.
Herein we compute
I[τ]  [m]− (∆m+ ∆G)I[τ] Do,F = ∆D  [m]− (∆m+ ∆G)∆D Do,F
=
[
D, [m]
]
− (∆m+ ∆G)  [D,Do,F] = ∆[m] D − (∆m+ ∆G)∆Do,F D
=
(
(∆m)2 − (∆m+ ∆G)∆Do,F
)
D =
(
(G˜−G−)2 − (G˜+G− 2G−)(G˜−G)
)
D
=
(
G2 − 2GG− +G2−
)
D = (∆G)2 D = (∆G)2I[0,R[ D + (∆G)2I[R]∩[τ] D.
to obtain that
[Kτ ] = I[0,τ[  [m]− (∆m+ ∆G)I[0,τ[ Do,F + (∆G)2I[0,R[ D
+
(
(∆G)2 + 2G−∆G+G2−
)
I[R]∩[τ] D,
where the last term equals zero because(
(∆G)2 + 2G−∆G+G2−
)
I[R]∩[τ] D = G2I[R]∩[τ] D = 0.
Going back to (8.31) and using the fact that Kτ− = Gτ−, we find
d
( 1
Kτ
)
= − 1(Gτ−)2
dKτ + 1
Kτ (Gτ−)2
d[Kτ ]
= − 1(Gτ−)2
dmτ + 1(Gτ−)2
d(Do,F)τ − G−(Gτ−)2
I[R]dD
+ 1
Kτ (Gτ−)2
I[0,τ[d[m]− (∆m+ ∆G)
Kτ (Gτ−)2
I[0,τ[dDo,F +
(∆G)2
Kτ (Gτ−)2
I[0,R[dD
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= − 1(Gτ−)2
dmτ + 1
GG2−
I[0,τ[d[m] +
( 1
G2−
− (∆m+ ∆G)
GG2−
)
I[0,τ[dDo,F
+
( 1
G2−
∆Do,F − G−
G2−
I[R] +
(∆G)2
GG2−
I[0,R[
)
dD
= − 1(Gτ−)2
dmτ + 1
GG2−
I[0,τ[d[m] +
G− −∆m
GG2−
I[0,τ[dDo,F
+
({∆Do,F
G2−
+ (∆G)
2
GG2−
}
I[0,R[ +
{∆Do,F
G2−
− G−
G2−
}
I[R]
)
dD
= − 1(Gτ−)2
dmτ + 1
GG2−
I[0,τ[d[m] +
G− −∆m
GG2−
I[0,τ[dDo,F
+
(
G∆m−G−∆G
GG2−
I[0,R[ +
∆m
G2−
I[R]
)
dD.
(iii) Let L be a G-semimartingale. Then, by using (8.31),
[
L,
1
Kτ
]
= − 1
KτKτ−
 [L,Kτ ].
We calculate
[L,Kτ ] = [L,Gτ +G−I[R] D] = I[0,τ]  [L,G] +G−I[R]  [L,D]
= I[0,τ]  [L,m]− I[0,τ]  [L,Do,F] +G−I[R]  [L,D]
= I[0,τ[  [L,m] + I[τ]  [L,m]− I[0,τ[  [L,Do,F]
− I[τ]  [L,Do,F] +G−I[R]  [L,D]
= I[0,τ[  [L,m]− I[0,τ[  [L,Do,F] + (∆L∆m−∆L∆Do,F +G−∆LI[R]) D
= I[0,τ[  [L,m]− I[0,τ[  [L,Do,F] + (∆L∆G+G−∆LI[R]) D
= I[0,τ[  [L,m]− I[0,τ[  [L,Do,F] + (∆L∆GI[0,R[ +G∆LI[R]) D
= I[0,τ[  [L,m]− I[0,τ[  [L,Do,F] + ∆L∆GI[0,R[ D,
and conclude that
d
[
L,
1
Kτ
]
= − 1
KτKτ−
(
I[0,τ[d[L,m]−∆LI[0,τ[dDo,F + ∆L∆GI[0,R[dD
)
= − 1
GG−
I[0,τ[d[L,m] +
∆L
GG−
I[0,τ[dDo,F − ∆L∆G
GG−
I[0,R[dD.
This ends the proof of the lemma.
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The proof of our integrability results is essentially based on the optional stochastic
integral, for which we recall its definition and some of its useful properties from
Subsection 7.1.5. Moreover we derive the following new integrability and convergence
results for local martingales.
Theorem 8.1.14. Let M and N be two H-local martingales, with M0 = N0 = 0,
and (Γn)n≥1 be a sequence of H-optional subsets of Ω˜ := Ω× [0,+∞) that increases
to Ω˜ for n going to infinity. Then the following assertions hold.
(i) There exists a sequence of H-stopping times (σk)k≥1 that increases to infinity and
both
E
[ ∑
0≤t≤σk
p,H (IΓn∆M)
2
t
]
and E
[ ∑
0≤t≤σk
∣∣∣ p,H (IΓn∆M)t p,H (IΓn∆N)t ∣∣∣],
converge to zero when n goes to infinity, for any k ≥ 1.
(ii) E
[
[IΓn M ]∞
]
converges to E
[
[M ]∞
]
for n going to infinity, and if [M,N ] is in
A(H), then for any H-stopping time σ it holds that E
[
[IΓnM, IΓnN ]σ
]
converges
to E
[
[M,N ]σ
]
when n goes to infinity.
(iii) Furthermore, if M + N ∈ M2(H) and [IΓn M, IΓn  N ] ∈ Mloc(H) for all
n ≥ 1. Then, both M and N are square integrable H-martingales and 〈M,N〉H ≡ 0.
Proof. (i) It is easy to see that the non-decreasing process V := ∑ p,H (|∆M |)2
belongs to A+loc(H) (this follows from the fact that the process supt≤· p,H(|∆M |)t is
locally bounded and the process ∑ |∆M |I{|∆M |>1} belongs also to A+loc(H)). Then
there exists a sequence of H-stopping times, (σk)k≥1, that increases to infinity and
E[Vσk ] < +∞ for any k ≥ 1. Then, we deduce that
E
[ ∑
0≤t≤σk
p,H (IΓn∆M)
2
t
]
= E
[( p,H (IΓn∆M)2
p,H (|∆M |)2 I{p,H(|∆M |)>0}  V
)
σk
]
.
Hence, since V σk is integrable and 0 ≤ p,H(IΓn∆M)2p,H(|∆M |)2 I{p,H(|∆M |)>0} ≤ 1 which converges
to zero almost surely (limn→∞ p,H(IΓn∆M) = p,H(∆M) = 0), the dominated con-
vergence theorem allows us to conclude that E
[∑
0≤t≤σk
p,H (IΓn∆M)
2
t
]
converges to
zero when n goes to infinity. To prove the remaining statement of assertion (i), we
use (
E
[ ∑
0≤t≤σk
∣∣∣ p,H (IΓn∆M)t p,H (IΓn∆N)t ∣∣∣])2
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≤ E
[ ∑
0≤t≤σk
p,H (IΓn∆M)
2
t
]
E
[ ∑
0≤t≤σk
p,H (IΓn∆N)
2
t
]
,
which converges to zero as well when n goes to infinity. This ends the proof of
assertion (i).
(ii) Here, we prove assertion (ii). To this end, we start by calculating
[IΓn M, IΓn N ] = [IΓn M, IΓn N ]c +
∑
∆(IΓn M)∆(IΓn N)
= IΓn  [M,N ]c +
∑
∆(IΓn M)∆(IΓn N)
= IΓn  [M,N ]c +
∑(
IΓn∆M − p,H(IΓn∆M)
)(
IΓn∆N − p,H(IΓn∆N)
)
= IΓn  [M,N ]c +
∑
IΓn∆M∆N −
∑
p,H(IΓn∆M)IΓn∆N
−∑ p,H(IΓn∆N)IΓn∆M +∑ p,H(IΓn∆M) p,H(IΓn∆N)
= IΓn  [M,N ]−
∑
p,H(IΓn∆M)
(
IΓn∆N − p,H(IΓn∆N)
)
−∑ p,H(IΓn∆N)(IΓn∆M − p,H(IΓn∆M))−∑ p,H(IΓn∆M) p,H(IΓn∆N)
= IΓn  [M,N ]−
∑
p,H(IΓn∆N)∆(IΓn ∆M)
−∑ p,H(IΓn∆M)∆(IΓn N)−∑ p,H(IΓn∆M) p,H(IΓn∆N)
= IΓn  [M,N ]− p,H(IΓn∆N)  (IΓn ∆M)
− p,H(IΓn∆M)  (IΓn N)−
∑
p,H(IΓn∆M) p,H(IΓn∆N). (8.32)
Consider the sequence (σk)k≥1 of assertion (i) and for a fixed n ≥ 1 consider (σ(n, l))l≥1
that increases to infinity such that both processes (IΓn M)σ(n,l) and (IΓn N)σ(n,l)
are martingales. Then, by stopping both sides of (8.32) at σk∧σ(n, l)∧σ and taking
expectation afterwards, we get
E
[
[IΓn M, IΓn N ]σk∧σ(n,l)∧σ
]
= E
[
IΓn  [M,N ]σk∧σ(n,l)∧σ
]
− E
[ ∑
0≤t≤σk∧σ(n,l)∧σ
p,H (IΓn∆M)t
p,H (IΓn∆N)t
]
.
The processes Var([IΓn  M, IΓn  N ]), Var([M,N ]), and
∑
0≤t≤σk | p,H (IΓn∆M)t
p,H (IΓn∆N)t | are integrable. Then by combining the dominated convergence theo-
rem and assertion (i), we derive
E
[
[IΓn M, IΓn N ]σ
]
converges to E
[
[M,N ]σ
]
.
Now, suppose that M = N in (8.32), stop the processes at σk ∧ σ(n, l), and take the
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expectation afterwards, then we get that
E
[
[IΓn M ]σk∧σ(n,l)
]
= E
[
IΓn  [M ]σk∧σ(n,l)
]
− E
 ∑
0≤t≤σk∧σ(n,l)
p,H (IΓn∆M)
2
t
.
Then, using assertion (i) and the monotone convergence theorem, the first statement
of assertion (ii) follows immediately. This ends the proof of assertion (ii).
(iii) Consider L := M +N ∈M2(H), then on the one hand, for any n ≥ 1, IΓnL ∈
M2(H) which follows from
E
[
[IΓn  L]
]
= E
[
IΓn  [L]
]
− E
[∑
p,H (IΓn∆L)
2
]
≤ E
[
[L]
]
< +∞.
On the other hand, due to [IΓn N, IΓn M ] ∈Mloc(H) and by stopping and using
monotone convergence theorem afterwards, we get
E
[
[IΓn  L]∞
]
= E
[
[IΓn M ]∞
]
+ E
[
[IΓn N ]∞
]
. (8.33)
This proves that both IΓn M and IΓn  N are square integrable martingales. By
applying assertion (ii) to the three martingales IΓn M , IΓn N , and IΓn  L and
using (8.33), we obtain
E
[
[M ]∞
]
+ E
[
[N ]∞
]
= E
[
[L]∞
]
< +∞.
This proves that both M and N are square integrable H-martingales. Then, again
using assertion (ii), the proof of assertion (iii) follows immediately, and the proof of
the theorem is completed.
Remark 8.1.15. Note that for two H-local martingales M and N being orthogonal,
it holds that [IΓnM, IΓnN ] ∈Mloc(H). Indeed by the orthogonality we know that
[M,N ] ∈ Mloc(H) (see property 6. on page 184), which implies that IΓn  [M,N ] ∈
Mloc(H) (by property 1. on page 183). According to Proposition 7.1.2 it holds that
[M, IΓnN ]−IΓn [M,N ] ∈Mloc(H) and thus it follows that [M, IΓnN ] ∈Mloc(H).
From this we have IΓn [M, IΓnN ] ∈Mloc(H). Again it is known that [IΓnM, IΓn
N ]−IΓn [M, IΓnN ] ∈Mloc(H), and we conclude that [IΓnM, IΓnN ] ∈Mloc(H).
Now we prove Theorem 8.1.5.
Proof of Theorem 8.1.5. The proof of the theorem will be given in three steps where
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we prove the three assertions respectively.
(i) We start by proving that JI[0,R[ ∈ Ioloc(NG,G). To this end, we consider the
sequence of F-stopping times (σn)n≥1 given by
σn := inf{t ≥ 0 : |Jt| > n}, n ≥ 1.
Since J is a ca`dla`g and F-adapted process with real values, then the sequence (σn)n≥1
increases to infinity almost surely. Then, we calculate
E
[ |J |G
G˜
I{G˜>0} Dσn
]
= E
[ |Jτ |Gτ
G˜τ
I{τ<σn} +
|Jσn|Gσn
G˜σn
I{τ=σn<∞}
]
≤ n+ E
[ |Jσn|Gσn
G˜σn
I{τ=σn<+∞}
]
= n+ E
[
E
[ |Jσn|Gσn
G˜σn
(
I{τ≥σn} − I{τ>σn}
)
I{G˜σn>0}|Fσn
]]
= n+ E
[ |Jσn|Gσn
G˜σn
I{G˜σn>0}
(
E
[
I{τ≥σn}|Fσn
]
− E
[
I{τ>σn}|Fσn
])]
= n+ E
[ |Jσn|Gσn
G˜σn
(G˜σn −Gσn)I{G˜σn>0}
]
≤ n+ E
[
|hτ |I{σn<τ<+∞}
]
< +∞.
This ends the proof of JI[0,R[ being in Ioloc(NG,G). In the rest of this part we focus
on proving (8.16).
We remark that Y , defined in (8.26), is a G-semimartingale and satisfies
Y = Mh − h Do,F,
where Mh is defined in (8.15). Indeed,
Mht − h Do,Ft = E
[ ∫ ∞
0
hudDo,Fu
∣∣∣Ft]− h Do,Ft = E[ ∫ ∞
t
hudDo,Fu
∣∣∣Ft] (8.34)
= E
[ ∫ ∞
t
o,FhudDu
∣∣∣Ft] = E[hτI[0,τ](t)∣∣∣Ft] = Yt.
Then, thanks to Itoˆ’s calculus, we derive
dJτ = d
(
Y τ
Kτ
)
= 1
Kτ−
dY τ + Y τ−d
( 1
Kτ
)
+ d
[ 1
Kτ
, Y τ
]
. (8.35)
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Thus, the proof of the theorem boils down to calculating separately the three terms
in the RHS of the equality above, and to simplifying them afterwards. By combining
dY τ = d(Mh)τ − hI[0,τ]dDo,F, (8.28) and (7.16), we write
1
Kτ−
dY τ = 1
Gτ−
dM̂h + 1
G˜Gτ−
I[0,τ]d[m,Mh]− hI[0,τ]
Gτ−
dDo,F
− 1
Gτ−
I[0,τ]d
(
∆Mh
R˜
I
[R˜,+∞[
)p,F
= 1
Gτ−
dM̂h + 1
G˜G−
I[0,τ[d[m,Mh]− hI[0,τ[
G−
dDo,F (8.36)
− 1
G−
I[0,τ]d
(
∆Mh
R˜
I
[R˜,+∞[
)p,F
+ ∆m∆M
h
G˜Gτ−
dD − h∆D
o,F
Gτ−
dD.
Thanks to (8.29) and again (7.16) (recall that Y τ−/Kτ− = Y τ−/Gτ− = Jτ−), we calculate
Y τ−d
( 1
Kτ
)
= − J
τ
−
Gτ−
dmτ + J
τ
−
GGτ−
I[0,τ[d[m] +
Jτ−(G− −∆m)
GGτ−
I[0,τ[dDo,F
+
[
Jτ−(G∆m−G−∆G)
GGτ−
I[0,R[ +
Jτ−∆m
Gτ−
I[R]
]
dD
= − J
τ
−
Gτ−
dm̂− J
τ
−
G˜Gτ−
I[0,τ]d[m] +
Jτ−
Gτ−
I[0,τ]d
(
∆m
R˜
I
[R˜,+∞[
)p,F
+ J−
GG−
I[0,τ[d[m] +
J−(G− −∆m)
GG−
I[0,τ[dDo,F
+
[
Jτ−(G∆m−G−∆G)
GGτ−
I[0,R[ +
Jτ−∆m
Gτ−
I[R]
]
dD.
Herein it holds that
− J
τ
−
G˜Gτ−
I[0,τ]d[m] +
J−
GG−
I[0,τ[d[m]
=
(
− J−
G˜G−
+ J−
GG−
)
I[0,τ[d[m]− J
τ
−
G˜Gτ−
I[τ]d[m]
= J−∆D
o,F
G˜GG−
I[0,τ[d[m]− J
τ
−(∆m)2
G˜Gτ−
dD
= J−(∆m)
2
G˜GG−
I[0,τ[dDo,F − J
τ
−(∆m)2
G˜Gτ−
dD,
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such that
Y τ−d
( 1
Kτ
)
= − J
τ
−
Gτ−
dm̂+ J−
G−
I[0,τ]d
(
∆m
R˜
I
[R˜,+∞[
)p,F
+ J−(∆m)
2
G˜GG−
I[0,τ[dDo,F
+ J−(G− −∆m)
GG−
I[0,τ[dDo,F
+
[
Jτ−(G∆m−G−∆G)
GGτ−
I[0,R[ − J
τ
−(∆m)2
G˜Gτ−
+ J
τ
−∆m
Gτ−
I[R]
]
dD
= − J
τ
−
Gτ−
dm̂+ J−
G−
I[0,τ]d
(
∆m
R˜
I
[R˜,+∞[
)p,F
+ J−G−
G˜G
I[0,τ[dDo,F
+
[
Jτ−(G∆m−G−∆G)
GGτ−
I[0,R[ − J
τ
−(∆m)2
G˜Gτ−
+ J
τ
−∆m
Gτ−
I[R]
]
dD, (8.37)
because (∆m)2 + G˜(G−−∆m) = G˜2−2G˜G−+G2−+2G˜G−− G˜2 = G2−. By applying
(8.30) to L = Y τ , the last term in the RHS of (8.35) becomes
d
[
Y τ ,
1
Kτ
]
= − 1
GG−
I[0,τ[d[Y,m] +
∆Y
GG−
I[0,τ[dDo,F − ∆Y∆G
GG−
I[0,R[dD
= − 1
GG−
I[0,τ[d[Mh,m] +
∆Y + h∆m
GG−
I[0,τ[dDo,F − ∆Y∆G
GG−
I[0,R[dD.
(8.38)
When R˜ =∞ it clearly holds that
− 1
Gτ−
I[0,τ] 
(
∆Mh
R˜
I
[R˜,+∞[
)p,F
+ J
τ
−
Gτ−
I[0,τ] 
(
∆m
R˜
I
[R˜,+∞[
)p,F
= 0.
Now let us consider R˜ = R < ∞. Since GR = YR = 0 on {R < +∞} (indeed,
by (8.34) we have YR = E[
∫∞
R hudDo,F|FR] = −E[
∫∞
R hudGu|FR] = 0 since G = 0
on [R,∞[), G˜
R˜
= 0 on {R˜ < +∞} (by definition of R˜), and Y− = J−G−, we
have ∆Y
R˜
= YR − YR− = −JR˜−GR˜− and ∆Do,FR˜ = G˜R˜ − GR = 0 and therefore
∆Mh
R˜
= ∆Y
R˜
+ h
R˜
∆Do,F
R˜
= −J
R˜−GR˜− and ∆mR˜ = G˜R˜ −GR˜ = −GR˜−. As a result,
we conclude that, also for R˜ <∞,
− 1
G−
I[0,τ] 
(
∆Mh
R˜
I
[R˜,+∞[
)p,F
+ J−
G−
I[0,τ] 
(
∆m
R˜
I
[R˜,+∞[
)p,F
= 0
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By taking this equality and
1
G˜G−
I[0,τ[d[m,Mh]− 1
GG−
I[0,τ[d[Mh,m] = −∆D
o,F
G˜GG−
I[0,τ[d[Mh,m]
= −∆m∆M
h
G˜GG−
I[0,τ[dDo,F,
into consideration, after inserting (8.36), (8.37), and (8.38) in (8.35), we get
dJτ = 1
Gτ−
dM̂h − J
τ
−
Gτ−
dm̂+
{
∆Y + h∆m
GG−
+ J−G−
G˜G
− h
G−
− ∆m∆M
h
G˜GG−
}
I[0,τ[dDo,F
+
[
Jτ−(G∆m−G−∆G)
GGτ−
I[0,R[ − J
τ
−(∆m)2 −∆m∆Mh
G˜Gτ−
+ J
τ
−∆m
Gτ−
I[R]
−h∆D
o,F
Gτ−
− ∆Y∆G
GG−
I[0,R[
]
dD
=: 1
Gτ−
dM̂h − J
τ
−
Gτ−
dm̂+ ξ(1)I[0,τ[dDo,F +
[
ξ(2)I[0,R[ + ξ(3)I[R]
]
dD. (8.39)
Now, we need to simplify the expressions ξ(i) for i = 1, 2, 3. In fact, on [0, τ [, we
calculate
ξ(1) = ∆Y + h∆m
GG−
+ J−G−
G˜G
− h
G−
− ∆m∆M
h
G˜GG−
= J − h
G˜
. (8.40)
Similarly, on [0, R[∩[0, τ ], we use ∆Y = GJ − G−J−, ∆Mh = ∆Y + h∆Do,F,
∆Do,F = G˜−G, and ∆m = G˜−G−, and we derive
ξ(2) = J−(G∆m−G−∆G)
GG−
− J−(∆m)
2 −∆m∆Mh
G˜G−
− h∆D
o,F
G−
− ∆Y∆G
GG−
= G˜G(J− − h)−G
2(J − h) +GG−∆J
GG−
− ∆m
[
G˜(J− − h)−G(J − h)
]
G˜G−
= J − h
G˜
∆Do,F. (8.41)
Again, using the fact that Y = 0 and ∆Do,F = G˜−G = G˜, on [R] ∩ [0, τ ], we get
ξ(3) = −J−(∆m)
2 −∆m∆Mh
G˜G−
− h∆D
o,F
G−
+ J−∆m
G−
= −∆mG˜(J− − h) + G˜
2(J− − h)− G˜G−J−
G˜G−
= −h. (8.42)
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Thus, by inserting (8.40), (8.41), and (8.42) in (8.39), we obtain
dJτ = 1
Gτ−
dM̂h − J
τ
−
Gτ−
dm̂+ J − h
G˜
I[0,τ[dDo,F +
J − h
G˜
∆Do,FI[0,R[dD − hI[R]dD.
Thanks to the facts that J = 0 on [R] (since Y does vanish at R), [0, R[∩[0, τ ] =
[0, τ [ ∪ ([0, R] ∩ [τ ]), and J−h
G˜
∆Do,FI[0,R[dD = J−h
G˜
I[0,R[I[τ]dDo,F, we conclude that
the last equality takes the form of
dJτ = 1
Gτ−
dM̂h − J
τ
−
Gτ−
dm̂+ (J − h)I[0,R[ 1
G˜
I[0,τ]dDo,F − hI[R]dD. (8.43)
Therefore, by combining this equality with (8.2) and again the fact that J = 0 on
[R], we deduce that
dH = (h− J)dD + dJτ
= (h− J)dD + 1
Gτ−
dM̂h − J
τ
−
Gτ−
dm̂+ (J − h)I[0,R[ 1
G˜
I[0,τ]dDo,F − hI[R]dD
= 1
Gτ−
dM̂h − J
τ
−
Gτ−
dm̂+ (h− J)I[0,R[dNG.
This ends the proof of assertion (i).
(ii) To prove assertion (ii) we start by remarking that H is a G-martingale and h ∈
L1(O(F),P⊗D) ⊂ Io(NG,G). The latter inclusion follows indeed from E[|hτ |I{τ<∞}]
< ∞ since E[|h|GG˜−1I{G˜>0}  D∞] = E[|hτ |Gτ G˜−1τ I{τ<∞}] ≤ E[|hτ |I{τ<∞}] < ∞.
Thus, it is sufficient to prove that JI[0,R[ ∈ Io(NG,G) when h ∈ L logL(O(F),P⊗D).
(Indeed, we know already that H is a G-martingale and that h  NG and therefore
also hI[0,R[  NG are G-martingales. Thus when we also find that JI[0,R[  NG is a
G-martingale, then we can conclude that the sum (h−J)I[0,R[ NG and the remaining
part G−1− I[0,τ] M̂h−J−G−1− I[0,τ] m̂ are also G-martingales.) By the use of JtI[0,τ[(t) =
E
[
hτ |Gt
]
I[0,τ[(t) and inequality |Jt|I[0,τ[(t) ≤ E
[
|hτ ||Gt
]
I[0,τ[(t), we find that
E
[∫ ∞
0
|Jt|Gt
G˜t
I[0,R[(t)dDt
]
= E
[∫ ∞
0
|Jt| o,F(I[0,τ[)t
G˜t
I[0,R[(t)dDt
]
= E
[∫ ∞
0
|Jt|
G˜t
I[0,τ[(t)I[0,R[(t)dDo,Ft
]
= E
[∫ ∞
0
|Jt|
G˜t
I[0,τ[(t)dDo,Ft
]
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≤ E
∫ ∞
0
E
[
|hτ | | Gt
]
G˜t
I[0,τ[(t)dDo,Ft
 =: E [∫ ∞
0
KGt dV Gt
]
,
where
KGt := E
[
|hτ | | Gt
]
and dV Gt :=
(
G˜t
)−1
I[0,τ[(t)dDo,Ft .
By combining
E[V G∞ − V Gt |Gt] = E[V G∞ − V Gt |Ft]G−1t I{t<τ},
and
E[V G∞ − V Gt |Ft] = E
[ ∫ ∞
t
G˜−1u I[0,τ[(u)dDo,Fu |Ft
]
= E
[ ∫ ∞
t
G˜−1u GudDu|Ft
]
≤ E
[ ∫ ∞
t
dDu|Ft
]
= E[I{t<τ}|Ft] = Gt,
it turns out that
E[V G∞ − V Gt |Gt] ≤ GtG−1t I{t<τ} = I{t<τ}.
Via the latter fact we deduce that
E
[∫ ∞
0
KGt dV Gt
]
≤ E
[∫ ∞
0
sup
u≤t
KGu dV Gt
]
= −E
[∫ ∞
0
sup
u≤t
KGu d(V G∞ − V Gt )
]
= −
[
sup
u≤t
KGu (V G∞ − V Gt )
]t=∞
t=0
+ E
[∫ ∞
0
(V G∞ − V Gt )d(sup
u≤t
KGu )
]
= E
[∫ ∞
0
(V G∞ − V Gt )d(sup
u≤t
KGu )
]
−KG0 (V G∞ − V G0 )
= E
[
E
[ ∫ ∞
0
(V G∞ − V Gt )d(sup
u≤t
KGu )
∣∣∣Gt]
]
+ C
= E
[∫ ∞
0
E[V G∞ − V Gt |Gt]d(sup
u≤t
KGu )
]
+ C ≤ E
[
sup
u≥0
KGu
]
+ C
≤ CE
[
KG∞ log(KG∞)
]
+ C = CE
[
|hτ | log(|hτ |)I{τ<∞}
]
+ C < +∞,
where the constant C is a universal constant, and where we made use of the extension
to the Doob’s inequality (7.6) for theG-martingaleKG. This proves that (h−J)I[0,R[
NG is a G-martingale. Hence the remaining process is also a G-martingale. This
ends the proof of the second assertion.
(iii) Assertion (iii) follows immediately from Theorem 8.1.14–(iii) by using
Γn :=
(
{G˜ ≥ 1/n & |J | ≤ n & |Mh| ≤ n} ∩ [0, τ ]
)⋃
]τ,+∞[.
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It is easy to check that the assumptions of Theorem 8.1.14 are fulfilled for these sets.
Hence, the proof of the theorem is completed.
8.2 Effect of mortality uncertainty: G-strategies
in terms of F-strategies
Herein, we quantify the effect of mortality uncertainty on the risk-minimising strat-
egy. This will be achieved by determining the G-optimal strategy in terms of F-
strategies for a large class of mortality contracts.
We consider a portfolio consisting of life insurance liabilities depending on the
random time of death τ of a single insured. For the sake of simplicity, we assume
that the policyholder of a contract is the insured itself. In the financial market, there
is a locally risk-free asset and a multidimensional risky asset at hand. The price of
the risk-free asset follows a strictly positive, continuous process of finite variation,
and the risky asset follows a real-valued ca`dla`g stochastic process. The discounted
value of the risky asset is denoted by X and is F-optional. In Section 7.4 we recalled
the details of the risk-minimising strategy and we introduced the notations which
will be further used throughout this chapter.
In order to express the G-optimal strategy in terms of F-strategies, we impose
the following two assumptions throughout this section.
There exists Q ∼ P such that Xτ ∈M2loc(Q,G), (8.44)
and
{∆X 6= 0} ∩ {G˜ = 0 < G−} = {∆X 6= 0} ∩ [R˜] = ∅. (8.45)
In this section we preserve the notations as introduced before, and we work under
Q for the rest of the chapter (i.e. by G and G˜ we mean GQt := Q(τ > t|Ft) and
G˜Qt := Q(τ ≥ t|Ft), respectively). Recall the processes m and NG in (7.10) and (8.2).
Further, for any N ∈ Mloc(Q,F), N̂ is given in (7.16) and for any M ∈ M2(Q,H),
ξ(M,H) and L(M,H) denote its components in the (Q,H)-GKW-decomposition (7.17).
Before determining the relation between G- and F-strategies we present the fol-
lowing lemmas.
Lemma 8.2.1. For a non-negative H-optional process φ, such that 0 ≤ φ ≤ 1 and
V ∈ A+loc(H), the following assertions hold.
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(i) There exists an H-predictable process ψ satisfying
0 ≤ ψ ≤ 1 and
(
φ  V
)p,H
= ψ  V p,H.
Moreover
P⊗ V ({φ = 0}) = 0 if and only if P⊗ V p,H({ψ = 0}) = 0.
(ii) If P ⊗ V ({φ = 0}) = 0, then ψ can be chosen strictly positive for all (ω, t) ∈
Ω× R+.
Proof. (i) Because of the fact that φ ≤ 1 it is obvious that
d(φ  V )p,H  dV p,H, P-a.s.
Hence, there exists a non-negative and H-predictable process ψ(1) such that
(
φ  V
)p,H
= ψ(1)  V p,H. (8.46)
From this equality, we deduce that
(φ  V ) ∼ V P-a.s. iff (φ  V )p,H ∼ V p,H P-a.s.
Now, using (8.46), we calculate
0 = I{ψ(1)>1} 
[
(φ  V )p,H − ψ(1)  V p,H
]
=
(
(φ− ψ(1))I{ψ(1)>1}  V
)p,H
.
This implies that I{ψ(1)>1}  V = 0 P-a.s. since we have that
{ψ(1) > 1} ⊆ {φ− ψ(1) < 0}, P-a.s.
Hence, ψ(1) V p,H = (ψ(1)∧1) V p,H, and by putting ψ := ψ(1)∧1, assertion (i) follows
immediately.
(ii) Suppose that P⊗ V ({φ = 0}) = 0. Then φ  V ∼ V P-a.s. and hence
ψ  V p,H = (φ  V )p,H ∼ V p,H, P-a.s.
Or equivalently, I{ψ=0}  V p,H ≡ 0 P-a.s. By considering ψ + I{ψ=0} =: ψ(2), which
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satisfies 0 < ψ(2) ≤ 1 and
ψ  V p,H = ψ(2)  V p,H,
this ends the proof.
The assumptions (8.44) and (8.45) lead to the following observations.
Lemma 8.2.2. Suppose that (8.44) holds, and consider the F-stopping time R de-
fined in (7.13). Then the following assertions hold.
(i) XR ∈M2loc(Q,F).
(ii) If furthermore (8.45) is fulfilled, then the following hold.
(a) L̂ is G-orthogonal to Xτ for any L ∈Mloc(Q,F) that is F-orthogonal to XR.
(b) I[0,τ]G−1−  〈XR,m〉F ≡ 0, and hence U := I{G−>0}  [XR,m] ∈M20,loc(Q,F).
(c) There exist ϕ(m) ∈ L2loc(XR,Q,F) and L(m) ∈ M20,loc(Q,F) that is F-orthogonal
to XR such that
U = ϕ(m) XR + L(m), and Û = G−G˜−1I[0,τ]  U. (8.47)
(d) We have
[0, τ ] ⊆ {G− > 0} ⊆ {G− + ϕ(m) > 0}, Q-a.s. (8.48)
(e) For any n ≥ 1
IΓn  X̂R = G−(G− + ϕ(m))−1I[0,τ]∩Γn Xτ −
(
G− + ϕ(m)
)−1
I[0,τ]∩Γn  L̂(m), (8.49)
where Γn :=
(
{G− + ϕ(m) ≥ 1/n} ∩ [0, τ ]
)⋃
]τ,+∞[.
Proof. (i) There exists an increasing sequence of G-stopping times (Tn)n≥1 such that
limn→∞ Tn =∞ and Xτ∧Tn ∈M2(Q,F). Thanks to Proposition C.2–(b) in Aksamit
et al. (2014), we deduce the existence of a non-decreasing sequence of F-stopping
times, (σn)n≥1 such that
σ := sup
n
σn ≥ R and Gσ− = 0 on ∩ {σn < σ < +∞}.
Thus, the proof of the assertion (i) follows immediately.
(ii) Due to assumption (8.45), it holds that ∆X
R˜
I
[R˜,+∞[ ≡ 0.
(a) For L ∈ Mloc(Q,F), being F-orthogonal to XR, we know [L,XR] ∈ Mloc(Q,F).
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Moreover,
[L̂,Xτ ] = [L,X]τ − G˜−1I[0,τ] 
[
[L,m], X
]
= [L,XR]τ − G˜−1I[0,τ] 
[
[L,XR],m
]
= ̂[L,XR].
Hence [L̂,Xτ ] ∈Mloc(Q,G) and L̂ is G-orthogonal to Xτ .
(b) In expression
X̂R = Xτ − G˜−1I[0,τ]  [XR,m], (8.50)
we know that X̂R and Xτ are both in Mloc(Q,G), therefore it follows that
(
G˜−1I[0,τ]  [XR,m]
)p,G ≡ 0.
Besides, via Lemma 3.2 (b) in Aksamit et al. (2014), we know
(
G˜−1I[0,τ]  [XR,m]
)p,G
= G−1− I[0,τ] 
(
I{G˜>0}  [X
R,m]
)p,F
= G−1− I[0,τ]  〈XR,m〉F,
and we conclude that I[0,τ]G−1−  〈XR,m〉F ≡ 0 (recall that the bracket 〈XR,m〉F is
calculated under (Q,F)). Consequently, we derive
(
I{G−>0}  [XR,m]
)p,F
= I{G−>0}  〈XR,m〉F = G− 
(
I{G−>0}G
−1
−  〈XR,m〉F
)
= 0,
and the proof of U ∈ M0,loc(Q,F) follows. Due to sup0≤s≤. |Us|2 ≤ sup0≤s≤. |Xs|2 ∈
A+loc(Q,F), we conclude that U ∈M20,loc(Q,F).
(c) The existence of processes ϕ(m) and L(m) satisfying (8.47) follows immediately
from the fact that U ∈M20,loc(Q,F) (see GKW-decomposition (7.18)). On the other
hand we have
Û = U τ−G˜−1I[0,τ][U,m] = I[0,τ][X,m]−G˜−1I[0,τ]∆m[X,m] = I[0,τ]G−G˜−1[X,m].
(d) By the definition of U we know [U,XR] = ∆mI{G−>0}  [XR]. Then,
W := G−  [XR] + [U,XR] = G˜I{G−>0}  [XR].
Now, put V := I{G−>0}  [XR] and φ := G˜, and apply Lemma 8.2.1 to the pair (V, φ)
(it is easy to see that the assumptions of this lemma are fulfilled as Q ⊗ V ({φ =
0}) = Q ⊗ I{G−>0}  [XR]({G˜ = 0}) = 0 which follows from I{G˜=0<G−}  [XR] =
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∑
I{G˜=0<G−}(∆X)
2 = 0 due to (8.45)). Then, we deduce that there exists a process
ψ such that 0 < ψ ≤ 1 and
W p,F = ψI{G−>0}  〈XR〉F = (G− + ϕ(m))I{G−>0}  〈XR〉F.
This proves (8.48).
(e) From (8.50) and plugging in (8.47), we have for any n ≥ 1, using the predictable
set Γn defined in the lemma, we get
IΓn  X̂R = IΓn Xτ −G−1− I[0,τ]∩Γn  Û . (8.51)
Thus, via (8.47), we derive
IΓn  Û = ϕ(m)IΓn  X̂R + IΓn  L̂(m) = ϕ(m)IΓn Xτ − ϕ(m)G−1− I[0,τ]∩Γn  Û + IΓn  L̂(m).
Solving for Û , we get
G− + ϕ(m)
G−
I[0,τ]∩Γn  Û = ϕ(m)IΓn Xτ + IΓn  L̂(m).
Because of the definition of Γn, this implies that
IΓn  Û =
G−ϕ(m)
G− + ϕ(m)
I[0,τ]∩Γn Xτ +
G−
G− + ϕ(m)
I[0,τ]∩Γn  L̂(m).
By inserting this latter equality in (8.51), the equation (8.49) follows immediately.
This ends the proof of the lemma.
We consider contracts where the discounted liability process is given by At =
hτ (t) where for each t ∈ [0, T ], h(t) represents an F-optional process (hs(t))s≥0.
Moreover, the process A is assumed to be ca`dla`g, G-optional, and square integrable.
We introduce the following short hand notation
h := h(T ), in particular hτ := hτ (T ) = AT .
Thus, hτ indicates the (mortality) claim of this contract at the term T . Moreover it
holds that the liabilities coincide with the claim when death has already occurred,
i.e. AI[τ,+∞[ = hτI[τ,+∞[.
In the following theorem we present the connection betweenG-risk-minimising strate-
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gies for the claim hτ at term T and F-risk-minimising strategies for the F-optional
projection of hτ at T . In other words, we relate the risk-minimising strategies in
the models (Xτ ,Q,G) and (XR,Q,F) for the claims hτ and EQ[hτ |FT ], respectively.
Hedging stops after the occurrence of death, hence it makes sense to hedge by using
the stopped discounted price process Xτ in the large filtration.
Theorem 8.2.3. Suppose that (8.44) and (8.45) hold, and consider a process h ∈
L2(O(F),P ⊗ D). Then, the risk-minimising strategy for the mortality claim hτ at
term T under the model (Xτ ,Q,G), denoted by ξ(h,G), is given by
ξ(h,G) := ξ(h,F)
(
G− + ϕ(m)
)−1
I[0,τ], (8.52)
where ξ(h,F) is the risk-minimising strategy under the model (XR,Q,F) for the con-
tract with claim EQ[hτ |FT ] at term T . The remaining risk equals
L(h,G) := −ξ(h,F)G−1−
(
G− + ϕ(m)
)−1
I[0,τ]  L̂(m) (8.53)
+G−1− I[0,τ]  L̂(h,F) − J−G−1− I[0,τ]  m̂+ (h− J)I[0,R[ NG,
where L(h,F) is the remaining risk under the model (XR,Q,F) for the contract with
claim EQ[hτ |FT ] at term T . J , ϕ(m), and L(m) follow from Theorem 8.1.5 and Lemma
8.2.2. The value of the risk-minimising portfolio V (ρ∗), is given by
V (ρ∗) = G−1I[0,τ[ o,Q,F
(
hτI[0,τ[
)
− AI[0,τ[. (8.54)
Proof. The proof is based on the representation Theorem 8.1.5. In this representa-
tion, the F-martingale Mh is in M2(Q,F) and satisfies the following (Q,F)-GKW-
decomposition w.r.t. XR ∈ M2loc(Q,F), because of condition (8.44) and Lemma
8.2.2,
Mh = Mh0 + ξ(h,F) XR + L(h,F), (8.55)
where
Mh = o,Q,F
(∫ ∞
0
hudDo,Q,Fu
)
= o,Q,F
(∫ ∞
0
hudDu
)
= o,Q,F(hτ ) = o,Q,F
(
EQ[hτ |FT ]
)
.
Hence ξ(h,F) is the risk-minimising strategy and L(h,F) is the remaining risk, under
the model (XR,Q,F) for the contract with claim EQ[hτ |FT ] at term T . However,
the claim mT is not hedgeable at all using the model (XR,Q,F) (since XR being in
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M2loc(Q,F) and m being bounded imply that [XR,m] ∈M2loc(Q,F)). From (8.55) it
is easy to prove that
M̂h = Mh0 + ξ(h,F)  X̂R + L̂(h,F).
Therefore, by inserting this equality in the formula of Theorem 8.1.5, we derive
H = o,Q,G(hτ ) = H0 + ξ(h,F)G−1− I[0,τ]  X̂R +G−1− I[0,τ]  L̂(h,F)
− J−G−1− I[0,τ]  m̂+ (h− J)I[0,R[ NG.
Thanks to (8.49), and by putting
Γn :=
(
{|ξ(h,F)| ≤ n & G− + ϕ(m) ≥ 1/n} ∩ [0, τ ]
)⋃
]τ,+∞[,
we derive
IΓn H = ξ(h,F)
(
G− + ϕ(m)
)−1
I[0,τ]∩Γn Xτ − ξ(h,F)G−1−
(
G− + ϕ(m)
)−1
I[0,τ]∩Γn  L̂(m)
+G−1− I[0,τ]∩Γn  L̂(h,F) − J−G−1− I[0,τ]∩Γn  m̂+ (h− J)I[0,R[IΓn NG
=: ξ(n,G) Xτ + L(n,G),
where
ξ(n,G) := ξ(h,F)
(
G− + ϕ(m)
)−1
I[0,τ]∩Γn and
L(n,G) := −ξ(h,F)G−1−
(
G− + ϕ(m)
)−1
I[0,τ]∩Γn  L̂(m)
+G−1− I[0,τ]∩Γn  L̂(h,F) − J−G−1− I[0,τ]∩Γn  m̂+ (h− J)I[0,R[IΓn NG.
Then using similar arguments as in the proof of Theorem 8.1.14–(ii), we consider a
sequence of G-stopping times (σ(n, k))k≥1 that goes to infinity with k, and for which
[ξ(n,G) Xτ , L(n,G)]σ(n,k) is a martingale, and get
E
[
[IΓn H]σ(n,k)
]
= E
[
[ξ(n,G) Xτ ]σ(n,k)
]
+ E
[
[L(n,G)]σ(n,k)
]
≤ E
[
[IΓn H]∞
]
< +∞.
This together with Fatou’s lemma and the fact that ξ(n,G) converges pointwise to
ξ(h,G), imply that ξ(h,G)  Xτ ∈ M2(Q,G). Hence, since IΓn  H converges to H in
the spaceM2(Q,G), we conclude that also L(n,G) converges in the spaceM2(Q,G),
and hence its limit L(h,G) belongs to M2(Q,G) and is orthogonal to Xτ . Moreover,
according to Lemma 7.4.1, L(h,G) is strongly orthogonal to I2(Xτ ). Thus we conclude
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that, in the limit we obtain
H = H0 + ξ(h,G) Xτ + L(h,G),
which is a (Q,G)-GKW-decomposition of the form (7.17). Therefore (8.52) gives the
number of assets in the risk-minimising strategy and (8.53) represents the remaining
risk for the claim hτ under the model (Xτ ,Q,G).
For the value process of the portfolio, for any t ∈ [0, T ], we have
Vt(ρ∗) = EQ[AT − At|Gt] = EQ[hτ |Gt]− At.
By recalling decomposition (8.25) and noting that hτI[τ,+∞[−A = −AI[0,τ[, we arrive
at (8.54). This completes the proof of the theorem.
Corollary 8.2.4. Suppose that (8.44) and (8.45) hold, and consider a process h ∈
L2 (P(F),P⊗D). Then, the risk-minimising strategy for the mortality claim hτ at
term T under the model (Xτ ,Q,G), denoted by ξ(h,G), is given by
ξ(h,G) := ξ(h,F)
(
G− + ϕ(m)
)−1
I[0,τ], (8.56)
and the remaining risk equals
L(h,G) := −ξ(h,F)G−1−
(
G− + ϕ(m)
)−1
I[0,τ]  L̂(m) (8.57)
+G−1− I[0,τ]  L̂(h,F) + (h− J−)G−1− I[0,τ]  m̂+ (h− J)I[0,R[ NG.
Herein ξ(h,F) is the risk-minimising strategy, while L(h,F) is the remaining risk, under
the model (XR,Q,F) for the contract with claim EQ [
∫∞
0 hudFu|FT ] at term T . J ,
ϕ(m), and L(m) follow from Corollary 8.1.7 and Lemma 8.2.2.
Proof. The proof follows by the application of Corollary 8.1.7 and by proceeding in
the same way as in the proof of Theorem 8.2.3.
Remark 8.2.5. (1) Theorem 8.2.3 and Corollary 8.2.4 present a general relation
between the G-risk-minimising strategy in the model (Xτ ,Q,G) for the claim hτ at
term T and the F-risk-minimising strategy in (XR,Q,F) for the claim EQ[hτ |FT ] (or
EQ [
∫∞
0 hudFu|FT ], when h is F-predictable) at T . In Section 8.3 we further establish
the arising F-risk-minimising strategies for certain specific mortality contracts.
(2) For specific cases and along similar lines as discussed in Corollary 8.1.9, the
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results in Theorem 8.2.3 and Corollary 8.2.4 will simplify.
(3) When m and XR are uncorrelated, in the sense that [m,XR] = 0, it follows that
U as defined in Lemma 8.2.2(b) equals zero. Then, also the processes ϕ(m) and L(m)
are zero, and the result of Theorem 8.2.3 reduces to
ξ(h,G) = ξ(h,F)G−1− I[0,τ],
L(h,G) = G−1− I[0,τ]  L̂(h,F) − J−G−1− I[0,τ]  m̂+ (h− J)I[0,R[ NG.
8.3 Impact of correlation between financial mar-
ket and mortality
The goal of this section is to study the impact of the correlation between the fi-
nancial market and the mortality on the hedging of life insurance liabilities. More
precisely, these liabilities contain a financial and a mortality risk, where the mortal-
ity uncertainty is related to a single policyholder. Moreover a connection between
the financial and the insurance market is assumed. Based on the relations between
the G- and F-strategies, developed in the previous section, we determine the risk-
minimising strategies for life insurance liabilities with claims of the form hτ , where
h is predictable or optional. We introduce the following conditional mortality or
survival probabilities, for any s, t ∈ [0, T ]
Ft(s) := Q(τ ≤ s|Ft), and Gt(s) := Q(τ > s|Ft).
8.3.1 Predictable claims
In this subsection we determine risk-minimising strategies for life insurance liabil-
ities with claim hτ , where h is predictable. Hereto the relation between G- and
F-strategies derived in Corollary 8.2.4 is applicable.
We consider a pure endowment contract. This is a contract where the insurer pays
an amount gT at the term T if the policyholder is still alive. The discounted payoff is
then given by I{τ>T}g˜T , where g˜T = gTBT is assumed to be FT -measurable and square
integrable. The discounted liability process is determined by Agt = hgτ (t) = I{τ>t}g˜t,
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where g˜t = g˜T I{t=T}. We use the following notation
hgt := hgt (T ) = I{t>T}g˜T .
The following proposition describes the risk-minimising strategy in terms of financial,
mortality probability, and correlation components.
Proposition 8.3.1. Suppose that (8.44) and (8.45) hold. Let U g := o,Q,F(g˜T ) be
bounded. The risk-minimising strategy for the mortality claim I{τ>T}g˜T under the
model (Xτ ,Q,G), is given by
ξ(h
g ,G) :=
(
G−(T )ξ(U
g ,F) + U g−ξ(G(T ),F) + ξ(C
g ,F)
) (
G− + ϕ(m)
)−1
I[0,τ], (8.58)
and the remaining risk equals
L(h
g ,G) := −
(
G−(T )ξ(U
g ,F) + U g−ξ(G(T ),F) + ξ(C
g ,F)
)
G−1−
(
G− + ϕ(m)
)−1
I[0,τ]  L̂(m)
+G−1− I[0,τ]G−(T )  L̂(U
g ,F) +G−1− I[0,τ]U
g
−  L̂(G(T ),F) +G−1− I[0,τ]  L̂(C
g ,F)
− J−G−1− I[0,τ]  m̂− JI[0,R[ NG.
Herein Cg := QCg + Covg, QCg := [G(T ), U g], and Covgt := CovQ(I{τ>T}, g˜T |Ft).
The processes ξ(Ug ,F), ξ(G(T ),F), and ξ(Cg ,F) are the risk-minimising strategies and
L(U
g ,F), L(G(T ),F), and L(Cg ,F) are the remaining risks, under the model (XR,Q,F)
for the contracts with claims g˜T , GT , and CgT , respectively. J , ϕ(m), and L(m) follow
from Corollary 8.1.7 and Lemma 8.2.2. The value of the risk-minimising portfolio
V (ρ∗) is given by
V (ρ∗) = I[0,T [G−1I[0,τ[ (G(T )U g + Covg) . (8.59)
Proof. According to Corollary 8.2.4 we consider the contract with the FT -measurable
claim EQ
[∫∞
0 h
g
udFu
∣∣∣FT ] under the model (XR,Q,F). Thereto we derive
mgt := o,Q,F
(
EQ
[∫ ∞
0
I{u>T}g˜TdFu
∣∣∣∣FT ])
t
= o,Q,F (g˜T (1− FT ))t
= o,Q,F (GT g˜T )t =
o,Q,F
(
I{τ>T}g˜T
)
t
= EQ[I{τ>T}|Ft]EQ
[
g˜T
∣∣∣Ft]+ CovQ (I{τ>T}, g˜T ∣∣∣Ft) = Gt(T )U gt + Covgt .
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The integration by parts formula implies that
mg = G0(T )U g0 +G−(T )  U g + U g− G(T ) + [G(T ), U g] + Covg. (8.60)
Herein, the processes mg, U g, and G(T ) are in M2(Q,F). Moreover, since G(T )
and U g are bounded, G−(T ) ∈ L2(U g,Q) and U g− ∈ L2(G(T ),Q), consequently
G−(T )  U g and U g−  G(T ) are in M2(Q,F). Therefore it turns out that Cg :=
[G(T ), U g] + Covg is in M2(Q,F) too. By replacing U g, G(T ), and Cg by their
(Q,F)-GKW-decompositions of type (7.17), this results into
mg = mg0 +
(
G−(T )ξ(U
g ,F) + U g−ξ(G(T ),F) + ξ(C
g ,F)
)
XR
+G−(T )  L(U
g ,F) + U g−  L(G(T ),F) + L(C
g ,F).
The latter is a (Q,F)-GKW-decomposition of type (7.17) and we conclude that
ξ(h
g ,F) = G−(T )ξ(U
g ,F) + U g−ξ(G(T ),F) + ξ(C
g ,F) and L(hg ,F) = G−(T )  L(U
g ,F) + U g− 
L(G(T ),F) + L(Cg ,F). Moreover it is clear that hg = 0 on [0, T ]. Via Corollary 8.2.4
the risk-minimising strategy is determined. Concerning the value process of the
corresponding portfolio, we note that A = 0 on [0, T [ in expression (8.54), such that
for any t ∈ [0, T [,
Vt(ρ∗) = G−1t I[0,τ](t) o,Q,F
(
I{τ>T}g˜T
)
t
= G−1t I[0,τ](t)
(
EQ[I{τ>T}|Ft]EQ[g˜T |Ft] + CovQ(I{τ>T}, g˜T |Ft)
)
.
Besides it holds that VT (ρ∗) = 0. This shows (8.59).
Remark 8.3.2. (1) The F-strategy and remaining risk for claim EQ
[∫∞
0 h
g
udFu
∣∣∣FT ] =
g˜TGT are influenced by the value process U g = o,Q,F(g˜T ) and the pure financial risk-
minimising hedging strategy for the claim g˜T . Moreover, the stochastic conditional
probability of the time of death arriving after the term and its risk-minimisation are
involved. Finally, the correlation between the financial market and the mortality
model is reflected in the optimal strategy of the compensated correlation process Cg.
(2) Let us consider the case where there is no dependence between the financial mar-
ket and the insurance market. In particular, let QCg := [G(T ), U g] = 0, Covgt :=
CovQ(I{τ>T}, g˜T |Ft) = 0, [G(T ), X] = 0, and [m,X] = 0, then the optimal number
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for the pure endowment contract equals
ξ(h
g ,G) = G−(T )ξ(U
g ,F)G−1− I[0,τ]
and the remaining risk is given by
L(h
g ,G) = G−1− I[0,τ]G−(T )  L̂(U
g ,F) +G−1− I[0,τ]U
g
−  Ĝ(T )
− J−G−1− I[0,τ]  m̂− JI[0,R[ NG.
(3) In Barbarin (2009)(Chapter 5), the author studies risk-minimisation for a pure
endowment contract under specific assumptions and under strict independence be-
tween the financial and insurance market. By imposing additional specifications, as
in Corollary 8.1.9, to the former remark our result boils down to that of Barbarin
(2009)(Proposition 5.1). Therefore we conclude that Proposition 8.3.1 generalises
the work in Barbarin (2009) in several directions.
From the proof of the previous proposition we can derive the following result con-
cerning premium payments by the policyholder. Let us consider premium payments
with value pi at N fixed times ti, where 0 = t1 < t2 < · · · < tN < T , as long as the
policyholder is alive. The discounted values p˜i = piBti are Fti-measurable and square
integrable. For each premium payment pi at time ti we develop a hedging strategy
before time ti. We denote hpit := I{t>ti}p˜i.
Proposition 8.3.3. Suppose that (8.44) and (8.45) hold. Let Upi := o,Q,F(p˜i) be
bounded. The risk-minimising strategy for the premium payment I{τ>ti}p˜i on [0, ti]
under the model (Xτ ,Q,G), is given by
ξ(h
pi ,G) :=
(
G−(ti)ξ(U
pi ,F) + Upi− ξ(G(ti),F) + ξ(C
pi ,F)
) (
G− + ϕ(m)
)−1
I[0,τ], (8.61)
and the remaining risk equals
L(h
pi ,G) := −
(
G−(ti)ξ(U
pi ,F) + Upi− ξ(G(ti),F) + ξ(C
pi ,F)
)
G−1−
(
G− + ϕ(m)
)−1
I[0,τ]  L̂(m)
+G−1− I[0,τ]G−(ti)  L̂(U
pi ,F) +G−1− I[0,τ]U
pi−  L̂(G(ti),F) +G−1− I[0,τ]  L̂(C
pi ,F)
− J−G−1− I[0,τ]  m̂− JI[0,R[ NG.
Herein Cpi := QCpi + Covpi, QCpi := [G(ti), Upi ], and Covpit := CovQ(I{τ>ti}, p˜i|Ft).
The processes ξ(Upi ,F), ξ(G(ti),F), and ξ(Cpi ,F) are the risk-minimising strategies and
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L(U
pi ,F), L(G(ti),F), and L(Cpi ,F) are the remaining risks, under the model (XR,Q,F)
for the contracts with claims p˜i, Gti, and C
pi
ti , respectively. J , ϕ(m), and L(m) follow
from Corollary 8.1.7 and Lemma 8.2.2. The value of the risk-minimising portfolio
V (ρ∗) is given by
V (ρ∗) = I[0,ti[G−1I[0,τ[ (G(ti)Upi + Covpi) . (8.62)
To combine life insurance liabilities with the premium payments by the policy-
holder, we consider the liabilities with a positive sign and we subtract the terms
related to the premium payments. The number of discounted risky assets in the con-
tract combining a pure endowment contract and premium payments at time t ∈ [0, T ]
is thus given by
ξ
(hg ,G)
t −
∑
1≤i≤N,ti>t
ξ
(hpi ,G)
t .
8.3.2 Optional claims
This subsection concerns life insurance liabilities where the claim hτ is determined
by an optional process h. These contracts typically appear in the form of unit-linked
insurance products. The relation derived in Theorem 8.2.3 shows its usefulness in
determining the risk-minimising strategies for these contracts. First we consider a
term insurance contract, secondly we observe an annuity contract up to the time of
death.
8.3.2.1 Term insurance
In a term insurance contract, the insurer pays an amount Kτ at the time of death
τ , if the policyholder dies before or at the term of the contract T . The discounted
payoff is then given by I{τ≤T}K˜τ , where K˜ = KB is assumed to be F-optional and
square integrable. We have that AKt = hKτ (t) = I{τ≤t}K˜τ and write
hKt := hKt (T ) = I{t≤T}K˜t.
Proposition 8.3.4. Suppose that (8.44) and (8.45) hold and assume that UK :=
o,Q,F(K˜τ ) is bounded. The risk-minimising strategy for the mortality claim I{τ≤T}K˜τ
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under the model (Xτ ,Q,G), is given by
ξ(h
K ,G) :=
(
F−(T )ξ(U
K ,F) + UK− ξ(F (T ),F) + ξ(C
K ,F)
) (
G− + ϕ(m)
)−1
I[0,τ], (8.63)
and the remaining risk equals
L(h
K ,G) := −
(
F−(T )ξ(U
K ,F) + UK− ξ(F (T ),F) + ξ(C
K ,F)
)
G−1−
(
G− + ϕ(m)
)−1
I[0,τ]  L̂(m)
+G−1−  I[0,τ]F−(T )  L̂(U
K ,F) +G−1− I[0,τ]UK−  L̂(F (T ),F)
+G−1− I[0,τ]  L̂(C
K ,F) − J−G−1− I[0,τ]  m̂+ (hK − J)I[0,R[ NG.
Herein CK := QCK+CovK, QCK := [F (T ), UK ], and CovKt := CovQ
(
I{τ≤T}, K˜τ
∣∣∣Ft).
The processes ξ(UK ,F), ξ(F (T ),F), and ξ(CK ,F) are the risk-minimising strategies and
L(U
K ,F), L(F (T ),F), and L(CK ,F) are the remaining risks, under the model (XR,Q,F)
for the contracts with claims EQ[K˜τ |FT ], FT , and CKT , respectively. J , ϕ(m), and
L(m) follow from Theorem 8.1.5 and Lemma 8.2.2. The value of the risk-minimising
portfolio V (ρ∗), is given by
Vt(ρ∗) = G−1t I[0,τ[(t)
((
Ft(T )− Ft(t)
)
UKt + CovQ
(
I{t<τ≤T}, K˜τ
∣∣∣Ft)) . (8.64)
Proof. Following Theorem 8.2.3, we determine the risk-minimising strategy for the
claim EQ[hKτ |FT ], under the model (XR,Q,F).
MKt := o,Q,F
(
EQ[hKτ |FT ]
)
t
= o,Q,F
(
I{τ≤T}K˜τ
)
t
= EQ
[
I{τ≤T}K˜τ
∣∣∣Ft]
= EQ
[
I{τ≤T}
∣∣∣Ft]EQ [K˜τ ∣∣∣Ft]+ CovQ (I{τ≤T}, K˜τ ∣∣∣Ft) = Ft(T )UKt + CovKt .
The integration by parts formula implies that
MK = F0(T )UK0 + F−(T )  UK + UK−  F (T ) + [F (T ), UK ] + CovK .
Herein, the processes UK , F (T ), and CK := [F (T ), UK ]+CovK are inM2(Q,F). The
latter can be concluded by following a similar reasoning as in the proof of Proposition
8.3.1. By replacing UK , F (T ), and CK by their (Q,F)-GKW-decompositions (7.17),
this results into
MK = MK0 +
(
F−(T )ξ(U
K ,F) + UK− ξ(F (T ),F) + ξ(C
K ,F)
)
XR
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+ F−(T )  L(U
K ,F) + UK−  L(F (T ),F) + L(C
K ,F).
We conclude that ξ(hK ,F) = F−(T )ξ(U
K ,F)+UK− ξ(F (T ),F)+ξ(C
K ,F) and L(hK ,F) = F−(T )
L(U
K ,F) +UK− L(F (T ),F) +L(C
K ,F). Theorem 8.2.3 now determines the risk-minimising
strategy. In expression (8.54), we have that AKI[0,τ[ = 0. Therefore,
Vt(ρ∗) = G−1t I[0,τ[(t) o,Q,F
(
I{t<τ≤T}K˜τ
)
t
,
where
o,Q,F
(
I{t<τ≤T}K˜τ
)
t
= EQ
[
I{τ≤T} − I{τ≤t}
∣∣∣Ft]EQ [K˜τ ∣∣∣Ft]+ CovQ (I{t<τ≤T}, K˜τ ∣∣∣Ft) ,
which leads to the value process (8.64).
Remark 8.3.5. The F-strategy and remaining risk for the claim EQ[hKτ |FT ] =
EQ[I{τ≤T}K˜τ |FT ] are influenced by the value process UK = o,Q,F(K˜τ ) and the fi-
nancial risk-minimising hedging strategy for the payment EQ[K˜τ |FT ] at the time of
maturity. Moreover, the stochastic conditional probability of the time of death arriv-
ing before or at the term and its risk-minimisation are involved. Finally, the corre-
lation between the financial market and mortality model is reflected in the optimal
strategy of the compensated correlation process CK.
8.3.2.2 Annuity up to the time of death
In this subsection we consider an annuity paid until the time of death of the policy-
holder, or until the end of the contract. Let the process C indicate the accumulated
amount paid by the insurer, with C0 = 0. The discounted accumulated amount
is denoted by C˜t =
∫ t
0
1
Bs
dCs, for t ∈ [0, T ]. Then, I{τ>T}C˜T + I{τ≤T}C˜τ gives the
discounted payoff up to the time of death and ACt = hCτ (t) = I{τ>t}C˜t + I{τ≤t}C˜τ .
We assume that C˜ is F-optional and square integrable.
hCt := hCt (T ) = I{t>T}C˜T + I{t≤T}C˜t.
Proposition 8.3.6. Suppose that (8.44) and (8.45) hold. Define UC(t) := o,Q,F(C˜t)
and let UC(T ) and UC(τ) be bounded. The risk-minimising strategy and the remain-
ing risk for the mortality claim I{τ>T}C˜T + I{τ≤T}C˜τ under the model (Xτ ,Q,G), is
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given by (8.52) and (8.53) where
ξ(h
C ,F) := G−(T )ξ(U
C(T ),F) + UC− (T )ξ(G(T ),F) + ξ(C
C,1,F)
+ F−(T )ξ(U
C(τ),F) + UC− (τ)ξ(F (T ),F) + ξ(C
C,2,F),
and
L(h
C ,F) := G−(T )  L(U
C(T ),F) + UC− (T )  L(G(T ),F) + L(C
C,1,F)
+ F−(T )  L(U
C(τ),F) + UC− (τ)  L(F (T ),F) + L(C
C,2,F).
Herein
CC,1 := QCC,1 + CovC,1, CC,2 := QCC,2 + CovC,2,
QCC,1 := [G(T ), UC(T )], QCC,2 := [F (T ), UC(τ)],
CovC,1t := CovQ
(
I{τ>T}, C˜T
∣∣∣Ft) , CovC,2t := CovQ (I{τ≤T}, C˜τ ∣∣∣Ft) .
The processes ξ(UC(T ),F), ξ(G(T ),F), ξ(CC,1,F), ξ(UC(τ),F), ξ(F (T ),F), and ξ(CC,2,F), are the
risk-minimisation strategies and L(UC(T ),F), L(G(T ),F), L(CC,1,F), L(UC(τ),F), L(F (T ),F),
and L(CC,2,F) are the remaining risks, under the model (XR,Q,F) for the contracts
with claims C˜T , GT , CC,1T , EQ[C˜τ |FT ], FT , and CC,2T , respectively. J , ϕ(m), and
L(m) follow from Theorem 8.1.5 and Lemma 8.2.2. The value of the risk-minimising
portfolio V (ρ∗), is given by
Vt(ρ∗) = I{t<T}G−1t I[0,τ](t)
(
Gt(T )UCt (T ) + CovC,1t
)
(8.65)
+G−1t I[0,τ](t)
((
Ft(T )− Ft(t)
)
UCt (τ) + CovQ
(
I{t<τ≤T}, C˜τ
∣∣∣Ft)) .
Proof. Based on the proof of Proposition 8.3.1 we derive that
o,Q,F
(
I{τ>T}C˜T
)
= o,Q,F
(
I{τ>T}C˜T
)
0
+
(
G−(T )ξ(U
C(T ),F) + UC− (T )ξ(G(T ),F) + ξ(C
C,1,F)
)
XR
+G−(T )  L(U
C(T ),F) + UC− (T )  L(G(T ),F) + L(C
C,1,F).
On the other hand from the proof of Proposition 8.3.4 it follows that
o,Q,F
(
I{τ≤T}C˜τ
)
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= o,Q,F
(
I{τ≤T}C˜τ
)
0
+
(
F−(T )ξ(U
C(τ),F) + UC− (τ)ξ(F (T ),F) + ξ(C
C,2,F)
)
XR
+ F−(T )  L(U
C(τ),F) + UC− (τ)  L(F (T ),F) + L(C
C,2,F).
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9.1 Conclusions
In the previous chapter we considered an insurance market with explicit dependence
on a time of death in its full mathematical generality. Two flows of information are
distinguished: one contains the public information generated by the financial assets
and the second is a larger flow of information that contains additional knowledge
about the death time of an insured. Mathematically speaking, the large filtration
results from the progressive enlargement of the initial filtration. By full mathematical
generality we mean that the initial market or mortality model is not specified at all,
the survival probability distribution function is modelled as a general stochastic
process with value in the space of finite measures. The H-hypothesis is not imposed
whatsoever. We also allowed correlation between the market and the insurance
model, in the sense that there is mutual dependence between the initial market and
the time of death. This made it possible to study the connection between the whole
initial market and mortality in general.
In Section 8.1, we developed new stochastic tools. We determined a complete
martingale representation theorem for G-martingales stopped at the time of death,
by making use of the optional decomposition of Aksamit et al. (2015). The approach
to obtain this representation consisted of singling out three stable and orthogonal
classes of martingales in the large filtration. One of these classes is generated by a
newly discovered interesting G-martingale resulting from the process D. Moreover
new integrability and convergence results for local martingales are established in
Theorem 8.1.14 and are exploited in the determination of the new representation
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result. The martingale decomposition formula presented in Theorem 8.1.5 extends
those developed in Proposition 4.1 in Biagini and Cretarola (2012) and Blanchet-
Scalliet and Jeanblanc (2004).
In Sections 8.2 and 8.3 we profited from this new decomposition in order to study
the risk-minimising strategies for life insurance liabilities. For these contracts the
benefit can be expressed as a process evaluated at the time of death, hτ . In the former
chapter we focused on contracts where the claims are determined by F-optional
processes h, which is motivated by for instance unit-linked life insurance contracts,
see Biagini et al. (2015) and Gerber et al. (2013). We considered risk-minimising
hedging strategies which invest in a risk-free bank account and a multidimensional
risky asset in the initial market. Our study of the risk-minimising strategies was set
up in two phases.
In the first phase, we quantified the real effect of mortality uncertainty on the
risk-minimising strategy. Hereto, we applied the optional martingale representation,
for G-martingales of the form o,G(hτ ), in order to express the G-strategies in terms
of F-strategies in Section 8.2.
In the second phase, we described the optimal strategies as explicit as possible
in Section 8.3. Hereto we further specified the F-strategies appearing in Section
8.2. We did this for the life insurance liabilities, which can be separated into three
building blocks: pure endowment, term insurance, and annuity contracts. The F-
strategies and remaining risks are expressed in terms of pure mortality and pure
financial components and of components resulting from the correlation between the
mortality and financial model. We concluded that our results generalise the work in
Barbarin (2009) in several directions.
9.2 Future research
Several topics related to life insurance markets and quadratic hedging strategies
can be thought of for future research. In the previous chapter we considered risk-
minimising strategies in a martingale setting. On the other hand it might be of
interest to study quadratic hedging strategies in a semimartingale setting, and thus
to determine local risk-minimising or mean-variance hedging strategies. The lo-
cal risk-minimisation can be expressed in terms of the predictable characteristics,
see Choulli et al. (2010). Therefore the determination and the comparison of the
predictable characteristics under different flows of information are possible future
246
99.2 Future research
research projects, which might be inspired by e.g. Aksamit et al. (2014). On the
other hand, the minimal martingale measure is important for finding the local risk-
minimisation and its determination in the context of different information flows can
lead to another research program. An investigation of which kind of products to
trade in, to set up a hedging procedure, can be suitable. For instance, the possibility
to include longevity based products, such as longevity bonds, in hedging strategies
is worth being considered. Although there might be a problem due to the fact that
longevity products are not liquid, such that dynamic strategies are not realistic.
Measures and in particular martingale measures are important tools in the context
of hedging. A future project can address the existence of certain martingale mea-
sures or the differences between the same type of martingale measure observed under
different flows of information such as F and G. Moreover, numerical experiments can
be interesting to get a better comprehension and to illustrate the results. For this,
several aspects have to be handled. For instance, how does one specify the models
for the underlying and the time of death? Or how to determine the correlation terms
(quadratic covariation and covariance) between the financial market and the time of
death from observed data or in a theoretical manner?
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Summary
This thesis gathers research topics concerning pricing and hedging in incomplete fi-
nancial and insurance markets. In particular, we consider financial markets which are
incomplete due to the appearance of unexpected jumps in the path of the underlying
asset price processes. For insurance markets, mortality risk and, more specifically,
the time of death already leads to incompleteness.
In incomplete markets, it is in general not possible to hedge a claim by a strategy
which is ‘nice’, in the sense that it is replicating the claim and is self-financing, the
latter means that the cost process is a constant or in other words, no money has to
be added or withdrawn from the strategy after the initial time. A popular approach
to partially hedge against the risks involved in claims in incomplete markets are
quadratic hedging strategies, see e.g. Schweizer (2001) and Møller (2001). On the
one hand, there is the (local) risk-minimising strategy which replicates the claim,
but is only mean self-financing in the sense that its cost process is a martingale and
minimises the risk process which equals the variance of the cost process. On the
other hand, the mean-variance hedging strategy is self-financing and minimises the
loss at time of maturity in a mean square sense.
Markets can be observed under different probability measures. Mainly, there is
the historical measure and several equivalent risk-neutral measures. Therefore we
differentiate between a semimartingale and a martingale setting. Accordingly, in the
semimartingale setting there is the local risk-minimising and mean-variance hedging
strategy. In order to find the local risk-minimisation, the Fo¨llmer-Schweizer decom-
position and the minimal martingale measure play a crucial role. For the martingale
setting the quadratic hedging strategies are the risk-minimising and mean-variance
hedging strategy. They are both determined by the Galtchouk-Kunita-Watanabe
decomposition w.r.t. the considered martingale measure.
In this thesis we study certain imperfections in financial or insurance markets. To
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be more specific, three topics are handled. First, we explicitly examine the influence
of a type of model risk to quadratic hedging strategies in finance. Second, we con-
sider models including jumps, as opposed to nicely behaving continuous models, and
we establish representations for conditional expectations in this setting. The third
topic involves mortality risk and the determination of risk-minimising strategies for
insurance liabilities.
The first two research topics are related to pricing and hedging in financial mar-
kets. The third concerns quadratic hedging in an insurance market. Therefore the
thesis is divided into two parts, Part I studies financial markets and Part II is de-
voted to insurance markets. Both parts start with an overview of preliminaries in
Chapters 2 and 7.
In Chapters 3 and 4 we investigate the consequences of the choice of the model to
partial hedging in incomplete markets in finance. In fact we compare the quadratic
hedging strategies when two models for the underlying stock price are considered.
The first model is a geometric Le´vy process in which the small jumps might lead to
infinite activity. The second model is a geometric Le´vy process where the small jumps
are truncated or replaced by a Brownian motion which is appropriately scaled. These
models are inspired by the result of Asmussen and Rosinski (2001) which states that
the compensated small jump part of certain Le´vy processes can be approximated by
a Brownian motion which is scaled by the standard deviation of the compensated
small jumps. The study of these two models is interesting from a modelling point
of view where the small variations are either considered in a continuous or a dis-
continuous way. Moreover also a motivation based on simulation holds, because the
approximating process exists of a Brownian motion part and a compound Poisson
process.
Even though it holds that the models for the underlying asset are converging, it is
not guaranteed that the corresponding prices and hedging strategies for a derivative
will be converging too, according to Hubalek and Schachermayer (1998). The robust-
ness studies in Chapters 3 and 4 find their origin in this latter note. By the notion
robustness to model risk, we mean that the converging properties of the underlying
assets are preserved for related quantities, such as the price of derivatives or optimal
hedging numbers. In the pricing and hedging procedure, the risk-neutral equivalent
martingale measures are determined by the underlying model. Therefore we also
perform a robustness study of the risk-neutral measures. We set up the robustness
260
Summary
study via two different mathematical techniques.
In Chapter 3 we use pricing and hedging formulas for European options based
on Fourier transform techniques (see Carr and Madan (1999), Eberlein et al. (2010),
Tankov (2010), and Hubalek et al. (2006)) to prove the robustness of the quadratic
hedging strategies. Moreover, in a first step we revise the robustness of the option
price and delta as studied in Benth et al. (2011). In a martingale setting, we derive
robustness results and compute convergence rates for the optimal numbers in the
risk-minimising and mean-variance hedging strategy. In the semimartingale setting,
we show that the optimal numbers in the local risk-minimisation and the amount
of wealth in the mean-variance hedging are robust. The obtained results hold under
certain integrability conditions on the characteristic function of the driving process
and on the Fourier transform of the payoff function. We motivate the applicability of
our results with examples. The use of the Fourier transform approach in the deter-
mination of the quadratic hedging strategies is illustrated with numerical examples.
In Chapter 4 we relate the risk-minimising strategies in a martingale setting to
solutions of backward stochastic differential equations with jumps (BSDEJs) which
are driven by a Brownian motion and a Poisson random measure. We use this
relation to prove that the strategies are robust towards the choice of the model for
the market prices and to estimate the model risk. In particular, we obtain stability
results for the portfolio value, amount of wealth, gain- and cost process for the
risk-minimisation. Moreover, we draw conclusions for the mean-variance hedging
strategy. We establish convergence rates in the L2-sense, as opposed to Chapter 3,
where mainly an L1-approach is followed. The robustness studies in Chapters 3 and
4 are complementary in the sense that the Fourier technique gives explicit results for
the optimal numbers, whereas this is not the case via the technique making use of
BSDEJs. Moreover in the BSDEJ approach, the robustness results hold under very
limited conditions, whereas the approach based on the Fourier transforms leads to
some integrability conditions.
Although continuous models based on Brownian motions are commonly used in
financial mathematics, it has been shown, based on observed data, that the absence
of jumps is not realistic. Therefore the use and study of discontinuous models, such as
Le´vy and jump-diffusion processes, have seen an important boost in the last decades.
The imperfection imposed by the discontinuities in Le´vy and jump-diffusion models,
compared with Brownian motion models, is considered in Chapter 5. We focus on
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conditional expectations which are involved in pricing and hedging procedures, and
which usually require numerical evaluation techniques. In the jump-diffusion setting,
our contribution is the development of representations for conditional expectations
and their derivatives (with respect to the underlying) in terms of regular expectations
without conditioning but involving a Heaviside step function and some weights. This
type of representation is initiated in Fournie´ et al. (2001) but only for diffusion
models.
We consider two approaches to derive these representations: the conditional den-
sity method and the Malliavin method. Compared with the density method, the
conditional density method (see Benth et al. (2010)) has the advantage that the un-
derlying random variable only needs a part which has a differentiable density. To be
able to distinguish the latter part, a separability condition has to be imposed. In the
second approach, we make use of the Malliavin calculus. Here we particularly choose
to apply the Malliavin calculus developed in Petrou (2008), such that no separability
condition is required. In case both methods can be applied, the resulting expressions
might include different weights.
We give several examples of applications to financial and energy markets. Through
a probabilistic method, we derived representations leading to a numerical computa-
tion for conditional expectations, by estimating the resulting expectations via Monte
Carlo methods. As a numerical contribution, we use these representations for the
estimation of the price of American options and their deltas in a jump-diffusion set-
ting. In order to obtain acceptable convergence in the numerical applications we
also include variance reduction techniques. Specifically, we adapt the localisation
technique for both the conditional density and the Malliavin method. Moreover a
control variate in the form of a European option is involved.
Life insurance companies face two main types of risk: financial risk and mortal-
ity risk. Benefits of unit-linked contracts are directly connected with the value of
some investment portfolio, see e.g. Gerber et al. (2013) for explicit examples. Hence
the financial risk is related to the development of the underlying assets. The mor-
tality risk on the other hand, follows from the uncertainty of death. The question
for the insurance company, is how to manage the combined actuarial and financial
risk inherent in such contracts. The initial market might be incomplete and the
systematic mortality risk, which is not diversifiable, represents an important source
of incompleteness. As described above, one approach to deal with hedging in incom-
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plete markets is risk-minimisation, introduced by Fo¨llmer and Sondermann (1986)
for financial contingent claims and extended by Møller (2001) for insurance payment
processes.
Another important notion about insurance markets, where many life-insurance
products commonly rely on the time of death of a single insured, concerns the avail-
able information. In general, information about financial and certain insurance prod-
ucts is known to the public. On the contrary, single random times of death are not
openly known, but only known by some agents. Therefore interesting comparative
studies are set up when observing the insurance market under different flows of
information.
In Chapter 8 we consider an insurance market model where there are two levels of
information. The first contains the information which is publicly available based on
the initial market and is denoted by the filtration F. The second flow G also contains
the information in F, but is progressively enlarged with the information stemming
from the time of death. We consider this insurance market, with filtrations, the
death uncertainty, and its entailed risk in full mathematical generality.
In this context, which catches real features such as correlation between the mar-
ket model and the time of death, we address the risk-minimisation problem for a
large class of equity-linked mortality and/or mortality contracts. Specifically, we
determine risk-minimising strategies for insurance claims for which its liabilities are
expressed as an F-predictable or F-optional process evaluated at the time of death.
The main novelty here lies in the application to the F-optional processes, as it in-
volves more advanced techniques than for F-predictable processes. This application
is of particular interest for term insurance and annuity contracts where the payments
are related to asset prices which are F-optional.
The mathematical approach to derive the risk-minimising strategies is based on
the Galtchouk-Kunita-Watanabe decomposition. To find this decomposition, we
develop a new martingale decomposition for G-martingales stopped at the time of
death. The stochastic innovation, that we propose herein, consists of singling out
three classes of martingales in the large filtration. One of these classes is generated
by a new process that has nice features. The three orthogonal martingale classes are
vital pillars for establishing our optional martingale representation theorem, when
(local) martingales of the large filtration are stopped at the death time. This consti-
tutes our first main contribution of Chapter 8, while the second main contribution
lies in describing, as explicit as possible, the optimal risk-minimising strategy when
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hedging mortality risks using the optional martingale representation. In particular
we write G-strategies in terms of F-strategies, and we further specify the latter in
pure financial, pure mortality, and correlation components.
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Dit proefschrift verzamelt onderzoeksonderwerpen inzake prijsbepaling en hedging in
incomplete financie¨le en verzekeringsmarkten. In het bijzonder beschouwen
we financie¨le markten die incompleet zijn vanwege het verschijnen van onverwachte
sprongen in de paden van de onderliggende aandeelprijsprocessen. Voor verzeker-
ingsmarkten leidt sterfterisico en, meer specifiek, het tijdstip van overlijden op zich
al tot incompleetheid.
In incomplete markten is het in het algemeen niet mogelijk om zich tegen een
claim in te dekken door een strategie te volgen die ‘mooi’ is, in de zin dat de strategie
de vordering repliceert en de strategie zelffinancierend is (dit laatste betekent dat
het kostproces een constante is of met andere woorden, er moet aan de strategie
geen geld worden toegevoegd of worden onttrokken na de start). Een populaire
aanpak om zich gedeeltelijk in te dekken tegen de betreffende risico’s bij claims in
incomplete markten zijn kwadratische hedgingstrategiee¨n, zie bijv. Schweizer
(2001) en Møller (2001). Aan de ene kant is er de (lokale) risicominimaliserende
strategie die de claim repliceert, maar slechts gemiddeld zelffinancierend is (in de zin
dat het kostproces een martingaal is) en het minimaliseert het risicoproces dat gelijk
is aan de variantie van het kostproces. Aan de andere kant is de mean-variance
hedging strategie zelffinancierend en minimaliseert het de verwachtingswaarde van
het gekwadrateerde verlies op het eindtijdstip.
Markten kunnen worden waargenomen onder verschillende kansmaten. Hoofdza-
kelijk zijn er de historische maat en verschillende equivalente risico-neutrale maten.
Daarom onderscheiden we een semimartingaal- en een martingaalsetting. In de
semimartingaalsetting is er de lokale risicominimaliserende en de mean-variance
hedging strategie. Om de lokale risicominimalisatie te vinden, spelen de Fo¨llmer-
Schweizer-decompositie en de minimale martingaalmaat een cruciale rol. Voor de
martingaalsetting zijn de kwadratische hedgingstrategiee¨n de risicominimaliserende
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en de mean-variance hedging strategie. Ze worden beide bepaald door de Galtchouk-
Kunita-Watanabe-decompositie met betrekking tot de beschouwde martingaalmaat.
In dit proefschrift bestuderen we bepaalde imperfecties in financie¨le of verzek-
eringsmarkten. Specifieker worden de volgende drie thema’s behandeld. Eerst on-
derzoeken we expliciet de invloed van een vorm van modelrisico voor kwadratische
hedgingstrategiee¨n in de financie¨le wereld. Ten tweede beschouwen we modellen die
sprongen bevatten, in tegenstelling tot de keurig gedragende continue modellen. In
deze setting ontwikkelen we representaties voor conditionele verwachtingswaarden.
Het derde onderwerp betreft sterfterisico en de bepaling van de risicominimaliserende
strategiee¨n voor verzekeringsverplichtingen.
De eerste twee onderzoeksthema’s zijn gerelateerd aan prijsbepaling en hedging
in financie¨le markten. Het derde thema betreft kwadratische hedging in een verzek-
eringsmarkt. Daarom bestaat het proefschrift uit twee delen, deel I bestudeert de
financie¨le markten en deel II is gewijd aan verzekeringsmarkten. Beide delen begin-
nen met een overzicht van de basisconcepten in Hoofdstukken 2 en 7.
In Hoofdstukken 3 en 4 onderzoeken we de gevolgen van de keuze van het model
op gedeeltelijke hedgingstrategiee¨n in incomplete financie¨le markten. In het bij-
zonder vergelijken we de kwadratische hedgingstrategiee¨n wanneer twee modellen
voor de onderliggende aandelenkoers worden beschouwd. Het eerste model is een
geometrisch Le´vyproces waarin de kleine sprongen kunnen leiden tot oneindige ac-
tiviteit. Het tweede model is een geometrisch Le´vyproces waarbij de gecompenseerde
kleine sprongen afgekapt worden of vervangen worden door een Brownse beweging
die op passende wijze wordt geschaald. Deze modellen zijn ge¨ınspireerd door het
resultaat van Asmussen and Rosinski (2001), waarin te lezen is dat het deel met
gecompenseerde kleine sprongen van bepaalde Le´vyprocessen kan worden benaderd
door een Brownse beweging die wordt geschaald met de standaardafwijking van de
gecompenseerde kleine sprongen. De studie van deze twee modellen is interessant
voor modelleringen waarbij de kleine variaties worden geacht ofwel een continu of
discontinu verloop te volgen. Daarnaast vormen simulaties ook een motivatie, om-
dat het benaderende proces bestaat uit een Brownse beweging en een samengesteld
Poissonproces, die beiden eenvoudig te simuleren zijn.
Ook al geldt er dat de modellen voor de onderliggende waarde convergeren, het
is niet gegarandeerd dat de overeenkomstige prijzen en hedgingstrategiee¨n voor een
afgeleid product ook zullen convergeren volgens Hubalek and Schachermayer (1998).
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De studies naar robuustheid in Hoofdstukken 3 en 4 vinden hun oorsprong in deze
laatste opmerking. Met het begrip robuustheid van het modelrisico, bedoelen we
dat de convergerende eigenschappen van de onderliggende activa worden bewaard
voor gerelateerde grootheden, zoals de prijs van derivaten of optimale hedgingaan-
tallen. In de prijsstelling en hedgingprocedure, worden de risico-neutrale equivalente
martingaalmaten medebepaald door het onderliggende model. Daarom voeren we
ook een studie uit naar de robuustheid van de risico-neutrale maten. We bestuderen
de robuustheid via twee verschillende wiskundige technieken.
In Hoofdstuk 3 gebruiken we de prijsbepalings- en hedgingformules voor Europese
opties op basis van Fouriertransformatietechnieken (zie Carr and Madan (1999),
Eberlein et al. (2010), Tankov (2010) en Hubalek et al. (2006)) om de robuustheid
van de kwadratische hedgingstrategiee¨n aan te tonen. Bovendien verlichten we in
een eerste stap de condities voor de robuustheid van de optieprijs en de delta die
eerder bestudeerd werden in Benth et al. (2011). In een martingaalsetting leiden
we robuustheidresultaten af en bepalen we convergentiesnelheden voor de optimale
aantallen in de risicominimaliserende en mean-variance hedging strategie. In de
semimartingaalsetting laten we zien dat de optimale aantallen in de lokale risico-
minimaliserende en de amount of wealth in de mean-variance hedging robuust zijn.
De verkregen resultaten gelden onder bepaalde integreerbaarheidsvoorwaarden op de
karakteristieke functie van het drijvende proces en op de Fouriertransformatie van
de uitbetalingsfunctie. We motiveren de toepasbaarheid van onze resultaten aan de
hand van voorbeelden. Het gebruik van Fouriertransformaties in de bepaling van de
kwadratische hedgingstrategiee¨n wordt ge¨ıllustreerd met numerieke voorbeelden.
In Hoofdstuk 4 leggen we het verband tussen de risicominimaliserende strate-
giee¨n in een martingaalsetting en oplossingen van achterwaartse stochastische
differentiaalvergelijkingen met sprongen (backward stochastic differential equa-
tions with jumps, BSDEJs), die worden aangedreven door een Brownse beweging en
een Poisson random measure. We gebruiken deze connectie om te bewijzen dat de
strategiee¨n robuust zijn met betrekking tot de keuze van het model voor de aan-
deelprijzen en om het modelrisico in te schatten. In het bijzonder krijgen we sta-
biliteitsresultaten voor de portefeuillewaarde, de amount of wealth, het winstproces
en het kostproces voor de risicominimaliserende strategie. Bovendien trekken we con-
clusies voor de mean-variance hedging strategie. We bepalen convergentiesnelheden
in de L2-zin, in tegenstelling tot Hoofdstuk 3, waarin vooral een L1-aanpak wordt
gevolgd. De robuustheidstudies in Hoofdstukken 3 en 4 zijn complementair in de zin
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dat de Fouriertransformatietechniek expliciete resultaten oplevert voor de optimale
aantallen, terwijl dit niet het geval is via de techniek gebruikmakend van BSDEJs.
Daarnaast gelden de robuustheidsresultaten bekomen via de BSDEJ-aanpak onder
beperkte condities, terwijl de aanpak op basis van Fouriertransformaties leidt tot
enige integreerbaarheidscondities.
Hoewel continue modellen gebaseerd op Brownse bewegingen vaak gebruikt wor-
den in financie¨le wiskunde, is er aangetoond op basis van waargenomen data, dat
het ontbreken van sprongen niet realistisch is. Daarom heeft het gebruik en de
studie van discontinue modellen, zoals Le´vy- en sprong-diffusiemodellen, een be-
langrijke impuls gezien in de laatste decennia. De imperfectie ten gevolge van de
discontinu¨ıteiten in Le´vy- en sprong-diffusiemodellen, ter vergelijking met modellen
op basis van Brownse bewegingen, wordt beschouwd in Hoofdstuk 5. Wij richten
ons op conditionele verwachtingswaarden die voorkomen bij de prijsbepaling en
hedgingprocedures, en die gewoonlijk numerieke evaluatietechnieken vereisen. In de
sprong-diffusiesetting is onze bijdrage gericht op de ontwikkeling van voorstelling-
en voor conditionele verwachtingen en de afgeleiden daarvan (met betrekking tot de
onderliggende) in termen van reguliere verwachtingswaarden zonder conditionering,
maar met een Heavisidefunctie en bepaalde gewichten. Dit type representatie werd
ge¨ınitieerd in Fournie´ et al. (2001), maar enkel voor diffusiemodellen.
We beschouwen twee aanpakken om deze representaties op te stellen: de condi-
tionele-dichtheidsmethode en de Malliavinmethode. Ter vergelijking met de
dichtheidsmethode, heeft de conditionele-dichtheidsmethode (zie Benth et al. (2010))
het voordeel dat er slechts een differentieerbare dichtheidsfunctie van een deel van
de onderliggende stochastische variabele moet geweten zijn. Om dit laatste deel
te kunnen onderscheiden, moet er een separabiliteitsconditie opgelegd worden. In
de tweede methode maken we gebruik van Malliavincalculus zoals ontwikkeld door
Petrou (2008), zodat er geen separabiliteitsvoorwaarde vereist is. Wanneer beide
werkwijzen kunnen worden toegepast, kunnen de resulterende voorstellingen andere
gewichten bevatten.
We geven enkele voorbeelden van toepassingen in de financie¨le en energiemarkt-
en. Via een probabilistische methode, bepalen we representaties die leiden tot een
numerieke evaluatie van conditionele verwachtingswaarden, door de resulterende
verwachtingswaarden te schatten via Monte Carlomethoden. Als numerieke bijdrage
gebruiken we deze voorstellingen voor het schatten van de prijs van Amerikaanse
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opties en hun delta in een sprong-diffusiesetting. Om een acceptabele convergentie te
verkrijgen in de numerieke toepassingen, gebruiken we variantie-reductietechnieken.
Concreet passen we de lokalisatietechniek aan voor zowel de conditionele-dichtheids-
methode als de Malliavinmethode. Bovendien wordt er een controlevariabele, in de
vorm van een Europees optie, gebruikt.
Levensverzekeringsmaatschappijen worden geconfronteerd met twee belangrijke
soorten risico: financieel risico en mortaliteitsrisico. Opbrengsten van unit-linked
contracten zijn direct verbonden met de waarde van zekere beleggingsportefeuilles,
zie bijv. Gerber et al. (2013) voor expliciete voorbeelden. Dus het financie¨le risico is
gerelateerd aan de ontwikkeling van de onderliggende activa. Het mortaliteitsrisico
anderzijds, volgt uit de onzekerheid omtrent sterfte. De vraag voor de verzeker-
ingsmaatschappij is hoe de combinatie van actuarie¨le en financie¨le risico’s, die
inherent zijn aan dergelijke contracten, te beheren. De initie¨le markt zou incompleet
kunnen zijn en het systematische sterfterisico, wat niet diversificeerbaar is, leidt
tot een belangrijke bron van incompleetheid. Zoals hierboven beschreven, is een
aanpak om te hedgen in incomplete markten risicominimalisatie, ge¨ıntroduceerd
door Fo¨llmer and Sondermann (1986) voor financie¨le vorderingen en uitgebreid door
Møller (2001) voor de verzekeringsvorderingen.
Een ander belangrijk concept binnen de verzekeringsmarkten, waar veel levens-
verzekeringen vaak afhankelijk zijn van het tijdstip van overlijden van e´e´n verzekerde,
betreft de beschikbare informatie. In het algemeen is er informatie over de financie¨le
en bepaalde verzekeringsproducten bekend bij het publiek. Daarentegen zijn tijdstip-
pen van overlijden stochastisch en niet publiek bekend, maar slechts geweten door
enkele agenten. Daarom worden interessante vergelijkende studies opgezet bij het
observeren van de verzekeringsmarkt onder verschillende stromen van informatie.
In Hoofdstuk 8 beschouwen we een verzekeringsmarktmodel waar er twee ni-
veaus van informatie voor handen zijn. De eerste bevat de informatie die voor
het publiek beschikbaar is op basis van de initie¨le markt en wordt aangeduid met de
filtratie F. De tweede stroom G bevat ook de informatie in F, maar wordt geleidelijk
uitgebreid met informatie afkomstig van het moment van overlijden. We beschouwen
deze verzekeringsmarkt, beide filtraties, de onzekerheid omtrent sterfte en de be-
trokken risico’s in volledig wiskundige algemeenheid.
In deze context, die werkelijke kenmerken omvat zoals correlatie tussen het markt-
model en het moment van overlijden, pakken we het vraagstuk van risicominimali-
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satie aan voor een grote klasse van equity-linked overlijdens- en/of mortaliteitscon-
tracten. Specifiek bepalen we risicominimaliserende strategiee¨n voor claims waarvoor
de verplichtingen uitgedrukt zijn als een F-voorspelbaar of een F-optioneel proces
gee¨valueerd op het tijdstip van overlijden. De belangrijkste vernieuwing hierbij ligt
in de toepassing voor de F-optionele processen, aangezien het geavanceerdere tech-
nieken vergt dan de F-voorspelbare processen. Deze toepassing is met name van
belang voor overlijdensrisicoverzekeringen en lijfrentepolissen waarbij de betalingen
afhangen van de prijzen van activa die F-optioneel zijn.
De wiskundige aanpak om de risicominimaliserende strategiee¨n te bepalen is
gebaseerd op de Galtchouk-Kunita-Watanabe-decompositie. Om deze decompositie
te vinden, ontwikkelen we een nieuwe martingaaldecompositie voor G-martingalen
die gestopt zijn op het moment van overlijden. De stochastische innovatie in onze
bijdrage bestaat uit het onderscheiden van drie klassen van martingalen in de grote
filtratie. Ee´n van deze categoriee¨n wordt gegenereerd door een nieuw proces dat in-
terestante kenmerken heeft. De drie orthogonale klassen van martingalen zijn vitale
pijlers voor het opbouwen van onze optionele martingaalrepresentatiestelling
voor (lokale) martingalen van de grote filtratie die worden gestopt op het moment
van sterfte. Een tweede belangrijke bijdrage in Hoofdstuk 8 ligt in het zo duidelijk
mogelijk beschrijven van de optimale risicominimaliserende strategie bij het indekken
tegen sterfterisico’s met behulp van de optionele martingaalrepresentatie. In het bi-
jzonder schrijven we G-strategiee¨n in termen van F-strategiee¨n en specifie¨ren we de
laatste verder in puur financie¨le termen, pure sterftecomponenten, en correlatiecom-
ponenten.
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