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Max Planck famously showed that the ultraviolet catastrophe of the classical electromagnetic
radiation emitted by a black body is avoided by the quantization of electromagnetism. Does it
follow, analogously, that in order to avoid an ultraviolet catastrophe of gravitational wave radiation,
gravity should be quantized as well? To this end, we compute the power radiated from the major
thermal source in cosmology, the CMB, into classical gravitational waves. We find that the result
is non-catastrophic and in agreement with the observed absence of evidence for significant heat loss
from the CMB into gravitational radiation. Hence, at least from this thermodynamic perspective,
linearized gravity does not require quantization.
Introduction.— The pursuit of a working theory of
quantum gravity has motivated much of the important
work in mathematical physics over the past decades. De-
spite these efforts however, no fully satisfactory theory of
quantum gravity has yet been developed. Moreover, the
severe difficulties encountered in all attempts to formu-
late a theory of quantum gravity have led some to ques-
tion whether gravity even necessitates quantization. In-
deed strong theoretical arguments have been made both
for and against the need to quantize gravity in the con-
ventional sense, if at all [1–5]. Ultimately however, it will
be down to experiments to settle the debate one way or
the other [6, 7].
Through this turbulent period of attempting to quan-
tize gravity, we can perhaps take some solace, as well as
inspiration, from a similarly turbulent time over a cen-
tury ago, when both experimental and theoretical physi-
cists were struggling to understand the nature of electro-
magnetism. Just as today our theory of gravity is highly
successful in explaining what it was set out to explain —
namely the dynamics of massive objects such as apples,
planets and black holes [8] — Maxwell’s formulation of
electromagnetism [9] in the late 19th century was also
highly successful in its original purpose: explaining the
outcomes of non-thermal experiments involving charges,
currents and fields. However the revolution that followed
in our understanding of electromagnetism was not in-
spired by the successes of classical electromagnetism but
rather it came about by considering its failures, namely
its catastrophic incompatibility with thermodynamics.
This incompatibility arises when one considers the elec-
tromagnetic radiation emitted by a black body. While
experiments at the time showed that the radiated en-
ergy was always finite, the contemporary understanding
of electromagnetism in conjunction with thermodynam-
ics predicted that it should be infinite. This prediction
has its origins in the equipartition theorem, which states
that in thermal equilibrium at temperature T , each de-
gree of freedom of a classical system carries a kbT amount
of energy. Thus a thermal state of a classical field —
which even in a finite volume contains an infinite number
of high frequency (ultraviolet) modes— is predicted to
have an infinite energy density. This electromagnetic UV
catastrophe was only resolved following the revolutionary
work of Max Planck, who argued that the high UV modes
contribute a negligible amount to the emitted energy in
a way that tamed the divergences of the classical theory.
The key assumption that led to this conclusion, which
Max Planck was reluctantly forced to make, was that
the allowed energies of EM modes were not classical and
continuous, but rather discrete, i.e. quantized [10].
With this historical hindsight in mind, a key question
arises: if the UV catastrophe led to the logical conclusion
that electromagnetism cannot be classical, can we use an
analogous argument to conclude the same for gravity?
Indeed, there are striking similarities between (lin-
earized) gravity and electromagnetism. General relativ-
ity predicts (and recent astrophysical observations con-
firm [8]) that similarly to how oscillating charges pro-
duce electromagnetic waves, so do oscillating masses pro-
duce gravitational waves (GWs). More precisely, the lin-
earized Einstein equations in the Lorenz gauge read
h¯µν = −16piGTµν . (1)
Here the dynamical quantity h¯µν is a small perturbation
to the flat space metric, and it satisfies a wave equation
sourced by the stress-energy density Tµν of the matter
fields in the Universe. We can now ask the question: if
we consider the matter fields sourcing GWs to be in a
thermal state, and if we consider the radiated GWs to be
classical, would we find, similar to the case of electromag-
netism in the late 19th century, a discrepancy between
predictions and observations? If so, we could conclude,
in the manner of Planck, that gravity cannot be fully
classical.
In fact, there exists of course a Universal thermal
source of the kind described above — the cosmic mi-
crowave background (CMB) [11]. Like any form of en-
ergy, the electromagnetic radiation in the CMB couples
to gravity through Einstein’s equations, and we thus ex-
pect the thermal fluctuations of the CMB to radiate away
energy into GWs. Our goal in this letter is to compute,
within the framework of classical gravity, the magnitude
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2of this radiated energy, and to check whether it is consis-
tent with cosmological observations. We will show that,
remarkably, classicality of gravitational waves is consis-
tent, as long as we treat the matter fields that source
these GWs quantum mechanically. Thus we show that
while electromagnetism required a quantum reformula-
tion in order to avoid the UV catastrophe, the same is
not true for gravity. Hence, at least from this thermody-
namic perspective, gravity can remain classical.
Setup.— Our goal is to estimate the rate of energy
emission ddt from the CMB into GWs. Then, since we
know the energy density of the CMB to be
 =
pi2
15
(kbT )
4
(~c)3
, (2)
a computation of ddt will allow us to estimate what per-
centage of its energy the CMB is losing to GWs in a
unit time. Note that this simple method of estimating
the net rate of energy flow from the CMB to the GWs
is only appropriate under the assumption that there is
no back-flow of energy from the GWs to the CMB. This
assumption will be justified a posteriori. In what follows,
we will use natural units kb = ~ = c = 1.
To compute ddt , we need to be able to quantify the
energy carried by GWs. However, quantifying the
‘spacetime-curving’ energy carried by spacetime itself is
non-trivial, and in general it is not even a meaningful
notion. Nevertheless, in the linear regime, it is possible
to assign an effective stress-energy density tµν to a prop-
agating GW perturbation h¯µν . Such an expression can
be obtained either geometrically or field theoretically —
in either case the result is [12]
tµν =
1
32piG
∂µhαβ∂νh
αβ , (3)
where hµν = h¯µν − 12ηµν h¯ αα , and all indices are raised
with the flat metric ηµν .
There are two important points to note regarding
Eq. (3). First, this simple expression is only valid outside
of sources. This will not be a problem for our purposes:
we will compute the GW power radiated out to a distance
r by a finite volume V of characteristic length L r con-
taining the CMB. Then, dividing by V will give us the
desired power density ddt . In particular we will find that
d
dt is independent of V , thus justifying our approach of
restricting to a finite volume.
Second, and more fundamentally, it is only possible
to define a meaningful effective stress-energy of a GW
on scales larger than its characteristic wavelength, and
therefore tµν only makes sense in a spatially averaged
sense [12]. Since we expect the characteristic wavelength
of GWs emitted from a thermal source of temperature T
to be of order β = 1/T , our results will only be meaning-
ful if we take L β.
Since we are interested in the total power radiated by
the volume V , we need to integrate the energy density
in Eq. (1) over a spherical shell of radius r  L. If we
assume that V is also a sphere, we have
d
dt
=
4pir2t00
V
=
4pir2
32piGV
h˙µν h˙
µν , (4)
where a dot denotes a time derivative. By spherical sym-
metry, this expression can be evaluated anywhere on the
shell r  L.
Furthermore, since we are only considering hµν in
the vacuum, it is possible to write it in the transverse-
traceless (TT) gauge. Indeed, given a plane wave hµν
in the Lorenz gauge, propagating in the nˆ direction, we
can write it in the TT gauge as httij = Λ
kl
ij (nˆ)hkl, where
Λijkl(nˆ) is a spatial projection tensor (see [12] for de-
tails). In the TT gauge httµν = h¯
tt
µν , and hence Eq. (4)
becomes
d
dt
=
4pir2
32piGV
Λ klij Λ
ij
mn
˙¯hkl
˙¯hmn. (5)
Here, we have used the fact that far from the source
the h¯µν are essentially plane waves. This form for the
radiated power is useful since we can invert Eq. (1) to
obtain h¯µν(x) = −16piG
∫
d4x′G(x − x′)Tµν(x′), where G
is a retarded Green’s function. Hence, at large distances
from the source we find
d
dt
=
2G
V
Λ klij Λ
ijmn
∫
V
d3x′
∫
V
d3x′′ T˙kl(x′)T˙mn(x′′), (6)
where the stress-energy tensor Tik(x
′) is evaluated at the
retarded time associated with the source spacetime point
x′ and field spacetime point x.
Semi-classical gravity.— As it stands, Eq. (6) for
the power density emitted by the CMB into GWs is a
purely classical expression. However in order to avoid the
electromagnetic UV catastrophe (i.e. to ensure that the
CMB energy density is finite), we need to ensure that the
electromagnetic (EM) field is modeled quantum mechan-
ically. The simplest way one might think to introduce
quantum behaviour of the matter fields sourcing gravity
would perhaps be to use the formalism of semi-classical
gravity (SCG), in which we replace the classical Tµν with
its quantum expectation value in a thermal state of tem-
perature T . Hence, in the SCG formalism, Eq. (6) takes
the form
d
dt
∣∣∣
scg
∼ G
V
∫
V
d3x′
∫
V
d3x′′ 〈: ˙ˆTkl(x′):〉〈: ˙ˆTmn(x′′):〉, (7)
where for brevity we omit writing constant prefactors and
the Lambda tensors. Note that the operators Tˆµν are
normal-ordered in order to ensure that 〈:Tˆµν :〉 vanishes
in the vacuum state [13].
The expectation values in Eq. (7) are taken in a ther-
mal state, which by definition is a stationary (time inde-
pendent) state. Therefore ∂t〈:Tˆµν :〉 identically vanishes,
and so SCG predicts ddt = 0. This should not come as
a surprise: SCG only accounts for the mean value of
3Tˆµν and not its fluctuations, whereas we expect that it
is precisely these fluctuations that source GWs. Hence,
in order to predict more reliably how much power the
CMB emits into GWs, we need a theory that takes into
account the quantum fluctuations of the CMB stress-
energy. For this we use the formalism of passive quantum
gravity (PQG).1
Passive quantum gravity.— PQG has been used
extensively to study the effects of stress-energy fluctua-
tions of the gravitational field [14–17]. PQG is closely
related to the theory of stochastic gravity [18]. While in
SCG gravity is sourced by the expectation value of Tˆµν ,
in PQG we only take the expectation value after we have
formally solved for the quantity of interest. Thus if this
quantity is nonlinear in Tˆµν , then PQG will give a differ-
ent result than SCG. For example, in the PQG approach
d
dt becomes
d
dt
∣∣∣
pqg
∼ G
V
∫
V
d3x′
∫
V
d3x′′ 〈: ˙ˆTkl(x′):: ˙ˆTmn(x′′):〉, (8)
which manifestly depends on the quantum fluctuations
of the stress-energy. Note that in the limit of vanish-
ing stress-energy fluctuations we have 〈Tˆ 2〉 → 〈Tˆ 〉2, and
Eq. (8) reduces to the result of SCG given in Eq. (7).
To obtain an order of magnitude estimate of the power
radiated by the CMB into GWs, we can safely model
the CMB using a massless scalar field φˆ(x). The stress-
energy is then Tˆµν = ∂µφˆ∂ν φˆ − 12ηµν(∂αφˆ)2. As shown
explicitly in Appendix A, substituting this into Eq. (8)
and using Wick’s theorem results in
d
dt
∣∣∣
pqg
∼ G
V
∫
V
d3x′
∫
V
d3x′′
[
〈 ˙ˆφk(x′) ˙ˆφm(x′′)〉〈φˆl(x′)φˆn(x′′)〉
+ permutations
]
, (9)
where φˆk = ∂φˆ/∂xk, and all the omitted terms are of the
same form as the first term, but with the time derivatives
permuted amongst the four field operators. In particular
all of the terms in the above sum contain only two-point
correlators between x′ and x′′, and not, say, between x′
and itself. Notice that there is no normal ordering in
these correlators, and so we anticipate having to deal
with zero-point divergences.
To proceed with the calculation of Eq. (9), we need to
first specify the boundary conditions of the field φˆ(x) at
the boundary of V . Note however that in a thermal state
of inverse temperature β, the correlator 〈φˆ(x′)φˆ(x′′)〉 will
strongly depend on the choice of boundary conditions
only if x′ or x′′ are near (within a distance β of) the
1 In both SCG and PQG the gravitational field remains fully clas-
sical, while the matter fields posses varying degrees of quantum-
ness. In particular, the gravitational fluctuations in PQG are
passively induced by the quantum fluctuations of the sources,
rather than actively induced by its own quantum fluctuations.
boundary. Further away from the boundary, the correla-
tor is well approximated by its value in free space. Thus,
since we are already considering the limit L  β, we
can effectively neglect all edge effects in the integrals in
Eq. (9) and approximate 〈φˆ(x′)φˆ(x′′)〉 by the free space
correlator [19]
〈φˆ(x′)φˆ(x′′)〉 =
∞∑
n=−∞
1
4pi2
[
∆x2 − (∆t+ inβ)2] , (10)
where ∆x = |x′ − x′′| and ∆t = t′ − t′′. Notice that the
β-independent n = 0 term (which we will call the vac-
uum (VAC) term) is precisely the vacuum correlator, and
is singular for ∆x = ±∆t. Meanwhile, the β-dependent
n 6= 0 terms are non-singular, and can be summed up
to a finite value for all ∆x and ∆t. We call these the
NO terms, since they are what remains if we normal
ordered the fields inside the correlator. Schematically
〈φˆ(x′)φˆ(x′′)〉 = (VAC term) + (NO terms).
As anticipated, upon inserting the field correlator into
Eq. (9), we find that some of the the resulting integrals
diverge. The integrands responsible for the divergences
are precisely those that contain a VAC term, i.e. they are
either of the form (VAC)×(VAC) or (VAC)×(NO). The
first step towards obtaining a finite result using PQG is
to remove the purely VAC terms [15, 20, 21]. In other
words we are only interested in the relative difference be-
tween how much a thermal state radiates and how much
the vacuum radiates, which we expect to be zero. (This
is analogous to subtracting away the vacuum energy in
order to compute the correct energy density of the CMB
in Eq. (2).) However, even following this vacuum sub-
traction, the expression for ddt still contains divergent
(VAC)× (NO) terms, which, being state dependent, can-
not be simply subtracted away.
Fortunately, the theory of PQG has a well-defined
built-in procedure for dealing with the divergences as-
sociated with the the (VAC)× (NO) terms, which occur
generically in all PQG calculations [15, 20, 21]. In Ap-
pendix B we show in explicit detail how to regulate these
divergences, while here we focus on the main ideas.
To that end, recall that (VAC) represents a higher or-
der derivative of the two-point vacuum correlator, and
hence it has a 1/xn type divergence at ∆x = ±∆t. Mean-
while (NO) is a smooth function whose derivatives decay
strongly for |x′ − x′′|  β. Thus our problem is essen-
tially to regularize the integral
I(L) =
∫ L
2
−L2
f(x)
xn
dx, (11)
where n > 1 is an integer and f(x) and its derivatives
decay strongly for x β.
The above integral I(L) can be defined through an
integration by parts procedure introduced in references
[22, 23]: Inserting the identity 1xn =
(−1)n−1
(n−1)!
dn
dxn log |x|
4into I(L) and integrating by parts n times, one obtains
I(L) =
−1
(n− 1)!
∫ L
2
−L
2
f (n)(x) log |x|dx+
(
boundary
terms
)
.
(12)
Since f(x) and its derivatives decay strongly for x  β,
we can neglect the boundary terms if L  β. Further-
more, the logarithmic singularity in the remaining inte-
gral is integrable, and thus defines a finite value for I(L).
Note that the limit L β, which we originally imposed
such that the energy density of GWs be well defined, is
also necessary for this regularization procedure to work.
Hence, following regularization, the expression (9) for
the power density emitted by the CMB into GWs is given
by ddt ∼ GV
∫
V
d3x′
∫
V
d3x′′ g(x′ − x′′), where g(x) is an
integrable function which decays strongly for |x|  β. It
is convenient to approximate this integral as
d
dt
∣∣∣
pqg
∼ G
V
∫
R
d3x′ e
−2|x′|2
L2
∫
R
d3x′′ e
−2|x′′|2
L2 g(x′ − x′′), (13)
where the Gaussian “smearing” functions pick out the
effective domain of integration V . We explicitly show
the numerical computation of an expression of this form
in Appendix C. We can however straightforwardly ap-
proximate this integral in the limit L  β. Making the
substitutions u = x′−x′′ and v = x′ +x′′, we find that
d
dt
∣∣∣
pqg
∼ 8G
V
∫
R
d3v e
−|v|2
L2
∫
R
d3u e
−|u|2
L2 g(u). (14)
Note that the first integral is proportional to L3 ∼ V .
Meanwhile in the L  β limit, the second integral is
independent of L, since the function g(u) rapidly decays
to zero for |u| > β. Hence, modulo prefactors of order
unity, our final expression for ddt reads
d
dt
∣∣∣
pqg
∼
(
G
V
)
V =
G(kbT )
7
~5c8
, (15)
where in the final step we have reinstated the scales ~,
kb, c and T in the only dimensionally consistent manner
possible. This expression gives the power density radi-
ated by an electromagnetic field of temperature T into
GWs. Interestingly, we contrast the T 7 dependence of
the this result with the famous T 4 dependence of the
Stefan-Boltzmann law: thermal radiation into GWs is
more sensitive to temperature than thermal radiation
into electromagnetic waves.
Conclusions.— Suppose that the CMB initially has
an energy density  given by Eq. (2), and it radiates a
small fraction δ  1 of this energy in a time interval tδ.
Then ddt ≈ δtδ gives
tδ ∼ ~
2c5
G(kbT )3
δ. (16)
Notice that if we restrict ourselves to the δ  1 regime in
which this equation is valid, then we are also justifying
our assumption that the backreaction of the GWs on the
CMB can be neglected.
Notice that, as we would expect, a stronger coupling
G between matter and gravity results in the CMB being
able to faster radiate its energy into GWs. On the other
hand, a “more quantum” CMB (higher ~) takes longer
to radiate its energy into GWs. This also agrees with
intuition: a “more quantum” photon gas in a thermal
state has a larger portion of its energy concentrated in
low frequency modes, and these slower oscillating modes
take longer to radiate away their energy through GWs.
Finally, it also makes intuitive sense that a higher tem-
perature CMB would be able to faster radiate away a
small fraction of its energy. Indeed (somewhat coinci-
dentally), the time it takes for a Maxwell-Boltzmann gas
to radiate away a small fraction of its energy (into elec-
tromagnetic radiation) is also proportional to 1/T 3.
Given that our result passes these intuition checks, let
us now use it to answer our principal question: is classical
gravity consistent with our thermodynamic observations,
or does it, like classical electromagnetism, suffer from a
UV catastrophe?
To answer this, first note that the most precise mea-
surements of the CMB temperature give an average value
of T0 = 2.725 48± 0.000 57 K [24]. In order for this value
to change by more than its uncertainty, the CMB would
have to radiate away at least 0.1% of its energy into GWs.
Using Eq. (16) with T = T0, we find that this would take
roughly 1050 seconds, a time much larger than the present
age of the Universe, 1017 s. Even if the CMB was radiat-
ing GWs at the rate corresponding to T = 3 000 K, the
temperature of the CMB when radiation first decoupled
from matter, it would still take 1020 years for the CMB
to radiate away 0.1% of its present day energy.
As a last resort attempt to discover a discrepancy be-
tween theory and observation, we could use our results
to estimate the energy lost by the hottest stars in our
galaxy due to GW emission. Admittedly this is only a
rough approximation, since, unlike the CMB, the gas in-
side a star is not necessarily well-modeled by a massless
scalar field. In any case this attempt is also in vain: us-
ing equation (16), we find that it would take a 40 000 K
star roughly 1029 years to lose enough energy through
GW emission for us to detect a 0.1% frequency shift in
the peak of its electromagnetic spectrum. Therefore, the
amount of energy emitted by thermal objects through
GWs, which we computed by keeping the gravitational
degrees of freedom in our theory fully classical, is not
only non-catastrophic, but rather is so small that it is
likely to never be observed.
Hence, while our result does not answer the question
of whether gravity requires quantization, it does offer an
important insight into this problem. Namely, we have
found that while the electromagnetic field was originally
quantized in order to avoid the UV catastrophe, this is
not necessary for the (linearized) gravitational field. In
other words, as long as the matter fields sourcing grav-
itational waves are treated quantum mechanically, the
5thermodynamic features of classical gravity remain fully
consistent with observations.
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Appendix A: A variation of Wick’s theorem
We will now show explicitly how to go from Eq. (8) to Eq. (9). We make use of the following variation of Wick’s
theorem:
Lemma: Let φˆi(x) be a field operator, or a derivative of a field operator. Then
〈:φˆ1(x)φˆ2(x)::φˆ3(x′)φˆ4(x′):〉 = 〈:φˆ1(x)φˆ2(x):〉〈:φˆ3(x′)φˆ4(x′):〉+ 〈φˆ1(x)φˆ3(x′)〉〈φˆ2(x)φˆ4(x′)〉
+ 〈φˆ1(x)φˆ4(x′)〉〈φˆ2(x)φˆ3(x′)〉, (A1)
where the expectation values are taken in a thermal state.
Proof : Using the definition of normal ordering, :φˆ1φˆ2:= φˆ1φˆ2 − 〈φˆ1φˆ2〉0, where 〈·〉0 is the expectation value with
respect to the vacuum state, gives
〈:φˆ1(x)φˆ2(x)::φˆ3(x′)φˆ4(x′):〉 =
〈(
φˆ1(x)φˆ2(x)− 〈φˆ1(x)φˆ2(x)〉0
)(
φˆ3(x
′)φˆ4(x′)− 〈φˆ3(x′)φˆ4(x′)〉0
)〉
= 〈φˆ1(x)φˆ2(x)φˆ3(x′)φˆ4(x′)〉 − 〈φ1(x)φˆ2(x)〉〈φˆ3(x′)φˆ4(x′)〉0
− 〈φ1(x)φˆ2(x)〉0〈φˆ3(x′)φˆ4(x′)〉+ 〈φ1(x)φˆ2(x)〉0〈φˆ3(x′)φˆ4(x′)〉0. (A2)
Suppose now, for simplicity that x0 ≤ x′0 (the case x0 > x′0 is treated analogously). Then, applying Wick’s theorem
for fields [25] on the first term, and cancelling like terms, results in
〈:φˆ1(x)φˆ2(x)::φˆ3(x′)φˆ4(x′):〉 =〈φˆ1(x)φˆ3(x′)〉0〈φˆ2(x)φˆ4(x′)〉0 + 〈φˆ1(x)φˆ4(x′)〉0〈φˆ2(x)φˆ3(x′)〉0
+ 〈:φˆ1(x)φˆ3(x′):〉〈φˆ2(x)φˆ4(x′)〉0 + 〈φˆ1(x)φˆ3(x′)〉0〈:φˆ2(x)φˆ4(x′):〉
+ 〈:φˆ1(x)φˆ4(x′):〉〈φˆ2(x)φˆ3(x′)〉0 + 〈φˆ1(x)φˆ4(x′)〉0〈:φˆ2(x)φˆ3(x′):〉
+ 〈:φˆ1(x)φˆ2(x)φˆ3(x′)φˆ4(x′):〉. (A3)
The result up to now is true for the expectation value in any state. Now, in Ref. [16], starting at Eq. (52), the authors
prove that for a thermal state the following identity holds:
〈:φˆ1(x)φˆ2(x)φˆ3(x′)φˆ4(x′):〉 = 〈:φˆ1(x)φˆ2(x):〉〈:φˆ3(x′)φˆ4(x′):〉+ 〈:φˆ1(x)φˆ3(x′):〉〈:φˆ2(x)φˆ4(x′):〉
+ 〈:φˆ1(x)φˆ4(x′):〉〈:φˆ2(x)φˆ3(x′):〉. (A4)
Combining the previous two expressions, and performing some convenient factoring, one obtains
〈:φˆ1(x)φˆ2(x)::φˆ3(x′)φˆ4(x′):〉 =
(
〈:φˆ1(x)φˆ3(x′):〉+ 〈φˆ1(x)φˆ3(x′)〉0
)(
〈:φˆ2(x)φˆ4(x′):〉+ 〈φˆ2(x)φˆ4(x′)〉0
)
+
(
〈:φˆ1(x)φˆ4(x′):〉+ 〈φˆ1(x)φˆ4(x′)〉0
)(
〈:φˆ2(x)φˆ3(x′):〉+ 〈φˆ2(x)φˆ3(x′)〉0
)
+ 〈:φˆ1(x)φˆ2(x):〉〈:φˆ3(x′)φˆ4(x′′):〉. (A5)
Finally, again using the definition of normal ordering, results in
〈:φˆ1(x)φˆ2(x)::φˆ3(x′)φˆ4(x′):〉 = 〈:φˆ1(x)φˆ2(x):〉〈:φˆ3(x′)φˆ4(x′):〉+ 〈φˆ1(x)φˆ3(x′)〉〈φˆ2(x)φˆ4(x′)〉
+ 〈φˆ1(x)φˆ4(x′)〉〈φˆ2(x)φˆ3(x′)〉, (A6)
which proves the lemma. 
We will now show how to obtain Eq. (9). Inserting Tˆµν = ∂µφˆ∂ν φˆ− 12ηµν(∂αφˆ)2 into 〈: ˙ˆTkl(x′):: ˙ˆTmn(x′′):〉 gives
〈: ˙ˆTkl(x′):: ˙ˆTmn(x′′):〉 = 〈:
(
˙ˆ
φ′kφˆ
′
l + φˆ
′
k
˙ˆ
φ′l − ηkl ˙ˆφ′αφˆ′α
)
::
(
˙ˆ
φ′′mφˆ
′′
n + φˆ
′′
m
˙ˆ
φ′′n − ηmn ˙ˆφ′′βφˆ′′β
)
:〉, (A7)
6where φ′α =
∂φˆ(x′)
∂xα . Expanding out the product and using the lemma gives
〈: ˙ˆTkl(x′):: ˙ˆTmn(x′′):〉 =〈:φ˙′kφ′l:〉〈:φ˙′′mφ′′n:〉+ 〈φ˙′kφ˙′′m〉〈φ′lφ′′n〉+ 〈φ˙′kφ′′n〉〈φ′lφ˙′′m〉
+ 〈:φ˙′kφ′l:〉〈:φ′′mφ˙′′n:〉+ 〈φ˙′kφ′′m〉〈φ′lφ˙′′n〉+ 〈φ˙′kφ˙′′n〉〈φ′lφ′′m〉
− ηmn
(
〈:φ˙′kφ′l:〉〈:φ˙′′βφ′′β :〉+ 〈φ˙′kφ′′β〉〈φ′lφ˙′′β〉+ 〈φ˙′kφ˙′′β〉〈φ′lφ′′β〉
)
+ 〈:φ′kφ˙′l:〉〈:φ˙′′mφ′′n:〉+ 〈φ′kφ˙′′m〉〈φ˙′lφ′′n〉+ 〈φ′kφ′′n〉〈φ˙′lφ˙′′m〉
+ 〈:φ′kφ˙′l:〉〈:φ′′mφ˙′′n:〉+ 〈φ′kφ′′m〉〈φ˙′lφ˙′′n〉+ 〈φ′kφ˙′′n〉〈φ˙′lφ′′m〉
− ηmn
(
〈:φ′kφ˙′l:〉〈:φ˙′′βφ′′β :〉+ 〈φ′kφ′′β〉〈φ˙′lφ˙′′β〉+ 〈φ′kφ˙′′β〉〈φ˙′lφ′′β〉
)
− ηkl
(
〈:φ˙′αφ′α:〉〈:φ˙′′mφ′′n:〉+ 〈φ˙′αφ˙′′m〉〈φ′αφ′′n〉+ 〈φ˙′αφ′′n〉〈φ′αφ˙′′m〉
)
− ηkl
(
〈:φ˙′αφ′α:〉〈:φ′′mφ˙′′n:〉+ 〈φ˙′αφ′′m〉〈φ′αφ˙′′n〉+ 〈φ˙′αφ˙′′n〉〈φ′αφ′′m〉
)
+ ηklηmn
(
〈:φ˙′αφ′α:〉〈:φ˙′βφ′β :〉+ 〈φ˙′αφ˙′′β〉〈φ′αφ′′β〉+ 〈φ˙′αφ′′β〉〈φ′αφ˙′′β〉
)
. (A8)
where for notational simplicity we omitted the hats on the field operators. Notice that the first terms in each line
can be factored together to give 〈: ˙ˆTkl(x′):〉〈: ˙ˆTmn(x′′):〉. However, since the expectation value of the stress tensor is
time independent in a thermal state, this term vanishes identically. (Note that this is just the SCG term, as seen in
Eq. (7).) Hence we finally obtain
〈: ˙ˆTkl(x′):: ˙ˆTmn(x′′):〉 =〈φ˙′kφ˙′′m〉〈φ′lφ′′n〉+ 〈φ˙′kφ′′n〉〈φ′lφ˙′′m〉+ 〈φ˙′kφ′′m〉〈φ′lφ˙′′n〉+ 〈φ˙′kφ˙′′n〉〈φ′lφ′′m〉
− ηmn
(
〈φ˙′kφ′′β〉〈φ′lφ˙′′β〉+ 〈φ˙′kφ˙′′β〉〈φ′lφ′′β〉
)
+ 〈φ′kφ˙′′m〉〈φ˙′lφ′′n〉+ 〈φ′kφ′′n〉〈φ˙′lφ˙′′m〉
+ 〈φ′kφ′′m〉〈φ˙′lφ˙′′n〉+ 〈φ′kφ˙′′n〉〈φ˙′lφ′′m〉 − ηmn
(
〈φ′kφ′′β〉〈φ˙′lφ˙′′β〉+ 〈φ′kφ˙′′β〉〈φ˙′lφ′′β〉
)
− ηkl
(
〈φ˙′αφ˙′′m〉〈φ′αφ′′n〉+ 〈φ˙′αφ′′n〉〈φ′αφ˙′′m〉
)
− ηkl
(
〈φ˙′αφ′′m〉〈φ′αφ˙′′n〉+ 〈φ˙′αφ˙′′n〉〈φ′αφ′′m〉
)
+ ηklηmn
(
〈φ˙′αφ˙′′β〉〈φ′αφ′′β〉+ 〈φ˙′αφ′′β〉〈φ′αφ˙′′β〉
)
, (A9)
which, when inserted into Eq. (8), is of the schematic form given in Eq. (9). Importantly, notice that all of the two-
point correlators are of the form 〈φˆ1(x′)φˆ2(x′′)〉 and not 〈φˆ1(x′)φˆ2(x′)〉 or 〈φˆ1(x′′)φˆ2(x′′)〉. This is important because
while the latter two expressions are always divergent, 〈φˆ1(x′)φˆ2(x′′)〉 is only divergent when x′ and x′′ are in null
separation. As we see in the next section, these light cone divergences can be consistently regularized.
Appendix B: Regularization of passive quantum gravity integrals
Eq. (9) gives the power radiated into GWs by a spherical volume V of radius L. By spherical symmetry, we can
compute this quantity by evaluating Eq. (9) at any point x such that |x|  L. Therefore let us set x = (0, 0, |x|) =
|x|zˆ.
We will now explicitly show how to compute the first term in Eq. (9), with k = l = x and m = n = y. In the full
expression we have to sum over all values of k, l,m, n — see Eq. (6). The other terms in the sum can be computed
analogously. Thus we are interested in computing
I1(L) :=
G
V
∫
R
d3x′
∫
R
d3x′′e
−2|x′|2
L2 e
−2|x′′|2
L2 〈 ˙ˆφx(x′) ˙ˆφy(x′′)〉〈φˆx(x′)φˆy(x′′)〉. (B1)
Note that, as discussed in the text, we are approximating the integrals over the sphere V of radius L by taking the
integral over all R while inserting the Gaussian “smearing” function of width L to pick out the appropriate region of
space. As an order of magnitude estimate, which is all we are after, this is an appropriate approximation.
Also recall from the text that in Eq. (B1) x′ = (t′ret,x
′) and x′′ = (t′′ret,x
′′), where t′ret = t − |x − x′| and
t′′ret = t − |x − x′′| are the retarded times of the source points x′ and x′′ with respect to the field point x = (t,x).
Since we are assuming that |x|  L we find that t′ret ≈ t− (x− x′) · zˆ and t′′ret ≈ t− (x− x′′) · zˆ. In particular this
results in
∆t := t′ret − t′′ret = (x′ − x′′) · zˆ, (B2)
7which we will soon make use of.
Differentiating the thermal two-point correlator 〈φˆ(x′)φˆ(x′′)〉 given in Eq. (10), and evaluating at the retarded times,
we obtain
〈φˆx(x′)φˆy(x′′)〉 = − 2
pi2
(x′1 − x′′1)(x′2 − x′′2)
∞∑
n=−∞
1[
∆x2 − (∆t+ inβ)2]3 , (B3)
〈 ˙ˆφx(x′) ˙ˆφy(x′′)〉 = 12
pi2
(x′1 − x′′1)(x′2 − x′′2)
∞∑
n=−∞
∆x2 + 7(∆t+ inβ)2[
∆x2 − (∆t2 + inβ)2]5 , (B4)
where ∆x = |x′−x′′| and ∆t is given by Eq. (B2). Substituting this into Eq. (B1) and making the change of variables
u = x′ − x′′, v = x′ + x′′ we obtain
I1(L) = − 9G
4pi3L3
∞∑
n′=−∞
∞∑
n′′=−∞
∫
R
d3v e
−|v|2
L2
∫
R
d3u e
−|u|2
L2 u2xu
2
y
|u|2 + 7(u · zˆ + in′β)2[|u|2 − (u · zˆ + in′β)2]5 1[|u|2 − (u · zˆ + in′′β)2]3
= − 9G
16
√
pi5
∞∑
n′=−∞
∞∑
n′′=−∞
∫
R
d3u e
−|u|2
L2 u2xu
2
y
|u|2 + 7(u · zˆ + in′β)2[|u|2 − (u · zˆ + in′β)2]5 1[|u|2 − (u · zˆ + in′′β)2]3 , (B5)
where in the second line we performed the v integration. Notice that the L3 from this integral cancelled the L3 in
the prefactor.
To proceed with the calculation, let us write I1(L) = I
vac×vac
1 (L) + I
vac×no
1 (L) + I
no×vac
1 (L) + I
no×no
1 (L), where
Ivac×vac1 (L) = −
9G
16
√
pi5
∫
R
d3u e
−|u|2
L2 u2xu
2
y
|u|2 + 7(u · zˆ)2[|u|2 − (u · zˆ)2]5 1[|u|2 − (u · zˆ)2]3 , (B6)
Ivac×no1 (L) = −
9G
16
√
pi5
∑
n′′ 6=0
∫
R
d3u e
−|u|2
L2 u2xu
2
y
|u|2 + 7(u · zˆ)2[|u|2 − (u · zˆ)2]5 1[|u|2 − (u · zˆ + in′′β)2]3 , (B7)
Ino×vac1 (L) = −
9G
16
√
pi5
∑
n′ 6=0
∫
R
d3u e
−|u|2
L2 u2xu
2
y
|u|2 + 7(u · zˆ + in′β)2[|u|2 − (u · zˆ + in′β)2]5 1[|u|2 − (u · zˆ)2]3 , (B8)
Ino×no1 (L) = −
9G
16
√
pi5
∑
n′ 6=0
∑
n′′ 6=0
∫
R
d3u e
−|u|2
L2 u2xu
2
y
|u|2 + 7(u · zˆ + in′β)2[|u|2 − (u · zˆ + in′β)2]5 1[|u|2 − (u · zˆ + in′′β)2]3 . (B9)
Here, as discussed in the text, we split up I1(L) based on the singularities of the integrand. I
vac×vac
1 (L) is the most
singular since it contains two vacuum correlators. Ivac×no1 (L) and I
no×vac
1 (L) are less singular since they contain one
vacuum correlator and a non-singular normal ordered correlator in their integrands. Lastly Ino×no1 (L) is non-singular.
In order to compute I1(L), we now have to deal with the divergences present in the first three integrals.
As discussed in the text, the first step is to follow the usual practice (see Refs. [15, 20, 21]) of completely discarding
the purely vacuum term. In other words we are only interested in the relative difference between how much a thermal
state radiates and how much the vacuum radiates. To further simplify the notation, we rewrite the remaining three
terms with units fixed so that β = 1:
Ivac×no1 (L) = −
9G
16
√
pi5
∑
n′′ 6=0
∫
R
d3u e
−|u|2
L2 u2xu
2
y
|u|2 + 7(u · zˆ)2[|u|2 − (u · zˆ)2]5 1[|u|2 − (u · zˆ + in′′)2]3 , (B10)
Ino×vac1 (L) = −
9G
16
√
pi5
∑
n′ 6=0
∫
R
d3u e
−|u|2
L2 u2xu
2
y
|u|2 + 7(u · zˆ + in′)2[|u|2 − (u · zˆ + in′)2]5 1[|u|2 − (u · zˆ)2]3 , (B11)
Ino×no1 (L) = −
9G
16
√
pi5
∑
n′ 6=0
∑
n′′ 6=0
∫
R
d3u e
−|u|2
L2 u2xu
2
y
|u|2 + 7(u · zˆ + in′)2[|u|2 − (u · zˆ + in′)2]5 1[|u|2 − (u · zˆ + in′′)2]3 . (B12)
L is now measured in units of β. Note that since we already set kb = ~ = c = 1, this completely fixes the units. At
the end of our calculation we will restore the quantities β, kb, ~ and c so that I1(L) has the correct dimensions of
a power density. Note that since there is no way to combine β, kb, ~ and c into a dimensionless quantity, this final
restoration of units will be unique.
8The next step in evaluating the the integrals (B10)-(B12) is to change to polar coordinates ux = r cos θ and
uy = r sin θ. This gives
Ivac×no1 (L) = −
9G
64
√
pi3
∑
n′′ 6=0
∫ ∞
0
dr
∫ ∞
−∞
duze
−r2
L2 e
−u2z
L2
r2 + 8u2z
r5
1[
r2 + u2z − (uz + in′′)2
]3 , (B13)
Ino×vac1 (L) = −
9G
64
√
pi3
∑
n′ 6=0
∫ ∞
0
dr
∫ ∞
−∞
duze
−r2
L2 e
−u2z
L2
1
r
r2 + u2z + 7(uz + in
′)2[
r2 + u2z − (uz + in′)2
]5 , (B14)
Ino×no1 (L) = −
9G
64
√
pi3
∑
n′ 6=0
∑
n′′ 6=0
∫ ∞
0
dr
∫ ∞
−∞
duze
−r2
L2 e
−u2z
L2 r5
r2 + u2z + 7(uz + in
′)2[
r2 + u2z − (uz + in′)2
]5 1[
r2 + u2z − (uz + in′′)2
]3 .
(B15)
The integral (B15) is convergent and can be computed numerically. On the other hand the the integrals Eq. (B13)
and (B14) are divergent and need regularizing. We will now regulate these integrals via an integration by an parts
procedure [22, 23], as is common practice in PQG calculations [15, 20, 21].
Let us start with Ivac×no1 (L) in Eq. (B13). Note that the integrand has a higher order singularity at r = 0. In order
to regularize this divergence, we first rewrite the r integral to go from −∞ to ∞:
Ivac×no1 (L) = −
9G
128
√
pi3
∑
n′′ 6=0
∫ ∞
−∞
dr
∫ ∞
−∞
duze
−r2
L2 e
−u2z
L2
r2 + 8u2z
|r|5
1[
r2 + u2z − (uz + in′′)2
]3 . (B16)
Next, we insert the identity
1
|r|n =
(−1)n−1 sgn(r)
(n− 1)!
dn
drn
log |r|, (B17)
with n = 5 into Eq. (B16) to obtain
Ivac×no1 (L) = −
9G
128(4!)
√
pi3
∑
n′′ 6=0
∫ ∞
−∞
dr
∫ ∞
−∞
duz e
−r2
L2 e
−u2z
L2 sgn(r)
d5
dr5
log |r| r
2 + 8u2z[
r2 + u2z − (uz + in′′)2
]3 . (B18)
Now for the key step: integrate the r integral five times by parts. This gives
Ivac×no1,reg (L) =
9G
128(4!)
√
pi3
∑
n′′ 6=0
∫ ∞
−∞
dr
∫ ∞
−∞
duz e
−u2z
L2 log |r| d
5
dr5
e−r2L2 sgn(r)(r2 + 8u2z)[
r2 + u2z − (uz + in′′)2
]3
 , (B19)
where the subscript “reg” indicates that we have regularized the integral. Indeed, this integral contains only a
logarithmic singularity, which is integrable. We can further simplify the integral if we assume that L 1, i.e. L β.
(Note that we have already made this assumption to ensure that the energy of GWs is well defined). In that case,
noting that for any differentiable function f(r)
dn
drn
[
e
−r2
L2 f(r)
]
= e
−r2
L2
dn
drn
f(r) +O
(
1
L2
)
, (B20)
we can neglect the O ( 1L2 ) terms and write
Ivac×no1,reg (L) =
9G
64(4!)
√
pi3
∑
n′′ 6=0
∫ ∞
0
dr
∫ ∞
−∞
duz e
−r2
L2 e
−u2z
L2 log(r)
d5
dr5
 r2 + 8u2z[
r2 + u2z − (uz + in′′)2
]3
 , (B21)
where we have also changed the r integral back to the interval (0,∞). We can regularize Ino×vac1 (L) in the same
manner to obtain
Ino×vac1,reg (L) =
9G
64
√
pi3
∑
n′ 6=0
∫ ∞
0
dr
∫ ∞
−∞
duz e
−r2
L2 e
−u2z
L2 log(r)
d
dr
 r2 + u2z + 7(uz + in′)2[
r2 + u2z − (uz + in′)2
]5
 . (B22)
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FIG. 1. Plot of the regularized contribution I1,reg(L) to the radiated power density of the CMB,
d
dt
, versus the length scale L
of the volume occupied by the CMB. Note that lim
L→∞
I1,reg(L) ≈ 1.81× 10−3.
Thus, combining Eqs. (B15), (B21) and (B22), the regularized version of the integral I1(L) is
I1,reg(L) =
9G
64
√
pi3
∫ ∞
0
dr
∫ ∞
−∞
duz e
−r2
L2 e
−u2z
L2
(
log(r)
4!
d5
dr5
∑
n′′ 6=0
r2 + 8u2z[
r2 + u2z − (uz + in′′)2
]3

+ log(r)
d
dr
∑
n′ 6=0
r2 + u2z + 7(uz + in
′)2[
r2 + u2z − (uz + in′)2
]5

−
∑
n′ 6=0
∑
n′′ 6=0
r2 + u2z + 7(uz + in
′)2[
r2 + u2z − (uz + in′)2
]5 r5[
r2 + u2z − (uz + in′′)2
]3
)
. (B23)
We evaluate this integral numerically in the next section.
Appendix C: Evaluation of passive quantum gravity integrals
Let us now evaluate the regularized integral I1,reg(L) from Eq. (B23). In particular we are interested in the value
of this integral in the L 1 (i.e. L β) limit, since this is the limit that we have made at various points throughout
our derivation. Note that, as discussed in the text, we expect the integral to be independent of L in this regime. This
is because the function in the round parentheses in Eq. (B23) has strong support only if r . 1 and |uz| . 1, while the
Gaussian functions are essentially independent of L in this region as long as L 1. In Fig. 1 we plot I1,reg(L) versus
L and find that this is indeed the case.
In particular we find that lim
L→∞
I1,reg(L) ≈ 1.81× 10−3, and therefore we can write
I1,reg(L) ≈
(
1.81× 10−3
) G(kbT )7
~5c8
for L β, (C1)
where we have restored the scales β = T−1, kb, ~ and c in the only possible way that ensures I1,reg(L) has the units of
d
dt , i.e. of a power density. Note that, up to a numerical prefactor, this is our expression for
d
dt in Eq. (15). Crucially,
the numerical prefactors do not depend on any scales and so they must be close to order unity, and can therefore
be ignored in our order of magnitude estimate. (In other words a prefactor of order 10−3 is completely unimportant
when we note that, even if T = 3000 K, the CMB temperature at the time of matter-radiation decoupling, G(kbT )
7
~5c8 is
of order 10−42). Hence
d
dt
∣∣∣
pqg
∼ G(kbT )
7
~5c8
, (C2)
is roughly the GW power density radiated by a CMB volume of length scale L β.
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