This study investigates the statistical methods for determining the minimum sample size necessary for an ensemble set generated with an atmospheric general circulation model (AGCM). Due to the limits imposed by computational cost, an improved and a priori estimation of ensemble size is highly desirable. In this context, the methodology shown here is an important step for defining the number of integrations required in a numerical experiment. We show that the global distribution of ensemble size has a spatial and seasonal dependence. In addition, the ensemble size is dependent on the variable being analysed and the geographic region of interest. For example, we show that a relatively large number of integrations are required to simulate the seasonal mean air temperature at 925hPa and the sea level pressure at mid to high latitudes. The seasonal mean precipitation, however, can be well represented with relatively few integrations at high latitudes, but it requires a large ensemble size at the tropics, particularly over the monsoon regions. These latitudinal differences in the number of integrations are associated with the internal variability in the model. Furthermore, differences among the variable fields partly arise due to the distinct shapes of the associated property distributions. Both Gaussian and nonparametric statistics are considered here. The Wilcoxon Rank Sum test reveals that the air temperature, sea level pressure and precipitation do not follow a Gaussian distribution in some regions of the globe.
Introduction
Understanding climate dynamics has been a challenge for atmospheric researchers over the past century. Analyses of observations is essential to improving our knowledge of the underlying physics of climate processes. However, the lack of measurements over the oceans and at high latitudes compromises the study of large scale atmospheric processes in these regions. For this reason, general circulation models (GCMs) have become a useful tool in the studies of meteorology, oceanography, and climate dynamics.
The great advantage of GCMs is their ability to generate global dynamically consistent fields over a pre-defined temporal and spatial resolution. Of particular interest are studies of the climatic response to boundary conditions (e.g. sea surface temperature, land surface, sea-ice concentration, and so on) using atmospheric general circulation models (AGCM). On the other hand, climate simulations contain internal variability (commonly referred to as "noise") that, in some parts of the globe, dominates the simulated signal originating from perturbed boundary conditions, limiting seasonal predictability. Assessing the response of the atmosphere to different boundary conditions therefore becomes a challeging task due to internal chaotic variability. A common approach to reduce the noise is to generate a large number of integrations and to use the ensemble mean as an estimate for a single forecast.
In theory, if the size of the ensemble from a perfect model is infinite, the ensemble mean would be a realistic representation of the mean global climate system or, more specifically, of the external forced signal associated with the altered boundary conditions. In practice, it is impossible to generate an infinite ensemble set. In addition, large ensembles have a very high computational cost, which imposes limits on the number of numerical integrations that are practical, and constrains the reliability of the resulting climate prediction.
For this reason, it is important to know the number of simulations necessary to obtain an accurate climate response for any given application. Determining the number of integrations is an optimisation problem because the ensemble size must be large enough to give a climate response with significant reliability, but also small enough to minimize the computational cost.
In this study we apply statistic techniques to calculate the minimum size of an ensemble generated with an atmospheric general circulation model (AGCM). The numerical experiment is described in Section 2. Section 3 explains the statistical tests used in the integrations and the estimate of minimum size for the ensemble under a normal distribution assumption.
Climate quantities do not necessarily follow a Gaussian distribution; hence we undertake a similar analysis yet assume unknown distributions in Section 4. Section 5 discusses the results and concludes the main findings of this study.
Numerical Experiments
The AGCM used in this study is the Community Atmospheric Model (CAM3) from the National Center for Atmospheric Research (NCAR). This version is an improvement upon the CCM3 and CAM2. The CAM3 has a T42 spectral truncation in the horizontal, i.e. approximately 128 longitudinal by 64 latitudinal points, and 26 vertical levels in a hybrid coordinate. The hybrid vertical levels combine a terrain-following sigma coordinate at the bottom surface with a pressure-level coordinate at the top of the model. A complete description of the CAM3 can be found in Collins et al. (2004) .
Land surface processes in CAM3 are represented by a fully interactive land model, the NCAR Community Land Model (CLM3). The NCAR CLM3 is a one-dimensional model of energy, momentum, water, and CO 2 exchange between the atmosphere and land, allowing for multiple surface types including lakes and wetlands within a grid cell. Oleson et al. (2004) describes in full detail the NCAR CLM3.
Monthly varying sea-surface temperature (SST) and sea-ice concentrations were used to prescribe the time evolution of surface quantities. The sea-ice coverage is represented as a fractional portion of the atmospheric grid box. This fractional specification provides a mechanism to account for flux differences due to sub-grid inhomogeneity of surface types.
The SST and sea-ice specified as the boundary conditions in CAM3 is the global sea-ice and SST analyses from the Hadley Centre (HadISST1). The HadISST1 data set has been shown to be an improvement upon the Global sea Ice coverage and SST (GISST) data set. This data set has a resolution of 1
• latitude x 1 • longitude, which was interpolated to the CAM3 grid. A detailed description of the HadISST1 can be found in Rayner et al. (2003) . An experiment consisting of a single integration forced by climatological SST over the global ocean was generated with the CAM3 model. The seasonal climatology of SST was based on the period 1949 to 2006. This experiment was run for 56 years with a seasonally varying SST forcing but no interannual cycles. As the boundary condition does not have any interannual
forcing, each year can be considered as an individual member of an ensemble under a "perfect model" assumption. As the configuration of the model is identical across all years, the only difference comes from the initial condition to generate each annual output. The different initial conditions for each year is generated by the internal atmospheric variability in the model. Therefore, the multi-decadal run will be considered here as an annual-run ensemble with 56 members. This assumption is valuable because we only need a single long integration to estimate the ensemble size for future experimental designs.
Determining the sample size of a normally distributed variable
In this section we consider two main assumptions to assess the ensemble size of an AGCM. The first one is that the integrations are independent from each other. It is well known that the atmosphere is partially unpredictable due to its intrinsically chaotic nature.
Small changes in the initial conditions can change the long-term behavior of the atmospheric system. Lorenz (1963 Lorenz ( , 1973 estimated that the atmosphere's predictability extends to only a few weeks from any given initial conditions. The atmospheric conditions on 1 January of each year are clearly unrelated to the conditions on 1 January of the previous year. Therefore, each integration can be considered as an independent ensemble member.
The chaotic variations in an AGCM are commonly referred to as internal variability in the model. The lower the internal variability (or noise) in the ensemble for any given climate parameter, the lower the ensemble member size that is needed to obtain a statistically significant response. The signal-to-noise ratio essentially sets the ensemble size requirements for any given problem.
The second common assumption in determining ensemble member size is that the AGCM output follows a normal probability density function (PDF). Many processes in the atmosphere generate random variables with probability distributions that can generally be ap-proximated by a normal or Gaussian PDF. The normality is a powerful assumption as it simplifies the science of statistical inference. Here we first assume the case of a normal PDF for determining ensemble size of climate quantities. The non-normal case will be considered in the next section.
In a statistical sense, the estimate of the sample size from a population mean depends on the desired reliability or equivalently, the error margin that can be tolerated. The reliability of the mean value of a random variable can be expressed probabilistically in terms of its confidence intervals. The population mean µ can be calculated within an interval E with 100(1 − α)% confidence. Figure 1 illustrates the PDF from a normally distributed process X, with the associated mean µ and bound E for a confidence interval at the 100(1 − α)% level.
The definitions below are based on seasonal mean output. The time series were split into the four austral seasons: DJF (summer), MAM (autumn), JJA (winter) and SON (spring).
Consider X j as the seasonal mean of the j − th member from an ensemble with size M. The ensemble mean of a single season can be defined by:
The error bound in Equation 1 is given by (see Figure 1 ):
where Z α/2 is the Z value with an area α/2 to the upper tail of the normal distribution and
is the standard deviation (or the standard error) of the sampling distribution for the sample meanx, with σ being the standard deviation of the population from which the sample was selected, and n is the sample size. For a population mean from a small sample (i.e., N < 30), Z α/2 can be replaced by t α/2 from the Student t-distribution. Consequently, the required sample size n to estimate µ =X within an error bound E with 100(1 − α)% confidence can be calculated from:
Basically, the idea is to calculate the required minimum number of integrations to determine the mean within an error tolerance (µ ± E) at a specified confidence interval. The problem in calculating Equation 3 arises because σ is usually unknown. In general, σ can be estimated by the standard deviation from a prior sample. This could be based on observations, but then it would not take into account the model performance or its internal variability.
Alternatively, we could approximate the range R of the data from the population and estimate σ ∼ R/4. This approximation is based on the Chebyshev rule, where at least 3 4 of any sample of measurements will fall within 2 standard deviations of the mean. In a normal
PDF, approximately 95% of the measurements will fall within 2 standard deviations of the mean.
Wehner (2000) approached this problem by taking the standard deviation as the spread among 20 simulations from the Atmospheric Model Intercomparison Project (AMIP) over the decade 1979 to 1988. This is a useful approach because it takes into account the internal variability (or noise in the ensemble) in the AGCM. In general, the internal variability dominates the signal from the SST boundary forcing, particularly in the extratropical regions (Charney and Shukla 1981; Palmer and Anderson 1994; Stern and Miyakoda 1995; Yang et al. 1998; Rowell 1998; Quan et al. 2004 (2000) is that we use a simple climatological run rather than simulating the entire ensemble and then verifying if the number of integrations is adequate. This is a valuable solution, as besides being less computationally expensive, we need to know n before proceeding with the ensemble simulations.
The standard deviation is thus estimated according to the internal variance (σ 2 I ) in the model, as in the following equation: Figure 2 shows the spatial distribution of the annual internal variance in the NCAR CAM3 for air temperature at 925hPa, sea level pressure and precipitation. The air temperature and sea level pressure show larger internal variance at high latitudes, particularly over eastern Asia and northern North America (Figures 2a-b) . The chaotic nature of atmospheric pressure at these regions indicates a local sensitivity to initial conditions. Lower values over the tropics and mid-latitudes reveal a better agreement among the ensemble members, indicating that for these variables the low-latitude variations are mostly dependent on the boundary SST forcing (Stern and Miyakoda 1995; Harzallah and Sadourny 1995; Yang et al. 1998; Straus et al. 2003; Taschetto and Wainer 2008) .
On the other hand, precipitation reveals larger internal variance over the tropics ( Figure   2c ), especially over the Bay of Bengal, northern South America and east of Central America.
This is because at monsoon regions, the internal variance can grow due to the nonlinear interaction between the dynamics and moist convective processes (Shukla 1989) . The larger internal variability in precipitation in the tropics has been found in many previous studies, such as Wang and Zwiers (1999) , Peng and Kumar (2005) , among others.
In order to calculate the ensemble size, we first consider the seasonal mean air temperature at 925hPa from the numerical experiment. This variable is assumed to form realizations of a Gaussian process. We want to determine the minimum number of integrations needed to estimate the total seasonal mean air temperature within E = ±1
• C of the actual seasonal model mean, at a statistical significance level of 95% (i.e., Z α/2 = 1.96). Taking X j to be the seasonal air temperature of the j − th member from our ensemble with size M = 56, the standard deviation can be estimated from Equation 4.
The result from Equation 3 for the seasonal mean air temperature is shown in Figure 3 .
It is important to note that the minimum size of the ensemble set should be rounded up to the nearest integer to ensure the specified reliability. For this reason, we have added one to A meridional average of the required ensemble size for the above analysis is shown in Figure 4 . Overall the Northern Hemisphere requires more integrations than the Southern
Hemisphere, for any given latitude band. The increase in the ensemble size requirements at mid northern latitudes suggests the effect of enhanced storm activity during winter and spring along the jet stream. Synoptic-scale flow instabilities fundamentally limit predictability at midlatitudes. In contrast, these instabilities have a weaker influence at low latitudes, and therefore allow for longer term predictability in the tropics (Charney and Shukla 1981) .
Thus, the tropical regions are reasonably well represented with only very few integrations.
The day-to-day fluctuations are larger at mid-latitudes than in the tropics, which gives rise to a larger uncertainty in the estimate of time averages (Charney and Shukla 1981) .
Nevertheless, the largest ensemble size necessary to simulate the winter and spring mean air temperature is found to be at high latitudes of both hemispheres, poleward of the midlatitude jet streams. The fact that the ensemble size needs to be increased over high latitudes might be related to the seasonal variations of sea ice, recalling that sea-ice fraction forms a component of the model forcing. It is already known that the maximum extension of sea-ice occurs in late winter and early-spring. In those regions where sea ice is forming and melting, the variability of SST is high, which would in turn induce a larger spread among the AGCM integrations.
When using the approximation for σ ∼ R/4, where R is the range of the data, the minimum ensemble size for seasonal air temperature is approximately three times larger than that from Figure 3 , for the same error bound and confidence interval (Figure not shown) . It is worth noting that this approximation does not take into account the variability of the data, it is only based on the extreme values of the distribution. This is not an ideal approach especially when there is limited data being analysed. In short, the range-based estimate is simple to compute but it is insensitive to data variations. In particular, two random processes can have the same range and yet be very different in terms of their variability. As such, Equation 3 is the better estimate for the ensemble size since it takes into account the variations across the integrations.
A second example is presented here for sea level pressure. Figure 5 displays the number of ensemble members necessary to simulate the seasonal mean of sea level pressure with an error of less than 10hP a at the 95% confidence interval. The pattern reveals a larger number of integrations required at high latitudes compared to the tropics for all seasons. A larger ensemble size is required to simulate sea level pressure in the winter and spring hemisphere.
The maximum ensemble size (5 integrations) is found over the Arctic during MAM ( Figure   5b ). Indeed, previous studies have showed that the atmospheric variations in the northern extratropics are less predictable during MAM, due to the large internal variance over this region (Rowell 1998; Quan et al. 2004 ). The austral winter and spring exhibit comparatively lower ensemble member sizes required to meet the error constraints (Figures 5c-d) . Overall, a relatively small size of ensemble members is required to simulate the sea level pressure at tropical latitudes with the CAM3 model. A similar spatial distribution pattern is seen in the Wehner (2000) estimate of the decadally averaged seasonal mean sea level pressure.
The high latitude regions are the major areas to be affected by the Southern and Northern Annular Modes (SAM and NAM). As these modes affect variations in rainfall and storm tracks, as well as the frequency of occurrence of high-latitude blocking events and cold air outbreaks, they can be at least partly responsible for the large internal variance, and thus ensemble size, at high and mid-latitudes of both hemispheres.
It is worth noting that the 10hP a error bound is quite large compared to the climatological variability of the global averaged sea level pressure (see Figure 2b , noting that the standard deviation is the square root of the variance). When the error bound is set to 5hP a, the minimum ensemble size becomes approximately three times larger than the 10hP a estimate, as shown in Figure 6 . The 5hP a case preserves similar spatial distributions as in Figure 5 , but exhibits a maximum of 16 members in the ensemble compared to 5 in the previous estimate for E = 10hP a.
The above two examples for air temperature and sea level pressure indicate that differences may arise according to the type of climate variable being considered. In this section two main assumptions have been adopted: (1) that each member of the ensemble set is independent and (2) that the model output is normally distributed. As we mentioned before, there is no reason to assume a dependence among the ensemble members in our experiment. The assumption of normality is justifiable for some variables in the model's output. For example, Rowell (1998) 
Determining the sample size of a nonparametric distribution
The assumption of a Gaussian distribution may not be suitable for all variables in atmospheric GCMs. For climate quantities whose distribution is either flat, peaked, or strongly skewed to one side, the normal assumption is violated. In such cases, we should use nonparametric statistics. Nonparametric tests can be used to compare the probability distributions of sampled populations rather than the first few moments (i.e. mean or variance).
The air temperature at 925hPa and sea level pressure analysed in the previous section are climate quantities that usually follow a normal distribution (Storch and Zwiers 1999) . Figure 7 shows the histograms of these two variables at an arbitrary grid point, with a normal curve fitted to each distribution. The similarity between the histogram shape and the Gaussian curve is clear.
Precipitation is a climate quantity that generally can be described by a skewed distribution, as it can only take positive values. Figure 8 shows the histogram of the simulated precipitation in the CAM3 at three arbitrary locations in the Southern Hemisphere. This figure reveals different distributions depending on the region of analysis. The first point (50 • S − 160 • E) lies at mid-latitudes, where precipitation is well distributed along a Gaussian function (Figure 8a ).
The second location (45 • S − 220
• E) depicts a slightly skewed histogram, also located at southern mid-latitudes (Figure 8b ). In this case, a Gamma PDF is a better fit than a Gaussian function. The Gamma distribution is normally used for climatological variables with a physical lower bound of zero and theoretically unlimited on the right, such as precipitation.
It is defined by the shape γ and scale β of the distribution as:
where β > 0, γ > 0, Γ is the usual gamma function, and f (x) = 0 for x > 0. Mooley (1973) found that a gamma distribution is the most suitable probability density function for monthly rainfall in the Asian summer moonson. Groisman et al. (1999) also applied the gamma PDF to assess extreme events in daily rainfall in eight different countries. To some extent, the Gamma PDF is widely accepted as the distribution of daily to monthly precipitation totals.
For long accumulation times, such as annual precipitation, the distribution can be assumed to be normal (Storch and Zwiers 1999) .
The third location, situated at tropical latitudes, shows a noticeable skewness to the histogram, characterizing a region of low mean rainfall but an occurrence of occasional extreme events. A nonparametric PDF was adjusted and fitted to this third histogram. It is clear that normality cannot be assumed for Figure 8c .
In order to examine the shape of the non-normal distribution, we will use the Wilcoxon Rank Sum Test (Wilcoxon 1945) . The Wilcoxon Rank Sum (WRS) test, also known as the Mann-Whitney U test, is a nonparametric approach to comparing two independent populations. The basic idea is to test the hypothesis that the distributions associated with the two populations are equivalent. In our case, we will compare the distribution from the desired climate quantity with a normal distribution.
To do this, we generate normally distributed random numbers with the same mean as the climate quantity. Then, we rank the data and sum the ranks for each of the two samples.
For two populations with equal size, the greater the difference in the rank sums, the greater the difference between the probability distributions. For a small number of samples, the rank sum associated with the sample with fewer data should be compared to a lower and upper threshold from the WRS table. The null hypothesis will be rejected if the rank sum is not within the threshold values.
When the sample sizes are larger (n ≥ 10), the WRS test can be used with a Z-test. In this case, the null-hypothesis will be rejected for a certain significance level α if z > |Z α/2 |,
with mean and variance given bȳ
and
for a sample X, with a rank sum T x , and a normally distributed sample Y with sizes n x and n y (n x ≤ n y ), respectively.
When applying the WRS test to the simulated precipitation against a normally distributed random sample with the same size, the null-hypothesis is rejected at the 5% significance level. for the data used to plot Figures 8b-c. This confirms that these distributions of precipitation are statistically different from a Gaussian PDF, and thus we cannot use the normal assumption for precipitation at these locations. As a consequence, the number of integrations in an ensemble should be estimated using a nonparametric method. Although the precipitation in Figure 8a can be described by a normal PDF (according to the WRS test), it is always better to adopt the nonparametric method in cases where the normality assumption is not valid everywhere. This is certainly the case with precipitation. Additional analysis of air temperature and sea level pressure also revealed certain locations where the normal assumption is violated, as seen in Figure 9 . This figure shows that while precipitation is the most non-normal of the three variables considered, air temperature and sea level pressure cannot be assumed to be everywhere normal.
The normality assumption was also assessed using a Lilliefors test (Lilliefors 1967) . The null hypothesis of a normal distribution was rejected with 95% confidence (i.e. 5% statistical significance level) over approximately 9% of total global grid points for air temperature, 15% of grid points for sea level pressure, and 17% for precipitation (figure not shown).
In non-normal distribution cases, we can estimate the ensemble size through the Asymptotic Relative Efficiency (ARE) test, also called Pitman's efficiency test (Pitman 1949) .
Statistically speaking, given two tests under the same null hypothesis, and under the same level of significance and power, the most efficient test is the one which requires the smallest sample size. The smaller sample size means less cost and effort to satisfy the same conditions in the experiment. The relative efficiency of one test over another test, under similar conditions, is commonly defined in terms of the ratio of the sample sizes required, namely
In the ARE test, the relative efficiency tends to a limit when one of the sample sizes (n y ) approaches infinity, i.e.,
If, for example, the ARE is 0.25, Y would require 4 times as large a sample as X to achieve the same efficiency. The ARE of the Wilcoxon Rank Sum test relative to the t-test is 0.955 (Pitman 1949) . In other words, the t-test requires a sample size of 955 compared to the Wilcoxon Rank Sum test's sample size of 1000. Therefore, if we know the ARE of the WRS test relative to the test from the distribution of the desired climate quantity, we can calculate the sample size of the ensemble. The problem is that the ARE depends on the underlying distribution, which is a priori unknown in our case of atmospheric model output.
However, it has been shown that the ARE of the WRS test ranges from 0.864 up to infinity, regardless of the underlying population distribution (Hodges and Lehmann 1956 ).
Thus, the worst case scenario for the ARE of the WRS test is 0.864. So, we can estimate the number of integrations needed for the desired climate quantity by calculating the required sample size for a z-test (or t-test) and then adjusting the sample size based on the ARE of the WRS test for the worst case cited above. In other words, we compute the sample size as in section 3 and divide by 0.864. This means an increase of around 15% in the sample size from a t-test.
We consider now the simulated precipitation as the desired climate variable to be analysed. Figure 10 shows the spatial distribution of the minimum ensemble size to estimate the seasonal mean precipitation to within 1mm/day at the 90% confidence interval. The tropical areas exhibit markedly larger ensemble sizes than the extratropics. Generally, these regions present high internal variance in the model due to the large spread among the members, The global distribution of the minimum ensemble size varies significantly according to the regional processes responsible for precipitation. Unlike the tropics, seasonal mean precipitation in the subtropical regions and the high latitudes can be well represented with relatively few integrations. Figure 11 shows the zonally-averaged number of ensemble members as a function of latitude. On average, the required ensemble size in the extratropics is low and becomes relatively large in the tropics, particularly between the equator and 15
• N. A slight increase in the number of integrations at about 40 • latitude can be seen for winter precipitation in both hemispheres. This may be related to chaotic fluctuations in rainfall due to strengthened activity in the extratropical storm track region.
Discussions and Conclusions
In this study we have applied existing statistical approaches in order to estimate the size of an ensemble generated with an AGCM. This is an important step prior to defining a more complex experimental design as long-term runs and large numbers of integrations are computationally expensive. A climatological numerical experiment using the NCAR CAM3 model was employed to generate annual runs of a 56-member ensemble. Each integration can be considered as an independent process. This can be assumed because each year of the simulation starts from a different initial condition. In general, two integrations starting at a slightly different initial condition will differ from each other in a relatively short time (i.e. weeks). This happens due to the chaotic nature of the atmosphere (Lorenz 1963 (Lorenz , 1973 . The approach considered here uses the variance among the integrations to calculate the ensemble size, thus limiting the error in the internal variance.
Both normal and nonparametric distributions are assessed. Statistical techniques should be first applied to the AGCM output in order to compare the climate quantity distribution with a normal PDF. We used the nonparametric Wilcoxon Rank Sum test to show that, in contrast to the seasonal mean air temperature at 925hPa and sea level pressure, simulated precipitation is statistically different from a normal distribution over much of the globe.
For variables following a Gaussian PDF, the required ensemble size to simulate the normal climate quantity with a pre-determined error at a desired level of confidence is calculated with basic statistical inferences of a population mean. For variables with unknown distributions, a simple approach was based on the inferior limit of the Asymptotic Relative Efficiency for the Wilcoxon Rank Sum. This estimate increases by around 15% the ensemble size computed for a normal distribution. We have demonstrated that some regions around the globe can have different probability distribution shapes, even variables that are commonly assumed to be normal, such as air temperature and sea level pressure. To assure the reliability of climate ensemble prediction, we suggest that the nonparametric test should be used in any circumstances where the normality cannot be assumed, or where it is uncertain.
It is worth noting that the minimum ensemble size is dependent on the model used to simulate the climate quantity. Different parameterizations in the AGCMs may generate distinct responses for the required number of members in an ensemble mean. Slight differences can also arise from the boundary and initial conditions imposed on the simulations. For instance, a larger number of ensembles can be required in a numerical experiment where the SST forcing is varying year-to-year from its climatological means because it generates a larger internal variance in the atmosphere (Brankovic and Palmer 1997; Rowell 1998; Kumar et al. 2001 ). However, a rough estimate of the ensemble size can still be computed with a climatological run prior to defining a more computationally expensive experimental design. with a 1mm/day error at the 90% confidence interval.
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