Abstract: This paper proposes a low complexity MIMO detection using ordering SIC (OSIC) with conditional list generation. Combined with lattice-reduction (LR) technique, OSIC further gains the BER performance compared to SIC, since the more reliable signal is prior to being detected. However OSIC based on LR (LR-OSIC) has inferior performance to the maximum likelihood (ML) detection in large size MIMO systems. In this paper, we investigate the mean square error in LR domain to evaluate the condition of the channel. The proposed detection applies the conditional list detection to update the estimate of the LR-OSIC. The simulation results exhibited that the proposed detection achieved near-ML performance in the 8×8 MIMO and required almost same complexity of the LR-OSIC in the high E b /N 0 region.
Introduction
Recently, the use of lattice-reduction (LR) technique for date detection in the MIMO systems has been proposed in order to achieve the suboptimal BER performance with relatively low complexity [1] . Combining the LR algorithm with the linear detections such as zero-forcing (ZF) or minimum mean-square error (MMSE) and the non-linear detection like successive interference cancellation (SIC) can achieve the good BER performance, which are close to the ML detector in the small size MIMO system. In contrast, the BER improvements in the large size MIMO system are not sufficient [4] . The objective of the proposed detection is to provide the near-ML performance with lower complexity even in the large size MIMO system.
In this paper, we first apply the LR-OSIC, which is described in [2] . In the LR-OSIC, the estimated symbol is quantized using the rounding operation. Through the observation of the probability distribution of the difference between the estimated symbol and the rounding integer, we evaluate the channel condition. According to the mean square error of the signal vectors in the LR domain, we use the conditional list generation to update the estimate of the LR-OSIC. The simulation results verify that the proposed detection can achieve the near-ML performance in the 8 × 8 MIMO system and require almost same complexity of the LR-OSIC in the high E b /N 0 region. 
where
denotes the N × M channel matrix, of which the entries are of the i.i.d. complex Gaussian process with zero mean and unity variance. The receive signal vector is expressed as y c ∈ C N ×1 . The transmit signal vector is denoted as s c ∈ S M ×1 , where each symbol is chosen from a finite subset of the complex-valued integer set S. The additive white Gaussian noise (AWGN) vector is represented as z c ∈ C N ×1 , of which each entry is assumed to be zero mean and variance of σ 2 /2 in each dimension.
As LR algorithm such as the famous LLL algorithm is generally modeled for real-valued system, Eq. (1) can be rewritten separating the real and imaginary components as y = Hs + z
where the equivalent real-valued channel matrix and vectors are defined as
The set of the real-valued signals is given by Z = {±1, ±3, . . . , ±(K − 1)} for K 2 -QAM (Quadrature Amplitude Modulation).
LR-SIC detection
In [3] , Hassibi proposed an extend matrix form as
. I 2M is a 2M × 2M identity matrix and 0 2M denotes a 2M × 1 vector with all zero entries. Then we havē y =Hs +z (5) The channel matrixH can be QR-decomposed asH = QR for the SIC operation. Q is a unitary matrix with Q T Q = I 2M and R is a 2M × 2M upper triangular matrix. Then the matrix R is transformed using the LLL algorithm in [6] as the LLL-reduced matrixR withQ and the transformation matrix T. T is an integer unimodular matrix with det{T} = ±1. Due to a finite QAM constellation Z with odd lattice points, we assume that s is drawn from A 2M , of which A is a shifted and scaled set of the signals as
The system model in (5) is rewritten as . Then we pre-multiple both the hand sides of (6) byQ T as
where z Q Tz 2 . In the LR-SIC detection, the last entry of the new signal vector v 2M is first soft estimated asṽ 2M = y 2M /r 2M,2M . Then it is quantized as the hard estimatev 2M = Q{ṽ 2M }, where Q{·} denotes the quantization operator. Assuming that the previous decisions are correct, the rest of the new signal vectors are derived in the following recursion aŝ
The new signal vectorv is transformed back asŝ S = Tv. Then,ŝ S is shifted back and scaled back, expressing asŝ :
The final decisionŝ is forced to the nearest constellation points if they are lying outside the original signal constellation asŝ := C[ŝ].
Proposed OSIC with conditional list generation

Ordering the real lattice basis of channel matrix
In [2] , the optimal LR-OSIC has been proposed by updating the mean and variance of the estimated symbolsṽ in the LR domain at each SIC stage.
The estimate errors of the new signal vector in the LR domain correspond to the main diagonal entries of the error covariance matrix Φ, defined as
It is obvious that the smaller eigenvalue ofR TR will lead to more errors due to noise amplification. Let Ψ = (R TR ) −1 in (9). SinceR is the upper triangular matrix, we defineR l to be the partial square matrix denoting the partial columns (rows) ofR from the first column (row) to the lth column (row), l ∈ [2, 2M ]. In each stage. Ψ i = (R T iR i ) −1 is first obtained, where i = 2M down to 2. Then find out the minimum diagonal element of Ψ i . The specific signal vector having the lowest detection error variance is first detected. The column ofR corresponding to the minimum diagonal element of Ψ i should be swapped to the ith column ofR by turns. We apply the Givens rotation matrix Θ seen in [5] to keep the upper triangular matrix for R. At the same time,Q is updated by multiplying Θ T . Until the iteration with i = 2 is finished, finally output the updatedQ, updatedR and T.
Since the updatedR has the information of detection error variance, the more reliable symbol is prior to being estimated in (8). At last, we need to transform the estimate signals to the original order asŝ :
Proposed scheme description
The simplest quantization in (8) is the rounding operation. However the superior BER cannot be achieved only by rounding off the estimate ofṽ i . First, we observe the probability distribution ofṽ −v including all the antennas' signals for the LR-OSIC in the 8 × 8 MIMO system.
As illustrated in Fig. 1 , the probability distribution ofṽ −v is close to the average distribution in the low E b /N 0 region. On the contrary, the probability distribution ofṽ −v approaches to the Gaussian distribution as E b /N 0 increases. Hence we define the mean square error of the new signal vector in LR domain as ε v
And define a threshold of the 
where ε T H is predetermined and Δ 2 denotes the average mean square error, of which the difference of (ṽ i −v i ) is ±Δ to zero in Fig. 1 . If ε v ≤ ε T H , let the estimated symbols of the LR-OSIC be the final decision. Else we propose the conditional list detection to update the estimate of the LR-OSIC. The list detection is proposed based on the soft estimate of the LR-OSIC. The list tree is generated in Fig. 2, where l 
Therefore the optimal estimate of new signal vectorv is chosen from v = {v (0) ,v (1) , . . . ,v (2M ) }, determined using the Euclidean distance (ED) aŝ
where the receive signal subtracted the interferences is defined as y 
Numerical results
We assumed that the channel is the typical flat Rayleigh fading. The computer simulations were carried out for 16QAM in the 8 × 8 MIMO system using the LR-SIC, the LR-OSIC, and the proposed detection with ε T H = {0.16, 0.36, 0.64}, respectively. In Fig. 3 , the curve of the proposed detection with ε T H ≤ 0.36 significantly improves 2.5 dB gain compared with that of the LR-OSIC at the BER of 10 −5 , which approaches the curve of ML detection.
Without the ordering operations, the LR-SIC and the LR-OSIC have the same complexity in the signal estimation stage. The complexity for computing y in (7) andv in (8) is counted up as (8M 2 +8MN −2M ) and 4M 2 flops, respectively. Hence, the total complexity of the LR-OSIC including the scaling and shifting operations is (20M 2 +8MN +4M +4N ) flops, which requires 1856 flops for M = N = 8. The complexity for the list generation is 2M and (
− 2M 2 ) flops for computing the candidates with l = i and the rest symbols with l < i in (11), respectively. And the optimal decision in (12) requires 8M flops for computing the path metric of the LR-OSIC and (8M 2 + 4M ) flops for that of the list candidates. The total extra complexity of the conditional list generation requires (
+ 6M 2 ) flops. We observed the percentage of ε v ≤ ε T H = 0.36 for the proposed detection, which implied the percentage of the estimate of LR-OSIC to be the final decision without the list generation. The percentages of ε v ≤ ε T H were about 88% corresponding to the BER of 10 −4 , and about 96% corresponding to the BER of 10 −5 , respectively. Therefore, the conditional list detection required very lower complexity at the BER below 10 −4 .
Conclusion
In this paper, we proposed a low complexity MIMO detection using the OSIC with conditional list generation. The list tree was generated to update the soft estimate of the LR-OSIC in the condition of ε v > ε T H . The simulation results exhibited that the proposed detection achieved the near-ML BER performance with almost the same complexity of the LR-OSIC in the high E b /N 0 region in the 8 × 8 MIMO system.
