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Allard) and the University of Trois-Rivières (Prof. Ester Levesque) ensured proper guidance in this 
research field and region.  
The study was mainly financed by the University of Munich, but travel costs for the field work were 
partially covered by the DFG (Deutsche Forschungsgemeinschaft) and partially by the Canadian 
ArticNet initiative, in which the project was officially embedded. ArcticNet is a Network of Centres of 
Excellence that brings together scientists and managers in the natural, human health and social 
sciences with their partners in Inuit organizations, northern communities, federal and provincial 
agencies and the private sector to study the impacts of climate change in the coastal Canadian Arctic 
(ArcticNet 2004). 
The investigation was conducted on a test site of about 60 km² in size around the Inuit village of 
Umiujaq in Northern Quebec, Canada, located at the eastern coast of the Hudson Bay. 
The study explores the possibilities to use satellite imagery for the required observation and 
monitoring of the permafrost distribution and dynamics, and hence deliver an approach, that can 
overcome the remoteness problem. The most challenging research question thereby is the non-
visibility of frozen ground at the landsurface. That drives into a method which only detects indicators 
for permafrost occurrence, but not the permafrost itself. Accordingly, the work of this project was 
mainly composed of two main scientific objectives: 
1. The identification of visible features at the surface that indicates the permafrost state. This was 
implemented by the analysis and statistical evaluation of field data collected during field 
campaigns.  
2. The debugging and development of remote sensing techniques which are feasible to detect the 
defined indicators. For it, optical data served for the testing of several change detection 
methods and radar data was used to explore the applicability of differential interferometry to 
monitor elevation changes. 
In addition to an advanced knowledge about surface changes attributed to permafrost dynamics and 
the new skills to spatially detect such, the outcomes of this project also deliver the necessary 
understanding for future monitoring and modeling systems: The understanding about the co-
occurrences of permafrost and features at land surface, and their appearance in remote sensing data 
can enable the development of modeling systems fed by remote sensing data by ways of parameter 
retrieval and data assimilation. 
1.1 Outline of the thesis 
According to these two major research topics, the thesis is subdivided into a field work section and a 
section containing the remote-sensing analysis. Beforehand chapter 2, 3, 4 and 5 will provide the 
essential background information about the research.  
Chapter 2 gives a general overview about the climatic situation of the northern hemisphere and the 
expected developments in the future. The following chapter 3 introduces permafrost by talking about 
its distribution, its physical properties and its development during the last decades and in the future, as 
well as entailed consequences.  
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A summary of the recent state-of-the-art (Chapter 4) presents the numerous works that have already 
been conducted in this research field, but also outlines research fields that are still missing and 
formulates the motivation for this study. The background section ends with the presentation of the 
study site (Chapter 5), describing the main geographical aspects and the specific expected impacts of 
permafrost thawing.  
The following section, composing the field work as well as the remote-sensing analysis, forms the 
major part of this thesis. It starts with the description of the field campaigns (Chapter 6), and is 
distinguished in a first section dealing with the correlation between the permafrost thawing and the 
occurring snow and vegetation cover (Chapter 6.1). The second section explains the monitoring of the 
elevation movements of frost mounds (Chapter 6.2), caused by permafrost thawing and freezing, 
surveyed by means of a differential global positioning system (d-GPS). 
Similar, the remote sensing part first discusses the possibilities of using optical sensors in order to 
detect land surface changes (Chapter 7.1) and second presents the implementation of differential 
interferometry (d-InSAR) techniques and their feasibility to observe elevation changes (Chapter 7.2). 
Chapter 7.2.6 compares the outcomes of the field and the remote sensing data and concludes this 
section. 
Finally, a conclusion (Chapter 8) summarizes the most important results and gives some necessities 
for forth-coming studies.  
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2 Arctic climate and climate change 
The Earth’s climate plays an important role for the entire global system and influences our daily life to 
an unconceivable extent. 
It is responsible for the available energy, in terms of solar radiation and water, and consequently the 
reason for the development of the different vegetation zones on Earth. Hence the availability of food 
resources, plants as well as meat, are dependent on the regional climate conditions and allow 
settlements in some regions, hindered life conditions in others and even rule out the establishment of 
human infrastructure in parts of the world.  
Since the beginning of civilization, people have tried to adapt to the given climatic situations and 
expand their living space. Nowadays many different cultures, dealing with different environmental 
conditions exist around the globe, depending on their ambient nature.  
Consequently, changing climatic conditions have been already recorded at many places, and the 
global temperature which now rises at a rate unprecedented in the experience of modern human 
society, is a problem that needs to be tackled by every country (ANISIMOV & FITZHARRIS 2001). 
Recent climatic changes have been experienced particularly intense in the Arctic. Because this region 
plays a special role in global climate, such alterations will affect the rest of the world in many ways. 
Beginning with the IPCC report from 2001 and repeated in the fourth Assessment Report (2007), the 
situation of the Polar Regions is described as following:  
Climate change in Polar Regions is expected to be among the largest and most rapid of any region on 
the Earth, and will cause major physical, ecological, sociological, and economic impacts, especially in 
the Arctic, Antarctic Peninsula, and Southern Ocean […]. Polar Regions contain important drivers of 
climate change. Once triggered, they may continue for centuries, long after greenhouse gas 
concentrations are stabilized, and cause irreversible impacts on ice sheets, global ocean circulation, 
and sea-level rise  (IPCC 2001). 
To understand the dimensions of climate change in the Arctic, as well as the impacts for the globe, the 
next chapter (Chapter 2.1) presents the past and present situation of the Arctic climate, followed by a 
discussion of the predicted future situation (Chapter 2.2). 
2.1 Arctic climate: past and present 
There are different approaches that geographically define the ‘Arctic’ or ‘Arctic Regions’; these include 
examples that are based on bathymetry or on administrative boundaries. In this study ‘Arctic Regions’ 
encompasses all areas suited between 60° and 90° No rth, as well as areas where the average 
temperature of July is less than 10°C ( Figure 2.1). This definition was chosen, because it closely 
corresponds to the ecological circumstances, such as the occurrence of permafrost and the 
dominating vegetation, and hence matches best the topics of this work.  
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Figure 2.1: Arctic boundary (red line) based on the 10°C July isotherm. The letters A-E indicate the location of climate stations 
discussed later (modified after AMAP 1998, AMAP 1997, CAFF 2001) 
The Arctic is the northern polar component of the global climate system, characterized by a low 
amount or absence of sunlight in winter and long days during summer. It interacts with climates of 
more southern latitudes in the form of atmospheric fluxes and ocean currents. The Arctic oscillation 
(AO) is a measure for this interaction, varies over time with no particular periodicity, and is defined by 
surface atmospheric pressure patterns. A positive AO value normally is related to lower pressure in 
polar regions often accompanied by strong zonal winds. A negative AO index in contrast, indicates 
higher pressure in the Arctic, less zonal winds, and a transport of cold air masses into middle latitudes 
(THOMPSON & WALLACE 1998). 
Due to the sparse population and the remoteness of many Arctic regions, there is limited observational 
climate data, especially when it comes to long-term time series. Thus the estimate of the different 
climate parameters and in particular an assessment about trends is very difficult; it is therefore 
complicating to distinguish between the signals of climate variability and change (MCBEAN 2005). This 
gives rise to the fact that all statements about the climate contain a high amount of uncertainty and 
hence have to be handled with care. 
Systematic in-situ Arctic meteorological observation started in the late 18th century in the Atlantic 
sector (TABONY 1981). Nowadays all Arctic countries are equipped  with a synoptic observation 
system. In addition to the national climate stations, several international networks and institutions are 
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• The Integrated Surface Hourly Dataset (ISHD), run by the National Climatic Data Center 
(NCDC), incorporates all synoptic observations, distributed through the Global 
Telecommunication System during the past 30 years (NCDC 2011). 
• The Comprehensive Aerological Reference Data Set collects all windsonde observations in the 
Arctic (NCDC et al. 2000). 
• The World Data Centre is responsible for all the sea-ice data (ICSU 2006) available. 
• The National Aeronautics and Space Administration (NASA)  and the National Oceanic and 
Atmospheric Administration  (NOAA) (National Climatic Data Center, National Snow and Ice 
Data Center – NSIDC) provide data about cloudiness, radiation budget, snow water equivalent, 
sea-ice and snow cover extent (ARMSTRONG & BRODZIK 2001; ROSSOW & SCHIFFER 1999; 
WIELICKI ET AL. 1995). 
Based on a combination of the named data sources, the recent state of the climate as well as the 
development during the 20th century will be described in the following paragraph. 
In general, the Arctic climate can be described as cold, as compared to the rest of the world, with low 
annual precipitation sums but with a high spatial heterogeneity: the mean annual surface temperature 
ranges from +4°C in Reykjavik, Iceland (64°N) to -2 8.1°C at the crest of the Greenland Ice Sheet at 
3000 m elevation (71°N) (M CBEAN 2005). The lowest official recorded temperature in the northern 
hemisphere was in the East Russian province Verkhoyansk in 1892 and reached −69.8 °C 
(TRESHNIKIV 1985).  
Also, the precipitation rates vary between less than 300 mm in Greenland (HUNTINGTON & WELLER
2005) to more than 1500 mm over the North Atlantic (SEEREZE & BARRY 2005). Most of the 
precipitation falls as either rain or snow, but in most of the regions snow is the dominant form. Only the 
high part of the Greenland Ice Sheet receives all of its precipitation as snow (SEEREZE & BARRY 2005). 
As an example of the circumpolar climate, the climate diagrams of Resolute (Canada, 74°N, 66 m), 
Centrale (Greenland, 72°N, ca. 2500 m), Isfjord (No rway, 78°N, 0 m), Tiksi (Russia, 71°N, 71 m), Point  
Barrow (USA, 71°N, 2m) are displayed in Figure 2.2.  
Figure 2.2: Five exemplary circumpolar climate stations. Their locations can be found in figure 2.1 indicated with the letter A – E. 
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2.2 The Arctic climate during the 20th century 
2.2.1 Temperature 
Although it is difficult to assess trends in the Arctic, especially due to missing validation data, several 
analyses (COMISO 2003; POLYAKOV ET AL. 2003) have examined large-scale temperature variations 
and it appears as if they have increased throughout the Arctic during most of the 20th century 
(MCBEAN 2005).With augmenting temperatures of + 0.06 K per decade, the observed trend in the 
Arctic exceeds the global upward trend (IPCC 2001).
During the 20 year period between 1946 and 1965, widespread cooling was observed, however during 
this same time period, parts of Canada and Asia experienced warming. In the following years – 
between 1966 and 2003 - high decadal increases in most parts of northern Canada, Asia and Europe 
characterized the climate, whereas the most pronounced alterations happened in winter and spring 
(PETERSON ET AL. 1999).
Data prior to 1945 have to be tackled with caution as the scarcity of the measurement does only allow 
for vague statements. Nevertheless, based on analysis by POLYAKOV ET AL. (2003) from coastal station 
records, generally high average temperature in the 1930 can be observed, especially for Scandinavia. 
More interior stations show a higher warming than the coastal stations during the same time period 
(POLYAKOV ET AL. 2003). Still it remains difficult to distinguish whether the Arctic as a whole saw warm 
increases in the 30’s in particular, or during the entire of the 20th century. In Figure 2.3 temperature 
anomalies during the last century are displayed. 
Figure 2.3: Temperature anomalies during the lased century (modified after ACIA 2001) 
More recently, RICHTER – MENGE AND OVERLAND (2010) stated in the 2010 Arctic Report Card  ‘In 
2010, there was continued widespread and, in some cases, dramatic … warming [of the] Arctic, where 
deviations from the average air temperature are amplified by a factor of two or more … relative to 
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distinctive physical settings of high-latitude regions that result not only in increased change in mean 
surface temperature for a given perturbation of planetary heat balance, but also an enhanced regional 
and seasonal environmental response due to non-uniformity in pole wards heat flux, and to the energy 
relationships of phase change and albedo change connected with ice and snow cover (ROOTS 1989). 
2.2.2 Precipitation 
Concerning the precipitation, the limited measurement probabilities for rainfall and snowfall in cold 
environments and especially the different treatment for correcting the data, hinders adequate 
assessments (GOODISON ET AL. 1998). 
Nevertheless the IPCC report from 2007 (SOLOMON ET AL. 2007) concludes that a widespread increase 
in heavy and extreme rainfall events in the high latitudes of the northern hemisphere occurred similar 
to the total amount of precipitation rates. MEKIS AND HOGG (1999) highlighted Northern Canada as an 
area especially affected by such heavy rainfall events. STONE ET AL. (2000) also noted that between 
1950 and 2000 heavy and intermediate daily precipitation events increased, concerning their intensity 
and frequency in over one-third of all Canadian districts. 
2.2.3 Further climate parameters 
• The AO showed a general trend toward positive values between 1970 and the early 1990s, 
which is still ongoing, after negative records in the 1960s (THOMPSON & WALLACE 1998). 
• The average surface temperature increased by around + 0.09 K/ decade ‘which is 50% greater 
than the + 0.06 K/decade increase observed over the entire northern hemisphere’ (IPCC 2001). 
• It is very likely that the atmospheric pressure over the Arctic Basin experienced a dropping 
during the last century (MCBEAN 2005). 
• The sea-ice and especially the multi-year sea-ice very probably lost high amounts of its extent 
and thickness during the past 50 years (MCBEAN 2005).

In addition, it should be mentioned that at the moment the Arctic is undergoing significant other 
changes including accelerated population, technological progress, economic and social transformation 
as well as shifting jurisdictions and institutions. This all goes together with many educational and 
health challenges (HAMILTON & MITIGUY, 2009; STAMMLER 2009; YOUNG & BJERREGAARD 2008; YOUNG &
MÄKINEN 2009). The very recently published ‘State of the Arctic Coast’ delivers an elaborate summary 
of the climate change impacts and threats for the affected communities (FORBES ET AL. 2011), such as 
their wellbeing, the infrastructure and the loss of hunting grounds.  
2.3 The Arctic climate prior to 100 years BP 
The reconstruction of the Arctic climate over several millions years ago, reveals that high variability in 
climate occurred to a substantial extent. There is widespread evidence that the period of the last 
20000 years, including the last ice age, tended to be very unstable, with rapid large changes, 
especially temperature increases that occurred quickly (within a few decades or less). It is also known 
now that between 400 and 100 years BP the climate was again exceptionally cold and that glaciers 
reached a maximum during this period (MCBEAN 2005).  
Arctic climate and climate change 
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2.4 The Arctic climate: Future 
As already argued, the current problem of limited databases, specifically long-time records, impedes 
reliable simulations of climate scenarios for the next decades. However numerous modeling 
approaches were put into service to appraise future climate conditions. The demonstrated projection 
copy the next 80 years (until 2090), and are all based on a combination of global coupled atmosphere-
ocean general circulation models (AOGCMs) (Table 2.1 at the end of this chapter). Their selection was 




• Representativeness of results 
• Accessibility of model outputs 
As driving emission scenarios served A2 and B2 (Figure 2.4) defined in the Special Report on 
Emissions Scenarios (SRES) by the IPCC in 2000. The output uniformly projects an enduring 
warming, notably occurring in northern high latitudes, shrinking snow and sea-ice cover and a 
continuing retreat of glaciers and ice caps. Frost days and the incidence of cold waves are very likely 
to be diminished, and in the wake of higher air temperatures the ground temperature will rise (MCBEAN
2005).
Figure 2.4: The four main storylines defined by the IPCC with a more detailed description for the scenarios A2 and B2 used for 
the results represented in this chapter 
It is also predicted that the northern hemisphere circulation will become weaker, impacting the water 
surface temperature of the sub-Arctic North Atlantic (KATTSOV & KÄLLÉN 2005). Regarding the AO, 
clear agreement between the models is lacking. 
Figure 2.5 pictures the simulated temperature and precipitation sum for the three time periods 2011 – 
2030, 2041 – 2060 and 2071 – 2090, subdivided into four seasons (December – February; March – 
May; June – August; September – November). They originate from the Arctic Climate Impact 
Assessment and are based on the average of the five designated models, ran against the B2 
scenario. The illustration of the temperature demonstrates significant warming within the next 
decades, with pronounced heat during winter and fall. Most notable is the temperature rise of about + 
9 K over the North Pole, predicted for the last time span during autumn. It is remarkable that no area 











A2 : a differentiated world, characterized by
lower trade flows, relatively slow capital stock
turnover, and slower technological change
B2 : a world in which the emphasis is on local
solutions to economic, social and environmental
sustainability. ‘Best scenario’.
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temperature trend in some areas. Likewise, in the precipitation pattern most apparent alterations 
emerge in winter and fall, with over 30 % more precipitation than in the last century. However, in 
contrast to the temperature, some regions reveal a decline of about 10 %. By combining the model 
outcomes for the temperature and the precipitation it is also very likely that much more of the predicted 
precipitation will fall as rain in future decades. 
Figure 2.5: Temperature changes (left) and precipitation changes (right) averaged over the five designated B2 projections 
(modified after KATTSOV & KÄLLÉN 2005) 
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The discussed climatic change is of course affecting the entire Arctic ecosystem, including the 
cryosphere. Decreasing extent and thickness of Arctic sea-ice, altering ice sheets and ice shelves, 
fewer river and lake –ice as well as permafrost thawing were already observed and are evidence for 
such changes. 
Referring to ANISIMOV AND FITZHARRIS (2001) the role of permafrost in the climate system is threefold: 
• ‘First, because it provides a temperature archive, permafrost is a “geoindicator” of 
environmental change. At depths below 15 to 20 m, there is generally little or no annual cycle of 
temperature, so seasonality does not influence warming or cooling’ 
• Second, because it serves as means of transportation of the atmospheric temperature changes 
to the hydrological and biological components of the Earth system. 
• Third, because changes in permafrost can feed back to climate change in forms of trace gas 
emissions (CO2 and CH4). 
The next chapter deals with the permafrost characteristics, its responses to climate warming and the 
consequences that are due to it.  
Table 2.1: Selected five AOGCM models
Model Institute Reference
CGCM2
Canadian Centre for Climate Modelling
and Analysis, Canada 
FLATO & BOER 2001
CSM_1.4
National Centre for Atmospheric 
Research, United States 
BOVILLE ET AL. 2001
ECHAM4/OPYC3
Max-Planck Institut for Meteorology, 
Germany 
ROECKNER ET AL. 1996
GFDL-R30_c
Geophysical Fluid Dynamics 
Laboratory, United States 
DELWORTH ET AL. 2002
HadCM3
Hadley Centre for Climate Prediction 
and Research, United Kingdom 




Permafrost is defined as being all ground, including soil, rock, ice and organic material, with 
temperatures at or below 0°C for at least two conse cutive years (BROWN 1974). As it is solely defined 
by temperature, the existence of ice is not obligatory, as it might be the case of nonporous bedrock, 
but it usually occurs. 
Permafrost is widely developed in the solar system and was already discovered on Mars, Pluto as well 
as through several satellites of other planets such as Jupiter, Saturn and Uranus. This is a not very 
surprising fact when taking into account the prevailing temperatures of the Universe (YERSHOV 1990).
Permafrost is widely distributed on planet Earth over both hemispheres and occurs on land and 
beneath offshore Arctic and Antarctic continental shelves, whereas its thickness varies from less than 
1 meter to greater than 1000 meters. It is not restricted to the polar and sub-polar regions but can be 
found up to 64° away from the poles in the Himalaya  region at 26° N (NSIDC 2008). Hence permafrost 
itself, as well as its research is divided into lowland permafrost and alpine permafrost. As a part of the 
cryosphere its exploration started within the last century and expanded greatly since then. Whereas 
the initial interest was mainly driven by an increased demand for natural resources, especially oil, gas 
and minerals, its role for the regional and the global ecosystem became more and more fundamental, 
and nowadays the analysis of its behavior related to climatic change is one of the major scientific 
questions in polar research (BROWN 1974; IPA 2008 2010).
3.1 Distribution of permafrost 
A general problem when quantifying the extent of permafrost on Earth is whether glaciers and ice 
sheets have to be excluded or included in the statistics. ZHANG ET AL. (1999) argued that referring to 
the definition of permafrost glaciers and ice sheets do not count as permafrost, as they are not ground, 
soil or rock. Applying this argument to the northern hemisphere would total a difference of about 2 Mio 
km², depending on the study. As it is very likely that most of the ground covered by glaciers or ice 
sheets is affected by permafrost, the following presented numbers are all including these areas. 
According to this definition, permafrost underlies around 25.6 % (24.91 Mio km²) of the land surface on 
the Earth’s northern hemisphere and it ranges from the most northern parts of Greenland and Norway 
at 84°N to the very elevated regions of the Himalay a, where permafrost can even be found at 26°N 
(ZHANG ET AL. 2003) only around 2900 km distant from the equator. In general it can be stated that the 
occurrence of permafrost is mainly related to air temperatures. The latitude as well as the altitude are 
the main important driving factors, but also the proximity to large water bodies can have an impact on 
the permafrost occurrence. ROUSE (1991) highlighted in his study about Northern Quebec the 
influence of the Hudson Bay for the surrounding areas. 
The occurrence of permafrost in the Arctic and sub-Arctic is usually divided into continuous, 
discontinuous, sporadic and isolated permafrost. These names are indicating the percentage of the 
area affected (Table 3.1). Although this definition exists, the boundaries between the zones have to be 





















































In the southern hemisphere, permafrost is mostly located on the Antarctic continent, but can also be 
found in southern Africa, Tasmania, New Zealand, Argentina and the maritime and sub-Antarctic 
regions. In Antarctica only 0.3 % of the land is bare ground, all underlay by permafrost, and it is also 
expected that it occurs underneath the Antarctic ice shield (NSIDC 2008). Compared to the knowledge 
available for the northern hemisphere, little is known about distribution, thickness, age, and physical 
and geochemical properties (ANTPAS no date). 
The exact determination of the location and extent of soils affected by permafrost is still a major 
challenge in science; it is often assumed that a rough estimate is that the ground temperature equals 
the overlying air temperature. However, recent investigations show that this is often not the case and 
that even in areas where the mean annual air temperature is below freezing, permafrost may not exist. 
Furthermore land covered by glaciers, streams and rivers is often free of permafrost despite freezing 
air temperature (WILLIAMS AND SMITH 1989).
3.2 Permafrost: Structure and behavior 
Referred to the previous chapter, permafrost exists at almost every latitude around the world and thus 
a uniform description of the geophysics of permafrost is not possible. Numerous different permafrost 
types, depending on climate, soil type and many more factors, can be distinguished. They all show 
different behavior concerning their thermal regime and their impact on the micro- geomorphology and 
also their development varies. 
However these differences form a basic structure, composed of three distinguished layers, which is 
valid for all kinds of permafrost solely varying in depth and shape:
The upper layer is characterized by seasonal thawing and freezing processes and is called the ‘active 
layer’. Its depth varies depending on the summerly air temperatures and can penetrate up to 3 m into 
the ground. Beneath the active layer, permanently frozen soil with seasonally variable temperatures 
follows, whereas in the bottom layer the temperatures are constant over the entire year (BROWN 1974). 
The ground thermal regime or the temperature curve in the soil respectively, is primarily dependant on 
the atmospheric climate, as well as on the soil’s grain size. However, there are also many more site 
specific factors like the exposition, the snow cover, the vegetation or the relief that are impacting 
temperature. Figure 3.2 shows three temperature curves in the Fort Simpson area, taken from 
boreholes in different soils (BURGES & SMITH 2010).  














C: Coarse granular soils,
no insulating organic
layer
B: 30 cm cover of peat
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Table 3.2: Summary of measured changes in the permafrost temperature 
3.4.2 Global consequences 
The global consequences for the expected permafrost thawing within the next decades are manifold 
and due to their enormous complexity are not yet completely understood. Supposed negative and/or 
positive feedbacks cannot be quantified, as not fully-understood tele-connections are making it almost 
impossible to give 100 % certain prognoses. Still some assessments can be done.
In general the impacts can be classified as direct and indirect threads. The increased greenhouse gas 
emissions, especially methane, as well as changes in the ecosystem are among the direct 
consequences, whereas the threats for communities and the affected people caused by a changing 
environment are indirect. 
3.4.2.1 Increased greenhouse gas release 
The frozen ground in the northern hemisphere stores about 455 Gt of carbon (C) in the form of organic 
matter, frozen in thick mineral soil, mostly yedoma (MILLER 1983, GORHAM 1991). This amount equals 
60 % of the 750 Gt currently in the atmosphere as CO2 (OECHEL 1993). Most of it is stored in Siberia 
regions, whereas in the Canadian peat lands around 45 Gt CO2 are estimated (TARNOCAI 2006). The 
organic material was accumulated during the last 8000 years in sub- Arctic tundra and boreal forest 
Region 
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Max Northern Alaska 2.0 – 4.0 1910  - 1980s ~ 1 
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2.0 1993 – 2000 5 SMITH ET AL. 2005 
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0.7 – 1.5 1978 – 1991 ~ 2 ZOUH ET AL. 1996 
Min Tianshan Plateau 0.2 – 0.5 1973 – 2002 16 – 20 QIU ET AL. 2000 
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locations, where dead plants can hardly be decomposed due to the limited microbial activity in frozen 
soils (CAFF 2010). Under such conditions, permafrost served as a carbon sink within the past; 
however, this changed dramatically during the last decades, when temperatures increased and 
following the microbial activity started. Not only the increased decomposition of the organic material, 
but also free methane and carbondioxid stored in the frozen ground in about 30 m deep will ooze, 
when the ice thaws (HUBBERTEN 2010). 
The consequences have already been studied by several research teams (LAURION ET AL. 2010; 
BRETON ET AL, 2009; KOUSHIK  ET AL. 2006) and it seems as if the impacts are highest in the northern 
Siberian tundra, where the decomposition process is surprisingly fast. Researchers also found out that 
methane bubbles from thermokarst lakes, which serves as a huge source for greenhouse gas 
emissions to the atmosphere (WALTER ET AL. 2006, 2007). Although a number of studies dealing with 
this issue have already been conducted, there is still very little known about the amount and rate of 
this emissions and even less about the feedbacks in the atmosphere.
ZIMOV ET AL. (2006) stated in their study about the ‘permafrost and the global carbon budget’ that with 
extreme projections almost all yedoma, probably containing about 500 Gt of carbon, will thaw by the 
end of the 21th century. They estimate the future of the permafrost as a carbon reservoir as follows: 
with warming, the spatial extent of permafrost declines, ‘causing rapid carbon loss; with cooling, the 
permafrost reservoir refills slowly, a dynamic that mirrors the past atmospheric record of CO2. In a 
warmer climate, permafrost carbon is thus very likely to become part of a more actively cycling carbon 
reservoir.’ 
3.4.2.2 Changes in the ecosystem 
The thawing of the permafrost will highly affect the ecosystem in many ways, varying locally and 
temporally. Every occurring alteration will again evoke changes and hence the total dimension is 
difficult to estimate. 
Some of the most obvious effects are those on the hydrological regime: areas now serving as huge 
water reservoirs will drain after thawing and no longer store water. This will lead to an increased 
runoff, at least in the short term where topography allows drainage. If the permafrost thaws 
completely, the earlier existing impermeable ice layer disappears and the water will penetrate into the 
ground. Otherwise, if there is no relief existing and a frozen layer still remains, the water will firstly 
oversaturate the soil and finally wetlands and new lakes will develop (WALTER ET AL. 2006).
Such changes in the land cover and the hydrological regime are influencing the existing flora 
tremendously, as the recent vegetation cannot adapt as rapid to the humid conditions. For instance, 
the Siberian boreal forest is expected to experience a dramatic decline, because trees will not be able 
to survive on the wet ground (HUBBERTEN 2011). Many more transformations in the recent ecotones 
are to be expected and have been already observed in some areas. In particular, hydrophilic sedge 
types and bushes are benefiting from the changing environment and are expanding at the expense of 
moss, lichens and other shrubs. These include many species of berries, which are in turn a food 
source for many animals, and also for human beings, and hence a shift in the animal population is 
very likely. 
Not only the changing available nutrients, but also the much softer ground will hinder some mammals, 
like the caribou, to migrate to their seasonal grazing land and species adapted to the frozen ground 
will very likely disappear. This may be for example the case for the Arctic Fox, vulpes lagopus, who 
stores his food during the summer in the permafrost (NSIDC 2008). In addition the summerly black fly, 




Changes in the vegetation pattern and the hydrological regime can furthermore influence the local 
micro-climate. Increasing evaporations rates, provoked by higher amounts of available water, can 
result in more precipitation, but it may also have a contrary effect in areas where water is now able 
infiltrate into the ground. 
Chapter 5.5 deals with the happening alterations of the land cover patterns in the test site of this study 
and discuss some regional occurring features in more detail. 
3.4.2.3 Indirect consequences 
Consequences for indigenous people are manifold and will pose an omnipresent risk on their lives. 
The loss of the ground’s stability and a softer surface due to less ice will significantly threaten the 
infrastructure in affected communities. Buildings and streets, as well as airports – which in most cases 
in Northern Canada are the only connection to other communities – will suffer from this changes and 
costly work will be necessary. At present, many new roads already contain cracks and houses are 
being destroyed. New infrastructure and housing are threatened by landslides and sudden 
subsidence. This is even worse in coastal areas, where the increasing coastal erosion leads to 
landslides, often under the roof. Another major problem are the long pipelines running in many 
permafrost affected areas and posing an immense economical as well as ecological risk if their 
destabilized by a loss of their stolid foundation (FORBES ET AL. 2011). 
Especially in regions populated by Aboriginals, the growing areas of wetland have an additional 
negative effect on the traditional lifestyle, which is still mainly based on fishing and hunting. For it, 
people have to cover long distances to reach to appropriate hunting grounds, what they typically do by 
skidoo or all terrain vehicles. There are an abundance of paths existing, including frozen rivers and 
sea ice in winter, which slightly changes over the season. As these dirt roads are located on frozen 
ground, thawing also means the loss of access to their hunting camps or at least a much longer and 
less comfortable travel. The aforementioned alterations are already happening in many Northern 
communities and are noticed by the population; as Inuit resident of Kangiqsualujjuaq M. Snowball 
(2010) stated: ‘It made it harder for hunters to travel through land […] to go camping. But last year, 
they had to go by the long ways through the bumpy mountains, which is more dangerous. Also, 
because of that, they had to contain more gas and food. They also had to have their transportation in 
best shape if they want to go camping if they want to make it home safe’ (SNOWBALL 2010). She also 
mentioned the fact that it is getting harder each year to visit friends and relatives living in other 
communities. As a consequence many people have no other choice than to give up their culture and 
traditional lives, which usually ends in unemployment, dissatisfaction, and social problems. 
It is obvious that such circumstances evoke financial but also psychical stress for the resident 
population, and in many cases boosts the abuse of alcohol and the taking of drugs, which is already 
one of the major problems in those societies (NAHO 2011). This is further pronounced by more 
climate change related problems such as less sea ice or altered appearance of game, as it is the case 
for the Canada goose near Umiujaq. 
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4 State of the art and motivation 
The presented problem clearly demonstrates the need for action in permafrost research. 
In order to improve knowledge concerning the regions and dimensions of permafrost decline, a 
profound understanding of the permafrost’s interaction with its environment and its accurate and 
detailed mapping is the most important cornerstone. 
In recent years, enormous progress could be accomplished, mainly driven by the research initiatives 
established during the International Polar Year 2007/2008. Those initiatives allowed the installation of 
new boreholes that provide scientists with important datasets, and several programs have been 
started, dealing with the discussed topics. The following discussion gives an overview about 
accomplished studies relevant for this work. 
The earliest investigations dealing with the effects of land surface processes on permafrost were 
conducted by BROWN 1963, 1965; MACKAY 1970; NICHOLSON 1978; RISEBOUROUGH 1985. In addition 
there are some recent publications, mainly from test sites in Sweden, which tackles the research 
question of the dependencies of permafrost, vegetation and snow cover in the context of climatic 
changes (JOHANSON & AKERMAN 2008; JORGENSON ET AL. 2001). 
Mapping of permafrost was traditionally the outcome of the evaluation of boundaries of permafrost 
zones by interpolating between key isotherms. The data therefore usually came from sparse climate 
stations measuring air temperature that was interpolated afterwards (HACHEM 2008). The first small 
scale maps covering large areas, were produced in Canada by BROWN (1970), HEGINBOTTOM AND 
DUBREUIL (1993), and JOHNSTON (1981), through to the circumpolar Arctic by BROWN ET AL. (1997) and 
also at regional scales, such as in Northern Quebec by ALLARD & SÉGUIN (1987 b). 
Since this method gives only a very rough estimate about the real distribution of permafrost, and 
furthermore this boundary is not stationary, these maps must be updated since the latest was 
delivered by BROWN ET AL. in 1997.  
Several attempts using remote sensing imagery have been conducted: COMISMO (2003), COMISMO AND 
PARKINSON (2004), ZHANG ET AL. (2003), and STOW ET AL. (2004), used optical sensors to observe 
climate change in the Arctic and changing vegetation cover. 
In 2003 MIALON ET AL. published an approach to use passive microwaves to map permafrost and 
COMISMO (2003), TRAORÉ ET AL. (1997) and HAN ET AL. (2004) utilized the thermal infrared to 
reconstitute past thermal evolution in the Arctic. The most recent publication from HACHEM ET AL.
(2008) presents successful permafrost mapping by using the MODIS land surface temperature 
product. 
Besides these applications of satellite imagery on a fairly broad scale, FORTIER AND AUBÉ-MAURICE
(1998) used aerial photos to detect small-scale changes in land surface characteristics around 
Umiujaq. 
In terms of the physical processes that form frost mounds such as lithalsas, the earliest studies dates 
back to TABER in the years 1929 and 1930. More recently,  their development and behavior was even 
subject of some modeling approaches (AN 1997; AN & ALLARD, 1995; GILPIN 1980; KONRAD 1990, 1994;
KONRAD & MORGENSTERN 1980, 1981, 1982, 1983; KONRAD & SETO, 1994; NIXON 1991). Specifically in 
the region of the Hudson Bay, ALLARD & SEGUIN (1987) and ALLARD ET AL. (1987) started to firstly 
investigate the permafrost, followed by many further studies (CALMELS 2008; DELISLE ET AL. 2003;
State of the art and motivation 
23 
FABRICE ET AL. 2008). Their work was mainly focused on the implementation of new monitoring 
technologies, such as high precision temperature sensors and a pressure sensor, and ground 
penetrating radar transillumination survey. The aim thereby was to detect long-term changes in the 
measured frost mounds. 
Although the listed investigations deliver a sound understanding in permafrost research, no approach 
exists that enables permafrost monitoring on a local scale but widely distributed, that would deliver the 
data to feed and validate permafrost models. In fact, this is highlighted as the most critical research 
need in the cryosphere chapter of the ‘State of the Arctic Coast 2010’: ‘ In order to improve the 
credibility of model projections of the future permafrost change throughout the Arctic, […] models must 
be validated in a more spatially manner.’ Furthermore it is mentioned that ‘the need for additional 
detail is particularly great for areas with thin permafrost’ (FORBES ET AL. 2011). 
According to these statements, and based on the earlier studies, the main scientific objective of this 
work was to explore different methods to observe permafrost dynamics by means of satellite images 
which conjointly deliver a base for the spatial monitoring of permafrost. 
Therefore the following tasks were accomplished: 
1. Collection of snow, vegetation and active layer data and their analysis to enlarge the knowledge 
about their mutual dependencies and impacts on permafrost distribution. 
2. Monitor the seasonal lithalsas’ dynamics by means of a d-GPS to define their elevation changes 
during the year and hence to understand their reaction on temperature changes. 
3. Explore the possibilities of high-resolution optical remote sensing data to fathom the most 
suitable techniques for permafrost monitoring but also to define the limits of those approaches.   
4. Investigate the possibilities to use high-resolution radar data acquired by the TerraSAR – X 
satellite, for the generation of differential interferograms in the area of interest, to detect vertical 
displacements. 
5. Analyze the outcomes of the differential interferograms, to i) confirm their validity and to ii) gain 
information about the lithalsas’ motions. 
6. Compare the field and the remote sensing data to define conformity as well as discrepancies, to 
evaluate the tested methods and to identify still remaining lacks a required further research and 
data. 
The most innovative and important part thereby was the working with radar data; as until now, no 
similar attempt has been carried out. 
During the TerraSAR-X Science Meeting that took place in February 2011, studies using the 
TerraSAR-X imagery were presented, but only very few of them deal with differential interferometry 
and most of them applied it to detect horizontal motions for glaciers or mass-movements (PLANK 2011; 
VENKATARAMAN 2011; LARSEN 2011; NAGLER 2011). Only the research group from the technical 
University in Clausthal presented a study of vertical movements caused by mining activities (HEBEL
2011). 
In terms of permafrost monitoring there is also the Norwegian PERMASAR project at the University 
Centre in Svalbard (UNIS 2009), but their research question is also the detection of horizontal 
movements. Hence this study is the first attempt to use imagery from the TerraSAR-X satellite in order 
to detect vertical topographical movements of permafrost landforms. 
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5 Test Site: Umiujaq 
The test site of this study is about 60 km² in size and situated around the Inuit village of Umiujaq 
(56°33’ N, 76°33’ W) near the eastern shore of Huds on Bay in Nunavik, Northern Quebec, Canada 
(Figure 5.1). It is located in an area of discontinuous permafrost where high climate change sensitivity 
accompanied by severe effects is expected. 
Figure 5.1: Location of the test site Umiujaq, Northern Quebec, Canada 
The region was chosen to serve as study area due to its appropriate fitments for a climate change 
impact study. The major factor is its location at the borderline between the sub-Arctic and the Arctic 
which is mainly reflected by two very important features for this investigation: the northern timberline 
and the occurrence of discontinuous permafrost. Hence, the region lies in a transition zone between 
different macrochores and changing climate conditions will very likely be first observable in the 
respective region, emerged by alterations in vegetation and permafrost, and linked with the discussed 
land surface movements.  
A further aspect concerning the decision for the test site is the already long lasting research around 
the area ( ALLARD & SEGUIN 1985, DELISLE ET AL. 2003, VALLÉE & PAYETTE, 2007, FABRICE ET AL. 2008). 
There for, a good database of climate and soil records as well as information about its development 
over the last decades is at hand. 
5.1 Climate 
As the region is located at the borderline of the hemi-arctic and the Arctic zone (ROUSSEAU 1968),
today’s climate is harsh, with only 60- 80 frost free days per year (WILSON 1971). The annual average 
air temperature is about -5.4 °C but due to the aff ect of the Hudson Bay it shows a high variability 
during the year. From June until mid of December the climate has a maritime character with light daily 
amplitude and moderate temperatures around 8 °C. Du e to the freezing of the Hudson Bay, the 
situation during the winter period is quite the contrary: the climate gets more continental and 
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annual average speed of 20- 24 km/h (GAGNON & FERLAND 1967),  causes record wind-chills of up to -
60°C ( ENVIRONMENT CANADA 2004). The average annual precipitation sum is approximately 600 mm 
(PHILLIPS 1984) whereof 37 % represents snowfall (ENVIRONMENT CANADA 2004). Figure 5.2 graphs the 
climate diagram of the region. 
Figure 5.2: Climate diagram from Umiujaq based on the mean climate values recorded by Environment Canada (2004) for the 
time period 1971-2000 
5.2 Geomorphology and geology  
Regarding the geomorphologic aspect, the region can be separated into two major areas, divided by 
the natural boundary of the Cuestas: the western part in the coastal region with a slightly sloped 
topography and the eastern part with the Lac-Guillaume-Delisle graben (Figure 5.1). This graben has 
an extension of about 75 km in length and 45 km in width and is mainly covered by the brackwater 
lake Lac Guillaume-Delisle, also called Richmond Golf. The Cuestas belong to a 650 km long 
mountain chain between Kuujjuarapik in the south and Unukjuak in the north. 
The geology of the area includes two Precambrian entities of the Canadian Shield. The dominating 
one is about 2.5 milliards years old (Archeozoic) and comprises gneiss and granite. The other one 
dates back to the Proterozoic and consists of volcanic rocks such as basalt, and quartzite originated 
from province Churchill, situated south-west of Umiujaq (Figure 5.3). Influenced by the Trans-
Hudsonian orogeny 2.0 - 1.8 billion years ago, only few rocks of this type occur. The base of the 
proterozoic layer is composed of quartzite; dolomites only surfaces at the front side of the Cuestas. 
Dominant at the rest of the surface are basalts situated at the top of this sequence and visible at the 
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
Figure 5.3: Map of the two Precambrian entities (modified after LÈVESQUE ET AL. 1988) 
LEVESQUE ET AL. (1988) divided the regional relief into four main pysiographical units: 
1. The Cuestas compost of volcanic sediments with summits up to 400 m located in the south-
west, with a smooth slope (5° to 10°) towards the B ay (KRANCK 1951).  
2. The bumpy hill ridge parallel to the coast with elevations over 300 m. 
3. The 4 - 7 km broad coastal area, expanding between the ocean and the Cuestas or the hill ridge 
respectively. 
4. The large inland plateau (200- 300 m high) that extends until Ungava Bay. 
The landscape of the entire region has been reformed by the huge ice shields during the ice ages and 
hence shows the characteristic glaciological landforms. Drumlins, scrabers as well as roches 
moutonnées indicate an east-west movement of the glaciers, whose last big expansion can be dated 
back to 7600 and 6600 years BP (LAJEUNESSE 2000). The retreat of the glaciers was interrupted by a 
hold along the front side of the Cuestas and the coastal hill ridge. During this hold, several submarine 
banks were sedimented into the coastal basin. These banks consist of a sandy gravel layer and a 
stratigraphic layer of sand and silt. As a consequence, the dominant soil that can be found nowadays 
near the coast is mainly sand. After the retreat of the glaciers, the isostatical depressed surface was 
around 270 - 280 m below its current level, which made the Tyrrell Sea (nowadays Hudson Bay) much 
larger. At this time the coastline was located about 60 km farther inland, whereof deep layer of 
sediments are evidence for. 
Afterwards the depressed landmass started to uplift again. This process is still ongoing but compared 
to a ratio of +10 m per century at the beginning, it slowed down to only +1 m per century. The clayey 
sediments of the transgression phase can be found at the bottom of long west-east facing 
depressions. 
Today, the uplifted beaches form the lines of the ancient coast and the different holds of the marine 
regression, whereas east of the limit marine moraine material as well as fluvial-glacial deposits cover 
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5.4 Population 
Umiujaq has only existed since 1986 when Inuit from Kuujjuarapik, a village 160 km further south, 
decided to relocate away from the area affected by the James Bay Hydro-electric Project. Based on a 
census from 2006, the total population amounts to 390, whereas 357 of the population are Inuit 
(Statistic Canada 2010; Statistics Canada 2011) and the average age is only 19.8 years; the male 
population is around 3 years younger (18.5) than the female (21.1) (Statistics Canada 2011). Typical 
for an Inuit village, only 230 people over the age of 15 years have an education certificate and thereof 
only a total number of 10 finished University. This is also reflected in the employment statistics: 56.8 % 
are not working for pay or in self-employment. In contrary they still practice their traditional style of life: 
almost 70 % hunt in order to get food, the same is valid for fishing and more than 80 % gather berries 
and plants for their daily nutrition (Statistics Canada 2004). 
These facts disclose a very traditional way of living and also indicate a high dependency of the 
population on nature. Skills to work with modern techniques, such as computers and GPS, and the 
knowledge to manage a life without the recent environmental conditions are hence hardly existing or 
even completely lacking. Consequently a changing environment will severely hit the community and 
assign them to new and very challenging tasks, in particular by thinking of the increasing hydro-power 
facilities in these regions. Negative social and economical impacts hence are also very likely to 
happen in the village of Umiujaq.  
5.5 Climate change and consequences for Umiujaq 
In chapter 3, that deals with the permafrost in general, some of the expected changes due to changing 
climatic conditions already have been mentioned. This paragraph is now paying particular attention to 
alterations estimated or already experienced in the study area. 
For this, it should first be pointed out that the situation of permafrost warming in Northern Quebec 
acquits itself somewhat different to the rest of the permafrost affected regions. Here, significant 
permafrost warming was only experienced since 1993 accompanied by an active layer deepening 
(KASPAR & ALLARD 2001), but before no remarkable decline in the MAGTs could be recorded and even 
cooling from 1989 to 1992 was observed (SMITH ET AL. 2010). 
Although this ‘delayed’ initiation of warming ground temperatures, several studies source permafrost 
decay already before this measured changes; for example LABERGE AND PAYETTE (1995) depict in their 
article about ‘Long-Term Monitoring of Permafrost Change in a Palsa Peatland in Northern Quebec, 
Canada: 1983-1993’ a decrease of 33 % of total permafrost area in the region around Umiujaq, which 
results in an increase of thermokarst ponds during the respective 10 years period. Also FORTIER AND 
AUBÉ-MAURICE (2008) could ascertain in their study about permafrost degradation near Umiujaq a 
decline in permafrost related features since 1957. 
Nowadays the MAGT all over Northern Quebec varies from -5.78 °C at Kuujjuaq to -0.01 °C in 
Umiujaq and a clear increase could be recorded within the last years, with maximum temperatures in 
2006, when the long-term mean was exceeded by +3.48 °C. According to the observation during the 
IPY, the summerly warming near Umiujaq has recently elevated; summer thaw now penetrates to a 
depth of 20 m (SMITH ET AL. 2010). 
Based on climate model simulation, further ascending air temperatures in the region around Umiujaq 
are expected, with a distressing high increase for the winter months of up to +10 K (ALLARD ET AL. 
2007) for the next 40 years. Such elevated air temperatures will of course also impact the soil 
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6 Field Work 
Field work represents the first major component of this study. Its implementation as well as its output 
is addressed in the following article.  
In general it can be divided into two main scientific objectives upon which the division of this chapter is 
also based, these are: 
i) The record of parameters of the vegetation cover, the snow cover and the active layer behavior 
(Chapter 6.2). The results help to better understand the correlation between these factors and 
allow the estimation of permafrost occurrence solely by means of the visible indicators at the 
surface. 
ii) The geodetic survey of lithalsas throughout the year to enhance the knowledge about the 
seasonal dynamics of these permafrost mounds (Chapter 6.3). This expanded knowledge of 
such movements in relation to changing temperatures can then also be used to estimate the 
amount of permafrost thawing caused by altered climatic conditions, as observed by the 
surface’s motion. 
Additionally, the data collected during the field campaigns served as evidence to validate the satellite 
data and to enhance the analysis and the remote sensing results. The field work was also necessary 
to obtain a detailed overview about the ecosystem in the area, which was essential in order to 
estimate the amount of climatic change impact and accompanied environmental risks and threats. The 
same is valid if the request for adaptation strategies in the area arises and decision support is 
required. 
A further very important aspect of the field work was the contact with the indigenous people which 
helped in many ways to better understand the situation in the community and hence to estimate the 
consequences for the population if changes happen. In addition, their observation and experience 
about changing environmental conditions in the region were highly appreciated and influenced in 
many ways the analysis and evaluation of the study’s outcomes. 
6.1 Description of field work 
For the collection of all parameters and records of this study, field work was conducted during 2009, 
2010 and 2011. In total, field acquisitions from eight stays - four during winter/spring and four during 
summer/fall, were available (Figure 6.1) and provided the input for a comprehensive database. A field 
campaign usually had a duration of about one week and was generally carried out in cooperation with 
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The most important ones are the duration and depth of the snow layer as well as the occurring land 
cover. As these factors show very heterogeneous patterns and can vary dramatically within short 
distances they are responsible for the microclimate that is of high importance for local ground thermal 
conditions. 
Several studies, also in the Canadian Arctic, have already been conducted in order to investigate and 
quantify the relationship between the mentioned factors (BROWN 1955; MACKAY 1970) and the 
following assessments are summarized below. 
It is widely recognized that snow acts as insulator and hence serves as a barrier to heat loss from the 
ground to the air in winter. NICHOLSON AND GRANBERG (1973) found that the variation in mean annual 
ground temperatures is generally determined by the snow depth, with variations during the summer 
period being less important. SMITH (1975) even stated in his study about the Mackenzie Delta that 
mean annual ground temperatures above 0 °C could be  reached in some locations, due to snow 
accumulation, while the mean annual air temperature could still be -9 °C to -10 °C. ‘Near the southern  
fringes of the permafrost distribution, snow cover alone may be the critical local factor determining 
whether permafrost is present or not’ (WILLIAMS & SMITH 1989). 
The impact of the vegetation has also been investigated by several observational studies, but in 
contrast to the snow cover’s effect it is more complex and hence more difficult to quantify. For example 
ROUSE (1982) noticed a considerable reduction of the solar radiation due to the vegetation canopy 
having a strong effect on the depth and persistence of the snow cover. He also discovered (ROUSE
1984) that summer soil temperatures beneath an open spruce forest were lower than in the adjacent 
tundra, which might be a result of higher evaporation from a wetter surface and the radiation 
interception by the canopy. RISEBOROUGH (1985) highlighted a cooling effect in the summer months 
when higher evapotranspiration occurs in overgrown areas. Whereas ANNERSTEN (1964) mentioned 
the direct effect of the vegetation is much less important than its role as snow accumulator. Although 
these two contrary processes, most bush and forest covered soil reaches temperatures about 3 °C 
warmer on an annual basis compared to neighboring bare soils (ROUSE 1984). 
Peat plays a very specific role related to the thermal ground regime. As with snow, it acts as an 
insulator, but unlike snow, it is present all year round and its conductivity alters seasonally, depending 
on its moisture conditions. During the summer, when it is typically dry, the conductivity is low and thus 
the underlying soil is shielded from the higher summer temperatures. Even if the peat remains humid 
during the warm season, higher evaporation rates cause a cooling effect. Consequently, areas where 
peat covers the soil normally show lower temperatures than areas without such cover (WILLIAMS &
SMITH 1989). 
Due to the much higher heterogeneity of the listed factors in sub-Arctic areas such as the 
surroundings of Umiujaq, than in the high Arctic, the impact is even more pronounced. Additional 
effects like the aeolian distribution of the snow, caused by very high wind speeds, and a very small-
scaled relief makes it even more difficult to quantify their influence properly. 
Even though BROWN (1979), LÈVESQUE ET AL. (1988), ALLARD (1993), and MENARD ET AL. (1998), 
amongst others, previously studied the correlation between the surface variables and the occurrence 
of permafrost in sub-Arctic Québec, more investigations were done in the context of this study in order 
to update theirs with recent measurements as well as to affirm and to specify their findings. Thus the 
main focus was the correlation between the snow cover depth and the vegetation and the following 
consequences for the active layer thickness during the summer. 
Field Work 
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6.2.2 Methods and results 
Spread over the test site of 60 km², 100 sampling points were identified, at which snow cover 
characteristics were recorded during the winter and information about the vegetation was observed 
during the summer. At these plots the active layer depths were measured and soil parameters 
analyzed. This was conducted during five field campaigns in winter and summer 2009 and 2010 
(Chapter 6.1). 
The measured parameters of the snow cover shall be presented and discussed first, followed by the 
results of the vegetation mapping and active layer records.   
6.2.2.1 Snow measurements 
Snow samples were taken during three winter campaigns: April 2009, March and May 2010. The focus 
of the measurements was to collect information about the snow cover heterogeneity, concerning 
thickness and density, in order to correlate it with vegetation mappings and active layer measurements 
from the summer. In addition, the air temperature and the temperature at the bottom of the snow layer, 
from now on referred as air-snow temperature gradient, were measured and their interrelation to the 
other parameters analyzed. To gain a better understanding of the snow cover composition and its 
physical characteristics, several samplings have been analyzed with respect to their layers, grain size 
and grain form. Information of snow density and depth were obtained by the 1 m snow core device, 
Federal Snow Tubes-Standard-Metric (1004-010), from the Rickly Hydrological Company (2009). 
The air-snow temperature gradient was measured by a bespoke instrument. This instrument consists 
of two one meter pipes made out of galvanized steel with a diameter of 0.25 cm (1/4 inch) that can be 
plugged into each other; hence it is possible to measure temperature down to 2 m depth. The pipes 
have a clearly readable scale and hand gear to drill the pole into the snow. A Pt 100 sensor, with an 
accuracy of +/- 0.07 % is fixed at the bottom, connected via a lithium coated cable inside the pole to a 
checking device. It is the matter about the high precision thermometer GMH 3710 from NEWPORT 
OMEGA electronics for Pt 100 sensors. By means of this instrument it was possible to measure the 
temperature in different heights of the snow cover to get profiles of the temperature. It was also used 
for the soil temperature record during the summer field work. In Appendix 1 the sketch of the device 
can be found. 
In the following, the described and discussed measured snow parameter values are the mean out of 
three samples of one sampling spot. 
Snow depths show a high variability in space and time (Figure 6.2). Values between zero snow cover 
and over 200 cm were measured in 2009 and between zero and 180 cm in 2010. The average 
thickness of the measured snow samples were 90.8 cm in 2009 and 70.19 cm in 2010. Almost all 
sampling points show less snow in 2010 and areas with snow more than 150 cm are more seldom in 
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smaller and much more rounded particles, which in turn results in snow compaction. Snow drift is 
understood to be the most important compaction process in Polar Regions (DANG ET AL. 1997). 
Metamorphism means the transformation of snow particles within a snowpack, caused by temperature 
and water vapor gradient and starts immediately after the snow is deposited. In most cases the 
process starts with the shrinking of grains and involves snow compaction. This procedure is highly 
depending on temperature and liquid water content (ARMSTRONG & BRUN 2008). 
Deformation strain is snowpack compaction caused from the snow’s own weight and the gravity forces 
that affect the grains (GOLUBEV & FROLOV 1998). This implies that the more snow is available, the 
higher is the deformation strain. 
To investigate which of the three introduced processes plays the major role in the test site of the study, 
further climate parameters, in particular the wind speed and the temperature were analyzed for the 
period concerned (March 2009 and 2010). The data for this was downloaded from the National 
Climate Data and Information Archive, run by Environment Canada, which provides hourly data for a 
climate station in Umiujaq (Station 7108568 at 56.53°N, 76.20°W, 76.20 m). Unfortunately, 
measurements are only available between 7 am and 5 pm LST (Local Standard Time) and sometimes 
even less. For this analysis, wind speed in general, but only maximum temperatures have to be 
considered, and it has been assumed that no misinterpretation arises by neglecting the nightly 
weather conditions. 
The records show a mean temperature far below zero for 2009 as well as for 2010 (-17.18 °C and -
11.64 °C) and in both years there is only one day w hen temperatures rose over 0 °C (+0.1 on the 
26.03.09 and +0.4 °C on the 12.03.10). This actuali ty more or less excludes a high impact of the 
metamorphism process as values around or above zero would be a requirement.  
In contrast, the wind does seem to have a greater effect on the snowpack. In 2009 the average wind 
speed was 24.11 km/h though a maximum of 70 km/h was recorded on the 11.03.2009. On the other 
hand 2010 only saw an average of 18.86 km/h and a maximum of 63 km/h on the 3.03.2010. These 
findings clearly indicate that snow drift is the major process behind snow compaction, and therefore 
also confirms the statement of DANG ET AL. (1997). 
The fact that in 2009 more snow had fallen and higher snow depths were measured supervenes to the 
higher wind speeds and leads to additional compaction caused by deformation strain. 
Considering the spatial occurrence of the snow density, the west part showed higher densities 
averaged over the two years, with a mean of 0.41 g/cm³, compared to 0.35 g/cm³ in the east. That 
equals to less dense snow of 14 % in the east and conforms to the results of the snow depths, which 
highlighted the east as the area with elevated numbers. Due to the location in the lee of this area, 
behind the Cuestas, and the augmented vegetation serving additionally as wind shelters, lower wind 
speed is suggested. Consequently this corroborates the belief that snow drift plays the most important 
role for the compaction process. 
Further analysis was done in order to depict correlation between snow depth and snow density. The 
outcomes do not reflect a clear relationship between those two parameters as in 2009 the correlation 
coefficient R² only reaches 0.054 and in 2010 at least 0.216. Disregarding the statistical outcomes the 
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Statements about the coexistence of the different factors can only be described with high uncertainty, 
but more investigation would be required to identify which one is the driving factor. 
6.2.2.3 Active layer measurements 
Besides the mapping of the vegetation, one goal of the summer campaign was the analysis of the 
active layer depth. The active layer is defined as top layer of the permafrost affected soil that thaws 
during the summer and freezes again during the autumn (HUGETT 2003), hence its depth and its 
spatial variation represents the summerly thermal regime of the ground. 
By measuring this thawing depth during the summer at the same sample points where records of snow 
and vegetation were taken, the impact of the different surface conditions on the seasonal thawing 
should be identified.  
To estimate the depth of the thawed layer, the same bespoke instrument described previously was 
used and plunged into the ground while the temperature was continuously observed. It was assumed 
that the permafrost table, corresponding to the bottom of the thawed layer, was reached when the 
resistance was so high that further penetration into the ground was no longer possible. To avoid 
misinterpretation caused by rocks, an additional premise was to reach 0 °C soil temperature. When 
both assumptions - hitting upon solid subfont and reaching a temperature close to 0 °C - applied, the 
depth was read off the instrument’s scale. To validate this method several holes up to the potential 
frozen layer were dug by means of a spade and the occurrence of frozen soil could be confirmed. 
The measurements display a very heterogeneous and especially small-scaled pattern of the active 
layer depth. Values between 30 cm and much more than the detectable 200 cm occur side by side. 
This coexistence is most pronounced by sampling points located on the top of a mound and on its, 
sometimes very steep, slope. It has to be mentioned at this point, that unfortunately only 29 useful 
samplings are available due to the very time consuming measurement process. Furthermore the 
accuracy of the measurements is questionable. The samples were located by means of a GPS, 
usually operating with a horizontal precision of 1 – 5 m. Thus it was possible that not exactly the same 
spot was sampled on different dates, and due to the very heterogeneous vegetation pattern and small-
scaled topography this would cause severe misinterpretation. In order to enhance the relocation, it 
was thought to place sample points close to clearly recognizable non-moving features, but some 
uncertainty still remains. 
The correlation between the active layer deepness and the snow depth was computed and analyzed, 
but no relation to snow depth could be discovered. These results would probably be different if also 
the soil texture would have been taken into account. 
Thus by means of the measurements during field work, no evidence was obtained to confirm the 
hypothesis that a thicker snow cover causes a deeper active layer. Nevertheless, aside from the 
records, an impression about the active layers distribution attained by working in the field definitely 
confirms this belief. It was obvious that on elevated sites, where hardly any snow remained, the 
penetration of the thawing process was much less than in depressions with bushes and high snow 
depths in winter. 
6.2.3 Conclusion 
After the presentation of relationships and dependencies of the different parameters, summarizes the 
coexistence of the factors discussed. It becomes obvious that it is not only one parameter influencing 
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Finally, the high subsidence values between August 2009 and 2010 of the points R 11 and R 12 are 
worth addressing. As they are the two only ones located close to a water body, they represent some 
kind of exclusion and consequently their outstanding behavior is even more interesting to note. To 
understand the influence of such ponds, several earlier investigation were consulted and it could be 
concluded that water bodies that do not freeze to the bottom in winter have a marked effect upon 
ground temperatures and the local configuration of permafrost (BROWN 1963). Thus it was of interest to 
get information about the winter situation of the water body of concern. SARRAZIN (2011) proves by his 
own measurements the fact that during winter there is still unfrozen water at the bottom of the pond 
concerned. The effect of such water body is presented in Figure 6.23. 
Figure 6.23: Steady- state temperature beneath the shoreline of a water body (modified after BROWN 1963) 
By means of this illustration it can be seen that the warmer water body does significantly influence the 
thermal regime of the ground and its impact decreases with increasing distance. Translated to the 
case at hand, this would mean that the two points nearby the water body are impacted by the heat 
transfer coming from the warmer water body and consequently more thawing takes place, which in 
turn leads to elevated subsidence. As R 12 always shows subsidence (the only one on R for August 
2009 and April 2010) and R 11 shows only little uplift during the winter period (+ 0.008 m) this possible 
influence is even more certain. Only the movement of R 11 during the August 2010 and April 2011 
does not fit this conclusion, but may be a result to measuring inaccuracy or local bioturbation 
processes.
Water Body Land SurfaceT2 T1
T2 = T1 + (T2-T1)
T1 + 0.9 (T2-T1)
T1 + 0.7 (T2-T1)
T1 + 0.5 (T2-T1)
T1 + 0.3(T2-T1)
T1 + 0.1 (T2-T1)
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Between 1972 and 1999, six further Landsat satellites were brought to space, endowed with a 
thematic mapper (TM) with a spatial resolution of 30 m. Currently the Landsat program offers the 
longest continuous global record of the earth (NASA 2011). The youngest satellite of the program 
(Landsat 7) operates with an Enhanced Thematic Mapper (ETM +), which even acquires images of 15 
m spatial resolution in the panchromatic channel. In addition it comes with a thermal channel with a 
spatial resolution of 60 m (STEIN ET AL. 1999). 
Although there are many images of the area existing for the time period of interest, only four scenes 
were considered to be useable (Table 7.1) as in all the other scenes the percentage cloud cover was 
too extensive. Unfortunately, of these four scenes only the scene from 2001 was recorded with the 
ETM+ as some problems occurred at the sensor as from the end of May 2003. 
ASTER 
The Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) is a Japanese 
instrument that was launched in December 1999. Its 14 bands cover a broad range of the 
electromagnetic spectrum starting with bands in the visible range and a spatial resolution ranging from 
15 m to the thermal infrared, with a spatial resolution of 90 m (YAMAGUCHI ET AL. 1998). Similar to the 
Landsat satellites, it operates on a 705 km height sonsynchronous orbit with an inclination of 98.2 ° 
and a repetition time of 16 days (ABRAMS ET AL. 2002). ASTER is the first operational instrument that 
delivers high spatial resolution data of the globe, to anyone interested for reasonable prices (around 
60 US $) (ABRAMS ET AL. 2003).
Also from the ASTER images, there is unfortunately only one existing without extensive cloud cover. 
QuickBird 
Launched in 2001, QuickBird is a fairly new satellite mainly for commercial use with a spatial 
resolution of 61 cm (Digitalglobe 2010). It circles the Earth on a 482 km height sonsynchronous orbit 
with an inclination of 98 °. The instrument simulta neously provides high-resolution panchromatic and 
multispectral imagery (KRAMER 2002). 
The scene used for this study was recorded in July 2004. It has to be noted that only for the western 
part of the test site (around 10.5 km2) the visible and near infrared bands with a spatial resolution of 
2.4 m are available. For the eastern part a pan-sharpened acquisition with a spatial resolution of 0.61 
m was at hand, but it only contains channels in the visible range. 
IKONOS 
With the launch of the IKONOS satellite, from the US-based company GeoEye, in 1999 the world of 
remote sensing changed dramatically, as it was the first time that images with a spatial resolution of 
only few meters and less (0.82 m in the panchromatic imagery and 4 m in the multispectral imagery) 
was widely available to the general public. With its 3-day interval, it can image any spot on the Planet 
within very short time and hence represents an important progress (OLSEN 2007). The instrument 
acquires images of the land surface in five channels (one panchromatic, three in the visible range, and 
one in the near infrared), whilst orbiting the Earth at a height of 681 km and an inclination of 98 ° 
(GeoEye 2011). 
The IKONOS image for this study dates to July 2005 and comes with three, already pan-sharpened 
bands, in the visible range and a spatial resolution of 0.82 m. 
Remote Sensing Data 
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GeoEye 
The GeoEye-1 satellite, also created by GeoEye, was launched in 2008 and captures panchromatic 
images of 0.41 m and multispectral images of 1.65 m (RICHHARIA & WESTBROK 2010). Similar to 
IKONOS, it has a revisit time of three days and operates on a sonsynchronous orbit in 681 km height 
and 98 ° inclination (GeoEye 2011). 
Due to its high spatial resolution, its swath width only amounts to 15.2 km (GeoEye 2011) and 
consequently four neighboring scenes were required to cover the entire test side. They were captured 
in September 2009 and delivered as pan-sharpened imagery. 
Table 7.2: Overview of the main parameters of the satellite delivering the data for this study 
7.1.2 Methods 
For the processing and analysis of the optical remote sensing data, the image processing software 
ERDAS (www.erdas.com) was used and additional appraisal was done with ArcGIS version 9.1 
(www.esri-germany.de).  
In this chapter the implemented methods for preprocessing, classification and change detection will be 
briefly described, followed by the results. 
7.1.2.1 Preprocessing 
Geometric and radiometric correction 
The geometric correction of remote sensing imagery mainly implies the conversion of data to ground 
coordinates by removal of distortions from the sensor geometry. In the case of Landsat, ASTER, 
QuickBird and GeoEye the delivered images were already corrected. They are all available in UTM 
coordinates, Zone 18 N in the world geodetic system WGS 84. Consequently the IKONOS image has 
to be transformed into the same reference system.  
For it image-to-image registration was chosen, whereas ground control points have to be identified in 
the reference image as well as in the image that has to be referenced. By selecting the points it is 
important to guarantee a widespread distribution in the image, to avoid deformation in some parts of 
the scene. By means of interpolating algorithms the coordinates of the chosen points in the reference 
image are assigned to the corresponding pixels in the other one, whose coordinates afterwards are 
recalculated (JENSEN 2005). For further reading about the geometric correction refer to RICHARDS AND 
JIA (2006). 
Landsat (4 -7) ASTER QuickBird IKONOS GeoEye
Start 1982 - 1999 1999 2001 1999 2008




(450 – 1166 nm)
14
(520 - 860 nm)
7
(430 – 918 nm)
5
(525 – 853 nm)
5 
(450 – 920 nm)
Swath width 183 km 60 km 18.0 km 11.3 km 15.2 km
Orbit 705 km 705 km 482 km 681 km 681 km
















%	J*   	 	 	*   	% 	 *  
/$ 	% : 	   %	 		9 %








% 	  +	   $+ *   	 :Q 
 ' P	
	'+  % 	
  : 	+  
	  	 %  $  
% 











  	 	$  *Q 	9 ;  %*  	
  	* * 















 		  
 		 	
 * 9 + 	 








	  : 	
 	  		 	
 : $  %






;%	; P 36ADC8 ,,(4.%* 	  % 

























































&	8+ *  	% 	 		  
 ;  

















  *+   %$	 	
 * : 	 % 
3/D#R8C&8).! (4+*%	$+9;9
	9%*9
3* 4    c
% *Q 	+ 	*   	 	





































		;* 	  * :  *% 	  %









	%% +  : 	
  	* % 	$ =+  	
 *	  
% 
*	*9  *:	% 			
 &+9 	+ %%

	     	 	
 		  	 *		% '+ 
	    	











  *+ % 
	  %+9  $/
7#*P*.0+
0*	 /#.00 ; 	 
	 $% 
	9 





	7% # 			 


















!!"O 1118/0C. 8 01 ,,O /# @-0)D8) ,,4  	+  '% 















;  	    	 + *  *	 







; + %$	% + /D8) 3!,4   ** 	
   + 301.)D !!4 
	  % 	  c		 	




	 	+   		 	
 :   
 9  	  %	 E% 
	   $ 	















+  % 	 %
+  	 
	 	9 	 	P   % + 	  
		+3&#01@R##.#?!!4
 		 	
    + P%   
	








;  %	$ J	;9;;	%+%   *
		
 :		% 	  	; :	*9;  
	;	;:*%%+%3?8CC8D@RE,, 4	'+
 $ 	














	  : 	+ *% 	    +
	*  	  3%  



































    









































		 + 	$*   ;	 	 	 %





 * 	 % Q 3/C&D !  4  *  	

















	#& )# !"!*& )"
	#& <7  ,  
)#  '7 ( !
!"!*& (  7 "























3#)"")  ) /,)		
 	 
% : 3 4% :
3 4S !K
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Postclassification is based on two independently produced spectral classification results from two 
different times, followed by a pixel-by-pixel comparison to detect changes in the land cover type. By 
properly coding the classification results, the outcome is a complex matrix of change (COPPIN ET AL. 
2002). This method has been criticized in many ways due to its absolute dependency to the 
classification’s accuracy. Nevertheless significant examples for satisfying results are the works of XU 
AND YOUNG (1990) and HALL ET AL. (1991) and hence the method was also used for this study and 
applied for the QuickBird image (2004) and the GeoEye (2009) due to their more or less similar spatial 
resolution. 
Write function memory insertion 
The write function memory insertion (WFMI) is a visual technique for detecting alterations in the land 
cover by means of two or three-date composite image data sets (GREY ET AL. 1998). For it, the first 
step is to define a meaningful band for the purpose of the study, available in both scenes, which then 
is combined to one image. When displaying the image in the RGB (red green blue) color scheme, 
changes, in particular their locations can be easily explored and estimated (JENSEN 2005). 
The method was applied within this study for the QuickBird (2004) and the GeoEye (2009) image. One 
WFMI combination containing the blue spectral range and one based on the near infrared range were 
created. These bands were chosen to maximize the visibility of changes of water pixels. 
Cross-correlation Analysis 
Cross-correlation is a method developed by KOELN AND BISSONETTE (2000) and allows change 
detection by dint of a classified and an unclassified image acquired at a later date. It is expected that 
in most of the pixels no change occurs. In a first step, every pixel of the unclassified image gets a 
class (c) out of every class occurring at this position in the classified scene. Afterwards for every pixel 
of the unclassified image, now assigned to a specific land cover class, the mean and the standard 
deviation of every spectral band gets calculated. By dint of a comparison of the means and a division 
of the standard deviations every pixel value becomes z-normed. With  




     (eq. 7.2) 
a z-value for all spectral bands, for each pixel at the position i,j for a land use class c is calculated 
(JENSEN 2005). 
(n = number of bands  
 k = band number in the multispectral range 
 r  = reflectance in band k of pixel at point i,j 
µic= mean reflectance value in band k for class c 
s ck= standard deviation of the reflectance values in band k of all pixels of class c) 
This process is now repeated for each land use class until every class has its specific distribution of 
the z-value, which represents a measure, expressing the proximity of a pixel to its expected spectral 
value (CIVCO ET AL. 2002). Consequently a high z-value stands for a high possibility of alterations for 
this pixel. Prerequisite for satisfying results of this method is a precise classification (JENSEN 2005). 
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Remote Sensing Data 
78 
In doing so, it became apparent, that between 2004 (QuickBird) and 2009 (GeoEye) the overgrown 
areas increase, whereas the classification of 2005 IKONOS does not follow this trend. This deviation 
could be the result of the less accurate classification already displayed in Table 7.3. 
If only taken into account the first (2004) and the last image (2009), the higher increase within the 
eastern part and near the Lac-Guillaume-Delisle, already stated in the Landsat classifications, could 
be recovered. In Figure 7.8 the percentages of the occurrence of five land cover classes are displayed 
for 2004 and 2009. Sandy areas as well as pixels covered by snow are not included to provide for a 
better comparison with Figure 7.7. 
Figure 7.8: Percentages of the five land cover classes forest, bush, lichen/moss, rock and shallow water for  years 2004 (grey) 
and 2009 (black). 
A high increase of the class ‘forest and other vegetation’ (+21 %) as well as a decrease for the groups 
‘bush’, ‘rock’ and ‘water’ (-7 %) were observed, whereas the amount of lichens and mosses remained 
the same. This is similar to the trend of the Landsat outcomes respective of the forest pixels, but 
different pertaining to bush and rock. Such discordance is not surprising considering the different 
spatial resolution but especially the different time span. Not displayed in Figure 7.8 is the class ‘sand’, 
which represents 6 % of the area in 2004 and 4 % in 2009. It is interesting to mention that the 2 % of 
area lost is now covered by lichens and moss. In Table 7.5 the percentages of the changed land 
covered based on the total area [ha] covered by the respective class is presented. It demonstrates that 
mainly the class bush and lichen and moss are losing area; bush primarily in favor of forest and lichen 
and moss to the same amount to forest in rock (2.2 %). Rock thereby remains more or less stable with 
20 % of the area with only marginal change to the other three classes. Surprisingly is the gain of rock 
and low vegetation, derogating the class ‘forest’ (together 8.6 %), which presumably is an impact of 
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Differential interferometry (D-InSAR) is a technique which allows the estimation of relative 
deformations of the land surface on the order of several centimeters, depending on the sensor’s 
resolution. It is always based on at least two images provided by repeat-pass or multi-pass 
interferometry and requires an appropriate digital elevation model (DEM). Between the two 
acquisitions, there must be a time delay, the so-called temporal baseline, long enough to ensure 
alterations of the target of interest (HANSSEN 2001; MASSONNET & FEIGL 1998). The time shift can also 
bring about numerous uncertainties for subsequent analysis, since in most cases not only the object’s 
elevation, but also several other factors influence the radar signal. These include atmospheric 
conditions, changes in the vegetation cover, and the so-called spatial baseline. The latter is one of the 
most crucial factors in radar interferometry and is defined as the separation in meters ‘between two 
antenna positions [...] realised by two ideally parallel satellite orbits’ (GENS 1998). In the literature, the 
three representations ‘horizontal’, ‘vertical’ and ‘perpendicular’ baseline can be found (SMALL ET AL. 
1996). These influencing factors can all have negative impacts on the coherence, which is a measure 
of the correlation of the phase information of two corresponding signals. To obtain adequate 
coherence values for D-InSAR applications (>0.3; optimal >0.5) a precise coregistration of the images 
is essential. Furthermore, the rotation of the Earth while the image is being acquired can result in 
incorrect reproduction of the captured scene (BOSCHI & WOODHOUSE 2006; KLAUSING & HOLPP 2000). 
Radar interferometry emerged after the Second World War and can be traced back to the 1960s, 
when the technique initially was used by the American military for mapping the Darien province in 
Panama. The first scientific article published in 1969 by ROGERS AND INGALLS contains the first 
application of the method to observe the surfaces of Venus and the Moon (GENS 1998). Since 
GOLDSTEIN AND ZEBKER (1988) produced the first interferogram of the Earth’s surface, land surface 
observation by means of interferometry have become more and more developed, and in 1989 GABRIEL 
ET AL. (1989) used D-InSAR techniques for the first time to monitor the swelling of water absorbing 
clays in California. In the following decades D-InSAR was mainly applied to the detection of large-
scale deformations caused by earthquakes, seismic and volcanic activity as well as to the monitoring 
of glacier velocity. Except for a joint U.S.-German-Italian project which implemented SIR-C/X-SAR 
instruments in 1994 (NASA 1994) for only two acquisitions, all approaches to use D-InSAR methods 
were based on data delivered by either C- or L- Band sensors. 
Only since 2007 X-Band data of the system COSMO-SkyMed (an Earth observation instrument of the 
Italian Space Agency (ASI) operating at COSMO 1-4) as well as the radar sensor on board the 
German TerraSAR-X is available.  
Due to its small wavelength (3 cm), the X-Band delivers the data with the best possible spatial 
resolution currently available. This property furthermore entails minimal penetration into the targeted 
medium. On the one hand this is an advantage for the purpose of this study, as it minimizes the error 
based on volume scattering in e.g. humid soil or snow (STEFAN ET AL. 1995). On the other hand, it also 
makes it more sensitive to atmospheric disruptions, a fact that needs to be borne in mind if very high 
air moisture is expected. 
Based on this new availability of high-resolution radar data and the huge amount of unexplored 
possibilities for Earth observation, images of the TerraSAR-X satellite were used in this study to 
explore D-InSAR methods in order to monitor topographical movements related to permafrost.  
For this first attempt, the seasonal dynamics between winter and summer were in-situ surveyed during 
field visits in 2009, 2010 and 2011. The TerraSAR-X imagery from the same time period with multiple 
acquisition parameters (ascending/ descending, polarizations (VV, HH, VH)) were also analyzed and 
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the recently launched German TerraSAR-X satellite was therefore a very quick process, since not only 
very good quality data could be expected from its sensor, but it also offered a lot of unexplored 
possibilities. Its images seemed to be perfect for this methodical research that also includes some new 
applications. 
TerraSAR-X 
Launched on June 15th 2007, the German TerraSAR-X satellite acquires new high-quality X-band 
radar images with a spatial resolution of up to 1 m of the entire planet, whilst circling Earth in a polar 
orbit at 514 km altitude. Its major purpose is the acquisition of high-accuracy global SAR data for 
scientific and commercial use, which is why its mission is the result of a public-private partnership 
between the German Federal Ministry of Education and Research, the German Areospace Centre 
(DLR) and Astrium GmbH. TerraSAR-X is supposed to operate for 5.5 years. The X-band sensor 
operates at a frequency of 9.65 GHz which equals a wavelength of around 3 cm (DLR, 2010). The 
repeat period is 11 days, but due to the ascending and descending swath overlay, a 2.5 day revisit 
time is possible (Infoterra GmbH, 2010). Images can be acquired in either single, dual or quad 
polarization, and in three operational imaging modes: SpotLight (resolution 1 m; footprint 10 x 5 km), 
StripMap (resolution 3 m; footprint 30 x 50 km) or ScanSAR (resolution 18 m; footprint 100 x 150 km) 
illustrated in Figure 7.24. 
Figure 7.24: The different acquisition modes ScanSAR, StripMap and Spotlight from the TerraSAR-X satellite (modified after 
Infoterra GmbH 2011) 
Unique features of TerraSAR-X are its high spatial resolution (up to 1 m) independent of weather 
conditions and illumination, and its high geometric accuracy. A further advantage of this satellite is its 
partner satellite TanDEM-X (TerraSAR-X add-on for Digital Elevation Measurement), in space since 
June 21th 2010. It is almost identical to TerraSAR-X, and together they form the first bistatic SAR 
mission by flying in a closely controlled formation with a distance of 250 – 500 m (DLR 2011). The 
cooperation of the two spacecraft will serve to generate new quality DEMs of the world, ‘along-track 
interferometry (e.g. measurement of ocean currents) and new bi-static applications (e.g. polarimetric 
SAR interferometry)’ (DLR 2011). 
Although the launch of TanDEM-X was unfortunately too late to use its data for the purpose of this 
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differential interferograms that show the motion between summer and fall (Diff2.2009 and Diff2.2010) 
are examined.  
As mentioned, the initial step was the coregistration and resampling of 12.08.2010 to master 1. The 
standard deviation of the coregistration is 0.1033 for range and 0.0955 for the azimuth direction. The 
literature generally recommends 1/10th of a pixel as a threshold to guarantee further accurate 
processing (ZHOU ET AL. 2009) and, accordingly, this was taken as the objective in this study. If the 
coregistration results missed this goal, the already resampled images were resampled again until they 
finally reached the threshold, or until no further enhancement could be achieved. Fortunately, this was 
very seldom the case. All outcomes are listed in Table 7.13 at the end of this chapter. The temporal 
baseline of the two images adds up to 363 days, the parallel component of spatial baseline amounts to 
102.38 m, and the perpendicular component is 191.61 m. 
The generation of the two Int.1’s (14.08.09/ 25.08.09 and 12.08.10/ 23.08.10) proceeded 
smoothly.The standard deviation for both images, in range as well as in the azimuth direction, could be 
minimized to less than 0.1 (Table 7.13) and provided a perfect base for further processing. The 
baseline components were -66.79 m (perpendicular) and -86.98 m (parallel) for the 2009 pair, and -
159.00 m (perpendicular) and -124.00 m (parallel) for the 2010 scenes.  These numbers are good 
since rather large baselines are desirable for Int.1 in order to increase the sensitivity of topography 
compared to differential effects (GAMMA 2008), while short baselines are preferable for Int.2 in order to 
optimally consider the displacement. 
Figure 7.28 provides an example of the validity mask, generated for the unwrapping and based on the 
coherence image. It highlights pixels that have to be excluded from the initial phase unwrapping and 
are only interpolated afterwards. For it, a threshold of 0.3 was defined. This mask is generally similar 
for all interferograms; since it has a high impact on the differential interferogram, however, this one 
shall now be discussed as a showcase. 
Figure 7.28: Validity mask generated for the unwrapping process of Int.1 2009. It is based on the earlier computed coherence 
map and highlights all areas (black) that need to be excluded from the initial phase unwrapping due to their low coherence 
values. The threshold used was 0.3. 

500 m
Pixels excluded for initial unwrapping process
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Figure 7.35: Location of the sampling points for the analysis, in the background the classification map based on the GeoEye 
image of 2009 

The values from 2010 show a decrease for all 18 sampling points, but Diff.2 2009 reveals that 
although there is a general downward trend, there is one point on M and four points on I where uplift 
occurred. However, the amount of uplift is very low in the case of M (+0.21 cm), as well as at two 
points at I. In contrast, the uplift at I3 and I4 is surprisingly high, at more than +2.0 cm. 
The heterogeneity in the 2009 image is again reflected in the movement of the sample points: the 
difference between least and highest motion for all the 18 sampled pixels in 2009 is 5.89 cm, while in 
2010 it is only 2.17 cm.  
Distinguished by lithalsa, the values are as follows: 
• R:  2.47 cm in 2009; 1.44 cm in 2010 
• M:  3.16 cm in 2009; 1.05 cm in 2010 
• I:        5.03 cm in 2009; 1.52 cm in 2010 
Furthermore, it should be noted that lithalsa I experiences the highest variability between points in 
both 2009 and 2010. 
A close comparison of each point over the two years reveals no significant correlation in the 
magnitude of their movement. So for instance the point where the most uplift occurred in 2009 does 
not correspond to the one where it occurred in 2010. Still, it is remarkable that point I4, which had the 
greatest uplift in 2009, showed the greatest decrease of all the I points in 2010.  
Besides this detailed look at the lithalsas, it should also be mentioned that areas with dense 
vegetation and those close to the river are marked by downwards movements. In most cases, these of 
course correspond to the areas excluded from the interpretation process earlier because of the low 
coherence values, but some aspects of them should still be considered.  This phenomenon will be 
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The elevation difference of the lithalsas between the two years was computed to a slightly negative 
numbers that stands for a shrinking. This worked out to -2.0 cm for R, + 0.47 cm for R and -0.94 cm 
for I. This observation is important in that, if this trend were to continue in subsequent years, it would 
be a clear indicator of permafrost degradation. 
Concerning the outcomes using the complex interferogram combination did not deliver the expected 
results. Nevertheless this method shall not be excluded as good alternative if no DEM exists, but 
would need more and detailed investigation in order to achieve satisfying results.  
7.2.5 Discussion 
The goal of this section is to summarize the presented findings and to offer an overview and 
comparison of the explanations already suggested. At the end, some ideas of potential error sources 
as well as their possible solutions are presented. 
Beginning with the outcomes, Table 7.13 provides a summary of the different discussed parameters 
for all the images and Figure 7.39 illustrates the combinations of temporal and spatial baselines. 
Table 7.13: Overview of the outcomes from all calculated image pairs, including coregistration accuracy, starting points and their 
coherences for the unwrap process, and both components of the spatial baseline. 
The first essential finding of the study was the proof that an accurate reproduction of the general trend 
of elevation change is actually feasible by means of differential interferometry: All the images show the 
postglacial rebound, validated by means of the stable Cuestas.  
Interferogram
Coregistration Starting point phaseunwrapping Spatial baseline
Range Azimuth Pixel Coherence Perpendicular Parallel
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Although there is no such conformity for lithalsa I on Diff2.2010, at least 4 out of 6 points for Diff4.2010 
show similar results.  Regarding lithalsa I and Diff2.2010, it should be noted that there are many 
samples whose values are close to the average, therefore taking the mean as a threshold leads to the 
apparently poor correspondence. Thus, in this case, the 6 samples closest to the mean were 
compared, which allows for a more meaningful assessment in terms of similarity, and also depicts 
higher accordance (Figure 7.42). 
Figure 7.42: Comparison of the d-GPS measurements and the D-InSAR data for the time period May 2010 and August 2010 for 
the sample points on lithalsa I. All points having the same inside and outside color show similar results. 

A further interesting outcome is that R 3, which shows the least movement as monitored by the d-
GPS, is also the least active in the differential interferograms. This is not the case for the more active 
ones, which are I 4 and I 5 for the d-GPS, and I 7 and M 7 for the D-InSAR. 
Although this accordance is satisfying in terms of the general trends and magnitudes, the big 
difference in quantity still needs to be explained. A number of well-known and widely understood 
errors in differential interferometry images, presented by LI AND GOLDSTEIN (1990), include errors 
resulting from the atmosphere or phase errors due to signal-to-noise ratios, number of looks, incorrect 
pixel registration, and baseline decorrelation.  Furthermore, different soil moisture or changing soil 
cover could affect the signal and lead to misinterpretation (MIRNOVO ET AL. 2006). However in this 
case, the question arises as to whether or not the d-GPS may have overestimated the movement, 
since the outcomes in the displacement maps seem to be much more reasonable, especially as they 
reflect the isostatic uplift very accurately. 
Lithalsa I d-GPS D-InSAR
Average [cm] - 1.046 -0.024
Average I1, I2, I3, I8, I10, I11
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à cette fin. L’analyse des paramètres colligés et la présence de différents végétaux, du couvert de 
neige ainsi que l’épaisseur de la couche active pourraient mettre en évidence des corrélations 
intéressantes (chapitre 6.2). Les règles suivantes pourraient être appliquées : 
1. Un secteur élevé s’accompagne d’un faible couvert de neige (ou absence d’un couvert de 
neige) et quasiment aucune végétation et est lié à la présence de pergélisol dans les deux 
premiers mètres du sol. 
2. Un secteur bas à l’abri du vent s’accompagne d’un couvert de neige épais et d’une végétation 
plus dense, et est lié à l’absence de pergélisol (dans les deux premiers mètres). 
De plus, la déformation saisonnière des buttes cryogènes a été jaugé (chapitre 6.3) à l’aide d’un GPS 
afin de mieux comprendre les changements d’élévation en lien avec la température de l’air. Le 
mouvement vers le bas au cours de la saison de dégel et la surrection au cours de la saison de gel a 
été observé et peuvent ainsi servir d’indicateurs pour décrire l’état du pergélisol. 
La deuxième partie de la thèse (chapitre 7) traite de la possibilité de repérer ces nouveaux indicateurs 
à l’aide d’images satellite. L’application potentielle de la télédétection et l’essai de différentes 
techniques visant à relever des caractéristiques ont été expérimentés et discutés. Les données 
provenant de capteurs à haute et basse résolution (chapitre 7.1) ont été utilisés afin de modifier les 
méthodes de détection. Les résultats suggèrent que les méthodes de postclassification,  write function 
memory insertion et de corrélations croisées sont les plus appropriées, et montrent les limites de 
l’utilisation d’images à faible résolution (Landsat 30 x 30 m) pour de telles applications. L’interprétation 
des résultats confirme également que les impacts des changements climatiques pour cette région, 
comme la transformation de la végétation et l’extension des milieux humides, pourraient être identifiés 
au travers de séries temporelles de ces images. 
Pour déceler des déformations dans le relief, le projet a aussi examiné l’utilisation des données radar 
du satellite TerraSAR-X pour générer des interférograms différentiels qui présenteraient le 
déplacement saisonnier des buttes cryogènes (chapitre 7.2). Étant donné que la zone complète est 
soumise à un relèvement isostatique d’un centimètre par année, la validation des résultats 
d’interférograms s’est d’abord faite en analysant des zones où aucun processus de déformation n’est 
observé (endroits stables de Cuesta). Une fois ceci démontré, les pixels représentants trois lithalses 
proches de la communauté ont fait l’objet d’analyse. Des mouvements de surrection au cours de la 
période de gel et des mouvements vers le bas au cours de la période de dégel ont clairement été 
identifiés pour ces sites. Ces résultats confirment les mouvements attendus et montrent une bonne 
concordance avec les relevés géodétiques sur le terrain.  
L’étude montre qu’il est possible de détecter les dynamiques de pergélisol en se basant sur 
l’interprétation de cibles visibles à la surface qui sont des indicateurs des conditions de sol. Une 
approche multi-sensorielle serait requise pour une estimation adéquate qui tienne compte de tous les 
facteurs qui influencent ces dynamiques. Cette approche permettrait également de compenser le 
manque de données disponibles. 
Une forte collaboration active avec les communautés locales permettrait de mieux passer de la 
collecte et l’analyse des données à l’action concrète pour développer des stratégies d’adaptation qui 
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Pictures of field work 
Spring 2009 
ie  from the airport to ards the illage Ta ing sno  samplings 
(in this photo: . ay) 
easuring the sno  temperature 
(in this photo: . ay) 
Getting ready for the day 


























































ll 20 0 
ie  to ards the village and the udson ay Lac-Guillaume Delisle graben 
Retracting the corner reflector 
(in this photo: D. Sarrazin) 
Thermo arst la es south-east of Umiujaq (1) 
easuring of lithalsa Thermo arst la es south-east of Umiujaq (2) 
Curriculum Vitae 
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Personal Information 
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Office address: Department of Geography 
 Physical Geography and Environmental Modeling 
 Luisenstraße 37 
 80333 Munich 
 Germany 
Phone: 089 2180-6698  
Email: inga.may@lmu.de
Education 
2008 – 2012  PhD studies at the Ludwig-Maximilians-University of Munich, Germany 
and the Insitute national de la recherché scientifique in Quebec City, 
Canada 
2003 – 2008  Studies of physical geography at the Ludwig-Maximilians-University of 
Munich, Germany, with the degree: Diplom-Geographin (Univ.), 
naturwissenschaftliche Richtung  
Minor subjects: meteorology, remote sensing  
Diploma thesis: „Comparison of two hydrological models for climate 
change impact assessment“.  
2000 – 2003  Secondary School at the Chrisoph-Probst Gymnasium, Gilching, 
Germany, with the Abitur (university-entrance diploma) 
1994 – 2000  Secondary School at the Geschwister-Scholl Gymnasium, Sillenbuch, 
Germany 
1991 – 1994            Elementary School in Heumaden, Germany
1990 – 1991           Elementary School in Tübingen, Germany
Scientific Career 
Since 2008  Lecturer at the Chair of Geography and Geographical Remote Sensing,  
Department of Geography, Ludwig-Maximilians-University of Munich, 
Germany 
Since 2008         Scientific assistant at the university of Munich; Working group ‘Physical  
           Geography and Environmental Modeling’ (Prof. Dr. Ludwig) 
03 – 07/ 2007 Student researcher at the chair for Geography and Geographical Remote  
                           Sensing at the university of  Munich: International project about  
                              Integrative watershed modelling in the context of Climate Change 
2005 – 2007   Student researcher at the chair for Geography and Geographical Remote  
 Sensing at the university of  Munich. Project GLOWA (Global Changes in  
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