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Let Pd be the set of polynomials over the complex number of degree d with all 
its roots in the unit ball. ForfE Pd, let r, be the set of points for which Newton’s 
method converges to a root, and let A, = jr, II B~(O)~/~B,(O)~, i.e., the density of r, 
in the ball of radius 2 (where ( ) denotes Lebesgue measure on C viewed as R*). For 
each d we consider Ad, the worst-case density (i.e., infimum) ofA,forf E Pd. S. 
Smale (1985) conjectured that Ad > 0 for all d 2 3 (it was well known that A, = AZ 
= 1). In this paper we prove that 
for some constant c. In particular, Ad > 0 for all d. 
Remark. Our definition of Ad differs slightly from that of Smale (1985), but the 
conclusions hold for Ad as defined by Smale as well. 6 1989 Academic press. I~C. 
1. INTRODUCTION 
Newton’s method is a method for finding the zeros of a function,5 One 
starts with an initial guess, zo, of a zero off, and then generates a se- 
quence of successive guesses according to the rule 
Zi+l + Zi - $$. (1.1) 
Intuitively, using the value off andf’, we locate the unique zero of the 
tangent line to f at zi; this is the next guess, zi+ 1. 
It is known that for any differentiable function, f, and any root, r, off, 
the sequence {Zi} converges to r if our first guess, ZO, is close enough to Y. 
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We define the basin ofr to be the set of points in C for which Newton’s 
method converges to r. 
There are various forms of Newton’s method. We will assume thatfis a 
polynomial 
f(z) = aoz” + * * * + a,, Ui E C, (1.2) 
so that f andf’ are easy to compute. We will view Eq. (1 .l) as a map 
from C U {m} to itself. In this paper we will study the set I,, defined to be 
the set of points zo, for which Newton’s method works; i.e., {zi} converges 
to a root off. 
In this paper we will use a geometric interpretation of Newton’s 
method, involving a relation that goes back at least 100 years. 
THEOREM 1.1 (Lucas, 1874). Letf(z) be a polynomial with coeficients 
in C. Then the zeros off’ lie in the convex hull of the roots off. 
Proof. For a set S C C, we denote its closed convex hull by (S). It is 
easy to check that 
f'(z) = f(z) & &Y I (1.3) 
where rl, . . . , r, are the roots off. Assume that f' has a root, z, outside 
(rj), the convex hull of the roots. Then the vectors from z to the ri’s all lie 
in one side of a half-plane through z. Then the vectors z - ri are lie to one 
side of a half-plane. Hence the l/(z - rJ’s lie to one side of a half-plane 
(not the same half-plane, rather the one you get by reflecting through the 
x-axis). Hence the sum of the l/(z - ri)‘s cannot vanish, which is a 
contradiction. n 
Given a polynomial, f, the Newton map for f, 
Wz) = z - $ (1.4) 
has a geometric interpretation in terms off’s roots. For a polynomial f(z) 
= (z - rl) . . . (z - rd), we can write Tf as 
1 
’ + ZZy=, (ll(ri - Z))’ 
(1.5) 
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For example, if z = 0, 
Tf(0) = l 
Ix:=, (1lrJ’ 
(1.6) 
This is sometimes called the harmonic sum of the ri’s. Looking at Eq. 
(1.5) we see that Tf(z) looks like Tf(O) with z as the origin. From Eq. (1.5) 
we can also see that if we change z and the roots off, by a translation, 
rotation, and/or dilation (i.e., a linear map az -t b, with a, b E C), then 
the new Tf(z) is just the old T’(z) transformed in the same way. 
We will give an example of the geometric point of view. By a wedge, W, 
we mean a subset of C of the form 
W = {z: 8, 5 arg(z - r) 5 192}, (1.7) 
where arg(z) is the angle z makes with the positive x-axis; r is called the 
vertex of the wedge, and & - 19, its angle. A wedge is convex iff its angle 
is 3~. 
THEOREM 1.2. Zf W is a conuex wedge at z containing the {ri}‘s, then 
Tf(z) is contained in W. 
Proof. The ri - z’s lie in a wedge V = W - z about the origin; by W - 
z we mean the points {w - z : w E W}. Thus the l/(ri - z)‘s lie in the wedge 
V’, the reflection of V through the x-axis. Since V’ is a convex wedge, 
then it also contains their sum C(ll(ri - z)). Its reciprocal is contained in 
the original wedge, V, and hence Tf is contained in W = V + z (= {u + z : u 
E V}). n 
Returning to the study of I,, we would like to know how likely a 
randomly chosen point in C will lie in I,. 
Let Pd denote the polynomials of degree d with roots in the unit ball. 
For a function f, let Afdenote the density of Ifin the ball or radius 2, i.e., 
ArE lb f-l B2(0)l 
1B2(0)1 ' 
(1.8) 
where IC( denotes the area of C. For a positive integer d, let 
Ad = inf{Af:fE Pd}. (1.9) 
In this paper we will prove that Ad > 0 for all d. 
There are several reasons why we study Ad: 
(1) It is easy to ensure f E Pd. 
FACT. Zff(z) = a,& + . . * and Jao( > Xf=j (ail, thenfE Pd. 
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Proof. If 1.~1 > 1, then add is larger in absolute value than the sum 
of all the lower order terms off. Hence if IzJ > 1, then z cannot be a root 
off. n 
(2) By resealing we can assume that (1) holds. Since 
f(zc) = (UgCd)Zd + (u,&1)zd-’ + . * . ) (1.10) 
the aocd will dominate if we take c large enough. 
(3) We need some restriction on f to prove a density theorem. It is well 
known that for any d 2 3 there is a polynomial f for which Newton’s 
method does not converge on some open set in C (see, for example, 
Smale, 1985). It follows that for any bounded set we can find a polynomial 
of degree d for which Newton’s method does not converge anywhere on 
this bounded set, simply by taking an appropriate translation and dilation 
off. 
The main theorem of the paper is 
THEOREM 1.3. Ad > 0 for d 5 3. More precisely, there is a constant cl 
such that 
1 cld*logd 0 d 5 Ad. (1.11) 
We caution the reader to note that Af is not continuous in f’s coeffi- 
cients or its roots. For example, for&) = z3 Newton’s method works for 
any initial guess. Yet one can show that there exists a constant c < 1 such 
that there exist polynomials g, arbitrarily close tof, with A, 5 c. 
We will introduce some useful notations for the rest of the paper. 
Let E be a subset of C. By SE, s E R, we mean the set E dilated by s, 
i.e., 
sE={s*e:eEE}. 
By SE, we mean SE with z viewed as the origin, i.e., 
SE, = {z + s(e - z) : e E E}. 
In particular sEO = SE. 
Given a convex polygon, P, and a vertex, v, of the polygon, the interior 
angle at v is the angle determined by the two line segments of the bound- 
ary of P meeting v; the exterior angle at u is the angle opposite the interior 
angle (see Fig. 1). 
The exterior wedge at u is the wedge bounded by the exterior angle at u. 
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If P is a degenerate polygon, that is to say a line segment, then the 
exterior wedge is the ray from u to 03 which is colinear and opposite the 
line segment. 
In this paper we use many different constants. Rather than give each 
one a different name, we will denote them all by c (unless some confusion 
will occur). 
In Section 2 we describe some regions in which Newton’s method 
converges. In Section 3 we estimate the area of one of these regions, 
yielding the lower bound on Ad. Some of the calculations used in these 
sections are postponed until Appendix A. 
We remark that as we send this paper for publication, A. Manning 
(preprint) proved that I, has density ll(& log2 d) in the ball of radius d; 
one can use this to improve our density bound to lldcd*o~d. Also, an 
earlier version of this paper (Friedman, 1986) appeared in a conference. 
The author thanks S. Smale for many helpful discussions. 
2. INVARIANT CURVES 
For background, let us begin with the question of how fast Newton’s 
method converges. One can perform both local and asymptotic analyses 
as follows: 
Letfbe a polynomial of degree d, and let r be a root offof multiplicity 
k. An easy calculation shows 
(2.1) 
It follows that at r we have 
Tj(r) = 1 -;. (2.2) 
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Hence if r is a simple root off we get T;(r) = 0 so that 
Tf(r + E) = r + a&* + * . * . (2.3) 
In other words, Newton’s method is quadratically convergent. For a root 
of multiplicity > 1, Newton’s method is linearly convergent. That is 
Tf(r + E) = r + 1 - i E + . . * , ( 1 (2.4) 
and so 
T”(r + E) = r + 
( 1 
1 - i ” E + . . * . 
Asymptotically, for IzI % r’s, we have 
1 
‘(‘) = ’ + Z(ll(ri - Z)) 
1 
= z + X(1/(-z)) 
(2.5) 
(2.6) 
1 1 
=z+q= z l--J. ( 1 
Note the similarity in the right-hand side of (2.4) with that of (2.6); geo- 
metrically a d-tuple root and IzI 9 r’s look similar. 
We would like to know what Newton’s method looks like, not only very 
near the root or very far away, but also in between. 
THEOREM 2.1. Let 1 be a line separating 0 from the roots, {r;}, off. 
Then Tf(O) lies on the side opposite from 0 of the line 1’ = (l/d)l, i.e., the 
line parallel to 1 and d times closer to 0. 
Proof. (See Fig. 2). We recall that the mapf: C + C given by f(z) = I/ 
z maps circles and lines to circles and lines (not respectively). If the roots, 
{ri}, lie in the half-plane H, then {llri}‘s lie in a ball, B, through 0. Then, 
since B is convex, the sum of the {llri}‘s will lie in the ball dB; and 
its reciprocal hence lies in the half-place (l/d)H, whose boundary is 
(l/d)l. w 
We will give another instance where the geometry of Newton’s method 
makes things a bit simpler. Before we saw that for a root, r, of the 
polynomial f, 
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FIG. 2. For Theorem 2.1. 
and concluded that near r, Newton’s method converges to r, i.e., &(r) C 
{basin of r} for some 6 > 0. We now want an estimate for 6. 
THEOREM 2.2. Let 7 = minr,fr]ri - rj and 6 = q/2d. Then I&(r) C 
{basin oft-}. Furthermore, z E I&(r) implies jTf(z) - r/ 5 (1 - F)/Z - r( for 
some E > 0 depending only on d. 
Proof. An easy calculation-see Appendix A. n 
By an invariant curve we mean a curve $: R + C such that 
T’(4W = 40 + 1) (2.8) 
for all t E R. Note that if 4(t) lies in the basin of r, for some root r, for t E 
[0, 11, then so would 4(t) for any t < 0 and any t > 0. We will prove that 
for each vertex, r, of (rj), there will be an invariant curve from r to ~0 in the 
exterior wedge of r (and an open set about the curve) which lies in the 
basin of r (see Fig. 3). 
LEMMA 2.3. If z lies on the bisector of the exterior angle at r, then 
Tf(z) lies in the exterior wedge at r. 
Proof. In Appendix A. n 
Let r be a vertex of (r/)3 and let z be a point within I&(r), S as in Theorem 
FIG. 3. Some parts of the basins. 
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2.2, and lying on the bisector of the exterior angle at r. Then Tf(z) lies in 
&(r) and in the exterior wedge at r. We construct an invariant curve 4: R 
--, C by defining 4(O) = z, +(l) = T’(z), and 
for 0 5 t 5 1 4(t) = (1 - t)z + (QTf(z). (2.9) 
Since B&(r) and the exterior wedge at r are convex, it follows that 4(t) E 
B*(r) and lies in the exterior wedge for all t E [O, 11. 
(The reader may note that the definition in Eq. (2.9) is rather arbi- 
trary-all we need is that 4(t), for t E [0, 11, lies in the exterior wedge and 
B&9.) 
One can use Eq. (2.8) to extend the curve $I to all of [0, ~1, but the 
important step is to extend + backward to --tc. 
We can always extend the curve backward for a short time (uniquely) 
as long as TT’ # CQ (or 0). By Lucas’ theorem we have that f, f’, and f’ 
have all their roots in (rj). Since 
Tj(z) = fklf”(z) 
cf ‘kN2 ’ (2.10) 
it follows that we can extend 4 backward at least as long as + remains 
outside (rj). 
But on the other hand, when we extend 4 backward, we will never 
leave the exterior wedge at r-if 4 left the wedge it would do so at some 
initial time, TO. But it is easy to see that any point on the boundary of the 
exterior wedge is mapped to a point outside the exterior wedge (assuming 
the wedge is nondegenerate; see Fig. 4). 
Hence we can extend 4 backward to all of R. 
Remark. In the degenerate case of all roots lying on one line segment, 
4 is just the continuation of the line segment. 
We want to prove that as t --, -w, 4(t) + to. For this we need the 
following theorem: 
THEOREM 2.4. Let the angle at r be cx. Then 
FIGURE 4 
20 JOEL FRIEDMAN 
Proof. Let t be fixed and let z = $(t - n). Let 1 and I’ be the lines 
depicted in Fig. 5, through z and parallel to the interior angle boundaries. 
By Theorem (2. I), Tf(z) = +(t - y1 + 1) and z must lie on opposite sides of 
both I,( 1 - l/d) and 1:( 1 - I/d). Applying T recursively it follows that 4(t) 
is contained in the diamond pictured above, bounded between (1 - l/d) 
times 1, and 1: and the exterior angle at r. It remains to prove the following: 
LEMMA 2.5. Let ABCD be a parallelogram. Let LC = (Y, and let E be 
any point in ABCD. Then 
Proof. See Appendix A. n 
COROLLARY 2.6. 4(t) + 03 as t + --03. 
At this point let us stop for a few remarks: 
1. To estimate Ad we only need a sequence of points which are 
successive backward iterates of Tf and which are reasonably well be- 
haved. The invariant curves are a technical convenience which gives us a 
lot of such sequences. 
2. At this point we start to see some of the picture. We claim that 
the invariant curve is surrounded by an open region of points in the basin 
of r; more generally, If is an open set. The reason being that if z lies in the 
basin of r, then T?(z) lies in the interior of B8(r) for some n. Then TT” = 
(Ti’)“, defined locally at z, gives us a neighborhood about z which lies in 
the basin of r. 
I’ 
‘. 
FIGURE 5 
CONVERGENCEOF NEWTON'S METHOD 21 
3. ESTIMATINGTHE AREA OF THE BASIN NEARTHE 
INVARIANT CURVES 
For each invariant curve constructed in Section 2, there is an open set 
containing it and lying in the basin of a root. We want to estimate the area 
of these open sets to get a lower bound on the density of I,. To do this, we 
will fix a vertex, r, of(q) whose interior angle is slr(l - 214. Such an r 
always exists since the average angle of an m-gon is ~(1 - 2/m). Let 4 be 
the invariant curve described in Section 2 determined by having I#J(O) be 
the point on the bisector of the exterior angle satisfying I+(O) - r( = 6/2. 
For a fixed r and 6 we define for z E Image 4, 
p(z) = sup{p : B,(z) C (basin r)}. 
It is convenient to define 
(3.1) 
In this section we will prove 
THEOREM 3.1. e(z) > (l/d)cd2’ogd. 
COROLLARY 3.2. 
Af > (~(ll~)cd”“~d)2/~B2(0)( = (l/d)c’dz’ogd. 
First we will give some intuition of why Theorem 3.1 should be true. 
Far away, when Iz] is> It-I, Tf(z) = z(l - l/d) f lower order terms. It 
follows that 
ITf(‘) - ri dTf(z)) are both 1
Iz - rl ’ p(z) 
so that 
Hence 
wb(t - n)) = W(f - 4) wa - 1)) 
wm) w4f - n + 1)) ’ ’ ’ e(w)) 
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= l+ O rj$q + I(b(t - I)/ l + - . - i 
= l + O c,,tt,l ’-1 
because the sequence j+(t)/, /4(t - l)j, . . . behaves roughly like a geo- 
metric series, according to Theorem 2.4. 
So if z is far enough from all the roots, there is little difference between 
B(z) and O(T’n(~)) for any positive integer IZ. There may be other ranges of 
z for which 8 does not change much. When we cannot prove that this is 
the case we will use 
LEMMA 3.3. There exist constants t.~ and c, independent of d, such 
that ifs 5 0 and 0(+(s)) < p/d then 
e(m) 
L9(f#J(s + 1)) 2 5 (3.2) 
Proof. See Appendix A. n 
It is in this lemma that we get the main contribution for the lower 
bound. It turns out that we will apply Lemma 3.3 about d2 log d times to 
get a bound on 8, namely for t E [0, l] and integer n we have 
. . . w(t)) I 
The rest of the time 0 will not change much. 
Now we give more ranges of I#J where the ratio of the 8’s does not 
change much. 
LEMMA 3.4. There exist p and c independent of d such that the follow- 
ing is true. Let m and h4 be positive integers with m < M. Assume that for 
each n E [m, M], n integer, we have 
fori= 1,. . . ,k 
fori=k+ 1,. . . ,d 
for some k 2 2. Then 
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I$(t - n + 1) - rl 5 1 - 2d 
for n E [m, M]. Zf, in addition, for m < n 5 M we have 
W(t - 4) < 5, 
23 
then 
e($(t - M)) 2 H(+(t - m)). 
Proof. See Appendix A. n 
LEMMA 3.5. For t E [0, l] we have 
Proof. Since 4(O) and +(l) lie in l&(r), so does 4(t) for t E [0, 11, and 
hence p(4(t)) L 6/2 so that 6($(t)) 2 1. n 
We are now ready for the lower bound 
THEOREM 3.6. For any s 5 1 we have 0($(s)) 2 (lld)cd2’ogd. 
Proof. Let s 5 1. Let t E [0, l] and n be a positive integer such that 
s = t - n. By Lemma 3.5 we have 
e(#J(t>> 2 1 2 $, (3.3) 
if ,u is sufficiently small. Let no be the largest integer In such that e(4(t - 
no)) 2 p/d, where ZJ is sufficiently small to make Eq. (3.3) and Lemmas 3.3 
and 3.4 hold. We write 
w4 - 4) wdt - 4) = [e(s(t _ ew - n0 + 1)) n + 1)) * * * w(t - no)) 1 m(t - no)). 
Let Z denote the subset of positive integers m such that 
C Jri - rl d2 
z % I+(t 5 - for some i, -m)-rj c (3.4) 
24 JOEL FRIEDMAN 
with c as in Lemma 3.4, and let J denote the set of positive integers not in 
I. By Theorem 2.4 we see that the size of Z is at most cd2 log(d)-for each 
of d - 1 possible ri’s, each one can satisfy (3.4) for at most cd log d values 
of m. Hence, by using (3.2), 
l-I 
O(+(t - m + 1)) z 1 Cd2’ogd 
mEl,ni+m<n 0 O(c$(t - m)) ;i * 
If m 2 120 and m E J, then +(t - m) must lie outside of Z&2 (or else f3(4(t - 
m)) 2 l), and thus there are at least two roots rj with 
lri - yI 
I4(t - m) - t-1 s 2’ 
It follows that J n [no, n - l] consists of a union of at most d - 1 
sequences of consecutive integers, each satisfying the conditions for 
Lemma 3.4. Applying Lemma 3.4 we have 
r-I t?(t$(t - m + 1)) , 
mEJ,norm<n e($(t - m)) - 
Hence 
x /3(4(t - no)) 2 (f)‘““““. n 
APPENDIX A: SOMECALCULATIONS 
LEMMA 2.5. Let ABCD be a parallelogram. Let LC = (Y, and let E be 
any point in ABCD. Then 
Proof. Clearly we only need show the above for E = B or D, and by 
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symmetry only for E = B. Consider triangle ABC. Then LB = r - (Y and 
LA = p, LC = y with (Y = p + y. Then, by law of sines, 
lfw __ sin Q 
(BCI= sin p’ 
Since p satisfies 0 5 j3 I (Y, we have 
LEMMAA.~. Letr = rl =. *. = rk, k L 1, and let r) = min,+,lri - rl. 
Then ITS - rl I (1 - E)~Z - rj $1~ - r( I q/2dfor Some E depending 
only on d. 
Proof. After a linear map (a translation, rotation, and dilation) we 
may assume z = 0 and r = -$. Assuming ql2d 1: Iz - rl = t, we have r) > 
d. Thus, the r:s not equal to r lie outside of Bd-1,2(0), and so 
Furthermore, since l/r = -2 we have that 
E &d-2)/w 1,(-W 
which lies in the interior of 
{Y : WY) < -I), 
since 1 I k 5 d and (2d - 2)/(2d - 1) < 1. Since the map y + l/y maps 
{y: Z(y) 5 -1) to B,I~(-&), we have 
{y: l/y E Bcti-1j,(2d-d)(-2k) for some k = 1, . . . , d} C Bcl-&-&) 
for some E > 0. Reversing the linear map sending z, r to 0, -4 yields the 
lemma. n 
THEOREM 2.2. Let r] = min+lri - r[ and 6 = n/2d. Then B&) C 
{basin ofr}. Furthermore, z E B*(r) implies ITf(z) - rl I (1 - E)\Z - rlfor 
some E > 0 depending only on d. 
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Proof. By Lemma A. 1, z E Ba(r) implies ITf(z) - rl 5 (1 - E)(Z - r, as 
well as ITT(z) - rJ 5 (1 - E)“(z - rj and thus T;(z) + r. n 
LEMMA A.2. Let yl, . . . , y,,, lie in the wedge W of angle CY 5 v with 
vertex 0. Then 
Proof. By a rotation we may assume that W = {z : jarg(z)( 5 a/2}. Then 
we have 
IY1 + * * * + Ym12 2 ImY, + * . * + YrJ2 
zz (lull + * . * + jy,p cog ; 0 
22 (lY,12 + * . * + Iy,12) COG ; , n 0 
LEMMA A.3. Let 1 be the line through r and perpendicular to the 
bisector of the interior angle at r with respect to the polygon (rj). Let H, 
be the set (half-plane) of points lying to the side of 1 opposite from (rj). 
Then if z E H, we have 
IT;(z)\ 5 1 + 
1 
cos2((7r + a)/4)’ 
where (Y = Lr. 
Proof. (See Fig. 6). We have 
C(l/(z - ri))2 
T’(z) = ’ - [C(l/(Z - ri))12’ 
We can assume that 1 is parallel to the imaginary axis. 
(A.1) 
FIGURE 6 
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FIGURE 7 
If z lies above the bisector of Lr, then the z - F-~‘S lie in the wedge W = 
{y : -n/2 5 arg(y) 5 a/2}, a wedge of angle r/2 + oL/2 (see Fig. 7). If z lies 
below the bisector of Lr, then similarly the z - rts lie in a wedge of angle 
a/2 + a/2. It then follows that the l/(z - TJ‘s also lie in a wedge of angle 
r/2 + (~12. Combining Eq. (A.l) with Lemma A.3 yields the lemma. n 
LEMMA A.4. Let W be a wedge of angle (Y < 7 and let w E W. Then 
for any w’ E W. 
Proof. We can assume w = 1. Let w’ E W and let w’ make an angle of /3 
with the x-axis. Then IpI - = (Y. If (~1 5 7r/2 then clearly 11 + w’j L 1. 
Otherwise, from Fig. 8 we can see that 
11 + w’( 1 sin(7r - p) = sin p 2 sin cr. W 
LEMMA AS. Let z lie in the exterior wedge at r, let QI = Lr, and let r’ 
# r be a root off with 
r’ - r I I - Iv. z-r 
Then 
, hw’ (as close to 00s possible) 
FIGURE 8 
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for some absolute constant c. 
Proof. We can assume z = 0, r = 1. We let all the ri’s lie in the wedge 
determined by the interior angle at r, 
W = {w : & 5 arg(w - 1 5 &}, 
with & - 8, = CY. Since z is in the exterior wedge we have 
W C W’ = {w : 6+ 5 arg(w) 5 0,). 
It follows that all the llri’s lie in 
W” = {w: --8* 5 arg(w) 5 -0,). 
Hence 
where w E W”. Since Jr’\ I v + 1 we have by Lemma A.4 that 
(A.21 
Since 
1 
Tf(Z) = z(llri) = 
1 
1 + (l/r’ + w) 
and since the quantity on the right-hand side of Eq. (A.2) is always 11, it 
follows that 
IT’(z) - 11 L= 5 
sin ff, if (Y 2 7~12 
1, if ff < ~12 
for some absolute constant c. n 
COROLLARY A.6. Let 4 be the curve de$ned just before Lemma 3.6. 
Then 4(t) 2 &Id2 for t 5 1 for some absolute constant c. 
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Proof. Since I+(O) - r( = 6/2 we can apply Lemma A.5 with v = 4d 
and (Y s ~(1 - 2/d) to obtain l+(l) - r( L c61d2 for some absolute constant 
c. It then follows that (4(t) - rj B c6/d2 for any t E [O, 11, and therefore 
also for any t < 0 since ITf(z) - rl 5 jz - r] for z E &(r). n 
LEMMA 3.3. There exist constants p and c, independent of d, such 
that ifs 5 0 and 0(4(s)) < p/d then 
Proof. Let z = 4(s). The mean-value theorem implies 
p(T@3 5 P(Z) max ITi(t;)l. 
ZIqdz) 
For /.L sufficiently small (independent of d) we have 5 E BpCzj(z), p(z) 5 
(pld)lz - rj, and the fact that z lies in the exterior wedge at r together 
imply 5 E H, and thus 
max Pm zs 1 + cos*((nl+ a),4) I cd=. 
e44 
Since z = +(s) with s 5 0 we have by Lemma A.6 that Iz - r] 2 c6/d2 
and thus 
r’ - r I I 2dS - < - = C’d3 z-r - &Id2 
for some root r’ # r. Hence by Lemma A.5 
Thus 
e(z) IT’.(z) - rl > c P(Z) 
8(Tf<z>> > p(Tf(z)) Iz - rl - d6’ ’ 
LEMMA A.7. Let z lie on the bisector of the exterior angle. Then Tflies 
in the exterior angle. 
Proof. It suffices to prove it for z = 0, r = 1. The map y ---, l/y maps 
the wedge W = {z : jarg(z - 1)) 5 a/2} to the lune (intersection of two 
circles) L with vertices at 0 and 1 and of angle (Y (see Fig. 9). 
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FIGURE 9 
It follows that 
lies in the wedge 1 + (d - l)L, since one of the ri’s is 1. Since 1 + (d - 1)L 
is a subset of W, its reciprocal, T’(z), lies in L. Since L lies in the exterior 
wedge, we are done. n 
LEMMA 3.4. There exist p and c independent of d such that the follow- 
ing is true. Let m and M be positive integers with m < M. Assume that for 
each n E [m, Ml, n integer, we have 
fori= 1,. . . ,k 
fori=k+ 1,. . . ,d 
and 
e($(t - n)) -=l$. 
Then 
W(t - MN 2 ~~(~(t - m)). 
Proof. Letzbesuchthatlr-r#z-r/sEfori= 1,. . . ,kand 
Ir-riJ/lz-rJzBfori=k+ 1,. , . ,d.Fori= 1,. . . ,kwehave 
1 1 
I I 
rj - r --- = 
ri - Z r-z (r - Z)(C - z) 5 +J 1 ” E 
since 
Iri - zJ 2 jr - z( - Ir - ri( 2 jr - Zl(l - e). 
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Fori=k+ 1,. . . ,dwehave 
31 
Thus 
and so 
Wz) - r = z - (r - z)lk[l + O(d/B + dc)] - r 
z-r 2-r 
64.3) 
= 1 -;+o($+dc)* 
For 
Y E b+~Az) 
we have 
Iz - rj (1 - $) 22 (y - rl 5 )z - t-1 (1 + $). 
Assuming, say, pld 5 4, we get for i = 1, . . . , k 
1 
-= 
ri - Y 
y-$ (1 + O(4), 
(A)’ = (A)’ (1 + O(e)), 
andfori=k+ 1,. . . ,d 
1 
- = & 0(1/B), 
ri - Y 
(A)’ = (A,’ 0(11B2). 
32 JOEL FRIEDMAN 
Thus 
W(Y - f-i))* 
T’(y) = * - [Z(l/(y - ri))]* 
= 1 _ (k/(y - r)*)(l + O(d/B* + d.s)) 
(k/(y - r))*(l + O(d/B + de))* 
= 1 -;+O($+,). 
Hence, assuming p(z) I (p/d)Jz - rl we have 
O(z) P(Z) Iq(z) - 4 -=- 
fW..(zN PUXZN lz - 4 
= 1 +O($+dc), 
where the constant in 0( ) is absolute. 
If d/B and d& are sufficiently small, say ~1/2d, then from Eq. (A.3) 
lTf(z) - rl 1 ,Z-r, 51-;+p1-+-& 
So given m < A4 and k integers with 
Iri - rl 
i 
< cld*, fori= 1,. . . ,k 
144 - n) - r( > d*/c, fori=k-t 1,. . . ,d 
for all n E [m, M] and for some c sufficiently small, we have 
k#J(t - M) - rl + I$J(t - M + 1) - rl + * . * + ]$(t - m) - r-1 
5 I&t - M) - r( (1 + (1 - $) + (1 - g + * * .) 
I Ic$(t - M) - r12d 
and 
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Letting s = maXisk[Ti - r[ and S = mini>k(ri - rl we have, assuming 6(+(t - 
n)) 5 jkzfor n E [n + 1, Ml, 
fw4t - MN e(+(t - m - 1)) 
e(cp(t - it4 + 1)) ’ ’ ’ e(+(t - WI)) 
$-o( s 
I w  -  9 -  rl d + d 
i=m (f## -‘i) - r( 1 
1 - cl y I’(’ -;I - ‘I d + d ,9tt /.) _ 
i=m 1 r 
I 
1 - c,2d ( Id@ - M, - d d + d s IW - sm, - rl 
1 - Cl -$ 2d2 + -$ 2d2) 2 1 - q(2c + 24, 
where cl is an absolute constant. So for c sufficiently small and ~1/8cl the 
lemma is proven. W 
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