Bias in training data and proxy attributes are probably the main reasons for unfair machine learning outcomes. ML models are trained on historical data that are problematic due to the inherent societal bias. Besides, collecting labeled data in societal applications is challenging and costly. Subsequently, proxy attributes are often used as alternatives to labels. Yet, biased proxies cause model unfairness.
Introduction
Data-driven decision making plays a significant role in modern societies. Data science and advanced computational methods have enabled it to make wise decisions and to make societies more just, prosperous, inclusive, and safe. With this unique opportunity, however, comes to a lot of responsibilities as improper development of data science technologies can not only fail to but also make matters worse. For example, judges in the US use background information of the individuals for setting bails or to sentence criminals. This is useful as it can lead to safer societies, but at the same time has the potential to significantly impact the lives of individuals if not developed properly. For instance, the recidivism scores provided for the judges are highly criticized to be racist, since it turns out they assign higher risks to African American individuals (Angwin et al., 2016) .
Machine learning (ML) is in the center of data-driven decision making as it provides insightful unseen information about phenomena based on available observations. For example, ML has enabled "precisely" classifying emails to spam or regular email, based on the text and other features an email contains. Image classification, traffic prediction, personal assistive tools, and product recommendations are a tiny fraction of other examples ML has made significant advancements.
Machine learning has also been used for evaluating individuals and making decisions about human beings and society. In this context, similar to other applications, ML models try to learn the system (individuals and society) based on some observations (historical data). Blindly applying machine learning without paying attention to societal impacts, however, can lead to significant issues such as biased decision making, resulting in racism or sexism. The following are two major reasons for this to happen:
• Bias in training data: ML models use the background information of individuals and information that are biased due to the historical discrimination against different groups in society. For example, redlining is a historical systematic denial of services against (mainly) specific racial communities, leaving its footprint up to the day and the existing data records (Jan, 2018) . Gender bias in Data (Perez, 2019) , including health care (Pley & Keeling, Sep. 2019 ) is yet another example of bias in training data.
• Proxy attributes: labeled data is the corner-stone of supervised learning. Yet, there often exists no (or limited) labeled data in societal applications. For example, the aforementioned recidivism scores (used by judges) are supposed to show how likely an individual is to commit a crime in the future. Another example can be highlighted in the context of college admission where the goal is to admit students that are likely to be most successful in the future. Training data with such information is either not available or there exists a very limited number of labeled data. As a result, other available attributes are usually used as proxies for these attributes. For instance, "getting arrested by cops" may be considered as a proxy for committing a crime, GPA for future success in college.
Machine learning models rely heavily on the data and the data can be highly biased. The decisions made from the arXiv:2001.01796v2 [cs. LG] 16 Jan 2020 output of a model based on a biased labeled dataset can result in discrimination and unfairness. A job platform can rank less qualified male candidates higher than more qualified female candidates, (Lahoti et al., 2019) . As a result, a new paradigm of fair machine learning has emerged. Fairness has a different definition is measured in various ways. To further clarify these points, in the following we provide two running example applications that we shall use during the paper for clarification. We also use these examples for setting up experiments on real-world data as proof of concept and to validate our proposal. Example 1. To help judges make a wise decision when setting bails, a company is interested to create a model to predict recidivism; that is, how likely an individual is to commit a crime in the future. Suppose the company has access to the background information of some criminal defendants 1 . The collected data, besides being limited in the count, is not labeled. That is because the information about whether or not an individual will commit a crime in the future is not available at the time of trial. Considering a time window, labeling an individual in the dataset is possible by checking the background of the individual within the time window after being released. This, however, is not easy, may be associated with a cost, and may need expert efforts for data integration and entity resolution. Example 2. A loan consulting company is about to create models that help financial agencies identifying "valuable customers" that will pay their loans off on time. The company has collected a dataset of customers who have received a loan in the past few years. In addition to the demographic information, the dataset includes background information such as education level and income of individuals. Unfortunately, at the time of approving loans, it is not known if the customer will pay his/her debt on time, and hence, the data is not labeled. Still, the company has hired experts that given the information of an individual who has received a loan in the past, can check his/her background and identify if the payments have been made on time. Of course, considering the costs associated with a background check, it is not viable to freely label the customer information.
Both of the above examples use historical data for building their models that, as we shall investigate in our experiments, are biased. For instance, the income in Example 2 is known to include gender bias (Jones, 1983) or prior count in Example 1 is racially biased (Angwin et al., 2016) . Also, both datasets are unlabeled. A data scientist may decide to use the (problematic) proxy attributes for training the model. Another alternative is (depending on the available budget) to randomly label a subset of data and use it for training.
1 Such information is provided by the counties' sheriff offices in the US. For instance, ProPublica used information obtained from the Broward County Sheriff's Office for the COMPAS dataset. https://bit.ly/36CTc2F A more responsible solution, however, is applying active learning and using expert oracles for gradually labeling the data. In these cases, allowing the model to choose from its unlabeled training set will minimize the labeling cost. Active learning (Settles, 2009 ) sequentially chooses the unlabeled instances to be labeled by an oracle, if there is a value-added by that instance to the approximated model. The model trained through an active learning framework is performing well with less and selective training data. There are different sampling strategies, which select instances from the pool of unlabeled data points according to their informativeness. The most commonly used measure of informativeness is the classification uncertainty, where the classifier is most uncertain about the label of an instance. Active learning has been extensively studied in machine learning which we shall further elaborate in § 2.2.
Unfortunately, as the best of our knowledge, none of the existing work in active learning consider the societal impacts of these models such as fairness and solely optimize for maximizing accuracy. This is our objective in this paper. We aim to design an active learning technique to generate fair outcomes. As we shall further elaborate in § 2.3, we define the notion of fairness with respect to sensitive attributes such as race and gender. Focusing on the group fairness (Dwork et al., 2012; Li & Cropanzano, 2009) , we consider a model fair if its outcome does not depend on the sensitive attributes. That is, we adopt demographic parity, one of the popular fairness measures (Kusner et al., 2017; Dwork et al., 2012) . Although we consider model independence as our measure of fairness, in § 4, we shall show how to extend our results for other notions of fairness based on separation and sufficiency (Barocas et al., 2019) .
In this paper, we introduce fairness in active learning for constructing a fair learning model with limited labeled data. We carefully provide theoretical background and propose the fair active learning (FAL) to balance model performance and fairness. We conduct comprehensive experiments on real datasets to show that performing active learning while considering the fairness constraint can significantly improve the fairness of a classifier while not significantly impacting its performance. As we shall present in § 5, our experiment results across different fairness metrics confirm improvements in fairness by around 50% without major reductions in model performance. In summary, our contributions are as following:
Summary of contributions.
• Carefully formalizing terms and background, we present different fairness measures based on model independence.
• We introduce fairness in active learning, an iterative approach that incorporates the fairness measure in its sample selection unit and constructs a fair predictive model as a result.
• We propose the expected fairness measure for unlabeled sample points based on the best-known estimate of the function.
• We conduct comprehensive experiments on real-world data, considering different fairness metrics based on model independence. Our results show an improvement of around 50% in fairness measures while not significantly impacting the model performance.
• We discuss how to extend our framework for different fairness measures.
In the remainder of this paper, we start with a background on active learning and our fairness model in § 2. In § 3, we will present the Fair Active Learning (FAL) framework, which enables practitioners to build a fair ML model with limited labeled training data. The proposed framework is flexible to incorporate different measures for model performance and fairness. We will provide our comprehensive experiment results in § 5. In § 4, we will discuss how to extend our proposal for different fairness measures and conclude the paper in § 7.
Background

Data Model
We assume the existence of a (training) dataset D with n instances, each consisting of d features {x 1 , x 2 , · · · , x d }.
For a data point P i ∈ D, we use the notation X (i) j to refer to the value of X (i) on feature x j . We also assume each data point is associated with at least one sensitive attribute S. As we shall further explain in § 2.3, sensitive attributes such as gender and race are non-ordinal categorical attributes used in the fairness model. We use the notation S (i) to refer to the sensitive attributes of P i ∈ D. Without loss of generality and to simplify the explanations, unless explicitly stated, we assume S is a single sensitive attribute. Still, we would like to emphasize that our techniques are not limited to the number of sensitive attributes. Each data point P i is also associated with a label attribute y (i) with K possible values {y 1 , · · · , y K }. We assume the labels of the data points are initially unknown. In § 2.2, we will explain how to obtain the label of a data point P i . At any moment during the training process, the subset L ⊆ D of data points for which labels are known is referred to as labeled pool and the rest of them U = D − L are called as unlabeled pool. We note that every entry in U is identified by the pair X (i) , S (i) , while every entry in L is the triple X (i) , S (i) , y (i) .
Learning Model
Pool-based active learning for classification was introduced in (Lewis & Gale, 1994) . The objective is to learn a classifier function C : R d → {0, · · · , k} that maps the feature space to the labels. We useŷ = C(X) to refer to the predicted label for X. Recall that data points are initially unlabeled. Active learning assumes the existence of an expert oracle that given a data point P provides its labels. Labeling, however, is costly and there usually is a limited labeling budget B. Using the sampling budget, one can randomly label B data points and use them for building a classifier. The challenge, however, is to wisely exhaust the budget to build the most accurate model. Different sampling strategies have been proposed in the context of active learning. Uncertainty sampling (Lewis & Gale, 1994) is probably the most common strategy in active learning for classification. It selects data points for labeling such that the model variance maximally is minimized. It chooses the point P ∈ U that the current model is least certain about its label. At every iteration of the process, let the classifier C(.) be the current model, based on the set of labeled data L. For every data point P i ∈ U with features X (i) , let P(y = k|X (i) ) be the posterior probability that its label y (i) be k based on C(.). By maximizing the uncertainty, active learning select the points that are close to the decision boundary, where we are least certain about the class label. Uncertainty can be defined in different ways (Settles, 2009 ). In general, uncertainty sampling refers to maximum entropy (Shannon, 1948) . Equation 1 denotes the entropy formulation for classifying X ∈ U with y ∈ {0, 1} based on the probability obtained from the classifier C(.).
Algorithm 1 presents the active learning algorithm, using Equation 1. Iteratively, the algorithm selects a point from U to be labeled next. It uses the classifier trained in the previous step to obtain class probabilities P(.) (initially, all the probabilities are equal), and to calculate the entropies. The algorithm passes the selected point to the labeling oracle, acquires its label, and adds the point to the set L: the set of labeled instances. It uses L to train the classifier C t , where t shows the current iteration. This process continues until the labeling budget gets exhausted.
(Un)Fairness Model
Following many of the existing work, while founding our model on societal norms of fairness (Barocas et al., 2017) , Algorithm 1 Active Learning 1: for t = 1 to B do 2:
3: y = label X * using the labeling oracle 4: add X * , y to L 5:
train the classifier C t (.) using L 6: end for 7: return C t (.)
we develop our fairness model on the notion of model independence or demographic disparities (Barocas et al., 2019; Žliobaitė, 2017; Narayanan, 2018; Zafar et al., 2017; Asudeh et al., 2019a) , also referred by terms such as group fairness (Dwork et al., 2012) , statistical parity (Dwork et al., 2012; Simoiu et al., 2017) , and disparate impact (Barocas & Selbst, 2016; Feldman et al., 2015; Ayres, 2005) . Although our main focus in this paper is on fairness based on model independence, in § 4 we shall show how to extend our framework for other measures based on separation (ŷ⊥S | y) and sufficiency (y⊥S |ŷ) (Barocas et al., 2019) .
Of course, disparities in the model does not necessarily imply that the designers intentionally want them to arise. The problem occurs since these models fully rely on (biased) historical data for learning a system; hence, the historical disparities in the data causes the (unintentional) bias in the model. We believe that machine learning practitioners are responsible to intervene in the modeling process (in different learning stages) and mitigate the disparities of the model.
Given a classifier C(.) and a random point X, S , labeled asŷ = C(X), demographic parity holds iffŷ⊥S (Barocas et al., 2017; 2019) . Consider a binary classifier and think ofŷ = 1 as "acceptance" -in Example 2, the group that receive a loan. Demographic parity is the condition that requires the acceptance rate to be the same in all groups of S (Barocas et al., 2019) . Under demographic parity, for a binary classifier and a binary sensitive attribute, all of the followings hold:
1. P(ŷ = 1|S = 0) = P(ŷ = 1|S = 1): The probability of acceptance is equal for members of different demographic groups. For instance, in Example 1 members of different demographic groups have an equal chance for being classified as low risk.
2. P(S = 1|ŷ = 1) = P(S = 1): If the population ratio of a specific group is ρ, the ratio of this group in the accepted class is also ρ. For instance, in Example 2, let ρ be the ratio of females in the applicants' pool. Under demographic parity, females will have the same ratio of ρ in the set of admitted for the loan.
3. I(ŷ; S) = 0: Mutual information is the measure of mutual dependence between two variables. Under demographic parityŷ and S are independent, hence their mutual information is zero. That is, the conditional entropy H(S|ŷ) is equal to H(S).
4. cov(ŷ, S) = 0: Under demographic parityŷ and S are independent. As a result, the covariance cov(ŷ, S) is equal to zero.
These, however, hold when demographic parity holds. A disparity (or unfairness) measure can be defined using any of the above quantities. Table 1 summarizes some of the ways the disparity can be measured. As stated in the first row of the table, mutual information and covariance (or correlation) provide two natural measures. Another way of quantifying the disparity is by subtracting the probabilities (Row 2 of Table 1 ) or the ratios between probabilities (Row 3 of Table 1 ). Consistent with Row 2, we defined the ratiobased measures such that zero is the maximum fairness and the measure is in the range [0,1].
Recall that we consider the societal norms, which is not always quite aligned with statistical measures. Due to the societal discrimination against some minority groups, social data is usually "biased" (Olteanu et al., 2019) . Hence, actions known as reverse discrimination (such as affirmative action) are taken to increase the presence of underrepresented groups in the outcomes. Such fairness guidance is usually provided by law. That can be viewed as a higher acceptance probability for certain protected groups of sensitive attributes. In this paper, we do not limit ourselves to any of the (demographic disparity) fairness measures and give the user the freedom to provide a customized measure. That is, we are agnostic to the choice of fairness measure. Also, although we used a single binary sensitive attribute for the explanations and measures, we would like to mention that a measure can be defined over multiple non-binary sensitive attributes with overlapping protected groups. Again, we allow the data scientist to provide such customized measures and our model is agnostic to the choice of fairness measure based on demographic parity. Generalizing our notion of fairness to any measure based on demographic disparity, in the rest of the paper, we use the notation F(S, C(.)) to refer to the (user-provided) fairness measure. Also, when S is clear by context, we simplify the notation to F(C(.)).
Finally, algorithmic fairness can be achieved by intervention at pre-processing, in-processing, or post-processing strategies (Friedler et al., 2019) . This paper provides an in-process strategy for fairness.
Fair Active Learning
Smartly selecting samples to label, active learning has the potential to mitigate algorithmic bias. We note that biased training data cause ML models to be unfair. Hence, mitigating bias in the input data can resolve the fairness issues in the model. For instance, consider a linear regression model in form ofŷ = θ X. Also, let the covariance between the model outcome and a sensitive attribute S be the measure of fairness. Theorem 1 shows that cov(S,ŷ) only depends on cov(S, X) and θ.
Assumption 1. There is a linear relationship between X and y.ŷ = θ X. Theorem 1. Under the Assumption 1. cov(S,ŷ) = θ cov(S, X).
Proof.
Following the above discussion, we note that the samples selected for labeling in an active learning framework can significantly impact the demographic parity of the trained model. Of course, achieving high model performance is the major objective in any machine learning setting, including active learning. However, blindly optimizing for model performance without considering fairness is problematic. On the other hand, optimizing for fairness, the model may lose its purpose for accuracy. For instance, in Example 2, consider a model that randomly (with equal probabilities) approves customers for a loan without even considering their qualifications. It is easy to see that this model satisfies demographic parity since the outcome probability is (random hence) independent from all features including S. However, such a model loses its purpose since its outcome does not provide any information about how qualified a customer is.
To balance the fairness and accuracy trade-off, in this paper, we introduce fairness in active learning to develop fair classifiers for applications with limited labeled data, similar to Example 1 and Example 2. The goal is to minimize the misclassification error as well as demographic disparity (c.f. § 2.3). Similar to regular active learning algorithms, Fair Active Learning (FAL) is an iterative process that every time selects a sample from the unlabeled pool U to be added to the labeled pool L. Different from other active learning models, however, FAL considers both fairness and misclassification error as the optimization objective for the sampling step. That is, to choose the next sample to be labeled, it chooses a one that contributes to both model accuracy and fairness at the same time. Specifically, following the literature, for a sample point X (i) , S (i) ∈ U, we choose Entropy H t−1 (y (i) ) for misclassification error, while considering demographic disparity F(C i t (.)) for fairness -C i t (.) is the classifier trained on L, after labeling the point X (i) , S (i) and H t−1 (y (i) ) is the entropy of the y (i) based on the current model C t−1 (.). Formally, the multiobjective optimization between misclassification error and fairness is as in Equation 3 shows:
The coefficient α ∈ [0, 1] is the user-provided parameter that allows her to tune the trade-off between fairness and model performance. Values closer to 1 put more emphasize on model performance, while smaller values of α put more importance on fairness (We experimentally observe in § 5 that setting α = 0.6 resulted in models with accuracy almost the same as regular active learning while it dropped the demographic disparity by 50%). Also, the values of entropy and fairness are standardized to the same scale before getting combined in Equation 3.
We note that sometimes fairness is in the form of a hard The optimization formulation in such settings can be formulated as follows:
Alternatively, one would consider misclassification error as hard constraint while optimizing for fairness. Both these models can be reformulated as unconstrained optimizations (as in Equation 3) using Lagrange multipliers (Rockafellar, 1993) .
Having discussed the optimization function, next we will provide the details of our FAL framework and its components.
Framework
At a high level, FAL is an iterative approach similar to regular active learning approaches. As shown in Figure 1 , the central component of FAL is the sample selection unit (SSU) that picks an unlabeled point X (i) , S (i) from U and asks the labeling oracle to provide its label. The labeled point X (i) , S (i) , y (i) then gets added to L, the set of labeled points. The set of labeled points are then used to train C t (.): the model at iteration t. Then at iteration t + 1, SSU uses C t (.) and picks the next point to be labeled. This process continues until the labeling budget gets exhausted.
The label selection unit is in charge of selecting the next point to be labeled. To do so, it uses Equation 3 to balance the trade-off between fairness and misclassification error. A problem, however, is that at the time of evaluating a point, we still do not know its label as it belongs to U. On the other hand, to calculate the fairness, we need to know what the model parameters would be after adding the current point which requires the label of the point. In other words, in order to pick the next point to be labeled according to Equation 3, we need all data points in U to be already labeled! This has contradiction with the fact that the points in U are unlabeled.
To resolve this issue, we replace the fairness of the model after adding a point, to the "expected fairness" after adding X (i) , S (i) to L. That is, we use Equation 5 for sample selection.
max
(5) Figure 2 shows how SSU computes the expected fairness after labeling a point X (i) , S (i) . It uses Equation 6 for computing the expected fairness:
where C j (.) is the model trained using L ∪ { X (i) , S (i) , y j }.
Following Figure 2 , for every point P (i) = X (i) , S (i) in the unlabeled pool, the SSU considers different value of y 0 · · · y K as possible labels for P (i) . For every possible label y j , it generates the intermediate model C j (.) trained using L ∪ { X (i) , S (i) , y j }.
Next, SSU needs to evaluate the fairness of C j (.). We note that the set of labeled points L has a different distribution from the underlying data distribution. That is because the labeled points are carefully selected from U and hence are not unbiased samples from the underlying data distribution. As a result, even though the model is trained using these data points, L cannot be used for evaluating the fairness of the model. On the other hand, the points in the unlabeled pool U are expected to be representative of the environment, i.e., the underlying data distribution. Therefore, to create a dataset for evaluating the fairness of a model, we draw random uniform samples from U and put them in a verification set V. The verification set is created once and used in different iterations FAL.
For every possible outcome y j for the point X (i) , S (i) , SSU requires to compute its probability. At every iteration t, the model C t−1 (.) created in the previous step shows the "best known" estimates for the outcome probabilities, according to the labeled data points. Hence, SSU uses C t−1 (.) for computing P(y = j|X (i) ).
Having the fairness measures and the probabilities for each of possible outcomes, the expected fairness is computed by train the classifier C t (.) using L 15: end for 16: return C t (.) Algorithm 3 ExpF input: X (i) , S (i) , V, L, Ct−1(.) 1: sum = 0 2: for j = 1 to K do 3:
train C j (.) using L ∪ { X (i) , S (i) , y j } 4:
compute F(C j (.)) using V 5: sum = sum + F(C j (.))P(y = j|X (i) ) 6: end for 7: return sum
Extension to Other Fairness Models
So far in this paper, we considered the fairness measures defined based on the notion of independence (ŷ⊥S). Here we discuss how our results can be extended for other measures based on separation (ŷ⊥S | y) and sufficiency (y⊥S |ŷ) (Barocas et al., 2019) , such as predictive parity, error rate balance, and accuracy equity (Narayanan, 2018) .
FAL follows balancing fairness and misclassification error, using Equation 5. Obviously the entropy term H t−1 (y (i) ) does not depend on the choice of fairness measure. Also, the abstract fairness term E F(C i t (.)) is not limited to a specific definition. However, despite being abstract, computing the expected fairness (based on separation or sufficiency) is challenging.
Looking at Figure 2 , recall that we use the verification set V for estimating the fairness of a model. As an unbiased sample set from U, V follows the underlying data distribution and, hence, can be used for demographic disparity. However, this set cannot be used for estimating fairness according to separation or sufficiency since its instances are not labeled. On the other hand, the pool of labeled data is not representative of the underlying data distribution.
Fortunately, in order to extend our framework for other fairness measures based on the true label, it is enough to label V. Once the points in V are labeled, it is easy to see that our framework works as-is for any such fairness measure. We understand that since the labeling budget is limited, labeling V may reduce the number of instances we can use for training the model. One resolution is to limit V to a small set and accept the potential error in estimating the probabilities. How small V can be to still provide accurate-enough estimations, besides other resolutions, are interesting questions that we will consider for future work.
Experiments
Experiments Setup
The experiments were performed on a Linux machine with a Core I9 CPU and 128GB memory. The algorithms were implemented using Python 3.7.
Datasets.
COMPAS 3 : published by Probuplica (Angwin et al., 2016) , this dataset contains information of juvenile felonies such as marriage status, race, age, different types of prior convictions, and the charge degree of the current arrest. We normalized data for the inputs and outputs to be mean zero and unit variance. We consider sex and race as sensitive attributes. Defining the default fairness measures on race, we filtered dataset to black and white defendants. The dataset contains 5875 defendants, after filtering. Following the standard practice Mehrabi et al., 2019; Dressel & Farid, 2018; Flores et al., 2016) , we use two-year violent recidivism record as the true label of recidivism, y (i) , for each individual. We set y (i) = 1 if the two year recidivism is greater than zero and y (i) = 0 otherwise.
Algorithms Evaluated
We evaluate the performance of three approaches and evaluate the performance of each through experiments. We use the standard logistic regression as the classifier in all cases.
Fair Active Learning (FAL). FAL, Algorithm 2, as described in § 3, has an optimization core, which maximizes the linear combination of entropy and expected fairness measures for sample selection. For each unlabeled instance in U, the expected fairness ExpF is calculated as in Algorithm 3. Briefly speaking, we add each unlabeled instance to the labeled pool with a predicted label each time and calculate the expected fairness. The two components of the optimization objective function, entropy, and expected fairness are on different scales. Consequently, assigning α value directly on these measures does not have an equal impact due to the magnitude of the measures. Let H min , H max , F min , and F max be the minimum entropy for the points in U, maximum entropy, minimum expected fairness, and maximum expected fairness, respectively. To ensure that the measures have the same format and the trade-off between two components is consistent, we standardize entropy and one minus expected fairness as in Equations 7 and 8, correspondingly.
Consequently, Equation 5 can be rewritten as:
Active Learning (AL). In AL, Algorithm 1, the sample selection is merely based on minimizing the missclassification error. To do so, we calculate the entropy of each unlabeled instances in U and choose the point with maximum entropy to label next. In AL, the focus of the sampling is on the prediction accuracy of the classifier.
Random Labeling (RL). As briefly mentioned in § 1, the baseline approach for the limited labeling context is to randomly label a subset of points in U. In RL, we ask the labeling oracle to provide the label of B samples and use them to train the classifier. 
Performance Evaluation
We evaluate the performance of FAL, AL, and RL, with different demographic disparity functions defined in Table 1 .
We labeled the Fairness measures as F airness ij , which is consistent with the corresponding cell that each measure is located in Table 1 . For instance, F airness 11 refers to Mutual Information located in cell [1,1] (first row and first column) of Table 1 . We study the trade-off between the accuracy and demographic disparity, by changing the coefficient α in Equation 5. We issued 10 different random splits for each scenario and considered the accuracy, F1-score, Precision/Recall, and the corresponding demographic function used in the optimization step, as evaluation measures.
In addition to Active Learning, Algorithm 3.1, we compare our results against Random Labeling (random labeling baseline). In the plots, we label the standard active learning algorithm as AL and the Random Labeling baseline is labeled as RL. We run the experiments on the different random split of datasets while varying the coefficient α for different Fairness metrics in Table 1 . We study the values of {0.6, 0.7, 0.8, 0.9} for α, plus AL and RL.
For COMPAS dataset, we split the dataset into training U 60%, verification V 20%, and testing 20%. We specify the maximum labeling budget to 400 based on the preliminary results, where the performance leveled off. In each FAL and AL scenario, we start with five labeled points and sequentially select points to label, until the 400 budget is exhausted.
Summary of results: The experiment results are provided in Figures 3-38 . We label each FAL scenario as FAL-F airness ij . In summary, the experiment results confirm the effectiveness of our proposal, since FAL could improve fairness significantly by reducing the disparities by around 50% in different scenarios (Figures 4, 8, 12, 16, 20, and24) while model performance and accuracy (Figures 3, 7, 11, 15, 19 , and 23) remained almost unchanged. Below, we explain different cases in detail.
Figures 3-6 corresponds to employing Mutual Information, F airness 11 , in optimization step. We note that adding the fairness measure to the optimization for candidate selection does not significantly impact the overall accuracy of the model across different α values. Compared to AL also, the accuracy does not drop dramatically. As we observe, the demographic disparity of the model though, dropped by almost 50% compared to AL and RL, especially when the weight of the fairness in higher, α = 0.6. F1-score and precision/recall have an overall decreasing trend reaching toward AL and RL, with a peak at α = 0.9 that can be explained with the randomness effect.
Moving to second fairness measure, Figures 7-10 shows the results using F airness 1,2 , the covariance metric as fairness metric in optimization. We note that the accuracy of the model across different scenarios has negligible differences as well as the covariance measure. F1-score and Figures 11-14 provide the results where we use demographic error measure F airness 21 for the optimization fairness component. Here, there is an insignificant change in the accuracy score as the α value changes. We can observe the same overall increasing pattern for the fairness metric with the best fairness value occurring at α = 0.6. It is worth mentioning that, the F1-score and precision/recall have their best value compared to other scenarios with different fairness metrics.
Employing F airness 22 in the optimization process leads to the results presented in Figures 15-18 . A very small change can be seen in the accuracy score across different α values and the same increasing fairness pattern with the best at α = 0.6 is observable. F1-score and precision/recall have a less stable pattern in this scenario. Results provided in Figures 19-22 correspond to the F airness 31 metric applied in optimization process. Although the fairness measure has an increasing trend across different α values the accuracy does not change, remarkably. F1-score and precision/recall are fairly stable across α changes.
Figures 23-26 presents the results for the case F airness32 is applied as the fairness metric in optimization. Reasonably stable accuracy with an increasing fairness trend can be noticed. There is an F1-score drop at α = 0.7, which is resulted from the precision drop under that scenario.
Next, we study the trend of accuracy and fairness as the labeled instances increases under different fairness scenario. We provide the results for a single run at α = 0.6. Each pair in figures 27-38 corresponds to the accuracy and fairness measure, correspondingly. Overall, as the number of sample points increase the accuracy of the model increases. Also, the fairness component tries to maintain the model fairness over time which is observed in our results. Initially, the models are not reliable as the number of training samples were small. This resulted in an unstable behaviour of the models both for accuracy and fairness in initial steps. The trends become more stable after a few iterations that models become more reliable.
Related work
Algorithmic Fariness. Algorithmic fairness has been extensively studied in recent years. (Barocas et al., 2017; Zliobaitė, 2017; Romei & Ruggieri, 2014; Mehrabi et al., 2019) provide surveys on discrimination and fairness in algorithmic decision making and machine learning.
Existing work has formulated fairness in classification as a constrained optimization problem (Zafar et al., 2017; 2015; Menon & Williamson, 2018; Corbett-Davies et al., 2017; Celis et al., 2019; Hardt et al., 2016; Asudeh et al., 2019a) . A body of work focus on modifying the classifier, in-process, to build a fair classifiers (Fish et al., 2016; Goh et al., 2016; Dwork et al., 2012; Komiyama et al., 2018; Corbett-Davies et al., 2017) . Some others re- 
Conclusion
In this paper, we introduced fairness in active learning. Our framework computes the expected fairness for each unlabeled sample point and selects the one that maximizes a weighted linear combination of accuracy score and the expected fairness measure. We carried out experiments with different fairness measures across different weights. The results confirmed that our proposed FAL frameworks work properly in terms of building a fair model without majorly affecting its performance. The comparison with the standard active learning shows an improvement in the fairness quality of the constructed classifier by about 50%. 
