1. Introduction {#sec1-sensors-20-03964}
===============

What information does a mobile social robot need in a public spaces? In order to move, it needs to know about itself and the space, such as what the space looks like and what its position is inside the space. For interacting with people, the robot also need to know about the humans around it: where they are and what are their characteristics.

Computer vision using standard cameras is one commonly used method to get information about people. Observing people with cameras in a public space can be in conflict with the request for keeping their privacy, since a person's identity can easily be identified in a video. We would prefer to have robots in public which use sensors that cause less privacy concerns.

Depth sensors measure the distance from the sensor to the object (often called depth or range measurements), instead of color information like standard RGB cameras. As recognizing persons in depth measurements is arguably harder than in color images, these sensors give better protection of privacy than standard cameras. However, many of the 3D depth sensors available nowadays have a rather limited field of view; examples of such sensors include time-of-flight cameras or structured light cameras. On the other hand, our experience with social robot services in public spaces suggests that in order to have a successful interaction, for many applications it is important for the robot to perceive persons in a wide area around itself. For example, if the robot wants to understand how people use the space \[[@B1-sensors-20-03964]\], or to approach a person when he passes by \[[@B2-sensors-20-03964]\], it should be able to track people when they are 5 or more meters away. This exceeds the range of reliable detection and tracking that can be achieved with a typical 3D depth sensor (see e.g., \[[@B3-sensors-20-03964]\]).

A depth sensor which does allow larger distance sensing is a LiDAR (short for "Light Detection And Ranging"). The mechanically rotating multi-layer LiDARs that are most commonly used nowadays have both a long range and a wide field of view, often covering the full 360${}^{{^\circ}}$ around the sensor. This makes them a very good option for mobile and social robots that are used in public spaces, since (a) with a single sensor it is possible to accurately determine the robot's position in the space, even in wide areas such as squares; and (b) it can be used to detect and track the position of people and other objects in a wide range around the robot. That is why we have often used onboard LiDARs in our research on social robots in public environments, for example in the works \[[@B1-sensors-20-03964],[@B2-sensors-20-03964]\] cited above.

Just knowing where people are is not always enough for good interaction. In many cases it would be helpful if the robot knew something more about the state and features of the person it needs to interact with: where are they facing, do they hold something in the hands, do they carry a suitcase or a backpack, what is their gender, etc. Up to now, usage of LiDARs for estimating people's features has not been studied. One reason is that, unlike autonomous cars, LiDARs have not yet been widely adopted for use on robots. This in turn is due to their price, which as of now is still quite high. In recent years there has been a substantial investment in the development of new and cheaper LiDARs \[[@B4-sensors-20-03964]\], largely driven by the research on autonomous driving. It is therefore expected that the LiDAR prices will gradually decrease and that will lead to higher adoption for mobile robots.

Another reason why LiDARs have not been used for estimation of people's features is that the measurements that currently available rotating 3D LiDARs give are typically rather sparse. As a result of that sparsity, it is not possible to attain an accuracy comparable to state of the art results obtained using either cameras or other depth sensors. Nevertheless, feature estimation using sparse LiDARs can still be useful. For example, in many human--robot interaction applications, even lower accuracy estimates can often be enough. Even when a different sensor is used for more accurate estimation, the wide field of view of the LiDAR can make it a valuable secondary sensor that provides a less accurate estimate of people's features all around the robot. These are the reasons why in this work we wanted to determine whether and to what extent can current LiDAR sensors be used for estimating people's features.

In particular, we studied the estimation of people's body angle and gender. One reason is that both can be useful to a robot interacting with humans. One more reason is that they represent two different types of features: body angle is an example of a continually changing feature, whereas gender is a static, non-changing one. We were interested in seeing how the estimation of both these types can be done using LiDAR data.

2. Related Work {#sec2-sensors-20-03964}
===============

2.1. 3D LiDAR Sensing Technology {#sec2dot1-sensors-20-03964}
--------------------------------

As we already mentioned, the mechanically rotating multi-layer LiDAR is at this moment the most frequently used type of real-time LiDAR sensor. It produces a 3D scan of the environment by mechanically rotating multiple laser detectors. Since the position of the laser detectors is fixed, the resolution of the scan in the vertical direction (perpendicular to the direction of rotation) is determined by the number and arrangement of the detectors. The sensor models produced by the company Velodyne LiDAR have been typical representatives of this category, although more recently other companies started marketing LiDARs of this type. More details about the principle of operation of rotating multi-layer LiDAR will be described on the example of the sensor that we used in this work in [Section 3.1](#sec3dot1-sensors-20-03964){ref-type="sec"}.

Other types of scanning principles can be used for LiDARs \[[@B5-sensors-20-03964]\], and importantly, they also have different sensing characteristics. First, apart from rotating the laser source and detectors, the direction of the laser beam can also be changed using mechanically actuated mirrors. This is often done using microelectromechanical (MEMS) actuators, which allows more integrated and low cost solutions \[[@B6-sensors-20-03964]\]. Due to the need for space to actuate mirrors the field of view is typically limited; however, some sensor models combine rotation and actuated mirrors to achieve almost full 360${}^{{^\circ}}$ field of view \[[@B7-sensors-20-03964]\].

Next, there are so called Flash LiDARs, which use lenses to emit a wide laser beam and then detect the returning light using a 2D array of detectors \[[@B8-sensors-20-03964]\]. This is the same principle of operation as standard time-of-flight (ToF) depth cameras, but since it uses lasers instead of normal light, the Flash LiDAR is able to achieve higher measurement accuracy and larger ranges of operation. However, it generally has a field of view similar to ToF depth cameras. Optical phased arrays are yet another LiDAR operating principle that is currently being developed \[[@B9-sensors-20-03964]\].

All the above alternative LiDAR types are still under active development, and such sensors have only recently started appearing on the market. Thus, unless noted otherwise, in this paper when talking about a 3D LiDAR we will be referring to the rotating multi-layer LiDAR.

2.2. Using Mobile 3D LiDARs {#sec2dot2-sensors-20-03964}
---------------------------

In mobile robotics, 3D LiDARs have most often been studied for the tasks of self localization and building of the environment map \[[@B10-sensors-20-03964],[@B11-sensors-20-03964],[@B12-sensors-20-03964]\]. In these works LiDAR was used to build a map of the environment using a simultaneous localization and mapping (SLAM) algorithm. Once the 3D map is built, the robot can use it to to localize itself, by comparing the map with the LiDAR measurements \[[@B13-sensors-20-03964]\].

Another task for which LiDARs have been used is to detect and recognize objects around robots. Especially in the field of autonomous driving there are many studies on the recognition of cars, pedestrians or other objects around the vehicle. For recent reviews of the recognition and classification of objects using mobile LiDAR sensors see \[[@B14-sensors-20-03964],[@B15-sensors-20-03964],[@B16-sensors-20-03964]\]. (An often used approach is also to combine LiDARs with other sensors such as cameras \[[@B17-sensors-20-03964],[@B18-sensors-20-03964],[@B19-sensors-20-03964]\]; however, as noted in the introduction in this work we focused on using only LiDARs.)

More closely related to our work, several researchers have used 3D LiDARs for the detection of pedestrians around the autonomous vehicles \[[@B20-sensors-20-03964],[@B21-sensors-20-03964],[@B22-sensors-20-03964],[@B23-sensors-20-03964]\]. For autonomous driving, this is an important sensing capability as it is needed to avoid collisions with pedestrians. Just in the last two years several new datasets with 3D LiDAR data appeared \[[@B24-sensors-20-03964],[@B25-sensors-20-03964],[@B26-sensors-20-03964],[@B27-sensors-20-03964]\] and this is going to further drive the research on the detection and classification of pedestrians and other objects in 3D LiDAR scans. Apart from only detecting people, the tracking of people with a 3D LiDAR mounted on a car or robot is also frequently studied \[[@B1-sensors-20-03964],[@B23-sensors-20-03964],[@B28-sensors-20-03964],[@B29-sensors-20-03964]\].

2.3. Detecting Human Features Based on Depth Data {#sec2dot3-sensors-20-03964}
-------------------------------------------------

Depth sensors such as stereo cameras, time-of-flight cameras, structured light cameras, etc. (often referred to as range cameras or depth cameras), typically have a better resolution than a 3D LiDAR, but a smaller sensing range. The depth camera is often combined with an RGB camera, and this combined sensor is usually called RGB-D camera (an example is the Microsoft Kinect sensor \[[@B30-sensors-20-03964]\]).

There are several studies that use either depth or RGB-D cameras for person detection \[[@B31-sensors-20-03964]\] or tracking \[[@B3-sensors-20-03964],[@B32-sensors-20-03964],[@B33-sensors-20-03964]\]. Moreover, in a number of works they are also used for the recognition of people's characteristics. For example, Linder et al. studied the use of RGB-D data for recognition of gender in \[[@B34-sensors-20-03964]\], and also of other human characteristics in \[[@B35-sensors-20-03964]\]. A related study \[[@B36-sensors-20-03964]\] proposed a neural network-based recognition of the mobility aids that people are using in a hospital environment.

For estimating the body orientation, one approach is to use a RGB-D camera and a human skeleton detector (e.g., \[[@B37-sensors-20-03964]\], or the one provided by the Kinect sensor \[[@B30-sensors-20-03964],[@B38-sensors-20-03964]\]). The body angle can then be calculated from the estimated positions of body joints. Alternatively, the body orientation can be estimated directly from the depth image, such as in \[[@B39-sensors-20-03964]\], where a deep neural network-based approach was shown to have better accuracy than skeleton-based approaches.

3D LiDARs were used in a number of works for object classification \[[@B14-sensors-20-03964]\], and often the task included determining whether the object is a pedestrian, a bicyclist or a car \[[@B40-sensors-20-03964],[@B41-sensors-20-03964],[@B42-sensors-20-03964]\]. Yet, there is basically no research on recognizing features of the tracked people, which is what we aimed to do in this study.

2.4. Using Simulations for Learning {#sec2dot4-sensors-20-03964}
-----------------------------------

Using simulations to acquire a large dataset of synthetic depth data has proven to be a efficient way to obtain large datasets for training an estimator. One application where this approach is commonly used is detection of human body pose \[[@B38-sensors-20-03964],[@B43-sensors-20-03964]\], or the pose of parts of the body, such as hands \[[@B44-sensors-20-03964]\]. We use a similar approach to collect a large number of synthetic samples of LiDAR data.

3. Collecting Datasets {#sec3-sensors-20-03964}
======================

3.1. Velodyne HDL-32E LiDAR {#sec3dot1-sensors-20-03964}
---------------------------

The target platform in this work was a mobile social robot equipped with a LiDAR. The choice of the robot is not really important for the conclusions in this work (in the experiments we used the robots Robovie II and Robovie R3). However, the results do depend on the characteristics of the sensor.

In this work we used the Velodyne HDL-32E LiDAR sensor, [Figure 1](#sensors-20-03964-f001){ref-type="fig"}a. During all the data collections we used it mounted on a pole in the back of the robot, at the height of 1.35 m. The Velodyne HDL-32E \[[@B45-sensors-20-03964]\] is a rotating multi-layer laser scanner. It scans the environment using a set of 32 laser range detectors which rotate together, as illustrated in [Figure 1](#sensors-20-03964-f001){ref-type="fig"}b. The measurement data contains 3D points which represent the surface of the scanned objects (a 3D "point cloud").

Velodyne HDL-32E has a sensing range of up to 100 m. This large sensing range is typical for LiDARs and it is much larger then what can be achieved with other 3D depth sensors, such as time-of-flight (ToF) cameras or structured light cameras. For example, the Microsoft Kinect (structured light camera) or Microsoft Kinect v2 (ToF camera) sensors \[[@B30-sensors-20-03964]\] can provide reliable measurements only up to around 5 m. The long range allows the use of the LiDAR sensor for accurately localizing the robot, even in wide areas like public squares. On the other hand, it also makes possible the tracking of persons while they are still relatively far from the robot, which can be important for a number of applications in human--robot interaction where the robot needs to predict the future movement of the person.

The Velodyne HDL-32E sensor scans 360${}^{{^\circ}}$ around itself in 32 scanning layers. In each layer it scans the area with the resolution of approximately 0.16${}^{{^\circ}}$ (when rotating at 10 Hz). Vertically the layers span 40${}^{{^\circ}}$, so the angle between layers is 1.33${}^{{^\circ}}$. Note how the scans are much sparser vertically than horizontally. As [Figure 1](#sensors-20-03964-f001){ref-type="fig"}b, the scans also become farther apart at larger distances.

3.2. Obtaining People Point Clouds from LiDAR Data {#sec3dot2-sensors-20-03964}
--------------------------------------------------

When the robot is moving in the environment, it is not trivial to determine which part of the measurement from the LiDAR sensor belongs to which person. The basic procedure that we used to extract the part belonging to each person consisted of the following steps: localize the robot with respect to a prebuilt map; determine the parts of the measurement which belong to people; and then continually track each person. We briefly describe the whole procedure here.

First, we built the map of the environment. We manually drove the robot inside the environment and collected LiDAR measurements. Than we used the SLAM 6D method from \[[@B12-sensors-20-03964]\] to create a 3D map of the environment. Next, for localizing the robot we used a particle filter based estimator, which matched the LiDAR measurements with the 3D map \[[@B13-sensors-20-03964]\].

Once the robot is localized, the part of the scan which was not matched with the map can be extracted. In order to get the part of the scan which belongs to a particular person we dived the scan into clusters. Since the scanner has a low resolution in the vertical direction, the difference in height between points in different scanning layers can be significant, so the clustering was done based on the Euclidean distance in the ground projection. The clusters that had too little points (less than 20) were ignored.

Each obtained cluster was represented with a single point with ground projection (x,y) coordinates equal to the mean value of all the points in the cluster, and the height z equal to the height of the highest point. For continually tracking people we used a set of particle filters, with one filter for each tracked person. The state of each particle was given by the position, speed *v* and movement direction angle $\theta$ of the person. The matching between the extracted cluster and the already tracked person (particle filter) is done based on the 2D Euclidean distance in the position, and for clusters that were not matched a new particle filter was created. The rest of the implementation is similar to \[[@B1-sensors-20-03964],[@B33-sensors-20-03964]\], so refer to those works for details.

We used the above procedure for collecting all datasets of LiDAR data described in the following section. The only exception is the lab dataset, where the robot was not moving so in that case there was no need to build a map and run localization.

3.3. Datasets {#sec3dot3-sensors-20-03964}
-------------

For training and testing the estimator for people's features, we used three different sets of LiDAR data. Collecting sensor measurements of people in public spaces and then manually labeling them is a laborious task. We therefore wanted to know if it is possible to efficiently train the estimator on data that can be more easily collected or obtained. We tested two alternative data sources:Artificially created LiDAR dataset (simulated dataset, [Section 3.3.1](#sec3dot3dot1-sensors-20-03964){ref-type="sec"})LiDAR data collected in a laboratory environment (lab dataset, [Section 3.3.2](#sec3dot3dot2-sensors-20-03964){ref-type="sec"})

In addition we collected LiDAR data in the real world, which we used for the testing of the estimation results (real world dataset in [Section 3.3.3](#sec3dot3dot3-sensors-20-03964){ref-type="sec"}).

### 3.3.1. Simulated Dataset {#sec3dot3dot1-sensors-20-03964}

One dataset consisted of artificial LiDAR data that we created using a simulator. We have developed a simulator for studying the human--robot interactions in public environments \[[@B46-sensors-20-03964]\]. The simulator is based on the MORSE robot simulator \[[@B47-sensors-20-03964]\], which provides models of different sensors, actuators and robots. We have extended it to add the possibility to simulate many pedestrians moving through the environment. In addition, we improved the simulation of 3D LiDAR sensors like Velodyne HDL-32E to make the simulation or the measurements faster and more realistic.

We also prepared 110 different 3D models of pedestrians of both genders, including 12 models of children. These models were manually created to have a variation in clothing, hairstyle, age, gender and worn accessories. For each simulated person, one of the 3D models was chosen at random.

As a result, we were able to run a reasonably realistic simulation of situations that a social robot would encounter in a public environment, see [Figure 2](#sensors-20-03964-f002){ref-type="fig"}. In the simulation one robot with a LiDAR sensor was moving in the environment (a model of an actual shopping mall), and people would pass nearby and sometimes approach the robot. During the simulation we collected both sensor data for the simulated pedestrians, as well as ground-truth data like position and body orientation.

The resulting dataset contains around 1.37 million samples in total, where a sample is one LiDAR measurement of one simulated person.

### 3.3.2. Lab Dataset {#sec3dot3dot2-sensors-20-03964}

The second dataset contains actual LiDAR data collected in a laboratory environment. We invited subjects to the lab and let them move inside a room. During that time we used a Velodyne HDL-32E sensor mounted on top of a robot to collect the range data, [Figure 3](#sensors-20-03964-f003){ref-type="fig"}a. A motion tracking system was installed in the same room (the motion tracker system cameras are circled in the photo in [Figure 3](#sensors-20-03964-f003){ref-type="fig"}a). During the data collection the subjects were wearing motion tracker markers on their shoulders and head, which allowed us to obtain also the ground truth for the subjects' position and body angle.

We repeated the data collection with 15 subjects (6 male, 9 female). The resulting dataset contains about 75 thousand samples in total.

### 3.3.3. Real World Dataset {#sec3dot3dot3-sensors-20-03964}

Finally, we also collected data in an actual populated environment---the ATC shopping mall in Osaka in Japan, shown in [Figure 3](#sensors-20-03964-f003){ref-type="fig"}b. During the data collection, a robot with the Velodyne LiDAR was remotely controlled by an operator.

In order to get the ground truth for gender we used manual labeling. The space where we did the collection was also covered with cameras which allowed us to collect videos. We used these videos synchronized with the result of tracking to label the people.

For continually changing variables such as the body angle direct measurement and manual labeling are both difficult in the real world. Instead we assumed that the body angle is equal to the person's walking direction (which we estimated by continually tracking each person, as described in [Section 3.2](#sec3dot2-sensors-20-03964){ref-type="sec"}). This is a reasonable assumption when humans walk fast enough (used also e.g., in \[[@B48-sensors-20-03964]\]). Thus, for people who were walking we set the ground truth for their body angle to the estimated direction of movement. Since the tracking of people is more stable when the robot is not moving, in order to get a better estimate of the body angle, during the data collection we kept the robot mostly stationary and changed its position only from time to time. For people who were standing there was no easy way to determine their body angle so we did not include them in the dataset.

We did the collection during two days, for a total of 5 h (42 min during the first day, 220 min during the second day). For about 1500 pedestrians we obtained labels of gender as well as body angles. The resulting dataset contains about 93 thousand samples in total.

The preprocessed datasets of LiDAR data (simulated, lab and real world) and code samples for using them are available to other researchers upon request. The datasets contain the person point clouds with the corresponding gender and body angle features. Readers interested in using them can contact the corresponding author.

4. Estimation of Features {#sec4-sensors-20-03964}
=========================

[Figure 4](#sensors-20-03964-f004){ref-type="fig"} shows an overview of the proposed method for estimating the body angle or gender from LiDAR measurements.

4.1. Mapping of Point Clouds to 2D Images {#sec4dot1-sensors-20-03964}
-----------------------------------------

The cluster of scan points (point cloud) belonging to a person is first transformed into a 2-dimensional image. The procedure is illustrated in [Figure 5](#sensors-20-03964-f005){ref-type="fig"}a.

We start by placing the image plane perpendicular to the ground and oriented towards the sensor, i.e., the plain is perpendicular to the line connecting the sensor and the point cloud center (the average position of all points in the point cloud). The plane also passes through the point cloud center. The width and the height of the plane are kept fixed for all people. The plane is horizontally centered at the point cloud center, and its top is set to be slightly above the highest point in the point cloud.

The thus created image plane is divided into a homogeneous grid of pixels. The points in the point cloud are projected onto the image plane and for each pixel a value between 0 and 1 is assigned. For pixels into which no point fell the value is set to 0. For the rest of the pixels the value is calculated based on the average distance to the plane of all the points that fall into that pixel. The distances are defined as positive if the points are closer to the sensor then the image plane, or negative otherwise. The average distance of 0 is mapped to the value of 0.5, and the maximum positive and negative distances to 1 and 0, respectively, where the maximum distances are set to ±0.5 m.

The result of such mapping is a gray-scale image, as shown in [Figure 5](#sensors-20-03964-f005){ref-type="fig"}b.

We tested with different sizes and resolutions for the 2D image plane. The size that worked well was 1 meter horizontally by 0.6 m vertically, which included the person's head and upper torso. For the resolution we settled on using 30 pixels horizontally by 15 pixels vertically. While lower resolutions diminished the estimation accuracy, higher resolutions did not result in significant improvements.

4.2. Convolutional Neural Networks for Estimation {#sec4dot2-sensors-20-03964}
-------------------------------------------------

After the above mapping, the problem becomes equivalent to estimating features from a 2D gray-scale image. For the estimation we used a standard 2D Convolutional Neural Network (CNN).

We used separate CNNs for body angle and gender estimation. We ran tests using different structures and layers sizes of the CNN and finally settled on a simple network structure with two convolutional layers followed by two fully connected layers, as using more layers did not result in significant improvements in the performance. For both features, in the convolutional layers we used standard 2D convolution operations followed by rectified linear unit (ReLU) activation functions, and the first fully connected layer also had a ReLU activation function. After each layer we used batch normalization, as well as dropout to prevent overfitting.

The numbers of neurons in each layer were determined using random search. For body angle estimation we had 64 (first convolutional layer), 96 (second convolutional layer) and 96 in the first fully connected layer. As angles have a discontinuity at $\pm \pi$, instead of letting the neural network estimate the body angle values directly, we estimated the sine and cosine of the body angle. Thus the last layer had 2 neurons, both with a linear activation function. The resulting angle was calculated by taking the arctangent of the ratio of the estimated sine and cosine values.

For the gender estimations the determined optimal numbers of neurons was 32, 64 (convolutional part) and 128 (first fully connected layer). Since this is a binary estimation problem, the output layer contained two fully connected neurons with a softmax activation function. The output was therefore a probability distribution over the two possible gender values: male or female.

For all datasets and both CNNs, the training was done using the same procedure. We used the Adam optimizer, with mean squared error as loss function for estimating the body angle, and categorical crossentropy for the gender. The batch size was set to 512. The maximum number of training epochs was set to 200, and we used 10% of the training data for validation and used early stopping to stop the training when there was no improvement of the validation loss for 10 epochs. (Full details about these techniques can be found in references such as \[[@B49-sensors-20-03964]\].) The implementations were made with Tensorflow using the Keras API.

We should note that it is also possible to use 3D point clouds from the LiDAR directly, i.e., without transforming them to 2D depth images, for example by using 3D convolutional neural networks. This includes first transforming the point cloud into a voxel grid (a 3D occupancy grid) of fixed size and using it as input to a 3D convolution. Since the LiDAR scan points are only on the surface of the person, and only on one side, most of the voxels end up being empty, and as a consequence the input data is quite sparse. In our tests this made the training of 3D CNNs less stable (having more variation in the training curves), compared to 2D CNNs. As there was no significant difference in the achieved accuracy, we opted for using 2D CNNs.

4.3. Sequential Bayesian Estimation {#sec4dot3-sensors-20-03964}
-----------------------------------

The convolutional neural networks give us an estimate of the body angle or gender for each obtained LiDAR point cloud. That is, for each person in the LiDAR scan we obtain values for the body angle and gender estimates. These estimates are based on a single measurement, so we refer to them as instantaneous estimates.

However, as explained in [Section 3.2](#sec3dot2-sensors-20-03964){ref-type="sec"}, we are also continuously tracking each person between measurements. It is therefore possible to combine the instantaneous estimates with the previous estimates for the same person. To achieve that we used sequential Bayesian estimation (Bayes filters) \[[@B13-sensors-20-03964]\]. We will call the result of applying sequential Bayesian estimation the sequential estimate.

Body angle estimates take continuous values. Under the assumption that the noise in the estimate from the CNN is Gaussian, the Bayes filter turns into the so called Kalman filter \[[@B13-sensors-20-03964]\]. In the Kalman filter the estimate is described with two values: the state *x* and the covariance *P*, which represents the uncertainty about the estimate. Since, in our case, body angle was a scalar, the state and covariance values were also scalars.

Using a simple process model which states that the angle stays the same between two LiDAR measurements, the prediction step of the Kalman filter becomes:$$\begin{aligned}
x_{k}^{\prime} & {= x_{k - 1},} \\
\end{aligned}$$$$\begin{aligned}
P_{k}^{\prime} & {= P_{k - 1} + Q,} \\
\end{aligned}$$ where Q represented the covariance of the process noise (assumed constant).

In the update step, the body angle estimate from the CNN (denoted $z_{k}$) is used to obtain the recursive estimate at step *k* using the following calculation: $$\begin{aligned}
K_{k} & {= P_{k}^{\prime}/\left( P_{k}^{\prime} + R \right),\left( ``{Kalman}\;{gain}" \right)} \\
\end{aligned}$$$$\begin{aligned}
y_{k} & {= \left( z_{k} - x_{k}^{\prime} \right)_{\in ( - \pi,\pi\rbrack},\left( ``{residual}" \right)} \\
\end{aligned}$$$$\begin{aligned}
x_{k} & {= \left( K_{k} \cdot y_{k} \right)_{\in ( - \pi,\pi\rbrack},} \\
\end{aligned}$$$$\begin{aligned}
P_{k} & {= \left( 1 - K_{k} \right)P_{k}^{\prime}.} \\
\end{aligned}$$

The value of R represents the covariance of the measurement noise (also assumed constant).

Note that the standard Kalman filter assumes that the prediction and measurement models are linear, and strictly speaking, this is not true for angles since they have a discontinuity at $\pm \pi$. However, this discontinuity can be avoided computationally by transforming the angles after calculations to the interval $\left( - \pi,\pi \right\rbrack$. This is used in Equations (4) and (5), where $\left( \cdot \right)_{\in ( - \pi,\pi\rbrack}$ denotes the transformation of the term inside the brackets to the interval $\left( - \pi,\pi \right\rbrack$.

For sequential estimation of binary variables such as gender, Bayesian filtering gives us a different set of predict and update steps. In the following equations $p_{k}\left( m \right)$ represents the probability of a person being male at time step *k* (the probability of being female is $p_{k}\left( f \right) = 1 - p_{k}\left( m \right)$). The output of CNN, the instantaneous estimate of the probability of being male is noted as $z_{k}\left( m \right)$.

For the predict step we have the following equation:$$\begin{aligned}
{p_{k}^{\prime}\left( m \right)} & {= \left( 1 - \alpha \right)p_{k - 1}\left( m \right) + \alpha \cdot 0.5.} \\
\end{aligned}$$

This models the partial resetting of the estimated probability towards the value $0.5$ (probability for both male and female is 0.5, i.e., gender is fully unknown). The value of the factor $\alpha$ models the uncertainty in the instantaneous estimates up to time *k*, with larger values indicating more uncertainty in old values and more trust in new values.

The update step applies the Bayes' theorem, with $p_{k}^{\prime}\left( m \right)$ used as prior:$$\begin{array}{r}
{p_{k}\left( m \right) = \frac{p_{k}^{\prime}\left( m \right)z_{k}\left( m \right)}{p_{k}^{\prime}\left( m \right)z_{k}\left( m \right) + \left( 1 - p_{k}^{\prime}\left( m \right) \right)\left( 1 - z_{k}\left( m \right) \right)}.} \\
\end{array}$$

This gives us the sequential estimate for the gender.

5. Results {#sec5-sensors-20-03964}
==========

5.1. Evaluation Procedure {#sec5dot1-sensors-20-03964}
-------------------------

The evaluation consisted in training the CNN on one dataset and testing it on another dataset. Since we were interested in the estimation performance on actual LiDAR data, for testing we only used the lab and real world datasets. When the lab dataset was used for training we did not test on the lab dataset. In addition, we also used the combined simulated and laboratory datasets for training.

During training we used 10% of the dataset for validation and the rest for training. The validation dataset was chosen randomly, but taking care that there is no information leakage between the parts used for training and validation (for example, we trained and validated on different people, since not doing so could affect the result, in particular for gender estimation). During training we continually checked the accuracy on the validation data, and when it stopped improving we stopped the training to prevent overfitting. The same procedure was used for all evaluations.

After obtaining the instantaneous estimates, we ran the Bayes filters for each tracked person to get the sequential estimates. The appropriate parameters for the filters were determined using a grid search. For the body angle Kalman filter we used $Q = 0.04$ and $R = 1$. In the binary Bayesian filter for the gender we used $\alpha = 0.01$.

In addition, for comparison we also tried training directly on the real world actual LiDAR data. For that we trained the CNN on data from the second day of data collection in the shopping mall (see [Section 3.3.3](#sec3dot3dot3-sensors-20-03964){ref-type="sec"}), which contained about 83% of the total data. The testing was done on the remaining 17% of data from the first collection day. It should be pointed out that these results are not directly comparable to the other results, since the testing was not done on the full dataset but only on a subset of it. To highlight that we marked them in italic in the results below.

5.2. Estimation of the Body Angle {#sec5dot2-sensors-20-03964}
---------------------------------

The mean absolute error (MAE) of the estimated body angles are shown in [Table 1](#sensors-20-03964-t001){ref-type="table"}. Rows correspond to the datasets used for training, whereas columns represent the different testing dataset (either lab or real world) and type of estimate (instantaneous or sequential). The last row shows the result of doing both training and testing directly subsets of the real world data, as explained above.

(Note that the body angle from the real world dataset that we compared with in these results is not an accurate value, but it is itself also an estimate, approximately calculated as the movement angle of people while walking. Hence a more appropriate name for the reported values in the table for the real world dataset would be mean absolute difference. However, for simplicity we used the term mean absolute error for all results.)

Training on the simulated and lab datasets gave relatively good accuracy. The superiority of simulated dataset, even though contains artificially created data, is probably due to its much larger size. The best result, marked bold in the table, was obtained when we trained on the combination of the artificial-but-large simulated dataset and the small-but-real lab dataset. Moreover, the obtained error seems to be even smaller than what training directly on the real world data gives. Again, we believe this is due to the large sample size of the simulated dataset.

Sequential estimates gave in general lower mean absolute errors then instantaneous ones, proving the advantage of using the Kalman filter.

In [Figure 6](#sensors-20-03964-f006){ref-type="fig"} we show the distribution of the MAE on the real world dataset for the case when the simulated and lab dataset together were used for training.

The distributions for both instantaneous and sequential estimates show that the errors are concentrated around 0${}^{{^\circ}}$, with the majority results falling between −90${}^{{^\circ}}$ and +90${}^{{^\circ}}$. One thing that can be noticed is that there are no peaks around ±180${}^{{^\circ}}$, which means that the CNN estimator basically never mistakes the person's back from the front.

Comparing the two distributions we can see that the effect of using the sequential estimates is that that the error becomes more concentrated around zero and the distribution tails become thinner.

Finally, we wanted to know for which distances between the LiDAR sensor and person we may expect to get more accurate estimates of the body angle. [Figure 7](#sensors-20-03964-f007){ref-type="fig"} shows the dependence of the mean absolute error of the body angle on the distance of the person.

We can see that the best accuracy was obtained for distances between 2 and 6 m. For distances larger then 6 m the estimation error gradually increases, the most probable cause being that the LiDAR measurements become sparser. The accuracy is lower also when the person is closer that 2 m from the LiDAR. The reason for that is that the vertical field of view of the Velodyne HDL-32E sensor is only 40${}^{{^\circ}}$, so when a person stands close to it only part of her head and torso is scanned. This results in a different shape at the input of CNN and subsequently in a poorer estimate of the body angle. For distances below 1 m the error seems to be very large, but there are only a few samples as people very rarely came this close, so we cannot be confident in this result.

We also evaluated the average execution times of body angle estimation. They were evaluated on a laptop PC with i7-8550U CPU, 16 GB of RAM and an NVIDIA GeForce MX150 GPU, as this is a typical setup for the PC that we use for processing the Velodyne data on the robot. The calculation time for a single person was 13.4 ms when the GPU was used, and 17.2 ms when using only the CPU. Since the Velodyne sensor gives a new measurement every 100 ms, this leaves enough time for other data processing tasks (such as robot localization and people tracking).

5.3. Estimation of Gender {#sec5dot3-sensors-20-03964}
-------------------------

[Table 2](#sensors-20-03964-t002){ref-type="table"} shows the obtained gender estimation results.

For gender training on the simulated dataset did not result in a good accuracy. The likely issue is that, even though the total number of samples is large, they were all obtained from a limited number (110) of simulated 3D human models. The shape variations between those models are not nearly enough to cover the possible variations in real people, so training on them does not give a good accuracy when tested on real people. We achieved the best result when training on the lab dataset. Even though this dataset is relatively small and taken on a small number of people, it still outperformed the simulated dataset. Yet, even this accuracy of 0.68 is relatively poor and cannot be compared to the result obtained when training on real world data. Perhaps unsurprisingly, this seems to suggest that for features such as gender it is more important to have examples from many different real people than to have many samples in the dataset. The sequential estimates are again mostly better than instantaneous ones.

We also show the dependence of the accuracy on the distance of the person, [Figure 8](#sensors-20-03964-f008){ref-type="fig"}. Shown is the curve for the training on one collection day of the real world data and testing on the other day (last row in [Table 2](#sensors-20-03964-t002){ref-type="table"}). We can see that the best accuracy is achieved for distances between 1 and 2 m (sequential estimate is 0.86). The accuracy stays relatively high (above 0.8) between 2 and 5 m, and than quickly falls off at larger distances. Since most samples are from people who were more than 5 m away, the total accuracy listed in the table is not so high; but if we just look at the closer distances the gender estimation accuracy is much better.

In [Figure 9](#sensors-20-03964-f009){ref-type="fig"} we also show how the accuracy of gender estimation depends on the body angle of the person. The obtained curve suggests that it is easier to recognize the gender when the person is either facing towards or away from the sensors (body angle around 0${}^{{^\circ}}$ and ±180${}^{{^\circ}}$), than when the person is detected sideways (body angle around ±90${}^{{^\circ}}$).

The average execution times of the CNN for gender estimation, evaluated on the same laptop PC as we used for body angle estimation, were 13.1 ms with GPU and 16.3 ms without GPU.

6. Discussion {#sec6-sensors-20-03964}
=============

6.1. Velodyne HDL-32E for Estimating Features {#sec6dot1-sensors-20-03964}
---------------------------------------------

As noted in the introduction, due to the sparsity of measurements, with rotating multi-layer LiDARs we did not expect to achieve a performance comparable to using other sensors. To put the results in perspective, we compare the obtained results with the current best approaches that use other sensors.

For body orientation estimation one of the best results is presented in \[[@B39-sensors-20-03964]\], with MAE of 6.14${}^{{^\circ}}$ using only depth information form a Microsoft Kinect v2 sensor. This result was obtained for ranges approximately between 1 and 6 m. (They also report a 14.69${}^{{^\circ}}$ error for body angle estimation based on 3D skeleton tracking from \[[@B37-sensors-20-03964]\].) Compared to these results, the lowest error of body angle estimation using a Velodyne HDL-32E of 33.53${}^{{^\circ}}$ is quite high. The obvious reason for this is the difference in the resolution: Kinect has a resolution of 512 (horizontally) × 424 (vertically) pixels, with a field of view of 70.6${}^{{^\circ}}$× 60${}^{{^\circ}}$, and this gives a much denser point cloud then Velodyne, which vertically has only 32 scans in 40${}^{{^\circ}}$.

Although not highly accurate, the achieved accuracy of body angle estimation could still be suitable for some human-robot interaction applications. For example, it is enough for the robot can judge whether a standing person is facing away or towards it and thus decide if it should wave, approach or just ignore him. Or, it could use the angle information to plan an appropriate path to approach a person. Being able to do this for 360${}^{{^\circ}}$ around the robot, and with the same sensor that is used also for robot localization and tracking of people is very convenient. In cases when better body angle accuracy is needed, it will be necessary to combine Velodyne with another sensor, e.g., a depth camera.

For the estimation of gender, \[[@B34-sensors-20-03964]\] reported the gender classification accuracy of 0.9107 using depth data from the Kinect v2 sensor (for distances approximately between 1 and 4 m from the sensor). Even though the result with Velodyne is less accurate, for people close to the robot it makes a mistake in less the 1 in 5 people, so it could still be useful for interactive services (as noted in \[[@B50-sensors-20-03964]\], a small number of robot mistakes is usually not judged harshly by interacting humans). However, if one needs to have better accuracy the estimate may need to be combined with other sensors, such as an RGB camera or sound based gender recognition.

6.2. Training on Artificial Data {#sec6dot2-sensors-20-03964}
--------------------------------

Using artificial LiDAR data from simulated human models turned out to be a good way to improve the accuracy of body angle estimation. It seems that the ability to gather a large number of samples that cover well all the whole range of possible values is important for estimating continuous features like the body angle, even if the simulated models are not completely realistic. We expect that the same would be true if we wanted to estimate other continuously changing features, such as pose of arm or leg, or head angle.

On the other hand, for gender it seems that having many realistic examples was more important then just the number of samples. We imagine that this would be similar for other static features, such as haircut or clothes.

6.3. Generalizability to Different LiDARs {#sec6dot3-sensors-20-03964}
-----------------------------------------

Although in this work we used one specific LiDAR model, the same methodology for training estimators should be applicable to other rotating 3D LiDAR models as well as other types of 3D LiDARs. For sensors with similar characteristics it may also be possible to use directly the estimators trained on Velodyne HDL-32E; however, this would need to be confirmed. As shown in the results, the accuracy of the estimation depends on the sparsity and diminishes as measurements become sparser at larger distances. We thus expect that LiDARs with higher resolution of measurements would achieve even better accuracy.

The authors would like to thank Kanako Tomita for help with the data collection. The Aalborg University Internationalisation Pool provided financial support for Rhys Wyn Evans during his stay at Kyoto University.

Conceptualization, D.B.; methodology, D.B.; software, D.B. and R.W.E.; validation, D.B. and R.W.E.; formal analysis, D.B. and R.W.E.; investigation, R.W.E. and D.B.; resources, D.B. and T.K.; data curation, D.B. and T.K.; writing---original draft preparation, D.B.; writing---review and editing, D.B. and T.K.; visualization, R.W.E. and D.B.; supervision, D.B., M.R. and T.K.; project administration, M.R. and T.K.; funding acquisition, M.R. and T.K. All authors have read and agreed to the published version of the manuscript.

This research was funded by JST CREST, Grant Number JPMJCR17A2, Japan.

The authors declare no conflict of interest.
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![Dependence of the body angle error on the distance to the person: solid line---instantaneous estimate; dashed line---sequential estimate. The figure also shows the distribution of distances in the testing dataset (real world dataset).](sensors-20-03964-g007){#sensors-20-03964-f007}

![Dependence of the gender estimation accuracy on the distance to the person: solid line---instantaneous estimate; dashed line---sequential estimate. The figure also shows the distribution of the distances in the testing dataset (first day from real world dataset).](sensors-20-03964-g008){#sensors-20-03964-f008}

![Dependence of the gender estimation accuracy (instantaneous estimate) on the body angle of the person.](sensors-20-03964-g009){#sensors-20-03964-f009}

sensors-20-03964-t001_Table 1

###### 

Mean absolute error of the body angle estimate for different training and testing datasets.

                    Testing Data $\mathbf{\overset{}{\rightarrow}}$   Lab                    Real World                                            
  ----------------- ------------------------------------------------- ---------------------- -------------------------- -------------------------- ----------------------
  Training data     Simulated                                         26.01${}^{{^\circ}}$   26.78${}^{{^\circ}}$       40.88${}^{{^\circ}}$       35.46${}^{{^\circ}}$
  Lab               \-                                                \-                     47.35${}^{{^\circ}}$       39.23${}^{{^\circ}}$       
  Simulated + Lab   \-                                                \-                     **38.59${}^{{^\circ}}$**   **33.53${}^{{^\circ}}$**   
  *Real World*      \-                                                \-                     *41.41* ${}^{{^\circ}}$    *41.18* ${}^{{^\circ}}$    

sensors-20-03964-t002_Table 2

###### 

Accuracy of gender classification for different training and testing datasets.

                    Testing Data $\mathbf{\overset{}{\rightarrow}}$   Lab      Real World                
  ----------------- ------------------------------------------------- -------- ------------ ------------ --------
  Training data     Simulated                                         0.7543   0.7407       0.5383       0.5559
  Lab                                                                          **0.6559**   **0.6817**   
  Simulated + Lab   \-                                                \-       0.6099       0.6513       
  *Real World*      \-                                                \-       *0.7224*     *0.7653*     

[^1]: Work done while at Kyoto University.
