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Abstract—Massive Machine-Type Communications (MTC)
over cellular networks is expected to be an integral part of
wireless “Smart City” applications. The Long Term Evolution
(LTE)/LTE-Advanced (LTE-A) technology is a major candidate
for provisioning of MTC applications. However, due to the
diverse characteristics of payload size, transmission periodicity,
power efficiency, and quality of service (QoS) requirement, MTC
poses huge challenges to LTE/LTE-A technologies. In particular,
efficient management of massive random access is one of the most
critical challenges. In case of massive random access attempts,
the probability of preamble collision drastically increases, thus
the performance of LTE/LTE-A random access degrades sharply.
In this context, this article reviews the current state-of-the-art
proposals to control massive random access of MTC devices in
LTE/LTE-A networks. The proposals are compared in terms of
five major metrics, namely, access delay, access success rate,
power efficiency, QoS guarantee, and the effect on Human-Type
Communications (HTC). To this end, we propose a novel collision
resolution random access model for massive MTC over LTE/LTE-
A. Our proposed model basically resolves the preamble collisions
instead of avoidance, and targets to manage massive and bursty
access attempts. Simulations of our proposed model show huge
improvements in random access success rate compared to the
standard slotted-Aloha-based models. The new model can also
coexist with existing LTE/LTE-A Medium Access Control (MAC)
protocol, and ensure high reliability and time-efficient network
access.
Index Terms—Smart city, machine-type communications
(MTC), human-type communications (HTC), random access,
preamble collision, collision resolution.
INTRODUCTION
The term “Smart City” represents an environment in which
all the city assets are virtually connected and electronically
managed. Smart utility, e-health, online school, e-library,
online surveillance, environment monitoring, and connected
vehicles are some of the smart city applications. For such
an application, a huge number of autonomously operated,
low-cost devices (i.e. sensor, actuator) need to be connected
with physical objects. The communications between these
autonomously operated devices are called Machine-Type Com-
munications (MTC), and the MTC Devices (MTCDs) form an
integral part of a smart city environment.
Different technologies, such as wired networks, local area
and short-range wireless networks, and cellular wireless net-
works, have been studied to enable massive MTC applica-
tions. However, due to the requirements of mobility, extended
coverage area, security, diverse QoS, etc., a large percentage
of MTCDs will need to connect directly to cellular networks.
The orthogonal frequency division multiple access (OFDMA)-
based LTE1 technologies are major cellular technologies which
will need to support the MTC applications in smart cities.
Random Access (RA) is the first step to initiate a data
transfer using an LTE network. According to 3GPP specifica-
tions, contention based RA occurs in following cases: (i) initial
access to the network, (ii) recover Radio Resource Connection
(RRC), and (iii) data transfer and location identifications
during RRC-connected state, when uplink is not synchronized.
RA management is the most challenging task to support
massive MTC in LTE systems. The MAC layer in LTE systems
is based on the slotted-Aloha protocol, and severe congestion
during random access is generally expected due to irregular
and bursty access nature of transmissions by MTCDs.
To resolve the RA congestion in LTE systems, different
solutions have been proposed. These proposals mainly focus
on five key performance metric: access delay, access success
rate, QoS guarantee, energy efficiency, and the impact on HTC
traffic. In this article, we provide a review of these proposals
to solve the congestion problem during random access in
terms of five aforementioned performance metrics. Some of
the proposals are also discussed in [5]-[15]. Nonetheless,
most of the solutions are based on the collision avoidance
technique, which simply restrict the arrival rate of access
attempts. This results in large access delay, and therefore, the
QoS requirements may not be satisfied for some MTCDs. This
motivates us to develop a novel collision resolution based RA
approach, where an m−ary contention tree splitting technique
[1] is applied to resolve collisions among preambles during
random access. In this approach, the base station (BS), e.g.
the evolved node B (eNB) in an LTE network resolves the
random access collisions by scheduling the collided MTCDs
into a set of reserved opportunities. In [2], a different tree
splitting RA model was studied. Different from that in [2],
our proposal is able to handle massive bursty traffic, and also
can coexist with the existing LTE MAC protocol without any
major modifications.
The rest of the article is organized as follows. We first
review the contention-based RA process in LTE system. Major
limitations of the existing approaches are then presented,
where a particular MTC application is studied to understand
the limitation of slotted-Aloha-based RA protocol. Next, we
provide a survey of the existing RA congestion control pro-
posals which is followed by our proposed collision resolution
approach. Simulation results for the proposed approach are
presented and compared with those for the standard LTE RA
process.
1We use the term “LTE” to refer to both “LTE” and “LTE-A” technologies.
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2CONTENTION-BASED RANDOM ACCESS IN LTE
Random Access Preamble
Random access preambles are the orthogonal bits sequences,
called digital signature, used by UEs to initiate RA attempt.
RA preambles are generated by cyclically shifting a root
sequence, such that every preamble is orthogonal to each other.
There are total 64 preambles which are initially divided into
two groups, i.e. contention-free RA preambles and contention-
based RA preambles. The eNB reserves some preambles, say
Ncf , for contention-free RA, and assigns distinct preambles
to different UEs. Rest of the preambles (64 − Ncf ) are used
for contention-based RA, where each UE randomly generates
one preamble [4].
Random Access Slot
A random access slot (RA slot) refers to the LTE physical
radio resources, called Physical Random Access CHannel
(PRACH), in which RA preambles are mapped and transmitted
to the eNB. In Frequency Division Duplex (FDD) operation,
an RA slot consists of 6 physical Resource Blocks (RBs) in
frequency domain, while the time duration of each RA slot can
be 1, 2, or 3 subframe(s) depending on the preamble format
[4]. There are a total of 864 subcarriers in one RA slot which
are equally distant at 1.25 KHz. All 64 preambles are mapped
into 839 RACH subcarriers, while the remaining 25 subcarriers
are used as guard frequency subcarriers[4].
In FDD operation, four different preamble formats are
available based on preamble cyclic prefix duration (TCP ), and
preamble sequence duration (TSEQ) [4]. A UE can select an
appropriate preamble under a specific format depending on
the distance from eNB, maximum delay spread, amount of
transmission resource needed to transmit RRC request, etc.
On the other hand, the number of RA slots in each radio
frame is defined by the preamble configuration index. For each
preamble format 16 different indices are available, where the
eNB allocates radio resources as PRACHs. Depending on the
system bandwidth, some LTE systems may not be able to use
some preamble configuration indices. However, systems using
20 MHz bandwidth are able to use all of the indices [4]. The
eNB periodically broadcasts the preamble information as a
part of System Information Block 2 (SIB2) message.
Contention-Based Random Access Procedure
When a UE is switched on or wakes up, it first synchronizes
with the LTE downlink channels by decoding the Primary and
Secondary Synchronization Signal (PSS & SSS). The UE then
decodes the Master Information Block (MIB), which contains
information about the location of the downlink and uplink
carrier configurations, thus gets the information of SIBs. All
the RA parameters, i.e. RA slots, preamble formats, preamble
configuration indices, etc. are contained in SIB2. Therefore,
after decoding the SIB2, UEs can generate contention based
RA attempt. The contention-based LTE RA procedure consists
of four main steps as follows:
 
Fig. 1. FDD-based RA slot in time-frequency resources.
 
Fig. 2. Contention-based RA procedure.
1) Preamble transmission from UE to eNB: In order to
initiate a contention-based RA, a UE randomly generates one
of the available contention-based preambles and sends that to
the eNB at next available RACH slot. To select an appropriate
preamble, the UE takes into account the current downlink path-
loss, maximum delay spread, the size of transmission resource
needed for RRC, and the required transmission power for RRC
request. The eNB periodically broadcasts SIB2 message that
suggests the UEs to choose appropriate preamble based on
the aforementioned criteria. However, due to the orthogonal
properties of RA preambles, the eNB can easily decode the
different preambles unless multiple UEs transmit the same
preamble at the same RA slot. The physical properties of
RA preamble in PRACH contain the RA Radio Network
Temporary Identity (RA-RNTI) and preamble configuration
index information. After sending a preamble, the UE waits
for a Random Access Response (RAR) window.
2) Random access response from the eNB to UE: After
receiving the preambles on PRACH, the eNB calculates the
power delay profile (PDP). If the estimated PDP is higher than
a predefined threshold, the preamble is regarded as active. For
each active preamble, the eNB decodes the RA-RNTI to find
out the specific RA slot in which the preamble has been sent.
3After that, the eNB sends the RAR message to the decoded
UEs on downlink control/shared channel. The RAR message
contains a Timing Advance (TA) instruction to synchronize
subsequent uplink transmissions, an uplink resource grant for
RRC request, and a temporary Cell Radio Network Temporary
Identifier (C-RNTI) which may or may not be made permanent
at contention resolution time. The uplink grant part of RAR
message contains all the necessary information to allocate
resources for RRC attempt. However, if multiple UEs transmit
the same preamble at the same RA slot, they will receive the
same RAR message if the eNB could not detect the collision.
3) RRC connection request from UE to eNB: After re-
ceiving the bandwidth assignment at Step 2, the UE sends
an RRC connection request along with tracking area update
and scheduling request. Step 3 message is addressed to the
temporary C-RNTI allocated in RAR message at Step 2,
and carries either a specific C-RNTI if the UE already has
one (RRC-connected UEs), or an initial UE identity − the
Temporary Mobile Subscriber Identity (S-TMSI), or a random
number. However, the colliding UEs, i.e. those not detected
at Step 2, transmit RRC connection requests using the same
uplink resources, thus another collision occurs at the eNB end.
4) RRC connection setup from eNB to UE: This step is
called contention resolution stage. After decoding the RRC
request message, the eNB acknowledges this to UE, and sends
RRC contention setup messages using the dedicated C-RNTI
(if indicated in Step 3 message), or the temporary C-RNTI
which also becomes dedicated from this stage. Successful UEs
then acknowledge the eNB, and proceed for data transmission.
However, the collided UEs, i.e. those which had sent RRC
requests using the same uplink grant, will not receive feedback
if their requests do not come with proper TA instruction. In this
case, the collided UEs will initiate a new RA access procedure
after a maximum number of attempts for retransmission.
MAJOR LIMITATIONS OF LTE RANDOM ACCESS
In each RA slot, let us consider that 54 preambles are
utilized for contention-based random access, and each radio
frame contains 2 RA slots. Thus, the maximum number of RA
opportunities per second are 10800 (= 54 × 2 × 100), while
simultaneous RA opportunities (preambles per RA slot) are
still bounded by 108. Also, if 30% contention-based preambles
are initially allocated for low data rate MTCDs, the maximum
RA opportunity for low data rate MTCDs per second are 3240.
In addition, since LTE MAC protocol is slotted-Aloha based,
the average RA success rate is around 37%. On the other
hand, for massive MTC applications, a single event can drive
several thousands of MTCDs to access the network almost
simultaneously, and consequently, huge preamble collisions
are anticipated.
An example scenario: Consider an earthquake monitoring
scenario in a densely populated urban area. Assume that
MTCDs are deployed in a cell of radius 2 km with a density of
60 MTCDs per square kilometer. Thus, the density of MTCDs
per cell is 754 (≈ pi× 22× 60). Also, consider that the speed
of seismic surface wave is 10 km per second, which will
result in 754 access attempts by MTCDs in 200 ms ( 2×100010 ).
In this case, the probability of preamble collision is around
30% (≈ 1 − e− 75410800×.2 ) with 10800 RA opportunities per
second. However, if 30% of the contention-based preambles
are dedicated for low data rate MTCDs, then the probability
of collision will be 69% (≈ 1− e− 7543240×.2 ).
Since the collision rate of slotted-Aloha system increases
exponentially with increasing rate of RA attempts, the random
access in LTE networks is likely to be unstable for massive
MTC applications.
PROPOSALS TO IMPROVE LTE RANDOM ACCESS
In this section, we review a wide range of RA congestion
solution proposals in LTE systems.The proposals are discussed
under two classes, i.e. 3GPP specified solutions and non-3GPP
specified solutions. Table I summarizes the proposals in terms
of five key performance metrics: access delay, success rate,
energy efficiency, QoS guarantee, and impact on HTC.
3GPP Specified Solutions
In [5], 3GPP specified the following six distinct solutions
of LTE RA congestion due to massive MTC applications.
5) Access class barring: Access Class Barring (ACB) is
a well-known tool to control the RA congestion by reducing
the access arrival rate. ACB operates on two factors: a set of
barring Access Classes (ACs) in which devices are classified,
and a barring time duration (Tb). Depending on the RA
congestion level, the eNB broadcasts an access probability p,
and barring time duration Tb as a part of SIB2. The UEs,
which intend to access the network randomly, generate their
own access probability q according to the AC they belong to. If
q ≤ p, the UE gets permission to access the network, otherwise
it is barred for an ACB window Tb. To support massive MTC
along with HTC, the 3GPP allowed separate AC(s) for MTCDs
[5]. Also, depending on the QoS requirements, the MTCDs
are sub-grouped into different ACs. The ACB model has
further been optimized in terms of efficient AC management
and dynamic updating of ACB parameters. The 3GPP also
specified two different ACB mechanisms for massive MTC
over LTE system as follows:
i Individual access class barring: Individual ACB is
mainly proposed to achieve better QoS requirements.
Each individual device or a group of devices having
same QoS requirements are classed together. However,
in massive MTC, tens of thousands MTCDs are expected
to serve under a single cell, where many of them have
distinct QoS requirements. Thus, individual ACB is not
efficient for massive MTC.
ii Extended access class barring: Extended Access Bar-
ring (EAB) was proposed as the baseline solution to
relieve the RA congestion for massive MTC in LTE
systems [5], [6]. In EAB, the MTCDs are classified
based on their QoS requirements, and the EAB algo-
rithm dynamically barres and unbarres the low-priority
MTCDs depending on the RA arrival rate. Thus, EAB
ensures timely network access to the delay-constrained
MTCDs. To enhance the performance of EAB, several
algorithms were proposed. In [7], 3GPP RAN-Group
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SUMMERY OF VARIOUS SOLUTIONS OF LTE RANDOM ACCESS CONGESTION
Proposal Sub-Proposal/Mechanism Reference AccessDelay
Success
Rate
Energy
Efficiency
QoS As-
surance
Impact
on HTC
Performance
Evaluation
Access class barring
Individual ACB [5] Varied High Medium High positive No
Extended ACB [5], [7] Varied High Medium High Positive Yes
Cooperative ACB [8] Varied High Medium High Positive No
MTC-specific backoff BI [5], [6] High Low Low No Positive Yes
Resource separation RACH split [5], [6] High Low Low No Positive Yes
Dynamic RACH allocation RACH add/drop [5], [6] Medium Medium Medium No Negative Yes
Slotted-access Specific RA [5] High Very high Very high very low Negative No
Pull-based access
Individual paging [5] Medium Medium Medium No Negative No
Group paging [5], [11] Medium Medium Medium No Negative No
Group access [11] Low High Very high No Positive Yes
Self-optimization ACB, RA split & add/drop [9] Low High High High Positive No
Prioritized access ACB, RACH split [10] Varied Medium Medium High Positive No
Code-expanded Code wise access [12] Low High Very low No – Yes
Spatial grouping Preamble reuse [13] Low High Medium No – Yes
Guaranteed access Instant control [14] Low High Low High Positive No
Non-Aloha based RA Analog fountain code [15] Low High Low No – No
proposed an improved EAB algorithm which optimizes
the EAB parameters depending on the congestion coeffi-
cient, i.e. the ratio of collided preambles and successful
preambles over a certain time duration.
Apart from 3GPP specified improvements, the authors in
[8] proposed cooperative ACB which is mainly targeted for
heterogeneous networks (HetNets). In this scheme, the coop-
erative eNBs jointly determine their ACB parameters, thus the
RA congestion is distributed among the cooperating eNBs.
Although the ACB schemes provide a better RA success
rate, the access probability p might need to be set to a
very restrictive value in case of high congestion scenarios.
Therefore, long access delay will badly impact the low-priority
applications. In addition, the ACB models are not capable
of handling RA congestion due to the massive bursty access
attempts by MTCDs.
6) MTC-specific backoff: Backoff mechanism is a common
solution to control random access in cellular networks. The
basic idea behind this backoff mechanism is, it discourages
the UEs to seek the access opportunity for a time duration,
called Backoff Interval (BI), if their first attempt failed due to
collision or channel fading. If a device fails second time to get
access, it will be subjected to a larger BI than the previous one.
In MTC-specific backoff, MTCDs are subjected to a larger BI
compared to the HTCDs.
7) Dynamic resource allocation: Dynamic allocation of
RACH is a straightforward solution for the RA congestion
problem. Under this scheme, the eNB can increase the RACH
resources in frequency domain, time domain, or both, based
on the level of RA congestion [5]. In time domain, the eNB
can allocate up to ten subframes as PRACH. In frequency
domain, additional 1.08 MHz of bandwidth can be allocated
for PRACH. It is worth noting that, if more uplink resources
are utilized as PRACH, there might be shortage of data
channel. In [6], 3GPP evaluated the performance of dynamic
RACH allocation scheme, and recommended it as the primary
solution to the RA congestion problem for massive MTC.
8) Slotted random access: In slotted RA scheme, each
MTCD is assigned to a dedicated RA opportunity and only
allowed to perform RA in its own dedicated access slot [5].
All the access slots comprise an RA cycle, and the eNB
periodically broadcasts the parameters of the RA cycle and
access slots. For a large number of MTCDs, the duration of
the RA cycle is likely to be very large, thus MTCDs might
experience long access delay. In addition, since each LTE
RA slot consists of 64 RA opportunities, there is a strong
possibility that all 64 access attempts are made within a single
RA slot, thereby giving rise to collision in a slotted-Aloha
based MAC system. Moreover, in slotted RA scheme, while
there could be very high load in some slots, some other slots
may remain underutilized.
9) Separate random access resources: To save HTC de-
vices (HTCDs) from RA congestion, separate RACH for
MTCDs has been proposed. The separation of resources can
be made either by allocating separate RA slots for HTCDs and
MTCDs, or by splitting the available preambles into HTC and
MTC subsets [5]. To ensure QoS guarantee for HTC, some
studies proposed to utilize full resources by HTCDs, whereas
MTCDs are restricted to their own subset. Although the RACH
separation scheme potentially reduces the negative impact on
HTCDs, MTCDs might experience serious congestion because
the available resources are reduced for MTCDs, and the
performance tends to be worse under high M2M traffic load.
10) Pull-based random access: All of the above RA con-
gestion solutions use a push-based approach, where the RA
attempts are performed arbitrarily by individual devices. Pull-
based RA model [5] is an alternative approach where the
devices are only allowed to perform RA attempt when they
receive any paging message from the eNB. The pull-based
RA model is suitable where the MTCDs transmit information
to their server in an on-demand basis. Under this scheme,
a server requests an eNB to send paging message to the
respective MTCDs in order to report their outputs. Therefore,
it is a centralized approach in which the eNB can completely
control the RA congestion by delaying the paging message.
Some MTCDs usually transmit data to their servers in a
periodic manner without any request from the server. Thus,
by introducing paging for these periodic applications, the eNB
can also control RA congestion. However, for massive MTC, it
is a challenging task to page a large number of devices which
5requires extra control channels.
To reduce the paging load, the 3GPP proposed a group
paging method in [5]. Group paging enables paging a large
number of MTCDs in one paging occasion, thus it reduces the
usages of paging channels. However, all the MTCDs included
under a group paging simultaneously perform the RA attempts.
Therefore, the number of MTCDs included under a group
paging is bounded by the RACH resources.
Non-3GPP Random Access Solutions
Besides the 3GPP specified solutions, different academia,
industry, and government bodies also proposed several so-
lutions of RA congestion in order to support massive MTC
over LTE networks. Some of the proposals contain distinct
characteristics, while others showed improved performances
of 3GPP specified solutions. Important proposals are studied
in following subsections.
11) Self-optimization overload control random access:
Self-optimization overload control (SOOC) approach com-
bines RA resource separation, dynamic RA resource alloca-
tion, and dynamic access barring scheme [9]. This approach
was proposed for MTC applications, which uses RA resources
separate from those for HTC. Also, the MTCDs are sub-
grouped into two units: high-priority MTCDs and low-priority
MTCDs. Under this model, MTCDs send RRC requests along
with a counter value which indicates the number of RA
attempts they had done before receiving the successful RAR
message. By observing the counter value, the eNB estimates
the RA congestion level. Depending on the congestion level
and available uplink radio resources, the eNB either increases
the RA resources, or decreases the access probability of low-
priority MTCDs, or takes both actions together. Finally, the
new parameters of RA resources and access probability are
broadcast as a part of SIB2 message.
12) Prioritized random access: Prioritized RA is another
optimization approach based on RA resource separation and
ACB mechanism. Under this approach, applications are di-
vided into five classes: HTC, high-priority MTC, low-priority
MTC, scheduled MTC, and emergency service [10]. The
available RACHs are virtually separated into three groups:
HTC, random MTC, and scheduled MTC & emergency service
[10]. A prioritized access algorithm is developed to ensure
QoS guarantee for the application classes as well as virtual
groups. The prioritization is achieved by introducing distinct
backoff window sizes for different classes.
13) Group-based random access: Group-based RA ap-
proach is an extension of pull-based group paging RA model.
Under this scheme, MTCDs under a group paging occasion
form one or more access group(s). MTCDs of an access group
are assigned an identity, called a group index, corresponding
to their access group ID and paging group ID. Formation of
access groups can be based on different criteria, i.e. belonging
to the same server, having same specifications, similar QoS
requirements, located in a specific region, etc. However, the
key aspect enabling the group access mechanism is that all
group members are in close proximity of each other such
that TA estimation for the group delegate is valid for all
group members [11]. In group-based RA process, a single
preamble is used for all MTCDs of each access group, but only
the group delegate is responsible for communicating with the
eNB. The eNB selects the group delegate based on different
metrics such as channel condition, transmission power, etc.
A bearer dedicated to each access group is created following
the standard process when the group delegate connects to the
network, but it is transparent to all group members. However,
the group members need to share their data with the group
delegate.
14) Code-expanded random access: In code-expanded RA
model, an RA attempt is initiated by sending a set of pream-
ble(s), called RA codeword, over a predefined number of
RA slots, instead of sending simply a single preamble at
any arbitrary RA slot. In this method, a virtual RA frame
is considered which consists of a group of RA slots, or a set
of preambles in each RA slot. MTCDs need to send multiple
preambles over each virtual RA frame, thus making a code-
word. At the receiver end, the eNB identifies the individual
RA attempts based on the identical codeword perceived inside
it. Let us consider that L RA slots are formed into a virtual
RA frame and each RA slot consists of M preambles, thus the
available number of codewords is [((M+1)L)−1] [12], which
increases the RA opportunities significantly without increasing
any physical resources.
15) Spatial-group-based reusable preamble allocation: The
main idea behind this RA model is to spatially partition the cell
coverage area into a number of spatial group regions, and the
MTCDs in two different spatial group regions can use the same
preambles at the same RA slot if their minimum distance is
larger than the multi-path delay spread. It is possible due to the
fact that the eNB is able to detect simultaneous transmission
of identical preambles from different nodes if the distance
between the detected picks is larger than the delay spread.
In the RAR message, the eNB sends distinct RAR for each
of the detected nodes, but all the RAR are addressed to the
same preamble since the nodes had sent the RA request using
the same preamble. However, each RAR contains different TA
values for different devices, and the devices can detect the cor-
rect RAR by matching their estimated TA with the set of TAs
in the RAR message. The authors in [13] obtained simulation
results assuming a cell radius of 2 km, where the minimum
distance between the identical usable preamble groups are 0.2
km. However, although a small delay spread provides more RA
opportunities, it can also cause mis-detection of preambles.
16) Reliability guaranteed random access: Generally, RA
congestion is detected upon preamble collision rate, and the
control schemes deal with high RA load by optimizing the
control parameters. The updates are periodically broadcast on
SIB2, where the cycle of SIB2 takes up to 5 seconds [4].
Therefore, in case of bursty traffic, it is not possible to update
the parameters immediately to maintain the QoS requirements
of MTCDs. To address this issue, the authors in [14] proposed
a proactive approach where the load estimation is performed
within one RA slot and the parameters are optimized instantly.
Under this model, a number of RA slots, say L, are formed
into an RA frame which consists of two phases: a load
estimation phase (one slot), and a serving phase containing
6L−1 RA slots. MTCDs are also sub-grouped according to their
QoS requirements, and each sub-group is assigned different
preambles in the estimation phase. However, all MTCDs need
to perform RA attempts during the estimation phase. Based on
the rate of preamble collision, the eNB estimates the number
of contention users in each group. The eNB then distributes
the L − 1 RA slots in the serving phase according to the
QoS requirements. After that, the MTCDs again send their
RA requests in their specific RA slots.
17) Non-Aloha-based random access: The limited number
of RA preambles is the main bottleneck of slotted-Aloha-
based RA for massive MTC in LTE networks. Recently, the
authors in [15] proposed a RA model based on the capacity-
approaching Analog Fountain Code (AFC). AFC-based RA
combines multiple access with resource allocation. In this
model, multiple MTCDs can send RA requests by using the
same preamble, and then data transmission also occurs within
the same RB. The available contention-based RA preambles
are sub-grouped based on the QoS requirements of MTCDs.
The RA process has two phases, i.e. contention phase and data
transmission phase. In the contention phase, all the MTCDs
with the same QoS are grouped together and initiate RA
attempt by using predefined preamble(s). Depending on the
received preamble power, the eNB estimates the number of
contended MTCDs per preamble, and broadcasts this infor-
mation to all contending MTCDs for each of the detected
preambles. The MTCDs which sent the same preamble obtain
the information about total number of candidate MTCDs for
that preamble. Based on the number of collided MTCDs,
each MTCD generates an orthogonal random seed and shares
it with the eNB. Therefore, both the eNB and MTCD can
construct the same bipartite graph to perform AFC encoding
and decoding for subsequent communications [15].
COLLISION RESOLUTION-BASED RANDOM ACCESS
Model
The basic idea behind the collision resolution based RA
(CRB-RA) model is to ensure RA reattempts from a reserved
set of preambles if the current attempt is detected as a
collision. The number of preambles in each reserved set is
optimized according to the rate of collision at each level.
In this model, separate RA preambles are used for HTC
and MTC, where the collision resolution technique is only
applicable for MTC. A number of RA slots form a virtual RA
frame, and the eNB broadcasts SIB2 at the end of each virtual
RA frame. The eNB can allocate new RACH resources into
the virtual RA frame if the collision rate is increased at certain
thresholds, thus the size of virtual RA frame is optimized
depending on the rate of preamble collision. Meanwhile,
the duration of each virtual RA frame is adjusted upon the
QoS requirements of high-priority MTCDs. In addition, each
contending UE (MTCD/HTCD) transmits its identity, UE-ID,
along with randomly generated preamble for RA attempt [3].
Some RACH subcarriers are used to map UE-ID such that the
UE-IDs of different preambles are orthogonal to each other
[3]. However, if multiple UEs transmit the same preamble at
the same RA slot, the eNB is unable to decode their UE-
IDs, and thus considers it as a collision. For each collided
preamble, the eNB assigns a set of new preambles (say m)
to the collided UEs if the collided preamble belongs to the
MTCDs. In the RAR message, the eNB instructs the collided
MTCDs to retransmit on the reserved preamble set in the next
available virtual RA frame. On the other hand, if the collided
preamble arrives from HTCDs, the eNB does not send any
RAR feedback, thus the collided HTCDs re-initiate a new RA
procedure at the next available RA slot.
In the next virtual RA frame, the collided MTCDs retransmit
the RA requests using preambles from the reserved set, while
the others are not allowed to use that set. The eNB imposes
restriction by broadcasting the information as a part of SIB2.
If the collided MTCDs collide again within the preassigned m
preambles, then another new set of preambles will be allocated
accordingly. This process will continue until the eNB properly
decodes each preamble with individual UE-ID. Therefore, an
optimistic m−ary splitting tree algorithm is developed for each
collision. However, based on the collision rate, the eNB can
also utilize dynamic ACB mechanisms to facilitate channel
access for high-priority MTCDs.
 
Fig. 3. Illustration of collision resolution RA model.
Fig. 3 illustrates our proposed CRB-RA model by using a
binary (m = 2) splitting tree algorithm. In this model, the
basic splitting tree algorithm is slightly modified to resolve
the RA problem in LTE. The root of the new model, where
collisions initially occur, consists of all number of contention-
based preambles (say q) of a virtual RA frame. Let us denote
the root as level 0. For each of single collision at level 0,
a new set of m preambles is reserved at level 1. Similarly,
m preambles are also reserved at level 2 for each collision
detected at level 1, and the process continues until the collision
is resolved. Therefore, an m-ary tree is developed for every
preamble collision detected at level 0, but the root of each
individual tree is at level 1.
In the CRB-RA model, the number of preambles in each
reserved set (m) is dynamically adjusted according to the
collision rate. Also, each level of contention tree is resolved
at individual virtual RA frame. In a particular virtual RA
frame, if the collision rate is sufficiently high, then more
preambles are required for the reserved set where the value of
m would also be high. For example, in case of full collision,
the maximum number of preambles required at any level is
(md × q), where d indicates the level of the tree. However,
if the value of m is set to a high value, then each level of
7contention tree requires more time to resolve. On the other
hand, if the value of m is set to a low value, the number of
level would be high. Therefore, the access delay of CRB-RA
mainly depends on the proper selection of m. The general
algorithm of our proposed CRB-RA model for two different
collision thresholds is presented as follows:
Algorithm: Collision resolution based random access.
1. Set collision threshold: x, y; x < y
2. Set preambles per contention tree slot: m02, mx, my;
m0 < mx < my
3. Set additional RA slot: ∆x, ∆y; ∆x 6 ∆y
4. Check preamble collision rate: κ
5. While κ 6= 0
6. If y > κ > x, then set m = mx and ∆ = ∆x
7. Elseif y 6 κ > x, then set m = my and ∆ = ∆y
8. Else m = m0, and ∆ unchanged
9. Reserve m preambles for each collision
10. Send RAR to collided MTCDs for reattempt RA
11. Broadcast the updated RA resources on SIB2.
Performance Analysis
We evaluate the performance of our proposed CRB-RA
model in terms of the average number of preamble retransmis-
sion and average outage probability. The results are compared
with standard slotted-Aloha-based RA model. The energy effi-
ciency and access delay of proposed CRB-RA model are also
discussed based on the outage probability and average number
of preamble retransmissions. It is assumed that massive access
requests are attempted, i.e. as in the earthquake monitoring
scenario discussed before. Each preamble can be successfully
detected (collision/active/ideal) at the eNB end. Also, since
collisions are detected before RAR feedback, the BI technique
is not applied here. To simplify the simulations, issues such as
mis-detection, propagation delay, and device processing time
are not considered. In addition, we simulate our proposed
CRB-RA model by considering a fixed contention slot size
(m is fixed). All the simulations are done based on the 3GPP
parameters [4], where the initial PRACH configuration index
is 6 (2 RA slots per radio frame) and the maximum RA re-
transmission limit is 10. In each initial RA slot, 30 contention-
based preambles are used for MTC. Also, depending on the
collision rate, the eNB allocates up to 10 RA slots per radio
frame.
Fig. 4 shows the average number of RA attempts required
to successfully decode each MTCD with respect to the number
of simultaneous3 RA attempts. It is apparent that, for any
arbitrary RA attempt, the proposed CRB-RA model ensures
network access within a limited number of retransmissions,
while a large number of retransmissions are required in case
of standard slotted-Aloha-based RA model. The slotted-Aloha-
based RA scheme with peak preamble configuration index (10
2Initial value of m; for optimal resource utilization, m0 = 3.
3We use the term “Simultaneous RA attempts” to refer to the number of
RA attempts within one radio frame.
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Fig. 4. Average number of retransmissions for the proposed RA model and
the slotted-Aloha-based RA model.
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Fig. 5. Average outage probability in channel access vs. number of
simultaneous RA attempts.
RA slots per radio frame) needs on average more than 30
retransmission attempts for one successful access, when the
number of simultaneous RA attempts is 3200 or higher. It is
noted that, in Fig. 4, the CRB-RA model utilizes only two RA
slots in each radio frame.
Also, Fig. 5 shows the average RA outage probability of
MTCDs as a function of the number of simultaneous access
attempts. It is evident that, by setting an appropriate number
of preambles (value of m) per contention slot, the CRB-RA
model can reduce the outage in network access significantly.
The standard slotted-Aloha-based RA system with 2 RA slots
per radio frame shows an average outage rate of around
70% for 500 simultaneous RA attempts. In addition, with the
maximum number of RA slots per radio frame, the standard
slotted-Aloha-based RA system shows around 70% average
outage probability for 2500 RA attempts per radio frame.
Therefore, massive multiple access by MTCDs will make the
system unstable. However, in contrast, with minimal preambles
per contention slot (m = 2), although the proposed CRB-RA
model may result in a non-zero outage probability for a large
number of simultaneous RA attempts, by optimizing the slot
length (m), the outage probability in channel access can be
8made very small.
In addition, since the average number of RA retransmission
requirement in CRB-RA model is very low compared to that
for slotted-Aloha based RA, the proposed RA model is very
efficient for power-constrained MTC applications. For the
same reason, the access delay for the CRB-RA model would
also be much lower in comparison to that for slotted-Aloha-
based RA models.
CONCLUSION
We have outlined the major challenges of existing LTE
MAC layer to bring massive “smart city” applications into
mass market. We have also reviewed a wide range of LTE
MAC layer congestion control proposals from the perspective
of massive MTC applications. Some proposals can potentially
handle high rate of RA requests, but the solutions are not
capable of managing massive bursty access attempts. To solve
this problem, we have proposed a novel collision resolution-
based RA model, which can effectively manage massive RA
requests. Also, our proposed RA method can coexist with
existing LTE MAC protocol without any modification. Sim-
ulation results have shown that the collision resolution RA
model provides reliable and time-efficient access performance.
Although we have simulated our model with a fixed size
of reserved preamble set, the proposed model exhibits a
multi-dimensional optimization problem, where the number of
preambles per contention tree slot, and the size and duration
of virtual RA frame can be optimized based on the preamble
collision rate, available radio resources, and delay constraints.
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