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あらまし 本論文では、3次元で 1軸回転する物体の画像列を表現する遷移行列のブロック対角化を用いて部分空間を
構成し、それを用いて物体の姿勢を推定する手法を提案する。提案手法は、部分空間において基準画像とブロック対
角行列の累乗の積とのユークリッド距離を最小にする冪指数を姿勢パラメータとして探索する。また、2次元部分空間
における基準画像中の 2次元ベクトルとのなす角を姿勢パラメータとして直接推定する手法も示す。実画像における
実験において、推定誤差は最大で約 4[deg]、平均で 1.23[deg]という精度であり、提案手法が有効に働くことを示す。
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Abstract This paper proposes a new method for estimation of pose of a 3D object rotating about an axis by using
a subspace with block diagonalization of a cyclic transient matrix of the image sequence of the object. The proposed
method searches the pose parameter with the distance between an image and the standard image multiplied with a
block diagonal matrix in the subspace. Alternative method that directly estimates the pose parameter as an angle
subtended by two vectors in two-dimensional subspace. Experimental results with a real image sequence demon-
strate that the maximum estimation error is about 4[deg], and 1.23[deg] in average, which show the eﬀectiveness of
the proposed method.
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1. は じ め に
画像に写る物体の姿勢パラメータを推定する問題はコンピュー
タビジョンの重要な問題の一つであり、これまでに多くの研究
がなされている。その多くは既知形状の剛体を仮定し、運動や投
影の解析的モデルを採用して最適化問題を解く 3次元幾何を用
いたもの [1]である。それに対して、物体の形状や 3 次元空間で
の投影といった幾何学的な撮像過程を仮定せず、物体の見た目で
ある画像そのものを学習する見えに基づく (appearance-based,
view-based)手法が数多く提案されている。
見えに基づく姿勢推定手法として、村瀬ら [2], [3]はパラメト
リック固有空間法を提案した。これは、連続的にパラメータが
変化する画像列の固有空間を学習し、その画像列が固有空間中
に描く軌跡（多様体）をスプラインで表現し、それをパラメー
タと共に保存して、新たな画像の姿勢の推定はそのスプライン
上のパラメータを探索することで行う手法である。この手法は
さまざまな場面に応用され、その有効性が示されている。しか
し手法的に問題となるのは、スプライン表現を多自由度に拡張
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することが困難であること、スプライン表現上でのパラメータ
推定が closed-formではなく反復計算が必要であることなどが
ある。また、連続変化する画像列の固有空間はどのようなもの
であるのかの解析がなされてはいない。
特殊な場合についての固有空間の解析結果はいくつか得られ
ている。Uenoharaら [4], [5]は、カメラの光軸回り（つまり 2
次元平面）に回転する画像列の固有空間を効率的に求める手法
を提案した。彼らはこの画像列が作る共分散行列が symmetric
periodic Toepliz行列であり、その固有ベクトルは極座標系に
おける周波数の異なる cosであることを示した。したがって特
異値分解 (SVD)を用いず、離散コサイン変換 (DCT)を用いる
ことで固有ベクトルが効率的に計算できると述べている。実際
には DCT ではなく、複素離散フーリエ変換 (DFT) または離
散ハートレイ変換 (DHT)であることが、後に Park [6]によっ
て指摘されている。Changら [7]は、2次元平面での回転だけ
でなく並進も場合も、共分散行列が circulant 行列になり、し
たがってどちらも同じ固有空間を作る（つまり複素フーリエ基
底で張られる）ことを示した。Jorgan ら [5], [8] は Uenohara
ら [4]の結果を拡張し、回転する物体の画像列を複数用いた場
合、共分散行列がブロック毎に circulant行列になることを利
用して、効率的な固有空間の生成方法を提案した。Sengelら [9]
は、Jorganら [8]の手法で画像の枚数が無限に得られたときの
極限について考察し、姿勢パラメータを直接 tanで求める手法
を提案した。
カメラの光軸回りでない、一般の 3次元空間中の 1軸回転の
場合はそう簡単ではない。Changら [7]は、白黒の円筒が 3次
元空間で 1軸回転する単純な画像を生成し、2次元平面回転と
同様の処理を行い、その基底は cosに似ているということを観
察している。Sengelら [9]は、3次元の回転による見えの変化
を複数の異なる 2次元画像として扱い、2次元回転と同時に姿
勢を推定しているが、3次元の連続した回転パラメータは得ら
れない。
見えが基本的に変化しない 2次元回転の場合と異なり、3次
元回転の場合には物体の形状や表面特性に依存するため、固有
ベクトルを解析的に決定することは不可能である。そこで、異
なるアプローチから 3次元 1軸回転の姿勢推定手法を提案した
のは Okataniら [10]である。彼らの手法は、画像とその姿勢パ
ラメータを線形写像（つまり行列）で結びつけ、その行列を一
般化逆行列により取得し、新たな画像の姿勢を線形計算で得る
という、線形回帰を応用したものである。天野ら [11], [12]は、
固有空間による次元削減を考慮した一般化逆行列とみなすこと
ができる BPLP [13] を用いて、Okatani らと同様に線形で姿
勢を推定する手法を提案した。安藤ら [14] は線形回帰ではなく
SVM回帰を用いて 3軸回転する物体の画像とパラメータの学
習を行っている。しかし、画像の枚数が画素数よりも少ないと
いう条件では線形手法で十分であることが玉木ら [15]によって
指摘されており、この条件は一般的に十分現実的なものである。
本論文では、新しい 3次元 1軸回転の姿勢推定を線形で行う
手法を提案する。前述したように、従来は 2次元回転に対して
は固有ベクトル自体を解析的に得ようとする試みがなされてき
た。そして 3次元 1軸回転では、手法の主要な点が、固有ベク
トル自体ではなく、画像とパラメータの線形写像（線形作用素）
に移ってきた。本論文で提案する手法は、この写像に着目する。
さらに、画像とパラメータの写像ではなく、連続して変化する
パラメータに付随して連続的に変化する画像列中の、画像と画
像を結びつける写像を考察の対象とする。提案する手法では、
この写像を行列で表し、ブロック対角化することで得られる部
分空間が姿勢推定に有用な表現となることを利用する [16], [17]。
2. 画像の遷移を表す行列のブロック対角化
ここでは、n枚の画像 x0;x1;x2; : : : ;xn¡1 が与えられたと
き、行列によって画像間の関係を表す [16]。
2. 1 画像の遷移を表す行列とその複素対角化
ある物体を 3 次元の 1 軸で等間隔に回転させて撮影した
n 枚の画像 xj = (xj1; xj2; : : : ; xjN )T を N 次元ベクトルと
し、その画像を撮影した角度を µj = 2j¼=n とする。ここで
j = 0; 1; : : : ; n ¡ 1である。さらに実際の状況として N > n、
つまり画素数は画像数より大きいことを仮定する。
まず画像 xj を xj+1へと遷移させるような、物体の 1軸回転
の 1ステップ分に相当する以下のような線形変換 Gを考える。
xj+1 = Gxj ; xj = G
jx0; G
n = In (1)
ここで In は n£ n単位行列である。画像列に対してはこの変
換式を行列で書くことができる。
[x1 x2 ¢ ¢ ¢ xn¡1 x0] = G[x0 x1 ¢ ¢ ¢ xn¡2 xn¡1] (2)
ここで上式を
X1 = GX0 (3)
とおくと、最小ノルム型一般化逆行列 [18]を用いて
G = X1(X
T
0 X0)
¡TXT0 (4)
が得られる。
逆に、画像列 X0 に右から作用する行列を考えると、X0 か
らX1 への変換は、以下のように単なる n£nの列置換行列M
で表現できる。
X1 = X0
0B@
0 1
1 0
1 0
. . .
. . .
1 0
1 0
1CA = X0M (5)
すると、式 (4)は以下のように書ける。
G = X0M(X
T
0 X0)
¡TXT0 (6)
さらに、画像列 X0 を特異値分解して X0 = EΣV T とする
と、式 (6)は
G = EΣV T M V Σ¡1ET (7)
と書き直せる。一方列置換行列M は、複素対角行列 D0 とユ
ニタリ行列W 0 を用いて
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M = W 0HD0W 0 (8)
と対角化できる（付録 1.参照）。ここで H は共役転置を表す。
これを式 (7)に代入し、
G = EΣV TW 0HD0W 0V Σ¡1ET = U 02D
0U 01 (9)
U 01 = W
0V Σ¡1ET ; U 02 = EΣV
TW 0H (10)
と書き表せる。
2. 2 行列Gのブロック対角行列を用いた分解
上述のように、行列 Gは実数または複素数の固有値を持ち、
ユニタリ行列で対角行列に分解される（注1）。しかし、M の対
角化において、複素数の固有値は必ず共役複素が対で現れる。
その共役複素固有値に対応する共役複素固有ベクトルを変換
することで、M の実数行列によるブロック対角化が可能にな
る [6], [19]（付録 2.参照）。
そこで、M のブロック対角行列Dと実数行列W を用いて、
Gは以下のように分解できる。
G = U2DU1 (11)
U1 = WV Σ
¡1ET ; U2 = EΣV
TWT (12)
ここで D は以下のような実ブロック対角行列である。
D =
8<:diag(1; A1; A2; : : : ; As); n is odddiag(1; A1; A2; : : : ; As;¡1); n is even (13)
Ak =
Ã
cos µk sin µk
¡ sin µk cos µk
!
(14)
また明らかに以下が成り立つ。
U1U2 = In (15)
2. 3 行列Gのブロック対角化が表す部分空間
前節までに示した Gを対角化する行列 U1; U2 は、画像の姿
勢を表す部分空間への投影と考えることができる [16], [17]。
D における各ブロック Ak に対応する U1 の 2つの行ベクト
ルは、画像空間からそれらが張る 2次元部分空間への投影（線
形写像）を表しており、各ブロックは重複していないため、各
2 次元部分空間は互いに直交している。そのため、画像の U1
による投影は、元の画像を別々の多数の 2次元部分空間に投影
し、それぞれの部分空間において 2つの画素を各ブロック Ak
によって \³kn = 2k¼n だけ回転させていることに相当する。
ここで Gを式 (2)による画像 xj への作用を見てみる。
xj+1 = U2DU1xj (16)
U1xj+1 = DU1xj (17)
x0j+1 = Dx
0
j (18)
ここで 0 は部分空間における画像を意味し、x0j = U1xj であ
（注1）：M の分解は対角化であるが、G の分解は U 01 と U
0
2 が正方行列ではな
いため、対角化とは呼べない。この節で述べる U1 と U2 による G の分解も同
様である。ただし本論文では説明の簡便のためにこれらも対角化と呼ぶことにす
る。
る。したがって、行列 U1 は、単に 1つまたは 2つの画素を独
立に 2次元平面上で回転させることで画像が x00;x01; : : :と次々
に移りあうことができる多数の 2次元部分空間への投影を実現
している。
またすぐにわかるように、x0 から xj への画像の遷移を、
xj = G
jx0 という大規模な行列 G を用いた形ではなく、
xj = U2D
jU1x0 というコンパクトな行列の積により実現
することができる。
3. 新しい画像の姿勢推定
本節では、前節で述べた部分空間を用いて、新たな画像 xが
与えられたときにその画像の姿勢パラメータ µを推定する手法
について述べる。
3. 1 部分空間中の距離による姿勢推定
前節の最後に述べたように、学習画像系列中の画像間の遷移
は、行列 Gの累乗で表される。これはブロック対角行列 D の
累乗で表すことと同じであり、つまり D を何乗するかで画像
の遷移を決定することができる。
これは、部分空間に投影した画像についても同じことが言え
る。つまり、x0j = Djx00 である。そこでこの部分空間での画像
遷移を利用して、新たな画像 xの姿勢パラメータ µを以下のよ
うに推定することを提案する。
j = argmin
j
jjx0 ¡Djx00jj2 (19)
µ = jµ1 =
2¼
n
j (20)
これは部分空間におけるユークリッド距離を評価基準を用いて
いるが、以下のように相関を最大にする基準と同値である（付
録 3.参照）。
j = argmax
j
x0Tx0j ´ argmax
j
x0TDjx00 (21)
ここで、D の累乗は以下のように計算する。
Dj =
8<:diag(1; Aj1; Aj2; : : : ; Ajs); n is odddiag(1; Aj1; Aj2; : : : ; Ajs; (¡1)j); n is even (22)
Ajk =
Ã
cos jµk sin jµk
¡ sin jµk cos jµk
!
(23)
この推定は j についての全探索になるため、非常に計算コス
トがかかるように思われる。しかし、部分空間の性質を考慮す
ると、実際は効率のよいアルゴリズムを考えることができる。
式 (19) で表される部分空間における距離を、実際のいくつか
の画像について計算したものを図 1に示す（詳細は実験の節を
参照）。このグラフからわかるように、学習に用いた画像は対
応する j の値で急激に落ち込む最小値をとる。学習に用いてい
ない画像でも、対応する j の値の付近においてなだらかな最小
値をとっている。そのため、まず粗く j を探索しておいて、そ
の中で最小となるものの付近を細かく探索して最小値を探すこ
とで、計算コストを減らし、任意の精度で最小値を求めること
ができる。
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図 1 部分空間における距離。横軸はDj の冪指数 j。（上）学習画像 xj(j = 5; 11; 17; 23; 29; 35)
について、Djx00 との（部分空間における）ユークリッド距離 jjx0j ¡Djx00jj2 を表す。こ
れらの画像は学習に用いているため、対応する j において距離 0 となる。（下）学習して
いない画像 xj(j = 4:5; 10:5; 16:5; 22:5; 28:5; 34:5)について、Djx00 との（部分空間にお
ける）ユークリッド距離を表す。
3. 2 2次元部分空間でのベクトルのなす角による姿勢推定
前述した距離による姿勢推定は、効率的なアルゴリズムがあ
るとしても、やはり探索が必要になる。そこで、ここでは探索
を必要としない姿勢推定手法について述べる。
前節でも述べたように、画像は別々の多数の 2 次元部分空
間へ U1 によって投影され、それぞれの部分空間において 2つ
の画素が各ブロック Ak によってだけ回転されている。ここで
特に A1 に対応する 2画素のベクトルに注目する。学習した画
像列で隣接する画像 xj ;xj+1 は、部分空間に投影された場合、
A1 に対応する 2画素のベクトルは、角度 µ1 をなしていること
になる。
そこで、この A1 に対応する 2次元部分空間のみを用いて、2
画素ベクトルがなす角を姿勢の推定値とする方法を提案する。
すなわち、
x000 =
Ã
0
0
A1
0 ¢ ¢ ¢ 0
0 ¢ ¢ ¢ 0
!
x00 2 R2 (24)
=
Ã
0 cos µ1 sin µ1 0 ¢ ¢ ¢ 0
0 ¡ sin µ1 cos µ1 0 ¢ ¢ ¢ 0
!
x00 (25)
x00 =
Ã
0 1 0 0 ¢ ¢ ¢ 0
0 0 1 0 ¢ ¢ ¢ 0
!
x0 2 R2 (26)
cos µ =
x00T0 x
00
jjx000 jjjjx00jj
(27)
また
x0000 = (x
00T
0 ; 0)
T ; x000 = (x00T ; 0)T 2 R3 (28)
(0; 0; sin µ)T =
x000 £ x0000
jjx000 jjjjx00jj
(29)
以上より
µ = tan¡1
³
sin µ
cos µ
´
(30)
を、画像 xの姿勢の推定値とする。
4. 実 験
これまでに述べた手法を用いて、実際の画像列における部分空
間を構成し、姿勢推定を行った結果を示す。画像はCOIL-20 [20]
の物体 4（招き猫）を用いた。この画像のサイズはN = 128£128
であり、5度ずつ 1軸回転した n = 72枚の画像サンプルから
なる。手法の実装と実ブロック対角化の計算には Scilab-4.1を
用いた。
72枚の学習サンプル画像のうち、奇数番号に対応する 36枚
（0; 10; 20; : : : 度の画像）をそれぞれ x0;x1; : : : ;x35 として学
習に用いた（つまり U1 を計算した）。偶数番号に対応する残り
の 36枚（5; 15; 25; : : :度の画像）は学習には用いず、それぞれ
x0:5;x1:5; : : : ;x35:5 という画像として手法の評価に用いた。
まず部分空間の特性を見るために、学習に用いた画像 x0
と、部分空間において x00 を D の累乗により回転した画像と
のユークリッド距離を求めたものを図 1（上）に示す。横軸は
Dj の冪指数 j で、縦軸は Djx00 との距離である。例えば画
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図 2 距離による姿勢推定結果。（左）画像 xj(j = 0; 0:5; 1; 1:5;
2; : : : ; 35:5) の姿勢推定結果。（右）各画像の姿勢推定誤差。
RMSE=1.7998525[deg]
像 x5 との距離 jjx05 ¡Djx00jj2 は、j = 5において急激に落ち
込む最小値をとっており、学習が適切に行われていることが
わかる。また学習に用いた他の画像 x0;x1;x2; : : :に相当する
D0x0; D
1x0; D
2x0; : : : との距離は、すべて等距離であり、
p
2
である（注2）。冪指数が実数の場合には等距離にはならず、その
前後の整数の冪指数における
p
2を通過する、高調波（の絶対
値を取ったもの）になっている。しかし
p
2からの差（リップ
ル幅）は小さく、最小値の探索には問題ない。
一方学習に用いていない画像に対しても同様に距離を求めた
ものを図 1（下）に示す。未学習の画像であっても対応する冪
指数 j の値の付近においてなだらかな最小値をとっており、そ
のことからもこの部分空間が姿勢推定に有効であるということ
がわかる。冪指数が対応しない値の場合、距離は大きくなるが、p
2よりもやや小さい値付近に収まっており、最小値の探索に
影響を与えることはない。
次に、学習していない画像を用いて、3. 1節で述べた部分空
間中の最小距離を探索する手法で姿勢推定を行った結果を図 2
に示す。この図では学習に用いた画像 (j = 0; 1; 2; : : :)に対して
も姿勢推定を行っているが、その場合には正しい姿勢が誤差な
く推定されている。学習していない画像 (j = 0:5; 1:5; 2:5; : : :)
に対する姿勢推定は良好に行われている。最大誤差が 7[deg]程
度のものを除けば、推定誤差はほぼ §2[deg]程度に収まってお
り、二乗誤差平均の平方根 RMSEは 1.80[deg]である。
一方、図 3に示すのは、3. 2節で述べた、2次元部分空間中
のベクトルのなす角を用いる手法で姿勢推定を行った結果で
ある。最大誤差は 4[deg]程度であり、RMSEは 1.23[deg]であ
る。これは距離を用いた推定手法よりも精度がよく、期待した
とおりベクトルのなす角が姿勢をよく表しているといえる。
5. お わ り に
本論文では、新しい 3次元 1軸回転の姿勢推定を線形で行う
二つの手法を提案した。提案手法は、画像と画像の遷移を表す
写像を行列で表現しブロック対角化することで姿勢推定に有用
な部分空間を構成し、その部分空間で新たな画像の姿勢を推定
する。姿勢推定のために、部分空間におけるユークリッド距離
を最小にする冪指数を探索する手法と、2次元部分空間におけ
（注2）：証明は簡単であり省略する。
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図 3 角度による姿勢推定結果。（左）画像 xj(j = 0; 0:5; 1; 1:5;
2; : : : ; 35:5) の姿勢推定結果。（右）各画像の姿勢推定誤差。
RMSE=1.233656[deg]
るベクトルのなす角を用いる手法を提案し、実画像においてそ
れらの推定精度を比較した。実験結果では、ベクトルのなす角
を用いる推定手法のほうがやや精度が高いことを示した。
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付 録
1. 行列M の複素対角化
n£ n列置換行列M
M =
0B@
0 1
1 0
1 0
. . .
. . .
1 0
1 0
1CA (A¢1)
を対角化する [6]～[8], [19]。まず固有方程式は
jM ¡ ¸Ij =
¯¯¯¯
¯¯¯
¸ ¡1
¡1 ¸
¡1 ¸
. . .
. . .
¡1 ¸
¡1 ¸
¯¯¯¯
¯¯¯ = ¸n ¡ 1 (A¢2)
であるので、固有値は n個の異なる 1の原始 n乗根 ³nである。
¸k =
n
p
1 = ³kn = e
2k¼
n
i; k = 1; 2; : : : ; n (A¢3)
ここで i =
p¡1 である。³kn に対応する固有ベクトルを
wk = (w1; w2; : : : ; wn)
T とすると、
Mwk = ³
k
nwk = (wn; w1; w2; : : : ; wn¡1)
T (A¢4)
= (³knw1; ³
k
nw2; : : : ; ³
k
nwn)
T (A¢5)
よって
wk = (³
(n¡1)k
n ; : : : ; ³
2k
n ; ³
k
n; 1)
T (A¢6)
以上よりM は以下のように対角化される。
M = W 0HD0W 0 (A¢7)
D0 = diag(1; ³n; ³
2
n; : : : ; ³
n¡1
n ) (A¢8)
W 0 = (w0;w1;w2; : : : ;wn¡1) (A¢9)
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2. 行列M のブロック対角化
n次正方行列M をブロック対角化する [6], [7], [19]。
M の固有値 ³kn と ³n¡kn は共役複素である。それらに対応す
る共役複素固有ベクトルwk;wn¡k を以下のように実部と虚部
に分ける。
wk =
1p
2
(ck + isk); wn¡k =
1p
2
(ck ¡ isk) (A¢10)
ここで
ck =
1p
2
(wk +wn¡k); sk =
1p
2
(wk ¡wn¡k) (A¢11)
である。すると、
M(wk;wn¡k) = (wk;wn¡k)
Ã
³kn 0
0 ³n¡kn
!
(A¢12)
を変形して
M(ck; sk) = (ck; sk)
Ã
cos µk sin µk
¡ sin µk cos µk
!
(A¢13)
= (ck; sk)Ak (A¢14)
が得られる。ここで ³kn = cos µk + i sin µk である。
したがって、M は以下のように実数でブロック対角化される。
M =WTDW (A¢15)
ただし nが奇数のとき：
D = diag(1; A1; A2; : : : ; As) (A¢16)
W = (w0; c1; s1; c2; s2; : : : ; cs; ss) (A¢17)
s =
n¡ 1
2
(A¢18)
nが偶数のとき：
D = diag(1; A1; A2; : : : ; As;¡1) (A¢19)
W = (w0; c1; s1; c2; s2; : : : ; cs; ss;wn=2) (A¢20)
s =
n¡ 2
2
(A¢21)
Park [6]が指摘しているように、共役複素固有ベクトルの実
数化は唯一ではない。上記の実数化は DFTによるものであり、
DHTによる実数化 [6]も可能である。
3. 部分空間における姿勢推定の評価基準
部分空間における姿勢推定のための以下の評価基準は、相関
と一致することを示す。
Fj = jjx0 ¡Djx00jj2 (A¢22)
ここでブロックAsに対応する x0;x00の画素をそれぞれ ys;y0s
とすると、
Fj =
X
s
jjys ¡Ajsy0sjj2 (A¢23)
=
X
s
¡
jjysjj2 + jjy0sjj2 ¡ 2yTs Ajsy0s
¢
(A¢24)
= jjx0jj2 + jjx00jj2 ¡ 2x0TDjx00 (A¢25)
したがって
argmin
j
Fj , argmax
j
x0TDjx00 (A¢26)
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