This paper describes a system which automatically derives 3D models of architectural scenes from multiple images. This system differs from previous structure from motion algorithms in that it explicitly makes use of strong geometric constraints such as perpendicularity and verticality which are likely to be found in architecture. Structure is compactly represented as a piecewise planar model which is initialised automatically by segmenting a featurebased reconstruction. An efficient technique for evaluation of model likelihood is also presented, which allows a rapid search through a large number of 3D models.
Introduction
As 3D graphics become an everyday feature of desktop PCs and web browsers, there is an increasing demand for the generation of realistic 3D models without the use of expensive and technical CAD packages. The automatic acquisition of 3D models from image sequences is one approach to the problem which has been actively pursued by computer vision researchers in recent years.
Fully automatic model recovery from images [3, 9] is usually based on low level image features such as points and lines, which can be automatically detected fairly reliably. However reconstructing each point or line individually involves estimating a large number of parameters ( ¤ ¦ ¥ parameters for ¥ points, for example), which makes this approach illconditioned and reliant on many accurately detected and matched point and line features.
By relaxing the requirement for complete automation, interactive systems [4, 10, 11 ] can make use of higher level primitives such as planes and blocks, which are manually extracted from an image sequence. This greatly reduces the dimensionality of the problem and leads to more robust solutions and convincing models. However these systems can only model scenes in which the primitives they use are applicable, and are no longer completely automatic. This paper describes a system for automatic 3D model acquisition which makes use of high level primitives (planes). The system is demonstrated on architectural scenes, although it could be applied to any class of structure for which some prior knowledge is available. From an initial reconstruction obtained from corner features, a model based on planes, similar to the layered models used in [2, 13] , is initialised and then optimised. This process explicitly makes use of strong prior models and geometric constraints which are applicable to architecture. This has the same aim as that of Baillard et. al. [1] ; however their work follows a different approach based on line matching to segment planes from aerial images of urban scenes.
Section 2 of the paper introduces the piecewise planar model used to represent architectural scenes, and defines a posterior probability measure for the model. Section 3 addresses the problem of obtaining an initial estimate of the model automatically from an image sequence, while in Section 4 a method for rapidly optimising this estimate is presented. In Section 5 the model is further refined by the addition of offset layers representing features such as doors and windows to each plane.
The planar model
Each plane in a planar model is specified by spatial parameters , with infinite extent.
Estimating a planar model
Given data A in the form of an image sequence, the problem is to find
such that the posterior probability
is maximised, where H represents prior information. This is a product of model likelihood and prior, which are defined in the following sections.
Evaluation of the model likelihood
It is assumed that a texture parameter at point 0 on the model surface is observed with noise 
Using Equation (2) under the assumption that the errors U in all the points are independent, the likelihood over all points can be written: 
Evaluation of the prior
Assuming the prior distributions of
, and ¡ § are independent, the prior
is factorised as
. Given no prior knowledge of the appearance of a model or the parallax from its planes, both
are assigned uniform distributions. Assigning a distribution to plane shape, i.e.
, is an interesting problem, but is not tackled in this paper. For now only a simple prior is applied to the spatial parameters
¡ ¤
: it is expected that adjacent walls are likely to intersect at about 90 degrees. A simple way of encoding this is to define a Gaussian prior, centred at ¤ £ and with standard deviation W ¦ ¥ , on the angle between adjacent walls:
where ¥ is the number of planes in the model and is the interior angle between planes ' and '
# T $
when projected onto a ground plane (see Section 3). Having defined the components of the posterior probability measure, the maximum a posteriori (MAP) parameter vector ¡ MAP is now sought. There are two stages to the search: first a good initial estimate is obtained, and then this estimate is refined using a search algorithm.
Initialising the planar model
The initial estimate of the planar model is obtained from a feature-based 3D reconstruction. This section briefly describes the acquisition of the feature-based 3D model, which is based largely on previous work [3, 9] , and how it is segmented to derive an initial estimate of the planar model.
Point matching in architectural scenes
The feature-based model is based on image corners, which are detected using a Harris corner detector [6] with subpixel interpolation. For each corner at position robustly estimate a planar homography from the initial correspondences. Although not all correct matches are consistent with , this resolves much of the ambiguity associated with planar repeated structure, as shown in Figure 1 . Correct matches which are not consistent with are displaced by a residual parallax vector. These parallax vectors intersect at the epipole ¡ t in the second image; hence the epipole is obtained by a robust intersection of parallax vectors. The epipolar geometry between the first two images is now fully determined, and the associated fundamental matrix is given by 
Camera Calibration
Assuming that the camera has an aspect ratio near 1, and a principal point near the centre of the image, only the focal length is required to calibrate the cameras sufficiently to produce an accurate reconstruction. The essential matrix between the first two cameras, . In a simplified version of [8] , the penalty function
is minimised by direct search, varying the focal length of each camera in turn. Having obtained correspondences and calibration, a cloud of 3D points is triangulated, and a bundle adjustment routine is used to minimise the reprojection error.
Incorporating matches from other images
Other images are now sequentially incorporated into the reconstruction. Each image is matched with its predecessor as described in Section 3.1, which provides both 2D-2D correspondence and 2D-3D correspondence, as points in the previous image already have associated structure. A projection matrix is then estimated linearly from the 2D-3D correspondences, and new structure is triangulated from 2D-2D matches without previous structure. After each image is incorporated, the reconstruction and projection matrices are again optimised using bundle adjustment. A model obtained using this method is shown in Figure 2 . 
Extracting planes from the reconstruction
Planes are extracted from the 3D reconstruction by recursively applying a RANSAC plane estimation algorithm. At each iteration, planes are hypothesised from a randomly selected sample of 3 points, and the plane which is best supported by those points which have not been assigned to previous planes is selected. The main problem with this approach is that it includes no concept of the spatial extent of each plane, and thus tends to extract planes with irregular and mutually overlapping boundaries. To impose spatial constraints it is assumed that all planes are perpendicular to a common ground plane-an assumption which is justified for architectural scenes in which dominant planes commonly correspond to walls of buildings. Provided that at least two planes have been extracted from the point model, a least squares estimate of the ground plane normal can be obtained from the other plane normals. An overhead view of the reconstruction can now be simulated by projecting all points orthogonally onto the ground plane, as shown in Figure 3 . This view is useful as many strong constraints applicable to architecture can be applied to it-in fact it is to this view that the perpendicularity prior (Equation (4)) is applied. Also shown in Figure 3 are two lines which have been fitted to the inlier clusters obtained from the recursive RANSAC estimation. These lines are intersected, which provides an initial guess of the spatial extent (parallel to the ground plane) of each plane. The upper and lower bounds of each plane are also initialised by the "highest" and "lowest" points in each cluster, where height is measured perpendicular to the ground plane.
Thus a simple initial planar model is obtained in which all planes have rectangular shape and are perpendicular to a ground plane. This model is next used to seed a search for an improved estimate. 
Optimising the planar model
Having initialised a 3D model consisting of a set of rectangles, and defined a probability measure for the model, a search for the MAP model parameters is now carried out. There are three main sources of error in the initialisation process described in Section 3.4: the least squares estimate of the ground plane normal, the segmentation of the planes by intersecting their projections on the ground plane, and the approximation of each plane boundary by a rectangle. Hence the model is optimised by gradient descent search on (a) the components of the ground plane normal, (b) the endpoints of the projection of each plane onto the ground plane and (c) the boundary of each plane.
Projections of the planar model are shown before and after searching in Figure 4 , along with a texture mapped version of the resultant 3D model. The search typically takes a total of order 50 iterations to converge, which takes about 20 seconds on a 500MHz Pentium 3. The speed of the algorithm is mainly due to the technique now presented, which makes evaluation of the model likelihood extremely fast. 
where C is the successor pixel to 9 on ¥ , in an anti-clockwise direction. This is equivalent to computing ! for each line segment joining adjacent pixels, with a weighting factor proportional to the length of this line segment.
To compute the likelihood of the entire model, Equation (9) is evaluated around the boundary of each plane, including the background plane. It is assumed that all planes except the background are simply connected. Clearly the background plane is not simply connected-each of the other planes lies inside its boundary. Hence the likelihood of the background plane must be calculated around the boundary of each region and subtracted from the total model likelihood (or equivalently, the background likelihood must be integrated clockwise around each region boundary). This is shown graphically in Figure  5 (a). By precomputing the vector field ! for each surface, calculation of the likelihood only involves determining the boundary pixels for each region and summing these precomputed values over the region boundaries, which is very fast. If the results of the integration are cached for each line segment belonging to each boundary, recalculation of the likelihood for a slightly altered model is even faster, requiring only the recalculation of the affected boundary segments, as shown in Figure 5(b) .
Model refinement using planar parallax
The planar model shown in Figure 4 is less noisy than the point-based model given in 
lihood (Equation (3)) in regions R1, R2 and the background, a related vector field is integrated anticlockwise around the boundary of each region (solid arrows). The vector field associated with the background is also integrated clockwise around the boundaries of regions interior to it (dashed arrows). (b) Rapid evaluation of likelihood for varying shapes. Having computed the likelihood of region R2, the likelihood of region R2 is computed by subtracting the contributions from the invalid boundary segments (shown as dashed lines) and adding those of the new boundary segments.
large spatial regions within a plane whose likelihood is maximised at similar offset values. However there is generally insufficient detail in images of multiple walls to reliably recover the position and number of offset layers this way. In future means of merging distant images of multiple planes and close-up images of single planes will be investigated; however at present the approximate position and size of offset layers is manually initialised. Once these layers have been initialised, their shape is automatically selected from a predefined family of parameterised shape models as described in [12] . This family includes shapes which correspond to commonly occurring architectural features, such as a rectangle, an arch and a pillar. A Bayesian model selection technique is used to select the appropriate model to represent each offset layer, based on a compromise between goodness of fit to the images and model complexity. More details are given in [12] .
The final model obtained using a basic planar model with additional offset primitives is shown in Figure 6 . This model is more accurate than the original point-based reconstruction, and contains most of the salient detail in the scene-for instance each of the pillars and windows in the chapel wall are correctly modelled.
Another model reconstructed using the same technique is given in Figure 7 . This reconstruction is based on 3 frames from the sequence used in [9] . Although it lacks some of the detail of the model presented in that paper, the castle walls, and some doors and windows, are accurately recovered and compactly represented as a set of planes rather than a dense cloud of points. 
Conclusion
This paper has described a technique for generating 3D models of architecture automatically from a small number of images. Knowledge of the nature of architectural structure is used to initialise a plane-based model from one based on 3D points. The plane-based model is optimised using an efficient search algorithm and then refined by the addition of offset layers with constrained shape.
Future work will involve extending this method to handle more complex structure. In particular work will focus on the formulation of more general priors on building shape, including the shape of an overhead view, the shape of each wall and the shape of offset layers within walls.
