In this paper, a survey comparing some of the present linear control algorithms for the active control of sinusoidal tonal disturbances is made. The design procedure for each of the methods is presented in detail and the similarities in the design are pointed out. The methods are studied in a common framework in order to allow analytical comparison. The focus of the analysis is in the best obtainable control performance in terms of the vibration mitigation, the controller robustness and the sensitivity to process noise and model errors. In addition, some issues related to the transient behavior of the algorithms, such as the convergence rate, are evaluated in time-domain simulations . The purpose of this study is to establish a clear view on the differences and similarities between the present algorithms and to provide some insight for a system specialist, on how to choose an appropriate control algorithm for a particular problem. It will be shown that the choice for an appropriate algorithm is problem dependent.
Introduction
Modern-day requirements for increased process performance, operator comfort and safety and end-product quality have generated a demand for highperformance vibration suppression methods, namely active vibration control methods. There already exists a wide variety of methods and approaches to vibration mitigation, varying from the adaptive and nonlinear approaches to the linear feedback control via filtering and optimal state-feedback methods. The purpose of this survey is to evaluate five existing linear time invariant (LTI) control strategies in a common framework to provide insight on the similarities and differences between the designs. It is also to be addressed that the choice for a suitable control algorithm is problem dependent and there does not exist a single control law that has superior performance in every application. The algorithms considered herein have been chosen based on their similarity, linearity and the fact that they have been previously implemented in practical problems with success. A previous study and comparison of the existing methods in the same field was made by Sievers and von Flotow (1992) , which included two of the control laws considered also herein. The approach of this study is different from the previous one, with the emphasis being in the robustness and frequency domain performance analysis of the methods. These are important properties for any industrial application of a control law today. The study also covers some of the recent advances in the field. It should be emphasized that the number of existing methods is vast and it is impossible to cover anything but a rather narrow part of the field of study in a single survey. Hence, there exists a wide variety of applicable methods that provide good performance but which are excluded from this study. Further information on some of the excluded methods can be found in publications by various authors; specifically, adaptive, repetitive, robust and higher harmonic control (HC) methods are well worth a closer study (Hall and Wereley, 1989; Herzog et al., 1996; Knospe et al., 1997; Ha¨to¨nen et al., 2004) .
The first studied method is based on optimally filtered process outputs through the use of frequencyshaped cost functionals (FSCFs) in the standard linear quadratic (LQ) framework (Gupta, 1980; Sievers et al., 1991) . The second method is a simplification of the first, where the feedback from the process states is neglected, and hence it is referred to as the simplified frequencyshaped cost functionals (SFSCFs). The third method is based on the compensation of the input disturbances by applying the LQ control for process stabilization and feedforward-like approach to the input disturbance cancellation. This method is referred to as the input disturbance compensation (IDC) (Sievers and von Flotow, 1988; Bittanti et al., 1996) . The fourth method originates from the well-known HC (Fuller et al., 1995) , which has been modified by applying recursive least-squares methods for faster convergence. The resulting control approach, considered in this study, is known as the instantaneous harmonic control (IHC; Daley et al., 2008) . The fifth control law proposed by the authors is a LQ-based approach to the stabilization of an augmented plant model through direct optimal feedback compensation (DOFC) of the disturbances (Orivuori and Zenger, 2011a) .
All methods considered herein are applicable to LTI systems. The performances of the different control approaches are evaluated by applying them on a test process with varying input and output dimensions; in addition, the number of disturbance tones is varied. Such test setup covers most of the common problems encountered in practice, hence providing good insight on the applicability of the control laws for the system specialist implementing them in practice. Although some analyses of the methods have been done individually, to the authors' best knowledge, there does not exist a study that compares all the methods in a common framework that includes the evaluation of the closed-loop robustness to modeling errors and a time-domain comparison. The common framework is an important aspect, as the performances of the controllers depend on the tuning parameters, which are here set for a similar time-domain performance. The authors also propose a method for choosing the stateestimator weighting matrices based on the scaling of the state variables according to the known input power spectra. This paper is an extension to a very brief survey published earlier by the authors (Orivuori and Zenger, 2011b) .
The paper is structured as follows. In Section 2, the different test processes used for evaluation are presented. The different control designs are presented in detail in Section 3. The analytical performance analysis is carried out in Section 4. In Section 5, the concluding remarks are given.
Test setup
The test process is a multiple input, multiple output (MIMO) system with two inputs and two outputs with one clearly distinct natural frequency at 284.73 Hz (see Figure 1) . This model is a representation of a solid steel beam rigidly supported from both ends by passive mounts. An accelerometer measuring the disturbance is placed at the bottom of each mount. The required control forces are produced by two inertial mass shakers attached on top of each mount. The inputs of the model are the voltage signals fed to the mass shakers and the outputs are the measured accelerations. The given process has proven to be a suitable test-bed system in earlier studies (Orivuori et al., 2010) . Hence, the process model is found to be a suitable benchmark for the comparison of different methods in simulations. The control setup is illustrated in Figure 2 .
The process is described by a general state-space representation: 
where uðtÞ are the voltage inputs and y p ðtÞ are the resulting accelerations. The subscripts k, m and n denote the number of process states, inputs and outputs, respectively. The chosen model has no feedthrough elements. If such elements are present, the following control designs have to be modified in the obvious way. The numerical values of the test process parameter matrices are given in Appendix A.
The performances of the controllers are evaluated in two cases and four different scenarios that are likely to occur in practice in processes subject to some external disturbances. In the first case, the process is subject to some sinusoidal output disturbance acting at its natural frequency, which is probably the most common situation where the need for vibration control arises. Applying control at the natural frequency of the process is subject to many problems, as the process response may have an abrupt phase shift at this frequency. In addition, the control signal is subject to a significant amplification, causing possible stability issues with some approaches. In the second case, the process is subject to two distinct sinusoidal disturbances acting below and above the natural frequency of the system. These kinds of control problems are likely to have stability issues at the frequencies between the disturbances, if the applied control law is not based on a process model. Both of these cases represent the worst case situation for different kinds of control approaches, hence making the possible problems clearly distinguishable.
In the first scenario, the single input, single output (SISO) performance is evaluated. Here only the first input and output of the process are considered, significantly simplifying the control problem thereof. In the second scenario, all inputs and outputs are considered, resulting in a true MIMO problem, commonly found in most of the more complex processes. In the third scenario, both of the inputs and only the first output are considered, resulting in a multiple input, single output (MISO) problem. This type of problem is common for processes where the required control forces are such that multiple actuators are required to provide them. In the last scenario, only the first input and both outputs are considered, resulting in a single input, multiple output (SIMO) problem. These types of problems arise when the disturbance rejection is required at several locations, while there is only a single point of excitation for the control actuation. The studied scenarios are chosen such that they cover most of the practical problems and allow the evaluation of the controller synthesis for nonsquare plants also, which is typically a rather unwanted control scenario and omitted from the performance evaluations.
Controller design
In this section, the control designs for each of the studied control approaches are briefly described. The approaches are presented individually and a reader who is familiar with the design may skip the following sections. In order to enable a fair and reliable evaluation of the controller performance, each approach is expressed in a common framework. In essence, each method is given as a LTI feedback control law in the state-space form as
where the system matrices are of compatible dimensions and uðkÞ and yðkÞ are the realized control effort and the measured output, respectively. The resulting closed-loop system is illustrated in Figure 3 , where the process and controller models are denoted by GðsÞ and KðsÞ, respectively. Most of the control approaches considered herein are presented in continuous time for notational convenience. Hence, the resulting controllers are discretized with a suitable method. In this study, the ZOH-discretization with the sampling rate of 5 kHz is applied, which is sufficient to prevent the aliasing of the disturbances. The resulting control scheme is general, hence enabling a reliable comparison of the methods independent of their initial design approaches.
Frequency-shaped cost functionals
This method was originally presented by Gupta (1980) then discussed by Hall and Wereley (1989) and later revised by Sievers et al. (1991) . The control goal in this approach is the suppression of persistent sinusoidal disturbances at the process output by applying optimal state feedback. In the original work, the states of the process were assumed to be measurable; this, however, is seldom the case in practice. Hence, two different approaches can be taken: either the process states are estimated by an estimator or the feedback gains related to the process states are neglected. In the sequel, these methods will be referred to as FSCF and SFSCF, respectively. Both of the methods have some drawbacks and require somewhat questionable assumptions to be made. Namely, the use of state observer in the presence of deterministic and persistent disturbance, which is not included in the process dynamics results in biased state estimates. However, the inclusion of the disturbance dynamics in the model would make the use of the filtering approaches pointless in the first place. Again, the neglecting of some feedback terms is a rather questionable and risky approach, as the optimal control performance and the closed-loop stability are guaranteed only for the full state feedback. In essence, the exclusion of the process states from the feedback concentrates the control effort to the frequency range of the disturbances, implicitly specified by the applied filter. Hence, the process dynamics at the outlying frequencies are neglected, resulting in similar stability problems as perceived with the IHC approach discussed in Section 3.3. Regardless of these issues, controllers using both of the approaches are derived.
3.1.1. General control design. The method is based on the minimization of a cost function with frequencydependent weighting matrices, defined as
where Qð!Þ ! 0 and Rð!Þ 4 0 are frequency-dependent weighting matrices at frequency !. The formulation allows the designer to explicitly define the weighting matrices such that the process response at a certain frequency is penalized the most, thereby concentrating the control effort on that particular frequency. Unfortunately, Equation (3) is not readily solved in its current form due to the frequency dependency. It was shown by Gupta that by utilizing Parseval's theorem, the cost function in Equation (3) can be interpreted as a problem of minimizing suitably Figure 3 . A diagram of the closed-loop system used as the common framework for the evaluation of the performances of the different control approaches. filtered process outputs in the time domain. By using this interpretation, the cost function can be rewritten as
where y f ðtÞ is the filtered process output and Q f ! 0 and R 4 0 are static weighting matrices for the filtered process outputs and inputs, respectively. The filtered process outputs are then obtained as
where A f , B f and C f are the system matrices for the filter and x f ðtÞ denotes the corresponding filter states. For a single-dimensional multi-tone disturbance, the system matrices are defined as follows:
! 2 6 6 6 6 6 6 4
where ! d is the disturbance frequency in radians and the subscripts i and d denote the different disturbance dimensions and tones, respectively. Finally, by considering the possibility of multidimensional (n-dimensional) disturbances encountered in MIMO and SIMO systems, the system matrices for Equation (5) are given as In essence, Equation (5) represents a set of independent notch filters acting at separate predefined frequencies connected in parallel. By introducing an augmented system, referred to as the plant in the sequel, the combined process and filter dynamics are given by ð8Þ where A, B and Care the system matrices related to the plant model and xðtÞ is the vector of plant states.
Remark. It is worth noting that the augmented dynamics representing the filter dynamics in the plant model in Equation (8) are essentially a description of the disturbance dynamics. Such a model is the standard approach to the internal model control (IMC)-based methods and essentially for the most of the approaches considered herein, which becomes obvious in the following. Now, the cost function in Equation (4) can be restated as ð9Þ which is of the standard LQ form (Anderson and Moore, 1989) , with the optimal control signal minimizing the cost then given as
where S is the positive symmetric solution of the algebraic Riccati equation (ARE): 
wherexðtÞ is the relative estimation error andxðtÞ is a vector of the estimated process states. The weighting matrices Q obs ! 0 and R obs 4 0 determine the convergence properties of the estimate. It is a well-established fact that the estimator feedback matrix K that yields the optimal solution for Equation (12) can be obtained by exploiting the duality properties of the system (Bar-Shalom et al., 2001) . In essence, the observability of the pair A, C ð Þ is dual to the controllability of the pair
Hence, by solving the ARE for Equation (12) with A T , C T À Á , the optimal observer gain is obtained as
where P is the positive symmetric solution of the ARE:
Now, the final control law is obtained as a combination of the control signals related to the filter output and the process state feedback. The resulting control law is then given as ð15Þ where is a vector of the controller states.
The obtained controller is of the order of k þ 2dn, where k is the number of process states, d is the number of distinct disturbance tones and n is the number of process outputs. The control design includes four free parameter matrices that are used to adjust the control effectiveness and estimator performance.
3.1.3. SFSCF controller. A simplification of the FSCF controller is obtained by neglecting the feedback gains related to the process states. Even though the control signal related to the original control problem is generated mostly as the feedback from the filter states, the closed-loop stability is guaranteed only if the full state feedback is used. Hence, the stability of the controlled process has to be verified for each application separately. The state feedback is now based solely on the filter states whose dynamics are known; hence, no state estimator is required. The corresponding controller can be written as
where x c ðtÞ ¼ x f ðtÞ is a vector of the controller states. The resulting controller is of the order of 2dn, which is the lowest obtainable order required for the disturbance cancellation. The controller design includes two diagonal parameter matrices defining the applied control effort and the penalty for the filtered process output. In essence, the filtering approach yields such optimal control signal that after passing through the process dynamics, the output signal is the complement of the disturbance, hence cancelling the disturbance.
Input disturbance cancellation
This control approach is based on a mixture of optimal feedback and feedforward control strategies, which was originally presented by Sievers and von Flotow (1988) and later revised with some modifications by Bittanti et al. (1996) . In this method, the disturbance dynamics are described by a filter driven by white noise, resulting in colored (sinusoidal) disturbance. The point of excitation for the disturbance is chosen at the process input. This choice is readily justified for SISO systems, where any sinusoidal signal at the process output can be moved to the process input simply by altering the phase and amplitude of the signal correspondingly. This approach can be extended also for the MIMO processes regardless of the fact that the set of possible input signals providing the corresponding output signals is not necessarily unique. However, when being applied to the nonsquare processes, there is a strong likelihood of potential problems. In essence, there are two possible occurrences. First, if the number of outputs is smaller than the number of inputs, there are excess degrees of freedom for the choice of the sinusoidal inputs, resulting in nonunique and possibly overparameterized solutions. The second and the worst case occurs when the number of inputs is less than the number of outputs, enabling the possibility of output signals that cannot be expressed with the input signals. Such a scenario occurs when the components of the true disturbance at the process output do not result in exactly the same signal when filtered through the inverse process dynamics. In essence, a signal of the higher order is being described with a signal with fewer degrees of freedom, inevitably resulting in an improper problem. The problems related to these two scenarios are analogous to those arising with the projections from higher dimensional space to lower dimensional space and vice versa. The problem can be illustrated with two trivial examples. First, consider a simple MISO system:
whered ðtÞ denotes the true output disturbance, which is being described by a pair of input disturbances d i ðtÞ, and G i ð!Þ denotes the frequency response of the system at the disturbance frequency. Clearly, an infinite number of input disturbance combinations can be found to satisfy the equality, that is, there are excess degrees of freedom. Next, consider a simple SIMO system:
whered i ðtÞ denotes the true output disturbances, which are being described by a single input disturbance d ðtÞ, and G i ð!Þ denotes the frequency response of the system at the disturbance frequency. It is obvious that Equation (18) is satisfied only if G 2 ð!Þd 1 ðtÞ G 1 ð!Þd 2 ðtÞ, implying that the interchangeability of the output disturbances into input disturbances is valid only in certain very specific processes. Fortunately, due to the dual nature of the optimal control and observer design, a solution yielding the best obtainable performance in the least-squares sense can be found for each of the cases, a property that will be described subsequently.
3.2.1. General control design. It is obvious that the disturbance signal is not controllable; hence, the only feasible approach to suppress the vibrations is to define a control signal minimizing the net input to the process. This goal is readily fulfilled by measuring the disturbance signal and realizing a control signal in the antiphase. This is the underlying reason why the disturbance is moved to the process input in the first place, as now the control goal is achieved with simple feedforward control. It is also desirable to have a control law that guarantees the stability of the closed-loop system. This secondary goal is readily achieved by utilizing optimal LQ-regulator control for the stabilization of the process states. Unfortunately, the disturbance is not measurable and a state estimator has to be used thereof. A plant model representing the process subject to the input disturbance is introduced for the estimator purposes. The dynamics of a multidimensional sinusoidal disturbance are exactly the same as the dynamics of the filter in Equation (5).The sinusoidal disturbances are then realized by exciting the filters with white noise. Now, the disturbance dynamics are given as (with the slight violation of the notation for continuous time stochastic signals) The optimal unbiased state estimator for the plant in Equation (21) is the static Kalman filter, for which the optimal observer gain is obtained as (Bar-Shalom et al., 2001) ð23Þ where F is the solution of the ARE:
The optimal control effort satisfying both control goals can be divided into two parts, namely uðtÞ ¼ u p ðtÞ þ u d ðtÞ, where the first part is an optimal regulator for the process, guaranteeing closed-loop stability and minimizing the cost function:
where Q ! 0 and R 4 0 are the weighting matrices. The optimal state-feedback gain for the optimal control effort is given as
where S is the solution of the ARE in Equation (11). The second part of the control law is the feedforward disturbance compensation minimizing the net process input signal, excluding the regulator feedback. Under the assumption of unbiased disturbance state estimates, the trivial solution is obtained:
By combining the partial control signals, an optimal mixed control signal is obtained: ð28Þ wherexðtÞ is a vector of the estimated plant states.
IDC controller.
By combining the feedback control effort with the estimator dynamics, the controller can be written in compact state-space form as
where T is the controller state vector.
The resulting controller is of the order of k þ 2 dm, where k, d and m are the number of process states, disturbance tones and process inputs, respectively. The controller is obtained by solving two separate AREs. In the problem formulation there were some possible issues related to nonsquare plants and the insufficient degrees of freedom to represent some of the output disturbances as input disturbances. It is now evident that this does not become a problem, in terms of the optimality, as the Kalman filter used for the state estimation gives the lowest possible estimation error for the given plant structure. Although it may seem that by using output disturbances the possible persistent estimation errors could be alleviated, the control performance would be none the better. This is due to the fact that the problem of finding a suitable control law for output disturbances is dual to finding a suitable estimator for input disturbances. Hence, both are capable of providing similar performance. It is also worth noting that even as the disturbance compensation can be interpreted as a feedforward control, it is related to the process output through the estimator dynamics, hence ultimately being feedback control. This also guarantees the closed-loop stability under the assumption of stable estimator dynamics.
Instantaneous harmonic control
This control law originates from the standard HC (Fuller et al., 1995) , whose biggest drawback is the slow convergence resulting from the requirement to wait for a steady state before updating the control effort (Daley et al., 2008) . This problem is addressed and overcome in the IHC approach. The IHC was initially proposed by Knospe et al. (1997) as a frequency domain adaptive control law and was later revised by Daley et al. (2008) and Tammi (2007) with some modifications and different names (convergent control (CC) and IHC). The derivation of the control law is done in the frequency domain, where it can be considered as a frequency domain adaptive feedforward control law. The structure and the goal of the control law are rather simple. Firstly, the instantaneous estimates of Fourier transformed process outputs at some predefined frequencies, namely those of the disturbances, are made. The obtained values are then filtered through the inverse plant dynamics one frequency at a time, yielding a control signal generating control effort in the anti-phase of the disturbances, cancelling their impact thereof. Interestingly, the original frequency domain control law can be expressed as a discrete LTI feedback compensator in the time domain. Because of the formulation of the original control law in the frequency domain, the time-domain compensator does not require a process model, but only the phase and gain information at a frequency. Such property significantly simplifies the controller implementation in a process. However, this benefit comes with the price of the fact that the closed-loop stability cannot be inherently guaranteed, resulting in stability issues, as pointed out in Section 4.
The time-domain representation of the controller for a single disturbance tone can be expressed as (Daley et al., 2008; Zazas et al., 2010 )
where h is the sample time, i is the imaginary unit, ! n is the disturbance frequency in radians and n and n are tuning parameters related to the disturbance mitigation and convergence rates, respectively.
is the inverse of the discrete process model at the given frequency. For nonsquare processes, an optimal approximation of the inverse process in the leastsquares sense is obtained by using the pseudo-inverse
The pseudoinverse approach is indeed very applicable to processes with more outputs than inputs. However, for processes with more inputs than outputs, the inverse involved in the derivation becomes singular, resulting in a very unpredictable and poor control performance thereof. This becomes evident in the time-domain performance analyses in Section 4, where the controller fails to provide any mitigation for MISO system subject to two sinusoidal disturbances. Regardless of the obvious problems, this is the approach utilized in this study as it is the form often suggested in the literature, although it is most likely supposed to be applied only to SIMO systems, where it makes sense. Also, as the control signals are not limited in the cases considered in this study, the application of the design procedure described below would return the problem into a SISO system, as the perfect control is obtained just by a single actuator, giving no additional value to the analysis. However, it should be noted that an acceptable control performance is obtainable for MISO systems with the IHC approach, even though the analyses in this work suggest otherwise.
In order to evade the singularity problems, the authors suggest a cascade approach, in which some of the inputs are initially omitted from the model, resulting in a MIMO system. After a controller is derived for the MIMO system, the partial loop is closed, forming a new process model, which is then used to determine the proper controllers for the remaining inputs, by adding them into the loop one by one and closing it after each addition. In essence, for a two input, one output system this implies
where G 1 , G 2 , C 1 and C 2 denote the partial processes and their respective inverses at a frequency and G c1 denotes the controller designed for the partial process G 1 . The second control law is then designed for C 2 . The resulting approach yields a unique solution in terms of the design parameters; however, the process is iterative and rather tedious.
Remark. Rather surprisingly, the IHC control law has yet another LTI representation (Tammi, 2007; Daley and Zazas, 2012) , given as
Although the nominators of the two approaches are clearly different, their frequency responses are essentially the same. Namely, at the disturbance frequencies the two approaches coincide. There are, however, some phase differences visible at the outlying frequencies, although the gains are the same. The approach considered in this study is the one given by Equation (31).
Equation (31) can be expressed as a discrete time state-space representation, given as ð33Þ where d denotes the disturbance tone number and u cd ðkÞ is the corresponding control signal.
3.3.1. IHC controller. In the case of multiple tonal disturbances, the required control signal is simply the sum of the individual control efforts for each tone, in essence uðkÞ ¼ u 1 ðkÞ þ u 2 ðkÞ þ Á Á Á þ u d ðkÞ. Hence, the controller can readily be derived from Equation (33) as The resulting controller is of the order of 2dn, where d and n are the number of distinct disturbance tones and process outputs, respectively. This controller is of the lowest order obtainable for this type of control problem, essentially being a simple filter.
Direct optimal feedback compensation
This method is proposed by the authors for the mitigation of multidimensional tonal output disturbances (Orivuori and Zenger, 2011a) . The method shares some similarities with the FSCF and IDC methods, as it is essentially based on finding an optimal solution for the LQ problem related to a plant model containing the dynamics of the disturbance. However, there are also some fundamental differences, such as the full state feedback from the plant states and readily tunable closed-loop robustness properties. The need for the method arose from the problem of frequency-varying disturbances, which was tackled by a nonlinear optimal control law consisting of a set of continuously gainscheduled linear control laws (Orivuori et al., 2010 (Orivuori et al., , 2012 . The tedious task of finding a suitable and generic design parameterization is addressed in this design. The robustness and convergence properties of the proposed method are easy to tune, while it still provides good control performance even in the presence of significant static offsets of the controlled quantities.
The control goal is to minimize tonal disturbances at the process output. Such assumption for the point of excitation of the disturbances is natural, as the process is essentially a model of the control path to the sensors, where the disturbances are sensed. This choice also alleviates some of the problems perceived with the input disturbances, discussed in Section 3.2. However, this approach introduces some new fundamental problems related to the control design, as will be pointed out in the following.
Because the characteristics of the disturbance are known a priori, it is feasible to include this information in the control design. In IDC and FSCF methods, the disturbance was modeled either as filtered white noise or notch-filtered process output. In the DOFC method, the disturbance is modeled explicitly as an autonomous sinusoidal signal, with the possibility for nonzero mean value also taken into account through the introduction of additional bias states. Essentially, the method shares the same IMC-like structure as the first three designs. 
where d denotes the disturbance tone, ! dnd is the disturbance frequency in radians, " is a design parameter and
A multi-tone sinusoidal unbiased disturbance in a single dimension is readily obtained from Equation (35) where the subscript n denotes the disturbance dimension and Finally, a multidimensional multi-tone biased sinusoidal disturbance can be derived from Equation (36) as where "I is the design variable for the additional bias states, with "being the same as in Equation (35) and , where b is a column vector of the deviations of the signals from the zero mean.
The additional bias states in Equation (37) describe the dynamics and noise that are not related to the specified sinusoidal disturbances or the process. These bias states play a major role in the determination of the robustness of the resulting control law, as is pointed out subsequently. The plant model of a process subject to sinusoidal output disturbances can now be expressed as where yðtÞ ¼ y p ðtÞ þ dðtÞ is the measured output of the process subject to disturbances.
The optimal control signal is such that it minimizes the cost function:
where zðtÞ is a freely chosen performance variable to be minimized and Q ! 0 and R 4 0 are positive symmetric diagonal weighting matrices for the performance and the applied control effort, respectively. It is worth noting that the relative impact on the vibration mitigation at the separate process outputs can be adjusted by changing the mutual ratio of the diagonal elements in Q. This is an important property in processes where perfect vibration suppression may not be possible due to the cross-coupling of the inputs and outputs. Hence, the possibility to direct the control effort to the outputs of most importance should be enabled. For the given problem of minimization of sinusoidal output disturbances, but not the possible offsets, the performance variable is chosen as
The original cost function Equation (39) is then given as
The optimal control effort is obtained as the solution of the ARE for Equation (41). Unfortunately, the problem is ill-posed and there does not exist a unique solution, as the poles related to the disturbance dynamics ð37Þ ð38Þ and bias states in the plant model are on the imaginary axis; this problem can be avoided by perturbing the poles in question by a small amount toward the left half-plane. This is achieved by setting the design parameter in Equation (37) to a very small value, say " ¼ 10 À8 , corresponding to an addition of a very small damping factor to the disturbance signal. It can be readily shown that the addition of the damping has practically no impact on the resulting control signal, although it is a suboptimal solution from the theoretical point of view (Orivuori and Zenger, 2011a) . The optimal control signal is then given as
where S is the solution of the corresponding ARE. In general, the plant states are not measurable and so have to be estimated. The traditional choice would be the Kalman estimator, but the effective application of such an estimator requires some a priori information on the noise characteristics, which is, in general, not known. Hence, a deterministic state observer (Dorf and Bishop, 2008) is used. This observer can be related to the Kalman estimator and has an interpretation in the LQG framework, as is shown subsequently. One of the benefits of the traditional estimator is the possibility to specify the weighting matrices for the relative estimation error in a more natural and transparent way. This serves the purpose of this particular control design well, as it is desired that the closed-loop properties can be adjusted in a deterministic way. The optimal observer is such that it minimizes the cost function:
wherexðtÞ is the relative estimation error. The weighting matrices Q obs ! 0 and R obs 4 0 determine the convergence properties of the estimate. In essence, Q obs determines the importance of the accuracy of each particular process state. For the LQ control problem, an optimal weighting matrix is readily found as C T z QC z , which yields the global minimum for the cost function. Unfortunately, there is no such parameterization when the optimal estimator is considered. In the Kalman filter, the weighting is made based on the noise characteristics, which are assumed to be known a priori. There are also some rules of thumb for choosing suitable candidates for the weighting matrix, some of which can be found, for example, in Anderson and Moore (1989) . It should be emphasized that a poor choice of the weighting may result in very poor control performance, as some of the states may be over emphasized and others very biased.
Again, the optimal state-observer weighting gain K is given as (Anderson and Moore, 1989)
where P is the solution of the ARE:
Now the interpretation of the observer weighting matrices in the linear quadratic Gaussian (LQG) framework is evident by comparison with Equation (24). The matrix Q obs is related to the input noise intensity matrix V I , and R obs is related to the output noise intensity matrix V o . Accordingly, the benefit of the bias states becomes evident as in the LQG formalism then can be interpreted as all-pass filters for each output channel. Hence, by varying a -parameter (see the following section), the designer can define how much noise is expected to be spread over the whole frequency range and reduce its impact on the state estimates and the realized control effort thereof.
3.4.2. Determination of state weighting matrix. For the given application, the authors propose the following choice for the weighting matrix:
where G scale is a scaling matrix, bounding the variation of the process states to the approximate unity, and Wis an additional weighting matrix defined as ð47Þ where subscripts p, d and b denote the unity matrices of appropriate dimensions related to the process, disturbance and bias states, respectively. The relative ratio of the tuning parameters , and in Equation (47) determines the convergence and robustness properties of the resulting estimator and the closed-loop system. Roughly speaking, the higher the value of , the less robust the process is to modeling errors, while the convergence of the estimation error related to possible initial process states is faster. The higher the value of , the faster the convergence and the ratio of the damping of the output disturbances, while the robustness to the modeling errors is affected. The higher the value of , the more robust the process is to modeling errors and noise, while the convergence of the output disturbances is slower. In general, the values for the parameters , are to be set first, depending on the problem, and the parameter is used to define the final robustness and convergence properties of the system. The scaling matrix is defined such that it normalizes the variation of the plant states when the process is subject to some bounded input signal. Such scaling enables the use of the same design parameters for the estimator, regardless of the underlying process dynamics. In order to find the variation of the states in an unknown process, the output weighting matrix C p in Equation (1) is replaced by the identity matrix, yielding a process with the states as outputs. The resulting system is then converted into a transfer function matrix, expressed as ð48Þ where the subscripts m and n denote the number of process states and inputs, respectively. Now, the highest possible amplification for each state can be found as the H 1 -norms of the related row vectors in the transfer function matrix. The scaling vector is then defined as
This type of scaling can be very misleading for the studied problem, where the frequencies of the dominating control signals are the same as the disturbance signals to be cancelled, which are known a priori. Hence, the scaling is modified such that it is based purely on these expected frequencies. Now the state amplification at a frequency can be given as
Without the loss of generality, the control inputs can be assumed to be scaled to relative unit amplitude, yielding
the state amplification can be rewritten as
Finally, if multiple disturbance tones are present, the scaling factors related to a single state are summed up, yielding
where the subscript p denotes distinct disturbance frequencies.
The scaling vector for the process states can now be given as
The second part of the overall scaling vector is related to the disturbance states that are, under the assumption of unit amplitude, unambiguously defined by the disturbance frequency. Hence, the related scaling vector for the disturbances in Equation (37) can be given as ð54Þ and the overall scaling vector is given as
Now the scaling matrix normalizing the states in the cost function into approximate unit variance can be given as the element-wise squared inverse of the scaling factors as 
where is the controller state vector.
The resulting controller is of the order of k þ 2dn þ n, where k, n and d are the number of process states, outputs and distinct disturbance tones, respectively. The controller guarantees closed-loop stability and can be synthesized through solving two AREs. The controller performance can be adjusted by three tuning parameters, after the initial parameters related to the control weighting are determined.
Overview of the different methods
It is apparent that the preceding control laws share some major similarities between each other. This is indeed an interesting fact, considering that each of the approaches had a completely different approach in their initial design. However, as the final control goal is essentially the same, it is not a surprise that the approaches converge to similar structures, depending on the underlying design method.
The DOFC, FSCF and IDC methods share many similarities, although each of them has different reasoning and foundation in their design. The IDC method is based on input disturbance cancellation, while the remaining two are based on output disturbance cancellation. A duality interpretation of the methods can be made (Sievers and von Flotow, 1992) . Also, each of the methods has an explicit disturbance model augmented to the plant dynamics, thus sharing many similarities with the IMC approaches applied for various types of control problems. Hence, it is obvious that with the suitable weighting matrices the control approaches may have very similar performance, although finding such parameterization is neither a trivial nor a feasible task. For square plants, the controllers are of the same order, while for nonsquare plants the orders vary depending on the number of inputs (IDC) and number of outputs (DOFC, FSCF). All three provide guaranteed closed-loop stability.
The SFSCF and IHC methods are low-order controllers with a very similar structure, namely a filter, although the reasoning behind the methods is completely different. Neither of the two can guarantee closed-loop stability, yet the orders of the controllers are significantly lower than those of the other three methods considered herein. Again, due to the similar structure of the controllers, it is possible to find a parameterization that yields approximately the same control performance. It is notable that the IHC method is the only one of the control laws considered herein that is not a model-based approach, a property that is very beneficial in complex, relatively robust processes. The full analysis on the performance of the controllers will be done in the subsequent section.
Performance and robustness analysis
In this section, the performance and robustness of the controllers derived in the preceding sections are evaluated. The analysis is done by studying the closed-loop performance of the controller in a process subject to sinusoidal output disturbances, as illustrated in Figures 3. In the analyses, the controller developed by each method is substituted into KðsÞ. The analysis covers two scenarios. In the first, single tonal disturbance acting at 284.73 Hz, which is the natural frequency of the process, is excited at the process output. In the second scenario, two tonal disturbance acting at 270.56 and 294.44 Hz are excited at the process output. In the analysis, the design parameters in the controller syntheses are chosen such that the convergence time of the resulting controllers are approximately equal, fixing the framework for the performance and robustness evaluation. In the sequel, the applied control laws are referred to by their abbreviations, given in Table 1 , which also contains the orders of the applied control laws.
The detailed orders of the controllers and the number of required design parameters are given in Section 4.4. The parameterizations for each controller used in the following analyses can be found in Appendix B. It is notable that the design parameters vary according to the problem for all other controllers except the DOFC approach, for which the parameters are the same in every scenario. Firstly, a few useful functions are derived for the closed-loop system to be used as analysis tools. Then, an extensive evaluation of the controller performance is presented.
Remark. In the upcoming derivations, the controller is considered in an open loop, hence if the controller was designed to yield the control signal directly without additional negation due to the closing of the loop, as is the case with all the controllers in this study, the signs of the matrices C c and D c must be reversed in the analysis.
Some essential tools for the performance analysis
The sensitivity of the process output to output disturbances, also called the sensitivity function, usually denoted by SðsÞ in the literature (Skogestad and Postlethwaite, 2005) , is given in the transfer function form as
where GðsÞ denotes the process model and KðsÞ denotes the controller model. The transfer function representations of the sensitivity functions are often problematic due to the inverse involved in their derivation. For MIMO processes with a high condition number, such representations become numerically unstable and very inaccurate. Hence, the state-space form of Equation (58) alleviating these numerical problems is derived and is given as
The sensitivity of the process output to the measurement noise, also called the output complementary sensitivity function, usually denoted by TðsÞ in the literature (Skogestad and Postlethwaite, 2005) , is given in the transfer function form as
Again for computational robustness reasons, a statespace form of the function is given as The sensitivity of the produced control signal to the input disturbances, also called the input complementary sensitivity function, usually denoted by T I ðsÞ in the literature (Skogestad and Postlethwaite, 2005) , is given in the transfer function form as
which is given in the state-space form as
It is notable that in the SISO systems the dynamics of the two complementary sensitivity functions coincide, in essence TðsÞ ¼ T I ðsÞ, yet this property holds only for such systems.
Vibration mitigation and reference tracking
The vibration mitigation capability of the controller is no doubt one of its main performance measures. The theoretical vibration suppression capability of the controller can be analyzed by studying the singular values of the sensitivity function SðsÞ. A good performance for the given problem can be defined such that the gain of SðsÞ is very low at the disturbance frequencies and reaches unity at the others. This guarantees that the controller does not generate any further vibrationrelated problems. The vibration damping capabilities of the different controllers in different schemes are given in Figures 4-11 .
Based on the preceding results, the controllers have almost equal performance in every scenario, giving up to 100 dB damping, yet there are some differences worth addressing. The IHC, FSCF and SFSCF controllers perform well in the cases with a single disturbance tone; however, when a single output process is subject to multiple tones the closed-loop process amplifies the disturbances and noise between the controlled tones.
ð59Þ ð61Þ
This is a natural result as the dynamics of the process are neglected in the design (in the FSCF the dynamics are mostly filtered out), hence the magnitude of the frequency peak between the tones exceeds the roll-off rate of the applied control effort -resulting in the amplification of signals at these particular frequencies. This is the worst case performance: if there are no particular frequency peaks between the disturbance tones, no amplification takes place. The IDC and DOFC methods suppress the tonal disturbances well while causing practically no amplification at the outlying frequencies. This is due to the utilization of the full model-based state feedback and the design formulation. Finally, it should be noted that the IHC method is incapable of providing any mitigation in the MISO process with two disturbance tones; in contrast, the disturbance is amplified. This is a direct result of using a singular inverse model of the process, where the stability of the result is compromised.
Another interesting property is the sensitivity to measurement noise and reference tracking. In problems that are part of a larger system, it might be desirable that the system is capable of following some setpoint references. The closed-loop sensitivity to the measurement noise and its reference-tracking capabilities can be analyzed by studying the singular values of the output complementary sensitivity function TðsÞ. In terms of the reference tracking, it would be desirable that the gain is unity over the whole frequency range, while from the sensitivity to measurement noise point of view the gain should be as low as possible at all frequencies -a fundamental trade-off. The analyses for different controllers in different schemes are given in Figures 12-15 . According to the preceding analysis, the methods can be put into two groups based on their performance. The IHC, FSCF and SFSCF methods have very low sensitivity (-80 dB) to the measurement noise outside the disturbance tones. However, the phenomenon already addressed in the performance analysis is clearly visible again. The controllers are very sensitive to measurement noise between the disturbance frequencies in the cases where multiple tones are being controlled. The IDC and DOFC methods are somewhat more sensitive to the measurement noise, yet still being well below the À40 dB threshold. The biggest difference between the IDC and DOFC is the sensitivity at the frequency bands below and above the disturbances. At the low frequencies; the former converges to a certain value, while the latter approaches the negative infinity (being completely insensitive to static measurement noise). At the higher frequencies, the IDC method provides lower sensitivity. The drawback of the good tolerance to measurement noise is the loss of the reference tracking if the same actuator is being used and no precompensation is applied. 
Stability and robustness to modeling errors
Probably the most important, and unfortunately often overlooked, feature of any control system is its stability and capability to tolerate modeling errors: in essence the robustness. The model errors may be due to the failed identification of the model used in the design or to some actuator-related problems; for example, a voltage signal fed into a system may not be the same as the one assumed by the control law. Regardless of the error source, they exist in any real process and should not be overlooked. From the vibration control point of view, it would be desirable that the control law is capable of handling very large model errors outside the frequency range of the controlled vibrations tones, allowing a very crude simplification of the process, significantly reducing the controller complexity and the required computation power thereof. The model truncation is made all the time for high-frequency components, where the closed-loop stability can be expected, but not usually for low-frequency dynamics. Take, for example, a process with vibration problems at 400 Hz. There is no reason, besides the stability-driven issues, to model the low-frequency dynamics. Hence, by guaranteeing high tolerance to modeling errors at these frequencies, the model can be truncated, thus avoiding many of the identification issues. The process stability is usually studied by applying the Nyquist stability criterion, which can be used to guarantee both the closed-loop and internal stability of the system, under the assumption of no pole-zero cancellations. Because this study involves MIMO processes, an extension of the criterion, the generalized Nyquist criterion (Maciejowski, 1989 ) is used. The generalized Nyquist diagram is formed by drawing the characteristic loci of the openloop system over the whole frequency range, namely
In order for the closed-loop system to be stable, it is required that there are as many encirclements of the point À1 as there are unstable (Smith-McMillan)-poles (Maciejowski, 1989) . The Nyquist diagrams of the different controlled processes with different controllers are given in Figures 16-19 .
Several trends are clearly visible in the above results. First of all, the SISO systems have larger stability margins compared with those of the MIMO systems, with a few exceptions. This is an expected result arising from the properties of linear systems. Another clear trend is the significant decrease in the stability margins for the IHC, SFSCF and FSCF methods when multiple disturbance tones are present. Overall, the IDC method yields the best margins in the multiple input processes, with an average margin of $30 dB, followed by the DOFC method with a similar performance. The IHC, SFSCF and FSCF methods have high margins in all processes in the presence of a single disturbance tone. However, in the presence of multiple tonal disturbances, these margins are completely lost. This is a direct consequence of their design approach, which does not take the process dynamics into the account, hence enabling the possibility for stability problems at frequencies outside the actual disturbance frequency. The preceding stability analysis guarantees nominal stability; however, due to the existence of model errors, another analysis is done in order to determine the robust stability and the tolerance to model errors. The robustness analysis is divided into two separate parts, as for nonSISO systems the error can be located either at the input or at the output, having completely different impacts on the stability. For SISO systems, the location of the error is interchangeable between the input and output, hence a single analysis is sufficient. The model error considered here is either an outputmultiplicative error, given as
or an input-multiplicative error, given as where G 0 ðsÞ is the nominal process and " o ðsÞ and " I ðsÞ are dynamics representing the output and input errors, respectively. The multiplicative uncertainty covers most of the possible perturbations for the system, yet it is very conservative, resulting in scenarios that are not feasible in practice (Skogestad and Postlethwaite, 2005) . The limits could be tightened by using structured perturbations; also, the possibility of simultaneous input and output errors are neglected here. However, the authors decided that the increased complexity of the resulting problem surpasses the possible benefits of the increased analysis accuracy.
Next, the derivation of the tolerable modeling errors for output uncertainty is given; for proofs and in-depth details the reader should review the original work by Maciejowski (1989) . The main idea of the approach is based on the generalized Nyquist stability criterion, stating that in order for the characteristic loci not to pass through point À1, it is required that
which is essentially the same as where Á ð Þ denotes the smallest singular value of a matrix.
By exploiting several properties of singular values and using the identity in Equation (65), Equation (68) can be rewritten as (with the argument j! omitted in the sequel)
Finally, Equation (70), extended for all singular values and by using the identity in Equation (60), can be rewritten as
yielding the final relation:
Hence, according to Equation (72), the tolerable model error for the system is bounded by the singular values of the inverse complementary sensitivity function. It should be noted, though, that the limits are rather conservative for nonSISO systems and may suggest stability issues even when there are none. This also implies that there is a fundamental trade-off between the reference tracking and robustness to model errors. The derivation for tolerable input model errors can be done in a similar fashion, starting from Equation (68), now given as
The substitution of Equation (66) into Equation (73) gives
which, by using the identity in Equation (62), can be rewritten as yielding the relation
Hence, it is apparent that the tolerable input model error is closely related to the singular values of the inverse input complementary sensitivity function.
The analysis for the closed-loop modeling error tolerance is carried out for each controller and each process type separately. The tolerances to output model errors are given in Figures 20-23 .
According to the preceding results, it is clear that when only single disturbance tone is present the IHC, FSCF and SFSCF methods have the greatest tolerance to output model errors with almost identical performance. This is an expected result: since the process dynamics are not included in the design, it is natural that a change in such dynamics has no impact. The DOFC method has the worst tolerance to modeling errors, while still maintaining an adequate margin of $40 dB, followed closely by the IDC method. As expected, the DOFC method has the best tolerance to static modeling errors with infinite margin. In the case with multiple disturbance tones, the overall performance remains the same. However, for the filter-based methods the tolerance to errors between the disturbance tones is lost, causing potential problems in the final application. The tolerances to input model errors are given in Figures 24-26 .
Again the overall trend is similar to the one perceived in the sensitivity to output model errors. However, for MIMO systems, the IDC and DOFC methods have lost the tolerance to the errors at the frequencies around the disturbance tones. In the MISO system, all controllers except the IDC method have very high gain margins. By comparing the DOFC and IDC methods, it is apparent that the former has clearly better margins at the low frequencies below the disturbance. For the frequencies above the disturbances, the IDC method has better margins. Another interesting factor is the impact of the tuning parameter on the closed-loop robustness. For simplicity, only output model errors in a SISO process are considered. The main tuning parameters of the IDC, IHC and DOFC methods are varied, resulting in the corresponding variations in the robustness margins, as shown in Figure 27 . Figure 27 shows the impact of the main tuning parameters of the methods. The robustness to modeling errors can be adjusted with ease by the manipulation of a single parameter. The IDC and DOFC methods converge into approximately the same performance at the higher frequencies when the robustness is increased, while at the lower frequencies the DOFC method has clearly higher robustness margins. Compared to the two model-based approaches, the filter-based IHC method has significantly higher obtainable robustness margins. These increases in robustnesses come with the price of slower convergence rates, as is shown in the following section.
Convergence and transient analysis
Two important measures of the controller performance are the convergence time and the transient behavior.
The rate of convergence defines whether the controller is applicable to processes that require fast disturbance mitigation, with the rate of the desired damping still being adequate. The transient behavior is important, as in most of the practical applications a nonminimum phase-like behavior, where the disturbances are first amplified and then suppressed, is not acceptable. It is also important to know whether the convergence is asymptotical or not. Neither of the above phenomena can be evaluated based on the steady-state analyses made in the preceding sections. The problem with the time-domain transient analysis is its complexity. An analytical approach to the analysis becomes an increasingly tedious process as the number of process states increases. Hence, the authors decided to use timedomain simulations for the analysis purposes, even as some of the phenomena may go unnoticed. The timedomain process responses to unit sinusoidal output disturbances at the predefined frequencies are evaluated for each process and controller combination. In order to make the impact of the control efforts readily comparable, the root mean squared (RMS) values of the residual vibrations over the given time range are given with the actual responses. The results of the simulations are given in Figures 28-35 . In the SISO case, all of the controllers perform equally well, with the main difference being that the DOFC and IDC methods have a pure exponential convergence. In the MIMO case, the IHC and DOFC methods have a similar performance, converging to zero in both channels. The FSCF, IDC and SFSCF methods have equally poor convergence, resulting in a significant steady-state deviation from zero. This is an interesting result, proving the need for the time-domain analysis, as the performance analysis carried out in the preceding section suggested similar performance for all methods, which is a direct result of the conservativity of the analyses based on the singular values. The impact of the conservativity is the most visible in MIMO systems, where the net output of the process is considered, allowing a very poor control performance in a single channel without affecting the analysis thereof. In the MISO case, all controllers provide good convergence when only a single disturbance tone is present. The initial convergence rate of the FSCF and SFSCF methods is faster than that of the others. However, due to the nonminimum phase-like behavior, the final convergence time is approximately the same. The perceived ''ballooning'' effect gets worse if the allowed convergence time is reduced, resulting in potential problems in certain processes. In the presence of two disturbance tones, the performance is similar except for the IHC method, which actually amplifies the disturbances, as was perceived in the sensitivity analysis earlier. The inferior performance of the IHC method is due to the ill-posed design approach, as discussed in Section 3.3. In the SIMO systems, all controllers provide approximately the same performance. None of the disturbance signals converges to zero, yet this is due to the nature of the process, where the best obtainable performance in the least-squares sense is the one perceived in the figure.
The DOFC method provided the best overall performance followed by the IDC and IHC methods. The impact of the tuning parameter on the convergence time can be studied by drawing them in the same phase plot, given in Figure 36 . The convergence time can be approximated by studying the real parts of the poles in Equation (58) at the approximate frequency of the disturbance signals. From the obtained set of real parts, only the smallest is considered and used to define the convergence time. This corresponds to the dominant time constant, under the weak assumption that the disturbances have the same amplitude. For MIMO systems, this corresponds to the output with the slowest convergence. For simplicity, the analysis is carried out only for the SISO systems, but the results can also be extended to MIMO systems.
It is obvious that all three methods can obtain the same convergence time and it is extended at approximately the same rate as the function of the tuning parameter. As expected, the increased robustness shown in Figure 27 comes with the price of slower convergence. This is a natural and expected result, as the increased robustness implies that the controller has become less sensitive to the measured process output. For the IDC and DOFC methods, the increased robustness originates from the state estimator, where the impact of the process measurements on the state estimates is decreased, inevitably resulting in a slower convergence. However, if Figures 27 and 36 are compared, there are some differences on how the rate the robustness and the convergence time increases as a function of the parameter. In some processes, the convergence time is not crucial and very high robustness can be achieved. However, in processes with fast frequency-varying disturbances the convergence time has to be low, resulting in a less robust closed-loop system. Clearly, all of the controllers studied above are capable of providing both slow and very fast convergence times.
Summary
Based on the preceding analysis, it is clear that the IHC and SFSCF methods are essentially the same, even as the design formalism is different. Similarly, the remaining three methods can be parameterized such that they yield similar performance, with some differences in the robustness as was pointed out. However, finding such a parameterization is not a trivial task; hence, they can and should be considered as different methods, with different attributes. The main features of the controllers studied in the preceding sections are collected in Tables 2-6 . It is apparent that the choice of a suitable controller is problem dependent, as none of the studied controllers has the best performance in all scenarios. The applicability of the controllers in certain cases is summarized in the remainder of this section.
The FSCF method is a rather high-order controller with a high number of free design parameters. The method has superb robustness to modeling errors, while providing high vibration mitigation. The major drawbacks are the poor convergence in MIMO systems and low stability margins in scenarios with multiple disturbance tones. The method is the best applicable to SISO and MISO systems subject to a single tonal disturbance.
The SFSCF method is a very low-order controller with a high number of free design parameters. The method shares most of the drawbacks and advantages of the FSCF method, with a few exceptions. The sensitivity to the measurement noise is poor in processes subject to multiple disturbance tones and the stability margins are very poor. However, the computational requirements for the control algorithm are very low. The method is the best applicable to SISO and MISO systems subject to a single tonal disturbance, especially when the available computational power is scarce. The IDC method is a high-order control law with a low number of free design parameters. The relative order of the controller becomes low when the number of process inputs is less than the number of outputs. When SISO, MISO and SIMO systems are considered, the method has very good vibration mitigation properties, very high stability margins and good tolerance to output model errors and measurement noise, with good convergence properties. However, in MIMO systems the convergence and tolerance to input model errors are poor. The method is the best applicable to SISO and SIMO systems subject to any number of disturbance tones.
The IHC method is a very low-order controller with a very low number of design parameters that requires no model of the process (beside the phase and gain information at a single frequency). The method provides excellent performance in all fields in processes subject to a single disturbance tone. However, in the case of multiple disturbance tones, the stability margins, tolerance to model errors and process noise and vibration mitigation performance are lost. This loss of performance is a direct consequence of the fact that the control law is not based on the process model, thereby resulting in severe problems in the frequency ranges where the control effort is still effective. In essence, if there are any significant process dynamics in between the compensated disturbance tones, the roll-off rate of the control is inadequate to prevent the control effort being impacted by these dynamics. This is a fundamental problem for any control law, which is not based on a model. For such control approaches, the closed-loop stability cannot be inherently guaranteed; the most trivial example of such a control law is the celebrated proportional-integral-derivative (PID) controller, whose stability has to be evaluated separately in any process it is implemented in. Fortunately, the problems considered herein represent the worst case scenarios and, in the most of the applications, the excluded dynamics do not pose any particular problems. The method is the most applicable to very complex processes subject to a single disturbance tone, especially when the available computational power is very low.
The DOFC method has the best overall performance in all scenarios with good stability margins and good tolerance to the model errors and measurement noise. The major drawback of the controller is its high order and the requirement for a process model. The relative order of the controller is low when the number of process outputs is less than the number of inputs. The number of free design parameters is low and, after some initial parameters are set, the properties can be adjusted by three parameters. The same parameterization can be used to obtain approximately similar control performance, regardless of the underlying process dynamics. The controller is equally applicable to any process in the presence of adequate computational power.
Conclusions
In this paper, an extensive study and comparison of five algorithms for the active control of tonal disturbances was made. The similarities and differences between the algorithms were pointed out. By rough generalization, the algorithms can be divided into two sets having the same performance if the design parameters are chosen in a suitable way, although this is a nontrivial task. The DOFC algorithm provided the best overall performance, having at least an adequate performance in every task -yet not necessarily the best performance.
The remaining four algorithms all proved to yield a very good performance and very poor performance, again depending on the task. The choice of design parameters is problem dependent for all methods except for the DOFC method, which has a generic parameterization, yielding similar results regardless of the underlying process, with a minimal number of free parameters. In essence, it is obvious that the controller should be chosen according to the task at hand. If computational power is scarce or if the process model is not readily available, the IHC algorithm should be preferred. If performance and stability are the preferred quantities, the model-based algorithms should be preferred. In the study, tables providing the required information for choosing a suitable controller were given.
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