We use molecular dynamics simulation to investigate dynamic heterogeneities and the potential energy landscape of the Gaussian core model (GCM). Despite the nearly Gaussian statistics of particles' displacements, the GCM exhibits giant dynamical heterogeneities close to the dynamic transition temperature. The dynamic non-linear susceptibility is quantitatively well described by the inhomogeneous version of the Mode-Coupling theory. Furthermore, the potential energy landscape of the GCM is characterized by a sharp geometric transition and large energy barriers, as expected from the lack of activated, hopping dynamics. These observations demonstrate that all major features of mean-field dynamic criticality can be observed in a physically realistic, three-dimensional model.
Supercooled liquids are characterized by collective dynamic fluctuations, known as dynamic heterogeneities (DH), which occur over longer time-and length-scales as the glass transition temperature T g is approached. At the molecular scale, these fluctuations imply the correlated motion of an increasingly large number of molecules as relaxation slows down. To quantify DH, a general formalism based on multi-point dynamic correlations was developed over the last years [1] . In particular, the 4-point dynamic susceptibility χ 4 (t) allows one to evaluate the amplitude of the dynamic fluctuations in numerical simulations [2] and, at the cost of some approximations, in experiments [3] .
Despite these advances, predicting the temperature evolution of DH for a given material remains a big challenge and none of the theories proposed so far is conclusive, as they describe experimental and numerical results equally well or poorly [4, 5] . Amongst them, the mode-coupling theory (MCT) is known to be a microscopic and first principles theory of the glass transition [6] . MCT was initially formulated as a theory of caging in liquids and focused on two-point correlators. A recent generalization of MCT to inhomogeneous systems (IMCT) enables one to evaluate multi-point correlation functions and make quantitative predictions for DH [7] . Within this framework, both relaxation times and dynamic fluctuations diverge algebraically at the dynamic transition temperature T c . These divergences are however "avoided" in real glass-formers: The dynamics at low temperature is instead governed by thermal activation, with a distinct super-Arrhenius temperature dependence. In this regime, DH are expected as a manifestation of cooperatively rearranging regions, or mosaics, as predicted by the classic Adam-Gibbs scenario [8] .
The random first order transition theory (RFOT), which was originally inspired by mean-field models of spin glasses, integrates these two apparently distinct scenarios [9, 10] . According to RFOT, the dynamic transition predicted by MCT corresponds to the trapping of the system in one of the basins of its rugged free energy landscape. In the mean-field limit, the dynamics is completely frozen-in at T c , whereas in finite dimensions the transition is rounded by thermal activation over finite energy barriers and becomes a mere crossover. Seen from this perspective, the dynamic transition marks a change in the topology of the landscape (also known as "geometric transition" [11] ): above T c , the system mostly resides close to saddles, whereas below T c it is trapped close to local minima of the landscape. The corresponding real space picture implies the existence of two distinct length scales characterizing DH: a dynamic one, which tends to diverge on approaching T c and is quantified by IMCT, and a static one corresponding, crudely speaking, to the size of the mosaics.
Experimental data, both at ambient [12, 13] and high pressure [14] , as well as recent simulation results [15] hint at a dynamic crossover at a temperature higher than T g . Around the crossover, however, other physical mechanisms, such as dynamic facilitation [16] and/or local structure formation [17] , may play an important role and compete with the mean-field scenario. Indeed, several important predictions of the IMCT/mean-field framework remain so far undetected. First, the fitted power law exponents describing the growth of χ 4 and the dynamic correlation length do not completely agree with the ones predicted by IMCT [18] . Moreover, according to MCT and IMCT, dynamic fluctuations grow near T c but the single-particle dynamics remains essentially Gaussian. This somewhat counter-intuitive behavior is absent in standard glass-formers, for which χ 4 and the non-Gaussian parameter α 2 are typically correlated and grow concomitantly as the dynamics slows down [19] . Finally, the saddles that become marginally stable at T c should be delocalized [10] , but no trace of such extended modes was detected in the potential energy surface of common glass-formers [20] .
In this Letter, we put the mean-field scenario to a crucial test by studying the approach to the dynamic transition in the Gaussian core model (GCM) [21] . Conventional model glass formers, such as Lennard-Jones and hard sphere fluids, are characterized by short-range, harshly repulsive potentials. In the GCM, instead, particles interact via an ultra-soft repulsive potential v(r) = ǫe −(r/σ) 2 [21, 22] , whose tail plays a key role at high density. At sufficiently high density, the monodisperse GCM becomes a good glass-former and its average dynamics is well described by MCT [23, 24] . Simulations of the high-density GCM are computationally expensive, due to the large number of neighbors each particle is interacting with. Therefore, characterizing dynamic fluctuations and the energy landscape of this model requires a major overhaul of the numerical protocol compared to previous studies [23, 24] . By employing state-of-art molecular dynamics simulations on graphics processor units (GPU), we demonstrate that the GCM provides a striking incarnation of mean-field dynamic criticality in a three-dimensional system. Despite the Gaussian nature of the particle displacements, the T -dependence of χ 4 is stronger than those of other glass formers reported in the literature and it is described quantitatively well by IMCT. Moreover, the potential energy landscape of the GCM is characterized by large barriers and delocalized unstable modes which disappear on approaching the dynamic transition, consistent with the geometric transition picture. All this provides a solid reference to understand how and when the mean-field scenario is washed out in more common glass-formers.
We use molecular dynamics simulations in the NVT ensemble with a Nose-Hoover thermostat to study N = 4000 monodisperse GCM particles [25] . The potential is cut and shifted and smoothed at r = 5σ with the XPLOR cutoff, see Supplental Information (SI). For the energy landscape analysis we choose a smaller system (N = 2000). In the following, we will use σ, 10 −6 ǫ, and 10 −6 ǫ/k B as units of the length, energy, and temperature, respectively. We focus on supercooled fluids along the isochore ρ = 2.0, for which the thermodynamically stable state is the BCC crystal (for T < 8.2). The crystallization kinetics is very slow and virtually negligible in our simulations [23, 26] . To ensure good statistics on the four-point dynamic susceptibility, we performed four independent production runs for each temperature and the simulation time for each trajectory was typically 100 times longer than the structural relaxation time τ α (see below). This represents a significant numerical effort, which we tackled by performing simulations on GPUs using the HOOMD simulation package [27] .
Before investigating DH, we study the relaxation dynamics of the model close to T c . We measured the time-dependent overlap function defined by F (t) = N ment of the i-th particle in the time interval t, Θ(x) is the Heavyside's step function, and we choose a = 0.3. F (t) gives the average fraction of particles which moved more than a after a time t. The relaxation time τ α is defined by F (t = τ α ) = e −1 . Our equilibirum simulations extend down to T = 2.8, which corresponds to a relaxation time 4 times longer than those accessible to previous simulations [23, 24] . The increase of τ α becomes non-Arrhenius at around the temperature T = 5.0 (hereafter called the onset temperature T o ) and displays a power-law behavior as τ α ∼ ε −γ with the exponent γ = 2.7 (see SI). Here ε = T /T c − 1 is the distance from the dynamic transition point. We fit the data using T c as a fitting parameter and find T c ≈ 2.7. This value is only 22% smaller than the theoretical prediction (T c = 3.2), which should be contrasted with 112% for the Kob-Andersen Lennard-Jones (KA) mixture [28] . We also find that the power-law fit works for a wider range of ε, viz. down to ε = 0.037, whereas the deviations are already apparent around ε = 0.1 for the KA mixture [28] .
To characterize DH in the GCM, we consider two different observables. First, we evaluate the non-Gaussian parameter α 2 (t) = 3 ∆R(t) 4 /5 ∆R(t) 2 2 − 1, which quantifies the deviation of the particles' displacements from a Gaussian distribution. In the left panel of Fig. 1 , we plot α 2 (t) for the KA mixture and the GCM for similar relaxation time windows. α 2 (t) of the KA mixture grows rapidly as the temperature is decreased whereas the growth of α 2 (t) of the GCM is moderate. This obser-vation is consistent with the shape of the van Hove functions G s (r, t) = N −1 i δ(|∆R i (t)| − r) near t = τ α reported in the previous studies [23, 24, 29] . The shape of G s (r, t) of the KA mixture is bimodal, indicating coexistence of highly mobile and immobile particles [29] , while that of the GCM remains unimodal and Gaussianshaped even at the lowest temperature [24] . These results imply that the distribution of the mobility of particles in the GCM is homogeneous, even when the slow dynamics is well developed.
Secondly, we evaluate the 4-point dynamic susceptibility defined by χ 4 
, which quantifies the cooperative motion of particles in fluids [18, 30] . Strikingly, the trend is now reversed as shown in the right panel of Fig. 1 : χ 4 (t) grows far more strongly in the GCM than in the KA mixture. Around T c , the maximum of χ 4 (t), called herein χ * 4 , in the GCM is almost one order of magnitude larger than that of the KA mixture. Assuming χ * 4 to be a measure of the number of particles moving cooperatively [1] , we estimate the typical correlation volume in the GCM to be about 300 particles at T = 2.8. This is the largest dynamic correlation volume ever reported in the literature for the simulation of three dimensional glass-formers.
The opposite trends of α 2 (t) and χ 4 (t) may look contradicting at a first glance, since they are usually positively correlated [19] . This implies that the nature of DH of the GCM is qualitatively different from other conventional glass formers. The large amplitude of α 2 (t) in the KA mixture is a direct consequence of the large displacements of individual mobile particles, and it is not necessarily related to the extent of cooperative motion. On the other hand, χ 4 (t) is defined as the variance of the overlap function, which does not depend on how far the mobile particles have moved and it is thus more sensitive to the net cooperativity. Therefore, the suppression of α 2 (t) and the concomitant enhancement of χ 4 (t) in the GCM imply slight but spatially extended modulations of the mobility field. These inferences are confirmed by visual inspection of the mobility field close to the dynamical critical temperature (see SI).
The coexistence of giant DH and Gaussian-like dynamics is a strong evidence of mean-field (or MCT-like) dynamic criticality. According to MCT and IMCT, the amplitude of α 2 (t) should remain small [31] , whereas χ * 4
should diverge on approaching T c with an exponent that depends on both microscopic dynamics and statistical ensemble [2, 7, 32] . In particular, in the case of NVT molecular dynamics simulations, the susceptibility is predicted to diverge as χ * Figure 2 shows the dependence of χ * 4 on ε. The data for the KA mixture is not fitted well by the IMCT, whereas for the GCM χ * 4 follows the predicted power law over a broad range of temperatures. Deviations from the IMCT prediction are observed only at the lowest temperature in Fig. 2 . This is most likely attributed to finite size effects, which will naturally ap- pear if χ 4 (t) has a genuine divergence. In the inset of Fig. 2 , we plot the histogram of the overlapF (t) for the GCM at t = τ α . By definition, the mean value of the histogram is F (t = τ α ) = e −1 . Indeed, the histogram at T = 3.0 is unimodal with the mean value of e −1 , whereas it becomes very broad at T = 2.8, suggesting that a correlation length becomes comparable to the system size. We emphasize that our system size is N = 4000, which is not small compared to typical simulation studies of the glass transition. Such strong finite size effects have not been observed in the KA mixture [33] .
We now proceed to discuss the dynamics of the GCM from the perspective of the energy landscape [34, 35] . It has been argued that the MCT crossover should be accompanied by a "geometric" transition of the energy landscape [4] . This argument is based on the analogy with a p-spin mean-field model, for which the system experiences a topological change in the free energy landscape at the dynamic transition point: the unstable modes separating the free energy minima become marginally stable as T c is approached and eventually disappear below a certain threshold energy [11] . In finite dimensions, remnants of this geometrical transition should be visible in the potential energy landscape around the MCT crossover: Above T c the system relaxes mostly via unstable soft modes, while activated relaxation over energy barriers takes over below T c . The crossover between the two regimes takes place at an energy threshold e th , below which the system resides mostly close to local minima of the potential energy instead of stationary points of arbitrary order. Early numerical simulations of the KA mixture gave support to this scenario and found a crossover temperature T th very close to T c [11, 36] , but were later on called into question [37, 38] .
To determine the statistics of stationary points, we use the strategy adopted in earlier studies of LJ models [11] . We located minima and saddles by appyling the LBFGS minimization algorithm to the total potential energy U and to the total force W respectively (further details in the SI) [20] . Although local minima of W do not necessarily correspond to true stationary points [37] , W -minimizations yield a fairly robust measurement of the energy threshold e th and of the typical energy barriers [36] . Figure 3(a) shows the saddle point energy, e sad , as obtained from W -minimizations, against the fraction of unstable modes f found in the spectrum of the dynamical matrix [42] . As in other models, these two quantifies are roughly linearly related. From a linear fit e sad = e th + (3∆e)f we extract the threshold energy e th = 1.70. Comparing this with the temperature dependence of the energy of minima e m (Fig. 3 (b) ), we obtain a threshold temperature T th ≈ 2.7 in excellent agreement with T c . The slope ∆e gives an estimate of the average barrier height, since it is the energy cost to increase by one the order of a stationary point [11] . We found ∆e/T c = 15.3 in the GCM, which is appreciably larger than the value ∆e/T c ≈ 10 observed in other model glass formers [4, 39] . We estimate that the increased barrier height hampers the activated relaxation by a factor exp(15)/ exp(10) ≈ 150. As the activated relaxation channels are strongly suppressed, the MCTlike critical behavior dominates the slow dynamics of the model [11] .
Further support for the geometric transition scenario is provided by the analysis of the mode localization. It has been argued that the unstable directions that disappear at the dynamic transition are delocalized in the meanfield scenario [10] . This contrasts with the typical observation that unstable modes of common glass-formers become increasingly localized as T decreases [40] . To evaluate the spatial localization of the unstable modes, we calculate their participation ratio p on a per-mode basis. In Figs. 3(c) we compare the distribution of the participation ratio of unstable modes of the KA mixture and the GCM sampled around T c . As in various conventional glass formers [40] , the unstable modes of the KA mixture have small participation ratios and are therefore spatially localized. By contrast, the distribution is broader in the GCM and considerably shifted towards larger value of p (0.6 for plane waves, 1 for completely delocalized modes). Although determining the precise nature of the modes in the GCM would require a more systematic analysis of the T -and N -dependence of the spectrum (mobility edge) [41] , Fig. 3(c) already suggests that the giant DH of the GCM is likely associated to these extended unstable modes. In the KA mixture, instead, DH build up through dynamic facilitation of localized elementary rearrangements [16] , which might be related to modes localized outside locally stable domains [40] . The above results provide a coherent and energy-landscapebased explanation of the mean-field (MCT-like) dynamics of the GCM.
In summary, we presented evidence that the mean-field scenario predicting diverging dynamic fluctuations and a geometric transition close to the dynamic transition can be observed in a three-dimensional model system at sufficiently high density. Our results shed new light on the physical nature of DH predicted by the IMCT. The approach to the dynamic transition is accompanied by divergent dynamic correlations and by the disappearance of extended unstable modes of the potential energy landscape. Diffusion through these extended unstable modes is the main relaxation mechanism near T c , since the barriers separating stationary points are large compared to the typical thermal energy around T c , We identify a clear fingerprint of mean-field dynamic criticality, that is, the coexistence of the strong dynamic fluctuations and nearly Gaussian distribution of a single particle displacement. Which finite-dimensional features (e.g. locally preferred structures, facilitation, or crystallization precursors) spoil or mask this mean-field physics in actual supercooled liquids is a question that need to be addressed in future studies.
SUPPLEMENTAL INFORMATION Checks on numerical accuracy and statistical ensembles
Computer simulations of the Gaussian core model (GCM) in the high density, supercooled regime are computationally demanding and require particular care. Due to quasi-long range of the potential and the large statistics needed to evaluate χ 4 , the simulation protocol must be efficient. Moreover, the force summation involves a large number of terms of comparable order, which rises obvious issues of numerical accuracy. To tackle these issues, we employed the HOOMD simulation package [3] , a state-of-art molecular dynamics code running on graphic processor units (GPU) with double precision arithmetics. HOOMD is currently one of the few simulation codes running entirely on GPU that allows double precision evaluation of both the forces and the integration step. We checked the results obtained with HOOMD againts those of in-house simulation CPU codes running on CPU over the available temperature range. Figure 4 compares the relaxation times τ and the diffusion constants D of the GCM obtained in this work to those obtained in previous work [1] and to those of the KA mixture [2] . Compared to [1] , our simulation data for the GCM includes two additional low temperature points (T = 2.9 and 2.8), extending the previously accessible dynamic range by almost one order of magnitude. The new results confirm the power law behavior of τ down to very small values of ǫ.
An initial batch of simulations was performed using the RUMD simulation package [4] . RUMD implements the force calculation in single precision, which turns out to be insufficient for the GCM and led to inaccurate results. The evaluation of the interactions implies the summation over such a large number of terms that round-off errors become of the same order of the single particle forces. Small but systematic differences between the simulations performed with RUMD and with our in-house codes appeared at sufficiently low temperature, in both NVE and NVT ensembles.
Most of our simulations were performed in the NVT ensemble by means of the Nose-Hoover thermostat. It is important therefore to make sure that the choice of the thermostat relaxation time did not affect the dynamic quantities, in particular the dynamic susceptibility. In Fig. 5 we show χ 4 (t) evaluated using four different thermostat relaxation times τ therm = 2, 20, 200, 2000. In our simulations we choose τ therm = 200. The differences between the χ 4 (t) obtained with different τ therm remain within statistical uncertainties, thus our choice of τ therm does not affect the results.
As is well established, the dynamic susceptibility depends in general on the statistical ensemble [5] . It is possible to transform the dynamic susceptibility between ensembles by means of well-known transformation formulas. In particular, the dynamic susceptibility in the NVT ensemble is related to that in the NVE ensemble by χ
T /c V , where χ T = ∂ F (t) /∂T and c V is the specific heat at constant volume. This, in turn, provides us with an internal check of our calculations. In . We also note that the difference be- , we infer that the actual MCT scaling regime is T < 3.4 (ǫ = 0.26), consistent with the results shown in Fig. 4 .
Stationary points
The stationary points of the potential energy surface (PES) were located using standard numerical strategies adopted in earlier studies on LJ mixtures [6] . To locate local minima and saddle points we minimized the total potential energy U and the total force squared
respectively, using the LBFGS minimization algorithm [7] . For each studied temperature, we considered 80 independent configurations as starting points of our U -and W -minimizations. Due to the large system size and the long range cutoff, U -and W -minimizations for the GCM are technically more difficult than for LJ mixtures. To reduce the computational burden without biasing the results, we used a smaller system size (N = 2000) compared to the one used to caracterize the dynamics (N = 4000). We note that for N = 2000 particle at ρ = 2.0 the box length L = 10 is only slightly larger than 2r c = 9, where r c is the cutoff distance.
Due to softness of the potential and the large number of interacting particles, minimizations require high numerical precision as well as a smooth cut-off scheme.
In all our simulations and minimizations, the potential was smoothed using the XPLOR cutoff [27], which ensures continuity of the force at the cutoff. This way, we could convergence U -minimizations to values of the mean squared total force of order W ≈ 10 −13 . For most of the configurations we located this way, the dynamical matrix contained no imaginary modes. U -minimizations that did not converge to true minima were therefore discared from the analysis. The fraction of discarded configurations ranged from less than 10% (close to T c ) to about 20% (at the highest temperatures). We note however that inclusion of such spurious configurations does not alter the average inherent structure energy within statistical noise. To try to improve the convergence, we replaced the XPLOR cutoff by a smoother, cubic interpolation scheme [8] during the minimization. Explicitly, the smoothed potential reads
where the parameters A and B are determined to ensure continuity up to the second derivative at r = a and r = r c . We found that the cubic splined cutoff did not improve appreciable the accuracy of the minimizations compared to the XPLOR cutoff. This indicates that the main numerical issue lies in the high dimensionality of the system, which makes the minimization problem illconditioned.
W -minimizations are known to locate true saddle points only rarely [9] . Most of the points located through such a procedure are, in fact, quasi-saddles, i.e. local minima of W with finite W values. Our minimization algorithm locates configurations with W of the order 10 −11 , which is close to but still larger than the threshold we used for local minima (W = 10 −13 ). We conclude that the points located by our W -minimizations should be considered as quasi-saddles. Previous studies showed however that the statistical properties of quasi-saddles and true saddles are practically indistinguishable [9] . On this basis, we assumed the equivalence of these two types of points in our analysis. More sophisticated minimization algorithms, such as a recently proposed Newton homotopy based approach [10] , would be needed to locate true stationary points on such high dimensional surfaces.
Finally, we tried to improve the accuracy of our minimizations by increasing the numerical precisions of the calculation. Minimizations using quadruple (instead of double) precision revealed extremely slow convergence below the values of threshold values of W indicated above and did not change appreciably our results. This again confirms the difficulty lies in the complexity and the high dimensionality of the surfaces U and W .
FIG. 7:
Typical snapshots of the particles' mobility field at a temperature T = 2.9. Particles are shown as speheres of radius proportional to the mobility δr(t, t0) after a time t = 4 × 10 5 ≈ τα. The time origins t0 at which the configurations are shown are separated by at least 10 structural relaxation times.
Mobility field
To illustrate the giant dynamic fluctuations that give rise to the increase of χ 4 close to the dynamic transition, we evaluate the mobility of the particles after time t as δr i (t, t 0 ) = | r i (t + t 0 ) − r i (t 0 )|. In Fig. 7 we show typical snapshots of the mobility field at T = 2.9, close to the dynamic transition. At this temperature, the maximum of the dynamic susceptibility has reached about 200. The radii of the spheres are proportional to the particles' displacements after a time t = 4 × 10 5 ≈ τ α . We clearly see that the mobility field is characterized by extended regions of either mobile or immobile particles, with very smooth variations over space. Note that that no coarsegraining or time averaging is involved in our calculation of δr. Visual inspection suggests that the correlation length is comparable to the system size at this temperature. This is in turn compatible with the existence of finite size effects around and below this temperature (see Fig.2 in the main text) .
