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For parametrised equations, which arise, for example, in equations
dependent on random parameters, the solution naturally lives in a
tensorproduct space. Theapplicationwhichwehave inmind is a sto-
chastic linear elliptic partial differential equation (SPDE). Usual spa-
tial discretisation leads to a potentially large linear system for each
point in the parameter space. Approximating the parametric depen-
dencebyaGalerkin ‘ansatz’, thealready largenumberofunknowns—
for a fixed parameter value—is multiplied by the dimension of the
Galerkin subspace for the parametric dependence, and thus can be
very large. Therefore, we try to solve the total system approximately
on a smaller submanifold which is found adaptively through com-
pression during the solution process by alternating iteration and
compression. We show that for general linearly converging station-
ary iterative schemes and general adaptation processes—which can
be seen as amodification or perturbation of the iteration—the inter-
laced procedure still converges. Our proposed modification can be
used for most stationary solvers for systems on tensor products. We
demonstrate this on an example of a discretised SPDE with a sim-
ple preconditioned iteration. We choose a truncated singular value
decomposition (SVD) for the compression and give details of the
implementation, finishing with some examples.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Parametrised equations naturally have solutions in tensor product spaces, and parameters which
are random variables are particularly interesting. In case the parametric dependence of the solution
is approximated by projection on a subspace of chosen functions of these parameters via the Galerkin
method, the number of unknowns in the original equation is multiplied by the dimension of the
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aforementioned Galerkin subspace and hence can be very large. Our intended application is a sto-
chastic partial differential equation (stochastic PDE–SPDE), which fits this characterisation when fully
discretised. In the desire to reduce both the amount of data needed to represent the solution as well
as the computational effort, we compute the solution of the discretised problem only approximately.
The approximation is by truncation or compression. This may be justified as there is already an error
involved in the [8,9] discretisation, and the idea is that the additional error due to the truncation will
be in the same order of magnitude. We show that for general stationary iterative solution processes,
the iteration may be interlaced with a fairly general modification, here due to the truncation, and still
‘converge’ with the same speed up to some stagnation neighbourhood of the solution. The size of this
neighbourhood depends on the contraction factor.
The truncation we propose exploits the tensor product structure of the solution, and is a specific
example of a low-rank compression. The data—naturally in a tensor product space—may also be ap-
proximated by a low-rank tensor product. This sparse representation may be kept throughout the
computation, thereby not only reducing the amount of data to be handled, but especially the com-
putational cost. We demonstrate this numerically for the model problem and for the example of a
preconditioned stationary iteration. We show the implementation of such an algorithm based on a
truncated singular value decomposition (SVD) interleaved with the iteration.
As mentioned, computations in stochastic problems involve—when compared to the deterministic
case—large amounts of data. This is independent of which solution method is used, see [29,37,57,58,
62,42–44] for an overview mainly in stochastic mechanics. Here we take as a prototypical example a
stationary stochastic diffusion problem. Solution methods [44] comprise direct integration, including
Monte Carlo [52,13,59] and its relatives, as well as deterministic integration methods such as Smolyak
sparse-grid methods [60,22,49,50,54,31], stochastic collocation [6,45,46,66], and stochastic Galerkin
methods [23,38,28,4,67,36,41,5,3,68,56], to name a few of the more popular ones.
In general such a stochastic systemwill have a solution in a tensor product space [41,44], where one
factor describes the physical response and the other the stochastic variability. In our case the stochastic
input are randomfields of the diffusion coefficient and the right-hand side, i.e. sinks and sources. Often
these are introduced into the computation via their Karhunen–Loève expansion (KLE) [34,18], a gener-
alisation of the spectral expansion in case of stationary fields. Thus they are already in a natural tensor
product format, and the solution ‘ansatz’ is naturally given by spatial trial functions—here from a finite
element method (FEM) [61,16,70] approach to the spatial part of the PDE—with random coefficients.
The discrete system to be solved then also has a tensor product structure for the operator [41,44].
Our approach is some kind of sparse stochastic Galerkin method. The goal is to arrive at a discrete
model in a space of as small a dimension as possible through sparsification,model reduction, truncation,
or compression without sacrificing too much accuracy. There have been numerous efforts to reduce
the amount of data and computation, especially through model reduction and adaptive procedures
[2,8–10,21,25,36,65,47,69]. The sparsificationmay on one hand be carried out in advance, i.e. without
reference to the solution, or in an adaptive fashion. On the other hand, the sparsification may be the
choice of finite dimensional subspace for discretisation, or the choice of a smaller subspace inside
an already chosen finite dimensional discretisation subspace. The latter approach is often termed
model reduction. These possibilities may be combined in various ways. Here we adaptively find a
smaller space during the iterative solution process in a finite dimensional discretisation subspace
chosen in advance. Multi-scale model reduction computed in advance has been proposed in [19],
sparse decompositionswere studied in [63,11,12], and low-rankdecompositions computed in advance
have been used in [47,48,20]. In the stochastic collocation context, sparse adaptive schemes were
investigated in [45,46,35].
Iterations interleaved with compression or truncation—also termed approximate iterations—are
characterised by two opposing tendencies: the underlying iterative process is ‘pulling’ the iteration
sequence towards the true solution, whereas the truncation will tend to ‘push’ the sequence away
again, and it is clear that the iteration has to be ‘strong’ enough for the whole procedure to work. De-
pending on the kind of compression, the iteration will usually stagnate after a whilst, having reached
a limit at that compression level. Such processes have been previously studied, for example, in [51] for
Toeplitz-like matrices, and in [7] for tensor-format equations resulting from the Laplacian in high
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dimensions. In a similar vein as here approximate iterations are investigated in [27] where it is as-
sumed that theunderlying iteration is super-linearly convergent,with thepurposeof computing sparse
approximations to matrix functions. Here we give convergence proofs for algorithms previously pro-
posed without accompanying analysis in [69].
The rest of the paper is organised as follows: in Section 2, themodel problemwill be introduced and
theoretical results collected. The following Section 3 introduces the discretisation of random fields,
which naturally leads to tensor product representations, and examines the structure of the discrete
equations. In Section 4, we show the convergence of a very general form of interleaved process. On this
basis the sparse low-rank tensor product approximation is introduced and the computational advan-
tages regarding computational cost and storage are shown. In Section5,wediscuss the implementation
of this low-rank solver with particular emphasis on the truncation process, with conclusions and an
outlook in Section 6.
2. Model problem
Themodel problem is formally one of stationary diffusion, and it is intended to serve as amotivating
example on how parametric equations in high-dimensional spaces may arise. It may, for example,
describe the seepage of groundwater through a porous subsurface rock/sand formation [15,23,28,41,
67]. In that case the hydraulic conductivity may only be known poorly; it is therefore uncertain and
may be modelled as a random field.
We first introduce the deterministic problem, where G ⊂ Rd is the spatial domain of interest, u is
the hydraulic head, κ is the conductivity tensor in Darcy’s law for the seepage flow q = −κ∇u, and f
and g are sinks and sources, both in the domain and on theNeumann boundaryΓN with normal vector
n. Mass conservation then leads to the following equation:
−∇ · (κ(x)∇u(x))= f (x), x ∈ G ⊂ Rd, (1)
−n · (κ(x)∇u(x))= g(x), x ∈ ΓN ⊂ ∂G . (2)
On the rest of theboundaryΓD := ∂G \cl(ΓN) = ∅—cl() is the closure in the relative topologyof∂G—a
Dirichlet boundaryconditionu = 0 isassumed for thesakeof simplicity, so that togetherwithcondition
Eq. (3) the problem is well-posed. For simplicity also the conductivity tensor κ is represented by just a
scalarfieldκ .Noneof these simplificationshaveany influenceonwhatwewant to showinSections3–5.
It is well known that a satisfactory theory is possible for the problem Eqs. (1) and (2) if it is refor-
mulated in a weak or variational form [61,16] and satisfies the conditions
κ(x) > 0 a.e., ‖κ‖L∞(G ) < ∞, as well as ‖1/κ‖L∞(G ) < ∞. (3)
In the stochastic model problem, we allow the conductivity κ and the sinks and sources f and g
to be random fields defined over some probability space (Ω,A,P), whereΩ is the basic probability
set of elementary events, A a σ -algebra of subsets of Ω , and P a probability measure. This gives the
following equations:
−∇ · (κ(x, ω)∇u(x, ω))= f (x, ω), x ∈ G ⊂ Rd, ω ∈ Ω, (4)
−n · (κ(x, ω)∇u(x, ω))= g(x, ω), x ∈ ΓN ⊂ ∂G , ω ∈ Ω. (5)
As the stochastic conductivity κ is a random field, as well as the stochastic sinks and sources f and
g, also the solution u(x, ω) will be a random field. These Eqs. (4) and (5) are not very different from
their deterministic counterparts Eqs. (1) and (2), except that one requires the equality also to hold for
ω ∈ Ω —technically almost surely (a.s.).
If one imposes analogous conditions to Eq. (3)
κ(x, ω) > 0 a.e., ‖κ‖L∞(G×Ω) < ∞, ‖1/κ‖L∞(G×Ω) < ∞, (6)
it can be shown [4,41,44], that similarly to the deterministic problem there is a weak or variational
formulation for Eqs. (4) and (5), leading—via the Lax–Milgram lemma—to a well-posed problem: find
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u ∈ W ⊗ S such that for all v ∈ W ⊗ S :
a(v, u) := E (a(ω)(v(·, ω), u(·, ω))) = E (〈(ω), v(·, ω)〉) =: 〈〈, v〉〉. (7)
Here E (b) := E (b(ω)) := ∫Ω b(ω) P(dω) is the expected value of the random variable (RV) b, and
S = L2(Ω,P) is the Hilbert space of RVswith finite variance. The bi-linear form a in Eq. (7) is defined
using
a(ω)(v, u) :=
∫
G
∇v(x) · (κ(x, ω)∇u(x)) dx, (8)
the usual bi-linear form—though parameter-dependent—for the deterministic problem Eqs. (1) and
(2) for all u, v ∈ W := {v ∈ H1(G )| v = 0 on ΓD}. The linear form  in Eq. (7) is similarly defined
through its deterministic but parameter-dependent counterpart for all v ∈ W
〈(ω), v〉 :=
∫
G
v(x)f (x, ω) dx +
∫
ΓN
v(x)g(x, ω) S(dx), (9)
where S is the surface measure on ∂G , and as usual f , g have to be chosen such that  is continuous on
W . In the stochastic context they have to be chosen such that the linear form  in Eq. (7) is continuous
on W ⊗ S .
Let us remark that—loosely speaking—the stochastic weak form is just the expected value of its
deterministic counterpart, formulated on the Hilbert tensor product W ⊗ S , and that this space is
isomorphic to L2(Ω,P;W ), the space of W -valued RVs with finite variance. It should also be noted
that the solution is an element of a tensor product space. It is this property that we want to exploit
subsequently.
Randomfields are characterised by their finite dimensional distributions (fi-di) [1,34]: F
κ,n
(x1,...,xn)
(κ1,
. . . ,κn) = P({ω| κ(x1, ω)  κ1 ∧ · · · ∧ κ(x1, ω)  κn}) for all n > 0. The random fields
entering the Eqs. (4) and (5) or Eq. (7) are in the simplest case described (we take κ as example) by
their mean κ¯ := E (κ) = ∫ κ dFκ,1(·) (κ) through the Lebesgue–Stieltjes integral of the one-point or
marginal distributions, and the fluctuating part κ˜ := κ − κ¯ . The two-point distributions Fκ,2 allow
the computation of the covariance kernel
Cκ(x1, x2) := E (κ˜(x1, ·) ⊗ κ˜(x2, ·)) =
∫∫
(κ1 − κ¯(x1))(κ2 − κ¯(x2)) dFκ,2(x1,x2)(κ1,κ2).
(10)
In the modelling of random fields often the mean, covariance, and marginal distributions are the only
things specified. In the case of Gaussian fields this is actually sufficient, and other ones are frequently
specified as functional transforms of Gaussian fields [15,23,17].
The covariance allows the well-known Karhunen–Loève expansion (KLE) to be used, which in the
special case of a homogeneous process—Cκ(x1, x2) = c(x1 − x2) for a symmetric positive definite c—
is equivalent to the spectral representation [1,15,23,34,41]. Other names for the KLE are [44]: proper
orthogonal decomposition (POD), singular value decomposition (SVD), or principal component analysis
(PCA). The KLE is computed from the Fredholm eigenvalue problem with the covariance as integral
kernel, which under suitable conditions defines a self-adjoint compact operator in L2(G ) [18]:∫
G
Cκ(x1, x2)gj(x2) dx2 = κ2j gj(x1), x1 ∈ G . (11)
The eigenvalues are denoted by κ2j as the covariance kernel and the operator are positive semi-definite,
and the orthogonal eigenfunctions gj are assumed to have unit L2(G )-norm. We assume the eigen-
values to be arranged in decreasing order with appropriate multiplicity, and we have the spectral
decomposition Cκ(x1, x2) = ∑j κ2j gj(x1)gj(x2). As the fields were assumed to have finite variance
σ 2κ :=
∫
G Cκ(x, x) dx, it is not hard to see that σ
2
κ =
∑∞
j=1 κ2j < ∞, so that the operator is not just
compact but even nuclear.
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The eigensolution allows the KLE of the stochastic field [34]
κ(x, ω) = κ¯(x) +
∞∑
j=1
κj gj(x)ξj(ω) =:
∞∑
j=0
κj gj(x)ξj(ω), (12)
a representationwith centred, uncorrelated, andunit varianceRVs ξj(ω), i.e.E
(
ξj
) = 0andE (ξjξk) =
δj,k , where in the last expression κ0 = 1, ξ0 ≡ 1, and g0 ≡ κ¯ for brevity. In general, the series Eq. (12)
only converges in L2(G ×Ω), but for a continuous covariance function the convergence is uniform in
G due toMercer’s theorem [18,34].
3. Discrete equations and their structure
Assume that the deterministic part, which is inside the expectation in Eq. (7), has been discretised
with the reader’s favouritemethod. In the following,we use the standard finite elementmethod (FEM),
but this is of no real consequence, i.e. the spatial part is discretised in space via a finite element ansatz
{φn(x)}Nn=1 [61,16,70] with the coefficients being RVs:
u(x, ω) =
N∑
n=1
un(ω)φn(x). (13)
Using this in a semi-discretisation of Eq. (7), the result is [41,44]:
K(ω)[u(ω)] = f (ω), (14)
where the parameter dependent matrix is given similarly to a usual finite element stiffness matrix by
(K(ω))m,n := a(ω)(φm, φn) with the bi-linear form from Eq. (8). The right hand side (r.h.s.) is given
by (f (ω))m := 〈(ω), φm〉with the linear form from Eq. (9), and u(ω) = [u1(ω), . . . , uN(ω)]T is the
vector of randomcoefficients in Eq. (13). This is a linear equationwith randomr.h.s. and randommatrix.
It isworthnoting that almost surely inω, thematrix inEq. (14) is symmetric positivedefinite (SPD)—
in fact essentially uniformly in ω due to Eq. (6)—as it is a symmetric Bubnov–Galerkin projection of
a self-adjoint operator onto the finite dimensional subspace spanned by the ansatz functions WN :=
span{φn| n = 1, . . . ,N} [61,16,41,44]. This guarantees the well-posedness of problem Eq. (14), as the
Lax–Milgram lemma is just ‘inherited’ in the subspace WN ⊗ S .
In the following, we will use a stochastic Galerkin (SG) method to fully discretise Eq. (14) [23,38,
28,4,67,36,41,5,3,68,56]. Basic convergence of the Galerkin approximation may be established with
Céa’s lemma [41,44]. For that one has to choose ansatz functions {Xα(ω)}α∈A—effectively functions
of known RVs—in which to express the unknown coefficients (RVs) un(ω) in Eq. (13), i.e.
un(ω) =
∑
α∈A
uαn Xα(ω), or u(ω) =
∑
α∈A
uαXα(ω), (15)
with uα := [uα1 , . . . , uαn ]T . Through the discretisation the stochastic space S has been replaced by a
subspaceSA := span{Xα|α ∈ A }.
In our application to SPDEsA will be a finite subset ofN
(N)
0 , the set of all finite non-negative integer
sequences, i.e. multi-indices. Although the set A is finite and N
(N)
0 is countable, there is no natural
order on it; we therefore do not impose one at this point.
To give an example of a stochastic subspace,Wiener’s polynomial chaos expansion (PCE) [33,23,38,
41,44], i.e. multivariate Hermite polynomials Hα in Gaussian RVs, is a popular choice for the Xα , one
we have taken as well. The Cameron–Martin theorem assures us that the algebra of Gaussian variables
is dense in L2(Ω). For example, if we simply decide to have an approximation in K Gaussian RVs with
a total polynomial degree of P to choose a finite basis, then
A =
⎧⎨
⎩α = (α1, . . . , αK , . . .) ∈ N(N)0 | αk = 0 for k > K, |α| :=
∞∑
k=1
αk < P
⎫⎬
⎭ ,
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and the cardinality of A is
A := |A | = (K + P)!
K! P! .
ThedeterminationofA viaK andP as above is inmanycases too crude, not least because the cardinality
changes very unevenly with changing K and P. More elaborate ways to define A have to be employed
using different functionals than just the 1-norm. The multivariate Hermite polynomials are given by
Hα(θ(ω)) :=
∞∏
k=1
hαk(θk(ω)),
whereh is theusual uni-variateHermitepolynomial of degree and θ(ω) = (θ1(ω), . . . , θK(ω), . . .)
is a vector of Gaussian RVs. Again the exact type of ansatz function is not important for what follows,
which has a more general scope.
The Bubnov–Galerkinmethod applied to Eq. (14)with the ansatz Eq. (15) requires that theweighted
residuals vanish:
∀β ∈ A : E ([f (ω) − K(ω)u(ω)]Xβ(ω)) = 0. (16)
Withu(ω)and thevectorsuα fromEq. (15), f β := E (f (ω)Xβ(ω)), andKβ,α := E (Xβ(ω)K(ω)Xα(ω))
Eq. (16) reads:
∀β ∈ A : ∑
α∈A
Kβ,αu
α = f β. (17)
It may be noted that these are A × N equations, and the linear system Eq. (17) is still SPD, due to the
fact that it is a symmetric Bubnov–Galerkin projection of the SPD-system in Eq. (14) onto the finite
dimensional subspace WN ⊗ SA , and the equation is in a particular representation of that tensor
product. The Lax–Milgram lemma is inherited in this subspace as well, and the system is well-posed.
To expose the structure of and compute the terms in Eq. (17), the parametric matrix in Eq. (14) is
expanded as
K(ω) = ∑
j
ξj(ω)K j (18)
with scalar RVs ξj . Such an expansion is possible in a finite number of terms even if the parametric
system Eq. (14) were not from an SPDE. Here we can exploit the KLE of the conductivity κ(x, ω)
in the SPDE in Eq. (12) to obtain Eq. (18). If this expansion is inserted in Eq. (8), then a(ω)(·, ·) =∑∞
j=0 ξj(ω)aj(·, ·), with
aj(v, u) :=
∫
G
∇v(x) · (κjgj(x)∇u(x)) dx, (19)
and from this we get (K j)m,n := aj(φm, φn). These can be computed as ‘usual’ finite element stiffness
matrices with the ‘material properties’ κjgj(x). It is worth noting thatK0 is just the usual deterministic
or mean stiffnessmatrix, obtained from the deterministic problemwithmean diffusion coefficient κ0.
But the matrices will not be needed explicitly during the computation, only their action on a vector,
and this development is only to explain the algorithm.
The parametric r.h.s. in Eq. (14) has an analogous expansion to Eq. (18), whichmay be either derived
directly from the RN-valued RV f (ω)—effectively a finite dimensional KLE—or from the continuous
KLE (see Eq. (12)) of the random linear form in Eq. (9). In either case
f (ω) = ∑
q
ϕqψq(ω)f q, (20)
where theϕq are the square roots of the eigenvalues appearing in Eq. (11), and as in Eq. (18) only a finite
number of terms are needed. The components in Eq. (17) may now be expressed as f β = ∑q ϕqf qβ f q
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with f
q
β := E
(
Xβψq
)
. Let us point out that the random variables describing the input to the problem
are the {ξj} and the {ψq}.
Introducing these expansions into Eq. (16) we obtain:
∀β :
∞∑
j=0
∑
α∈A
Δjβ,αK ju
α = f β, (21)
withΔjβ,α = E (XβξjXα)—note that j is an index, not an exponent. That equation may be written as a
tensor product [41,44], the elements of the tensor product space RN ⊗ RA are denoted in an upright
bold font like u, and similarly linear operators on that space like K:
Ku :=
⎛
⎝∞∑
j=0
K j ⊗Δj
⎞
⎠
( ∑
α∈A
uα ⊗ eα
)
=
( ∑
α∈A
f α ⊗ eα
)
=: f, (22)
where the eα are the canonical basis in RA. The tensor product is to be understood in such a way
that if B ∈ RN×N , b ∈ RN , G ∈ RA×A, and g ∈ RA, then (B ⊗ G)(b ⊗ g) = (Bb) ⊗ (Gg).
One concrete representation in terms of matrices and column vectors is obtained if the symbol ⊗ is
consistently interpreted as a Kronecker product. On the other hand, if u is represented as the N × A
matrix [. . . , uα, . . .] exploiting the isomorphy between RN ⊗ RA and RN×A, the term K j ⊗ Δj acts
on it like K ju(Δ
j)T . With the help of Eq. (20) and the relations directly following it the r.h.s. in Eq. (22)
may be rewritten as
f = ∑
α∈A
∑
q
ϕqf
q
α f q ⊗ eα =
∑
q
ϕqf q ⊗ gq, (23)
where gq := ∑α∈A f qαeα . Now the tensor product structure is exhibited also for the fully discrete
counterpart to Eq. (7), and not only for the solution u and r.h.s. f, but also for the operator or matrix
K. It is worth pointing out that the operator K in Eq. (22) still inherits the properties of the operator in
Eq. (7), meaning it is SPD [41,44]. This is in spite of inserting the KLE, which may be recalled as being
‘only’ L2-convergent in Eq. (12). Symmetrymay be verified directly but is also clear from the discussion
following Eq. (17). Positive definiteness is due to the fact that in Eq. (22) the convergence is on the
finite dimensional space R(N×N) ⊗ R(A×A), where all norms are equivalent, hence the convergence is
in fact uniform.
Observe that no so-called finite noise assumption was made up to now. This is to assume from the
outset that the KLE Eq. (12) has only a finite number of terms, often combined with the even stronger
assumption of independence of the RVs involved. But in order tomake the procedure computationally
feasible, of course the infinite sums in Eqs. (17) and (23) have to be truncated at a finite value, say
at M and Q , respectively. We have already remarked that, by a possible rearrangement, only a finite
number of terms would be needed to describe any parameter dependence K(ω) or f (ω). Thus one
requires only M  N2 and Q  N terms, but we hope to get away with M  N2 and Q  N. The
influence of the choice of M on the solution can be studied via Strang’s lemma [61,16] or just in the
finite dimensional setting of Eq. (22), but this is not in the scope of the present paper. The choice ofM is
nowpart of the stochastic discretisation and not an assumption, as here in fact the setA is determined,
and from then on the computational problem only depends on K = M + Q random variables [44].
The choice of Q similarly determines a perturbation of the r.h.s. of the equation, and may be analysed
as such by standard methods.
One simple guide for the choice of a minimalM— or Q— is naturally the wish to introduce as much
of the variance of the random field Eq. (12) into the computation as possible. As the total variance σ 2κ
is known, one may choose M at least as large such that σ 2κ,M :=
∑M
j=1 κ2j covers a desired fraction
σ 2κ,M/σ
2 of the total variance. Sometimes the truncated series may be scaled up by the inverse of the
square root of that fraction to have again the full variance; in this way the first two moments of the
random components describing the problem are correct, but of course higher moments are not.
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Due to the uniform convergence alluded to above the sum can be extended far enough such that
the operatorsK in Eq. (17) are uniformly positive definitewith respect to the discretisation parameters
N and A [41,44]. This is in some way analogous to the use of numerical integration in the usual FEM
[61,16,70]. In [14], convergence rates are given which show the positive effect of increasing M and
Q .
The system we want to solve numerically may finally be announced as
Ku =
⎛
⎝ M∑
j=0
K j ⊗Δj
⎞
⎠ u = Q∑
q=1
ϕqf q ⊗ gq = f. (24)
4. Sparse approximations
The solution u ∈ RN ⊗ RA from Eq. (24) represents A times as much data as a ‘deterministic’
solution for a fixed parameter value ω in Eq. (14). We want to analyse methods which do not produce
such large amounts of data, and, just as importantly, also never operate on such large amounts of
data, thus allowing more efficient numerical procedures. In particular, we want to show the detailed
flow of computation and data representation of a group of such methods, previously introduced in
[69]. Of course in any such undertaking the assumption is implicit that the ‘interesting’ part of the
solution actually lives on a lower-dimensional manifold, which may then be described with less data
in a compressed way. We refer to the discussion in Section 1 for other attempts in this direction.
We start by stating in a general manner what we assume for the iteration and the truncation
process, and what can be shown for the stagnation region. As pointed out in the introduction, in [27]
such truncated or approximate iterations are analysed for super-linearly convergent processes and
linearly convergent processes with a contraction factor of less than 1/2. Our analysis for convergent
processes with any contraction factor actually connects seamlessly with this in that we get the same
bounds for the stagnation region for a contraction factor of 1/2.
4.1. Convergence and stagnation
Assume that there is a convergent iterative process in a Banach space V
uk+1 = Φ(uk), u0 given, (25)
such that the—possibly non-linear—mapΦ is contractive, i.e.‖Φ(u)−Φ(v)‖  ρ‖u−v‖withρ < 1,
such that the existence and uniqueness of a fixed point u∗ is given by Banach’s fixed point theorem.We
want to modify each iterate by truncating or compressing the amount of data needed to represent it.
This may be expressed by replacing the sequence generated withΦ by one generated with amodified
map Φε obtained from interleaving iteration and modification such that ‖Φ(u) − Φε(u)‖  ε. The
map Φε alluded to here may in the simplest case be constructed as the composition Φε := Tε ◦ Φ
with a truncation operator Tε . In the two theorems to follow neitherΦε nor Tε will be used explicitly.
The former could be implicitly defined byΦε : u˜k → u˜k+1 in Theorem 4.1.
It is expected that the iterates will stagnate in some neighbourhood of the true solution. We will
derive two different estimates on the size of this neighbourhood, depending on the nature of the
modification induced by the truncation, first we study the case of truncationwith fixed error, followed
by the case of truncation with relative error.
Theorem 4.1. Let V be a Banach space andΦ : V → V a contraction mapping, i.e. ‖Φ(u) − Φ(v)‖ 
ρ‖u − v‖ for some ρ < 1. Let (uk)k0 ∈ V be the sequence generated by u0 ∈ V and uk+1 = Φ(uk),
and let u∗ = lim uk be its unique fixed point. Also let (k)k0 ∈ V be a sequence of modifications such
that ‖k‖ < ε for all k, and let (u˜k)k0 ∈ V be the modified sequence generated by u˜0 = u0 and
u˜k+1 = Φ(u˜k) + k. Set ek = u˜k − uk for the difference between the modified and original sequences.
Then for all k  0:
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‖ek‖  ε 1 − ρ
k
1 − ρ , (26)
‖Φ(u˜k) − u∗‖  ρ
1 − ρ ‖Φ(u˜k) − u˜k‖, (27)
‖u˜k+1 − u∗‖  ρ
1 − ρ ‖Φ(u˜k) − u˜k‖ + ε, (28)
‖u˜k+1 − u∗‖  ρ
1 − ρ ‖u˜k+1 − u˜k‖ +
ε
1 − ρ , (29)
and lim sup
k→∞
‖u˜k − u∗‖  ε
1 − ρ . (30)
Proof. We start with Eq. (26), which we show by induction: for k = 0 it is trivially satisfied as e0 = 0.
As ek+1 = Φ(u˜k)+k −Φ(uk), thus ‖ek+1‖  ‖Φ(u˜k)−Φ(uk)‖+ε  ρ‖ek‖+ε. By the induction
hypothesis one obtains ‖ek+1‖  ε(1 − ρk+1)/(1 − ρ), proving Eq. (26). Now Eq. (30) obviously
follows from this. The a posteriori error estimate Eq. (27) is just from the Banach fixed point theorem:
‖Φ(u)−u∗‖  ρ/(1−ρ)‖Φ(u)−u‖. As ‖Φ(u˜k)−u∗‖ = ‖u˜k+1 − k −u∗‖ and ‖k‖  ε, Eq. (28)
follows. A similar argument gives Eq. (29). 
Remark 4.1. If there is a map Φε such that ‖Φ(u) − Φε(u)‖  ε, or, alternatively, if Φε = Tε ◦ Φ
and ‖u− Tε(u)‖  ε for all u ∈ V , then obviously the sequence (u˜k)k0 defined by iteration withΦε
satisfies the assumption in Theorem 4.1.
In practise one often truncates not to some fixed ε, but rather relative to the size of the current
iterate. In this case Theorem 4.1 needs to be slightly modified.
Theorem 4.2. Let the assumptions and conditions be as in Theorem 4.1, except that for the sequence of
modifications one takes ‖k‖ < ε‖u˜k‖ for all k. Assume that ε is chosen such that ρ˜ := ρ + ε < 1, and
that cu is a bound for ‖uk‖ for all k. Then for all k  0:
‖ek‖  εcu 1 − ρ˜
k
1 − ρ˜ , (31)
‖Φ(u˜k) − u∗‖  ρ
1 − ρ ‖Φ(u˜k) − u˜k‖, (32)
‖u˜k+1 − u∗‖  ρ
1 − ρ ‖Φ(u˜k) − u˜k‖ + εcu, (33)
‖u˜k+1 − u∗‖  ρ
1 − ρ ‖u˜k+1 − u˜k‖ +
εcu
1 − ρ , (34)
and lim sup
k→∞
‖u˜k − u∗‖  εcu
1 − ρ˜ . (35)
Proof. It is clear that the convergent sequence of the uk is normbounded.We startwith Eq. (31),which
we prove by induction: again for k = 0 it is trivially satisfied. One now has
‖ek+1‖ = ‖u˜k+1 − uk+1‖ = ‖Φ(u˜k) + k − Φ(uk)‖
 ‖Φ(u˜k) − Φ(uk)‖ + ε‖u˜k‖  ρ‖ek‖ + ε‖uk + ek‖  (ρ + ε)‖ek‖ + ε‖uk‖
 ρ˜‖ek‖ + εcu  εcu ρ˜ − ρ˜
k+1 + 1 − ρ˜
1 − ρ˜ = εcu
1 − ρ˜k+1
1 − ρ˜ ,
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where the induction hypothesis was used in the last inequality, proving Eq. (31). And again Eq. (35)
follows directly from this. The a posteriori estimate Eq. (32) is the same as in Eq. (27) in Theorem 4.1
and is only repeated for completeness; it does not involve the truncation at all. Eqs. (33) and (34) are
derived in a completely analogous way as in the proof to Theorem 4.1. 
Remark 4.2. If there is amapΦε such that ‖Φ(u)−Φε(u)‖  ε‖u‖, or, alternatively, ifΦε = Tε ◦Φ
and ‖u− Tε(u)‖  ε‖u‖ for all u ∈ V , then obviously the sequence (u˜k)k0 defined by iteration with
Φε satisfies the assumption in Theorem 4.2.
One further point deserves to bementioned, namely that themotivation for the truncated iteration
is to save computational effort. This effort is spent in the bulk of the iterative process. Hence one may
think of using the truncated iteration with a shrinking truncation tolerance ε, or letting it tend to
nought as the iteration counter k increases, or even discard the truncation after a certain accuracy
has been achieved. We call this a “dynamic” truncation strategy. The error estimates in Theorems 4.1
and 4.2 are equally applicable and even Eqs. (30) and (35) apply if the truncation is kept fixed from a
certain iteration onwards, In Theorem4.1 Eqs. (26)–(29) and in Theorem4.2 Eqs. (31)–(34) only involve
the last two iterates and their truncation.
4.2. Basic iteration
The system Eq. (24) is usually solved via iterative methods [24,53,30,32,39–41,44,55,64], as they
leave the highly structured system matrix untouched and only operate on the approximate solution.
This allows the use of existing software for the deterministic problem to compute the action of the
matrices K j on some vector by just supplying the software with that vector and with the ‘material
properties’ κjgj(x), see Eq. (19). Thus the matrices are never needed as such. This also allows the
software to exploit any special sparsity or other structure in the matrices; in fact most finite-element
codeswould probably not set up thematrix at all. A similar comment applies to thematricesΔj: all we
need in an actual computation is some code which computes the action of the matrix on some vector.
Again any sparsity contained in the matrices due to a special choice of ansatz functions can be taken
care of, and again the matrices do not even have to be set up in memory at all for this. One may point
out that in some instances these matrices are very sparse, and that the entries might be computed
easily analytically. For details refer to the references at the beginning of this paragraph.
When looking at the computational cost of one iteration, the largest part stems from applying the
operator/matrixK, evenwith consideration of all the remarks justmade; actually all iterativemethods
must have this operation as it is necessary for evaluating the residuum. The second largest part of the
computational cost is usually generated by applying the preconditioner. Here we want to concentrate
on some general principles on how to reduce the cost of these two steps under fairly general conditions
on the linear system and preconditioner, and how to bring this reduction of computational cost in line
with the theoretical results in Theorems 4.1 and 4.2.
Assume thatwehave a convergent stationary iterationΦ for Eq. (24)with contraction factorρ < 1:
uk+1 = uk + P−1(f − Kuk) =: Φ(uk), (36)
where P is a preconditioner, and of course P−1 means symbolically that a preconditioned system is
solved. Usually the preconditioner also has a tensor product structure [24,53,30,32,41,44,64]
P = Y ⊗ H, (37)
with a non-singular N ×N matrix Y and a non-singular A× AmatrixH , such that P−1 = Y−1 ⊗H−1.
One of the simplest and widely used preconditioners of that form is the so-called mean-based one
P = K0⊗Δ0, whereK0 is the deterministic ormeanmatrix computedwith themeanmaterial values
κ¯(x) andΔ0(β,α) = E (XβXα) is the Gram matrix of the basis {Xα}. If that basis is orthonormal then
Δ0 = I is the A × A identity matrix. K0, or rather its inverse, may be replaced by some good and
fast preconditioner for the deterministic system, e.g. multigrid for the underlying deterministic PDE.
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In that way one only has to solve the same kind of system as in the deterministic case. To summarise,
we suppose that the application of K and P to one vector uses all exploits available to save memory
and computation.
Still, if no special precautions were taken, the algorithm Eq. (36) operates on the full information
contained in u, essentially costing (M + 1) × A matrix–vector products with the K j matrices, and
(M + 1) × N matrix–vector products with the Δj matrices. For the preconditioner a similar count
applies.
4.3. A sparse low-rank start
To facilitate the description and referring to Eq. (36) assume thatwe start the iterationwithu0 = 0,
then the first step is just represented as in Eq. (24) with rank Q . The computational cost of applying
the preconditioner is Q solves with Y and Q with H , giving
u1 =
Q∑
r=1
ϕq(Y
−1f q) ⊗ (H−1gq),
which obviously still has at most rank R := Q .
The next iteration is typical: application of K costs (M+ 1)× Rmatrix-vector products with the K j
matrices, and (M + 1)× Rmatrix-vector products with the matricesΔj . This can be considerably less
than for a full rank tensor if R  N and R  A. Also storage for u is reduced fromN×A to R× (N+A).
These computational savings are the main motivation for the truncated iteration.
In the iteration the rank may have gone up by as much as M × R—as there are M + 1 terms in
the sum defining K—to a total of R˜ := (M + 1) × R. Subtracting this from fmay increase the rank to
R¯ := R˜ + Q . Application of the preconditioner does not increase the rank and costs R¯ solves with Y
and R¯with H . Adding the result to u1 may change the rank to at most Rˆ := R¯+ R. In the course of one
iteration, the rank may thus go up from R to Rˆ = (M + 2)× R+ Q . Hence, if no precautions are taken
we may get close to full rank very quickly.
4.4. SVD on the fly to keep it lean
The idea is to reduce the rank of uk from Rˆ to somewhere close to R, which it was before, so to
speak ‘on the fly’ at each iteration. Denote this rank-reduction operation as Tε(u
k). This operation is
non-linear in u, and so the character of the iteration in Eq. (36) changes. It now reads [69]
uk+1 = Tε
(
uk + P−1(f − Kuk)
)
= Tε(Φ(uk)). (38)
It is thereforeexactly in the formrequiredbyTheorems4.1and4.2.According to theRemarks4.1and4.2
all that is left to do is to specify the truncation Tε and show that it has the required properties. We
propose to use the singular value decomposition (SVD) to achieve this. For thisweuse the isomorphism
between RN ⊗ RA and RN×A and identify the tensor u = ∑Rr=1 vr ⊗ wr with the N × A matrix
U = ∑Rr=1 vrwTr , expressed as a sum of dyadic or outer products.
Let us recall some well-known facts (e.g. [27]) which follow from the orthogonal invariance of the
singular values:
Proposition 4.1. Let ‖ · ‖N,A be an orthogonally invariant norm on RN×A, relative to some given inner
products on RN and RA. Let σ1(U)  σ2(U)  · · ·  σk(U)  · · ·  0 be the singular values of U ,
and Q 1Σ(U)Q 2 its SVD withΣ(U) = diag(σ1(U), σ2(U), . . .) and Q 1 and Q 2 orthogonal, respectively,
isometricwith respect to thegiven innerproducts. LetΣ r(U)be thematrix obtained fromΣ(U)by retaining
all σk(U) with k  r and setting all the others to zero. Then
Ur := Q 1Σ r(U)Q 2 = argmin{rank Z=k}‖U − Z‖N,A.
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It may be recalled that with the collection of singular values also all the Schatten-p-norms with
‖U‖N,A,p :=
⎛
⎝∑
k
σk(U)
p
⎞
⎠1/p for 1  p < ∞,
and ‖U‖N,A,∞ := σ1(U) for p = ∞
are orthogonally invariant. For p = 2 this is the generalised Frobenius- or Hilbert–Schmidt norm,
for p = ∞ it is the spectral norm, and for p = 1 it is the trace- or nuclear norm. If the norm in
Proposition 4.1 is one of the Schatten norms, one has:
Remark 4.3. For 1  p < ∞ the error in the best rank r approximation is
‖U − Ur‖N,A,p =
⎛
⎝∑
k>r
σk(U)
p
⎞
⎠1/p ,
whereas for p = ∞ it is
‖U − Ur‖N,A,∞ = σr+1(U),
sometimes taken as definition of the (r + 1)st singular value.
In the sequel, we will use the Schatten-2-norm, which will be just denoted by ‖ · ‖. Collecting all
the previous facts, one may define the truncation operator Tε .
Proposition 4.2. For given ε > 0, define Tε on the matrix representation U ∈ RN×A of u ∈ RN ⊗RA by
Tε : U → Ur , where r is chosen such that⎛
⎝∑
k>r
σk(U)
2
⎞
⎠1/2  ε,
respectively, such that⎛
⎝∑
k>r
σk(U)
2
⎞
⎠1/2  ε
⎛
⎝∑
k>0
σk(U)
2
⎞
⎠1/2 .
The truncation thus defined satisfies the conditions of Remark 4.1, respectively, Remark 4.2, i.e. ‖U −
Tε(U)‖  ε, respectively, ‖U − Tε(U)‖  ε‖U‖.
5. Implementation of low-rank format solvers
When implementing a solver that acts on a low-rank representation of the intermediate solutions,
one needs to choose a suitable format to represent those tensor quantities. If u is represented as
a matrix U = ∑Rr=1 vrwTr (as detailed preceding Proposition 4.1), we collect the vectors in V :=
[v1, . . . , vR] ∈ RN×R andW := [w1, . . . ,wR] ∈ RA×R. We may then succinctly write U = V WT ,
and choose the pair (V,W) as representation of the tensor u.
Using this format in linear or non-linear solvers requires one to adapt the arithmetic therein to
the representation of those tensors. Namely, addition becomes simply concatenation (V1,W1) +
(V2,W2) = ([V1,V2], [W2,W2]), multiplication by a scalar α reduces to multiplication of only one
(arbitrarily chosen) component of the quantity α(V,W) = (αV,W) = (V, αW), and application of
operators in tensor product form becomes (A ⊗ B)(V,W) = (AV, BW). Application of the operator
K on (V,W)would therefore result in ([K0V,K1V, . . . ], [Δ0W,Δ1W, . . . ]).
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One possibility to find such a representation for u are the results of Proposition 4.1. Define vr =
σr(q1)r andwr = (q2)r , where (q1)r and (q2)r are the rth columnvector ofQ 1 andQ 2 respectively.The
approximate solution is then
u(x, ω) =
R∑
r=1
⎡
⎣ N∑
n=1
(vr)nφn(x)
∑
α∈A
(wr)αXα(ω)
⎤
⎦ . (39)
We can make vr(x) = ∑Nn=1(vr)nφn(x) and wr(ω) = ∑α∈A (wr)αXα(ω) into the usual KL factors
of u in Eq. (39) by ensuring orthogonality in L2(G ) and L2(Ω), respectively. This will reveal the inner
product to be used on RN , respectively, RA in Proposition 4.1. In L2(G )we require
∫
G
vr(x)vs(x) dx =
N∑
n,m=1
(vr)n
[∫
G
φn(x)φm(x) dx
]
(vs)m = σrσsδr,s.
Seeing that the central bracket in the second term defines the Gram matrix Gφ of the φn, one has
σrσsδr,s = vTr Gφvs. Hence one may take Gφ to define the inner product on RN for the spatial part in
Proposition 4.1. Similarly, for the stochastic part from the requirement∫
Ω
ηr(ω)ηs(ω)P(dω) = E (ηrηs) =
∑
α,β∈A
(wr)αE
(
XαXβ
)
(ws)β = δr,s
one obtains wTrΔ
0ws = δr,s, where we have seen the Gram matrix (Δ0)α,β := E (XαXβ ) before.
Therefore, onemay takeΔ0 to define the inner product onRA for the stochastic part in Proposition 4.1.
Thus to obtain the discrete analogue to the KLE in the usual inner product on L2(G ) and L2(Ω),
the SVD may be modified so as to compute orthogonal factors with respect to the inner products
induced by the respective Gram matrices. Whilst this may be difficult to implement efficiently in an
SVD algorithm for full matrices, it is fairly easy for the rank reduction operator, which operates on an
already low-rank format, as will be seen in the next section. In our computations, Δ0 is the identity
matrix as the basis {Xα}wasorthonormal. In termsof computation,with regular FE-meshes,wedidnot
see much difference between using Gφ or the identity matrix, so most of the computations reported
are for the canonical inner product.
5.1. Truncation operator and strategies
Here we want to discuss how to implement the truncation operator defined in Proposition 4.2. As
we have seen from the discussion in Section 4.3, after one iteration the rank of u and hence the rank of
the components (V,W)may have greatly increased. In order to reduce the rank from some Rˆ to some
R < Rˆwe apply the following algorithm:
• Compute the QR decompositions of V andW with respect to the inner products defined by Gφ on
R
N andΔ0 on RA by a stabilised, modified Gram–Schmidt procedure:
(Q V , RV ) ← qr(V, Gφ),
(QW , RW ) ← qr(W,Δ0).• Compute the SVD of the Rˆ × Rˆmatrix RVRTW :
(V˜,Σ, W˜) ← svd(RVRTW ).• Choose R for the truncation operator according to Proposition 4.2, either with absolute or with
relative accuracy in the Schatten-2-norm.
Then compute:
V ′ ← Q V V˜(1:N, 1:R)Σ(1:R, 1:R)
and
W ′ ← QWW˜(1:A, 1:R),
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where we used the colon notation of Golub and Van Loan [26] to describe submatrices. These steps
effectively implement the operator Tε : (V,W) → (V ′,W ′), and the algorithmmay be performed in
O(Rˆ2(N + A) + Rˆ3) operations.
This completes thedescriptionof the truncated iteration. Forpractical computations, someheuristic
hints and remarks are added here and in the next Section 5.2.
The truncation can be applied at different points in the iteration—not merely after the complete
iteration as in Eq. (38)—affecting both efficiency and accuracy of the method. This is due to the simple
structure of the linear iteration Eq. (36):
uk+1 = Tε,1
(
uk + P−1Tε,2(f − Tε,3(K)uk)
)
. (40)
The truncation operators Tε,j are potentially all different, but some can also be the same or even
identical to the identity operator. The operator Tε,3(K) indicates that truncation is performed after
every addition in the tensor sum representation of K. The truncations Tε,3 and Tε,2 operate on the
residuum, whereas Tε,1 operates on the approximation to the solution.
If computational cost is measured in matrix-vector products, the largest computational gain may
be expected from Tε,1, as it will reduce the number of applications of the operator K in the next
iteration. Following in computational gain will be Tε,2, as it reduces the number of applications of the
preconditioner P. But when one thinks in terms of keeping the rank of the iterate low, then certainly
Tε,3 will have the larger effect.
At present our analysis covers only the case where all truncations but Tε,1 are equal to the identity.
But we have tried also the other possibilities and will report on our experiences in Section 5.3.
5.2. Termination of the iteration
Iterative solvers usually stop when the absolute or relative residual of the iterate or an estimate of
the solution error has fallen below some threshold. The a posteriori estimates in Theorems 4.1 and 4.2
may be used for this purpose.
However, due to the truncation a termination criterion based on residual only does not necessarily
lead to a terminating iteration, since the truncation may be larger than the error or residual allowed
by the threshold independent of the conditioning of the discrete equation itself.
In order not to waste computational effort in erratically stagnating iterates, an indicator of this
behaviourwas found to be useful. An indication of stagnation is that the progressmade by the iteration
operator is directly reversed by the truncation. Thus, a measure is needed of howmuch of the iterative
update is actually used in the truncated iteration. Dissecting the truncated iteration into single steps
and noting the increments gives
vk+1 = Φ(uk), (41)
vk = vk+1 − uk, (42)
uk+1 = T(vk+1), (43)
uk = uk+1 − uk. (44)
If the step vn proposed by the pure iterator differs sufficiently from the actual step un after trun-
cation one has an indication that either the truncation is too large or, put differently, that the solver is
stagnating in a neighbourhood of the solution and has attained its goal given the prescribed truncation
parameter. Tohave a scalar criterion for thiswedefine theupdate-ratio:υn = 〈un|vn〉/〈vn|vn〉,
with the inner product 〈·|·〉 corresponding to the Schatten-2-norm. For the iteration to proceed
efficiently υn should be close to 1. If it deviates more than a prescribed threshold, either the trun-
cation parameter should be reduced or the iteration should stop. In our experiments we have
required υn ∈ [1 − δ, 1 + δ] with δ from 0.1 to 0.2. Note that overshoots (υ > 1) also indi-
cate stagnation, since the influence of the truncation becomes comparable to that of the iteration
operator.
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Fig. 1. Left: Mesh for the L-shaped domain and a sample realisation of the right hand side f . Right: relative error, a posteriori error
estimate, update ratio, and relative residual for each iteration in the solution of the example of Section 5.3.1.
It should be noted that this update-ratio indicator is only for detecting erratic iterations, showing
that further progress at this truncation level is unlikely. Acceptance of a solution should only be made
with error estimates like in Theorems 4.1 and 4.2.
5.3. Numerical examples
The feasibility and efficiency of the proposed method was tested on two different examples. The
first example shows comparable performance for medium sized problems, whilst the second one
shows that the proposed method can still work efficiently when standard methods fail due to limited
computer memory.
Both examples are based on the same continuousmodel and differ only in the level of refinement of
the spatial and stochastic discretisations. Thus the continuous model will be described first and then
the discretisations will follow separately. Note that the continuous model is not intended to describe
a specific real system but is rather set up to show and compare the different solution methods.
• The equation to be solved is the elliptic SPDE of Eq. (4) with homogeneous Dirichlet boundary
conditions on the L-shaped domain (G = [−1, 1]2 \ [−1, 0]2) as shown in Fig. 1 (left).
• The right hand side f was assumed to be uniformly U[−1, 1] distributed, homogeneously over the
domain, and having a Gaussian covariance exp(−(‖x − y‖/l)2)with covariance length l = 0.5. A
furtherassumptionwas that thefieldcouldbe representedasa (non-linearly) transformedGaussian
random field. A typical realisation of the field is shown in Fig. 1 (left).
• The coefficient field κ , which was assumed to be stochastically independent of the right hand side
f , had a Beta distribution B(2.4, 0.4)with the mean shifted by 0.001 to fulfil Eq. (6), resulting in a
variance to mean ratio of 0.4, such that the stationary iteration with mean based preconditioner
(see Section 4.2) would still converge. An exponential covariance of the form exp(−(‖x − y‖/l))
with covariance length l = 0.7 was employed.
• Both the right hand side f and the coefficient κ are described by a ‘translation’ of a Gaussian field
in a truncated KLE representation. These translated fields are subsequently again reduced by the
KL expansion, where the number of terms may be different than for the KLE of the underlying
Gaussian field. This defines the number of random variables entering the discrete problem.
5.3.1. Example 1
In the first example the discretisation was chosen such that the discretised system could also be
solved by a standard solver operating on the full tensor product. The discretisation was performed as
follows:
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• The problem was discretised with the finite element method using standard linear P1-elements
with 2145 nodes, resulting in N = 1985 inner and 160 boundary nodes.
• Stochastic discretisation of the right hand side f used 20 Gaussian variables in the KLE of the under-
lyingGaussianfield. TheKL expansion of the translatedfieldwas truncated also afterQ = 20 terms,
accounting for 81% of the field’s total variance, and the KLE coefficients further expanded using a
Wiener–Hermite polynomial chaos in those original 20 Gaussian variables and total polynomial
degree P = 3.
• Stochastic discretisation of the conductivity κ used 10 Gaussian variables in the KLE of the underly-
ing Gaussian field. The KL expansion of the translated field was truncated also afterM = 10 terms,
accounting for 33% of the field’s total variance, and the KLE coefficients further expanded using
a Wiener–Hermite polynomial chaos in those original 10 Gaussian variables and total polynomial
degree P = 3. (Note that the point here is setting up a system to compare the solvers, not a realistic
modelling of a prescribed field.)
• The operator K was computed as described in Section 3 and the mean based preconditioner P =
K0 ⊗Δ0 (see Section 4.2) was used with precomputed LU factors. The preconditioned system had
a contractivity of ρ ≈ 0.8, which was estimated by some steps of a power iteration.
• For the solution a PC ansatz in K = M + Q = 30 Gaussian RVs and total polynomial degree P = 3
was chosen. Using complete polynomials this resulted in A = 5456 stochastic basis functions.
Accordingly, the solvers had to operate on a system of 1985 × 5456 = 10,830,160 degrees of
freedom.
The computational tests were performed on standard desktop PC hardware using an Intel Pentium
Dual-Core CPU (E5200) running at 2.50 GHz with 3 GiB main memory running Linux 2.6.32. The
Linpack performance benchmark of the systemwas 2.25 GFlops. TheMatlab versionwas 7.9 (R2009b),
without explicit use of parallelisation features (except the intrinsic multithreading capabilities).
The comparison of the PCG and the tensor product solver was conducted in the following way:
• As reference for measuring errors a high accuracy solution was computed by a PCG solver with
tolerance on the relative residual set to 10−12.
• The system was then solved with a standard PCG solver on the full tensor product system with
tolerance for the relative residual set to 10−3. The solver converged in nine iterations (264 s) to
a relative error of 1.26×10−3. The bulk of time spent was for 9 × 5456 = 49,104 solves with
the preconditioner, and 9 × 11 × 5456 = 540,144 applications of the spatial operators K j and
9×11×1985 = 196,515 applications of the stochastic operatorsΔj . (Note that the factor 11 stems
from theM = 10 terms in the KL expansion of κ plus one for the deterministic part, see Eq. (24).)
• In order that the methods be comparable it was necessary to estimate a truncation parameter ε
that would allow a comparable error in the solution, but not force the solver to go to unnecessary
high tensor ranks. Using Eq. (35) with an estimate of cu and the estimated contractivity an estimate
of ε = 2.4 · 10−4 was computed. Note that this heuristic approach worked very well in other test
cases, too. However, it has to be confirmed a posteriori that the required accuracy has indeed been
reached.
• The system was then solved with the stationary solver described in Section 5 using truncated
iterations with the aforementioned ε. We compared four different truncation strategies/modes
which were alluded to in Section 5.1.
1. Truncation only after preconditioning: this strategy corresponds exactly to the analysis given in
Section 4.1. Here we set T,1 = T and T,2 = T,3 = Id (see Eq. (40)), where Id is the identity
operator.
2. Truncation also before preconditioning: this strategy does not correspond exactly to the given
analysis, but should give improvedperformancedue to a reducednumber of preconditioner calls.
Truncation operators are defined as T,1 = T,2 = T and T,3 = Id.
3. Truncate also after every summation in the operator: T,1 = T,2 = T,3 = T . Additionally to
the effort saved in preconditioning, the QR and singular value decompositions aremuch cheaper,
since the ranks involved are considerably lower.
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Table 1
Comparison of the PCG solver and the low rank tensor product solver using different truncation strategies for the example
given in the text. P−1 indicates the number of preconditioner solves, Ki andΔi the number of applications of the respective
matrices to one spatial vector. The relative error was comparable in all methods.
Method Iter. Time (s) Memory (MiB) P−1 Ki Δi
PCG 9 262 826 49,104 540,144 196,515
Tensor (after) 21 559 234 18,833 18,161 18,161
Tensor (before) 21 494 179 10,765 18,161 18,161
Tensor (operator) 21 293 94 5608 18,161 18,161
Tensor (dynamic) 22 217 96 4440 13,838 13,838
4. Truncate after every summation with a dynamic ε: T,1 = T,2 = T,3 = Tk , where the
truncation parameter εk may vary with every iteration. The scheme implemented started with
εk = 0.1. When |υk − 1|  0.1 held for the update ratio the current truncation parameter was
kept (εk+1 = εk), otherwise it was reduced by a factor of 0.1, however not below the  used for
the truncated iterations before (i.e. εk+1 = max(0.1 εk, ε)).
Theorem 4.2 applies only to strategy 1. The others are still somewhat ad-hoc at the moment. In
each case iterations were performed until the update ratio υk diverged from unity by more than
0.1 for more than five consecutive steps.
• Results are shown in Table 1. All tensor methods stagnated after 21–22 iterations. Compared to the
PCG solver, the number of calls to the preconditioner could be reduced by a factor of approximately
2.5–11, whilst the number of applications of the spatial and stochastic operators could be reduced
by a factor of approximately 3 and 11, respectively. Relative errors were computed using the high
accuracy solution, ranging from0.00129 to 0.00131 and thuswere all comparable to the error of the
PCG solution of 0.00126. Depending on the truncation strategy used, time for the tensor methods
ranged between 213% and 83% of the time spent in the PCG solver. Memory usage could be reduced
to approximately 11–28%.
It should be pointed out that computational time and memory depend on several factors: com-
plexity of the matrices K i and 
i and the preconditioner, the number of KL-terms in κ and f , the
accuracy required, and the way the SVD update is computed. Right now, we use a simple algorithm
which orthogonalises columnswhich are already orthogonal, thus achieving not the optimal efficiency
as is possible.
Fig. 1 (right) shows the relative error, the aposteriori estimate givenbyEq. (33), the relative residual,
and the update ratio for each iteration. It may clearly be seen that the error estimate is a relatively
sharp upper bound for the true error. Furthermore, the deviation of the update ratio υk from unity
seems to be well correlated with the stagnation of the error, whilst the stagnation of the residual sets
in many iterations before, and is thus not a good indicator for stagnation of the error.
Fig. 2 (left) shows how the rank of the residuum depends on the number of the iteration and on
the truncation strategy chosen, with the dynamically adapted truncation parameter showing the best
dependency, leading to efficient computations. However, there still seems room for improvement.
Fig. 2 (right) shows the reduction of the relative error per iteration for the different strategies. It can
clearlybeseen thatonly for thestrategywith thedynamic truncationparameter the rateof convergence
is slightly reduced, resulting in one more iteration, but remains otherwise unaffected. This reduced
convergence is, however, made up for by the much better mean efficiency per iteration.
5.3.2. Example 2
In the second example the spatial and stochastic discretisations were refined such that a computa-
tion using a full tensor format would be infeasible on the hardware described previously.
• The finite element mesh was globally refined, leading to a spatial discretisation with 16,512 ele-
ments, and 8417 nodes (thereof N = 8097 inner nodes).
• The number of Gaussian RVs was increased to 25 for the right hand side f and to 15 for the con-
ductivity κ , leading to a total of A = 12,341 stochastic ansatz functions for complete polynomials
of total degree P = 3. The number of KL terms was also increased to Q = 30 and M = 20,
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Fig. 2. Rank of residuum (left) and relative errors (right) for the tensor product solver with the different truncation strategies for each
iteration.
respectively, accounting for 91% and 33% of the fields’ total variance. Observe that here there are
more KLE terms of the ‘translated’ fields than Gaussian variables in the underlying Gaussian field.
This was done to capture more of the variance.
• Taken together this makes N × A = 99,925,077 degrees of freedom for the full discrete system.
The size of one vector for this discretisation stored in full tensor format is about 108, which is
equivalent to roughly 800MiB of storage using double precision. Since in the PCGmethod aminimum
of four times this storage is needed, i.e. 3.2 GiB, it was impossible to solve this systemwith a standard
PCG on the computer system described above.
For the tensor product solver the truncation parameter was set to ε = 10−4. Only the truncation
strategies with truncation after every addition and with the static and dynamic truncation parame-
ter were employed (the other strategies were infeasible due to the memory limitations). The solver
stagnated in both cases after 27 iterations and 4732 s and 3220 s, respectively. The a posteriori er-
ror estimates were 4.6×10−4 and 4.4 × 10−4. The final rank of the solution in both cases was 139,
themaximum ranks of the residuals during iterations were 615 and 639, respectively. The total virtual
memory needed byMatlabduring the iterations never exceed 1.5GiB, the final solution thereby taking
up only about 21 MiB.
6. Conclusion
We have shown that for parametric systems of linear equations, such as they arise from stochastic
systems and in particular SPDEs, the tensor product structure of the solution is not only of theoretical
value, but is very important for efficient numerical algorithms. Discretisation methods inherit this
tensor product structure in their solution.
We have discussed how the ‘input’ to the problem may be represented in sparse low-rank format,
demonstrated convergence proofs for fairly general modified iterations, and shown the computational
advantage of low-rank compression. For systems of medium size computations could be accelerated
by some amount, whilst—more importantly—the solution of large systems only became feasible using
low-rank methods.
The timeused in thecomputation is alsodeterminedby the rank, by thecostofmatrixmultiplication
by, and the rank R used for u, as well as by the cost of QR decompositions in the truncated iteration.
Timings are therefore highly problem specific. The proposed approximate iteration is favoured if the
solution can indeed be represented sufficiently accurately in a low-rank format. We expect this to be
the case for larger correlation lengths and relatively fine discretisations.
Similar considerations apply also for the memory required. Again, if the low-rank assumption is
satisfied, considerable memory can be saved. But both the time and memory requirements depend in
each case on the specific problem.
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The SVD ‘on the fly’ is one way to achieve the goal to store and only operate on sparse data. In
the context of a discretised SPDE it allows at the same time to approximate the solution in its KLE
representation.
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