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Persoalan penjadualan (scheduling) semakin dcngan 
meningkatnya persaingan pasar bagi kalangan industri. Penjadualan yang tepat 
akan memberikan banyak keuntungan, antara lain meningkatkan 
mengurangi penggunaan waktu yang sia-sia, meningkatkan 
dapat memcnuhi batas waktu (dead line) yang ditcntukan olch 
(customer). 
Tugas Akhir ini membahas aplikasi jaringan saraf 
menyelesaikan persoalan penjadualan banyak pekerjaan (mull iple job 
Konstruksi jaringan saraf tiruan yang digunakan adalah model yang 
oleh Zhen-Ping Lo dan Behnam Bavarian. Model yang digunakan au(l~JI(lu 
Hopfield yang digunakan untuk menyelesaikan persoalan traveling swcrsn'lun 
dikembangkan menjadi jaringan saraf tiga dimensi, yaitu 
(NBN). Pcrumusan untuk pcrsoalan traveling salesman dipcrluas 
multiple traveling salesmen dan multiple job scheduling dcngan 
yang scmakin bertambah. Model ini kemudian diuji dengan 
pcrsoalan dcngan pcmbatas (constraint) yang bcrvariasi. 
Hasil pengujian menunjukkan bahwa model NBN meng··· 
ke ketiga arah dimensi. Sehingga model ini mampu mengakom 
dengan jumlah pekerjaan, jumlah mesin, dan jumlah unit alokasi 
berbeda. Konvergensi menuju suatu pemecahan yang feasible 
tergantung pada persoalan yang ditangani. Hasil uji coba mcnunj 
model ini tidak bisa mendapatkan pemecahan yang feasible untu 
dengan pembatas (constraint) yang ketaL 
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1.1 Latar Bclaliang 
BABI 
PENDAHULUAN 
Pcrsoalan pcnjadualan (scheduling) scmakin 
meningkatnya persaingan pasar bagi kalangan industri. Penj ............ , .. 
dcngan 
akan membcrikan banyak keuntungan, antara lain meningkatkan efi 
mengurangi penggunaan waktu yang sia-sia, meningkatkan 
i dengan 
dapat memenuhi batas waktu (dead line) yang ditentukan 
(customer). 
Studi mengenai persoalan penjadualan pekerjaan telah di ........ ""' ....... 
bcberapa tahun tcrakhir ini. Pcrsoalan yang muncul biasanya 
adanya n buah pekerjaan yang akan diproses pada m buah mesin ( 
Permasalahannya adalah bagaimana menemukan urutan pckcrjaan 
waktu yang tcpat untuk setiap pckerjaan pada sctiap mcsin sch · 
solusi yang optimal, yaitu waktu yang dibutuhkan untuk menyel..,., ... ,l'l."'" 
pckcrjaan diupayakan scminimal mungkin. 
Tingkat kesulitan persoalan ditentukan oleh parameter yang 
pekerjaan dan mesin. Pendekatan heuristik klasik yang biasa di 
mencmukan opcrasi atau pekcrjaan berikutnya yang akan diproses 
beberapa parameter dari pekerjaan atau mesin. Contoh dari 
2 
digunakan adalah waktu pemrosesan (processing time), jatuh tempo 
biaya (cost), waktu penyiapan (set-up time), waktu kcdatangan ( 
pemuatan mcsm (machine loading). Beberapa aturan yang untuk 
mcnentukan operasi berikutnya adalah FIFO (first in first out), S (short/zest 
processing time), EDD (earliest due date). 
Studi tcrbaru dalam jaringan saraf tiruan mcmbcrikan dalam 
menyelesaikan persoalan optimasi NP-complete, seperti TSP (travel 
problem), MTSP (multiple traveling salesman problem), dan MJSP ( 
scheduling problem). Pcnyclcsaian pcrsoalan 
nondeterministic polynomial. Suatu persoalan NP-cumplete tidak 
penyelesaian yang lebih baik selain mencoba 
penyelesaian yang ada. Kalau cara ini 
komputasi yang tidak scdikit untuk mendapatkan pcnyelcsaian Waktu 
komputasi akan bertambah seiring dengan bcrtambahnya satu 
persoalan NP-complete. 
Hopfield telah mendefinisikan arsitektur umum dari jaringan 
untuk digunakan dalam mcnyclcsaikan pcrsoalan-pcrsoalan opti Hopficld 
dan Tank1 telah merumuskan dan mcmccahkan traveling sal•,_ . .,.,d, problem 
dcngan jaringan saraf dua dimensi (2-/J neural network). 1111 
kemudian dikembangkan lebih jauh untuk 
salesmen problem. Kemudian, pcndekatan di atas dipcrluas untuk ikan 
1 J.J. Hopfield and D.W. Tank, "Neural Computation of Decisions in Optimization o.hJI,Ia.·no 
Hiolugical Cyhemet, 52, 141-152, 1985. 
persoalan penjadualan banyak pekcrjaan dcngan mcmbangun j 
dimensi (3-D Neuro Box Network, NBN). 
1.2 Tujuan 
Tugas Akhir ini bertujuan merancang dan membuat 
penjadualan banyak pekcrjaan dcngan konstruksi jaringan saraf 
dirumuskan oleh Zhen-Ping Lo dan Behnam Bavarian2 (3-D Neuro 
NHN). Bcrdasarkan hasil pengujian terhadap perangkat lunak 
mcmbcrikan scbuah cvaluasi tcrhadap konstruksi jaringan saraftiruan 
1.3 Permasalahan 
Pcrmasalahan dalam Tugas Akhir ini adalah bagai 
jaringan saraftiruan yang digunakan bisa memberikan penyelesaian 
Pcnyelcsaian tcrscbut bcrupa jadual yang dipcrolch, yaitu basil 
pekerjaan pada m buah mesin. Pengertian .feasibel disini adalah 
terscbut bisa ditcrima atau valid dan optimal, yaitu waktu yang d1 
menyelesaikan semua pekerjaan diusahakan seminimal mungkin. 
2 Zhen-Ping Lo and Behnam Bavarian, "Multiple Job Scheduling with Artilicial 








1.4 Pcmbatasan Masalah 
Pada dasarnya, Tugas Akhir ini mcnitikberatkan pada persoalan 
penjadualan klasik dengan memperhatikan jatuh tempo (deadline 
Namun, persoalan dirumuskan dalam bentuk jaringan saraf ti 
menggunakan model NBN. 
Pembatasan masalah diuraikan dalam bentuk asums1 
pekerjaan beserta panjang proses dan jatuh temponya, mesin beserta 
dan alokasi waktu. Setiap pekerjaan yang ditangani diasumsikan 
yang sama, tetapi memiliki panjang proses (length) dan jatuh tempo 
yang berbeda. Panjang proses dan jatuh tempo berupa nilai konstan 
ditentukan. Setiap mesin diasumsikan memiliki tipe yang sama, 
kapasitas yang tidak sama yang nilainya juga dapat ditentukan. Setiap 
diasumsikan hanya dapat memroscs satu pckerjaan pada satu alokasi 
tidak terjadi kerusakan selama perencanaan. Pada jadual akhir, 
hanya ditangani oleh satu mesin. 
1.5 Mctodologi Pcnclitian 
Metodologi yang digunakan dalam Tugas Akhir ini adalah se 
+Studi literatur dari berbagai buku danjurnal 
Studi dilakukan dengan mempclajari literatur berkaitan dengan pe 
khususnya NP-complete, jaringan saraf tiruan khususnya jaringan 




+ Perancangan perangkat lunak dan implementasi struktur data 
Perancangan perangkat lunak dilakukan dengan pendekatan 
berorientasi obyek. Berdasarkan hasil rancangan tersebut, dibuat i 
struktur data yang digunakan dalam perangkat lunak. 
+ Pembuatan perangkat lunak 
Perangkat lunak dibuat berdasarkan hasil perancangan dengan 
bahasa pemrograman C t +. 
+ Pengujian perangkat lunak 
Pengujian dilakukan dengan menerapkan persoalan dengan pembatas 
yang bervariasi. 




Perbaikan yang dilakukan meliputi pengecekan masukan, penyes tan bentuk 
tampilan, dan mengurangi bug perangkat lunak. 
+ Pcmbuatan laporan 
Laporan ini berupa dokumentasi terhadap metodologi yang 
tcrangkum dalam naskah Tugas Akhir. 
1.6 Sistematilm Penulisan 
Sistematika yang digunakan dalam Tugas Akhir dijelaskan 
ukan yang 
+ Bab I Pendahuluan, mcnjclaskan mcngcnai latar bclakang, pc lliQI;:)a•au•u• dan 
batasannya, tuj uan, metodologi penelitian, dan sistematika ~..~.., .... .u .• ., •• 
• Bab II Jaringan Saraf Tiruan, membahas pengertian jaringan 
elemen pengolah, penetapan nilai bobot, dan jaringan Hopfield. 
+ Bab Ill Pcnjadualan Banyak Pekerjaan, membahas persoalan 
6 
tiruan, 
banyak pekerjaan dengan didahului penjelasan mengenai travel· salesman 
problem dan multiple traveling salesmen problem yang IIJI;;uuc:l;:)<ll 
persoalan penjadualan banyak pekerjaan. 
+ Bab IV Perancangan dan Pembuatan Perangkat Lunak, 
perangkat lunak penjadualan banyak pckerjaan, 
implementasi struktur data yang digunakan oleh perangkat lunak, 
proses dan implementasinya. 
• Bab V Uji Coba dan Evaluasi Perangkat Lunak, membahas 
perangkat lunak yang sudahjadi dan menguji kemampuan 





sebelumnya serta saran berkaitan dengan perancangan dan pembuatan 
perangkat lunak. 
BABII 
JARINGAN SARAF TIRUAN 
Bab ini menjelaskan tentang jaringan saraf tiruan meliputi pengertian 
jaringan saraf tiruan, elemen pengolah, nilai bobot, serta fungsi 
saraf. Pada akhir bab dijclaskan mcngenai jaringan Hopficld ""'u'al-'.'"' 
topologi jaringan saraf yang banyak digunakan dalam 
optimasi. 
2.1 Pcngcrtian Jaringan Saraf Tiruan3 
Sebuah jaringan saraf tiruan (JST) adalah sebuah grup yang 
elemen pengolah (processing element). JST memiliki ciri khas, 




memberikan hasil dari perhitungan tersebut kc scbuah subgrup yang lain. Pada 
akhirnya, sebuah subgrup yang terdiri atas satu atau lebih elemen pen 
menentukan nilai output dari JST. Setiap elemen pengolah melakukan 
berdasarkan pcnjumlahan dari masing-masing nilai inputnya dikali 
sebuah nilai bobot (weight). Sebuah subgrup dari clemcn pcngolah di 
lapisan (layer). Lapisan pertama merupakan lapisan input dan I 
terakhir adalah lapisan output. Lapisan yang berada di antara lapi 




lapisan output dikenal dengan lapisan tersembunyi (hidden). 
adalah sebuah unit yang mcmiliki kcmiripan fungsi dcngan sci 
manusia. Oleh sebab itu elemen pengolah diibaratkan sebagai 
neuromimes, atau sel saraf tiruan (artificial neuron). Sebuah 
scring digunakan untuk mencntukan nilai output dari scbuah sci saraf 
output. Nilai yang dikeluarkan dari fungsi threshold menentukan 
sel saraf. Karakteristik tcrscbut adalah sel saraf aktif (jired) atau se 
aktif Dalam Tugas Akhir ini digunakan istilah set saraf pada ~;;;n •• tu\IHI 
meskipun clemen pcngolah merupakan sci saraf tiruan. 
(connection) juga digunakan untuk synapses, yaitu hubungan di 
Dalam bentuk graph sebuah koneksi disimbolkan dengan edge 
saraf dengan node. Gambar 2.1 adalah sebuah model jaringan saraf 
gam bar ini, sctiap sci saraf digambarkan dcngan scbuah lingkaran ( 
Model tersebut tcrdiri atas tiga lapisan, yaitu sebuah lapisan input, 
tersembunyi, dan sebuah lapisan output. Koneksi yang ada 
hubungan antar lapisan. 






atas lapisan tunggal (single layer), yaitu jaringan yang hanya · atas satu 
lapisan, dan lapisan ganda (multilayer), yaitu jaringan yang mcmili 
satu lapisan. Berdasarkan arah aliran sinyal, JST dapat dt atas 
.feed.fiJrward dan recurrent. Pada feed.fiJrward arah aliran sinyal dari 
lapisan input ke lapisan output. Sedangkan pada recurrent terdapat arah aliran 




Gambar 2.1 Sebuah Model Jaringan SarafTiruan 
2.1.1 Elemcn l'engolah 
Seperti dijelaskan sebelumnya elemen pengolah 
disingkat PE) merupakan unit terkecil dari JST. Gambar 2.2 menunj 
PE secara garis besar. Setiap PE mempunyai nomor tersendiri. PE 
banyak input, tetapi hanya memiliki satu output. Setiap koneksi ke PE 




node kc-i dinotasikan dengan Wij. Suatu input dapat berfungsi scbagai excitatory 
atau inhibitory. Input yang excitatory mcmpunyai nilai bobot schingga 
menguatkan energi sci sarat: sedangkan input yang inhibitory mem · nilai 
bobot negatif sehingga melemahkan energi sel sara[ Nilai input 
atau unit ke-i ditctapkan sebagai berikut: 
10 
dimana x1 mcnyatakan nilai output sci saraf kc:f dan wii mcnyatakan nilai bobot 
koneksi antara set sarafke-i dan set sarafkej. 
Output 
jth PE 




• • • 
Gambar 2.2 Model Elcmen Pengolah 
2.1.2 flenetapan nilai bobot 
Penetapan nilai bobot dilakukan dengan pelatihan (train· . Proses 
pelatihan inilah yang membedakan fungsi dari berbagai jenis JST. 
yang tepat akan menghasilkan nilai output yang diharapkan. 
pcrlu ditctapkan untuk memperbarui nilai bobot dan untuk 
proses mcmperbarui nilai bobot bisa dihentikan. Proses pembaruan 
dikenal dengan proses belajar (learning). Jika proses belajar scdang 
aturan 
kapan 
suatu Janngan maka, Janngan tersebut dikatakan sedang 
pelatihan (training). 
Sccara umum proses bclajar dapat dibcdakan mcnjadi 
dengan pembimbing (supervised) dan tanpa pembimbing (uns 
bclajar dcngan pcmbimbing dilakukan dcngan mcmbcrikan bcrbagai 
pelatihan (traing pall ern atau training vector). Masing-masing bcscrta 
yang diinginkan (training set). Selanjutnya nilai bobot diatur 
algoritma yang ada. Proses belajar dihentikan bilamana 






Pada saat itu, dapat dikatakan nilai bobot yang diberikan merupakan nilai yang 
paling sesuai untuk JST yang digunakan. JST yang dilatih untuk 111\.llliJ.;Illa~·ll 
nilai output tertentu berdasarkan nilai input tertentu dinamakan 
memory. Untuk model ini, jika nilai output yang diinginkan sama 
input yang diberikan, maka associative memory disebut sebagai a 
memory, scdangkan bila tidak discbut scbagai heteroassociative ""''""" 
Proses belajar tanpa pembimbing tidak memerlukan sejwnlah 
untuk mcngatur bcsarnya nilai bobot. Hal ini discbabkan adanya 
internal yang berfungsi mengawasi tingkah laku jaringan. Jaringan 
kcccnderungan dari sinyal input dan akan mcnycsuaikan dirinya 
suatu fungsi tertentu. Jaringan harus mempunyai infonnasi tentang 
mengatur dirinya. Proses belajar tanpa pcmbimbing ada yang mene 
adanya suatu keterkaitan atau kerja sama antar elcmen pengolah. 
susunan jaringan, bila ada suatu input dari luar yang mcngaktifl<an seb 
12 
pengolah pada suatu lapisan, maka elemen pengolah-elemen pengol yang lain 
lapisan tersebut. Demikian juga sebaliknya, bila ada suatu input 
membuat sebuah elemcn pengolah pada suatu lapisan tidak aktif, 
pcngolah-clcmcn pcngolah yang lain pada lapisan tcrscbutjuga tidak 
2.1.3 Fungsi l\.caldifan 
Opcrasi dasar yang dilakukan olch sci saraf adalah me nilai 
output yang merupakan basil dari fungsi keaktifan terhadap jumlah yang 
masuk pada sebuah sci saraf. Semua sel saraf pada satu tertentu 
mempunyai fungsi keaktifan yang sama. Fungsi keaktifan tersebut, 
(i) Fungsi ldcntitas: 
f(x) = x, dimanax menyatakan nilai input sci saraf. 
(ii) Fungsi Binary Step (binary step jimctiun) dengan nilai ambang tas 8. 
. {l,x20 
.f(x)= 0 e 
,X< 
Dalam fungsi ini, x menyatakan nilai input sel saraf dan 0 niiPinv!lr!l 
nilai ambang batas (threshold). Jaringan dengan lapi 
menggunakan fungsi ini untuk mengubah input menjadi yang 
mcrupakan bilangan bincr ( 1 atau 0) atau bipolar ( 1 atau -1 ). 
dari fungsi ini adalah threshold function atau lzeavisidefunctiun 
13 
(iii) Fungsi Binary Sigmoid: 
f(x) = 
1 
1 + exp( -ax) 
Dalam fungsi ini x mcnyatakan nilai input sel saraf dan (]' rupakan 
dan fungsi tangcn hiperbolik merupakan fungsi binary si id yang 
sering digunakan. 
(iv) Fungsi Bipolar Sigmoid: 
g(x)=2((x)-1= 2 -1=1-exp(-ax) 
· 1 + exp( -ax) 1 + exp( -ax) 
Dalam fungsi ini x juga menyatakan nilai input (]'Juga 
merupakan konstanta yang mempengaruhi Iebar curve). 
Fungsi logistik sigmoid dapat diubah jangkauannya ses dengan 
I sampai 1. Sigmoid dengan jangkauan antara -1 dan 1 dinam bipolar 
sigmoid. Sclain bipolar sigmoid, fungsi tangen hipcrbolik 
digunakan untuk menghasilkan nilai output antara -1 1. Untuk 
menghasilkan nilai output an tara 0 dan 1, kcdua fungsi terse 
digunakan. 
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2.2 Jaringan Hopficld4 
Model sel saraf yang digunakan dalam jaringan hopfield 
pcngolah yang mcnggunakan variabcl biner (two-statei, Pcrhi yang 
dilakukan pada sel saraf ini adalah penjumlahan dari sctiap nilai yang 
bcrasal dari sci saraf yang lain dikalikan dcngan masing-masing nilai pad a 
sctiap koneksi. Sebuah fungsi threshold mcncntukan keaktifan dari 
hasil dari perhitungan lebih besar atau sama dengan nilai threshold sel saraf 
mcnjadi aktif, tetapi jika hasil perhitungan kurang dari threshold sel saraf 
menjadi tidak aktif. Jaringan saraf yang diusulkan olch Hopficld 
hubungan atau koncksi yang bersifatfeedhack. Jadi nilai output dari saraf bisa 
menjadi nilai input pada sel saraf itu sendiri pada iterasi 
yang mcmbcdakan jaringan Hoplicld dcngan model perceptron Janngan 
feedfurwanl. Gambar 2.3 menampilkan arsitektur jaringan Hopfield gans 
besar. 
Lingkaran pada setiap pertemuan koneksi merupakan bobot 
tcrscbut. Perilaku dari neuron kc-i dibcrikan olch pcrsamaan bcda 
sebagai berikut: 
v;(k + 1) = f[I w;1v1(k) + f;(k)J, .................................................................... (2.1) 
j;l 
4 Zhen-Ping Lo and Behnam Bavarian, "Multiple Job Scheduling with Artificial 
Networks", University of California, Irvine, 1991. 
5 J.J. Hopfield, "Neural Network and Physical systems with Emergent Collective nal 
Abilities", Proc. Nat!. Acad. Sci, U.S.A. 79, 2554-2558,1982. 
6 R. Rosenblatt, "Principles ofNeurodynamics", New York. Spartan Books ,1959. 
dimana k adalah indek dari waktu, v; adalah nilai aktivasi dari sci 
adalah nilai bobot dari koncksi antara sel saraf kc:f ke sel saraf 
input ckstcrnal dari sci sarafkc-i, dan)(.) adalah binary tllreslwldfunct 
External input I 




• • • 
Gambar 2.3 Arsitektur Jaringan Hopfield 
Pada umumnya, pembaruan/peremajaan status dari sel 
sccara a~ynchronous dan acak pada scbuah nilai rata-rata (mean 
sudah membuktikan global konvergensi dari jaringan untuk matriks 
koncksi yang simctris dcngan nilai no! pada clcmcn diagonal ( dalam 
ada se(l activation). Nilai bobot dari koneksi mcnggabungkan scm 
informasi pcmroscsan dari jaringan. Kcmudian nilai bobot ini 
menyelesaikan persoalan yang spesifik dengan suatu pcrtim 
Secara praktis, jaringan Hopficld sudah pernah digunakan untuk 
associatif memmy. Dalam hal ini informasi yang diingat adalah 
lcngkap (noisy data). Matriks nilai bobot dihitung bcrdasarkan ma 
dari suatu pola (pallern) yang menjadi target. Pada umumnya, 
persoalan yang spesitik, scbuah computational energy, E, 
IS 






aktivasi dari sel saraf diatur sama dengan minus dari partial "'" .. "''"'' 
berkenaan dengan variabel sel saraf (metode optimasi gradien 
Kemudian dengan menyamakan hasil persamaan ke sisi kanan dari persamaan 
(2.1 ), didapatkan suatu nilai yang spesifik dari nilai bobot koneksi. 
bertingkat dari set saraf memotivasi Hopfield mengembangkan 
jaringannya untuk mempunyai sel saraf dengan nilai output 
Karakteristik sel saraf didefinisikan dengan persamaan diferensial o pertama 
seperti berikut. 
d II 
C; =~=-.!:!..!.._+ Iw!ivJ +1;,································································ ......... (2.2) 
dt R; J=l 
Dalam persamaan di atas, u; merupakan potensial aktivasi internal 
adalah nilai resistansi/kapasitansi yang mendefinisikan waktu dari 
rangkaian RC, w!i adalah nilai bobot koncksi (konduktansi) dari ni 
saraf ke:/ sebagai nilai input dari sel saraf ke-i, 1; adalah nilai input , dan 
\} mcndcfinisikan nilai output dari sci saraf yang bcrkaitan 
aktivasi internal melalui sebuah fungsi threslwld v1 = j{u1). Pada um 
ini akan mcningkat secara monoton seperti fungsi sigmoid dalam 'Ua.luual 
Gambar 2.4 Fungsi Sigmoid Nonlinear, 
Menggambarkan Kondisi Internal Sel Saraf dan 
Potensial Nilai Outputnya 
Arsitektur jaringan Hopfield yang kontinyu dapat direalisasi 
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dengan 
rangkaian aktif ordc pcrtama, seperti diilustrasikan dalam Gambar 2.5. Nilai 
output dari operasional amplifier dapat berupa nilai positif atau 
energi kuadratik yang secara umum digunakan untuk membuktikan vergens1 
global dari jaringan ditunj ukkan dalam persamaan berikut: 
}
1111 11 "(}Jv 1~· =--II w!ivivJ- II;v; +I - fo' f- 1(v)dv, ............................. ....... (2.3) 
2 i=l J=' i=l i=l R; 
dimana f 1(v) adalah invers dari fungsi signwid nonlinier. Kondisi 
secara monoton (bounded sigmoid nonlinearity). Fungsi energi atau fl 
di atas hanya scsuai untuk persoalan yang spcsifik, artinya untuk 
perlu dirumuskan fungsi cnergi terscndiri scsuai dengan pola matriks 
yang diinginkan. Persamaan differensial dari set saraf atau matriks 
koneksi dihitung dengan menurunkan persamaan (2.3). 
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V1 V1 V2 V2 
Gambar 2,5 Arsitektur Rangkaian Jaringan Hopficld 
Kondisi sel saraf berevolusi menurut waktu, bergerak ke arah penurunan 
permukaan energi (energy surface) ke arah konvergensi menuju sebuah 
minimum lokal. Jadi, untuk persoalan yang diberikan, fungsi · harus 
dikonstruksi sedemikian rupa sehingga konfigurasi dari kondisi jari 
pcmecahan-pemccahan yang mungkin pada minimum lokal. 
BAB III 
PENJADUALAN BANY AK PEKERJAAN 
Bab ini menjelaskan persoalan penjadualan banyak pekerjaan 
scheduling) beserta perumusannya dalam bentuk jaringan saraf · 
didahului dcngan pcnjclasan mengcnai pcrsoalan traveling salesman 
multiple traveling salesmen problem yang mendasari pcrumusan 
penjadualan banyak pekerjaan. Kemudian, dilanjutkan dengan 
mengenai persoalan penjadualan banyak pekerjaan berikut 
bcntuk jaringan saraf tiruan, yaitu Neuro-Bux Network (NBN). 
3.1 Traveling Salesman Problem 7 
Proses optimasi pada traveling salesman problem (TSP) 
klasik dari riset operasional. Persoalan tersebut dapat didcfinisikan 
Scorang salesman akan mengunj ungi bcbcrapa kota. Data yang di 
j umlah kota yang harus dikunjungi beserta jarak an tar kotanya. 
adalah bagaimana mcncmukan rutc tcrpcndck yang mcngunjungi 
dengan syarat, setiap kota hanya dikunjungi satu kali dan kembali ke 
rute terscbut dimulai. 
7 Zhen-Ping Lo and Behnam Bavarian, "Multiple Job Scheduling with Artificial 





Pcnyclcsaian pcrsoalan ini dcngan pcndckatan langsung ""'f'""" 
menghitung semua kemungkinan rute yang ada, kemudian dipilih rute yang 
terpcndek. Jika ada n kota yang harus dikunjungi maka ada n!/( ) rute yang 
harus diselidiki. Dengan cara ini, jumlah waktu komputasi yan 
meningkat seiring dengan bertambahnya ukuran dari persoalan, yaitu 
Sebagai contoh, untuk 15 kota akan didapat kurang lebih 4,4 x 10 rute, yang 
Hopfield dan Tank8 telah memetakan TSP ke dalam ...... "''"'""" 
saraf tiruan. Mereka telah mendefinisikan konfigurasi jaringan dan energ1 
atau fungsi biaya yang berkorespondensi dengan persoalan terse 
ini, untuk n kota dipilih N = n2 sel saraf dalam bentuk matriks 2-D x n. Sctiap 
baris dari matriks n x n ini bcrkorespondensi dcngan satu kota 
kolom berkorespondensi dengan satu posisi tcrtentu. Keadaan akhir dipaksakan 
sedemikian rupa sehingga hanya ada satu output sel saraf yang berni · satu dan 
yang lain bernilai nol untuk setiap baris dan kolom. Karena setiap kota hanya 
dikunjungi satu kali, sctiap kolom hanya mcmpunyai satu masukan, de 
untuk setiap baris. J umlah seluruh masukan sama dengan n. Sebagai untuk 
konfigurasi jaringan 4 x 4 kondisi akhir dari matriks ditunjukkan 
8 
J.J. Hopfield and D.W. Tank, "Neural Computation of Decision in Optimization t"rnn1em", Bioi. 
Cybernet. 52, 141-152, 1985. 
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Tabel3.1 
Kondisi Akhir untuk Konfigurasi Jaringan 4 x 4 
1 2 3 4 
C1 0 1 0 0 
C2 0 0 1 0 
C3 1 0 0 0 
C4 0 0 0 1 
Dari Tabel 3.1, terlihat secara jelas hasil rute yang yaitu 
4 + dc4C3 
dimana dCiCJ adalah jarak antara kota Ci dan Cj. Sedang fungsi yang 
memaksa semua pembatas ke dalam kondisi ini adalah sebagai berikut: 
dimana v.~; adalah output set saraf, indck x dan y mengacu pada 
pada matriks serta indek i dan j mengacu pada posisi rute atau 
matriks. Tahap yang pcrtama mcmaksa sctiap baris mcmpunyai satu 
not. Tahap kcdua bcrperilaku sama, tctapi diperlakukan untuk 
ada n nilai bukan nol pada matriks, karena pemecahan nol memenuh 
dari dua tahap sebelumnya. Kcmudian, jarak rutc ditambahkan pada 
sehingga selama proses minimisasi sebuah rute dengan jarak minimal 
Schingga total fungsi biaya dapat dirumuskan menjadi: 
1 II II II 
},_,·, = E +-DLLLdxyvx;(vy,i+l + vy,i-1 ), ........................................................ (3.2) 
2 x=l y=l i=l 
Y"X 
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Dalam pcrsamaan (3.1) dan (3.2) di atas, kocfisicn A, B C, dan D 
merupakan parameter gain yang memberi bobot pada setiap tahap fungsi 
energi. Seperti dijelaskan oleh Hopfield dan Tank persamaan 
mendefinisikan karakteristik dari sel saraf dapat diturunkan dari Et sebagai 
berikut: 
dimana Ux; adalah kondisi internal atau nilai aktivasi dari sel saraf, Vx; adalah 
output dari sel saraf seperti dijelaskan sebelumnya. Model ini kem dicoba 
dengan simulasi komputer, yang hasilnya ditunjukkan dalam Gambar .1. 
a: n = 5 b: n = 10 
c: n = 15 d: n = 20 
Gambar 3.1 
Bebcrapa Contoh Hasil Simulasi TSP 
Konvcrgensi simulasi menuju sebuah rutc dcngan panjang 
valid sangatlah sensitif pada gain A, 8, C, dan 0 untuk semua tahap 
energi. Parameter A, 8, C, D yang diusulkan oleh Hopfield dan 
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model TSP tidak selalu memberikan hasil yang optimal, dimana hasil,~r.~·u~l n 
Dengan hanya 10% dari keseluruhan solusi yang mcmberikan rute 
menyesuaikan parameter A, 8, C, 0 kinerja konvergensi dapat 
Konfigurasi akhir yang tidak valid dari solusi dapat uu,,v''"'" .. ,J.,.. ....... 
berikut: 
l. Sebuah baris atau bcbcrapa baris tidak mcmiliki masukan 
sebagai 
mcmiliki 
masukan lebih dari satu (berkorespondensi dengan sebuah rute yang 
mengunj ungi kota tertentu beberapa kali). 
2. Sebuah kolom atau beberapa kolom tidak memiliki masukan memiliki 
masukan lebih dari satu (berkorespondensi dengan sebuah rute yang 
mengunjungi beberapa kota secara bersama-sama). 
Fungsi energi yang sudah dirumuskan di atas dapat 
menjadi dua bagian. 8agian pertama, yaitu tahap-tahap dengan 
B, dan C yang mcmaksa matriks pcrmutasi untuk hanya mcm 
masukan pada setiap baris dan kolom dengan total n buah masukan. 
menghasilkan rute yang valid. 8agian kcdua, yaitu tahap dcngan 
D yang berfungsi untuk meminimalkan fungsi biaya. Kcdua bagian 
satu sama lain. Nilai yang besar untuk 0, gain untuk fungsi biaya 
mendapatkan jarak minimal, tetapi sebagian besar rute yang di 
Dengan mengurangi nilai D struktur valid dipaksakan. Tetapi, rute 




mcmiliki kualitas yang jclck untuk total jarak. Dcngan dcmikian 
untuk mencmukan nilai optimal dari parameter-parameter Bcberapa 
pendekatan sudah diusulkan untuk menyelesaikan persoalan ini<J. 
Ide dari pemecahan TSP dapat diperluas untuk pcrsoalan a tau 
penjadualan dimana n buah kota identik dengan n buah pekerjaan dan scorang 
salesman identik dengan scbuah mesin. Pennasalahannya 
menemukan urutan dari pekerjaan ini yang mcmiliki waktu 
membutuhkan usaha yang lebih sedikit. 
Pada kenyataanya proses manufaktur mclibatkan banyak 
sehingga pada pembahasan berikut dijelaskan mengenai mull· 
salesmen problem (MTSP) yang secara analog mirip persoalan 
ide dari pemecahan MTSP dapat dipcrluas untuk persoalan 
buah kota idcntik dcngan n buah pckeijaan dan m salesman 
buah mesin. 
9 
R. D. Brandt, Y. Wang, A. J. Laub, danS. K. Mitra, "Alternative Networks for 
Traveling Salesman Problem and the List-matching Problem", Proc. Int. Conf. On 
Network, Vol. 3, pp. 333-340, 1988. 
travelling 
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3.2 Multiple Traveling Salesmen I)roblem 10 
Multiple traveling salesmen problem (MTSP) merupakan 
TSP dengan tingkat kesulitan yang lebih tinggi. Persoalan 
didcfinisikan scperti bcrikut. Sejumlah salesman akan mcngunj 
Pennasalahannya adalah bagaimana menemukan sejumlah rute untuk salesman 
yang dimulai dan diakhiri dari satu kota tertentu sehingga total jarak semua 
rute adalah minimal dengan syarat setiap salesman mengunjungi pali sedikit r 
kota. 
Alasan utama kesulitan persoalan optimasi ini berkaitan 
banyak kemungkinan pemecahannya. Sebagai contoh, untuk 
dengan jumlah salesman, m = 2, batas jumlah kota yang harus di 
berikut11 : 
(
nJ (n-1)! +(nJ (n-2)! + ... +(nJ (n-t-\)! 
I 2(n- 1) 2 2(n- 2) t-\ 2(n- t-\) 
adanya 
dimana t-\ adalah nilai pcmbulatan dari n/2. Dcngan rumusan ini, · ka n = 10 
(pcrsoalan untuk 10 kota), maka kemungkinan pcmecahannya 
mencapai 400.000, sebagai pcrbandingan, untuk pcrsoalan yang 
akan memberikan kemungkinan pemecahan kurang lcbih scbesar 200. 
10 Zhen-Ping Lo and Behnam Bavarian, "Multiple Job Scheduling with Artificial N 
Network", University of California, Irvine, 1991. 
11 E. Wacholder, J. Han and R.C. Momn, "A Neural Network Algorithm for the Mult 
Salesmen Problem", Bioi. Cybernet. 61, 11-19, 1989. 
lebih 
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Akibat adanyan lcdakan kcmungkinan pcmccahan yang t timbul, 
maka Wacholder12 mengembangkan neuromorphic kota-posisi TSP 
dan Tank dengan merumuskan persoalan menjadi (n+m-1) buah 
seorang salesman fiktif. Skema representasi dari pcrsoalan akhi sebagai 
berikut, untuk n kota dan m salesman dipilih N = (n+m-Ii sel 
membentuk sebuah matriks kota-posisi. Sebuah kota dipilih sebagai · untuk 
menghitung jarak. Kemudian, dengan pendekatan TSP dicari 
rute valid dengan sebuahjarak minimal yang mengunjungi (n+m-1) 
kembali ke kota basis. Tabel 3.2 menampilkan contoh rcpresentasi 10 kota, 
dan 4 salesman. 
Rute valid tcrdiri atas m sub-rute bcrupa lintasan tertutup yang 
kota basis. Dalam hal ini jika kota fiktif muncul ditengah-tengah maka 
salesman tersebut harus kembali kc kota basis. Jadi seorang akan 
mempunyai rute tcrsendiri. A dipilih scbagai kota basis, scdangkan 
adalah kota tiktif. Rute pcmecahan adalah ACELGFDJ .............. .. 
didapat sub-rute pemecahan ACEA, AGFDJA, ABA, dan All-IA. 
tcrlihat bahwa scmua salesman bcrangkat dari kota basis, mclcngkapi a dan 
kembali ke kota basis. Rute pertama mempunyai dua kota C dan E rutenya, 
scdangkan rutc ketiga hanya mcmpunyai satu kota yaitu B. 
12 E. Wacholder, J. Han and R.C. Momn, "A Neural Network Algorithm tor the Mu e Traveling 
Salesmen Problem", Bioi. Cybernet. 61, 11-19, 1989. 
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Tabel 3.2 Contoh Pemetaan Kota-posisi untuk MTSP 












Berikut ini adalah pemecahan TSP dari Hoptield dan 
didetinisikan untuk MTSP. Fungsi biaya yang memaksa semua pcm scperti 
representasi pada gambar di atas mcmiliki bcntuk kuadratik 13 . 
I IIHII-1 111111-IIIHII-1 
J<.:l =- I I I vkivM,········································································ ........... (3.4) 
2 k=l i=l .i=l 
}*i 
1 tl+lll-1 11+111-1 11+111-l 
~~·2 =- I I I vki v,i , ................................................................................... (3.5) 





h,'3 =- (I Ivk;J-(n+nz-1) , ................................................................. (3.6) 
2 k=l i=l 
13 E. Wacholder, J. Han and R.C. Momn, "A Neural Network Algorithm tor the 
Salesmen Problem", Bioi. Cybernet. 61, 11-19, 1989. 
pic Traveling 
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1lll+m-Ju+lll-ill+lll-l r 1 lc:
4
=- L L L Vk;L(v
1
,i+s+Vu-.J , ........................................................ (3.7) 






=- L Ivki)-(n1-1) , ..................................................................... (3.8) 
2 k=ll+l i=l 
vu = 1, 
Vk,2=vk,3= ... =vk,r+ I =0'.. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. .... (3. 9) 
Vk,n+m-r=vk,n+m+ 1-r= ... =vk,n+m-1 =0, 
V k=n+ 1 , ... ,n+m-1 ....................... (3.1 0) 
E1, E2, dan E3 sama seperti pada model TSP untuk 
matriks 
pennutasi dan menjamin bahwa setiap kota (tennasuk 
dikunjungi satu kali. Persamaan berikutnya diperlukan agar kota nr"'""'r 1 menjadi 
kota basis dan agar pemecahan mempunyai m lintasan tertutup, ... ..,.u~·· .. setiap 
salesman paling sedikit mengunjungi r kota. Persamaan (3.8) 
dari 
kcnyataan bahwa ada (m-1) '1' pada (m-1) baris tcrakhir yang 
salesman berangkat dan kembali ke kota basis. 
Panjang rutc dibcrikan scbagai bcrikut: 








,;_1 ), ......................................................... (3.11) 
2 k=l /=1 i=l 
l~k 
29 
dengan total fungsi biaya sebagai pembatas dari optimasi dirum dengan 
Lagrange Multiplier: 
s 
/<_,' = f~'d + LJlaj~'a,······················· ............................................................. ...... (3.12) 
a;i 
dan Au dibiarkan scbagai salah satu state dari 5 sel saraf tambahan mcncoba 
Persamaan diferensial yang mendefinisikan pcrsamaan sel diberikan 
sebagai berikut: 





dan agar konvergensi sistem mencapai titik keseimbangan yang stabil, 
sel saraf dimodifikasi sebagai berikut: 
duki =- uki -(aHd + Illa aHa], ................................................................. (3.15) 






a tau secara eksplisit setelah dideferensial menjadi: 
kl - kt '"' d ( ) "1 '"' 2 '"' 
du {u. Jl~+m-1 J ,..,,_1 A 11+111-l 
-- - - - +- L.. kt vt,i+t + vt,;-1 + -- L.. vkJ +- L.. Vu 
dt r 2 t=l 2 J=t 2 t=l 
l*k )*i l*k 
+ ~ I I vii - (n + m-1) + _4 I ICvt,i+s + vt,i+.J 
[(
11+111-lll+m-1 J ] A tl+m-1 r 
l=l j=l 2 i=n+l s=l 
l*k 
[(
ll+m-ln+m-1 J ]} 
+il5 I Iv!i -(m-1) , ......................................................................... (3.17) 
1=11+1 j=l 
V k, i = 1,2, ... , n + m-l, 
dil" = E 
Jt a' 
Va = 1,2, ... ,5 .................................................................................................... (3.18) 
Gambar 3.2 menampilkan dua hasil simulasi dari MTSP. 
dengan 8 kota dan 2 salesman serta kasus kedua 10 kota dengan 
Persamaan sci saraf yang digunakan dalam simulasi tersebut 
metode Euler orde satu dengan nilai awal yang sudah ditentukan. 
dari jaringan sensitif terhadap nilai awal dari Lagrange multiplier, 
lebih jauh menghendaki konvergensi yang baik. Memperkenal 
multiplier ke dalam persamaan diferensial dari sel saraf juga 
dari penjumlahan bobot dari karakteristik input yang merupakan 
dari pemrosesan pararel terdistribusi dari jaringan saraf. Pada kasus · variabel 
Lagrange mewakili beberapa penggerak umum yang memodulasi 
bobot dari sinyal input, dan variasinya harus dipcrlakukan sebagai long term 
memory daripada dengan shortlerm memory. 
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Pada banyak kasus perluasan dari perumusan TSP mcnjadi 
memberikan dasar untuk persoalan penjadualan pada proses manu,ajl\.u.u 
melibatkan banyak pekerjaan dan banyak mesin, dengan bebcrapa 
yang diperlukan sabagai pembatas. Pembahasan berikut menyclidiki usan 
dari pcrsoalan penjadualan. 
a: n = 8, m = 2 
b: n = 10, m = 3 
Gambar 3.2 
Bcbcrapa Contoh Hasil Simulasi MTSP 
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3.3 J>e11jadualan Banyak (lekerjaan14 
Seperti dijelaskan dalam sub bab sebelumnya, persoalan 
memiliki kemiripan dengan persoalan MTSP dimana n buah kota identi 
buah pekerjaan dan m buah salesman identik dengan m buah mesin. ua~o:.•a.ll 
didahului dengan penjelasan mengenai deskripsi persoalan ~-'"'"''"" 
pekerjaan. Kemudian, dilanjutkan dengan penjelasan mengena1 
persoalan dalam bentuk neuro-box network (NBN) 
3.3.1 Dcskripsi (lcrsoalan Penjadualan Banyak l)ekcrjaa 
Persoalan penjadualan banyak pekerjaan (multiple job schedul 
MJSP) merupakan perluasan dari MTSP dengan tingkat kesulitan 
tinggi lagi. Untuk mcmperjelas pcrsoalan yang ada, diasumsikan 
pekerjaan yang masing-masing dinotasikan dengan Ji (i=l,2, ... 
masing pekerjaan diasumsikan memiliki tipe yang sama dan panjang 
berbeda. Scjumlah pekcrjaan tadi akan diproscs pada m buah 
dinotasikan dengan Mj (i= 1 ,2, ... ,m) dimana masing-masing me sin ikan 
memiliki tipc yang sama, tctapi dcngan kapasitas yang bcrbcda. Sctiap 
diasumsikan hanya dapat memroses paling banyak satu pekerjaan satu 
alokasi waktu dan tidak terjadi kcrusakan selama perencanaan. 
14 Zhen-Ping Lo and Behnam Bavarian, "Multiple Job Scheduling with Artificial 
Network", University of California, Irvine, 1991. 
Permasalahannya adalah bagaimana mcncntukan urutan dari 
pada setiap mesm yang mempunyai biaya dan waktu 
menyelesaikan semua pekerjaan. Pada jadual akhir setiap 
berkorespondensi dengan satu mesin. Sehingga mesin yang 
dapat mcngcrjakan paling scdikit satu pckerjaan. Sctiap pckcrjaan mcm 
tempo (due date) dan dinotasikan dengan Ji di mana pekerjaan 
diselesaikan atau jika tidak maka sebuah penalti akan dikenakan pada 
terse but. 
Pemecahan untuk persoalan m buah mcsin dan dan n buah 
terdiri atas sebuah daftar terurut dari n pekerjaan dan m mesin. Untuk 
persoalan ini ke dalan jaringan saraf, jaringan Hoptield 2-D untuk TSP 
dikembangkan menjadi sebuah jaringan saraf 3-0 yang dikenal dengan 





pada high gain limit untuk mengkonvergensi ke bentuk digital output 
Pengembangan dari NBN ini didorong oleh pendekatan MTSP, tctapi daripada 
menambahkan baris dan kolom fiktif pada topologi persoalan 
dimensi kctiga yang mcmbawa faktor waktu (lime) pada pcnjadualan 
scbuah 
dalam pendekatan ini. Sumbu = mewakili pekerjaan, sumbu y mewakili 111'-',::.111. 
sumbu x mewakili alokasi waktu. Ketiga sumbu ini merupakan 
sehingga setiap unit menyajikan pekerjaan, mesin, dan alokasi 
berkorespondcnsi. Unit waktu tergantung pada pcrsoalan yang ditangani 





Y (machine) .. 
Jaringan Saraf3D untuk Penjadualan 
Representasi ini memberikan dasar penjadualan on-demand 
karena sumbu x yang mewakili alokasi waktu merupakan variabel 
perumusan persoalan ini. Ketika suatu pekerjaan baru datang atau ada 
dalam batas waktu yang diperlukan untuk peketjaan-peketjaan 
akan diinisialisasi dan disimulasi untuk mcncmukan jadual baru untuk 
pcrmintaan, dan sciring dengan bergcraknya waktu NBN bcrubah 
waktu. Karena jumlah mesin dan jumlah pckcrjaan diketahui, sej 
yang dibutuhkan dialokasikan untuk penjadualan tersebut, sehingga 
NBN tcrbcntuk. Sctiap kubus adalah scbuah sci saraf pada jaringan 
mempunyai koneksi excilory atau inhibitory untuk semua sci saraf lain 
J ika state dari sel saraf V;JI adalah satu, maka pekerjaan ~ dibcrikan 
pada alokasi waktu yang ke- /. 
Untuk representasi persoalan ini maka pada bidang xy un 
pekerjaan seharusnya hanya ada satu sel saraf pada state 1 dan sisanya 




mulai (starting time) yang dibcrikan. Pada bidang yz tcrdapat 
buah U umlah mesin) sel saraf high dengan syarat bahwa hanya ada sel saraf 
pada baris atau kolom yang dapat high, karena pada waktu yang 
pekerjaan .f.i hanya dapat diberikan pada satu mesin (pembatas dari 
pekerjaan tidak dapat diberikan pada satu mesin (pembatas kolom). 
Selanjutnya, bidang xz, yang menampilkan jadual dari sebuah paling 
banyak hanya mempunyai satu sel saraf high pada baris ke-/, 
pekerjaan hanya ditugaskan satu kali (pembatas baris) dan dua 
bisa dimulai pada waktu yang sama (pembatas kolom). Karena sctiap 
mengerjakan paling sedikit satu pekerjaan, paling sedikit satu sel 
pada bidang zx. Juga, jika ada lebih dari satu pekerjaan diberikan 
mesin, perbedaan posisi dari pekerjaan tersebut pada sumbu x se 
besar dari panjang waktu yang diambil oleh pekerjaan yang 
menyelesaikan pekerjaanya pada mesin ini. J umlah total dari sel saraf 
pada NBN harus sama dengan n, yaitujumlah pekerjaan. 
Tabel 3.3 menampilkan contoh penugasan untuk 2 mesm, 
dcngan 6 alokasi waktu. Jadual untuk N-11 adalah .h dan .h 
membutuhkan 3 alokasi waktu untuk menyelesaikan pekerjaannya . .~au.ua• 
M2 adalah ./4 dan ./1 dan masing-masing membutuhkan 2 dan 4 alokasi 
Tabel3.3 
Sebuah Contoh Penugasan untuk 2 Mesin, 4 Peke~jaan, 
dan 6 Unit Alokasi Waktu 
J1 0 0 0 0 0 0 J1 0 0 1 0 0 0 
J2 1 0 0 0 0 0 J2 0 0 0 0 0 0 
J3 0 0 0 1 0 0 J3 0 0 0 0 0 0 
J4 0 0 0 0 0 0 J4 1 0 0 0 0 0 
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3.3.2 t>crumusan Ncuro-Box Network (NBN) 
Berdasarkan penurunan fungsi biaya untuk TSP dan scperti 
keadaan jaringan dengan nilai fungsi biaya paling rendah 
denganjadual yang paling baik. Waktu yang minimal dipilih scbagai 
(object function). Penjelasan berikut akan mendaftar semua tahap f 
dari jaringan. E1 fungsi tujuan, yang meminimalkan waktu yang di 
menyelesaikan semua pekerjaan, diberikan sebagai berikut: 
1 111 II k (l+T-1) 1~, =-IIIvij, ~ , .................................................................... (3.19) 
2 j=l i=l '=' ck 
sedangkan fungsi energ1 untuk pembatas baris dan kolom diberi sebagai 
berikut: 
1 11 k m k m 
h·, =2IIIIIvij,cvij,, +vij,, +vij,,,), .................................................... (3.20) 
1=1 1=1 J=l /1 =I Ji =I 
,, *' J, *} 
( J
2 1 II Ill k 
1·:
3 
=- IIIvij, -n , .......................................................................... (3.22) 
2 i=l J=l 1=1 
I "' 
1~·4 =-It2JH(f.~), ...................................................................................... (3.23) 
2 }=1 
Hs = _!_(ff v111 - 111]
2 
, .•.•••••••......•.••.••.•..••...••••••....•••••..•••...•.••••••••••••.•.••. 
2 1=1 j=l 
.... (3.24) 
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1 Ill II k 
};6 =-LLLViJ1g
2iJtH(giJ1 ), ................................................................. ••••• (3.25) 





1~ = (7~ + /)- :Lt,v;ljll' 
II;[ 
/-1 
h2 = Iu;lj +12)vilj'2 -I, 
/2 ;) 
/2 *' 
dimana i,j, I, i1,j1, It, 12 adalah indek sedangkan Ck adalah konstanta 
v;Jl adalah output sel saraf, mj adalah rate operasi dari mesin ke:f. 
panjang pekerjaan ke-i. Tij adalah waktu yang dibutuhkan olch mcsin 
menyelesaikan pekerjaan ke-i. d; adalah jatuh tempo pekerjaan ke-i. 
fungsi Heaviside dengan sebuah nilai sama dengan satujikaf> 0~ dan 
bernilai not. Untuk metode gradien proyeksi dibutuhkan aproksimasi 








____ )+--_ ___.X 
Gambar 3.4 Fungsi Sigmoid High Gain 
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dimana y adalah konstanta. Pembatas (3.20), (3.21), (3.21), dan (3.23) ukan 
untuk membentuk matriks permutasi. Pembatas tersebut menjamin 
pekerjaan hanya ditugaskan pada satu mesin dan setiap mesin 
mengerjakan satu pekerjaan dalam seluruh urutan penjadualan. Pcm 
menjamin bahwa setiap mesin memerlukan satu pekerjaan pada alokasi 
I. Pembatas (3.25) mcmaksa setiap mcsin mcnyclcsaikan pckcrjaan 
tempo. Pembatas (3.26) menjamin bahwa jika pekerjaan ke-i di~u~'".:~"'c.u 
mcsin kc:f pada alokasi waktu ke-/, maka tidak ada pckcrjaan lain di -,.,-,,..··-· 
mesin terscbut sampai I 1 'l'ij, dan juga pckcrjaan kc-i1 tidak dapat 
sebelum /2 + TiJ.i. 
Sekali lagi, persoalan optimasi yang mempunyai pembatas 
dalam bcntuk tidak mcmpunyai pcmbatas dcngan mcmpcrkenalkan 
multiplier Au seperti pada pemecahan MTSP15, Au dibiarkan sebagai 
15 E. Wacholder, J. Han and R.C. Momn, "A Neural Network Algorithm for the Multi 






tujuh sel saraf tambahan. Tujuannya adalah untuk meminimalkan fungsi 
biaya, yaitu: 
7 
L' = ~~·1 + LAal~a , ........................................................................................... (3.28) 
a=l 
Kemudian, dengan mengaplikasikan teknik gradien didapatkan .,..,,,uu.. sistem 
persamaan diferensial biasa: 
duijl = -(~H/ + IA-a o/~·a ), .......................................................................... (3.29) 
dt UV ijl a=I OV ijl 
Untuk membuat sistem konvergen ke suatu titik keseimbangan 
persamaan (3.29) dan (3.30) dimodifikasi scpcrti pada MTSP, yaitu 
sebuah tahap damping akan memecahkan persamaan (3.30) seiring 
dAa = -h'a, Va = 1,2, ... ,7, ................................................................................. (3.32) 
dt 
dengan menurunkan L'1 dan /:,'1, ... ,1·;7, didapatkan persamaan di sel saraf 
sebagai berikut: 
40 
dui/1 uii, I +1~ -1 
= ---
dt r ('k 
...... (3.33) 
J),_a =-/·.:a, "'a= 1,2, ... ,7, .............................................................................. (3.34) 
dt 





I [ (u·,J] viii = - 1 +tanh __'!____ , 
2 110 
Dalam hal ini, hubungan antara sci saraf-scl sarar tidak si 
pada jaringan 1-Iopfield sehingga global konvergcnsi tidak bisa d .. 
scpcrti 
demikian konvergensi ke beberapa sub optimal pemecahan valid dapat 
diterima untuk bebcrapa kcpcrluan praktis. 
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Pcrsamaan-persamaan ini disimulasikan mcnggunakan hasil · tcknik 
BDMM 16. Teknik tcrsebut mcnunjukkan konvcrgcnsi dari pcrsoalan 
umum bcrikut ini dcngan kondisi-kondisi tcrtcntu. Untuk bcbcrapa 
optimasi umum dibcrikan sebagai bcrikut: 
1:: = f(x) + Lllaga (x),x E ~H" , ........................................................................ (3.35) 
(1 
yang mcnghasilkan persamaan difcrensial: 
dx. ol og 
-
1 = --· -Lila _u , ................................................................................. (3.36) 
dt d.t; Cl OX; 
d~a = ga(x), ................................................................................................. (3.37) 
dengan total cnergi sistcm dapat dikonstruksi melalui penjumlahan energt 
kinctik dan cncrgi potcnsial: 
~~·=I _!_(dxi )2 +I _!_[g" (x)Y , ...................................................................... (3.38) 
; 2 dt a 2 
dengan derivasi waktu dari H dibcrikan sbb: 
dF =I d 2 -~; (dxi )+ LKx(x) oga dxi , .......................................................... (3.39) 
dl ; dl df a OX; d! 
=-I dx [ ~2.1_ +:Lila o_2g~ Jdx, , ................................................. (3.40) 
;1 dt o:<;o.x1 a o.t;ox1 dt 
=-I. (~i Au d:: , ..................................................................................... (3.41) 
!I 
16 C. P. John and H. B. Alan, "Constrained Differential Optimization", pp. 612-621, 
Institute of Physics, 1988. 
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Jika matriks damping AiJ positif dcfinitif~ maka sistcm akan konvcrgcn scbuah 
pcmccahan valid yang mcmuaskan scmua pcmbatas. 
Algoritma pcnjadualan n buah pckc~jaan dan 111 buah 
Janngan saraf hanya sebuah kasus dari pcrsoalan optimasi di Jadi 
konvcrgcnsi dijamin. Simulasi-simulasi sudah mcnunjukkan k dari 
Janngan. Derivasi dari range AiJ memungkinkan pencapaian dan 
kondisi secara langsung. 
BABIV 
PERANCANGAN DAN PEMBUATAN 
PERANGI(AT LUNAK 
ban yak 
pekcrjaan dikembangkan. Penjclasan ini meliputi kcbutuhan sistcm, 
sistem, pcrancangan, dan implcmcntasinya. Pcrangkat lunak dib dcngan 
menggunakan bahasa pemrograman C, dalam hal ini adalah Borland C1 1 Builder 
Professional17 , yang dijalankan pada sistem operasi Windows 95. 
4.1 Kcbutuhan Sistcm 
Perangkat lunak yang dibuat hanya dapat berjalan pada · 
yang discdiakan oleh Borland C 1 1 Builder Pr<4essional. yang 
dibutuhkan cukup bcsar karcna harus bisa mcnampung matriks 
sebagai implementasi dari sebuah topologi jaringan 
Selanjutnya manajemen memori diserahkan pada sistem 
Kcbutuhan minimum yang dipcrlukan agar waktu cksckusi rclatif 
adalah komputcr dcngan prosesor fJentium 133 Mll::: dcngan 16MB me 
17 I // . . 1Up: www.mpnse.com 
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4.2 Dcsl{ripsi Sistcm 
Deskripsi sistem perangkat lunak dijelaskan dengan 
diagram aliran data (data flow diagram, DFD) berikut ini. 
menampilkan DFD level 0 dari aplikasi Penjadualan Banyak Pekerj 
Jaringan Saraf Tiruan. Aplikasi menerima berkas masukan bcrupa fi 
menghasilkan berkas keluaran yang berisi jadual urutan Dalam 
proses pembuatan jadual, sistem membaca data jaringan 
pcsan kesalahan kepada pcmakai jika dalam proses tcrscbut tcrdapat kcsalahan. 
Berkas masukan berupa file teks yang bcrisi data jumlah pekcrjaan, 
dan alokasi waktu. Data pekerjaan terdiri dari jumlah pekcrjaan, 
dan jatuh tempo masing-masing pekerjaan. Data mesin terdiri dari j 
dan kapasitas masing-masing mesin. l3crkas kcluaran yang dihasi kan dapat 
ditampilkan dalam bcntuk tabel ataupun dicctak printer. 




Gam bar 4.1 DFD Level 0, Aplikasi Pcnjadualan Banyak Pckcrj 







Penjclasan lebih detail dapat dilihat dalam Gambar 4.2. Proses uatan 
jadual di atas diuraikan dalam bentuk DFD level I. Proses pcmuu .. ~•a" 
terdiri atas empat proses utama, yaitu pembacaan data, inisialisasi j 
pclatihan jaringan saraf, dan interpretasi jaringan sara[ Proses pclati 
melalui proses inisialisasi jaringan saraf berdasarkan pada data jarin 






















Gam bar 4.2 OrO Level I, Pembuatan Jadual 
sa rat: 
saraf dan 
Dalam proses pembacaan data dilakukan proses pengecckan si Data 
tcks dari bcrkas masukan dicek sintaksnya sebclum dilakukan 
Jika ada kesalahan maka sistem mengirim pcsan kesalahan kepada ·. Jadi 
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proses pcngambilan data hanya dilakukan pada bcrkas masukan yang s bcnar. 
Hasil dari proses pengambilan data adalah data pckerjaan, data mcsin, 
waktu. Data pekerjaan tcrsebut berupa panjang proses dan jatuh 
masing-masing pekerjaan. Scdangkan data mcsin tcrscbut bcrupa 
masing-masing mesin. Gambar 4.3 menjelaskan alur data dan alur dalam 
pembacaan data. 
[~~~-~~-~~~ }·~ Pesan 
Kesalahan 
/) ___ _ 
(
. ~ / 1.2 
l·-.B~rka~ Ma;ukan -- ·- - ----- Peng:~ekan ) - T eks (•engambilan rJ..dl_)_____ ------ Sintaks yang Benar Data 
-..__ ./ 
Data 
Data i .. 
Alokasi 
Gam bar 4.3 DFD Level 2, Pcmbacaan Data 
Proses pelatihan jaringan saraf diuraikan mclalui DFD dalam 
Gambar 4.4. Proses pelatihan ini mempunyai dua proses utama, iterasi 
pcngubahan nilai aktivasi sci saraf dan pcngccckan fcasibilitas jari 
Jumlah itcrasi yang dilakukan dalam proses pcngubahan nilai akti sci saraf 
tergantung pada kompleksitas permasalahan yang 
untuk membuat sistem konvergen. Jumlah itcrasi dibatasi untuk 
komputasi yang sia-sia. Salah satu syarat suatu sistcm konvcrgcn 
cncrgi dari sctiap sci saraf pada iterasi sckarang dcngan itcrasi sebcl 
kccil atau no!. Dalam kasus ini untuk mcncapai kondisi tcrscbut 
jumlah iterasi yang besar. Padahal dengan scjumlah itcrasi yang tidak 
dapat dikctahui kcccndcrungan dari sistcm. J ika sistcm divcrgcn atau 
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tctapi tidak dalam daerah yangjeasihel maka dilakukan iterasi ulang. J ka jwnlah 
iterasi tidak memungkinkan suatu feasibilitas tercapai maka jumlah · 
ditambah. Seperti dijelaskan dalam Gambar 4.4 proses pengccckan 
jaringan saraf dilakukan setelah proses iterasi pengubahan nilai akti 
J ika ieasibilitas tidak terpenuhi maka dilakukan iterasi ulan g. 
proses pelatihan baru berhenti jika feasibilitas jaringan saraf terpenuhi 
cenderung divergen. Jika sistem cenderung divergen maka dilakukan 













_ / 3.1 '·,·., 
j/ lterasi ·), Jaringan Pengubahan Sara! 
\ 
Nilai Aktivasi --·- Setelah 


















Gam bar 4.4 DFD Level 2, Pclatihan Jaringan Saraf 
Proses pengecekan feasibilitas jaringan saraf diuraikan melalui 
3 dalam Gambar 4.5. Proses ini terdiri atas tiga tahap 
pcngccckan matriks pcrmutasi, pcngccckan waktu pcnyclcsaian 
dan pcngccckan jatuh tempo (due date). J ika salah satu pcngccckan 
nilai salah maka sistem kembali ke proses inisialisasi. Kcmudian dilak 




































Gambar 4.5 DFD Level 3, Pcngccckan Fcasibilitas Jaringan 
Pengecekan matriks pennutasi dilakukan untuk mcmenuhi 
akhir dari jaringan. Jumlah sci saraf yang aktif dalam kondisi akhir 
dengan jumlah pekerjaan yang ditangani. Kemudian untuk setiap 
matriks tiga dimensi tersebut jwnlah sel saraf yang aktif sama "'"'"~".' .. , 
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no!. Jadi pengertian matriks permutasi disini agak bcrbcda dcngan ''"''"'""''"'' an 
matriks pcrmutasi pada umumnya, yaitu matriks bujursangkar dimanaj 
untuk setiap baris dan kolom sama dcngan satu. Pada persoalan 
pcrmutasi mcrupakan matriks pcrmutasi yang sudah dimodifikasi. Ka 
tcrsebut merupakan matriks tiga dimcnsi dan strukturnya tidak mcsti 
kubus. Schingga ada baris atau kolom dalam kctiga arah matriks juml 
sama dcngan no!. 
Pcngccckan waktu penyclcsaian dilakukan jika jaringan saraf 
matriks pcrmutasi. J ika ada satu pckcrjaan yang tidak mcmcn waktu 
pcnyclcsaian maka dilakukan itcrasi ulang tcrhadap jaringan saraf 1111 
menunjukkan bahwa solusi yang dipcrolch tidakjeasibel walaupun j 
konvcrgcn. Solusi yang dipcrolch mcrupakan lokal optimal tctapi ti 
dalam daerah yangjeasibel karena ada pembatas yang masih dilanggar. 
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Pcngccekan jatuh tempo berperilaku sama dengan pengece waktu 
penyelcsaian. Suatu jadual mungkin tcrbcntuk tetapi jatuh tcmponya dilanggar. 
Dalam perancangan perangkat lunak ini sistem dibuat untuk menghasi kan solusi 
yang memenuhi semua pembatas. J ika ada salah satu pcmbatas 
terpenuhi maka dilakukan proses pelatihan kembali dengan didah 
inisialisasi untuk mengubah data Janngan saraf atau berkas 
diperlukan. 
4.3 J>erancangan J>erangkat Lunak 
g tidak 
Dalam bagian ini dijclaskan mengcnai pcrancangan sistcm perangkat 
lunak. Perancangan tersebut meliputi spesifikasi dan pcndekatan yang ·gunakan 
dalam sistem perangkat lunak. 
4.3.1 Perancangan Data Masukan 
Perangkat lunak ini menggunakan data masukan berupa file teks. 
Informasi yang disimpan adalahjumlah pekerjaan, panjang proses mas ng-masing 
pekerjaan, jatuh tempo masing-masing pekerjaan, jumlah mcsin kapasitas 
masing-masing mesin dan alokasi waktu yang digunakan. Tata yang 














~ "MJSP Application (*.iJ/) ·· 
~ joh machi11e time 
~ llllll!joh joh/enjohduedate 
~ill/ 
~ int A 
~ill! I g_· 
~intA 
~ nummachine machinecap 
~int 
~ int A 
~ numtime 
Gambar 4.6 Tata Bahasa yang Digunakan dalam Data Mas 
Identitas file disimpan dalam header file ("MJSP Applicat· 
Data pekerjaan, data mesin, dan alokasi waktu, masing-masing 
bilangan bulat lebih besar dari nol. 
4.3.2 Pcrancangan Data Kcluaran 
Pcrangkat lunak ini mcnampilkan data kcluaran bcrupa 
menyimpannya dalam suatu berkas teks. Jadual disajikan dalam be 
urutan pckerjaan pada sctiap mcsin dan ditampilkan dcngan tabcl. 
dari Lagrange multiplier juga ditampilkan pada saat proses pelatl 
juga dapat mcmpcrolch infonnasi lain mclalui pcngaturan pilihan. 









4.3.3 Pcrancangan Obyck dan lmplcmcntasi Struldur 
Dalam bagian ini dijclaskan mcngcnai pcrancangan sistcm. 
Pcndekatan yang digunakan adalah pemrograman berorientasi o ( Ohjec.:t 
Oriented Programming)'!'.. Perancangan didcskripsikan dcngan 
C+ +-like. Obyck-obyek yang terlibat dalam perangkat lunak 
dalam Gambar 4.7. Obyek-obyek tersebut adalah M.J,)'J>.fob, 
M.JSPinputOutput, Jvf.JSPNetwork, M.JSPT3DAc.:uk, dan Jvf.JSPT3 u. Berikut 
ini dijelaskan tcntang masing-masing obyck bcrikut atribut yang 
opcrasi yang ditangani. Beberapa atribut dan opcrasi mengacu 
matematis dalam bab sebelumnya. Penjelasan tentang pcnamaannya bisa dilihat 
dalam bab tersebut. 
Jvf.JSP.fob mcrupakan rcprcsentasi dari pckcrjaan, 
mcrupakan represcntasi dari mcsin, Jvf./,)'PinputOutput 
dari input/output perangkat lunak, dan MJSPNetwork mcrupakan 
sistem jaringan saraf yang digunakan perangkat lunak. MJSP1'3DA · 
untuk mcmbangkitkan dan mcnyimpan scjumlah bilangan acak. 
digunakan untuk meyimpan data acak indck tiga dimcnsi dari matriks. 
1 ~ James Rumbaugh, Michael Blaha, William Premerlani, Frederick Eddy, William Uorensc!n 






















double viJI(mt 1,1nt J.lnl I); 
double fj(int j); 
double Tij(int i,int j); 
double gijl(int i,int j,mt I); 
double h1(int i,int J,int l,int i1); 
double h2(int J,int l,int it); 
double H(double f); 
double d(int I); 
double _1stterm(int i,int j, intI); 
double _2ndterm(mt i,int j, intI); 
double _ 3rdterm(); 
double_ 4thterm(int j); 
double _5thterm(mt 1), 
double _6thterm(ml i,int J,mt I); 
double _7thterm(mt i,mt j,1nt 1), 
double f(int i,int j,mt I); 
double lmd(lnl i); 
double _ 1 stenergy(); 
double _2ndenergy(); 
double _ 3rdenergy(); 
double _ 41henergy(); 
double _ 5thenergy(); 
double _ 6thenergy(); 
double _lthene1gy(), 
mt ReadData(char •tn); 
void SetlnrtiaiSolution(douhle lmdt,double lmd2,double lmd3,double lmd4,double 
hnd5,double lmd6,double lmd7); 
votd SetTtme(mt k), 
vo1d Setllerallon(inll); 
inl GPfllmation(), 
void SeffnnPSiep(double I); 
double GPI lnneStep(), 
void Initialize(); 
votd Ueration(); 
double GetOutputNeuron(int t,int j,intl): 










Gambar 4.7 Pcrancangan Obyck 
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Jvf.JSP.Joh mempunyai atribut machine, length, duedate, sf 
completetime dan finishingtime. Atribut machine digunakan untuk 
indeks mesin dimana pekerjaan terscbut diproses, atribut length digu 
menyimpan nilai panjang proses, atribut duedate digunakan untuk 
data jatuh tempo, atribut startingtime digunakan untuk mcnyimpan 
proses, atribut completetime digunakan untuk menyimpan waktu yang 
untuk menyelesaikan pekerjaan berdasarkan kapasitas mcsin yang me 
atribut .finishingtime digunakan untuk menyimpan waktu pcnycl 
MJSPMachine mempunyai atribut capacity untuk mcnyimpan da 
mcsin. Jv!JSP!nputOutput mcmpunyai atribut nwnjob, nummaclzine, 
serta mcmpunyai operasi Get!nput dan SetOutput. Atribut numjob 
untuk menyimpan nilai jumlah pekerjaan yang ditangani, atribut n 
digunakan untuk mcnyimpan nilai jumlah mcsin yang memroscs 
pekerjaan tersebut, dan atribut nwntime untuk menyimpan nilai j 
yang dialokasikan. Atribut Job dan Machine adalah sebuah matriks 
yang terdiri dari obyek MJ.)'J>.Job dan MJSPMachine. Opcrasi Get! 
untuk mcngambil data input dan opcrasi SetOutput digunakan unt 
output. MJSP!nputOutput terdiri dari Jvf.JSP.Job dan MJSJ)Mach · 
mcmungkinkan sistem mampu mengakomodasi pcrsoalan 
pekerjaan dan banyak mesin. 





mampu membaca data pekerjaan dan data mesin dalam 




M./,\PinputOutput. Atribut dan opcrasi yang dimiliki olch 
bcrkaitan dengan pemodclan MJSP 19 denganjaringan saraftiruan. Jadi atribut dan 
opcrasi yang discdiakan olch M.J:-·WNetwurk mcrupakan bcntuk n dari 
perumusan neuro-hux network (NBN) dari persoalan tcrsebut. 
merupakan nilai acak yang bcrkisar pada uOO. Atribut uO 
digunakan dalam fungsi sigmoid. Nilai uO bcrpcngaruh pada Iebar 
h digunakan untuk menyimpan nilai time-step. Nilai ini bcrpcngaruh tingkat 
ketelitian. Atribut Ck merupakan fi:tktor skala waktu. Atribut A dan 
untuk menyimpan nilai yang diperlukan dalam persamaan diflcrcnsi . Atribut 1 
berpengaruh terhadap kecepatan konvergensi. Atribut m dan n di untuk 
mcnyimpan nilai yang dipcrlukan dalam global inhibition scl 
numiteration digunakan untuk menyimpan jumlah iterasi yang dilak 
datuindek dan dutuucuk digunakan untuk menyimpan indcks sci 
Atribut u digunakan untuk menyimpan nilai aktivasi sci 
mcrupakan matriks tiga dimensi dcngan indck maksimum 
MAXMACHINH, dan NfAXTIMH. Atribut lambda digunakan 
tujuh buah nilai /,ugrange multiplier. Atribut ini mcrupakan matriks 
dengan tujuh clemen. Atribut ini diperlakukan scpcrti tujuh buah sci 
nilai aktivasinya sama dcngan nilai tujuh buah Lagrange multiplier. N lai-nilai ini 
akan tcrus bcrubah sampai mcndapatkan nilai optimalnya, yaitu pada saat sistem 
19 Zhcn-Ping Lo and Behnam Bavarian, "Multiple Job Scheduling Problem with Arti Neural 
Networks", University of California, Irvine, I 991. 
ccndcrung konvcrgcn dan semua pembatas tcrpcnuhi. Atribut lambda 
untuk menyimpan nilai/solusi awal tujuh buah nilai l,agrange 
Schingga atribut ini juga merupakan matriks satu dimcnsi dcngan tuj 
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Operasi vijl(i,j,/) digunakan untuk menghitung nilai aktiv · sci saraf 
dcngan indcks i, j, dan I. Opcrasijj(/). Tij(i,J). gijl(i,j,l). lzl (i,j,l,il). 
dan d(l) merupakan fungsi-fungsi yang digunakan untuk 
persamaan diferensial yang merupakan persamaan karakteristik sel 
. lsllerm(i.j.l), 2ndterm(i,j,l). 3rdtermO. -11/zterm(;). 5thterm(l). 
dan ... 7thterm(i.j,/) mcrupakan fungsi-fungsi yang mcngcmbalikan 
'kan 
masing term dalam persamaan karakteristik sci saraf. Opcrasi f(i,j,l) mcrupakan 
fungsi untuk mcnghitung nilai aktivasi sel saraf bcrdasarkan pcrsamaan 
karaktcristiknya dan opcrasi lmd(i) mcrupakan fungsi 
aktivasi tujuh buah sci saraf tambahan yang digunakan untuk 
dari Lagrange multiplier. Pcrsamaan karakteristik dari tujuh 
tambahan ini merupakan energi masing-masing pcmbatas. Operasi 
2ndenergy0. 3rdenergy0. __ -lthenergyO. 5thenergy0. 
7tlzenergy0 mcrupakan fungsi untuk mcndapatkan bcsar cncrgi 
pcmbatas bcrdasarkan fungsi cncrgi. Opcrasi HeadData(/il) 
untuk membaca data yang digunakan dalam proses pembuatan j 
yang dikirim adalah sebuah nama tile dari bcrkas 
Set In it ia/,l..,'o/ ut ion(lmd l,lmd2,1md3,/md-l,lmd5,1md6,/md7) 
untuk membcrikan nilai awal pada tujuh buah nilai f,agrange mull 









discdiakan. Opcrasi Setlteration(i) mcrupakan fungsi untuk 
itcrasi yang akan dilakukan, scdangkan opcrasi GellterationO 
untuk mendapatkan jumlah iterasi. Operasi ,\'etTime,\'tep(l) me 
untuk mengatur nilai time-step, sedangkan operasi GetTimeStepO 
fungsi untuk mcndapatkan nilai time-step. Opcrasi lniliali::eO 
inisialisasi jaringan saraf sebelwn dilakukan proses iterasi. 
merupakan fungsi untuk iterasi pengubahan sel 
GetOutputNeuron(i,j,l) merupakan fungsi untuk mendapatkan 
sedangkan opcras1 GetActivationNeuron(i,j,/) mcrupakan 
mendapatkan nilai aktivasi sci saraf. Operasi ClzeckFeasibilityO 











Optimi::eNetworkO bcrfungsi untuk mcngoptimasi jaringan jeusibel yang sudah 
terbcntuk. Optimasi dilakukan untuk menghilangkan waktu m (idle time) 
dari masing-masing mcsin. Opcrasi MakeScheduleO mcrupakan 
mcmbuatjadual melalui interprctasi terhadap kondisi akhir jaringan 
WriteSchedule(fil) merupakan fungsi untuk menulis jadual yang di 
suatu bcrkas. Argumcn yang dikirim mcrupakan nama 1ilc. 
· untuk 
dalam 
Obyek !vf.JSPT3DDatu mempunyai atribut i, j, dan I yang u•,t;;upan.ccu untuk 
menyimpan indcks matriks tiga dimensi. Obyck !vf.J.' .. ;PJ'3DAcuk mcmpunya1 
atribut sumbu.x, sumbuy, dan sumhu:: yang digunakan untuk meny mpan besar 
indcks masing-masing sumbu x, y, dan ::. Atribut ma.x:vulx, maxvuly, 
digunakan untuk mcnyimpan nilai maksimum pada masing-masing 
dan ::. Atribut duta adalah scbuah matriks yang tcrdiri atas obyek /vl.f 
maxval:: 
bu x, y, 
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Obyek ini juga mempunyai operasi RandNumXO. RandNumYO. dan 
0 sampai dengan ma.xvaly-1, serta 0 sampai dengan maxval=- Opcrasi 
( .'heckNum(value) digunakan untuk mcngccck apakah value ada pada data yang 
disimpan. Operasi Se!RandNumO mcnggunakan opcras1 
RandNumYO, RandNumZO untuk membangkitkan bilangan 
menyimpannya pada data. Opcrasi GetData(i) bcrfungsi mcngambil 
dari data. 
Bcrikut ini adalah implcmcntasi struktur data dari masing-m 
dan desain hubungan antar obyek. Dcklarasi obyek menggunakan class 
































int Getinput(char *fn); 













+ Obyek ~IJSPT3DAcllk 
class MJSPT3DAcak 
{ 
II number index of each direction x,y,z 
i nt sumbux, surnbuy, sumbuz; 
II maximum value of each index 
int maxvalx, maxvaly, maxvalz; 
II saves random 'MJSPT3DData' 
MJSPT3DData *data; 
II generate random value beetwen 0 to (maxvalx-1) 
int RandNumX(); 
II generate random value beetwen 0 to (maxvaly-1) 
int RandNumY(); 





II is there 'MJSPT3DData' in 'data' 
int CheckNum(T3DData); 
II select a number of random 'MJSPT3Data' and save in 'da 
void SelRandNum(); 
II get 'MJSPT3DData' from 'data' 
T3DData GetData(int); 
} ; 
+ Obyek MJSPNetwork 
class MJSPNetwork:public MJSPinputOutput 
{ 
protected: 
II mean value of initial input voltages 
double uOO; 
II this parameter effects the output voltages of the ampl fier, 
II increasing it gives a broader curve 
double uO; 
I I time step 
double h; 
II constant for scaling 
double Ck; 
II constants are needed for differensial equation 
double A; 
double t; 
II this term effects the global inhibition 
double n; 
double m; 
II number of iteration 
int numiteration; 




II this function calculates output voltages of the amplif er 
double vijl(int i,int j,int l); 
II functions are needed for differential equation 
double fj (int j); 
double Tij (int i,int j); 
double gijl(int i,int j,int l); 
double hl(int i,int j,int l,int i1); 
double h2(int j,int l,int i1); 
double H(doub1e f); 
double d(int 1); 
II terms in differential equation 
double 1stterm(int i,int j, int l); 
double 2ndterm(int i,int j, int l); 
double 3rdterm(); 
double 4thterm(int j); 
double Sthterm(int l); 
double 6thterm(int i,int j,int l); 
double 7thterm(int i,int j,int l); 
II this is the differential equation for objective functi 
double f(int i,int j,int l); 
II this is the differensial equation for additional seve 
double lmd(int i); 









II class constructor 
MJSPNetwork(); 
II class destructor 
~MJSPNetwork () ; 
II input voltages 
double u [MAX JOB+ 1] [MAXMACHINE+ 1] [MAX TIME+ 1]; 
II additional seven neuron 
double lambda[SEVENNEURON+1]; 
II this term save initial value for lagrange multiplier 
double lambda0[SEVENNEURON+1]; 
II read data for training 
int ReadData(char *fn); 
II set initial solution 
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void SetinitialSolution(double lmdl,double lmd2,double 
lmd4,double lmdS,double lmd6,double lmd7); 
3,double 
II set time allocation 
void SetTime(int k); 
II set number of iteration 
void Setlteration(int i); 
II get number of iteration 
int Getiteration(); 
II set time step 
void SetTimeStep(double t); 
II get time step 
double GetTimeStep(); 
II initialize input of the network 
void Initialize(); 
II training network 
void Iteration(); 
II get output neuron 
double GetOutputNeuron(int i,int j,int l); 
II get activation neuron 
double GetActivationNeuron(int i,int j,int l); 
II check feasibility 
int CheckFeasibility(); 
II optimize network 
void OptimizeNetwork(); 
II make schedule 
void MakeSchedule(); 
II write schedule 
int WriteSchedule(char *fn); 
} ; 
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Dalam Gambar 4.7 obyek M.JSP!nputOutput terdiri dari obye A,f.JSJ>.Job 
dan lvf.JSPMaclzine. Implemcntasi dari dcsain terscbut ditunj 













Obyck /vf./,')'P'l'3DAcak terdiri dari dari obyck /vf.J,\'P'l'3JJJJata. Im 









Obyck MJSPNetwork mcrupakan turunan dari MJSJ>JnputOutput dan 
scbuah obyek !vf.J,\'J>'J'3JJAcuk dan sebuah obyek lvf.JSPTJDJJuta. 
penurunan obyek ditunjukkan dalam struktur data dan implemcntasi 
ditunjukkan dalam construktor dan destructor class Jvi.ISPNetwurk. 










Obyck !'vf.JS/>'J'31J/Jata diimplcmcntasikan sccara statis 
MJSJ)TJIJAcuk diimplcmcntasikan sccara dinamis. Mcskipun diimpl 
obyek, dataacak hanya terdiri dari sebuah obyek /'vf.JSPTJDAcak. 
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obyck 
4.3.4 llirarki Proses dan lmplementasinya 
Bagian ini menjelaskan tentang hirarki proses dan 1mp 
perangkat lunak yang dibuat. 1-lirarki proses ditunjukkan dalam 
Implcmcntasi dari masing-masing proses disajikan dalam bcntuk 
Hirarki proses dibuat berdasarkan DFD yang sudah dijclaskan 
dimana Aplikasi MJSP mempunyai empat proses utama, yaitu 
inisialisasi jaringan saraf~ pelatihan jaringan saraC dan interpretasi jari 
Pen~r.ekan 














Waktu Penye""sman (linJ.!ll,.,.) .. 





(due date ) 
+ Proses Pembacaan Data 
Dalam proses pembacaan data dilakukan pengecekan 
masukan. Kcmudian dilanjutkan dcngan pcmbacaan data. Kcdua 
ditangani oleh operasi Getlnput(j'n) dari MJSP!nputOutput. Operasi i 
oleh operasi ReadData(fiz) dari MJSP Network. Aplikasi 
ReadData(fil) dari MJSPNetwork untuk melakukan pembacaan data. 







int MJSPinputoutput::Getinput(char *fn) 
{ 
FILE *fp; 
char msg [256]; 
int status,i; 
status = 0; 
/* memory allocation for file stream */ 




/* check and get header file */ 
if(strcmp(msg,"\"Mjsp_Application_(*.idl)\"")==0) 
{ 
/* check and get number of job */ 
if(fscanf(fp,"%d\n",&numjob)) 
{ 
/* check and get job length */ 
for(i=l; i<numjob; i++) 
{ 









/*check and get job duedate */ 
if(!fscanf(fp,"%d",&job[i] .duedate)) break; 
if(fscanf(fp,"%d\n",&job[numjob) .duedate)) 
{ 
/* check and get number of machine */ 
if(fscanf(fp,"%d\n",&nummachine)) 
{ 
for(i=l; i<nummachine; i++) 
{ 
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/* check and get machine capacity */ 
if(!fscanf(fp,"%d",&machine[i] .capacity) break; 





/* check and get time allocation */ 
if(fscanf(fp,"%d\n",&numtime)) status 
+ Proses Inisialisasi dan Pelatihan Jtlrillgall Saraf 
Proses pelatihan menggunakan operasi lnitiali=eO, 
CheckFeasibilityO dari MJSPNetwork. Opcrasi lnitiali=eO di 
acity)) 
·1 tcrlcbih 
dilakukan terhadap semua parameter yang dibutuhkan untuk ..., ............... . Janngan 
saraf dan Lagrange mutt iplier. Operasi lterat ionO akan 
feasibilitas dari jaringan sara[ Langkah-langkah ini akan diulangi sam pat 
kondisi jeasibel tercapai atau jaringan cendcrung divergcn atau tidak bisa 
memberikan suatu pemecahan. Jika hal ini terjadi maka harus dilakukan 
pcngubahan tcrhadap data dari bcrkas masukan. Kompromi yang dipilih 
adalah pcnambahan jumlah mcsin atau pcrpanJangan jatuh 
konsekucnsi penambahan alokasi waktu. Opcrasi 
pengubahan nilai aktivasi sel saraf. J umlah sel saraf yang terlibat 
jumlah pckerjaan dikalikan dcngan jumlah mcsin dikalikan dcngan al 
Dalam operas1 CheckFeasibilityO nilai status sama 
ClzeckMatrixPermutationO, CheckFinishingTimeO, dan 
benar. Aplikasi memanggil Sturt_SimulationO untuk memulai 


















nurncell = nurnjob*nurnrnachine*nurntirne; 
for(indeks=l; indeks <= nurncell; indeks++) 
( 
dataindek = dataacak.GetData(indeks); 





GetTirneStep () * f ( [dataindek. i] [dataindek. j] [dataindek 1]); 
-------------------,,------------- ----
int MJSPNetwork: :CheckFeasibility() 
{ 
status = 0; 
if(CheckNumOfActiveNeuron() != numjob) return status; 
if (CheckMatrixPermutation ()) 
if(CheckFinishingTime()) 
if(CheckDueDate()) 
status = 1; 
return status; 
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Proses pcngecekan matriks permutation dilakukan dcngan mcnghitung 
jumlah sel saraf yang aktif pada sumbu x, sumbu y, dan sumbu = 
waktu, mcsin, dan pekcrjaan. Jumlah sci saraf yang aktif pada 
arah tersebut harus sama dengan nol atau satu. Dengan catatan 
waktu sama dcngan satu, jumlah sci saraf yang aktif harus sama 
tidak boleh nol. Hal ini untuk memastikan bahwa pada alokasi wak 
mcsin harus memroscs satu pekcrjaan. Dalam proses pcngccckan 
sebelum dilakukan proses pengecekan matriks pennutasi harus ...... ,,a., .. 
j umlah sci saraf yang aktif sama dcngan j umlah pckcrjaan. J ika 
sistem tidak feasibe/ dan proses pengecekan feasibilitas terse but 
ni lai salah. 
int MJSPNetwork::CheckMatrixPermutation() 
{ 








Proses pcngccckan waktu pcnyclcsaian ini dilakukan untuk mcmastikan 
bahwa dalam satu mesin, jika suatu pekcrjaan scdang diproscs tidak botch 
ada pekerjaan baru yang dialokasikan pada mcsin tcrsebut sebc pekerjaan 
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yang pcrtama kali dialokasikan selesai diproses. Dalam kode terscbut isa dilihat, 
jika waktu mulai pekerjaan baru kurang dari waktu penyel 
sebelumnya maka operas1 tersebut mengembalikan nilai Waktu 
penyelesaian sama dcngan waktu mulai proses ditambah dcngan pan g proses 
pekerjaan dikurangi satu. 
int MJSPNetwork::CheckFinishingTime() 
{ 
status = 1; 
for(j=l; j<=nummachine; j++) 
{ 
finishingtime = 0; 
for(l=l; l<=numtime; l++) 
{ 
for(i=l; i<=numjob; i++) 
{ 
/*check active neuron*/ 
if(vijl(i,j,l) > 0.5) 
{ 
/*check starting time*/ 
if(l < finishingtime) 
{ 
status = 0; 
break; 




pcnyclesaian pckerjaan. Jika waktu penyelesaian pekerjaan lebih dari tempo 
pekerjaan tersebut, maka jatuh tempo telah dilanggar. Sehingga ope · tersebut 
mengembalikan nilai salah. 
int MJSPNetwork::CheckDueDate() 
{ 
status = 1; 
for(j=1; j<=nummachine; j++) 
{ 
for(l=1; l<=numtime; l++) 
{ 
for(i=1; i<=numjob; i++) 
{ 
/*check active neuron*/ 
if(vijl(i,j,l) > 0.5) 
{ 
finishingtime = 1 + job[i] .length - 1; 
/*check duedate*/ 
if(finishingtime > job[i] .duedate) 
{ 







+ Proses lnterpretllsi JtiTillgllll stiTaf 
Proses interpretasi jaringan saraf menggunakan opcrasi Opt im 
dan MakeScheduleO dari MJSPNetwork. Proses ini mclakukan pcncari sci saraf 
yang aktif (fired). Untuk mengetahui apakah suatu sci saraf pada · 
aktif, operasi ini memanggil operasi vijl(i.j,l). Jika operasi ini 
nilai lebih dari 0.5 maka sel saraf pada indeks i, j, dan I aktif. Nilai 






void MJSPNetwork: :OptimizeNetwork() 
{ 
for(j=l; j<=nummachine; j++) 
{ 
for(i=l; i<=numjob; i++) 
{ 
if(vijl(i,j,l) > 0.5) 
{ 
if(fmod(job[i] .length,machine[j] .capacity)==O) 
{ 






job[i] .length I machine[j] capacity 
ljobp.completetime; 
for(l=2; l<=numtime; 1++) 
{ 
for(i=1; i<=numjob; i++) 
{ 
if(vijl(i,j,l) > 0.5) 
{ 
if(l == (ljobp.finishingtime + 1)) 
{ 
ljobp.startingtime = 1; 
if(fmod(job[i) .length,machine[j) .capacity)==O) 
{ 




ljobp.completetime = job[i) .length I 
machine[j) .capacity+ 1; 
ljobp.finishingtime = ljobp.startingtime + 
ljobp.completetime - 1; 
else 
{ 
activation= u[i) [j) [ljobp.finishingtime + 1) 
u[i) [j) [ljobp.finishingtime + 1) = u[i] [j] [1) 
u[i) [j) [1) =activation; 
ljobp.startingtime = ljobp.finishingtime + 1; 
if(fmod(job[i) .length,machine[j) .capacity)==O 
{ 




ljobp.completetime = job[i) .length I 
machine[j] .capacity + 1; 
ljobp.finishingtime = ljobp.startingtime + 




for{i=1; i<=numjob; i++) 
{ 
for(j=1; j<=nummachine; j++) 
{ 
for(l=1; l<=numtime; 1++) 
{ 
if(vijl(i,j,l) > 0.5) 
{ 
job[i) .machine = j; 
job[i) .startingtime = 1; 
if(fmod(job[i] .length,machine[j] .capacity)==O) 
{ 




job[i) .con~letetime job[i) .length I 
machine[j] .capacity + 1; 
job[i) .finishingtime = 1 + job[i) .completetime 1; 
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BABV 
UJlCOBA DAN EVALUASI 
PERANGI(AT LUNAK 
Bab ini menjclaskan hasil uji coba perangkat lunak dan eva! · tcrhadap 
hasil uji coba tersebut bcrkenaan dcngan studi litcratur yang telah di Uji 
coba dilakukan terhadap suatu pcrsoalan dcngan bcbcrapa kasus yan 
Kemudian dilakukan evaluasi terhadap pemecahan yang dihasilkan 
terse but. 
5.2 Data lJji Coba 
Persoalan yang diujikan tcrhadap pcrangkat lunak ditunjuk 
Tabel 5.1. Persoalan tersebut terdiri dari 6 pekerjaan. Berturut-
tcrscbut disclcsaikan dcngan 3 mesin dan 6 alokasi waktu 
masing-masing mcsin sama dcngan 1. Kcmudian pcrsoalan tcrsebut 
dengan 3 mesin dan 4 alokasi waktu dcngan kapasitas masing-masing 
dengan 2. Terakhir, persoalan terscbut disclesaikan dengan 2 mcsin 
waktu dcngan kapasitas masing-masing mcsin sama dcngan 2. 
waktu dalam hal ini adalah waktu yang dialokasikan tcrhadap s 







Tabcl 5.1 Contoh Pcrsoalan dcngan 6 Pckcrjaan 
Pekerjaan 3' 4 5 6 
l)anjang Proses 2 3 3 3 
Jatuh Tempo 3 6 5 5 6 2 
5.2 Uji Coba dan Evaluasi Hasil 
Dalam uji coba ini persamaan diferensial nonlinier dari persamaan 
karakteristik sel saraf diselesaikan dengan mcnggunakan mctode E ordc satu. 
Nilai awal aktivasi sel saraf uut(O) dan Lagrange multiplier A-a(O) 'lih dalam 
kisaran yang telah diusulkan olch Hopfield1 dan Wacholdc~. yaitu uooo + 
8uijl dan -0, I Uooo s buijt s 0, I u00o dimana u000 = [0,02~0,05] dan A-a(O) 
5.1 menunjukkan fungsi sigmoid yang dihasilkan. 
-0.4 -0.2 0 0.2 0.4 
Gambar 5.1 Aproksimasi Kurva Sigmoid dengan Beberapa Nil 
1 J.J. Hopfield dan D. W. Tank, "Neural Computation of Decision in Optimization 
Cybernet. 52, 141-152, 1985. 
2 E. Wacholder, J. Han, dan R.C. Momn, "A Neural Network Algorithm lor the Traveling 
Salesmen Problem", Bioi. Cybernet. 61, 11-19, 1989. 
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Pcrangkat lunak ini menggunakan nilai 0,02 untuk u000 dan Ja(O) > 0. 
Scpcrti dijclaskan dalam bab scbelumnya, Aa adalah /,agrange mult 
standard yang dipilih untuk Aa adalah 1. Dengan demikian sistem me 
tidak berpengaruh pada awal iterasi. Kemudian nilai ini akan be 
nilai optimalnya. Seperti dijelaskanjuga dalam bab sebelumnya 
untuk Aa sama dengan Ha, yaitu energi untuk masing-masing 
kendala). Hasil uji coba menunjukkan bahwa bcrapapun nilai Ja(O) 
0 sistem bisa mendapatkan hasil yang optimal. Perbedaannya terletak 
komputasi untuk mendapatkan hasil optimal tcrsebut. Sckumpulan 
mungkin mendapatkan hasil optimal cukup dcngan satu kali 
sedangkan sekumpulan nilai yang lain mcmcrlukan bcberapa 
men can 
(fungsi 
Bahkan untuk pcrsoalan yang sama sekumpulan nilai Ja(O) bisa "'"'""''"~-'"·•"'""' 
hasil yang bcrbcda dcngan waktu komputasi yang bcrbcda pula bi 
pelatihan kembali. Jadi waktu komputasi untuk mendapatkan suatu pemecahan 
yang valid sangat scnsitiftcrhadap pcmilihan nilai Ja(O). 
Gambar 5.2 mcrupakan bentuk tampilan data uji coba yang 
pcrangkat lunak jika persoalan tcrscbut diujikan pada 3 mcsin den 
waktu. Data uji coba terscbut bcrupa data pckcrjaan, yaitu j 
panjang proses, dan jatuh tempo masing-masing pckcrjaan. Kcmudi 
yaitu jumlah mesin dan kapasitas masing-masing mesin scrta data 
jumlah waktu yang dialokasikan. 
luarkan 
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Gambar 5.2 Data Uji Coba untuk 
Persoalan 6 Pekerjaan dan 3 Mcsin dcngan 6 Alokasi W 
1:3erikut ini contoh hasil yang dikeluarkan olch pcrangkat Junak jika 
pcrsoalan tcrscbut diujikan. Gambar 5.3 mcnampilkan status pel 
nilai akhir dari masing-masing Lagrange multiplier. Gambar 5.4 pilkan 
jadual yang dihasilkan oleh pcrangkat lunak . .ladual ditampilkan 
urut-urutan pekerjaan pada masing-masing mcsin. Gambar 5.5 
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penugasan pada masing-masing mesin. Hasii pcnugasan ini idcntik gan output 
sci saraf pada akhir pciatihan. Gambar 5.6 mcnampilkan nilai akti i sci saraf 














Gambar 5.3 Niiai Akhir untuk Masing-masing /,ugrunge mutt· 
Hasil yang ditunjukkan daiam gambar-gambar tcrscbut di 
mcmbcrikan nilai awai, A.a(O) = I, untuk sctiap /,agrange multip/' 
ini ditcntukan olch nilai aktivasi awal sci saral: uiJJ(O). 
sebeiumnya, niiai uiJJ(O) dipcroleh sccara acak bcrdasarkan suatu 
Sehingga niiai acak berada daiam kisaran nilai rata-rata 
dcmikian hasii yang dipcroich tidak mcsti sama jika pada 










.JOB 4 3 3 5 5 
Gambar 5.4 Jadual untuk 
Persoalan 6 Pekerjaan dan 3 Mesin dcngan 6 Alokasi W 
yang ditampilkan bcrupa Sequence, Starting T, Complete 1', I• 
Deadline. Sequence menampilkan infonnasi urut-urutan pckcrjaan 
Starting J' mcnampilkan informasi alokasi waktu dari suatu 
pekcrjaan tcrscbut mulai diproses. Complete T mcnampilkan i i jumlah 
alokasi waktu yang dipcrlukan mcsin untuk mcnyclcsaikan pckcrjaan. 




tersebut diselcsaikan. Deadline mcnampilkan informasi waktu jatuh 
pekerjaan yang ditangani. Dalam hal ini pcrlu diperhatikan 
'alokasi waktu' dan 'waktu'. Alokasi waktu ke-t adalah waktu antara 
Jadi alokasi waktu ke-1 adalah waktu antara 0 dan 1, alokasi waktu 
waktu antara 1 dan 2, dan sctcrusnya. 
Dalam Gambar 5.4 bisa dilihat jadual yang dihasilkan o 
Urutan pekerjaan yang diproses adalah pekerjaan 6 dan pekerjaan 5. 
mempunyai Starting 'l' sama dengan 1, Complete 1' sama dcngan I, 
sama dcngan 1, dan Deadline sama dcngan 2. Artinya, pckcrjaan 6 di 
alokasi waktu ke-1, jumlah alokasi waktu yang dibutuhkan 
menyelesaikan pekerjaan 6 sama dengan l, sehingga pada alokasi 
pekcrjaan 6 sclesai diproscs, dan memcnuhi waktu jatuh tempo, 
dijclaskan dalam bab scbclumnya, jumlah alokasi waktu yang dibut 
mesinj untuk menyelesaikan pekerjaan i sama dengan panjang proses 
dibagi dengan kapasitas mcsinj dan hasilnya dibulatkan kc atas. 
6 disclesaikan pada alokasi waktu ke-1 maka pada alokasi waktu 
mcmroscs pckcrjaan 5. Hal ini bisa dilihat dari informasi yang dipc 
pekcrjaan 5, yaitu Starting T sama dengan 2, Complete 1' sama 
Finishing 1' sama dengan 4, dan Deadline sama dcngan 6. Artinya, 
mulai diproses pada alokasi waktu kc-2, jumlah alokasi waktu yang 
mesin I untuk mcnyclcsaikan pekcrjaan 5 sama dcngan 3, schingga 
kc-2, alokasi waktu kc-3, dan alokasi waktu kc-4 digunakan 







5 disclcsaikan olch mcsin 1 schingga hasil m1 mcmcnuhi jatuh untuk 
pekerjaan 5, yaitu 6. 
, pada Dari bebcrapa uji coba yang dilakukan pada pcrangkat I 
prinsipnya perangkat lunak mampu mcnyclesaikan persoalan yang 
Kctcrbatasan perangkat lunak tcrletak pada kcmampuan komp 
pcrangkat lunak ini diujikan. Waktu komputasi ditentukan oleh berapa 
saraf yang terlibat dan sebcrapa 'baik' nilai A(O). Konvergensi di ............ ~ ... , 
konstanta waktu r pada pcrsamaan karakteristik sci saraf yang bcrupa 
di ffercnsial. 
Hasil penugasan n pckcrjaan pada m mcsm scpcrti ditunj 
Gambar 5.5 identik dengan output masing-masing sci saraf. Dalam 
dalam 
lunak ini untuk menjamin validitas solusi, dalam pcngccckan fcasibil. , sci saraf 
dikatakan aktif jika nilai outputnya lcbih dari 0,5 dan scbaliknya jika 
atau sama dcngan 0,5 sci saraf dikatakan tidak aktif Nilai ini m 
fungsi yang digunakan bersifat kontinyu sehingga nilainya tidak diskri 
tctapi bcrada dalam kisaran antara 0 dan I. Dcngan dcmikian hasil yan 
lcbih halus. Nilai output terscbut dihitung bcrdasarkan nilai aktivas sci saraf. 
Nilai aktivasi sci saraf yang dihasilkan dalam simulasi pcrsoalan ini 





0.00000 0.00000 0.00000 0.00000 
0.00000 0.00000 0.00000 0.00000 O.OODDO 0.00000 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
0.00000 1.00000 0.00000 0.00000 0.00000 0.00000 
1.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
Machine 2 
6 
JOB 1 0.00000 
JOB 2 0.00000 1.00000 0.00000 0.00000 0.00000 0.00000 
.JOB 3 1.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
JOB 4 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
OB 5 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 





JOB 3 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
JOB 4 0.00000 0.00000 0.96475 0.00000 0.00000 0.00000 
JOB 5 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
OB 6 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 




JOB 1 -150.43836 
JOB 2 -436.83257 ·305.59641 -266.02513 -47.91156 -25.28588 ·51.13745 
JOB 3 -169.92840 -47.75027 -143.86696 ·51.27705 -16.75443 -25.32523 
JOB 4 -422.05526 -290.82443 -190.43739 ·41.55948 -36.61031 -78.88226 
JOB 5 ·338.39763 15.87108 -45.43048 -46.07091 -55.53099 -79.83204 
JOB 6 14.56586 -91.17238 -184.45418 -114.09673 -125.21043 ·182.88900 
Machine 2 
JOB 1 
JOB 2 -359.98645 15.27732 -85.09957 -46.29403 ·55.07430 ·80.14955 
DB 3 14.71626 -54.15485 -79.12583 -179.58223 -79.78514 -57.10389 
DB 4 -346.35912 -171.12674 -354.33248 -139.32892 -69.36175 -78.08230 
OB 5 -361.33294 -307.38862 -307.63207 -145.85354 -57.45586 -53.07001 
OB 6 -174.31847 -15.49397 -61.27642 -183.32907 ·127. 78212 -156.41870 
Machine 3 
JOB 1 
JOB 2 -332.21005 -135.61805 ·314.20943 ·104.80461 -55.58747 ·49.62574 
JOB 3 -171.10988 -50.47183 -39.62606 ·71.69541 -38.92874 ·25.93605 
DB 4 -309.94045 -60.33823 0.03309 -48.23465 -49.50569 -93.27822 
DB 5 -332.29787 -257.03638 -191.60781 -104.38482 -57.09416 -49.74780 
DB 6 -172.77935 -63.03921 -54.17760 -117.76790 -115.52759 ·152.54321 
Gambar 5.6 Nilai Aktivasi Sci Sarafpada Akhir Pclatihan 
Gambar 5.7 mcnampilkan pcrsoalan yang sama, 6 pckcrjaan 
tctapi dcngan 4 alokasi waktu dan kapasitas masing-masing mcsin di 
kali lipat. Panjang proses dan jatuh tempo masing-masing pckc~jaan j 
Gambar 5.8 menampilkan pemecahan dari pcrsoalan terscbut. Bisa dil 
gambar terscbut, sctiap pckerjaan sudah ditangani olch scbuah mcsin 
kurang dari sama dengan 4. Hasil ini sesuai dengan alokasi 
















Number of ~ob : 
Number of Machine: j ~ 
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.Change I J:ielp 
2 
Gambar 5.7 Data Uji Coba untuk 
Persoalan 6 Pekerjaan dan 3 Mesin dcngan 4 Alokasi W 
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Gambar 5.8 Jadual untuk 
Persoalan 6 Pekerjaan dan 3 Mesin dcngan4 Alokasi Waktu 
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Gambar 5.9 menampilkan data uji coba untuk pcrsoalan 
ditunjukkan dalam Gambar 5.10. Pemecahan yang dipcrolch ini bisa 









Number of~ob: j:; 
Number of Machine : J ' 
lime Allocation : I ·1 
.Change I tl.elp 
2 
Gambar 5.9 Data Uji Coba untuk 
Persoalan 6 Pekerjaan dan 2 Mesin dcngan 4 Alokasi W 
Machine 1 












Gambar 5.10 Jadual untuk 
Persoalan 6 Pekerjaan dan 2 Mesin dcngan 4 Alokasi W 
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BABVI 
I(ESIMPULAN DAN SARAN 
Bab ini menjelaskan kesimpulan dan saran dari Tugas Akhir 
dan Pembuatan Perangkat Lunak Penjadualan Banyak Pekerjaan den Jaringan 
saraf Tiruan. Kcsimpulan dan saran diambil bcrdasarkan st litcratur, 
perancangan, dan hasil uji coba pcrangkat lunak yang tclah diuraikan ,uaJlc:lHI 
bab sebelumnya. 
6.1 Kcsimpulan 
Berikut ini dijclaskan beberapa kesimpulan yang dapat diambi dari Tugas 
Akhir. Studi literatur, perancangan, dan hasi uji coba bcserta cvaluasi bcrperan 
pcnting dalam perumusan kesimpulan ini. 
Pertama, pcrsoalan penjadualan banyak pckcrjaan, yang mcrupakan 
pcrsoalan NP-Complete, dapat disclcsaikan dcngan pcndckatan · 
ini mcnggunakan jaringan Hopficld yang didcsain khusus untuk 
pcrsoalan penjadualan. Pcrsoalan pcnjadualan dirumuskan 
pcnugasan n buah pckcrjaan pada m buah mcsin mcnggunakan jari 
dimensi dengan model Hopficld-/ike, yaitu Neuro-Box Network (N 
22 Zhen-Ping Lo and Behnam Bavarian, "Multiple Job Scheduling with Artilicial N 




Kcdua, pcndckatan NBN dapat mcnggabungkan bcbcrapa 
kapasitas yang berbeda dan beberapa pekeijaan dengan panjang 
tempo yang berbeda pula. Pcndekatan NBN mcngijinkan ckspansi kc 
dimcnsi, dengan kata lain NBN mampu mengadopsi pcrsoalan 
pekerjaan, scjumlah mesin, dan sejumlah waktu alokasi. 
Ketiga, konvergensi menuju suatu pcmecahan yangji:wsihle 
tergantung pada persoalan yang ditangani. Hasil uji coba mcnunj 
model ini tidak bisa mcndapatkan pcmccahan yang feasible untuk 
dengan pembatas (constraint) yang kctat. Hasil pcngamatan 
ternyata benar bahwa konvergensi ditcntukan olch aproksimasi 
waktu r dari pcrsamaan differensial yang merupakan pcrsamaan 
saraf dan tidak ditentukan oleh dimensi NBN. Dimensi NBN hanya 1'"'1r'n"'" 
terhadap waktu komputasi. 
Kecmpat, nilai awal untuk Lagrange multiplier, A.u(O), sangat 
pada konvergensi menuju solusi yangjeasihel. Pemilihan nilai awal 
akan mcmpcrccpat waktu komputasi karcna mcngurangi jumlah 
terhadap jaringan. Sejumlah nilai awal mungkin baik untuk bcbcrapa 
tctapi tidak untuk bcberapa pcrsoalan yang lain. Cara yang paling m 




Saran yang bisa diajukan untuk Tugas Akhir ini dapat di 
berikut. Saran yang diajukan berkaitan dcngan pcrumusan konst 
saraftiruan yang digunakan dan untuk pengembangan pcrangkat I 
Pcrtama, pcrlu dilakukan studi lcbih lanjut untuk mcndapatka 
/La(O), yang 'baik' untuk Lagrange multiplier. Sehingga nilai awal 
terscbut tidak lagi dipcroleh dari scrangkaian ckspcrimcn, 
suatu perumusan yang mengurangi faktor kctidakpastian. 
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_1anngan 
Kedua, pengcmbangan perangkat lunak dapat dcngan 
memperbaiki metode komputasi yang digunakan. Sehingga dapat faatkan 
sumbcr daya komputer sccara optimal. Dcngan dcmikian kincrja OCI"akll!k<at lunak 
dapat ditingkatkan. 
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LAMI)IRAN 8 
RANGKlJMAN PI~TlJNJlJK PENGGlJNAAN 
Gambar B.l menampilkan perangkat lunak MJSP Appli dengan 
halaman utamanya. Fasilitas yang aktif hanya untuk mcmbuka 
membuat berkas baru, dan keluar dari program. Seperti dijelaskan dalam bab 
sebelumnya, perangkat lunak dibuat dengan Borland C++ Builder P 
di atas sistem opcrasi Windows 95. Sclanjutnya, manaJemcn 
pcnanganan piranti discrahkan pada sistcm opcrasi. 
Gambar B. I Halaman Utama Perangkat Lunak MJ.SP Appli · 





dengan scluruh menu yang disediakan pada saat ada scbuah 
Bcrkas tersebut bisa berupa bcrkas yang sudah ada atau mcrupakan 
baru dibuat. Semua fasilitas aktif kccuali fasilitas yang bcrkaitan u'-'••uu• 







Gambar 13.2 Perangkat Lunak M/,\'P Application 





Struktur menu dan opcrasi yang dilakukan ditunjukkan dal 
berikut ini. 
Tabel B. I Struktur Menu 































tabcl B. I 
ter 
saraf 
me sin 
rangkal 
