We prove that an auxiliary two-point boundary value problem presented in V. L. Kharitonov, Lyapunov matrices for a class of time delay systems, Systems & Control Letters 55 (2006) 610-617 has linearly dependent boundary conditions, and consequently a unique solution does not exist. Therefore, the twopoint boundary value problem presented therein fails to be a basis for constructing Lyapunov matrices for the class of time delay systems investigated.
Introduction
In [1] , the author considers a stable linear time-delay system of the form (1) and is interested in
where Φ( ) t is the fundamental matrix and ⋅ ( ) U is well-defined and is referred to as a Lyapunov matrix. It was shown in both [1] and [2] , and references therein, that ⋅ ( ) U is characterized by a dynamic, a symmetric, and an algebraic property 
Note that ( ) x t is an ×1 n vector function of time; ⋅ ( ) G and ⋅ ( ) U are × n n function matrices; 0 A , 1 A , and = T W W are × n n constant matrices; and h a nonnegative scalar.
To solve for ⋅ ( ) U , [1] proposed solving for (3) indirectly by first solving for an auxiliary two-point boundary value problem and use the solution of this auxiliary system to construct a solution to (3) . The following concrete example was provided in Section 4 of [1] θ θ θ 
with boundary conditions
The work [1] , and similarly [2] , does not examine existence and uniqueness of solutions conditions for the auxiliary two-point boundary value problem ( 
Linear Dependence of Boundary Conditions
Rewriting the auxiliary two-point boundary value problem in Kronecker product form [3] , equation (4) becomes 
( ) x vec X , and = n n matrix of zeros. Note the following properties follow from [3] Moreover, equation (7) becomes 
Evaluating the following at τ = 1 and plugging in (9) 
T Z V -one we initially guess to be in the row space of (9) -and investigate instead the squared matrix 
which after evaluating (10) at τ = 1 and plugging in (12) we get 
Note that from = (13) is less than 2 3n , then this implies at least + 2 1 n rows of (13), and similarly (12), can be eliminated. This implies that (11), and similarly (9), must be linearly dependent. This is further investigated in the subsequent Theorem 1 and Corollary 1 which are influenced by an analysis appearing in [4] .
, where H is given by (8) and J by (13).
Proof: 
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