Our behavior entails a flexible and context-sensitive interplay between brain areas to integrate information according to goal-directed requirements. However, the neural mechanisms governing the entrainment of functionally specialized brain areas remain poorly understood. In particular, the question arises whether observed changes in the activity for different cognitive conditions are explained by modifications of the (intrinsic) inputs or (extrinsic) recurrent connectivity? Here, we show that fMRI transitions over successive time points -a new version of dynamic functional connectivity compared to usual definitions -convey information about the task performed by 19 subjects, namely watching a movie versus a black screen (rest). We use a theoretical framework that extracts this information to characterize the mechanisms underlying cortical coordination at the whole brain level. Our approach relies on our recent network model that was introduced for resting-state fMRI and estimates both the amplitude of input fluctuating activity to each of the 66 cortical regions and the strengths of cortico-cortical interactions between them. In our model, the change of condition does modify the (extrinsic) recurrent connectivity as much as the (intrinsic) inputs, which are putatively related to the movie stimulus. However,, detailed changes in connectivity preserve a balance in the propagation of fluctuating activity and select specific pathways that integrate sensory information from the visual and auditory systems to high-level regions of the brain.. These findings speak to a dynamic functional integration that underlies the hierarchical processing in the brain.
INTRODUCTION
The brain comprises a large number of functionally distinct areas in which information and computational processes are both segregated and integrated (Van Essen et al., 1992; Biswal et al., 1995) . A fundamental question in system neuroscience is how information can be processed in a distributed fashion by the neuronal architecture. Brain regions exhibit a high degree of functional diversity, with a massive number of connections that coordinate their activity. Accordingly, empirical evidence from functional magnetic resonance imaging (fMRI), electro-encephalography (EEG), magneto-encephalography (MEG) in humans, as well as cell recordings in animals, supports the notion that brain functions involve multiple brain areas (e.g., Cabeza and Nyberg, 2000) . Long-range synchronization of brain activity has been proposed as a dynamical mechanism for mediating the interactions between distant neuronal populations at the cellular level (Engel et al., 2001; Fries, 2005) , as well as within large-scale cortical subnetworks both at rest (Grecius et al., 2003; Fox and Raichle, 2007; Brookes et al., 2011; de Pasquale et al., 2012 ) and when performing a task (Hipp et al., 2011; Betti et al. 2013 ).
Depending on the task, cortical dynamics reshape the global pattern of correlated activity observed using neuroimaging -or functional connectivity (FC) -as compared to the so-called resting state (de Pasquale et al., 2015; Spadone et al., 2015) . Presumably, both sensory-driven and cognitive-driven processes are involved in shaping FC. In particular, the temporal aspect of fMRI signals has been much studied -in relation to tasks performed by subjects -via the concept of 'dynamic FC' (Hutchison et al., 2013) , but the usual definition evaluates FC over period of minutes and studies its fluctuations over time. At the timescale of successive TRs, it has recently been demonstrated that transitions in fMRI activity convey information about the behavioral states (Mitra et al. 2015) . However, it remains unclear how to extract this functionally relevant information in those measurements and relate them to the underlying cortical coordination.
In this paper, we examine the specific role played by long-range neuro-anatomical projections between brain areas in shaping the intracortical communication, resulting in the measured FC. We rely on the well-established hypothesis that both the activity and coordination of different regions depend on both the local activity and intracortical connectivity (Stephan et al., 2004) . Based on dynamic models for blood oxygen level dependent (BOLD) activity at the level of a cortical region, techniques have been developed to estimate the connectivity strengths: the notion of 'effective connectivity' (EC) describes causal pairwise interactions at the network level (McIntosh and Gonzalez-Lima, 1994; Friston, 2002; Honey et al., 2007; Friston and Dolan, 2010; Deco et al., 2011; Cabral et al., 2011) . The distinction between functional and effective connectivities is crucial here: FC is defined as the statistical dependence between distant neurophysiological activities, whereas EC is defined as the influence one neural system exerts over another (Friston et al., 2003) . In neurophysiology, EC was originally defined as the simplest circuit diagram that could replicate observed patterns of functional connectivity (Aertsen et al., 1989 ).
Here, we use a noise-diffusion network model (or multivariate Ornstein-Uhlenbeck process) to capture spatiotemporal information in FC, namely, BOLD covariances with and without time shifts. EC is the directed network connectivity that governs the propagation of the fluctuating activity that generates FC at the global level. Both EC and region-specific input variabilityrespectively extrinsic and intrinsic to the local neuronal population of each ROI -are inferred using a recently proposed method (Gilson et al., 2016) ; the present paper is the first application to task-evoked fMRI data. The integration of anatomical data obtained from diffusion spectrum imaging (DSI) is crucial to constrain EC. The network estimates then provide a mechanistic explanation for the information propagation and integration in the brain observed via the fMRI data.
MATERIAL AND METHODS

Study design for Empirical fMRI data during Resting and Passive Movie Viewing:
We re-analyzed BOLD imaging data reported in our previous papers (Hlinka et al., 2011; Mantini et al., 2012; Mantini et al., 2013) . Twenty-four right-handed young, healthy volunteers (15 females, 20-31 years old) participated in the study. They were informed about the experimental procedures, which were approved by the Ethics Committee of the Chieti University, and signed a written informed consent. The study included a resting state with eyes opened and a natural viewing condition. In the resting state, participants fixated a red target with a diameter of 0.3 visual degrees on a black screen. In the natural viewing condition, subjects watched (and listened) to 30 minutes of the movie 'The Good, the Bad and the Ugly' in a window of 24x10.2 visual degrees. Visual stimuli were projected on a translucent screen using an LCD projector, and viewed by the participants through a mirror tilted by 45 degrees. Auditory stimuli were delivered using MR-compatible headphones.
Data acquisition:
Functional imaging was performed with a 3T MR scanner (Achieva; Philips Medical Systems, Best, The Netherlands) at the Institute for Advanced Biomedical Technologies in Chieti, Italy.
The functional images were obtained using T2*-weighted echo-planar images (EPI) with BOLD contrast using SENSE imaging. EPIs comprised of 32 axial slices acquired in ascending order and covering the entire brain (230 x 230 in-plane matrix, TR/TE=2000/35, flip angle = 90°, voxel size=2.875×2.875×3.5 mm3). For each subject, 2 and 3 scanning runs of 10 minutes duration were acquired for resting state and natural viewing, respectively. Only the first 2 scans are used here, to have the same number of time points for the two conditions. Each run included 5 dummy volumes -allowing the MRI signal to reach steady state and an additional 300 functional volumes that were used for analysis. Eye position was monitored during scanning using a pupil-corneal reflection system at 120 Hz (Iscan, Burlington, MA, USA). A three-dimensional high-resolution T1-weighted image, for anatomical reference, was acquired using an MP-RAGE sequence (TR/TE=8.1/3.7, voxel size=0.938x0.938x1 mm3) at the end of the scanning session.
Data processing:
Data were preprocessed using SPM8 (Wellcome Department of Cognitive Neurology, London, UK) running under MATLAB (The Mathworks, Natick, MA). The preprocessing steps involved:
(1) correction for slice-timing differences (2) correction of head-motion across functional images,
(3) coregistration of the anatomical image and the mean functional image, and (4) spatial normalization of all images to a standard stereotaxic space (Montreal Neurological Institute, MNI) with a voxel size of 3×3×3 mm 3 . Furthermore, the BOLD time series in MNI space were subjected to spatial independent component analysis (ICA) for the identification and removal of artifacts related to blood pulsation, head movement and instrumental spikes (Sui et al., 2009 ). This BOLD artifact removal procedure was performed by means of the GIFT toolbox (Medical Image Analysis Lab, University of New Mexico). No global signal regression or spatial smoothing was applied.
For each recording session (subject and run), we extracted the mean BOLD time series from the 66 regions of interest (ROIs) of the brain atlas used in Hagmann et al. (2008) ; see Table 1 for details. For each ROI, we calculated the overall percent signal change value in the natural viewing condition using the resting state condition as baseline. For resting state and natural viewing sessions separately, we concatenated the BOLD time series for each region, and calculated the 66x66 correlation matrix representing the FC between each pair of cortical areas.
Structural Connectivity Matrix:
Anatomical connectivity was estimated from Diffusion Spectrum Imaging (DSI) data collected in five healthy right-handed male participants (Hagmann et al., 2008; Honey et al., 2009 ). The gray matter was first parcellated into 66 ROIs, using the same low-resolution atlas used for the FC analysis (Hagmann et al., 2008) . For each subject, we performed white matter tractography between pairs of cortical areas to estimate a neuro-anatomical connectivity matrix. In our method, the DSI values are only used to determine the skeleton: a binary matrix of structural connectivity (SC) obtained by averaging the matrices over subjects and applying a threshold for the existence of connections. The strengths of individual intracortical connections do not come from DSI values, but are optimized as explained below.
It is known that DSI underestimates inter-hemispheric connections (Hagmann et al., 2008) .
Homotopic connections between mirrored left and right ROIS are important in order to model whole-cortex BOLD activity (Messé et al. 2014 ). Therefore we add for all ROIs homotopic connections, which are also tuned during the optimization. This increases the density of structural connectivity (SC) from 27% to 28%.
Empirical covariances:
For each of the two sessions of 10 minutes for rest and movie, the BOLD time series t i s for each (1)
For each individual and session, we calculate the time constant x τ associated with the exponential decay of the autocovariance function τ ii Q averaged over all regions:
(2) This is used to calibrate the model, which is subsequently optimized to reproduce the empirical and evolves depending on the activity of other populations:
Here, i dB is colored Gaussian noise with covariance matrix Σ , with the variances of the random fluctuations on the diagonal and off-diagonal elements corresponding to input cross-correlations.
In practice, we only consider input cross-correlations for homotopic regions in the visual and auditory ROIs: CUN, PCAL, LING, LOCC, ST, TT and MT (see Table 1 ). The extrinsic (between-region) effective connectivity is encoded by the matrix C , for which DSI determines the skeleton (see details above). In our model, all variables i x have zero mean and their spatiotemporal covariances arise from the noisy inputs , where expm denotes the matrix exponential. These two consistency equations allow for the quick estimation of the predicted FC matrices, without simulating the network.
Parameter estimation procedure:
We tune the model such that its covariance matrices 0 Q and τ Q reproduce the empirical FC, namely 0 Q and τ Q , with τ being either 1 or 2 TR. We summarize the essential steps of the procedure described in Gilson et al. (2016) that iteratively optimizes the network parameters C and Σ . At each step, the Jacobian J is calculated from the current value of C . Then, the model FC matrices 0 Q and τ Q are calculated from the consistency equations, using the Bartels-Stewart algorithm to solve the Lyapunov equation. The desired Jacobian update is the matrix
, which involves the FC error between the empirical and model matrices, namely
for existing connections. We impose non-negativity of the EC values during the optimization. The input variances are tuned according to
Normalized statistical scores and effective drive (ED):
We define the following z-scores for X being a matrix element ij C and ij Σ -for the whole distribution over all connections and subjects -as
where l X is the median of the corresponding distribution illustrated by the dashed-dotted line in We also define the effective drive as
with the corresponding median ED l . It measures how the fluctuating activity at region j with standard deviation jj Q 0 propagates to region i .
Non-parametric bootstrap method for significance test
From the individual estimates for the two conditions, we calculate the two means and we compare them with a null distribution comprising of generating 1000 surrogate means obtained when mixing the condition labels for each subject. Then we test -for each element ij C or ij Σ -
RESULTS
Changes in FC induced by movie viewing
We analyze BOLD signals recorded in 19 healthy volunteers recorded when watching either a black screen -referred to as rest -or a movie (2 sessions of 10 minutes for each condition). These signals are aggregated according to the parcellation of 66 cortical regions -or regions of interest (ROIs) -that are listed in Table 1 . Firstly, we examine changes in their spatiotemporal covariances between the two conditions, as these functional observables to feed the dynamic cortical model (Gilson et al., 2016) . Doing so, we also address the question of how to extract information from the BOLD time series that is relevant to discriminate between two viewing conditions. As shown in Fig. 1A , the BOLD signals do not exhibit large changes in their mean between the conditions (each cross represents a ROI), but the BOLD variances is significantly modified for some ROIs (blue crosses). Now averaging those values over all ROIs for each individual, we observe in all subjects larger variances for the movie than for rest (squares), unlike BOLD means (circles); the black lines in Fig. 1B principally concern the early visual and auditory pathways (rLOCC, lLOCC, rCUN, lCUN, rST, lST, lMT), as well as multimodal integration regions (rFUS, lFUS, rBSTS, lBSTS, rIP, lIP); in addition, we find changes for lPORB in the frontal lobe and the two central regions rPARH and lENT. Fig. 1D displays the significance for all matrix elements of FC0 and FC1.
Many studies of resting state BOLD activity focused on correlations Messé et al. 2014) , which can be considered as "spatial" FC. Fig. 1E shows that correlations also convey significant information about the two conditions (to be compared with Fig. 1D ), which is confirmed by the black cumulative histogram in Fig. 1F . However, variances are proportionally more informative for discriminating between the two conditions, which supports our approach that does not mix variances and covariances in correlations, but use them fully. Moreover, FC1 also convey a small number of significant elements (green curve).
A noise-diffusion network model to interpret spatiotemporal FC
In order to interpret the mixed increases and decreases observed in the spatiotemporal FC,
we use a dynamic model of the BOLD activity. This generative model is schematically represented in Fig. 2 , for a few cortical regions. The skeleton of the network connectivity in Fig.   2A is determined by thresholding the DSI data, which estimate the density of white matter fibers between the 66 ROIs; gray pixels indicate homotopic connections that are added post-hoc, as described in Methods. Note that we only retain information about the existence of connections and discard quantitative details of the DSI values. Importantly, the matrix C in The goodness of fit for each subject and condition is satisfactory: an example of correspondence for FC0 is illustrated in Fig. 3A (left panel) . The Pearson correlation between the model and empirical FC matrices elements is larger than 0.7 for almost all subjects and conditions -synonymous with high accuracy -as summarized in the right panel of Fig. 3A . Importantly, the model captures the change in FC between the two conditions, as illustrated in the right panels of Pearson correlation coefficient of 0.8 with p<10 -10 . Only elements corresponding to absent EC connections (in black) are not in good agreement; correcting SC with the addition of missing edges would improve this aspect, but this requires more DSI data. To further verify the robustness of estimated parameters, we repeat the same estimation procedure using FC0 and FC2, that is, a time shift of 2 TR instead of 1 TR. We found nearly identical Σ estimates and very similar C estimates (see Fig. 3D ), in a similar manner to our previous results for resting-state data (Gilson et al., 2016) .
To characterize the respective effect of the model parameters, we relate them to the FC observables. As shown in Fig. 3E (left 
Estimation of cross-input correlations
A specific aspect of the model optimization concerns cross-correlated inputs, embodied in the non-diagonal elements of Σ. This feature represents ROIs that receive common information via their inputs. We restrict our study to the comparison between the absence of cross-correlations and their presence for 7 pairs of homotopic visual and auditory ROIs (both left and right CUN, PCAL, LING, LOCC, ST, TT, MT); their actual values are estimated in the same manner as the input variances during the optimization. Performing the estimation procedure for both models, we evaluate in Fig. 4A the significance of the changes in Σ, which is measured by Welch's t-test as in Fig. 1C . Many changes concern cross-correlated inputs ('x') when they are present, suggesting that they are important to model.
Another important point is that the ranking -which is similar for both models for common input elements -significantly differs from that in Fig. 1B . This means that the changes observed in the model BOLD variances are not solely related to their individual inputs -for example, the increase in the variance of rIP in Fig. 1C does not come from the corresponding Σ value. Instead, our model captures network effects to collectively explain the changes for all ROIs.
In Fig. 4B , the between-hemisphere and inter-hemisphere parameters are grouped together (circles and triangles, respectively) in order to compare the two models. In particular, it examines how these estimates explain the increase of empirical FC -from rest to movie, as measured by the log ratio on the y-axis -observed with equal magnitude within and between hemispheres. The model without cross-correlated inputs (in black) slightly overestimates the increase in interhemispheric connectivity compared to the model with them (in red). Apart from that, both models give similar changes in parameters. This confirms that the model inputs should be properly defined based on further anatomical knowledge for existing common inputs. For simplicity, we only consider such inputs for sensory ROIs involved in the task here.
Movie viewing induces greater changes in (intrinsic) activity than (extrinsic) connectivity
We now analyze the differences of the estimated parameters between rest and movie at the whole network level. The power of our model-based approach is to disambiguate intrinsic from extrinsic causes, following previous studies on effective connectivity (Friston et al. 2003; Battaglia et al., 2012) . The distribution of Σ -over all subjects and relevant matrix elements -is more affected than that of C, as shown in Fig. 5A . Moreover, these changes are also more significant, as represented in Fig. 5B by the cumulative histograms of the -log(p-value)
corresponding to the parametric t-test for each C and Σ matrix element (in a similar manner to Fig.   1 D) . Changes with p-value<0.01 (uncorrected) for Σ identify 9 ROIs out of 66 (14%) and 3 interhemispheric correlated inputs out of 7 (43%), whereas only 87 connections out of 1180 (7%) are concerned for C. In summary, changes in intrinsic inputs are stronger both in magnitude and in significance.
Sensory integration in the visual and auditory cortical systems
Now we turn to a detailed analysis of the ROIs where the changes in Σ occur, which are located in the occipital and temporal regions as illustrated in Fig. 6A . The ROIs with most significant changes (from Figs. 4A and 5B) concern visual and auditory ROIs. To further characterize the significance of the changes in both C and Σ, we perform a non-parametric significance test based on bootstrap (see Methods for details): for each matrix elements, we build a null distribution making surrogates for the mean value over the subjects by mixing the rest and movie labels. With p-value<0.001 (uncorrected), we find increases of diagonal Σ values for 10 out of 14 ROIs in the early visual and auditory pathways (both LOCC, PCAL, ST, MT as well as rCUN and lIT). Moreover, correlated inputs to LOCC, PCAL, ST, MT increases as well. We explain this increased intrinsic activity by a larger stimulus load to those ROIs for movie than rest.
We also find an increase of Σ for 6 ROIs related to multimodal integration: FUS, TP and IP from both hemispheres. Last, 7 other ROIs exhibit similar increases for Σ: both ENT and PSTC, as well as rMOF, rPARH and lPORB. On the EC side, 25 changes in C involve visual and auditory ROIs, versus 9 that do not.
Together, these parametric and non-parametric statistical analyses point at visual, auditory and integration ROIs. We thus focus on those subsystems, whose anatomical SC is represented in in Methods). As expected from Fig.5 , changes in Σ scores are larger than those in C.
Dynamical balance in the integration of sensory inputs
In order to make sense of the smaller and diverse (both positive and negative) changes in C, we define the 'effective drive' (ED): it measures -for each connection -to which extent the local fluctuating activity (i.e., standard deviation of BOLD signal) of the source ROI is transferred to the target ROI, as illustrated in Fig. 7A . For the noise-diffusion network, ED is a canonical measure for the propagation of fluctuations. We further define a statistical z-score for ED similar to that for Σ and C; see Eq. (4) in Methods. In Fig. 7A , ED clearly shows the hierarchical processing from visual and auditory ROIs to the associative or integrative ROIs (FUS and BSTS).
Importantly, this bimodal information integration is enhanced when watching a movie compared to a black screen. The difference ΔED between the effective drive in movie and rest is shown in the middle panel of Fig. 7B : most increases concern diagonal elements and, interestingly, the z- 
Path selection in the cortical network
Now we step back to the whole cortex and analyze the changes in ED for all ROIs grouped into 6 functional ensembles: in addition to the visual, auditory and integration regions examined in Figs. 6 and 7 , we examine motor, frontal and central regions; see the table in Fig. 8A .
These groups are defined for illustration purpose and do not follow strict functional categorization. At the global level, ED exhibits an increase of forward interactions from the visual and auditory groups to the integration, frontal and central areas. A moderate increase of feedback from integration to the visual system can also be observed.
However, the global view in Fig. 8A may conceal detailed changes in specific pathways.
To analyze the network propagation in more depth, we use the Louvain method (Blondel et al., 2008) on the ED matrix in both conditions to cluster ROIs: in Fig. 8B , darker pixels indicate a participation index in the same cluster for each pair of ROIs. When watching the black screen, we observe that the visual regions are strongly bound together with a few central ROIs; meanwhile, the auditory group is strongly clustered with the integration, motor and frontal groups. In the movie condition, the integration group splits such that some ROIs cluster with the visual group (as well as central ROIs in green), while the others remain functionally linked to the auditory ROIs. This is another important finding: the two hemispheres are more dynamically connected -as measured by ED -for movie than rest. This especially concerns the participation index of the integration and frontal ROIs (purple and cyan), which are linked to the movie and auditory groups, respectively. Similar results were obtained when applying the Louvain method to the connectivity matrix C, instead of ED. This underlines a selective coordination of cortical paths to implement a distributed processing of information.
DISCUSSION
Our results shed light on a fundamental question in neuroscience: how do inputs and connectivity locally interact to generate large-scale integration of information in the brain? To address this question, we use a recently developed model-based approach to interpret functional connectivity, which is the whole-cortex pattern of correlated activity; the present work is the first application to task-evoked activity. The proposed generative model provides quantitative estimates of (extrinsic) effective connectivity and (intrinsic) local excitability. Their combination shapes the information flow in the recurrent cortical network, resulting in FC. In essence, the model allows for the interpretation of cortical communication from task-evoked BOLD time series.
A major finding concerns the reorganization of the extrinsic connectivity during movie viewing, namely how EC is adjusted to select specific pathways for the integration of information.
Locally in the auditory and visual systems, it includes a down-regulation of forward connections in a compensatory manner, such that regional inputs do not saturate the network; meanwhile, some specific backward connections are boosted to enable the efficient transmission of top-down signals to sensory areas, despite their activity increases (Fig. 7B) . The dynamic balance is expected to be task dependent -in particular in regard of stimulus-related inputs -and speaks to functional synchronization at the network level (changes in BOLD variances in Fig. 1 ). Our results are in line with previous studies that observed such balanced activity from the neuronal level (Destexhe et al., 2003; Dehghani et al., 2016) to the cortical level (Deco and Corbetta, 2011) .
Although the connectivity matrices corresponding to the rest and movie conditions may appear rather similar in structure ( Figs. 5A and 6C) , their details induce dynamics that lead to a different community pooling (Fig. 8B) . At the global level, we observe that homotopic areas increase their information exchange via inter-hemispheric connections (especially parietal and frontal areas), when watching the movie. Note that the model should be extended to incorporate subcortical areas in order to further analyze this inter-hemispheric integration; for example, many correlated inputs to cortical regions may originate from the thalamus. Nevertheless, our model illustrates how the cortex becomes specialized when engaging a task, while specific high-level
ROIs remains rather stable and perform global integration by binding the whole cortex (a few parietal and central ROIs in Fig. 8B ). This illustrates an elaborate scheme of functional segregation and integration, which is dynamically regulated, but supported by the same structural network (Battaglia et al., 2012) .
Beyond the task analyzed here, our study demonstrates that spatiotemporal BOLD (co)variances convey important information about the cognitive state of subjects. This version of dynamics FC corresponds to transitions of fMRI activity between successive TRs; this statistics is averaged over the whole recording period, in contrast to other time-dependent measures such as inter-subject correlations (Hasson et al., 2004) , metastability or measures of dynamic FC averaged over minutes, corresponding to periods of more than 30 TRs (Hutchinson et al., 2013) . This was already suggested by our previous analysis of resting state (Gilson et al., 2016) and is in line with recent results that focused on the temporal component of BOLD signals (Mitra et al., 2015) . Moving beyond the analysis of spatial FC, namely covariances without time shift (FC0) or BOLD correlations, is thus a crucial step toward a better interpretation of fMRI measurements. The advantage of our optimization method compared to multivariate autoregressive models lies in incorporating information from DSI, which enhances the robustness of the estimation, or constraints on the parameters (non-negativity for C, selected non-zero elements for Σ). Importantly, our approach based on EC for the whole cortex allows us to move from a structure-centric (Cordes et al., 2000) to a network-specific analysis. This offers a new perspective on the interpretation fMRI data: as the amplitudes of BOLD fluctuations (i.e., variances) are informative about the task -and appear consistent with neural computations performed by the cortical areas -the amplitude of region-specific fluctuating inputs determine the local dynamical regime in the proposed model.
The study of neuronal dynamics over the whole cortex is the key to understand the distributed processing of information, as it bridges structure to function. The notion of effective connectivity -as a fingerprint for the dynamical state of the cortex -developed in the present framework is related to the approach of dynamic causal modeling, in the sense that statistical dependences of the ROIs' activities also depend on the input variables (Σ). The results in Fig. 4D show that inputs must be estimated as well as effective connectivity, to explain observed changes in FC0. As shown in Fig. 1 , lagged covariances FC1 convey crucial information that discriminates between the states of functional integration. Importantly, the noise in the proposed model is et al. (2008) in alphabetical order. ROIs indexed from 1 to 33 concern the right hemisphere, those from 34 to 66 the left hemisphere (in reverse order of the left hemisphere). We add inter-hemispheric connections (gray pixels on anti-diagonal) as they are known to miss from DSI data. The formatting of all matrices in the present work shows the source and target ROIs on the x-axis and y-axis, respectively, as displayed here even though SC is symmetric. B: The parameters of the model are the recurrent connectivity C, that is EC, and the input covariances Σ (variances on the diagonal). Contrary to SC, EC is directed, as represented by the red arrows with various thicknesses for reciprocal connections. Some connections may also have zero weights (dashed arrow), equivalent to an absence of connections for the network dynamics. C: From the parameters, the model FC0 and FCτ matrices are calculated and compared to their empirical counterparts, which in turn gives the updates δC and δΣ for the model. The optimization is performed until the minimal matrix distance is reached between the model and empirical FC matrices (average of both sets). Comparison of three models that combine the estimated C and Σ in the following manner: X/Y corresponds to C X and Σ Y with X and Y being either rest (R) or movie (M). The error bars correspond to the variability over the subjects of the Pearson correlation coefficients between the elements of FC matrices generated using C X and Σ Y and their empirical counterparts.
Fig. 4: Estimation of cross-correlated inputs. A:
Σ elements with most significant changes for two models: one with cross-correlated inputs for visual and auditory ROIs (left), and one without (right). In addition to inputs to left and right ROIs, xROI indicates cross-correlated inputs, as indicated by dashed purple arrows on the left diagram. B:
Comparison of the effect of the presence (red) or absence (black) of cross-correlated inputs on the parameters estimates. The circles indicate the change (log ratio of movie versus rest) for the summed within-hemisphere parameters, while triangles correspond to between-hemisphere parameters.
Fig. 5: Global changes in the estimated cortical connectivity C and input variances Σ.
A: Histograms of C and Σ values in the two conditions. The median for each distribution of the rest condition is indicated in dashed-dotted line. B: Significance of the changes in C and Σ obtained from Welch's t-test (uncorrected). The plotted color corresponds tolog 10 (p-value), estimated with the same t-test between the two conditions as in Fig. 1 for FC. For Σ, the 7 cross-correlated inputs for visual and auditory ROIs are in the right column indicated by 'x', while the individual inputs to all ROIs are in the left column 's'. The right panel displays the cumulative distribution of p-values similar to Fig. 1F . The concerned ROIs are the same as in Fig. 4D and E, namely the early visual and auditory pathways and three integration ROIs. B: Changes in effective drive for ROIs between rest and movie (middle panel), as well as contributions from ΔC (right) and ΔΣ (left).
Fig. 8: Path selection and inter-hemispheric integration in the cortex. A:
Changes in effective drive between ROIs pooled in 6 groups: visual in red, auditory in dark blue, integration in purple, motor in yellow, frontal in cyan and "central" in green. The change is calculated in % of the value for rest. The lists of the group concern ROIs from both hemispheres. B: Communities estimated using the Louvain method from the effective drive in Fig. 7 for each of the two conditions. The plotted values correspond to averages over the subjects, for each of which the Louvain method was applied 10 times on the ED matrix. The connections within the groups are displayed in color. ROIs are ordered to show the left and right hemispheres separately.
