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We study how the color and polarization of ultrashort pulses of visible light can be used to control
the demagnetization processes of the antiferromagnetic insulator Cr2O3. We utilize time-resolved
second harmonic generation (SHG) to probe how changes in the magnetic and structural state evolve
in time. We show that, varying the pump photon-energy to excite either localized transitions within
the Cr or charge transfer states, leads to markedly different dynamics. Through a full polarization
analysis of the SHG signal, symmetry considerations and density functional theory calculations, we
show that, in the non-equilibrium state, SHG is sensitive to both lattice displacements and changes to
the magnetic order, which allows us to conclude that different excited states couple to phonon modes
of different symmetries. Furthermore, the spin-scattering rate depends on the induced distortion,
enabling us to control the timescale for the demagnetization process. Our results suggest that
selective photoexcitation of antiferromagnetic insulators allows fast and efficient manipulation of
their magnetic state.
I. INTRODUCTION
Selective control with resonant light pulses is an emerg-
ing route for manipulating the properties of transition
metal oxides. Selectivity has been achieved through
resonant excitation of magnetic dipole modes in anti-
ferromagnets1 and multiferroics2, or through IR-active
phonon modes, in order to drive insulator-metal transi-
tions3 and superconductivity4,5.
Ultrafast control of the magnetic state, in particular,
could have a strong impact on magnetic recording tech-
nology. Ultrafast demagnetization is a complex process
involving strong coupling between electronic, spin, and
structural degrees of freedom which is dependent on the
type of magnetic order and band structure6,7. Control-
ling these interactions is key for developing magnetic de-
vices that can fully exploit femto-magnetism. Antifer-
romagnetic (AFM) materials are insensitive to external
magnetic fields8 and are more stable when miniaturized
9 than ferromagnets. Moreover the absence of a net mag-
netic moment can enable much faster control of spin dy-
namics 10.
Despite these possibilities, spin dynamics in AFM ma-
terials are still not well understood. Conventional tech-
niques used to study the femtosecond dynamics of mag-
netic materials cannot be applied to AFM materials as
they lack a net magnetic moment and alternative tech-
niques are required. The advent of free electron lasers
has enabled the study of spin dynamics through resonant
elastic 2,11–13 or inelastic magnetic scattering14. How-
ever, optical techniques such as linear magnetic birefrin-
gence15,16 or second harmonic generation (SHG)17 can
also be used.
Due to the small band gaps in many transition metal
oxides, selective control has focused on the THz or mid-
IR spectral region, which may reduce the speed at which
the material can be driven. This is observed in the man-
ganites, where it has been shown that the melting of an-
tiferromagnetism via IR-active phonons is an order of
magnitude slower and less efficient than when exciting
above the band gap at 1.5 eV12.
Cr2O3 is an ideal material to demonstrate ultrafast
control of demagnetization at higher speeds. The band-
gap is in the near UV, enabling optical control over a
broader range of wavelengths. The magnetic state has
been well characterized by SHG spectroscopy17,18, thus
experiments can be performed with a regular laboratory
setup and the static optical and electronic properties
of the material are significantly better understood than
those of other correlated materials, enabling an greater
chance for understanding the dynamics induced by the
laser pulse.
In this paper, we show that electronic visible photoex-
citation can be used to selectively control the structural
and magnetic properties of Cr2O3. By measuring the
time- and polarization-resolved second harmonic signal,
we show that different electronic in-gap states couple to
different phonon modes. As these modes are responsible
for the spin scattering process, we can control the de-
magnetization rate by as much as 25% by changing the
photon energy used to excite the system.
II. SAMPLE CHARACTERIZATION AND
EXPERIMENTAL DETAILS
A single crystal of Cr2O3, cut perpendicular to the
trigonal z axis, was grown using the flux method and
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2was polished to a thickness of approximately 10µm and,
unless otherwise stated, cooled to 77 K. The measured
sample absorbance is shown in Fig 1a. Due to the small
sample size and thickness it was not possible to mea-
sure attenuations greater than 2 orders of magnitude due
to the dominance of scattered light around the sample
edges. Optially, Cr2O3 can be considered a 100% doped
ruby crystal. The absorbance shows two broad peaks
(4T1 and
4T2), corresponding to crystal field excitations
within the 3d levels of the Cr ion which preserve the
spin orientation of the photo-excited electron. The res-
onances are broadened due to a strong electron phonon
coupling. In addition, a low energy narrow resonance
(2E) is observed which corresponds to a dipole forbidden
transition in which the spin is flipped but the spatial part
of the wavefunction is the same as the ground state19.
The high contrast between the transmission of light on
and between the resonances and the narrow Raman spec-
tra (Fig 1d) indicate that the sample is of high quality.
In the ruby laser, the 4T1 and
4T2 levels are optically
pumped and the excited electrons decay non-radiatively
to the 2E state on sub picosecond timescales20. As this
process results in a spin flip, the lifetime of the excited
state is very long and is used for lasing. Cr2O3, unlike
Ruby, is anti-ferromagnetic, so the spin flip process can
lead to rapid demagnetization. In this paper we track
this process using time-resolved SHG.
Cr2O3 is centrosymmetric with the crystallographic
point group 3¯m. The presence of inversion symmetry for-
bids conventional SHG of the electric field, E; however
an axial source term M ∝ χ(2)m EE is allowed. Below the
Ne´el temperature, TN = 308 K, the Cr ions order antifer-
romagnetically along the trigonal z-axis, enabling an ad-
ditional polar source term P ∝ χ(2)e EE. Both χ(2)e and
χ
(2)
m satisfy the symmetry relations of the point group 32:
χ
(2)
xxx = −χ(2)xyy = −χ(2)yxy = −χ(2)e/m22. For light traveling
along the trigonal z axis, this gives rise to a SHG scat-
tering pattern that depends on the linear polarization in
the (x, y) plane as
ISHG(θ) ∝ |χ(2)e sin(3θ)− χ(2)m cos(3θ)|2I2f , (1)
where If is the intensity of the fundamental beam and
θ is the polarization angle relative to the crystallo-
graphic y-axis. Furthermore, the non-linear suscepti-
bilities can be expanded as a function of the antifer-
romagnetic order parameter, l, as χ
(2)
e = c1l(T ) and
χ
(2)
m = c2 + c3l
2(T )19,23,24.
The ci coefficients are temperature independent, but
depend on the photon energy of the light used to probe
the sample; resonant enhancement occurs for photon en-
ergies around 1.08 eV due to the crystal field effects in
the final state18,23. Thus resonant SHG is both sensitive
to the magnetic order and the crystallographic structure
surrounding the Cr3+ ions.
The temperature dependence of the static SHG signal
was measured with the output of an optical parametric
amplifier (OPA), pumped by the output of a Ti:sapphire
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FIG. 1. (a) The absorbance of Cr2O3. Black markers corre-
spond to measured values of our 10 µm thick sample at 77 K.
Blue line is a guide to the eye based on the measurements
found in Ref21. The 4T1 and
4T2 states correspond to transi-
tions within crystal field split states of the Cr 3d levels which
preserve the spin of the electron. The 2E state corresponds to
a spin-forbidden transition. The colored arrows indicate the
pump wavelengths used in the time resolved experiments and
the black dashed arrow corresponds to the second harmonic
of the probe. (b) Polarization and temperature dependence
of the SHG signal from Cr2O3 measured with a fundamental
photon energy of 1.08 eV. Solid lines are fits to the data using
Eq. 1. (c) Temperature dependence of the antiferromagnetic
order parameter l(T ) extracted from the fits from (b) giving
TN = 314 ± 5 K. (d) Raman spectrum for two different exci-
tation wavelengths, demonstrating coupling to Eg modes is
stronger for longer wavelengths at room temperature.
laser at a repetition rate of 5 kHz and tuned to the 1.08
eV (1150 nm) resonance. The pulse duration was approx-
imately 60 fs. The SHG signal was measured in trans-
mission with a high and low pass filter to separate out
the 2.16 eV (575 nm) SHG signal from the fundamental
and third harmonic light. A polarizer and half-waveplate
set the linear polarization of the probe beam before the
sample and a second polarizer after the sample selects
the SHG signal at a polarization parallel to the incident
beam. These were rotated to measure the polarization
dependence of the SHG for the different temperatures
shown in Fig. 1b. From this data, the complex ci coeffi-
3cients and the temperature-dependent order parameter,
l, (Figs. 1c) were determined, in good agreement with
the literature17,18.
For the time resolved experiments, a second OPA gen-
erated the pump pulse with central wavelengths at 3 eV
(400 nm), 2.5 eV (500 nm), and 1.8 eV (700 nm) as in-
dicated in Fig. 1a, with pulse durations of order 50 fs.
These pump wavelengths are chosen in order to populate
different excited states. 2.5 eV and 1.8 eV photons pre-
dominately populate the d levels of the Cr ion, while the
higher energy 3 eV excitation also causes charge trans-
fer excitation between O and Cr ions. Furthermore, the
photon energies are detuned from the peak absorption to
ensure a greater penetration depth of the pump light.
The pump is set in a counter-propagating configura-
tion, relative to the probe, exciting the sample from the
backside and at a small angle as shown in the insert of
Fig 2a. This interaction geometry is chosen because the
SHG of the probe is absorbed in the crystal and thus
only the SHG generated at the back surface leaves the
crystal. Due to the large attenuation at 2.1 eV compared
to the pump wavelengths chosen, the probed volume is
uniformly excited.
III. RESULTS
Figure 2 shows the time-resolved change in the SHG
signal ∆I/I0 for the three pump photon energies. In the
traces shown, the pump, probe and SHG polarizations
were all parallel to the crystallographic x-axis, however,
other combinations were also measured. For all pump
photon energies, a decrease in the SHG signal is mea-
sured. At delays > 1 ps, all three signals settle to a
plateau that lasts for more than 400 ps. However, at
shorter delays (< 1 ps) additional fast dynamics are ob-
served, which strongly depend on the pump photon en-
ergy. Due to the differences in the absorption coefficient
for each pump pulse, the pump fluences were controlled
in order to give roughly the same decrease in the SHG
signal at 2 ps. However, in all cases the transient signal
was found to vary linearly with the pump fluence for all
time delays as demonstrated in Figure 2b for the case of
3 eV excitation. Thus the different dynamics observed at
early delays are not due to differences in the absorption
and the response measured at 1.8 eV excitation cannot
be recreated by changing the intensity of a 3 eV pump.
The dynamics can be fit well by
∆I(t)/I0 = Θ(t)[Ape
−t/τpm +Am(1− e−t/τpm)], (2)
where Θ(t) is the error function with a 75 fs rise, fixed
for all wavelengths, Ap and Am are the magnitudes of
changes at the spike at time zero and plateau respec-
tively, and τpm is the rapid recovery time constant, which
was found to vary from 300 ± 20 fs at 3.0 eV pumping
to 400 ± 50 fs at 1.8 eV pumping. Figure 2c shows that
the time constant obtained and the ratio between the
peak and plateau changes is independent of fluence, again
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FIG. 2. (a) Visible-pump SHG-probe signal at the three
different pump photon energies, 3.0 eV (blue circles), 2.5 eV
(green triangles) and 1.8 eV (red squares). Dashed lines cor-
respond to the fits to Eq. 2. Arrows indicate the times
at which the polarization dependence shown in Fig. 3 were
performed. The insert shows a schematic of the counter-
propagating pump-probe setup (P - Polarizer, WP - Wave
Plate, IF - Interference filters). (b) Fluence dependence of
the SHG transient signal at 3 eV from 0.25-2 mJ cm−2 show-
ing linear behavior. Dashed lines correspond to fits using
Eq. 2. (c) Fit parameters of the data in (b) showing that
both the amplitude of the peak and plateau signal vary lin-
early with fluence. The τpm time-constant is independent of
fluence.
demonstrating the linearity of the signal in this regime.
We note that similar transients were observed when mea-
suring the probe transmission at the fundamental pho-
ton energy (data not shown). However, we can exclude
pump-induced changes in the fundamental intensity as
the origin of the second harmonic dynamics because this
would give rise to a signal that scales with the square of
the pump fluence. As a result, transient changes in the
linear optical properties have a negligible effect on the
SHG transients.
In equilibrium, the intensity of the SHG signal can
be directly related to the magnetic order. However, out
of equilibrium this does not have to be the case25. In
order to assign an origin to the observed dynamics we
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FIG. 3. (a) Change in the polarization dependence of the SHG
probe at 0 ps for two perpendicular pump polarizations (x, y).
Lighter points are not measured and reconstructed from the
symmetry of the signal. Dashed lines in the 3.0 eV (A1g) and
1.8 eV (Eg) plots are fits for the ci coefficients at constant
magnetization. (b) Change in the probe polarization depen-
dence at 2 ps and corresponding fit to the scattering pattern
when the AFM order parameter, l, is reduced by 0.75%.
measured the polarization dependence of the transient
SHG signal at the peak of the change and at long times
after pumping, as shown in Fig. 3.
When the system is in the long lived state, the SHG
signal shows the same angular dependence irrespective
of the pump photon energy or polarization. In this case
the data can be accurately fitted by only reducing the
antiferromagnetic order parameter, l, in Eq. 1. Fig. 3b
demonstrates the quality of the fit for ∆l = 0.75 %. Thus
the long-lived quenching of the SHG signal results from
demagnetization. However, the angular dependence at
short delays (Fig. 3a) shows a different behavior that
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FIG. 4. (a) Sketch of the Cr2O3 unit cell in the xy-plane
showing the A1g and (b) Eg displacements of the oxygen
ions around a Cr ion (darker colors correspond to atoms at
different z positions). (c) DFT calculations for changes in
the magnitude of the nonlinear susceptibility for A1g and Eg
displacements of 0.05 A˚. The shaded area corresponds to the
measured region. The dashed line shows the calculated equi-
librium spectrum.
strongly depends on the pump photon energy and polar-
ization. This pattern cannot be fitted by changing ∆l.
Excitation at 3 eV produces an isotropic change, while
lowering the photon energy to 1.8 eV breaks the symme-
try of the SHG signal. Furthermore, the direction of the
asymmetry can be controlled by the polarization of the
pump. In this case it is clear that the SHG dynamics
near time zero are not due to the spin system alone.
IV. DISCUSSION
As the excited states that are pumped are broadened
due to electron-phonon coupling, we consider how crystal
distortions can change the SHG signal, both in terms of
amplitude and symmetry. Cr2O3 possesses A1g and Eg
Raman active modes, the motions of which are shown
in Figs. 4a and 4b. A1g modes preserve the symmetry
of the crystal and thus can only modify the efficiency of
the SHG process through a crystal-field-induced shift in
the resonance condition and should not change the po-
larization dependence. For small displacements the ci
coefficients change as as ci → ci(1 + δQA1g ), where QA1g
is the phonon amplitude and δ is the coupling constant.
Such a change can fit the polarization dependence mea-
sured for excitation at 3 eV as shown in Fig. 3a when the
magnetization is kept constant and δQA1g = −0.05.
Eg displacements lower the crystallographic point
group symmetry from 3¯m to 2/m, thus they can also
change the polarization dependence as well as efficiency.
5As the Eg mode is doubly degenerate, the direction along
which the distortion occurs can be varied in the plane.
Figure 4b depicts the case for oxygen displacements along
the y-direction. In this case the three non-zero compo-
nents of the susceptibility become independent, which
can be captured by cjkli → ci(1 + δjklQEg ), where jkl =
xxx, xyy, yxy are the indexes of the tensor elements.
Thus a minimum of three parameters are needed to de-
scribe the effect. The resulting change can fit the 1.8 eV
experimental data, with cxxxi = 0.9881ci (δ
xxxQEg =
−0.0119), cxyyi = 1.0005ci (δxyyQEg = 0.0005) and
cxyxi = 0.9915 ci (δ
xyxQEg = −0.0085) as shown in
Fig. 3a. The perpendicular scattering pattern can be
achieved when the symmetry breaking axis is rotated by
90◦. In this case the original non-zero components of the
susceptibility remain unchanged and the corresponding
components along the y axis become non-zero. The data
for pumping at 2.5 eV can be described by a combination
of the A1g and Eg responses.
These symmetry considerations are confirmed by cal-
culations of the SHG signal under the distorted crys-
tal structures obtained from density functional theory
(DFT). We obtained the electronic structure for the
ground state of Cr2O3 using the Abinit code, based on
plane waves and pseudopotentials26,27. The antiferro-
magnetic state was taken into account in the calculations.
Then the second order susceptibility was computed in
Time-Dependent DFT using the 2light code based on the
formalism developed in Ref.28. The second order suscep-
tibility is split into two parts, associated with the spin-
up and spin-down components. Spin-orbit coupling is
not included, as it is far beyond the reach of nonlinear
ab initio calculations. Therefore, as expected, see for in-
stance Ref.19, both components cancel. However, trends
can be obtained for the effects of the crystal distortion
by looking at one component only. The second order
spin-up susceptibility for the distorted structures was ob-
tained by moving the oxygen atoms along the A1g and Eg
modes at the level of the DFT calculations. The spectra
were calculated in the independent particle approxima-
tion. Convergence was achieved with 432 off-symmetry
shifted k points in the full Brillouin zone and 90 unoccu-
pied states.
The results are shown in Fig. 4c. The A1g displace-
ment induces an equal decrease of all elements, whereas
the Eg distortion breaks the degeneracy of the elements,
as expected from the above symmetry analysis. Further-
more, these calculations enable us to estimate the size
of the induced displacements from the magnitude of our
signal. The calculations were performed with a displace-
ment of 0.05 A˚ and induce changes that are larger than
those measured experimentally, thus resonant SHG is ex-
tremely sensitive to highly symmetric atomic motion.
These results enable us to build a picture for the
demagnetization process, which is sketched in Fig. 5.
The pump pulse excites electrons from the occupied 4A2
ground state which is composed of the t2g levels of the Cr
ion, into final states that depend on the photon energy.
400 fs300 fs0 fsDelay
3.0 eV
1.8 eV
FIG. 5. Part of the unit cell centered on the Cr ion and nearest
oxygen neighbors. Bold arrows correspond to the spin state.
Photoexcitation at 1.8 eV excites electrons from the t2g levels
into the eg levels while preserving the spin state. The result-
ing charge redistribution is anisotropic (blue corresponds to
more positively charged regions, red more negative) and cou-
ples strongly to the anisotropic Eg phonon mode. The elec-
trons are then scattered to a spin-flipped t2g state in 400 fs.
Thus the distortion is relaxed and the system is demagne-
tized. Excitation at 3 eV causes charge transfer from O to
Cr. This causes a symmetric charge redistribution mapping
onto the A1g phonon mode and scattering occurring within
300 fs.
Lower energy photons transfer electrons into the unoccu-
pied T states, which mix the 3d− eg and t2g levels of the
Cr ion19, changing the charge distribution in the vicinity
of the Cr ion. As these orbitals are anisotropic, neigh-
boring ions experience a different force, causing oxygen
atomic motion that is along the Eg phonon coordinate.
Higher energy photons trigger transitions that are more
of a charge transfer character, i.e. charge is redistributed
between chrome and oxygen ions. In the limit that the
charge transfer is complete, this produces a symmetric
force on the oxygen ions which couples to A1g motion.
The preferential coupling to the A1g mode for high pho-
ton energies is also confirmed by resonant Raman scat-
tering measurements shown in Fig 1d. Furthermore, the
timescale for this processes is in good agreement for the
equivalent process that occurs in ruby20.
As both Raman modes have frequencies in the region
9 - 18 THz, they respond adiabatically during the excita-
tion pulse and coherent motion of the lattice is not trig-
gered. In the distorted state, the excited electrons in both
cases can be efficiently scattered into the spin-flipped 2E
states of Fig. 1a. These states have the same spatial
distribution of charge as the ground state, but the elec-
tron’s spin is flipped19. Therefore, the force causing the
displacements is lost and the crystal relaxes, while at the
same time the magnetization is reduced. Once relaxed,
the equilibrium spin-lattice relaxation process dominates,
which is much slower. These results differ from previ-
ous measurements of spin dynamics in Cr2O3
29,30, since
we operate at lower temperatures and lower excitation
6fluences. Higher fluences and temperatures may enable
different scattering processes. However, the 300-400 fs
timescales obtained for Cr2O3 are very similar to the
timescale observed in antiferromagnetic order melting
in insulating Sr2IrO4 measured using time-resolved reso-
nant diffraction14, thus demonstrating that rapid control
of the magnetic state is possible in antiferromagnetic in-
sulators when exciting above the band gap.
V. CONCLUSION
In summary, we have shown how specific lattice modes
dictate the demagnetization rate in Cr2O3 and that the
lattice modes can be controlled by resonantly tuning the
light pulse in the visible spectral region, enabling a modu-
lation of the demagnetization rate by 25%. This control is
achieved through the presence of in-gap states that occur
within the band gap of insulating materials. Through the
control of the crystallographic structure, presented here,
or through direct excitation of the magnetic subsystem
with below gap excitation15, insulating antiferromagnets
present new opportunities for light control that are not
available in ferromagnetic metals. As the coupling be-
tween charge excitations and Raman active modes is di-
rect and occurs in the optical regime, it also has the
potential to be more efficient and easier to implement
that selective methods that require non-linear coupling
between IR and Raman active modes31.
Furthermore, we have shown that, out of equilibrium,
time resolved SHG is a powerful tool for monitoring both
magnetic and structural degrees of freedom and is capa-
ble of measuring small, symmetric atomic displacements.
When combined with theory, the ability to observe small
changes in the lattice simultaneously with the evolution
of the magnetic degree of freedom, enables measurements
in a standard laboratory which would otherwise require
large scale user facilities.
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