Introduction
Moran's I is one of the oldest statistics used to examine spatial autocorrelation. This global statistic was first proposed by Moran (1948 Moran ( , 1950 . Later, Ord (1973, 1981 ) present a comprehensive work on spatial autocorrelation and suggested a formula to calculate the I which is now used in most textbooks and
where n is number of observations, W is the sum of the weights w ij for all pairs in the system, z i = x i −x where x is the value of the variable at location i andx the mean value of the variable in question (Eq. 5.2 Kalogirou, 2003) .The implementation here allows only nearest neighbour weighting schemes. Resampling and randomization null hypotheses have been tested following the discussion of Goodchild (1986, pp. 24-26) .
Exploring the data
The lctools package has some built in data to allow for practising the various spatial analysis techniques. One of the datasets is GR.Municipalities. The latter is a SpatialPolygonsDataFrame that refers to Municipalities of Greece. The descriptive data for each municipality include demographic and economic variables the source of which are the Population Census of 2001 and the General Secretariat for Information Systems, respectively.
library(lctools) data(GR.Municipalities) names(GR.Municipalities@data)
To learn more about the above data set, try help(GR.Municipalities). To calculate the global Moran's I statistic one can make use of the function MoransI with three arguments: the coordinates of the observations, the number of nearest neighbours and the variable for which the statistic will be calculated for. The coordinates refer to the geometric centro-ids of the municipalities in Greece, the number of nearest neighbours is set to 6 and the variable to be analysed refers to the mean annual recorded income in 2001 (in Euros).
Coords<-cbind(GR.Municipalities@data$X, GR.Municipalities@data$Y) bw<-6 mI<-moransI(Coords,bw,GR.Municipalities@data$Income01) moran.table<-matrix(data=NA,nrow=1,ncol=6) colnames(moran.table) <c("Moran s I", "Expected I", "Z resampling", "P-value resampling", "Z randomization", "P-value randomization") moran. The results suggest a strong positive spatial autocorrelation that is statistically significant using either the randomization or resampling hypotheses (Cliff and Ord, 1973; 1981; Goodchild, 1986) . In order to examine the sensitivity of the above results, one could try different bandwidth sizes (i.e. number of nearest neighbours).
bw<-c (3, 4, 6, 9, 12, 18, 24) moran<-matrix(data=NA,nrow=7,ncol=7) colnames(moran) <c("ID", "k", "Moran s I", "Z resampling", "P-value resampling", "Z randomization", "P-value randomization") counter<-1 .moran[,8]) ))) xmax<-round(ifelse(abs(max(l.moran[,7])) > abs (max(l.moran[,8] 
