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Resumen
Se presentan me´todos de preprocesamiento de sen˜ales ECG, basados en te´cnicas convencionales, adaptativas
y transformada wavelet, orientados a la reduccio´n de ruidos comunes presentes en la sen˜al ECG, con la menor
distorsio´n en los complejos de la sen˜al ECG relevantes en la deteccio´n de cardiopatı´a isque´mica. Se presen-
tan me´todos de extraccio´n de caracterı´sticas en sen˜ales ECG, basados en mediciones heurı´sticas, transforma-
ciones ortogonales y transformada wavelet, todos ellos aplicados sobre latidos y complejos ST-T, obtenidos
mediante un algoritmo de segmentacio´n desarrollado, que presenta resultados notables para 12 derivaciones.
Se realiza seleccio´n efectiva de caracterı´sticas empleando me´todos estadı´sticos multivariados. La evaluacio´n
de las te´cnicas de ana´lisis se realiza mediante ana´lisis discriminante lineal y clasificador bayesiano, compa-
rando el error en la clasificacio´n en los estados de funcionalidad cardı´aca (normal y cardiopatı´a isque´mica).
xii
Abstract
Methods of signal preprocessing ECG appear, based on conventional techniques, adaptive and transformed
wavelet, oriented to the reduction of present noises common in signal ECG, with the minor distortion in
the complexes relevant of the signal ECG, in the detection of ischemic heart disease. They appear methods
of feature extration in ECG signals, based on heuristic measurements, orthogonal transforms and wavelet
transform, all of them applied on beats and complexes ST-T, obtained by means of a developed algorithm of
segmentation, that it presents remarkable results for 12 leads. Are applied two feature selection techniques
that use multivariate and univariate statistical methods. Proposed analysis techniques are evaluated by means
of linear discriminant analysis, bayesian classification and support vector machines, with the comparison of
classification error of different cardiac functional states (normal and ischemic heart disease).
xiii
Introduccio´n
La electrocardiografı´a es una de las te´cnicas ma´s utilizadas para el estudio electrofisiolo´gico del corazo´n.
Debido a que es un me´todo no invasivo, permite registrar su actividad ele´ctrica a trave´s de la superficie del
cuerpo humano dando como resultado la sen˜al electrocardiogra´fica (ECG).
Durante las u´ltimas de´cadas la electrocardiografı´a ha recibido grandes contribuciones desde distintas disci-
plinas, una de ellas es la Bioingenierı´a que ha permitido incorporar te´cnicas de instrumentacio´n y procesado
digital de sen˜ales para mejorar aspectos de adquisicio´n, monitorizacio´n, almacenamiento y procesado au-
toma´tico de las sen˜ales cardı´acas.
Una de las ramas ma´s importantes de la electrocardiografı´a es la dedicada al estudio de las enfermedades
cardiovasculares, las cuales representan la principal causa de muerte en varios paı´ses y cuyo diagno´stico
puede ser valorado por medio de las sen˜ales ECG.
Con relacio´n a este tipo de cardiopatı´as se han desarrollado herramientas efectivas para la identificacio´n y
ana´lisis de sen˜ales que se relacionan con la cuantificacio´n directa de sus diferentes para´metros morfolo´gicos
(v.gr.: ritmo, estimacio´n de intervalos, amplitudes de eventos), con la ayuda de reglas relativamente simples.
Sin embargo, las limitaciones relacionadas con este tipo de sen˜ales son severas, particularmente cuando las
te´cnicas ECG deben ser evaluadas en relacio´n con factores de influencia internos (sincronismo del mismo
feno´meno de ECG en sus diferentes derivaciones) o externos (estado funcional de otros o´rganos, ha´bitos del
paciente, factores conge´nitos, perturbaciones externas, entre otros).
Los anteriores factores exigen al tratamiento de la sen˜al de ECG que implica tanto el preproceso y la ex-
traccio´n de caracterı´sticas, un completo desempen˜o a la hora de realizar cualquier tarea de ana´lisis en su
estructura morfolo´gica con una diversidad de me´todos que incluyen ana´lisis en el tiempo, tiempo-frecuencia,
espacios transformados, los cuales representan la base fundamental para el desarrollo de este trabajo y para
el proceso de clasificacio´n y reconocimiento de patologı´as cardı´acas.
xiv
Objetivos
Objetivo General
Extraer y seleccionar los para´metros adecuados con el fin de clasificar las diferentes caracterı´sticas ele´ctricas
del corazo´n en condiciones normales y en cardiopatı´a coronaria, en la poblacio´n del Departamento de Caldas.
Objetivos Especı´ficos
• Ana´lisis y desarrollo de te´cnicas para preprocesamiento de sen˜ales ECG, que permitan un mejor de-
sempen˜o y confiabilidad en la etapa de extraccio´n de para´metros.
• Ana´lisis y desarrollo de te´cnicas para extraccio´n de para´metros de sen˜ales ECG, basadas tanto en
me´todos heurı´sticos, transformadas de tiempo-frecuencia y transformadas ortogonales que permitan la
clasificacio´n y reconocimiento de normalidad cardı´aco-ele´ctrica y del tipo de cardiopatı´a coronaria.
• Seleccionar los para´metros adecuados con el fin de clasificar las diferentes caracterı´sticas ele´ctricas del
corazo´n en condiciones normales y en cardiopatı´a coronaria, en la poblacio´n objeto de estudio.
• Desarrollar un me´todo de comparacio´n entre las te´cnicas analizadas de extraccio´n de para´metros para
sen˜ales de ECG, que tengan en cuenta el mejor rendimiento de un clasificador determinado.
xv
Capı´tulo 1
Cambios en la sen˜al ECG debidos a
enfermedades coronarias
Cualquier trastorno en los tejidos del corazo´n causado por una restriccio´n en el suministro de sangre al
mu´sculo cardı´aco, dado por las arterias coronarias, se conoce como enfermedad coronaria. Se tienen nu-
merosas etiologı´as, siendo la ma´s frecuente la aterosclerosis coronaria, en la que se presenta el endurecimien-
to de las arterias por la formacio´n de la llamada placa de ateroma. Los feno´menos que dan inicio a dicha
placa no esta´n completamente establecidos, pero se relacionan con la penetracio´n y acumulacio´n suben-
dotelial de colesterol, generado por un dan˜o de la ı´ntima arterial, que a su vez es producido por factores como
la hipertensio´n arterial, la diabetes, el tabaquismo, el estre´s, entre otras [2].
Uno de los principales feno´menos de la aterosclerosis es la estenosis luminal que afecta principalmente a las
arterias epica´rdicas, tapona´ndolas y, ocasionando la reduccio´n del lumen, limitando las demandas de riego
coronario. A medida que aumenta el grado de estenosis, se observa una progresiva disminucio´n de la reser-
va coronaria, apareciendo evidencias de insuficiencia del riego coronario. Las estenosis mayores del 90%
pueden producir insuficiencia coronaria reduciendo la capacidad de transporte de oxı´geno, siendo una de las
causas que puede desencadenar la aparicio´n de isquemia mioca´rdica que tiene efectos metabo´licos, meca´nicos
y ele´ctricos sobre la zona mioca´rdica afectada. Las manifestaciones clı´nicas de las enfermedades isque´micas
se pueden agrupar en dos clases: sı´ndromes coronarios cro´nicos y sı´ndromes coronarios agudos. Dentro de
los cro´nicos se incluye la isquemia silente y la angina de esfuerzo, debidos a una reduccio´n aterosclero´tica
del flujo coronario; lo cual impide incrementar el flujo coronario durante las situaciones que, como el ejer-
cicio, precisan un aumento del mismo. Dentro de los sı´ndromes coronarios agudos, se incluyen la angina
inestable, la angina variante o de Prinzmetal y el infarto agudo de miocardio (IAM), ya que suelen compartir
una fisiopatologı´a comu´n [39]. La cardiopatı´a isque´mica es la principal causa de muerte en los paı´ses occi-
dentales, lo que justifica los enormes recursos empleados en las u´ltimas de´cadas en la investigacio´n de esta
enfermedad [128].
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1.1 Angina de pecho estable o de esfuerzo
La angina estable se define como la molestia tora´cica de caracterı´sticas anginosas causada por isquemia
mioca´rdica inducida por el ejercicio y asociado con un disturbio de la funcio´n mioca´rdica, sin llegar a presen-
tar necrosis [8]. Es una sensacio´n de dolor opresivo, generalmente de localizacio´n retroesternal, provocada
por el ejercicio fı´sico o por situaciones emocionales, que mejora ra´pidamente con el reposo o con el uso
de nitratos. Su origen se debe a factores precipitantes comunes como emociones, estados postprandiales,
inhalacio´n de humo de cigarrillo, exposicio´n al frı´o y especialmente el ejercicio matinal [108].
1.1.1 Fisiopatologı´a
El origen de la lesio´n orga´nica subyacente en la angina de pecho estable se debe a una placa ateromatosa que
ocupa ma´s del 70% de la luz del vaso coronario y que es relativamente estable, con crecimiento lento. En
funcio´n de la severidad de las lesiones ateromatosas coronarias y de otros factores asociados, la limitacio´n
del enfermo en su vida diaria es variable. Para estimar la severidad de los sı´ntomas, se indica la clasificacio´n
de la Canadian Cardiovascular Society comu´nmente utilizada (Tabla 1.1) [106].
Clase I -La actividad fı´sica habitual (caminar y subir escaleras) no produce angina
-Aparece angina con ejercicio extenuante, ra´pido o prolongado
Clase II -Ligera limitacio´n de la actividad habitual
-Aparece angina al caminar o subir escaleras ra´pidamente, subir cuestas, caminar,
o subir escaleras despue´s de las comidas, con el frı´o, con estre´s emocional, a
primera hora de la man˜ana
-Capaz de caminar ma´s de dos manzanas o de subir ma´s de un piso de escaleras sin angina
Clase III -Limitacio´n marcada de la actividad habitual
-Capaz de caminar 1-2 manzanas libre de angina
Clase IV -Incapacidad para desarrollar mı´nima actividad fı´sica sin angina
-Puede existir angina en reposo
Tabla 1.1: Clasificacio´n funcional de la Canadian Cardiovascular Society.
1.1.2 Manifestaciones electrocardiogra´ficas
– ECG de reposo: Es normal en aproximadamente el 50 % de los pacientes con angina cro´nica estable.
Las anormalidades ma´s comunes son alteraciones no especı´ficas del segmento ST y de la onda T, con
o sin evidencia de infarto transmural previo; sin embargo, se debe tener en cuenta que son alteraciones
comunes en el ST y en la onda T de la poblacio´n general.
En pacientes con enfermedad coronaria, la ocurrencia de alteraciones en el ST y en la onda T, el ECG
de reposo puede relacionarse con la severidad de la enfermedad de base, incluyendo el nu´mero de vasos
comprometidos y la presencia de disfuncio´n ventricular izquierda. En contraste, un ECG normal en
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reposo es un signo de prono´stico ma´s favorable.
– ECG de esfuerzo: La prueba de esfuerzo pretende aumentar el consumo mioca´rdico de oxı´geno para
hacer ma´s evidente la isquemia cardı´aca.
El cambio electrocardiogra´fico ma´s especı´fico para determinar que la prueba es positiva, es la depresio´n
horizontal o descendente del segmento ST de ma´s de 0.1mV (1mm) y con una duracio´n mayor de 80
ms. La reproduccio´n de la angina con el ejercicio o una respuesta hipotensiva, refuerzan la positividad
de la prueba [108]. A continuacio´n se presentan los criterios de alto riesgo en la prueba de esfuerzo
[106]:
(a) Depresio´n del segmento ST de ma´s de 2 mm
(b) Depresio´n del segmento ST en fase 1 mayor o igual a 1mm
(c) Depresio´n del segmento ST en mu´ltiples derivaciones
(d) Depresio´n del segmento ST que persiste 5min despue´s de finalizar el esfuerzo
(e) Respuesta tensional anormal con el ejercicio
(f) Arritmias ventriculares.
Figura 1.1: Angina de esfuerzo estable [39].
1.2 Angina de pecho inestable
La angina inestable describe un sı´ndrome que es intermedio entre la angina estable y el infarto de miocardio.
Existe un patro´n en aceleracio´n o crescendo de dolor tora´cico que dura ma´s que la angina estable, se presenta
con menos esfuerzo o en reposo y responde menos a los medicamentos.
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Por razones au´n no muy claras, su origen se debe a una ruptura de la placa de ateroma, con evolucio´n
difı´cilmente previsible y que en un cierto porcentaje de los casos evoluciona al infarto agudo de miocardio
[72].
1.2.1 Fisiopatologı´a
El taman˜o del trombo presenta revestimiento fibroso y es ma´s pequen˜o en comparacio´n al IAM. Estudios
realizados muestran que en angina inestable hay obstrucciones severas y extensas, mayores que en otros
pacientes con enfermedad coronaria. Tales estudios tambie´n han demostrado que cerca del 70% de los es-
pecı´menes de segmentos arteriales disecados con un significativo estrechamiento, tienen un lumen arterial
residual exce´ntrico, dado por una placa de ateroma fisurada y trombosada.
1.2.2 Manifestaciones electrocardiogra´ficas
El diagno´stico de angina inestable es clı´nico y no requiere de anormalidades en el ECG, aunque con frecuen-
cia hay cambios en el segmento ST y onda T y su presencia incrementa la especificidad del diagno´stico de
isquemia mioca´rdica aguda.
El ECG es un examen fundamental en estos pacientes, tanto para la admisio´n como para la evaluacio´n durante
los episodios de dolor; el trazado debe realizarse mientras el dolor este´ presente. El comportamiento del
segmento ST es importante en los sı´ndromes isque´micos agudos para determinar las pautas terape´uticas a
seguir. En la angina inestable la mayorı´a de las veces, se produce un infradesnivel del segmento ST e inversio´n
de la onda T. Estos cambios son transitorios o ma´s acentuados con el dolor. Cambios en el complejo ST-T
en el ECG, durante el dolor tora´cico, ası´ sea atı´pico, con normalizacio´n una vez desaparece el dolor son
indicadores de origen isque´mico [72].
Un problema se da en pacientes con trastornos del segmento ST de duracio´n incierta. Los desplazamientos
del segmento ST asociado con los sı´ntomas identifican la poblacio´n de ma´s alto riesgo.
Algunos patrones electrocardiogra´ficos se han correlacionado con hallazgos cineangiogra´ficos:
(a) Infradesnivel del segmento ST marcado en ocho o ma´s derivaciones con supradesnivel en aVR debe
hacer sospechar lesio´n del tronco de arteria coronaria izquierda, casi siempre asociado con compromiso
de la funcio´n ventricular izquierda
(b) Ondas T invertidas, sime´tricas en derivaciones precordiales (V1 - V3,V4) se asocia a estenosis de alto
grado de la arteria descendente anterior.
1.3 Angina variante o de Prinzmetal
A diferencia de la angina de pecho cla´sica, que aparece en relacio´n con los esfuerzos, el rasgo caracterı´stico
de la angina variante es la aparicio´n de episodios de dolor tora´cico en reposo, a menudo con un patro´n cı´clico
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Figura 1.2: Electrocardiograma en la angina inestable [39].
predecible, en asociacio´n con elevacio´n transitoria del segmento ST. Las caracterı´sticas del dolor tora´cico, una
sensacio´n de tirantez, o presio´n subesternal que puede irradiarse a mandı´bula, cuello o brazo, son ide´nticas a
las de la angina cla´sica [48].
1.3.1 Fisiopatologı´a
Este sı´ndrome se debe a espasmo coronario, el cual causa una reduccio´n transitoria abrupta y marcada en
el dia´metro de un vaso epica´rdico, motivo de la isquemia. El a´rea de reduccio´n en los radios arteriales es
usualmente pequen˜a o focal e involucra toda la circunferencia de la pared vascular. Los sitios de espas-
mo coronario pueden localizarse preferencialmente en zonas adyacentes a las placas de ateroma, lo que ha
suscitado mu´ltiples hipo´tesis sobre la participacio´n de mole´culas como los mito´genos vasoconstrictores, leu-
cotrienos y serotonina.
Te´cnicas de medicina nuclear han demostrado denervacio´n simpa´tica regional mioca´rdica que parece ser la
base fundamental de este sı´ndrome coronario. Por otra parte, se ha demostrado que el consumo de cigarrillo
es uno de los factores de riesgo y agravacio´n de esta entidad [8].
1.3.2 Manifestaciones electrocardiogra´ficas
La clave diagno´stica se basa en la deteccio´n de un supradesnivel del segmento ST durante el episodio de dolor
tora´cico. Con la administracio´n de dinitratato de isosorbide sublingual o nitroglicerina hay alivio de dolor
y normalizacio´n del segmento ST, maniobra terape´utica de utilidad en su diferenciacio´n del IAM. Durante
los episodios de dolor se pueden ver cambios alternantes del ST y onda T, trastornos de la conduccio´n AV y
arritmias ventriculares. Todos esos hallazgos se asocian con un riesgo aumentado de muerte su´bita en estos
pacientes. Algunos pacientes presentan dolor tı´pico y supradesnivel del segmento ST no so´lo en reposo, sino
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durante o despue´s del ejercicio, reflejando la presencia de lesiones fijas en las coronarias. El espasmo es ma´s
comu´n en la arteria coronaria derecha, presenta´ndose una elevacio´n co´ncava del ST en DII, DIII y aVF (ver
Figura 1.3) [72].
Figura 1.3: Electrocardiograma de un hombre de 59 an˜os con angina de pecho Prinzmetal [48].
1.4 Infarto Agudo de Miocardio (IAM)
El IAM puede ser definido como la necrosis del mu´sculo cardı´aco que resulta por la obstruccio´n del flujo a
trave´s de las arterias coronarias; esta obstruccio´n en la mayorı´a de los casos resulta de un evento trombo´tico
agudo sobre una placa aterosclero´tica previa. Se caracteriza por la necrosis de una parte del miocardio como
consecuencia de un aporte insuficiente de sangre para conservar la viabilidad del mu´sculo.
1.4.1 Fisiopatologı´a
Casi todos los infartos del miocardio son el resultado de aterosclerosis coronaria, debido a una interaccio´n
compleja entre una placa rota, activacio´n de la agregacio´n plaquetaria, vasoespasmo y trombosis intraluminal.
El IAM con mayor frecuencia compromete el ventrı´culo izquierdo y el septum interventricular. Los infartos
de la regio´n inferior se acompan˜an hasta en un 30% de compromiso del ventrı´culo derecho. Por lo general, el
taman˜o del infarto depende del sitio de la obstruccio´n de la arteria coronaria comprometida y de su trayecto
[8]:
– Obstruccio´n de la arteria descendente anterior que compromete la viabilidad de la cara anterior y parte
de la cara lateral del ventrı´culo izquierdo, a´pex y los dos tercios anteriores del septum interventricular
– Obstruccio´n de la arteria circunfleja que compromete la viabilidad de la cara lateral y posterior del
ventrı´culo izquierdo. En caso de que sea dominante, tambie´n la cara inferior
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– Oclusio´n de la arteria coronaria derecha que compromete la viabilidad de la regio´n posteroinferior,
tercio posteroinferior del septum interventricular y mu´sculo papilar posteromedial y el ventrı´culo dere-
cho.
1.4.2 Significado de patrones electrocardiogra´ficos
La isquemia aguda produce cambios en el complejo QRS, segmento ST y onda T. Los estudios han mostrado
que la onda Q patolo´gica implica disminucio´n severa del potencial de reposo menor que −50mV . En este
punto, hay inexcitabilidad ele´ctrica y aparecen los signos de necrosis sobre el ECG. La necrosis ele´ctrica
no siempre se correlaciona con muerte anato´mica. La presencia de un complejo QS en dos derivaciones
contiguas implica necrosis ele´ctrica del total del espesor de la pared; en cambio, la presencia de complejo
tipo Qr o QR hace esperar tejido viable en el espesor de la pared responsable de la presencia de onda r o
R. El patro´n electrocardiogra´fico ma´s especı´fico y diagno´stico para desarrollar una cicatriz mioca´rdica es la
onda Q patolo´gica. Una limitacio´n como, guı´a terape´utica, es la aparicio´n tardı´a en el curso del IAM con gran
frecuencia cuando el dan˜o es completo e irreversible.
En los pacientes con infartos que presentan supradesnivel del segmento ST esta´ indicada la trombolisis y,
en la mayorı´a de las veces, hay aparicio´n tardı´a de onda Q. Pacientes con lesiones subepica´rdicas, implica
compromiso transmural y el progreso a la formacio´n de la onda Q apoya tal concepto. En la actualidad, se
habla de infarto con onda Q y no de IM transmural, pero debido a que la onda Q no se da simulta´neamente
con la presentacio´n inicial, se deberı´a hablar de infarto con supradesnivel del segmento ST.
La cineangiografı´a coronaria en pacientes con supradesnivel del segmento ST y dolor tora´cico isque´mico,
casi siempre, muestra oclusio´n total de la coronaria. Este cambio electrocardiogra´fico se reproduce igual al
inflar un balo´n de angioplastia en un vaso coronario, minutos antes de que aparezca el dolor. Se requiere
como de los criterios siguientes para establecer la presencia de lesio´n transmural:
(a) Supradesnivel del segmento ST desde el punto J de ma´s de 1mm (0.1mV ) en dos o ma´s derivaciones
del plano frontal o en derivaciones precordiales (V4 - V6), supradesnivel del segmento ST de 2mm en
derivaciones precordiales (V1 - V3).
(b) Depresio´n del segmento ST ma´s de 1mm (0.1mV ) en dos o ma´s derivaciones (Vl - V3) con supradesniv-
el de ma´s de 1mm en dos o ma´s derivaciones (V7 - V9).
Las manifestaciones electrocardiogra´ficas de una lesion transmural presentan duracio´n variable, si es por
vasoespasmo coronario desaparecen al aliviarse e´ste; en cambio, si es por trombosis coronaria se resuelve
en forma gradual, despue´s de la restauracio´n esponta´nea o terape´utica del flujo [72]. La depresio´n del seg-
mento ST o la inversio´n de la onda T, son cambios no especı´ficos y, puede ocurrir que el paciente sin tener
enfermedad cardı´aca, posea tales indicadores.
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1.4.3 Manifestaciones electrocardiogra´ficas
La evolucio´n del IAM puede dividirse en dos grandes fases:
Fase evolutiva aguda
Corresponde con los cambios del IAM y se puede dividir en:
– Cambios hiperagudos: Los signos electrocardiogra´ficos ma´s precoces se presentan sobre el segmento
ST y la onda T. Puede verse un aumento en la magnitud de la onda T, presenta´ndose ondas altas y
picudas como signo de isquemia subendoca´rdica. Esto es ma´s frecuente en infarto de la pared anterior.
Uno de los signos electrocardiogra´ficos ma´s tempranos es la pe´rdida de la concavidad normal del seg-
mento ST. Otro de los signos que se ha descrito durante esta fase es el aumento del tiempo de activacio´n
ventricular y de la amplitud de las ondas R como signo de retardo en la conduccio´n intramural de la
lesio´n aguda.
– Cambios agudos: Los signos ma´s confiables como premonitorios de un IAM corresponden a los sig-
nos de lesio´n mioca´rdica. Principalmente se tienen cambios en el supradesnivel del segmento ST en
derivaciones que se encuentran frente a la zona del infarto, denominados indicativos. Existen cambios
acompan˜ados por depresio´n del segmento ST en derivaciones orientadas en superficie distante no le-
sionada, denominados recı´procos. Otra caracterı´stica importante es la forma convexa del segmento ST,
terminando con una onda T que tiende a ser negativa, pero que en esta fase puede estar involucrada en
la parte terminal del segmento ST y en cierta manera arrastrada hacia arriba (ver Figura 1.4). Posterior a
Figura 1.4: Elevacio´n de morfologı´a convexa del segmento ST que se ve en infarto agudo [108].
los cambios descritos del segmento ST y onda T, aparecen los signos indicativos de inactividad ele´ctrica
de las zonas comprometidas: pe´rdida de amplitud de las zonas R y el desarrollo de ondas Q anormales.
Estos pueden ser vistos entre las dos primeras horas despue´s de comenzar el dolor tora´cico o tardar
hasta doce horas para su aparicio´n, esto se indica en la Figura 1.5, en donde se nota una desaparicio´n
progresiva de la R en DII, DIII y aVF hasta convertirse en imagen QS en las mismas [108].
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Figura 1.5: Infarto agudo cara inferior.
– Cambios subagudos: El supradesnivel del ST se mantiene estable unos pocos dı´as, retornando a la
lı´nea isoele´ctrica ma´s tempranamente en los infartos de cara inferior y persistiendo por ma´s tiempo en
aquellos de la cara anterior. Para la segunda semana, casi todos los infartos de la cara inferior tienen el
segmento ST en posicio´n isoele´ctrica.
En el infarto de la cara anterior, la persistencia del supradesnivel del segmento ST por ma´s de dos
semanas, puede indicar la presencia de un aneurisma ventricular o compromiso severo de la motilidad
de esta zona. Los cambios de la fase evolutiva del IAM se desarrollan ma´s ra´pido en los infartos de
la cara inferior que en los infartos de la cara anterior. Igual sucede en aquellos casos de reperfusio´n
coronaria exitosa comparada con los casos fallidos.
Fase estabilizada cro´nica
Esta es la fase residual o signos de infarto antiguo. Hay persistencias de ondas Q patolo´gicas haciendo
parte del complejo QS, QR, Qr. Las ondas R poseen amplitud ma´s baja comparada con registros preinfarto.
A veces, la u´nica manifestacio´n del infarto previo puede ser una progresio´n inadecuada de la onda R en
derivaciones precordiales o la aparicio´n de Q temprana (desde V3 - V4).
Las ondas T en un principio son negativas y sime´tricas en la zona de infarto antiguo, aunque con el tiempo,
tiende a normalizarse. (ver Figuras 1.6 y 1.7). La resolucio´n completa de estos cambios es rara, pero se
presenta.
1.4.4 Localizacio´n del IAM
La localizacio´n del IAM se fundamenta en el reconocimiento de los patrones de infarto en las derivaciones
orientadas hacia las zonas afectadas.
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Figura 1.6: Fase estabilizada [108].
Los signos ele´ctricos de necrosis (ondas Q) son ma´s localizados que los signos de lesio´n (ST) y que los de
isquemia (ondas T).
Infarto agudo de la cara anterior
Durante la lesio´n aguda de la cara anterior, la derivacio´n ma´s sensible para registrar supradesnivel del seg-
mento ST e identificar compromiso en la arteria descendente anterior es V2. El supradesnivel ma´ximo es
mejor registrado en V2 y V3.
Las derivaciones precordiales son las que mejor reflejan los cambios del infarto agudo de la cara anterior. Los
patrones de infarto pueden ser vistos en V1 - V6, DI y aVL.
Se han hecho varias subdivisiones arbitrarias ası´:
– Anterior extenso: Cambios indicativos en V1 - V6, DI y aVL
– Anteroseptal: Cambios indicativos en V1 - V3 (ver Figura 1.8)
– Anterolateral: V3 - V6, DI y aVL
– Medio anterior: Cambios indicativos en aVL y V2 con depresio´n del ST en DIII y aVF.
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Figura 1.7: Fase estabilizada de infarto antiguo de cara inferior [108].
Los cambios recı´procos de los infartos de la cara anterior se pueden presentar en las derivaciones de la cara
inferior [109]. Es importante tener en cuenta que las derivaciones que exploran la cara anterior se encuentran
en el plano horizontal y entre ellas son casi perpendiculares entre sı´. En teorı´a, el vector del segmento ST
que es dirigido hacia la cara anterior por ser perpendicular a las derivaciones de la cara inferior no causarı´an
desplazamientos del segmento ST (infradesnivel) en DII, DIII y aVF. La explicacio´n que en la pra´ctica
clı´nica aparezca infradesnivel del segmento ST en la cara inferior como cambio recı´proco de un infarto de
cara anterior implica una lesio´n extensa (oclusio´n proximal de arteria descendente anterior) acompan˜ado de
supradesnivel del segmento ST en DI y aVL, derivaciones que esta´n orientadas en el plano frontal [72].
Entre ma´s extenso el infarto de cara anterior mayor manifestacio´n de cambios recı´procos [109].
Los criterios electrocardiogra´ficos para determinar infarto del miocardio de la cara anterior se dividen en:
(a) Cambios indicativos:
– Supradesnivel del segmento ST en mı´nimo dos derivaciones consecutivas desde V1 a V6
– Inversio´n de la onda T sime´trica en mı´nimo dos derivaciones consecutivas de V1 a V6
– Los dos cambios anteriores se pueden dar en DI y aVL (adema´s de las derivaciones precordiales)
en infarto anterior extenso
– Aparicio´n de ondas Q patolo´gicas en estas derivaciones
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Figura 1.8: Infarto anteroseptal [39].
– Mala progresio´n de las ondas R en derivaciones precordiales
– Aparicio´n de Q temprana.
(b) Cambios recı´procos: Se presentan entre el 30 y 40% de todos los infartos de la cara anterior.
– Infradesnivel del segmento ST en DII, DIII y aVF.
Infarto puro de la cara lateral
Puede presentarse infarto de la cara lateral sin comprometer la cara anterior. Estos casos son el resultado
de oclusio´n de la arteria circunfleja, de una obtusa marginal o ma´s raro de una diagonal. En estos casos,
durante la fase evolutiva, la lesio´n subepica´rdica produce supradesnivel del segmento ST en V5, V6, DI y
aVL. Posteriormente se producen ondas Q patolo´gicas en estas derivaciones (ver Figura 1.9).
Los criterios electrocardiogra´ficos para determinar este tipo de infarto son:
(a) Supradesnivel del segmento ST en aVL y V2 sin supradesnivel en V3 a V5 sugiere oclusio´n de la primera
diagonal de la arteria descendente anterior.
(b) Supradesnivel del segmento ST en aVL acompan˜ado por depresio´n en V2 sugiere obstruccio´n de la
primera obtusa marginal, rama de la arteria circunfleja [72].
Infarto agudo de la cara inferior
Los cambios indicativos se presentan en DII, DIII y aVF (mı´nimo dos de las tres). La derivacio´n con mayor
sensibilidad para detectar lesio´n en esta zona es DIII.
La lesio´n responsable del infarto de cara inferior en el 80 a 90% de los casos se presenta en la arteria coronaria
derecha. En los restantes en una circunfleja dominante.
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Figura 1.9: Infarto puro de la cara lateral [39].
Los cambios recı´procos se pueden observar en DI, aVL y V1 (hasta V4 - V5) (ver Figura 1.10). Los pacientes
que presentan estos cambios, tienen mayores complicaciones en la fase aguda y mayor mortalidad [109].
Los criterios electrocardiogra´ficos para determinar infarto del miocardio de la cara inferior se pueden clasi-
ficar en:
(a) Cambios indicativos:
– Supradesnivel del segmento ST en mı´nimo dos derivaciones de la cara inferior (casi siempre DIII
y aVF) y preferible en DII, DIII y aVF
– Inversio´n de la onda T sime´trica en estas derivaciones
– Aparicio´n de ondas Q patolo´gicas en mı´nimo dos de las derivaciones de la cara inferior sea como
complejos QS, QR o Qr.
(b) Cambios recı´procos: Se han descrito entre el 70 y 80% de los casos.
– Rectificacio´n o infradesnivel del segmento ST en DI y aVL
– Rectificacio´n o infradesnivel del segmento ST en derivaciones precordiales (con frecuencia en
derivaciones V1 - V4) [72].
Infarto de la cara posterior
La cara posterior puede estar comprometida en los infartos de la cara inferior, cara lateral o como infarto
posterior puro.
Cuando se presenta en combinacio´n con la cara inferior, adema´s de los signos electrocardiogra´ficos indicados
en la cara inferior, se encuentra una onda R en V1 y V2 de 40 ms o ma´s y una relacio´n R mayor que S en
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Figura 1.10: Infarto de la cara inferior [39].
estas derivaciones. Estos cambios en la etapa aguda son precedidos por infradesnivel del segmento ST en V1
- V3 como signo de lesio´n subepica´rdica de la cara posterior acompan˜ado de ondas T positivas. El conjunto
de estos cambios reflejan una imagen en espejo de V7 - V9.
El infarto de la cara posterior se puede presentar puro con los signos electrocardiogra´ficos circunscritos a V1
- V3; en estos casos es aconsejable registrar V7, V8 y V9. Un supradesnivel del ST en estas derivaciones
sugiere oclusio´n de la circunfleja.
Figura 1.11: Infarto de la cara posterior [39].
Infarto agudo del ventrı´culo derecho
Es importante el diagno´stico de infarto del ventrı´culo derecho por sus implicaciones terape´uticas y prono´sticas.
El infarto del ventrı´culo derecho en la mayorı´a de las veces (25 a 30%) acompan˜a al infarto de la cara inferior
casi siempre secundario a lesiones obstructivas de la arteria coronaria derecha en su tercio proximal.
El infarto ventricular derecho puro es raro y se presenta principalmente en pacientes con hipertrofia ventric-
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ular derecha.
V4R es la derivacio´n ma´s sensible para el diagno´stico de infarto ventricular derecho.
El supradesnivel del segmento ST (1mm) y patro´n de necrosis en esta derivacio´n, constituye el hallazgo
electrocardiogra´fico clave para el diagno´stico. Los cambios del segmento ST en V4R son de evolucio´n ra´pida
(las primeras 10 a 24 horas) y transitoria.
Pacientes con infarto de la cara inferior secundario a oclusio´n de la arteria circunfleja muestran depresio´n del
segmento ST en V4R [109] (ver Figura 1.12).
Figura 1.12: Infarto inferior en evolucio´n con compromiso de ventrı´culo derecho [108].
Infarto de miocardio con electrocardiograma normal o no diagno´stico
Se calcula que entre 10 - 15% de los pacientes con infarto, se presentan con trazados electrocardiogra´ficos
normales y hasta un 25% de los casos presentan hallazgos inespecı´ficos.
Infartos pequen˜os localizados en territorios de la arteria circunfleja son los ma´s difı´ciles de detectar por el
ECG.
Si el trazado inicial no indica IAM, se deben considerar otros diagno´sticos diferenciales del dolor tora´cico,
pero es importante repetir el ECG en 15 - 30 minutos segu´n las posibilidades diagno´sticas de la historia
clı´nica. Los registros seriados pueden mostrar cambios significativos y diagno´sticos de IAM cuando en el
primero no se dan.
Infarto auricular
A pesar de que algunos investigadores han tratado de establecer los criterios electrocardiogra´ficos que sean
u´tiles en la pra´ctica clı´nica, el infarto auricular es raramente reconocido.
Se ha calculado su incidencia hasta un 15% de los casos de infarto, casi siempre asociados al compromiso
ventricular.
La corriente de lesio´n afecta la repolarizacio´n auricular resultando en supradesnivel de la onda PTa con cam-
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bios recı´procos en derivaciones opuestas. Estos cambios son mejor apreciados en pacientes con bloqueos
AV [72].
La Tabla 1.2 muestra algunos tipos de infarto de acuerdo a su localizacio´n y los datos que permiten su
diagno´stico, en la cual se usan las siguientes abreviaturas: Q = onda Q anormal, QS = deflexio´n QS, R ↑ =
progresio´n de R, ST ↑ = ST supradesnivel, ST ↓ = ST infradesnivel, T ↑ = T positiva, T ↓ = T invertida.
Tipo de cardiopatı´a Derivaciones diagno´sticas Cambios QRS Cambios ST-T
Angina inestable aVR ST ↑
Ma´s de 8 derivaciones ST ↓
V1 - V4 T ↓
Angina variante DII, DIII y aVF ST ↑
Infarto anterior V2, V3 Q, pe´rdida de R ↑ en ST ↑
derivaciones precordiales
Infarto lateral V5, V6, DI y aVL Q ST ↑
Infarto inferior DII, DIII y aVF Q o´ QS en mı´n. dos ST ↑, T ↓
de las derivaciones
Infarto posterior V1,V2 R en V 1 ≤ 40ms ST ↓, T ↑
con R/S > 1
Infarto del ventrı´culo derecho V4R Q ST ↑
Tabla 1.2: Datos diagno´sticos de infarto de miocardio en diversas localizaciones.
1.4.5 Diagno´stico electrocardiogra´fico de infarto asociado a bloqueo de rama de haz
de His
El bloqueo de la rama derecha del haz de His no oculta los signos ele´ctricos de IAM, debido a que no altera
la secuencia de activacio´n de los primeros 40-60 ms y como consecuencia, no cambia las caracterı´sticas del
diagno´stico del vector de necrosis que, casi siempre se inscribe durante los primeros 40 ms del complejo
QRS. En cambio en el bloqueo completo de la rama izquierda al cambiar la secuencia de la despolarizacio´n
del ventrı´culo izquierdo hace que el diagno´stico electrocardiogra´fico del infarto de miocardio sea difı´cil y en
muchos casos, no posible (ver Figura 1.13).
Infarto asociado con bloqueo de rama derecha
El bloqueo de rama derecha se presenta en el 2% de pacientes con IAM, sobre todo el anteroseptal (oclusio´n de
arteria descendente anterior), implicando compromiso del septum interventricular. La asociacio´n de infarto
de bloqueo de rama derecha hace que desaparezca la pequen˜a onda r inicial en derivaciones precordiales
derechas resultando en complejos tipo QR. El diagno´stico de IAM anterior en pacientes con BRDHH (bloqueo
de rama derecha de haz de His) se sospecha cuando los cambios secundarios de la onda T (opuestos al
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Figura 1.13: IAM con bloqueo de rama izquierda [108].
complejo QRS) en V1 - V3 son reemplazados por ondas T de polaridad similar con el QRS (ver Figura
1.14) [72].
Figura 1.14: IAM con bloqueo de rama derecha [108].
Infarto asociado con bloqueo de rama izquierda
El IAM puede causar bloqueo completo de la rama izquierda por oclusio´n proximal de la arteria descendente
anterior o puede asociarse a un bloqueo de rama preestablecido. Algunos signos electrocardiogra´ficos pueden
ayudar a sospechar la coexistencia de ambas condiciones:
(a) Supradesnivel del segmento ST de 1 mm en el sentido de la deflexio´n principal del complejo QRS.
(b) Infradesnivel del segmento ST de 1 mm en V1, V2, V3.
(c) Supradesnivel del segmento ST de 5 mm, discordante con la polaridad del QRS.
A veces el bloqueo de rama izquierda puede estar presente y los cambios del segmento ST pueden faltar; en
estos casos un trazado antiguo es u´til para comparar [109].
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Capı´tulo 2
Preprocesamiento de sen˜ales ECG
2.1 Perturbaciones en sen˜ales de ECG
Usualmente en un sistema de procesamiento de sen˜ales, la primera etapa consiste en la adquisicio´n de la
propia sen˜al, realizada mediante diferentes circuitos electro´nicos que siguen esta´ndares de disen˜o. Una vez
la sen˜al es adquirida, se debe tener en cuenta que existen perturbaciones en forma de ruido ocasionadas
por sen˜ales externas al sistema de medida o al propio sistema de medida cuya naturaleza suele ser aleatoria
y posee componentes a lo largo del espectro de frecuencia de la sen˜al. Las perturbaciones en forma de
interferencia se aplican a sen˜ales externas al sistema de medida, cuya evolucio´n temporal suele seguir un
patro´n preestablecido, aunque su valor en un instante determinado puede estar caracterizado por una variable
aleatoria [99]. El espectro de frecuencia de las interferencias se encuentra por fuera del espectro de la sen˜al de
ECG, aunque en algunos casos existen componentes en forma de aliasing que se traslapan con el espectro de
la sen˜al denominandose ruido. El te´rmino artefacto es un tipo especial de perturbacio´n que ocasiona cambios
transitorios abruptos en cualquier parte del registro de la sen˜al debido a grandes picos de energı´a en forma de
escalones [96], [21].
Las perturbaciones pueden ser producidas por diferentes fuentes de cara´cter artificial o biolo´gico, las cuales
deben ser removidas o reducidas, de acuerdo a su cara´cter determinista o aleatorio segu´n sea el caso.
2.1.1 Perturbaciones de tipo artificial
Como principales perturbaciones artificiales se pueden citar las siguientes:
– Interferencia de lı´nea de potencia
– Ruido impulsivo
– Ruido de dispositivos electro´nicos
– Artefactos por contacto de electrodos.
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Interferencia de la lı´nea de potencia
La amplificacio´n y registro de biopotenciales, presentan frecuentemente problemas de interferencias origina-
dos por la red de distribucio´n ele´ctrica. La presencia de la red de distribucio´n ele´ctrica conlleva a la aparicio´n
de campos ele´ctricos y magne´ticos que interaccionan con el sistema de medida y el paciente. Al tratarse
de campos de baja frecuencia el campo ele´ctrico y magne´tico son independientes, donde se incluyen luces,
cables de AC y tomas de corriente u otros equipos que operen cerca. Adema´s puede presentarse por in-
duccio´n magne´tica, conexiones de equipos o debido a las corrientes para´sitas que fluyen a trave´s del cuerpo
de la persona y de los cables de conexio´n. Tambie´n debido a las diferencias existentes de impedancias de
los electrodos, convirtiendo los voltajes de interferencia en modo comu´n, en sen˜ales diferenciales no de-
seadas [23], [47]. Este es uno de los mayores problemas encontrados en el registro de ECG, la aparicio´n
frecuente de la interferencia, donde los para´metros tı´picos dan una frecuencia fundamental ubicada en los 60
Hz, y sus armo´nicos, modelado como sinusoides y combinacio´n de sinusoides, de una amplitud hasta del
50% de la amplitud pico a pico de la sen˜al de ECG [38], [18] y con relacio´n sen˜al ruido (SNR) de orden de 3
dB [87]. Se han propuesto diversos modelos que caracterizan las interferencias, clasificadas en dos grupos:
1. Interferencias de origen interno
Provienen del propio equipo de medida. La causa ma´s comu´n es la fuente de alimentacio´n, cuando
el equipo esta´ conectado a la red ele´ctrica. La fuente de estas interferencias se puede resumir en lo
siguiente:
– Desequilibrios en el transformador de la fuente de alimentacio´n
– Interferencias por el acoplamiento capacitivo entre primario y secundario, en dicho transformador
– Acoplamientos capacitivos en el interior del equipo
– Interferencias superpuestas a las tensiones continuas de alimentacio´n de los distintos circuitos
– Los componentes ele´ctricos juegan un papel importante debido a la calidad de e´stos para las
primeras etapas que son las ma´s delicadas, por ejemplo, las resistencias pueden provocar un ruido
en =
√
4kTR, donde k = 1, 38× 10−23(J/K), T = K, y R la impedancia del elemento.
2. Interferencias de origen externo
Se pueden hacer de dos distinciones: las interferencias causadas por campo ele´ctrico y las causadas por
campos magne´ticos. Las primeras corresponden a los siguientes tipos:
– Acoplamiento capacitivo a los cables de medida
– Acoplamiento capacitivo a los electrodos
– Acoplamiento sobre el paciente.
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En las interferencias producidas por campos magne´ticos se pueden distinguir:
– Interferencias en modo diferencial producidas por la caı´da de tensio´n sobre el to´rax debido a
corrientes inducidas en el interior del paciente por un campo magne´tico exterior
– Interferencias inducidas en el bucle de medida por la presencia de un campo magne´tico.
El cuerpo del paciente da el mayor efecto negativo en la generacio´n del ruido. El cuerpo se puede
considerar como un conductor bastante amplio. Por lo tanto, se forman dos condensadores por encima y
debajo del paciente de modo que el aire tiene un comportamiento diele´ctrico. La impedancia del cuerpo
humano se desprecia debido a la resistencia baja de la piel. El equipo de medida, por el suministro de
la red ele´ctrica, toma un desplazamiento en la sen˜al captada del paciente producie´ndose tensiones en
modo comu´n y diferencial. Esto conlleva a la aparicio´n de campos magne´ticos variables en el tiempo,
proporcionales al bucle formado, segu´n la ley de Faraday-Lenz.
Ruido impulsivo
El ruido impulsivo se origina cuando se manipula el interruptor de prender y apagar de algu´n dispositivo
electro´nico cercano al paciente. Este tipo de ruido puede alterar en gran manera a la sen˜al con picos de gran
amplitud y de corta duracio´n. La amplitud del ruido es pra´cticamente la misma que el rango de valores del
convertidor A/D. El espectro del ruido puede traslaparse con cualquier parte del espectro de la sen˜al de ECG.
Un ejemplo de ruido impulsivo se muestra en la Figura 2.1.
Figura 2.1: Sen˜al de ECG contaminada con ruido impulsivo [32].
Ruido de dispositivos electro´nicos
Puede existir diferentes tipos de ruido causado por dispositivos electro´nicos. Entre los principales tipos se
encuentran:
• Ruido Electroquiru´rgico: El ruido electroquiru´rgico destruye completamente el ECG y puede ser
representado con una gran cantidad de sinusoides con frecuencias aproximadamente entre 100 kHz y
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1 MHz. Como la frecuencia de muestreo de una sen˜al de ECG es de 250 a 1000 Hz, una versio´n
para´sita de la sen˜al puede ser adicionada a la sen˜al de ECG. La amplitud, duracio´n, y posiblemente la
frecuencia de aliasing debe ser variable. Se caracteriza por tener una amplitud del 200% de la amplitud
pico a pico del ECG, un contenido frecuencial con aliasing de 100 kHz a 1 MHz, duracio´n entre 1 - 10
s.
• Ruido de Radio-Frecuencia: En los sistemas de bio-telemetrı´a se inducen interferencias de RF du-
rante la etapa de adquisicio´n que adema´s de alterar el ECG tomado, en caso de que la sen˜al de RF en-
cuentre camino directo por el paciente, puede causar en e´l, desde molestias hasta el macroshock [10].
Una primera fuente de esta interferencia es producto de la intermodulacio´n creada cuando sen˜ales
provenientes de dos o ma´s transmisores se mezclan en un dispositivo no lineal, tal como el amplifi-
cador, el demodulador o, incluso, la juntura de dos metales diferentes que actu´en como un diodo. Otra
fuente la constituye el ruido generado por transmisores extran˜os con emisio´n fuera de su banda nominal
y que aparece en zonas espectrales cercanas o en la misma frecuencia central (peor caso) de trabajo del
sistema de biotelemetrı´a. A frecuencias distantes, este ruido es atenuado hasta un nivel no detectable.
Sin embargo, si la antena del receptor esta´ situado muy cerca del transmisor extran˜o, es probable que
se induzca el ruido e interfiera con el sistema [18].
• Ruido generado por dispositivos electro´nicos usados en procesamiento de sen˜ales: El ruido gener-
ado por dispositivos electro´nicos en los sistemas de instrumentacio´n como se muestra en la Figura 2.2,
no permite ser reducido o corregido, debido a que la entrada del amplificador se satura y la informacio´n
del ECG se pierde. En estos casos debe activarse una alarma para alertar al equipo sobre alguna medida
de correccio´n.
Figura 2.2: ECG contaminados con saturacio´n de instrumentacio´n, [96].
Artefacto por contacto de electrodos
Los artefactos por contacto de electrodos son causados por la pe´rdida de contacto entre el electrodo y la
piel, la cual efectivamente desconecta el sistema de medicio´n del sujeto. La pe´rdida de contacto puede ser
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permanente o puede ser intermitente. Tambie´n puede ocurrir el caso donde un electrodo suelto hace contacto
una y otra vez con la piel como resultado de movimiento y vibracio´n. Esta accio´n de conmutacio´n en el
sistema de medicio´n puede resultar en grandes artefactos debido a que las sen˜ales de ECG son usualmente
capacitancias acopladas al sistema. Esta perturbacio´n puede ser modelada como una ra´pida transicio´n de
lı´nea base de ocurrencia aleatoria (escalo´n), la cual decae exponencialmente al valor de la lı´nea base y tiene
una componente superpuesta de 60 Hz. Esta transicio´n puede ocurrir como la sucesio´n ra´pida de uno o varios
pulsos. Las caracterı´sticas de este tipo de ruido incluyen la amplitud de la transicio´n inicial, y la constante de
tiempo de caida.
Se caracteriza por tener una duracio´n de aproximadamente 1 s, amplitud proporcional a la salida del grabador,
frecuencia de 60 Hz y un τ de 1 s.
2.1.2 Perturbaciones de tipo biolo´gico
Dentro de las perturbaciones biolo´gicas se encuentran [96], [129], [32], [99]:
– Ruido por contraccio´n muscular (EMG)
– Ruido por desplazamiento de lı´nea base debido a respiracio´n
– Artefactos en movimiento.
Ruido por contraccio´n muscular (EMG)
La actividad ele´ctrica de los mu´sculos da lugar a los miopotenciales debido a la despolarizacio´n y repolar-
izacio´n de las fibras musculares de las membranas. Se ha denominado a la actividad muscular sen˜al electro-
miogra´fica (sen˜ales EMG), la cual se encuentra en el rango de 100 - 300 µV . Su amplitud puede alcanzar
hasta 4 - 5 mV durante prueba de esfuerzo. Las sen˜ales resultantes de la contraccio´n muscular pueden ser
asumidas como quiebres transitorios de ruido gaussiano de media cero en banda limitada. La variacio´n de
la distribucio´n y la duracio´n de los quiebres pueden ser estimados. Se caracteriza por tener una desviacio´n
esta´ndar cercana al 10% de la amplitud pico a pico del ECG, duracio´n de 50 ms, contenido frecuencial entre
0 - 10 kHz.
Ruido por desplazamiento de lı´nea base debido a respiracio´n
El desplazamiento de lı´nea base por respiracio´n puede ser representado como una componente sinusoidal
en la frecuencia de respiracio´n adherida a la sen˜al de ECG. La amplitud y frecuencia de la componente
sinusoidal son variables. La amplitud de la sen˜al de ECG puede variar cerca del 15 % debido a la respiracio´n.
La variacio´n puede producir una modulacio´n de amplitud del ECG por la componente sinusoidal que es
adicionada a la lı´nea base. El espectro de la sen˜al contaminada muestra componentes adicionales de 0.15 a
0.30 Hz. Es de especial cuidado el tratamiento de este tipo de ruido, debido a que se encuentra ubicado en la
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banda de componentes importantes del ECG, por lo que su filtrado puede eliminar componentes importantes
en e´l.
Artefactos en movimiento
Los artefactos en movimiento son cambios transitorios (pero no escalones) en la lı´nea base, causados por
cambios en la impedancia electrodo-piel como consecuencia del movimiento del electrodo por vibracio´n,
agitamiento o convulsio´n del paciente. Como esta impedancia cambia, el amplificador del ECG observa una
diferente fuente de impedancia, la cual forma un divisor de voltaje con su impedancia de entrada. Por lo tanto,
la entrada de tensio´n del amplificador depende de la fuente de impedancia, la cual cambia en la medida que
cambia el electrodo. Se puede asumir que la causa usual de artefactos de movimiento son las vibraciones o el
movimiento del sujeto. La forma de la perturbacio´n de lı´nea base causada por los artefactos de movimiento
puede ser asumida como una sen˜al bifa´sica reensamblando un ciclo de una onda sinusoidal. La amplitud
del pico y la duracio´n del artefacto son variables. Igual que en el contacto de electrodos, se puede modelar
como ruido de alta frecuencia debido a su ra´pida conmutacio´n. No se observa informacio´n significativa en el
espectro de la sen˜al, debido a la ocurrencia aleatoria del artefacto. Se caracteriza por tener una amplitud del
30 % de la amplitud pico a pico del ECG y una duracio´n de 100 - 500 ms.
En la Figura 2.3 se presentan los tipos de ruido ma´s comunes entre los cuales se encuentran: (a)ruido por
contacto de electrodos, (b)ruido electromiogra´fico (EMG), (c)ruido electroquiru´rgico, (d) interferencia de
lı´nea de potencia, (e) ruido por respiracio´n, (f) artefacto de movimiento [98].
Figura 2.3: ECG’s contaminados con diferentes tipos de ruido.
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2.1.3 Reduccio´n de perturbaciones de sen˜ales ECG
Adema´s de las perturbaciones mencionadas anteriormente, existen criterios de evaluacio´n para los sistemas
de proceso de sen˜ales ECG con los cuales se determina la calidad de la sen˜al digitalizada con respecto de la
sen˜al real. La digitalizacio´n de la sen˜al debe definir un valor de frecuencia de discretizacio´n suficiente para
la transmisio´n de toda la informacio´n de diagno´stico contenida en la sen˜al de ECG ana´loga.
Uno de los criterios de evaluacio´n importantes corresponde a una clase de medida que cuantifique la calidad
de la sen˜al digital, denominada fidelidad, definida como el resultado ma´s aproximado de procesado que
representa la sen˜al original.
La American Heart Association (AHA) y el American National Standards Institute (ANSI) han definido los
siguientes esta´ndares relacionados con criterios de fidelidad [57]:
1. Criterios para la rutina de lectura visual
– La desviacio´n del registro de salida con respecto a una representacio´n lineal de la sen˜al de entrada
no puede exceder 25µV o´ 5% del ma´ximo valor de la sen˜al (AHA).
– La desviacio´n del registro de salida con respecto a una representacio´n lineal de la sen˜al de entrada
no puede exceder 50µV o´ 10% del ma´ximo valor de la sen˜al (ANSI).
2. Criterios para diagno´stico morfolo´gico
– La raı´z del error cuadra´tico medio sobre la onda P, el complejo QRS y la onda T, no debe exced-
erse de 10µV
– El error en las deflexiones pico a pico no debe exceder de 10µV o el 2%
– El error cuadra´tico medio dividido por la amplitud cuadra´tica media de una deflexio´n no puede
exceder el 1%
– Las deflexiones del complejo QRS con una amplitud < 20µV y una duracio´n > 6 ms deben ser
detectados
– El error relativo del pico ma´ximo no puede exceder el 10% sobre el intervalo de cualquier de-
flexio´n QRS ≥ 20µV y ≥ 12ms.
Otros estudios se han centrado en analizar el valor adecuado de digitalizacio´n siguiendo las siguientes
metodologı´as [57]:
– El estudio directo de las caracterı´sticas espectrales del ECG
– El ana´lisis de las distorsiones del ECG como resultado de una frecuencia de discretizacio´n baja.
La u´ltima metodologı´a permite no solo establecer el nivel de distorsiones del ECG sino que adema´s muestra
su importancia en el diagno´stico. En [57] se investigo´ sobre cual debe ser la frecuencia de discretizacio´n
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necesaria para medir con el mı´nimo nivel de error posible las caracterı´sticas de un ECG por sus muestras
discretas. Se analizaron registros de ECG no invasivos tomados de la superficie del cuerpo, ası´ como registros
invasivos. Con base en el ana´lisis efectuado sobre una muestra poblacional de ma´s de 1000 realizaciones de
registro fueron hechas las siguientes conclusiones:
– La mı´nima frecuencia de discretizacio´n para la transmisio´n de informacio´n puede considerarse como
500 Hz, para un ECG de personas adultas tomado de la superficie del cuerpo y 1 kHz para un ECG
tomado de los mu´sculos del esto´mago.
– El valor mı´nimo de frecuencia suficiente durante el registro del ECG desde la superficie del cuerpo
para nin˜os es cerca de 800 Hz y para recie´n nacidos del orden de 1.5 Hz.
A pesar de la adecuacio´n que se realice en la sen˜al en el proceso de ditigalizacio´n es un hecho pra´cticamente
inevitable la presencia de perturbaciones en el registro de biopotenciales. Por tal motivo la reduccio´n de ruido
en el ECG ha sido uno de los temas ma´s abordados en la bibliografı´a sobre procesado de ECG, por lo que
han sido y son muy diversas las maneras de afrontar el problema y no existe un u´nico me´todo de aplicacio´n
universal [98].
Entre las te´cnicas existentes para reduccio´n de perturbaciones en sen˜ales ECG se encuentran:
– Filtros cla´sicos
– Promediado de la sen˜al
– Aproximacio´n de funciones
– Transformada Wavelet (WT)
– Filtros adaptativos.
Filtros cla´sicos
Para la reduccio´n de perturbaciones cuyo espectro sea mayor y en algunos casos se traslape con el espectro de
la sen˜al de ECG, como por ejemplo el ruido EMG y el electroquiru´rgico, entre otros, se emplean diferentes
tipos de filtros. Una primera aproximacio´n se tiene con el uso de filtros pasa bajas, siendo este un me´todo
gene´rico [85] cuya construccio´n se basa en las te´cnicas cla´sicas de disen˜o de filtros FIR (respuesta al impulso
finita) e IIR (respuesta al impulso infinita). Debido a su escasa selectividad, sobre todo utilizando pocos
coeficientes, su demanda en aplicaciones pra´cticas es escasa [76]. En [4] se describen dos tipos de filtros para
eliminar el ruido de alta frecuencia, uno de ellos de primer orden, y el otro de segundo orden.
H(z) =
1− z−m
1− z−1 (2.1)
que corresponde a la ecuacio´n de diferencias
y[n] = y[n− 1] + x[n]− x[n−m] (2.2)
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El problema relacionado con estos filtros es la presencia de lo´bulos secundarios y poca selectividad. Para
mejorar estos aspectos se puede utilizar el filtro de segundo orden tambie´n propuesto en [4]:
H(z) =
(1− z−4)2
(1− z−1)2 (2.3)
cuya ecuacio´n en diferencias es:
y[n] = 2y[n− 1]− y[n− 2] + x[n]− 2x[n− 4] + x[n− 8] (2.4)
Otra te´cnica para filtrar este tipo de perturbaciones es utilizando filtros de media mo´vil [85]. Constituyen un
me´todo muy sencillo, aunque su selectividad es muy baja, adema´s de enmascarar detalles de alta frecuencia
de la sen˜al. Estos filtros tienen una expresio´n gene´rica:
y[n] =
1
a+ b+ 1
k=n+b∑
k=n−a
x[k] (2.5)
de manera que la muestra situada en el centro de un intervalo de ancho igual a k, resulta de la ponderacio´n de
las muestras vecinas a la muestra original. Se utiliza este filtro con unos valores de ventana de a y b distintos,
adema´s de aplicar distintos pesos a las muestras. Un filtro de media mo´vil propuesto en [82] es:
y[n] =
x[n− 1] + 2x[n] + x[n+ 1]
4
(2.6)
Para la reduccio´n de perturbaciones tales como interferencia de lı´nea de potencia, en [65] se propone un filtro
pasa bajas, el cual elimina las componentes frecuenciales de interferencia AC, incluyendo los armo´nicos altos
con el inconveniente de que se ven afectados componentes frecuenciales importantes de la sen˜al de ECG. Este
es un me´todo gene´rico de reduccio´n del ruido [85], teniendo en cuenta que sus componentes frecuenciales
esta´n por encima de la sen˜al (aunque en algunos casos tambie´n pueden solaparse).
Tambie´n se propone el uso de filtros rechaza banda para la remocio´n de interferencia AC del contenido de
una sen˜al por atenuacio´n dentro de un rango estrecho de frecuencia. Algunos filtros FIR tambie´n remueven
armo´nicos altos de la interferencia de la red [6]. Los filtros IIR [43] y los filtros ana´logos rechaza banda no
muestran un retardo constante, causando una distorsio´n indeseable. Los filtros rechaza banda con un pequen˜o
ancho de banda pierden su efectividad en la remocio´n del ruido de red cuando la frecuencia de interferencia
cambia de 60 Hz. Los filtros rechaza banda con anchos de banda simples pueden eliminar cambios en la
interferencia pero tambie´n pueden eliminar componentes frecuenciales de la sen˜al de ECG.
Para tipos de ruido como las variaciones de lı´nea base, se tiene como alternativa utilizar filtros pasa banda
de 0.5 Hz a 100 Hz, o de pasa altas con una frecuencia de corte de 0.5 Hz, ya que estas interferencias
normalmente tienen un contenido frecuencial por debajo de este valor. Los filtros lineales tienen un elevado
coste computacional y, para conseguir una banda estrecha, es necesario un elevado nu´mero de coeficientes.
Si se utilizan filtros IIR sera´n necesarios menos coeficientes, pero al no tener fase lineal se altera la sen˜al.
Por ejemplo, en [4], se propone un conjunto de filtros digitales en todas las etapas de preprocesamiento de la
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sen˜al ECG. Entre ellos se destaca un filtro para reducir las variaciones de la lı´nea base. Este filtro es un pasa
altas IIR, con una frecuencia de corte a 0.5 Hz.
Se propone tambie´n la implementacio´n de filtros digitales variantes en el tiempo, en los cuales la frecuencia
de corte varı´a segu´n el ana´lisis de las componentes frecuenciales en cada latido respecto al promedio de los
mismos. Se parte de la expresio´n de un filtro patro´n, que puede cambiar su frecuencia de corte de forma
simple variando alguno de sus para´metros. En [116] se presentan dos me´todos: El primer me´todo adapta la
frecuencia de corte al nivel de lı´nea base presente en la sen˜al, que ha sido estimada a partir del error entre
la salida del filtro actual y la salida producida por el filtro de frecuencia de corte ma´xima. En el segundo
me´todo, la frecuencia de corte se estima a partir de la longitud del intervalo R - R de entre 5 y 10 latidos
anteriores al latido bajo estudio.
Promediado de la sen˜al
Es una de las te´cnicas ma´s utilizadas en el procesado de sen˜ales biolo´gicas. Su aplicacio´n resulta eficaz
siempre y cuando la sen˜al y el ruido a reducir cumplan ciertas condiciones [99].
La recurrencia de las sen˜ales ECG y su dependencia temporal respecto a un punto fiducial, permiten sumar los
diferentes ciclos de la sen˜al. El me´todo es entonces o´ptimo si el ruido cumple las siguientes condiciones [99]:
– Se encuentra no correlacionado entre los diferentes ciclos y la sen˜al a detectar
– Es estacionario y aditivo
– Las sen˜ales a detectar son invariantes en el tiempo
– La diferencia temporal entre la sen˜al y el punto fiducial son constantes.
En este caso se puede comprobar fa´cilmente que el ruido se reduce en un factor 1/
√
M , siendo M el nu´mero
de ciclos de sen˜al promediados, independientemente de la distribucio´n del ruido presente. El promediado de
M ciclos de sen˜al vendra´ dado por la expresio´n:
x(j) =
1
M
M∑
m=1
Xm(j) (2.7)
donde j representa cada una de las muestras de la sen˜al dentro de la ventana de promediado, m es el nu´mero
de ciclo cardı´aco, xm(j) = s(j) + nm(j), siendo s(j) la sen˜al de intere´s y nm(j) el ruido en cada ciclo. Por
lo tanto
x(j) = s(j) +
1
M
M∑
m=1
Xm(j) (2.8)
es una estimacio´n de la sen˜al a detectar y la calidad del estimador vendra´ determinada por su sesgo y varianza.
Para el ca´lculo del sesgo se aplica el operador esperanza.
E[x(j)] = E[s(j)] +
1
M
E
[
M∑
m=1
Xm(j)
]
(2.9)
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Suponiendo que el ruido es de media cero
E[x(j)] = s(j) (2.10)
por lo que el estimador no tiene sesgo. La varianza del estimador esta´ dada por la expresio´n:
V ar[x(j)] = V ar[s(j)] + V ar
[
1
M
E
M∑
m=1
Xm(j)
]
− Cov
[
s(j)
1
M
E
M∑
m=1
Xm(j)
]
(2.11)
Con las hipo´tesis de estacionariedad del ruido y adema´s que se encuentra no correlacionado para todos los
ciclos, la varianza del estimador es:
V ar[x(j)] =
1
M
V ar[n(j)] (2.12)
La varianza del estimador y, por tanto, la del ruido se ha reducido en un factor M mientras que la energı´a de
la sen˜al a detectar, s(j), permanece constante.
Este resultado es independiente de la distribucio´n del ruido y depende so´lo de la suposicio´n de ruido no
correlacionado, estacionario y de media nula. Sin embargo, el me´todo del promediado de sen˜al implica una
serie de restricciones que no siempre son fa´ciles de cumplir y que pueden llegar a degradar considerablemente
el resultado final. Entre ellas se pueden citar: la deteccio´n del punto fiducial, la estacionariedad del ruido y
la sen˜al, y la no independencia del ruido.
Aproximacio´n mediante funciones
Otras te´cnicas, basadas en el reconocimiento de formas, utilizan aproximaciones de la sen˜al como un medio
de reducir el ruido en general. Entre estas te´cnicas estarı´an: el ajuste de una curva mediante segmentos [56]
y el ajuste de curvas mediante funciones ortogonales y polinomios [83], [117], las cuales se utilizan tambie´n
para la compresio´n de datos. En [83] se describe la representacio´n de esta sen˜al mediante expansiones
ortogonales de un reducido nu´mero de coeficientes, utilizando el producto escalar y estimacio´n adaptativa
mediante el algoritmo LMS (mı´nimos cuadrados), donde el me´todo elegido depende de la relacio´n sen˜al a
ruido inicial.
Se pueden aplicar me´todos de aproximacio´n mediante funciones aplicados a variaciones de lı´nea base de
mayor frecuencia, aunque su coste computacional es mayor. En [74] se explica un me´todo para la reduccio´n
de la lı´nea base mediante aproximacio´n de la sen˜al con splines cu´bicos. Este me´todo se basa en la interpo-
lacio´n entre los niveles isoele´ctricos estimados en los intervalos P - R. De esta forma, su precisio´n dependera´
en gran medida de la precisio´n en la seleccio´n de los puntos adecuados, la cual muchas veces no es la ma´s
conveniente por la dificultad inherente a la localizacio´n de e´stos. Otro inconveniente es que el me´todo pierde
prestaciones cuando los puntos entre los cuales se interpola esta´n relativamente distanciados.
En cuanto a la aproximacio´n mediante polinomios, en [88] se describe un me´todo utilizando polinomios
de Chebyshev, similar al utilizado con la aproximacio´n mediante Wavelets [22]. Para ello se basa en el
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hecho de que cualquier funcio´n continua puede ser aproximada por un conjunto de funciones polino´micas
{φk(t) |k = 0, 1, ..., n}, donde el subı´ndice k representa el grado del polinomio. El objetivo de este me´todo
consiste en obtener los coeficientes y las funciones que ofrezcan la mejor aproximacio´n de la sen˜al. Una vez
logrado esto, se calcula la curva resultante y se resta de la sen˜al ECG inicial, para eliminar las variaciones de
la lı´nea base.
Filtros adaptativos
Los filtros adaptativos fueron los primeros propuestos para el filtrado de ECG [130]. En [79] se propone
una clase especial de filtrado adaptativo AC llamado estimacio´n incremental, el cual calcula la salida del
ruido como referencia de las 3 u´ltimas muestras de la sen˜al ECG contaminada. Este filtro tolera desviaciones
de frecuencia de la lı´nea de red desde un valor indicado hasta cerca de ±100 mHz dependiendo de algunos
para´metros de adaptacio´n.
La interferencia de lı´nea de potencia tambie´n puede ser tratada ya sea con un filtro Notch adaptativo o sim-
plemente mediante te´cnicas de substraccio´n de la sen˜al de ruido, estimada de forma adaptativa de la sen˜al
ruidosa original. En [30] se proponen tres diferentes filtros Notch adaptativos.
1. Filtro digital FIR rechazabanda de segundo orden adaptativo, disen˜ado para seguir los cambios de la
frecuencia central de la interferencia.
2. Los ceros de un filtro digital IIR rechazabanda de segundo orden adaptativo se colocan sobre el cı´rculo
unitario y los polos se adaptan para obtener un ancho de banda o´ptimo a fin de eliminar el ruido sobre
un nivel de atenuacio´n predefinido.
3. En [30], se presenta un filtro en donde tanto los polos como los ceros del filtro digital IIR rechazabanda
de segundo orden adaptativo, son adaptados para seguir la variacio´n de la frecuencia central dentro de
un ancho de banda o´ptimo.
El proceso adaptativo se ve considerablemente simplificado por el disen˜o de los filtros Notch mediante el
posicionamiento de polos y ceros en el cı´rculo unitario usando algunas reglas sugeridas [19], [54]. Adema´s
de esto se uso´ el algoritmo CLMS para el proceso adaptativo.
En [41] se ha comparado la complejidad y desempen˜o de dos filtros Notch de 60 Hz, uno adaptativo [4] con
una generacio´n interna de referencia y uno no adaptativo de segundo orden. Ambos filtros son implementados
ma´s eficientemente a una tasa de muestreo de 360 Hz. En este caso el filtro adaptativo no requiere multipli-
caciones y puede ser implementado efectivamente con enteros de 16-bits. una implementacio´n razonable de
un filtro no adaptativo requiere dos multiplicaciones de 16-bits y su desempen˜o varı´a con la precision de la
implementacio´n. A otra tasa de muestreo, el filtro adaptativo y el no adaptativo pueden ser implementados
con una y tres multiplicaciones de 16-bits, respectivamente. En cualquier caso, el filtro [4] representa una
mayor eficiencia computacional que un filtro Notch de 60 Hz.
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Con un tasa de muestreo de 360 Hz y, con ausencia de ruido, el filtro adaptativo introduce menos distorsio´n
en una sen˜al tı´pica de ECG. La distorsio´n ma´s significativa producida por el filtro no adaptativo puede ser
una vibracio´n despue´s de un complejo QRS. Debido al aumento en la adaptacio´n usada en el filtro Ahlstrom y
Tompkins, la salida del filtro adaptativo no es afectada significativamente por el complejo QRS, el cual tiene
una gran amplitud y muy corta duracio´n y, por lo tanto, no se observa vibracio´n.
La distorsio´n observada en la sen˜al de ECG en la ausencia de ruido tiende a decrecer a medida que la respuesta
transitoria del filtro se incrementa. Este decrecimiento en la distorsio´n de la sen˜al puede ser ponderado con la
habilidad del filtro de rastrear los cambios en la amplitud del ruido. La efectividad de los dos filtros se evaluo´
en sen˜ales reales determinando sus efectos en la entropı´a residual de una sen˜al de ECG con ruido de 60 Hz
de bajo nivel. Se encontro´ que este ruido de bajo nivel tiene un efecto significativo en los bits por muestra,
requeridos para almacenar una sen˜al de ECG comprimida en aplicaciones como diagnostico de ECG [4].
Para reduccio´n de lı´nea base mediante filtracio´n adaptativa se propone un filtrado adaptativo en cascada de
dos pasos. El primero consiste en un filtrado adaptativo constante y el segundo, en un filtrado tomando como
referencia los instantes de aparicio´n en cada latido. Para ambos se utiliza el algoritmo LMS. El primer filtrado
pretende eliminar la componente DC y las frecuencias inferiores que las correspondientes al segmento ST.
Despue´s de esto y teniendo en cuenta el comportamiento repetitivo del ECG, se aplica un filtrado adaptativo
con impulsos correlacionados, adecuado para la estimacio´n de sen˜ales perio´dicas o de sen˜ales que se repiten
por bloques en el tiempo. Este filtrado elimina el remanente de las variaciones en la lı´nea base que no este´n
correlacionadas con el QRS, para ası´ preservar las componentes del QRS que sı´ lo este´n.
Los filtros adaptativos digitales pasa-bajas eficientes computacionalmente, son introducidos en el proce-
samiento de la sen˜al como detectores de cruce por cero [125]. El propo´sito de estos filtros es extraer la
sen˜al sinusoidal fundamental del ruido y las perturbaciones impulsivas, dejando la sen˜al de salida en fase
con la sen˜al de entrada. Estos filtros constan de coeficientes arreglados, los cuales son multiplicados por
para´metros adaptativos, con el fin de ajustar instanta´neamente la frecuencia. So´lo se usan dos para´metros
adaptativos en este me´todo y adema´s, poseen dos ventajas sobre los filtros ba´sicos de fase lineal: disen˜os con
una buena atenuacio´n rechaza banda y simplicidad computacional.
Los filtros polimoniales deformados en el tiempo (TWPF) [92], son filtros adaptativos para la remocio´n de
ruido estacionario de sen˜ales biome´dicas no estacionarias. El filtro ajusta polinomios deformados para seg-
mentos largos de sen˜ales. Este puede ser interpretado como un filtro pasa-bajas con variacio´n en el tiempo de
la frecuencia de corte. En condiciones o´ptimas, la frecuencia de corte del filtro es igual al ancho de banda de
la sen˜al. Este posee importantes ventajas sobre las otras te´cnicas de eliminacio´n: reacciona inmediatamente
a los cambios en las propiedades de la sen˜al, independientemente de la reduccio´n deseada del ruido, no re-
quiere de una funcio´n de referencia y puede ser aplicado a sen˜ales no perio´dicas. En el caso de funciones
cuasi-perio´dicas, aplicando TWPF para perı´odos individuales de la sen˜al permite una o´ptima reduccio´n del
ruido.
Muchas de las te´cnicas adaptativas para la remocio´n de perturbaciones son basadas en el principio de Mı´nimos
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Cuadrados Recursivos (Recursive Least Squares (RLS)). Estos filtros gradualmente reducen el error cuadra´tico
medio entre la sen˜al de entrada principal y alguna sen˜al de referencia dada. Las te´cnicas de ruido y remocio´n
de interferencia pueden ser clasificadas ampliamente en dos categorı´as, dependiendo en cuales es registrada
o no, por una sen˜al de referencia:
– Estimacio´n del ruido en la sen˜al de entrada mediante una entrada de referencia para su sustraccio´n.
En la mayorı´a de las te´cnicas, la sen˜al de referencia consiste en ruido correlacionado con el ruido en
la primera entrada [31], [121], [31], [132]. En ciertas te´cnicas, la sen˜al de referencia consiste en un
registro de posicio´n diferente a la sen˜al biome´dica [121]. En este caso, el ruido en la entrada principal
y la entrada de referencia no deben tener correlacio´n
– Te´cnicas usando una sen˜al de referencia artificial: En este caso de entrada sencilla, la sen˜al de referen-
cia es tomada de la sen˜al registrada. Por ejemplo, los filtros predictores usan una versio´n retardada de
la sen˜al como una referencia.
El me´todo de filtracio´n adaptativa de banda completa, se basa en la te´cnica cla´sica de filtracio´n adaptativa
para la cancelacio´n de ruido, en el que se hace una estimacio´n de una funcio´n lineal variante en el tiempo,
entre dos derivaciones del ECG. Las caracterı´sticas de las derivaciones de entrada al filtro a partir de la cuales
se hacen las estimaciones lineales son [130]
D1 = s1 + r1
D2 = s2 + r2
(2.13)
Donde s1 y s2 representan la actividad auricular (ondas P), r1 y r2 representan la AV (actividad ventricular)
para las derivaciones D1 y D2 respectivamente, s2 tiene escaso contenido de energı´a debido a la ubicacio´n
de los electrodos en la derivacio´n D2. Como la sen˜al de error a la salida del esquema se halla a partir de
una derivacio´n con escasa energı´a de actividad auricular, se garantiza que la cancelacio´n se llevara´ a cabo
principalmente sobre AV, lo que permite que las ondas P solapadas con los complejos QRS o la onda T , sean
reflejadas a la salida.
Un procedimiento para la eliminacio´n de lı´nea de potencia, se realiza con una estimacio´n simple de la fre-
cuencia, amplitud y fase contenida en la sen˜al de ruido de la lı´nea de alimentacio´n en un registro y se remueve
este contenido estimado de la sen˜al original. Un me´todo usado es el de los mı´nimos cuadrados (LMS) [73].
En [13] se propone otro me´todo para el filtrado de la sen˜al de ECG por suavizado de la interferencia en el
dominio de la frecuencia, se realiza usando la Transformada ra´pida de Fourier (FFT).
Los me´todos mencionados producen un efecto no deseado cuando la amplitud de la interferencia cambia
abruptamente, produciendo un retardo a la salida siendo poco apropiado para aplicaciones en tiempo real.
Transformada Wavelet
La Transformada Wavelet (WT) ha sido utilizada en mu´ltiples aplicaciones, como la identificacio´n de tonos,
eliminacio´n de sen˜ales, compresio´n, reduccio´n del ruido en sen˜ales unidimensionales e ima´genes [56]. Se
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encuentran diversos me´todos basados en la WT para reducir el ruido presente en la sen˜al ECG (considerando
dicho ruido como blanco gaussiano, variaciones en la lı´nea base y lı´nea de alimentacio´n), que aparecen
frecuentemente. Dichos me´todos son aplicados despue´s de la adquisicio´n de la sen˜al ECG trata´ndose en
todos los casos como me´todos de procesamiento de sen˜ales fuera de lı´nea [22].
Existen algunos me´todos propuestos [27], [28], [49], [15], [52] para la reduccio´n del ruido. Procedimientos
similares de descomposicio´n y recomposicio´n, variando u´nicamente la cantidad de niveles, de acuerdo a la
necesidad y procedimientos que difieren al llevar a cabo la filtracio´n mediante para´metros estadı´sticos y,
la manera de aplicarlos a los coeficientes de detalle. La mayorı´a se basan en modificaciones del me´todo
propuesto por Donoho [27]. Uno de los trabajos ma´s representativos de esta te´cnica es el presentado en [28],
que sirve de base para la mayorı´a de los restantes. En e´ste se establecen los principios ba´sicos para la
reduccio´n del ruido, donde se determina que la sen˜al resultante del proceso debe ser tan suave como la sen˜al
original minimizando el error cuadra´tico medio. A partir de este trabajo se derivan otros, donde se estudian
variaciones del me´todo anterior para conseguir mejorar la SNR. Por ejemplo, en [49], se describe un me´todo
basado en la WT, an˜adiendo te´cnicas vectoriales de proyeccio´n sobre conjuntos y ası´ evitar el solapamiento
que existe entre los filtros de la transformacio´n, provocando que la umbralizacio´n no sea la ideal. En [15]
se describen algunas modificaciones a la umbralizacio´n para aplicar el me´todo en algunos casos donde el
ruido no corresponde a ruido blanco gaussiano, tal como se supone en la mayorı´a de ocasiones. En [52]
tambie´n aplica una variacio´n a la seleccio´n del umbral. En este caso se utiliza la validacio´n cruzada de splines
para calcular este umbral. Como principal desventaja de esta variante se destaca el coste computacional
de los ca´lculos. En [133], se presenta una nueva forma de filtracio´n adaptativa tiempo-escala, basada en
compresio´n wavelet. Una clase de funciones de compresio´n suave y el SURE (estimador de riesgo imparcial
de Stein) se usan para lograr un filtrado adaptativo tiempo-escala. Un me´todo llamado waveshrink [111],
para la extraccio´n de la sen˜al de ruido en sen˜ales ha sido probado como una poderosa herramienta. Este
me´todo es especialmente eficiente para la estimacio´n espacial en sen˜ales homoge´neas. Un paso clave en este
procedimiento es la seleccio´n del para´metro de umbralizacio´n. Donoho and Johnstone proponen un me´todo
de seleccio´n del umbral basado en el principio minimax [28]. En [34] se sugiere una variante del me´todo
anterior, con la diferencia que es aplicado otro me´todo de umbralizacio´n, semi−flexible, el cual generaliza
los umbrales flexibles y rı´gidos propuestos por Donoho y Johnstone. En [123] se estima el umbral mediante
cuatro procedimientos: sure, heuristic sure, fixthres y minimax.
Sure es una regla adaptativa de seleccio´n del umbral definida como umbral=
√
2 · loge(n · log2(n)), donde
n es el nu´mero de muestras de la sen˜al. Con este aprovechamiento se obtienen riesgos y son minimizados
con respecto a los valores δ dados por la seleccio´n del umbral. El me´todo es adaptativo buscando a trave´s de
un nivel umbral por cada nivel de descomposicio´n wavelet. Un acercamiento del umbral fijo fixthres calcula
el umbral con respecto a la longitud de la sen˜al y el umbral estimado esta´ dado por δ =
√
2 · loge(n). El
heuristic sure, aproxima´ndose a ser una variante del primero, reemplaza en condiciones de mucho ruido el
estimador sure con Fixthres. Ma´s alla´, el procedimiento minimax aplicado a un umbral fijado δ = 0.3936 +
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0.1829 · log(n) para producir el tambie´n llamado desarrollo minimax para el error cuadra´tico medio contra
un caso ideal. En [27] se implemento´ un me´todo mediante umbralizacio´n en el cual se utiliza la WT con el
umbral δ =
√
2log(N)σˆ, donde la umbralizacio´n es realizada con la expresio´n:
Cδ(i, j) =
 0, si |C(i, j) < δ|sgn(C(i, j))(|C(i, j)| − δ), si |C(i, j) ≥ δ| (2.14)
donde C(i, j) representa los coeficientes de los detalles obtenidos mediante la WT. El valor de σˆ utilizado
para este umbral viene dado por la expresio´n:
σˆ = median(|C(i, j)|)/0.6745 (2.15)
Para aplicar este me´todo hay que tener en cuenta que las sen˜ales utilizadas son de larga duracio´n. En este
caso, los me´todos de reduccio´n de ruido aplicados pueden fallar debido a que a lo largo de la sen˜al el nivel de
ruido muy probablemente cambiara´. Una posible solucio´n es dividir la sen˜al en una serie de intervalos donde
el nivel de ruido se considere constante y procesar cada uno de ellos por separado [22].
En [122] fueron usadas 50 simulaciones independientes para evaluar el desempen˜o de los me´todos de filtrado
de ECG en tipos de ruido especı´ficos: gaussiano y ruido blanco uniforme. Generados mediante un modelo
autorregresivo (AR) de orden 4. La amplitud del ruido fue escalada de tal manera que la SNR fuera 5 dB
para todas las sen˜ales. El desempen˜o de los me´todos se estudio´ obteniendo el error con 2600 muestras de
ECG y especı´ficamente obteniendo el error cuando 6 complejos QRS se extraen manualmente del registro.
Cuando se consideran familias wavelets ortogonales con soporte compacto tales como Daubechies, Symlets,
Coiflets con la DWT, se obtienen mejores resultados. El desempen˜o del filtrado fue muy aproximado entre
las familias; sin embargo, las bases Coiflet muestran ligeramente mejor rendimiento [122]. La wavelet madre
Coiflet de orden 5 obtuvo menor error entre otras funciones. El desempen˜o del error fue medido con la norma
L2.
Tomando la capacidad de las wavelet para suprimir un polinomio, dependiendo de los momentos nulos que
posea, se puede utilizar para reducir las variaciones de la lı´nea base. Ası´, si xkψ(x) = 0 para k = 0, ..., n,
entonces la wavelet posee n + 1 momentos nulos y se pueden suprimirlos polinomios de grado n por esta
wavelet [70]. Entonces, dentro de las caracterı´sticas de la WT, se encuentra la capacidad en la reduccio´n de
las variaciones de la lı´nea base.
Sea la sen˜al adquirida como
y[n] = x[n] + µe[n] + s[n] (2.16)
donde x[n] es la sen˜al sin ruido, e[n] representa ruido blanco Gaussiano con media nula y varianza 1, µ su
nivel y s[n] representa la lı´nea base. El objetivo del me´todo en [22] es obtener la estimacio´n de la lı´nea base,
sˆ[n], de forma que su sustraccio´n de y[n], sea una sen˜al sin variaciones en la lı´nea base. En este caso se
utiliza filtrado lineal, de forma que todos los detalles de la WT sera´n eliminados, queda´ndose u´nicamente con
los coeficientes de aproximacio´n. La sen˜al sˆ[n] se obtiene directamente del efecto de filtro pasa bajas de la
aproximacio´n de la sen˜al y[n] de cierto nivel, el cual debe ser establecido a priori.
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2.2 Segmentacio´n de Sen˜ales ECG
El empleo de me´todos de control y prevencio´n de patologı´as cardı´acas, implica, entre otros, el desarrollo
de herramientas ma´s efectivas en el diagno´stico de la funcionalidad cardı´aca. En particular, el ana´lisis de la
actividad ele´ctrica del corazo´n a trave´s de los registros del ECG, el cual esta´ relacionado con la cuantificacio´n
directa de sus diferentes para´metros morfolo´gicos (ritmo, estimacio´n de intervalos y amplitudes de eventos,
etc.) como se muestra en la Figura 2.4 con ayuda de reglas relativamente simples; por ejemplo, si la contrac-
cio´n de la aurı´cula es ma´s lenta de lo normal, el segmento PQ se hace ma´s largo y la duracio´n del complejo
QRS tambie´n. Examinando los intervalos R - R se puede obtener el ritmo cardı´aco, cambios en el taman˜o de
la onda T como tambie´n, deformaciones y alteraciones en el segmento ST que pueden estar asociados con
arritmias e infartos.
Sin embargo, las limitaciones de los me´todos de ana´lisis son severas, particularmente cuando las sen˜ales de
ECG deban ser evaluadas en relacio´n con factores de influencia internos (sincronismo del mismo feno´meno
de ECG en sus diferentes derivaciones) o externos (estado funcional de otros o´rganos, ha´bitos del paciente,
factores conge´nitos, etc.). El ECG de cada estado de actividad cardı´aco-ele´ctrica (normal o patolo´gico)
algunas veces es extremadamente difı´cil de describir mediante ponderaciones exactas de las formas de sus
picos, ondulaciones bruscas u otros patrones anormales que el especialista detecta a simple vista.
Los anteriores factores plantean el problema de la cuantificacio´n de las sen˜ales por medio de la segmentacio´n
de eventos de forma automatizada, agilizando en gran parte el curso hacia los resultados finales orientados
como soporte al diagno´stico para el especialista. Actualmente existen diversos me´todos de segmentacio´n
automa´tica de sen˜ales ECG, algunos que presentan mejores caracterı´sticas que otros (rapidez, eficacia, ver-
satilidad), entre los cuales se encuentran:
– Algoritmos basados en la estimacio´n de la funcio´n de correlacio´n [21]
– Algoritmos basados en amplitud y derivadas de la sen˜al ECG [32]
– Algoritmos basados en filtros digitales [32]
– Algoritmos basados en transformaciones no lineales [60]
– Modelos estoca´sticos [46]
– Algoritmos basados en representaciones en el dominio tiempo-frecuencia (DWT, CWT) [5], [119],
[69], [9]
– Algoritmo de Best Basis [16].
El rendimiento de los algoritmos es medido con criterios de evaluacio´n recomendados por la AAMI (Associ-
ation for the Advancement of Medical Instrumentation).
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– Precisio´n: La precisio´n usualmente es el nu´mero de verdaderos positivos sobre el nu´mero total de
positivos
Precisio´n (P) =
TP
TP + FP
(2.17)
– Sensibilidad: La sensibilidad se define como el nu´mero de verdaderos positivos sobre (verdaderos
positivos + falsos negativos)
Sensibilidad (S) =
TP
TP + FN
(2.18)
– Medida F: Debido a que a menudo es ma´s conveniente realizar una comparacio´n con una sola me-
dida, se usa la “medida F” que combina la precisio´n y la sensibilidad. Usualmente se calcula como
(2*precisio´n*sensibilidad)/(precisio´n + sensibilidad), la cual es la media armo´nica de dos.
MedidaF =
1
α 1p + (1− α) 1R
, α = 0.5 (2.19)
De cualquier forma, estos para´metros so´lo tendra´n valor comparativo cuando se hayan aplicado a las mismas
sen˜ales, ya que segu´n sean las caracterı´sticas de e´stas, las prestaciones de los algoritmos varı´an.
Figura 2.4: Esquema de los complejos, intervalos y segmentos de la sen˜al ECG.
2.2.1 Algoritmos basados en la estimacio´n de la funcio´n de correlacio´n
Su aplicacio´n se ha disen˜ado principalmente para la deteccio´n de complejos QRS. Estiman valores de perio-
dicidad a partir de las siguientes funciones:
35
CAPI´TULO 2. PREPROCESAMIENTO DE SEN˜ALES ECG
Autocorrelacio´n
Para una funcio´n discreta se define como:
rx[η] = E[x[n]x[n− η]] (2.20)
si el proceso es ergo´dico
rx[η] = lim
N→∞
1
2N + 1
N∑
n=−N
x[n]x[n− η] (2.21)
La funcio´n (2.21) presenta ma´ximos en aquellos puntos η donde dos traslaciones de x[n] tienen mayor pare-
cido, es decir, en los pseudoperı´odos de la sen˜al. Empero, pueden aparecer varios ma´ximos que dificultan la
deteccio´n.
AMDF(Average Mean Distance Function)
AMDF emplea la expresio´n
∆Mx[n] = lim
N→∞
1
2N + 1
N∑
n=−N
|x[n]x[n− η]| (2.22)
Si el segmento de la sen˜al es aproximadamente perio´dico con perı´odo P,∆Mx[n] debe acercarse a cero para
n = 0,±P,±2P, ..., se buscan entonces los mı´nimos de ∆Mx[n]
Este me´todo presenta inconvenientes similares al caso de la autocorrelacio´n ya que en algunas zonas aparecen
varios mı´nimos y es difı´cil distinguir cua´l es el ma´s apropiado.
FFT
La transformada de Fourier de una sen˜al perio´dica presenta pulsos en los mu´ltiplos enteros de la frecuencia
fundamental. Las sen˜ales pseudoperio´dicas, tal como la sen˜al de ECG, presenta una aproximacio´n a este
feno´meno.
Multiplicando varios espectros se consigue realzar la frecuencia fundamental.
Al igual que con las otras te´cnicas revisadas en este apartado, los algoritmos basados en la FFT so´lo indican
la duracio´n del perı´odo, pero no su comienzo ni su final, lo cual no resulta muy u´til en la segmentacio´n.
2.2.2 Algoritmos basados en amplitud y derivadas de la sen˜al ECG
Dentro de la deteccio´n de puntos significativos, el caso ma´s relevante es la deteccio´n del complejo QRS.
Generalmente, estos algoritmos marcan de alguna manera la posicio´n donde se considera que el complejo
QRS termina, comienza o presenta algu´n valor ma´ximo como la posicio´n del pico R.
Los algoritmos que se indican en este apartado, utilizan umbrales, amplitud, primera y segunda, derivada de
la sen˜al ECG para la deteccio´n de los complejos.
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Algoritmos basados en la amplitud y en la primera derivada
Algoritmo de Moriet-Mahoudeaux:
1. Dada una sen˜al x[n] con m muestras, en primer lugar se calcula un umbral de amplitud, segu´n la
expresio´n:
h = αmaxx[n] (2.23)
donde el coeficiente α toma distintos valores segu´n las caracterı´sticas concretas de la sen˜al. Los autores
consideran un valor recomendable de α = 0.3.
2. Se calcula la primera derivada de la sen˜al utilizando la ecuacio´n:
y[n] = x[n+ 1]− x[n− 1] (2.24)
3. Para establecer la presencia del complejo QRS, se observa si tres muestras consecutivas de y[n] so-
brepasan un umbral de pendiente y esta´n seguidas en los siguientes 100 ms por dos muestras que
exceden el umbral negativo de la pendiente. En este punto hay que tener en cuenta que estas expre-
siones se aplican al caso de sen˜ales que han sido muestreadas a 250 Hz, en caso de utilizar frecuencias
de muestreo distintas, la derivada de la sen˜al se calcuları´a a partir de otros valores de x[n].
Todos los puntos del ECG que este´n situados en esta zona deben adema´s satisfacer el umbral de ampli-
tud. Analı´ticamente esto se expresa como:
y[i], y[i+ 1], y[i+ 2] > β1
y[j], y[j + 1] > −β2
x[i], x[i+ 1], ..., x[j + 1] ≥ h
(2.25)
donde para el caso de sen˜ales muestreadas a 250 Hz con un rango de 1V y 8 bits de resolucio´n, los
autores recomiendan unos valores de β1 = 0.5, β2 = 0.3.
Algoritmo de Fraden y Neuman:
1. Se calcula en primer lugar un umbral de amplitud segu´n:
h = αmaxx[n] (2.26)
donde α = 0.4 si se trabaja en las mismas condiciones que en el caso anterior
2. Se rectifica la sen˜al x[n] de forma que y[n] = abs(x[n])
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3. La sen˜al rectificada es pasada a trave´s de un recortador de nivel
y1[n] =
 y[n], siy[n] ≥ hh, siy[n] ≥ h (2.27)
4. Se calcula la derivada de la sen˜al y1[n]
y2[n] = y1[n+ 1]− y1[n− 1] (2.28)
5. Se establece la deteccio´n de un complejo QRS si se cumple la desigualdad.
y[n] > γ, con γ = 0.7 (2.29)
Algoritmo de Gustafson:
1. Se calcula la derivada de la sen˜al y[n] en cada punto
y[n] = x[n+ 1]− x[n− 1] (2.30)
2. Se examinan los puntos de y[n] que exceden cierto umbral:
y[i] ≥ δ, con δ = 0.15 (2.31)
Si esto ocurre, entonces se examinan las tres muestras siguientes para determinar si tambie´n cumplen
esta condicio´n. En caso afirmativo, se establece la presencia del complejo QRS si antes se verifica.
y[i+ 1]x[i+ 1] > 0
y[i+ 2]x[i+ 2] > 0
(2.32)
Como se puede observar, las diferencias entre los algoritmos comentados son mı´nimas, variando u´nicamente
su funcionamiento segu´n las condiciones de la sen˜al original. En general, los resultados ofrecidos por estos
algoritmos no son satisfactorios si la sen˜al no se encuentra suficientemente limpia de artefactos como el ruido
y las variaciones de la lı´nea base [32].
Algoritmos basados u´nicamente en la primera derivada
Se caracterizan por que toman como para´metro la primera derivada para la deteccio´n de complejos QRS,
teniendo un alto grado de sensibilidad al ruido. Entre ellos se encuentran:
Algoritmo de Menard:
– Se calcula la primera derivada empleando la expresio´n:
y[n] = −2x[n− 2]− x[n− 1] + x[n+ 1] + 2x[n+ 2] (2.33)
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– Se determina el umbral para la pendiente igual a un porcentaje de la amplitud de la primera derivada,
y[n]
h = αmax y[n], α = 0.7 (2.34)
– Se considera un complejo QRS cuando comparando los valores de y[n] con h se encuentra el primer
punto en que y[n] > h.
Esta te´cnica no se recomienda cuando la sen˜al presenta variaciones de lı´nea base o pulsos debido al ruido.
Algoritmo de Holsinger:
– La derivada de la sen˜al se calcula con la siguiente expresio´n:
y[n] = x[n+ 1]− x[n− 1] (2.35)
– Se realiza una bu´squeda en la sen˜al y[n], tal que supere un umbral dado α
– Se determina la existencia de un complejo QRS si despue´s de tres muestras del cruce del umbral se
conserva la relacio´n y[i] > α.
El valor de α se modificara´ con el objeto de adaptarse de mejor forma a las caracterı´sticas de la sen˜al. El
autor propone un valor de α = 0.45.
Algoritmos basados en la primera y segunda derivada
Algoritmo de Balda:
– Se calculan las correspondientes derivadas:
y1[n] = abs(x[n+ 1]− x[n− 1])
y2[n] = abs(x[n+ 2]− 2x[n] + x[n− 2])
(2.36)
– Se ponderan y se suman las sen˜ales obtenidas en el paso anterior de la siguiente manera:
y3[n] = 1.3y1[n] + 1.1y2[n] (2.37)
– y3[n] es revisada hasta que supere cierto umbral α. El autor recomienda un umbral α = 1.0
– Se comparan los siguientes 4 puntos y, si 3 de ellos superan el umbral, se confirma la existencia del
complejo QRS.
Algoritmo de Ahlstrom y Tompkins:
– Se calcula el valor absoluto de la primera derivada:
y1[n] = abs(x[n+ 1]− x[n− 1]) (2.38)
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– Se filtra y1[n]
y11[n] =
y1[n− 1] + 2y1[n] + y1[n+ 1]
4
(2.39)
– Se calcula el valor absoluto de la segunda derivada:
y2[n] = abs(x[n+ 2]− 2x[n] + x[n− 2]) (2.40)
– Se suman las sen˜ales y11[n] y y2[n]
– Se calculan dos umbrales h1 y h2, de acuerdo a unos valores C1 y C2 recomendados
h1 = C1max(y3[n]), C1 = 0.2
h2 = C2max(y3[n]), C2 = 0.8
(2.41)
– Se determina un complejo QRS si
y3[i] > h1, y
y3[i+ 1 : i+ 6] > h2
(2.42)
2.2.3 Algoritmos basados en filtros digitales
Algoritmo de Engelese y Zeelemberg:
– La sen˜al se hace pasar por un filtro Notch y por un diferenciador de la forma:
y[n] = x[n]− x[n− 4] (2.43)
– y[n] se pasa por un filtro pasa bajas:
y1[n] = y[n] + 4y[n− 1] + 6y[n− 2] + 4y[n− 3] + y[n− 4] (2.44)
– Se establecen dos umbrales con igual magnitud y polaridad opuesta. Cuando y1[i] supera el umbral
positivo, se examina una zona de 160 ms que es candidata a ser complejo QRS, ruido por desplaza-
miento de lı´nea base o artefactos en movimiento, de acuerdo a las siguientes condiciones:
y1[i+ j] < −δ, 0 ≤ j < ∆
y1[i+ j] < −δ, 0 ≤ j < ∆, y1[l + k] > δ, j < k < ∆
y1[i+ j] < −δ, 0 ≤ j < ∆, y1[l + k] > δ, j < k < ∆, y1[l + k] < −δ, k < l < ∆
(2.45)
Para sen˜ales con una frecuencia de muestro de 250 Hz, se recomienda los umbrales ∆+ = 40 y
∆− = −21.
Si cualquiera de las condiciones se cumple, se determina la existencia de un complejo QRS. Si existe
un cruce adicional de algu´n umbral, la ocurrencia se determina como ruido.
40
CAPI´TULO 2. PREPROCESAMIENTO DE SEN˜ALES ECG
Algoritmo basado en filtro pasa bajas y derivador:
En [21] se describe un filtro para la deteccio´n tanto del complejo QRS como para la deteccio´n de las ondas P
y T, conformado por un componente paso bajo y un derivador. La expresio´n analı´tica de este filtro es:
H(a,w) =
 jw, |w| ≤ api0, api < |w| ≤ pi (2.46)
Pasando la sen˜al por el filtro compuesto, las componentes de baja frecuencia se derivan y las componentes de
alta frecuencia son filtradas en pasa bajas. Se puede realzar los componentes del complejo QRS modificando
los para´metros del filtro, partiendo del hecho de que el espectro de la sen˜al se conoce a priori.
2.2.4 Algoritmos basados en transformaciones no lineales
Algoritmo MOBD (Multiplication of Backward Difference):
En [60] se propone un algoritmo para la deteccio´n de para´metros que puedan clasificar el ritmo cardı´aco en
lı´nea. Los para´metros a ser extraı´dos son:
• Onda P: Tiempo de inicio, ma´ximo y fin, amplitud ma´xima.
• QRS: Tiempo de inicio, pico R, fin, amplitud ma´xima.
• Onda T: Tiempo del ma´ximo/mı´nimo (dependiendo de la polarizacio´n), segundo extremo (si esta´
disponible), fin, amplitud ma´xima.
• ST: desviacio´n y pendiente
• Para´metros derivados: intervalo R-R, intervalo PQ, longitud QT.
La deteccio´n de QRS esta´ basada en el algoritmo de Multiplicacio´n de Diferencias hacia Atra´s (MOBD), que
tiene las siguientes caracterı´sticas:
– Se calcula la derivada de la sen˜al:
y[n] = x[n]− x[n− 1] (2.47)
y se define la transformacio´n MOBD de orden m como:
z[n] =
m−1∏
k=0
|y[n− k]| (2.48)
– Se impone la condicio´n de colocar z[n] = 0 si:
sgn(y[k − n]) 6= sgn(x[n− (k + 1)]), k = 0, 1, ...,m− 2 (2.49)
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– Finalmente, cuando se realize la deteccio´n de un pico R, se toma un periodo refractario debido a
caracterı´sticas intrı´nsecas de la sen˜al.
La desviacio´n ST se deriva 80 ms despue´s del punto final del complejo QRS. La deteccio´n de las ondas P y T
se realiza con el algoritmo de Joeng [53], el cual busca la onda T despue´s de que se ha detectado un complejo
QRS. Los algoritmos de deteccio´n de todos los para´metros son evaluados basa´ndose en la base de datos QT.
Los resultados se pueden ver en la Tabla 2.1, la cual muestra la sensibilidad (Se), la prediccio´n (+P), la media
y la desviacio´n esta´ndar (STD).
Para´metro No. de latidos Se[%] +P[%] Media STD
P-Inicio 3104 69.33 87.73 0.003 0.068
P-Pico 3104 73.81 93.40 -0.012 0.040
P-Fin 3104 77.58 98.21 -0.019 0.035
QRS-Inicio 3533 99.01 99.74 -0.020 0.010
QRS-Pico 3533 99.18 99.94 0.008 0.006
QRS-Fin 3533 99.18 99.94 0.026 0.011
T-Pico 3466 86.48 89.95 -0.040 0.035
T-Fin 3459 77.77 81.86 -0.068 0.046
Tabla 2.1: Resultados para la extraccio´n de para´metros completa, probada con el primer canal de la QT DB.
Algoritmo de Okada:
En [82] se describe un algoritmo de 5 etapas para la deteccio´n de complejos QRS.
1. Se calcula la media mo´vil de cada muestra utilizando 3 puntos con pesos 1,2 y 1, obteniendo ası´ la
sen˜al filtrada y[n].
2. Se realiza un filtrado paso banda mediante la expresio´n:
y2[n] = (y[n]− y1[n])2, n = m+ 1, ..., N −m (2.50)
donde
y1[n] =
1
2m+ 1
i+m∑
k=i−m
y[k] (2.51)
con esto se consigue realzar componentes del QRS respecto a otros de la sen˜al.
3. Se aplica la expresio´n:
y3[n] =
y2[n]
C
(
n+m∑
k=n−m
y2[k]
C
)2
, n = m+ 1, ..., N −m (2.52)
donde C es una constante, donde el autor la define como C = 64. De esta manera se diferencia el
complejo QRS por su larga duracio´n en el tiempo respecto a otras ondas.
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4. Se calcula una sen˜al representativa de los cambios de signo que se producen en la sen˜al y[n] con
respecto a y3[n]:
y4[n] = ky3[n], n = m+ 1,m+ 2, ..., N −m (2.53)
donde
k =
 1, si(y[n]− y[n−m])(y[n]− y[n + m]) > 00, si(y[n]− y[n−m])(y[n]− y[n + m]) < 0 (2.54)
5. Se aplica un umbral a la sen˜al anterior que represente la deteccio´n del complejo QRS. Este umbral
viene dado por:
h = ∆max(y4[n]) (2.55)
Si y4[i] > h, se determina la existencia de un complejo QRS.
Algoritmo de Hamilton-Tompkins:
Se compone ba´sicamente de los siguientes pasos:
– Se calcula la derivada xd[n] mediante un filtro FIR
– Se aplica la transformacio´n lineal:
y[n] = x2d[n] (2.56)
– Se aplica un umbral y un periodo refractario para la deteccio´n de un QRS.
2.2.5 Te´cnicas basadas en modelos estoca´sticos
En [46] se estudia el uso de Modelos Ocultos de Markov (HMM) y Modelos Ocultos de Semi-Markov
(HSMM), para la segmentacio´n del electrocardiograma en sus ondas caracterı´sticas constitutivas. Se uti-
liza la Trasformada Wavelet Undecimada (UWT) para proveer una representacio´n completa de la sen˜al, que
es ma´s apropiada para su posterior modelamiento. La gran mayorı´a de algoritmos para el ana´lisis automati-
zado de ECG se basan en me´todos de umbralizacio´n para predecir el fin de la onda T, como el punto donde
la onda cruza un umbral previamente calculado. Basados en el hecho natural de que la sen˜al ECG es el resul-
tado de un proceso generativo en el que cada onda caracterı´stica es generada por un correspondiente estado
cardiolo´gico del corazo´n, adema´s de que cada estado depende u´nicamente del estado anterior, se ha optado
por el uso de HMM. Las ondas que se detectaron fueron: la onda P, la lı´nea de base 1, el complejo QRS, la
onda T, la lı´nea de base 2 y la onda U, como se muestra en la Figura 2.5. Inicialmente se entreno´ el modelo de
una forma supervisada con una base de datos etiquetada manualmente [46]. Aunque se obtuvieron resultados
razonables en la clasificacio´n del complejo QRS y la onda T, en la clasificacio´n de la onda P los resultados no
fueron muy consistentes (ver Tablas 2.2 y 2.3). Con el objeto de mejorar el comportamiento del modelo se
requirio´ codificar la sen˜al para capturar las principales caracterı´sticas de la onda. Para tal propo´sito se utilizo´
la UWT ya que e´sta provee una descripcio´n de la sen˜al tiempo-frecuencia en una base muestra a muestra.
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Figura 2.5: Ondas a ser detectadas [46].
Onda P Lı´nea de base 1 Complejo QRS Onda T Onda U Lı´nea de base 2
Onda P 5.5 47.2 0.5 4.4 15.9 26.5
Lı´nea de base 1 1.7 80.0 1.6 1.3 5.9 9.5
Complejo QRS 1.0 11.3 79.0 4.6 1.4 2.7
Onda T 0.9 1.8 1.2 83.6 5.2 7.3
Onda U 0.6 25.3 0.6 3.9 42.8 26.8
Lı´nea de base 2 2.3 32.2 1.3 3.5 28.9 31.8
Tabla 2.2: Matriz de confusio´n porcentual usando HMM.
Con el fin de encontrar la wavelet ma´s efectiva se examinaron wavelets tipo Daubechies, Symlet, Coiflet y
Biortogonales. Se encontro´ que la wavelet Coiflet de segundo orden dio´ los mejores resultados en la clasi-
ficacio´n (ver Tablas 2.4 y 2.5). Una de las limitaciones de los HMM es la forma en que estos modelan las
duraciones de estado. Como una solucio´n a esta limitacio´n se propone el uso de HSMM. En la Figura 2.6 se
ven los resultados.
2.2.6 Te´cnicas basadas en la transformada wavelet
En [5] se realiza la deteccio´n y ubicacio´n de los puntos caracterı´sticos del complejo QRS de la sen˜al ECG,
mediante la WT dia´dica en registros de ECG Holter, utilizando el algoritmo de Mallat para multirresolucio´n
con aproximacio´n y detalles a un nivel j = 2. Se caracterizan los mı´nimos y ma´ximos de funciones que resul-
tan de la descomposicio´n. Este algoritmo se prueba usando la base de datos MIT con medidas de sensibilidad
y prediccio´n. Se realiza una comparacio´n de resultados con algoritmos desarrollados en [63], [12], [40], [89]
y [41]. Los resultados se muestran en la Tabla 2.6.
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Pinicio 286
Q 16
J 8
Tfin 33
Tabla 2.3: Errores absolutos promedio usando HMM.
Onda P Lı´nea de base 1 Complejo QRS Onda T Lı´nea de base 2 Onda U
Onda P 74.2 14.4 0.1 0.3 0 11.0
Lı´nea de base 1 15.8 81.5 1.7 0.1 0 0.9
Complejo QRS 0 2.1 94.4 3.5 0 0
Onda T 0 0 1.0 96.1 0.7 2.2
Onda U 0.1 0.1 0.1 1.7 12.4 85.6
Lı´nea de base 2 1.4 0 0 1.6 1.4 95.6
Tabla 2.4: Matriz de confusio´n porcentual usando HMM y wavelets.
En [119] se presenta un algoritmo de deteccio´n de eventos realizado para implementacio´n de dispositivos
cardı´acos como marcapasos y desfibriladores, en especial para la deteccio´n del complejo QRS. Para evaluar
el desempen˜o del algortimo en ambientes de ruido se combinaron la base de datos EMG y una base de datos
de interferencias. La base de datos EMG contiene 50 registros con promedio de duracio´n de 1 minuto. Los
datos fueron obtenidos durante la implantacio´n o reemplazo de marcapasos. La base de datos de interferencias
contiene varias sen˜ales de interferencia, por ejemplo, artı´culos electro´nicos y sistemas de vigilancia, entre
otros. La EMG y las interferencias fueron combinadas usando una SNR definida por la amplitud pico a pico
de la EMG y la desviacio´n esta´ndar del ruido. Para la deteccio´n de eventos se emplea un modelado ba´sico
de la sen˜al x = h+w, que tiene como restriccio´n que so´lo una morfologı´a de QRS se puede modelar, una
limitacio´n severa debido a la alta naturaleza de variacio´n de morfologı´as del complejo QRS. Con el fin de
desarrollar un modelo ma´s general de la sen˜al, se identifican dos caracterı´sticas principales del complejo
QRS:
1. Diferentes composiciones de morfologı´as sime´tricas y asime´tricas
2. Diferentes duraciones del complejo QRS.
El modelo supone que el QRS esta´ compuesto por una combinacio´n lineal de sen˜ales representativas.
H = [h1...hp] (2.57)
Para representar la matriz H del modelo (2.57), se debe escoger un tipo que se asemeje a las morfologı´as
ba´sicas del QRS en la EGM. Inicialmente se opta por la transformada KL, que caracteriza de manera o´ptima
la energı´a de un ensamble de sen˜ales, pero tiene desventajas en la complejidad de implementacio´n, en la no
recursio´n de ca´lculo de las bases y el formato de punto flotante de los datos, implicando longitudes de palabra
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Pinicio 15
Q 3
J 6
Tfin 11
Tabla 2.5: Errores absolutos promedio usando HMM y wavelets.
Figura 2.6: Resultados de las duraciones de estado usando HSMM y su codificacio´n [46].
demasiado grandes como para efectos de implementacio´n en DSP. Por lo anterior se utiliza la informacio´n
morfolo´gica a priori que tiene el complejo QRS, compuesta por una forma de onda monofa´sica o bifa´sica. Una
transformada que puede ser implementada eficientemente es la WT dia´dica, aunque por ser una transformada
local, brinda informacio´n del comportamiento local de una sen˜al. Con lo anterior se plantea el uso de filtros
propios, en donde el banco de filtros a obtener debe tener una respuesta al impulso monofa´sica y bifa´sica.
Al banco de filtros se aplica el algoritmo de Mallat basado en la Transformada Wavelet discreta (DWT). Se
plantea entonces una estructura eficiente del detector con baja complejidad, usando transformada wavelet
dia´dica con coeficientes de filtro enteros adecuados, seguido por una prueba de relacio´n de verosimilitud
generalizada (GLRT), con el fin de tomar alguna decisio´n. Los resultados muestran que se puede obtener una
deteccio´n o´ptima moderando los altos niveles de ruido para algunas fuentes de ruido comu´n. En te´rminos de
probabilidad de una deteccio´n falsa y probabilidad de una falsa alarma, en promedio, el desempen˜o fue menor
que 0.7% y 0.1% respectivamente, conseguido para niveles de ruido moderados de cinco tipos de ruido.
En [69] se analiza y evalu´a el comportamiento de la WT para puntos significativos de una sen˜al ECG. Se
utiliza una wavelet spline cuadra´tica, para realizar la WT discreta dia´dica, en la cual se emplean u´nicamente
las escalas 22 − 24, debido a que en ese rango se encuentran las caracterı´sticas de frecuencia del ECG. La
Figura 2.7 muestra ondas similares a las del ECG y su WT a varias escalas. A una onda monofa´sica como (a)
o (b) le corresponde un par ma´ximo positivo-mı´nimo negativo en las diferentes escalas con el consiguiente
cruce por cero entre las dos. Un cambio brusco en la sen˜al corresponde a una serie de ma´ximos o mı´nimos a
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Almeida et al Li et al Bahoura et al Gouveia et al Pan et al Hamilton et al
Registro S P+ S P+ S P+ S P+ S P+ S P+
100 100.0 99.96 100.0 100.0 100.0 100.0 100.0 99.96 100.0 100.0 100.0 99.91
105 99.57 99.80 99.49 99.42 99.42 98.96 99.77 99.30 99.14 97.44 99.14 97.96
116 99.21 99.96 99.96 100.0 99.92 99.83 99.34 99.96 99.09 99.87 98.96 99.83
117 100.0 100.0 100.0 99.93 100.0 100.0 99.93 98.65 99.93 99.93 99.80 99.35
200 99.31 99.65 99.96 100.0 100.0 100.0 99.77 98.67 99.88 99.77 99.92 99.88
223 99.77 99.58 99.92 100.0 99.96 100.0 99.96 99.92 100.0 99.96 99.92 100.0
media 99.64 99.82 99.89 99.89 99.88 99.80 99.79 99.41 99.68 99.50 99.63 99.49
Tabla 2.6: Reconocimiento de QRS con criterios de +S y P .
lo largo de varias escalas. En la onda (c), que simula un complejo QRS, se observa que los pequen˜os picos de
las ondas Q y S, corresponden a ceros de la WT sobre todo en las escalas 21 y 22. Las ondas de tipo P o´ T (d)
tienen su componente mayor en la escala 24, mientras artefactos como (e) dara´n lugar a ma´ximos o mı´nimos
aislados, que podra´n ser eliminados fa´cilmente.
Figura 2.7: Primeras 4 escalas de la DWT de ondas simuladas del tipo observado en el ECG
Si la sen˜al esta´ contaminada con ruido de alta frecuencia (f), tiene efecto sobre todo en las escalas 21 y 22,
pero las escalas altas apenas son afectadas por el ruido. Las variaciones de lı´nea base (g) u´nicamente afectan
ligeramente a la escala 24.
Utilizando la informacio´n de ma´ximos y mı´nimos locales y cruces por cero en las distintas escalas se ha
desarrollado el algoritmo de deteccio´n. En primer lugar se detectan los complejos QRS utilizando el me´todo
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multiescala propuesto en [63], robustecido al basar la bu´squeda en la onda ma´s significativa del complejo
QRS y no u´nicamente en la onda R.
A partir de la posicio´n del QRS se determinan y etiquetan los picos de las ondas individuales que lo forman,
su inicio y su final analizando la WT, en las escalas 21 y 22. El pico (o picos), inicio y final de las ondas P
y T se detectan en la escala 24. Se han considerado para ello todas las posibles morfologı´as del complejo
QRS (qrs, rsr’, qr, rs, r y qs) y de ondas P y T (onda T positiva, negativa, bifa´sica, so´lo ascendente, so´lo
descendente). Para determinar los inicios y finales de las ondas se utilizan dos criterios: un umbral aplicado
a la WT relativo al pico de la WT asociado a la pendiente que define el inicio o final de la onda, y en el caso
de que no se cruce el umbral, el mı´nimo local de la WT.
Para la validacio´n del algoritmo se utilizo´ la base de datos QT (QTDB) que incluye anotaciones realizadas
por cardio´logos. Los para´metros de evaluacio´n para el detector de QRS han sido la sensibilidad (Se) y el valor
predictivo positivo (P+). Para el resto de los puntos, se ha calculado la media (m) y la desviacio´n esta´ndar
media (σ) del error en la posicio´n.
En la Tabla 2.7 se muestran los valores de Se y P+ obtenidos por el detector de QRS. Los resultados se
comparan con los obtenidos por el software comercial Aristotle1 (en modo monoderivacional)
Detector N FP FN Se% P +%
DWT 82991 103 72 99.91 99.88
ARISTOTLE 82991 203 2336 97.18 99.75
Tabla 2.7: Prestaciones del detector QRS.
Los resultados de m y σ¯ del error para el resto de de puntos se muestran en la Tabla 2.8.
DET. MEDIA DE LAS DIFERENCIAS m (ms)
Pon Poff QRSon QRSoff T Toff
DWT 1.3 0.3 -6.6 -0.4 -6.1 0.7
DET. DESVIACI ´ON EST ´ANDAR MEDIA σ¯(ms)
Pon Poff QRSon QRSoff T Toff
DWT 10.7 9.9 8.9 9.5 20.3 22.9
Tabla 2.8: Prestaciones para otros puntos significativos y tolerancias admitidas entre expertos
En [9] se implementa una herramienta para la deteccio´n automa´tica del intervalo QT basada en la metodologı´a
del algoritmo de [69] utilizando los cruces por cero de la WT resultante, para la deteccio´n de puntos signi-
ficativos de la sen˜al ECG. En el algoritmo se probaron diferentes tipos de wavelets madre, teniendo mejor
desempen˜o en la deteccio´n de intervalos QT, la wavelet Daubechies (Db5) .
Las sen˜ales de ECG utilizadas en el trabajo fueron pertenecen a la base de datos MIT QT, las cuales esta´n
muestreadas a una frecuencia de muestreo de 250 Hz, y con un tiempo de 15 minutos.
1software desarrollado para segmentacio´n de sen˜ales ECG [78].
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La deteccio´n y localizacio´n del intervalo QT requiere la deteccio´n del inicio y final del complejo QRS, el inicio
del intervalo ST y el final de la onda T. Se empleo´ la escala 22 para caracterizar el par de mo´dulos ma´ximos
generados por la WT para la deteccio´n del pico R detectando el cruce por cero entre dichos mo´dulos, y ciertos
umbrales para detectar los cruces por cero antes y despue´s de los mo´dulos ma´ximos, determinando de esa
forma el inicio y final de las ondas Q y S, respectivamente. La onda T corresponde a un par de mo´dulos
ma´ximos de la WT a la escala 23, localizado despue´s del complejo QRS. El inicio ST es fijado despue´s del
final QRS y el primer mo´dulo ma´ximo correspondiente a la onda T, dentro de una ventana de 300ms ubicada
a partir del final de la onda S. Dentro de la ventana tambie´n se realiza la deteccio´n del final de la onda T con
base a las siguientes consideraciones:
- La pendiente de Wf(23, τ) cambia de signo
- El punto sea menor que el 5% de la amplitud del mo´dulo ma´ximo.
En la Tabla 2.9 se indica los resultados obtenidos.
Sen˜al Deriv QT marcados QT detectados % deteccio´n media(s) desv.esta´ndar(s)
sel100 ML2 1168 1124 96.23 0.404 0.0128
sele0104 III 807 796 98.64 0.405 0.0134
sel103 ML2 1068 950 88.95 0.402 0.0129
sele0110 V3 835 837 99.76 0.398 0.0144
sel123 ML2 763 756 99.08 0.401 0.0123
Tabla 2.9: Resultados de la deteccio´n del algoritmo con las etiquetas de la base de datos.
En [7], se describe un me´todo basado en la WT para localizar la onda P. Para ello se descompone el ECG
utilizando la transformada a distintos niveles, tomando los coeficientes del segundo nivel como la entrada a
una red neuronal. Se utiliza un conjunto de muestras de entrenamiento y el resto de prueba. Los resultados
obtenidos indican que usando los coeficientes obtenidos a partir de esta transformada en lugar de la sen˜al
original, la deteccio´n de la onda P es ma´s precisa.
2.2.7 Algoritmo Best Basis
Los me´todos previos generalmente combinan te´cnicas de procesado de sen˜al simples tales como filtros, trans-
formaciones, caracterı´sticas temporales, entre otros, con una gran cantidad de reglas heurı´sticas, tales como
mı´nimos, ma´ximos, longitudes para cada segmento, criterios de umbrales complicados, criterios de rango de
frecuencia, modelos de sen˜al, etc. Otros me´todos recientes se basan en reglas especı´ficas y demasiado re-
strictivas. Basarse en heurı´stica causa sensibilidad a bases de datos particulares en las que se este´ trabajando
y no se maximiza el uso de informacio´n intrı´nseca de la sen˜al en sı´ misma.
Sin embargo, con frecuencia no es complicado para un principiante visualizar segmentos de sen˜ales ECG
con pocas reglas heurı´sticas, que empleando algoritmos complejos. Esto indica que existe una informacio´n
inherente de la sen˜al en sı´ misma, la cual no ha sido utilizada eficientemente.
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Algoritmo de Brooks y Krim
En [16] y [58], de determina mediante criterios basados en las caracterı´sticas intrı´nsecas de la sen˜al, la mejor
base para segmentar las ondas y complejos relevantes de la sen˜al ECG (P, QRS, T, ST). Se analizan las
desventajas de emplear u´nicamente el criterio de la entropı´a encontrado como el me´todo adecuado en la
teorı´a de la informacio´n y se propone dos nuevos criterios que mejoran la segmentacio´n de las diferentes
morfologı´as de la sen˜al ECG.
Se ha demostrado experimentalmente que criterios de representacio´n parsimonia ciertamente pueden alcan-
zar una segmentacio´n aceptable para un nu´mero de clases de sen˜ales. Esto sin embargo, no es un criterio
universal, en el sentido de que una segmentacio´n deseada puede estimarse debido a caracterı´sticas propias de
la morfologı´a de una sen˜al ma´s, que por su representacio´n parsimonia.
Se presenta primero el problema de la segmentacio´n en la bu´squeda de una base ortonormal adaptativa y, en
desarrollar un criterio determinı´stico, cuya matema´tica incorpore de la mejor forma posible la informacio´n
que se estime, tenga un valor visual. El algoritmo de Best Basis (BB) ha sido aplicado exitosamente para
bases wavelet packet (mejor segmentacio´n espectral) como tambie´n en bases trigonome´tricas locales (LCB)
(mejor segmentacio´n temporal).
La bu´squeda de la wavelet se realiza de acuerdo a las caracterı´sticas morfolo´gicas de los componentes de la
sen˜al ECG con formas de onda como el coseno de diferente espectro y en diferente ubicacio´n temporal.
Denotando a la sen˜al ECG como x(t) = 1, ...,K contenida en `2(Z), se construye una base LCB usando
una wavelet Malvar’s o una forma de onda oscilante como un seno o coseno y una funcio´n de ventana g(t),
la cual asegura el soporte compacto de la funcio´n como tambie´n preserva las propiedades de ortogonalidad
y complementariedad entre dos segmentos sucesivos. Estas funciones satisfacen las mismas propiedades
jera´rquicas de las wavelets packets y pueden ser generadas de una forma sistema´tica iniciando con una funcio´n
madre:
wj,k(t) =
√
2
|Ij |gj(t) cos
[
pi
(
k +
1
2
)
t− tj
|Ij |
]
(2.58)
con Ij = [cj , cj+1] y tj = cj+cj+12 . El para´metro k controla la frecuencia de oscilacio´n e I(.) la extensio´n y
la posicio´n del soporte. La determinacio´n de I(.) es el objeto central del problema de la segmentacio´n o´ptima
usando LCB.
La determinacio´n de la mejor representacio´n de x(t) en un LCB generalmente se basa en la miniminzacio´n
de un criterio convexo/co´ncavo, el cual es una funcio´n cuyos coeficientes Wj,k, j ∈ Z, 0 ≤ k ≤ (|Ij | − 1)
en un conjunto/diccionario de bases las cuales se denotan como φs(Wj,k). Para mantener la eficiencia de la
bu´squeda para la BB, el diccionario D de posibles bases se estructura de acuerdo al a´rbol binario. Cada nodo
del a´rbol corresponde a una base ortonormal dada Bj de un subespacio vectorial de `2(1, ...,K). Una base
ortonormal de `2(1, ...,K) es entonces:
BP = Uj/Ij∈PBj (2.59)
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donde P es una particio´n del soporte total en intervalos Ij usando la propiedad:
SpanB˜j = SpanBj ⊕ SpanBj+1 (2.60)
donde Bj representa la base con un soporte adicional Ij + Ij+1.
La justificacio´n del empleo de varias representaciones se basa en su comparacio´n asociada al coste de los
coeficientes base de cada una. Desde un punto de vista teo´rico, se pueden comparar las distribuciones de los
componentes de dos vectores y1 y y2 ∈ < que conforman dichas representaciones. El vector que posea com-
ponentes con menos distribucio´n uniforme es majorized por el otro. Especı´ficamente, con sus componentes
ordenados de forma ascendente, y1 es majorized por y2, y escrito como y1 ≺ y2, si:
k∑
i
y1i ≤
k∑
i
y2i para k = 1, ...,n y
h∑
i
y1i =
n∑
i
y2i
(2.61)
De lo anterior se plantea la siguiente desigualdad∑
φ(y1i) ≤
∑
φ(y2i) (2.62)
la cual tiene para este dos para´metros φ1(x) = −xlog(x) como el criterio de la entropı´a tratado ampliamente,
donde se le relaciona con la amplitud de la sen˜al. Y el criterio φ2(x) = exp(−x) el cual combina dos
para´metros intrı´nsecos de la sen˜al como son suavizado (δ(x)) y curvatura (k(x)).
Las propiedades matema´ticas de φ1 y φ2, permiten por medio de operaciones construir φs(x) y se puede
llevar a cabo la bu´squeda de abajo hacia arriba en el a´rbol dia´dico con la eficiencia asociada al a´rbol binario.
Este me´todo a pesar de ser determinı´stico, puede ser observado como un me´todo Bayesiano estadı´stico similar
al desarrollado en [91], con la diferencia que las constantes morfolo´gicas adicionales cumplen un rol de una
previa penalizacio´n, o:
φs(x,wi,().) = φ1(Wi,(.)) + λφ2(k(x), δ(x)) (2.63)
con el para´metro λ ajustado para obligar y descargar la influencia de penalizacio´n de k y δ. Hasta este punto
no hay otra informacio´n heurı´stica empleada que los conceptos de ana´lisis de sen˜al ba´sicos incluidos en el
criterio.
Es necesario incluir en el algoritmo una segunda etapa, debido a las limitaciones inherentes impuestas por
la transformada ortogonal, dada la no invarianza en el tiempo de la transformada ortogonal y la limitacio´n
dia´dica impuesta por la necesidad de bu´squeda de eficiencia, se toman alternativas como emplear una “mejor
segmentacio´n” en una clase S de segmentaciones resultantes de un conjunto J de soluciones iniciales y, puede
ser visto como una optimizacio´n sobre S, como por ejemplo, seleccionar la mayor representacio´n invariante
en el tiempo de la segmentacio´n con un bajo coste asociado φs(.) sobre J .
Los resultados preliminares obtenidos con este nuevo me´todo de ana´lisis ECG son muy prometedores, siendo
este me´todo hasta ahora una variacio´n de las te´cnicas existentes y teniendo una ventaja adicional sobre ellas.
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Tambie´n existen unos puntos que quedan por resolver, en particular la limitacio´n presente en el me´todo
dia´dico de bases ortonormales.
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Capı´tulo 3
Extraccio´n y seleccio´n de para´metros en sen˜ales
ECG
3.1 Extraccio´n de para´metros en sen˜ales ECG
La extraccio´n de caracterı´sticas es el procedimiento mediante el cual se reducen los atributos mientras se
retiene la informacio´n u´til que relaciona a los objetos con los grupos. Cuando se trabaja con sen˜ales del
mundo real es deseable encontrar una representacio´n efectiva de la sen˜al, tal que sus caracterı´sticas temporales
y espectrales fundamentales, sean capturadas en una forma ma´s compacta e informativa que la sen˜al pura.
Para muchas sen˜ales de intere´s, la informacio´n dominante esta´ caracterizada por la forma o morfologı´a de
la sen˜al. Esto es particularmente cierto para sen˜ales biome´dicas, tales como el electrocardiograma (ECG),
donde la forma de la sen˜al en un tiempo dado, refleja la actividad de los procesos cardiolo´gicos subyacentes
en ese tiempo [45].
Algunas de las aplicaciones ma´s importantes de la extraccio´n de caracterı´sticas en el ana´lisis de sen˜ales ECG
se dan en la segmentacio´n de la sen˜al y en la clasificacio´n de sen˜ales anormales. En la literatura existen
numerosos trabajos donde se presentan te´cnicas para la caracterizacio´n de sen˜ales ECG.
3.1.1 Mediciones heurı´sticas
Usualmente los me´dicos especialistas, a trave´s de reglas heurı´sticas basadas en caracterı´sticas temporales de
la sen˜al ECG como amplitudes, pendientes, distancias, entre otras, pueden realizar algu´n tipo de valoracio´n
para el diagno´stico y tratamiento respectivo del paciente segu´n sea el caso, correlacionado con variables
sintoma´ticas derivadas del cuadro clı´nico, adema´s en algunos casos de exa´menes de ı´ndole quı´mico, para
determinar cierto tipo de patologı´as cardı´acas. Cuando se necesita realizar mediciones heurı´sticas de con-
juntos grandes de sen˜ales es indispensable tener un soporte dado por un sistema computarizado que realice
una estimacio´n de dichas medidas. A continuacio´n se indican algunos trabajos que aparecen en la literatura
cuyo objetivo es obtener para´metros temporales (heurı´sticos) de sen˜ales ECG importantes para la valoracio´n
me´dica.
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En [60], se propone la extraccio´n de medidas heurı´sticas de sen˜ales de ECG en tiempo real, para la clasifi-
cacio´n del ritmo cardı´aco. Los para´metros extraidos corresponden a:
– Onda P: Amplitud y duracio´n mediante la ubicacio´n del inicio, valor ma´ximo y final de la onda P
– Complejo QRS: Duracio´n del complejo, amplitud del pico R mediante la ubicacio´n del inicio, pico R y
final del complejo QRS
– Onda T: amplitud y duracio´n del ma´ximo o mı´nimo dependiendo de la polaridad, segundo extremo si
esta´ disponible y final
– Segmento ST: Desviacio´n con respecto a la lı´nea base y pendiente
– Para´metros derivados: Intervalo R-R, intervalo P-Q, longitud QT.
Primero se realiza la deteccio´n del complejo QRS. Utilizando como criterio la velocidad de procesamiento
para la escogencia del algoritmo, siendo candidatos el algoritmo de Saxena, el de So y el de multiplicacio´n
de diferencias hacia atra´s (MOBD) se implemento´ este u´ltimo presentando mejores resultados de precisio´n
(+P) y sensibilidad (S) en 2 registros de la base de datos MIT-BIH [60]. La desviacio´n del segmento ST se
encuentra 80ms a partir del final del complejo QRS si el intervalo R-R es mayor que 0.7s de lo contrario se
toma de 60ms a partir del final del complejo QRS. La pendiente del segmento ST se calcula en los siguientes
20ms. Para la deteccio´n de las ondas P y T se emplea la ecuacio´n de Joeng, que tiene forma no causal, pero
debido a que en la aplicacio´n no se tienen muestras futuras se utiliza la forma causal.
D(n) =
1
60
∑8
i=0
(4− i)X(n− i) (3.1)
La onda T se busca a partir del complejo QRS, mediante una ventana que varı´a de acuerdo a la duracio´n del
intervalo R-R. La onda P se encuentra entre la onda T localizada y el pro´ximo complejo QRS, esto para evitar
la falsa deteccio´n de la onda P debido a la presencia de una onda U.
La deteccio´n de todos los para´metros se realizo´ empleando la base de datos QT-DB, obteniendo resultados de
prediccio´n y sensibilidad o´ptimos para en deteccio´n del complejo QRS y bajos en la deteccio´n de las ondas
P y T, debido principalmente a la variacio´n de las formas de onda a lo largo del registro. Los resultados
generales se ilustran en la Tabla 3.1, obtenidos con el primer canal de la base de la QT-DB.
En [44] se presenta una investigacio´n en la extraccio´n de caracterı´sticas eficientes de la sen˜al de ECG para
mejorar el comportamiento de la deteccio´n automa´tica y clasificacio´n de arritmias cardı´acas. Las carac-
terı´sticas seleccionadas forman el vector de entrada de una ANN y pueden ser clasificadas en 2 grupos: (i)
caracterı´sticas morfolo´gicas y estadı´sticas extraı´das de las sen˜ales ECG y (ii) una forma comprimida de la
sen˜al ECG prealineada con una relacio´n de compresio´n 4:1. Te´cnicas eficientes para la compresio´n y la
extraccio´n de caracterı´sticas fueron empleadas para preseleccionar segmentos de informacio´n de la base de
datos del MIT-BIH. Entre los resultados que se obtuvieron se encontro´ que cada caracterı´stica puede ser us-
ada en la clasificacio´n de 3 a 4 anormalidades diferentes. Se debe tener en cuenta que el comportamiento
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Parametro Nro. de latidos Se(%) +P(%) Media STD
inicio P 3104 69.33 87.73 0.003 0.068
pico P 3104 73.81 93.40 -0.012 0.040
fin P 3104 77.58 98.21 -0.019 0.035
inicio QRS 3533 99.01 99.74 -0.020 0.010
pico R 3533 99.18 99.94 0.008 0.006
fin QRS 3533 99.18 99.94 0.026 0.011
pico T 3466 86.48 89.95 -0.040 0.035
fin T 3459 77.77 81.86 -0.068 0.046
Tabla 3.1: Resultados de extraccio´n de para´metros heurı´sticos .
de los clasificadores varı´a de paciente a paciente. El vector de caracterı´sticas que se selecciono´, se compone
del intervalo R-S, a´rea del QRS, intervalo R-R, amplitud de la onda R, a´rea del segmento ST, amplitud de la
onda T, energı´a de la sen˜al, energı´a del complejo QRS, coeficiente de autocorrelacio´n, amplitud ma´xima del
histograma de la sen˜al, adema´s de 13 muestras comprimidas, para un total de 23 caracterı´sticas. Empleando
este me´todo se logro´ una tasa promedio de reconocimiento de 0.95 sobre tres diferentes formas de onda ECG.
En [62] se presentan dos casos de estudio ilustrando el problema del preprocesamiento de datos como el
primer paso en el ana´lisis computacional de sen˜ales biolo´gicas para el soporte de decisiones clı´nicas. Se de-
scriben me´todos que permiten la extraccio´n de datos de las sen˜ales ECG y EEG. Se muestran las diferencias
entre las dos sen˜ales y las razones por las cuales se usan diferentes transformadas en su preprocesamiento.
La WT permite una buena localizacio´n del complejo QRS, ondas P y T en tiempo y amplitud. Se toman las
primeras derivadas de la sen˜al original suavizada a diferentes escalas, mediante una funcio´n de suavizado
θ. Para el suavizado se ha usado spline cu´bica y cuadra´tica. Una vez se tienen detectados los puntos car-
acterı´sticos, se selecciono´ un conjunto de para´metros significativos, que permitan una clasificacio´n exitosa.
Basados en consultas con me´dicos y de acuerdo a la bibliografı´a se escogieron como para´metros la amplitud
y duracio´n de la onda P, duracio´n del intervalo P-R, duracio´n del complejo QRS, duracio´n de la onda S,
amplitud de la onda R, duracio´n del intervalo Q-T, duracio´n de la onda T, segmento ST y a´rea del intervalo
QT.
3.1.2 Aproximacio´n mediante funciones
En [84] se propone el uso de un Me´todo Generalizado de Extraccio´n de Caracterı´sticas para el reconocimien-
to estructural de patrones en datos de series de tiempo. El me´todo consiste en hacer una aproximacio´n a
tramos de la serie de tiempo. Para lograr ese objetivo se usan seis funciones ya definidas (una constante, una
recta, una funcio´n triangular, un trapecio, una funcio´n exponencial y una funcio´n senoidal). Los para´metros
que se usan para variar las funciones y disminuir el error cuadra´tico medio con la serie se pueden ver en la
Tabla 3.2. Para validar el me´todo, se aplico´ a series de tiempo de sen˜ales ECG normales y anormales, canales
0 y 1. El clasificador utilizado fue un a´rbol de decisio´n (CART). Se implementaron dos te´cnicas, en una se
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Funcio´n Definicio´n
Constante f(Y (t)) = a
Recta f(Y (t)) = a+ b ∗ t
Exponencial f(Y (t)) = a ∗ |b|t+ c
Senoidal f(Y (t)) = a ∗ sin(t+ b) + c
Triangular f(Y (t)) =
 a+ b ∗ t t ≤ c(a+ 2 ∗ b ∗ c)− (b ∗ t) t ≥ c
Trapezoidal f(Y (t)) =

a+ b ∗ t t ≤ cstart
a+ b ∗ cstart cstart ≤ t ≤ cstop
(a+ b ∗ cstart + b ∗ cstop)− (b ∗ t) t ≥ cstop
Tabla 3.2: Para´metros variables de la funciones utilizadas.
emplearon una por una e individualmente las funciones definidas y en la otra se hizo una combinacio´n de las
funciones, es decir, en cada tramo se aplicaron las seis funciones y se escogio´ la que menor error cuadra´tico
medio tuviera con respecto a la sen˜al. A este me´todo se le llamo´ combinacio´n. Las te´cnicas con las que
se compararon los me´todos estructurales fueron: transformada de identidad, transformada de Fourier y WT
(Daubechies de orden 4). Los resultados del estudio se presentan en las Tablas 3.3, 3.4 y 3.5, en las que se
reportan las medias (y las desviaciones esta´ndar) de los porcentajes de clasificacio´n.
Normal Anormal
Derivacio´n 0 Llenado Truncamiento Llenado Truncamiento
Identidad 78.2 (0.0) 80.2 (4.3) 76.1 (0.0) 73.7 (4.9)
Fourier 84.4 (2.4) 90.3 (2.0) 74.5 (5.0) 79.7 (3.8)
Wavelet 87.1 (2.6) 83.3 (5.4) 72.3 (3.3) 74.8 (5.5)
Tabla 3.3: Resultados de la aplicacio´n de los me´todos estadı´sticos a sen˜ales normales y anormales en la derivacio´n 0.
Normal Anormal
Derivacio´n 1 Llenado Truncamiento Llenado Truncamiento
Identidad 84.2 (0.0) 86.1 (4.4) 61.1 (0.7) 60.5 (7.6)
Fourier 81.8 (2.0) 84.5 (2.5) 70.3 (4.2) 73.8 (1.3)
Wavelet 88.7 (3.0) 84.5 (9.0) 64.0 (4.2) 73.0 (3.1)
Tabla 3.4: Resultados de la aplicacio´n de los me´todos estadı´sticos a sen˜ales normales y anormales en la derivacio´n 1.
3.1.3 Modelo parame´trico de Hermite
Las funciones ortogonales de Hermite fueron propuestas como representacio´n parame´trica de los complejos
QRS, por su similitud con otras transformadas como la transformada de Karhunen-Loe`ve aplicada al estu-
dio de los mismos [3]. Las bases de Hermite son ortonormales y por lo tanto cada coeficiente representa
informacio´n independiente de las caracterı´sticas de la sen˜al, por lo que la misma puede representarse con
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Normal Anormal
Funcio´n Derivacio´n 0 Derivacio´n 1 Derivacio´n 0 Derivacio´n 1
Constante 85.9 (3.6) 88.3 (0.9) 74.5 (6.5) 75.2 (4.0)
Recta 87.9 (0.3) 85.1 (3.4) 69.3 (9.0) 75.9 (1.6)
Exponencial 87.0 (0.8) 79.2 (2.4) 73.3 (2.1) 84.2 (8.7)
Senoidal 91.3 (1.4) 91.9 (2.1) 80.1 (1.6) 79.0 (0.4)
Triangular 87.7 (0.9) 77.6 (1.3) 82.1 (0.9) 90.8 (2.0)
Trapezoidal 82.0 (3.9) 78.9 (0.1) 81.4 (1.7) 85.1 (0.3)
Compuesta 87.1 (0.9) 79.7 (3.4) 72.2 (1.9) 83.6 (6.8)
Tabla 3.5: Resultados de la aplicacio´n de los me´todos morfolo´gicos a sen˜ales normales y anormales en las derivaciones 0 y 1.
pocos coeficientes. En [117], se informo´ que en promedio el 98.6% de la energı´a de la sen˜al de QRS puede
representarse utilizando tres coeficientes de Hermite. Las bases de Hermite no dependen de la estadı´stica de
la sen˜al sino que son fijas salvo por un para´metro de ancho.
Las funciones base de Hermite (4.17), tienen la propiedad que una sen˜al arbitraria acotada en el tiempo puede
ser representada por una u´nica suma de dichas funciones. El error en esta aproximacio´n puede disminuir,
incrementando el nu´mero de funciones base usadas en la expansio´n.
Las funciones base de Hermite φn(t, σ) se obtienen con la siguiente expresio´n
φn(t, σ) =
1√
σ2nn!
√
pi
e−t
2/2σ2Hn(t/σ) (3.2)
donde el ancho σ se aproxima a la duracio´n de la potencia media. Hn(t/σ) son los polinomios de Hermite,
dados recursivamente por H0(x) = 1,H1(x) = 2x y
Hn(x) = 2xHn−1x− 2(n− 1)Hn−2x (3.3)
La sen˜al a representar denotada como ξ(t), puede ser expresada como la suma de las funciones
ξ(t) =
N−1∑
n=0
cn(σ)φn(t, σ) + e(t, σ) (3.4)
donde el error e(t, σ)→ 0 como N →∞. La unicidad de la expansio´n es garantizada por la ortonormalidad
de ∞∑
t=−∞
φm(t, σ)φn(t, σ) = δmn (3.5)
Esto permite una evaluacio´n fa´cil de los coeficientes de la ecuacio´n (3.4), que multiplicando por φm(t, σ) y
sumando en el tiempo se obtiene de inmediato
cn(σ) =
∞∑
t=−∞
φn(t, σ)ξ(t) (3.6)
La discrepancia entre ξ(t) y su expansio´n en (3.4) se realiza con la evaluacio´n del error cuadra´tico medio
∑
t
|e(t, σ)|2 =
∑
t
∣∣∣∣∣ξ(t)−
N−1∑
n=0
cn(σ)φn(t, σ)
∣∣∣∣∣
2
(3.7)
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Este error depende de la escogencia de σ. El valor o´ptimo de σ se encuentra incrementandolo a intervalos,
con el fin de encontrar la expansio´n que posea menor error.
De acuerdo a la aplicacio´n que se este´ realizando tambie´n se puede determinar el nu´mero de coeficientes de
Hermite a utilizar, que influyen en el resultado de la expresio´n de error en (3.7).
El modelo de Hermite ha sido usado extensamente en el estudio de ECG, tanto en el contexto de la compresio´n
[3], ası´ como en la clasificacio´n [42].
Caracterı´sticas orientadas a reconocimiento de IAM
En [42] se emplea las bases de Hermite para extraer algunos para´metros empleados para la deteccio´n de
infarto agudo de miocardio (IAM) mediante Redes Neuronales Artificiales (ANN) en sen˜ales de ECG de 12
derivaciones.
El estudio fue basado en registros obtenidos en el departamento de emergencia del Hospital Universitario in
Lund, Suecia entre 1990 y 1997. La poblacio´n total se dividio´ en dos grupos de 1119 registros cada uno
llamados grupo IAM y grupo de control y se escogieron de manera aleatoria los conjuntos de entrenamiento
y de prueba de 1499 y 739 respectivamente. Como caracterı´sticas heurı´sticas se tomaron la amplitud del
segmento ST en el punto J (ST - J), pendiente segmento ST, amplitud ST 2/8 Y 3/8, amplitud T positiva
y negativa. La amplitud ST 2/8 - 3/8 corresponde al final del segundo y tercer intervalo de la divisio´n del
complejo ST - T en 8 partes iguales.
Para facilitar el modelado de las sen˜ales ECG mediante Hermite, se realizo´ un cambio de la tasa de muestreo
de 500Hz a 1kHz. La informacio´n de la sen˜al de ECG se la represento´ tomando dos ventanas. La primera
correspondiente al complejo QRS y la segunda tomando el complejo ST-T, por lo que la onda P se relego´ por
no poseer informacio´n relevante para el diagno´stico de IAM.
De forma experimental se decidio´ emplear 11 coeficientes de Hermite tanto para el complejo QRS como para
el complejo ST - T, ya que cualitativamente su reconstruccio´n era o´ptima con la sen˜al original y cuantitativa-
mente fue el mejor resultado de un ana´lisis de sensitividad en la poblacio´n de estudio.
Los coeficientes obtenidos con las bases de Hermite forman el primer conjunto de caracterı´sticas y es com-
parado con el conjunto de para´metros temporales cuando se utlizan como entradas a una ANN con entre-
namiento de tipo Bayesiano. El ana´lisis de sensibilidad indica que´ regiones temporales del ECG son crı´ticas
para la salida del clasificador basado en ANN y que coeficientes de la base de Hermite son necesarios para
un resultado o´ptimo. El desempen˜o del clasificador se mide en te´rminos del a´rea bajo la curva de la Car-
acterı´stica Receptora Operante (ROC). Bajo este para´metro se concluye que cuando se detecta IAM usando
clasificadores con ANN, la representacio´n de ECG, en te´rminos de los coeficientes de la expansio´n Hermite,
junto con para´metros de preproceso (duracio´n de QRS y desplazamiento de amplitud), cuya a´rea ROC es de
83.4%, es casi tan bueno como el me´todo basado en amplitudes y pendientes cuya a´rea ROC es de 84.3%;
sin embargo, la primera representacio´n tiene la ventaja de ser invertible.
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Caracterı´sticas orientadas a clasificacio´n de latidos
En [3], se implementa un sistema de deteccio´n, clasificacio´n e identificacio´n en lı´nea de complejos QRS en
el cual se aplican las bases de Hermite como uno de los me´todos para extraccio´n de caracterı´sticas, con el fin
de representar de manera o´ptima los compeljos QRS ubica´ndolos en una ventana fija de 200ms con el pico
R centrado en t0. Para determinar el para´metro σ adecuado de acuerdo a (3.7) se aplica el algoritmo cuasi
de segundo orden de Levenberg-Marquardt, disen˜ado para acelerar el proceso de ca´lculo de un me´todo de
segundo orden sin tener que calcular la matriz Hessiana.
Para este sistema se emplearon registros de la base de datos MIT-BIH, tomados de forma aleatoria de entre
dos grupos: El primer grupo consta de 23 registros numerados del 100 - 124 de aproximadamente 30 minutos
de duracio´n, en donde se encuentra una variedad de morfologı´as y perturbaciones en la sen˜al ECG, lo que es
importante para un analizador de ECG clı´nico normal. El segundo grupo consta de 25 registros numerados
del 200 - 234, de la misma duracio´n y contiene arritmias ventriculares, supraventriculares, de conduccio´n y
complejas.
Los resultados de representacio´n de las bases de Hermite a un grupo de latidos escogido de manera aleatoria
del conjunto total de poblacio´n se muestra en la Tabla 3.6, en la cual se compara, dentro de las posibilidades,
con la representacio´n obtenida con la transformada de Karhunen-Loe`ve. Los complejos QRS fueron obtenidos
aplicando un algoritmo de segmentacio´n basado en el algoritmo de Tompkins.
Nro. de registros Nro. de latidos Error K-L(%) Error Hermite(%)
49 75988 3.3 3.0
Tabla 3.6: Comparacio´n de la representacio´n de complejos QRS mediante Hermite y Karhunen-Loe`ve
Como conjunto de caracterı´sticas se escogieron los coeficientes de representacio´n de las bases de Hermite
con caracterı´sticas heurı´sticas como: el intervalo R-R instanta´neo o la distancia entre el u´ltimo pico detectado,
menos la anterior Ri−Ri−1, cociente entre el R-R instanta´neo y el medio, en donde este u´ltimo consiste del
promedio de los u´ltimos ocho latidos ki = RRi/ ¯RRi, de donde se tiene una idea de cuan prematuro (k < 1)
o retardado (k > 1) es el latido.
Se concluye que los coeficientes resultantes de las bases de Hermite tienen una buena representacio´n de la
sen˜al, pero tienen el inconveniente que para efectos de tiempo real, el ca´lculo del para´metro σ debe realizarse
para cada complejo QRS detectado, por lo que resulta en un alto coste computacional.
3.1.4 Transformada de Karhunen-Loe`ve (KLT)
La KLT es una transformada lineal ortogonal que es o´ptima, en el sentido de que concentra la informacio´n
de la sen˜al en el mı´nimo nu´mero de para´metros (en el sentido del error cuadra´tico medio MSE). Tiene otras
propiedades interesantes como son entropı´a de representacio´n mı´nima y coeficientes no correlacionados.
Para obtener la base de la transformada K-L (tambie´n conocida como Ana´lisis de Componentes Principales)
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se minimiza el error medio de proyeccio´n de los vectores sujeto a la condicio´n de ortonormalidad de la
base [3]. Cualquier vector x puede expandirse en una base de vectores ortonormales
x =
D∑
n=1
αnφn (3.8)
dondeD es la dimensio´n del espacio, αn es el coeficiente correspondiente al n-e´simo vector de la base φn. Al
reducir la dimensionalidad del espacio se trabaja con una aproximacio´n xˆ resultante de truncar la expansio´n
anterior
xˆ =
N∑
n=1
αnφn (3.9)
sujeta a un error
e = E[(x− xˆ)T (x− xˆ)] (3.10)
Usando (3.8) y (3.9) se puede expresar como
e = E
( D∑
n=N+1
αnφn
)T ( D∑
m=N+1
αmφm
) (3.11)
y debido a la ortonormalidad de las bases φ,
e = E
[
D∑
n=N+1
α2n
]
(3.12)
Tomando en cuenta que,
φTmx =
D∑
n=1
αnφ
T
mφn = αm (3.13)
se puede sustituir en (3.11) y entonces, se obtiene
e =
D∑
N+1
φTnRφn = αn (3.14)
con R = E[xxt]. Para encontrar las bases φ o´ptimas en el sentido que minimicen e sujeto a la condicio´n
de ortonormalidad, se puede emplear el me´todo de multiplicadores de Lagrange. La funcio´n a minimizar
entonces es
E = e−
∑
i
λi(φTi φi − 1) (3.15)
sujeto a la condicio´n
∂E
∂φn
= 0 (3.16)
Entonces, dado que la matriz R es sime´trica por construccio´n
∂E
∂φn
= 2(Rφn − λnφn) = 0 (3.17)
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con lo que obtiene el problema de los valores propios
Rφn = λnφn (3.18)
De esta forma los vectores correspondientes a valores propios ma´s altos representan mayor proporcio´n de
energı´a proyectada. Por lo tanto, como extractor de caracterı´sticas de orden N se deben usar los primeros
N vectores propios u1...uN , ordenados por valor propio descendente. Definiendo la matriz U = [u1, ..., un]
entonces el vector
xˆ = UTx (3.19)
contiene la mayor parte de la informacio´n de x resumida en N coeficientes.
La KLT ha sido empleada extensamente en el ana´lisis del segmento ST y la onda T [36], compresio´n de ECG
[83], clasificacio´n de latidos [3]. A continuacio´n se describen brevemente algunos trabajos de la literatura
que emplean la KLT como herramienta para extraccio´n de caracterı´sticas.
Representacio´n de complejos QRS
Como se describe en la seccio´n 3.1.3, se realiza una comparacio´n entre KLT y modelo parame´trico de Hermite
para representar complejos QRS para una posterior clasificacio´n. Los latidos utilizados para construir la
base de la KLT, fueron elegidos de manera que se obtenga una buena representacio´n de cada tipo de latido,
independientemente de su proporcio´n en la muestra original. Para realizar esto, se eligio´ aproximadamente
la misma cantidad de latidos de cada una de las clases disponibles en la base de datos. Una vez seleccionada
la muestra, a cada latido se le aplico´ un pre-procesamiento que consiste en restar su media y dividir por su
potencia (o varianza). Es decir, si x es la sen˜al original, entonces la sen˜al a transformar es x˜, calculada como
x˜ =
x− µ
‖x− µ‖2 (3.20)
Sobre la base ya seleccionada se extrae el complejo QRS de la sen˜al ECG, filtrada en una ventana de 200ms
centrada en el pico R encontrado. Los coeficientes de la KLT se obtienen mediante la expresio´n (3.19).
Experimentalmente se toman 6 bases de representacio´n y se comparan los resultados de representacio´n con
el modelo parame´trico de Hermite como se muestra en la Tabla 3.6.
Como resultado, se obtiene una buena estimacio´n de los dos me´todos propuestos para la clasificacio´n de los
complejos QRS, por lo cual se propone utilizar extraccio´n de caracterı´sticas con la KLT, debido a que sus
bases se calculan fuera de lı´nea y por ende, posee menos coste computacional que el modelo de Hermite.
Representacio´n del complejo ST - T
En [36], se propone el uso de la KLT para representar complejos ST - T de registros de pacientes humanos con
isquemia de miocardio inducida mediante PTCA (Percutaneous Transluminal Coronary Angioplasty). Esto
con el objeto de comparar las caracterı´sticas obtenidas con las medidas heurı´sticas cla´sicas como amplitud y
duracio´n del segmento ST y la onda T, obtenidas directamente de la sen˜al de ECG.
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En el estudio se propone obtener las bases de la KLT de un conjunto de entrenamiento amplio que consta
aproximadamente de 200000 formas de onda correspondientes a complejos ST - T obtenidos mediante una
ventana ubicada a 85ms del punto fiducial marcado por el detector de pico R, en la cual se toma al segmento
ST como los primeros 50ms de la ventana, el inicio de la onda T como 100ms del inicio de la ventana, y el
final de la onda T de acuerdo a la frecuencia cardı´aca del registro. Las bases se obtienen calculando la matriz
de covarianza C del conjunto de entrenamiento como sigue:
C = ε(x−m)(x−m)T (3.21)
donde x = [x(0), x(1), ..., x(N − 1)] representa cada vector de la sen˜al en el conjunto de entrenamiento,
m representa el valor medio del vector de patrones sobre el conjunto de entrenamiento total y xT es la
transpuesta de x.
Los autovectores ortogonales de C son las funciones base de la KLT y los autovalores, representan la dis-
persio´n promedio de la proyeccio´n de un vector de patrones en la correspondiente funcio´n base. Cuando
las funciones base son obtenidas, cada vector de sen˜al x es representado en el espacio KL por el vector de
coeficientes α′ = [α0′α1′...αN−1′]T , (α denota que es un vector no normalizado) calculado como sigue:
α′i =
N−1∑
k=0
φi(k)x(k) (3.22)
con φi representando la funcio´n base KL de orden i-e´simo y x el vector de la sen˜al con longitud N . La serie
de tiempo α′i(n) puede tambie´n puede ser normalizada con respecto a una constante dada por la raiz cuadrada
de la energı´a del vector de una sen˜al modelo y se calcula como sigue.
αi =
N−1∑
k=0
φi(k)x(k)
(EN0)1/2
(3.23)
donde EN0 es la energı´a del vector (xN0). El uso de normalizacio´n permite la interpretacio´n cuantitativa de
las diferentes series KL respecto a unos coeficientes modelo.
Como conclusio´n se tiene que los para´metros obtenidos con la KLT presentan un alto grado de sensibilidad
en diferentes derivaciones (mayor de 85%) comparado con el obtenido con medidas locales (sensibilidad del
64% para el nivel del segmento ST, 33% con la posicio´n ma´xima de la onda T y 37% con la amplitud ma´xima
de la onda T). Usando los ı´ndices globales se encontro´ que la mayorı´a de los cambios de segmentos ST vienen
acompan˜ados de cambios en la onda T (72%). Con el uso de ı´ndices tradicionales, el 23% de los pacientes
no mostro´ cambios en el perı´odo de repolarizacio´n, mientras que con los ı´ndices globales este porcentaje
decremento´ en un 8%. Por lo tanto, una representacio´n global del complejo ST - T completo se hace ma´s
adecuada que las medidas locales en el estudio de etapas iniciales de isquemia de miocardio.
Caracterı´sticas de ECG de 12 derivaciones
En [33] se analiza el ECG de 12 derivaciones. El algoritmo desarrollado se denomina extraccio´n de carac-
terı´sticas de propo´sito orientado: los datos primero son ortogonalizados y reducidos mediante Ana´lisis de
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Componentes Principales (PCA), luego se extrae un conjunto apropiado de caracterı´sticas a trave´s de combi-
naciones lineales de los componentes reducidos. Las clases que se diferenciaron fueron: normal, infarto de
miocardio (IM) inferior, infarto de miocardio anterior y aplanamiento de la onda T. La Tabla 3.7 muestra la
matriz de confusio´n cuando se empleo´ el nu´mero ma´ximo de caracterı´sticas (tres) para quince conjuntos de
datos, lo cual significa la ma´xima exactitud de clasificacio´n.
Normal IM Anterior IM Inferior Aplanamiento de T
Normal 13 0 1 1
IM Anterior 0 14 0 1
IM Inferior 2 0 12 1
Aplanamiento de T 0 1 0 14
Tabla 3.7: Matriz de confusio´n empleando nu´mero ma´ximo de caracterı´sticas.
3.1.5 Ana´lisis no lineal de componentes principales
En [118] se desarrolla un algoritmo para la extraccio´n de caracterı´sticas del segmento ST basado en Ana´lisis
No Lineal de Componentes Principales (NLPCA). Mediante una red neuronal de dos capas, se implementan
las funciones de mapeo de la sen˜al a un espacio de caracterı´sticas. Se hicieron experimentos de clasificacio´n
usando 34 archivos de la base de datos STT Europea. Las redes neuronales fueron entrenadas u´nicamente con
latidos normales. El me´todo de clasificacio´n se basa en redes de funcio´n base radial (RBFN). Se consideran
dos clases: normales y anormales, la u´ltima incluyendo latidos isque´micos y artefactos. En la Tabla 3.8, se
muestran los resultados de clasificacio´n para diferentes archivos de la base de datos STT Europea. El ı´ndice
de clasificacio´n fue de 79.32% para latidos normales y 75.19% para anormales.
3.1.6 Distribuciones tiempo-frecuencia
En [107] se propone una combinacio´n de estrategias de te´cnicas cla´sicas y modernas para la seleccio´n de
para´metros extraı´dos de distribuciones tiempo-frecuencia, enfocados a mejorar el comportamiento de los
algoritmos de deteccio´n de fibrilacio´n ventricular (VF). Inicialmente se procesa la sen˜al para obtener 25
para´metros tiempo-frecuencia de la Distribucio´n de Wigner-Ville. Se emplearon tres me´todos para la selec-
cio´n de los para´metros: PCA para proveer una acercamiento preliminar a la distribucio´n de los datos, mapas
Auto-Organizables (SOM-Ward), para obtener informacio´n cualitativa acerca de la estructura misma de los
datos y a´rboles de regresio´n y clasificacio´n (CART) para determinar las importancia de los para´metros. Las
cuatro clases de ECG que se quisieron clasificar fueron: ritmo sinusal normal, fibrilacio´n ventricular y flut-
ter, taquicardia ventricular y otros ritmos. Se concluyo´ que los me´todos de seleccio´n propuestos simplifican
la solucio´n y mejoran los ı´ndices de clasificacio´n. El trabajo presentado por [128] tiene como objetivo la
implementacio´n de un sistema capaz de realizar un diagno´stico de isquemia sin necesidad de esperar a la
etapa de angina, recurriendo a la valoracio´n de las manifestaciones fisiopatolo´gicas propias de la isquemia y
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Archivo Normales Anormales Archivo Normales Anormales
e0103 80.00 87.01 e0129 79.28 89.75
e0104 78.52 84.82 e0139 79.06 81.44
e0105 79.35 62.05 e0147 79.09 80.14
e0106 79.35 71.85 e0148 79.64 58.70
e0111 79.17 60.56 e0151 79.57 94.42
e0112 79.39 77.08 e0154 78.60 100.00
e0113 79.58 99.34 e0159 79.76 53.21
e0114 79.68 99.59 e0162 79.71 10.92
e0116 79.20 94.44 e0163 78.99 0.00
e0107 78.70 90.06 e0166 79.63 78.11
e0108 79.69 91.27 e0170 79.48 100.00
e0110 78.92 100.00 e0202 79.26 81.17
e0118 79.96 70.98 e0203 78.73 53.26
e0119 79.96 61.25 e0204 79.69 83.44
e0121 78.76 95.45 e0205 79.20 53.46
e0122 78.76 100.00 e0206 79.74 59.57
e0127 79.39 93.15 e0207 79.35 100.00
Tabla 3.8: Porcentajes de clasificacio´n para patrones normales y anormales en base de datos ST-T Europea.
apoya´ndose en las te´cnicas que ofrece el procesado digital de sen˜ales. Para lograr este objetivo, han disen˜ado
una te´cnica de procesado integral que permite obtener, a partir de la sen˜al ECG y, ma´s concretamente de la
serie de latidos detectados (frecuencia cardı´aca), una estimacio´n espectral fiable (variabilidad de la frecuencia
cardı´aca, VFC). Mediante un ana´lisis teo´rico-pra´ctico, dilucidan la ma´s efectiva de las te´cnicas existentes en
algunas etapas de procesado y hacen aportaciones originales en aquellas en las cuales las te´cnicas existentes
eran deficientes. Se propone una te´cnica para la representacio´n tiempo-frecuencia de la sen˜al: Distribucio´n
de Nu´cleo Gaussiano Radialmente Decreciente Controlada Instanta´neamente. En la etapa de validacio´n em-
plean registros seleccionados de la base de datos STT Europea. El nu´mero reducido de pacientes (trece) y las
limitaciones te´cnicas del ana´lisis (desconocimiento de datos clı´nicos fundamentales), hace que los resultados
deban tomarse con cierta cautela. La conclusio´n ma´s importante de este estudio es la confirmacio´n de la
relacio´n entre VFC, control neurovegetativo del corazo´n e isquemia.
3.1.7 Transformada Wavelet
Los potenciales tardı´os ventriculares son indicadores de conductividad ventricular anormal, asociados a pa-
cientes que han sobrevivido al IAM. En [103] se propone el uso de varias funciones wavelet para cuantificar
el nu´mero de singularidades que se presentan dentro del complejo QRS. Los potenciales tardı´os son formas
de onda muy cambiantes por lo que se sugiere el uso de cuatro funciones wavelet con el objeto de detectarlos.
Los resultados de este estudio fueron comparados con el ana´lisis uni-wavelet, en el que se utilizo´ funcio´n
Morlet, primeras seis derivadas de la funcio´n Gaussiana, B-spline y Meyer. Para el ana´lisis multi-wavelet se
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utilizo´ Morlet, Meyer y Daubechies de segundo y cuarto orden. Con el objeto de detectar las singularidades
despue´s de aplicar la Transformada Wavelet (WT), se sugieren los siguientes pasos:
– Deteccio´n de los ma´ximos locales
– Localizacio´n de la conectividad de los ma´ximos locales
– Asignacio´n de los ma´ximos locales como singularidad.
Para la deteccio´n de las singularidades se fijaron las siguientes constantes:
– Umbral de dispersio´n (SCATTHR)
– Nu´mero mı´nimo de crestas interconectadas (RIDGLEN)
– Umbral de amplitud (AMPLTHR).
Con el objeto de probar los algoritmos se eligieron dos tipos de sen˜ales, uno llamado VT compuesto por
59 registros de alta resolucio´n de sujetos post-infartados y otro llamado LAR compuesto por 73 registros de
alta resolucio´n, de sujetos a los que no se les diagnostico´ ningu´n tipo de infarto. En la Tabla 3.9 se mues-
tran los resultados de tipo (a) y (b) fijando las constantes de la siguiente manera: SCATTHR = 3ms,
RIDGLEN = 3 y AMPLTHR = 4%. Los resultados de tipo (a) son predictivos del procedimiento origi-
nal mediante la wavelet Morlet (uni-wavelet), y los de tipo (b) son resultados predictivos mediante el ana´lisis
multi-wavelet. Se indican las siguientes abreviaturas: LAR = grupo de bajo riesgo arrı´tmico; VT = grupo
de alto riesgo arrı´tmico. FPs = falsos positivos; NVs = negativos verdaderos; ES = porcentaje de casos no-
patolo´gicos correctamente clasificados; FNs = falsos negativos; PVs = positivos verdaderos; SE = porcentaje
de casos patolo´gicos correctamente clasificados; DET = pacientes detectados; EX = porcentaje total de casos
correctamente clasificados; NI = umbral de nu´meros de irregularidades; Total = total de pacientes analizados.
Media = valor medio del NI; STD = desviacio´n esta´ndar del NI.
Grupo LAR Umbral Grupo VT Total
(n=73) (n=59) (n=132)
Media=9.03, STD=4.61 Media=3.34, STD=3.26
(a) FPs NVs ES(%) NI FNs PVs SE(%) DET EX(%)
9 6487.67 ≤ 5 5 54 91.52 118 89.39
Grupo LAR Umbral Grupo VT Total
(n=73) (n=59) (n=132)
Media=9.20, STD=4.51 Media=3.37, STD=3.28
(b) FPs NVs ES(%) NI FNs PVs SE(%) DET EX(%)
11 6284.93 ≤ 5 1 58 98.30 120 90.90
Tabla 3.9: Resultados del me´todo de extraccio´n de caracterı´sticas Wavelet.
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3.2 Te´cnicas de seleccio´n efectiva de caracterı´sticas
Muchos problemas del mundo real en aprendizaje de ma´quina y reconocimiento de patrones dependen de
un ana´lisis exploratorio de los datos y de su visualizacio´n. Al proyectar los datos originales en un espacio
de visualizacio´n bi- o tri-dimensional, se puede tener un mejor entendimiento de la estructura subyacente de
los datos y de los procesos que los generaron. Adema´s, las representaciones en bajas dimensiones pueden
ser u´tiles para el subsecuente modelado de datos, donde las caracterı´sticas resultantes usualmente producen
mejoras de desempen˜o significativas cuando se usan en lugar de los datos originales. El objetivo de la reduc-
cio´n dimensional es, por lo tanto, descubrir representaciones en bajas dimensiones fieles a los datos en altas
dimensiones [45].
En el campo del reconocimiento de patrones, la seleccio´n de caracterı´sticas se considera desde el punto de
vista de clasificacio´n, el problema se enfoca hacia el desarrollo de un clasificador eficiente (el reconocedor
de los patrones). Hay dos razones principales para mantener la dimensionalidad de la representacio´n de los
patrones tan pequen˜o como sea posible (y por lo tanto, el nu´mero de caracterı´sticas): el costo de medirlas y
la precisio´n del clasificador. Ambos, la representacio´n de los patrones y la construccio´n del clasificador son
simplificados en el caso en que se tome un limitado conjunto de caracterı´sticas [94]. Claro esta´, se debe con-
siderar que una reduccio´n en el nu´mero de caracterı´sticas, puede llevar a pe´rdida del poder discriminatorio y
consecuentemente disminuir la precisio´n del sistema resultante. Concerniente a estos aspectos, es importante
distinguir entre extraccio´n de caracterı´sticas y seleccio´n de caracterı´sticas. Aunque en la literatura los dos
te´rminos son usualmente intercambiables, en [50] se sugiere el uso del primer te´rmino para las te´cnicas de
construccio´n de caracterı´sticas. Adoptando este punto de vista, el te´rmino seleccio´n de caracterı´sticas se
refiere a los algoritmos que identifican y seleccionan el mejor subconjunto de caracterı´sticas del conjunto
de entrada con respecto a la tarea que se quiere llevar a cabo (por ejemplo, precisio´n en la clasificacio´n).
Los me´todos que crean (extraen) nuevas caracterı´sticas basados en transformaciones o combinaciones de las
caracterı´sticas originales, son llamados algoritmos de extraccio´n de caracterı´sticas. La extraccio´n de car-
acterı´sticas precede a la seleccio´n de caracterı´sticas; primero las caracterı´sticas son extraı´das de los datos
censados y entonces, algunas de las caracterı´sticas extraı´das con bajo nivel discriminatorio son descartadas,
llevando a la seleccio´n de las caracterı´sticas restantes [94].
Existen algoritmos de seleccio´n de caracterı´sticas que se basan esencialmente en un me´todo simple para
seleccionar so´lo las mejores caracterı´sticas individuales, teniendo en cuenta sus interdependencias. Estos
algoritmos emplean ba´sicamente dos modos diferentes de seleccio´n: seleccio´n hacia adelante cuando el en-
foque opera evaluando conjuntos crecientes de caracterı´sticas y seleccio´n hacia atra´s cuando opera evaluando
conjuntos de caracterı´sticas en disminucio´n [94]. Los me´todos ma´s simples son: seleccio´n secuencial hacia
adelante (SFS) y seleccio´n secuencial hacia atra´s (SBS). SFS (respectivamente agrega) y SBS (respectiva-
mente borra) una caracterı´stica a la vez que, en combinacio´n con las caracterı´sticas seleccionadas, maximiza
la funcio´n criterio. En SFS, una vez una caracterı´stica es retenida, no puede ser descartada, mientras que en
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SBS una vez una caracterı´stica es borrada no puede ser traı´da de nuevo al subconjunto o´ptimo. Te´cnicas ma´s
sofisticadas son “Plus l-take away r” (PTA) y la bu´squeda secuencial flotante [80] que puede operar hacia
adelante (SFFS) o hacia atra´s (SBFS).
El problema de la seleccio´n de caracterı´sticas ha sido ampliamente investigado tambie´n en aprendizaje de
ma´quina, en donde se le ha dado un e´nfasis encaminado hacia el aprendizaje conceptual; esta tarea se puede
subdividir en dos campos principales: decidir que´ atributos o caracterı´sticas van a ser usadas para describir el
concepto y decidir co´mo combinar tales atributos para obtener la correcta induccio´n conceptual [20]. Tal co-
mo en reconocimiento de patrones, la reduccio´n de dimensiones es esencial para los temas de complejidad y
precisio´n; las aplicaciones actuales de aprendizaje de ma´quina necesitan algoritmos capaces de resolver prob-
lemas del mundo real y mantener una alta precisio´n [94]. Aunque los algoritmos heurı´sticos determinı´sticos
propuestos en reconocimiento de patrones como SFS, SBS y me´todos flotantes han sido tratados, las te´cnicas
no determinı´sticas como los Algoritmos Gene´ticos (GA) han sido las ma´s estudiadas [55].
En la literatura se encuentran algunos trabajos enfocados a la seleccio´n efectiva de caracterı´sticas.
3.2.1 Reduccio´n no lineal de dimensiones
De Backer [11] estudia cuatro te´cnicas no lineales de reduccio´n dimensional: Escalamiento Multidimension-
al (MDS), Mapeo de Sammon (SAM), Mapas Auto-Organizables (SOM) y Redes Auto-Asociativas (AFN),
para su comparacio´n con el alcance lineal ma´s eficaz: PCA. MDS es usado por cualquier me´todo que busca
una disminucio´n en la representacio´n dimensional de objetos dada su representacio´n en altas dimensiones;
SAM permite un mapeo a un espacio d-dimensional a trave´s de la minimizacio´n de una funcio´n de error;
los SOM parten de un conjunto de neuronas para asignar cada punto en el espacio de entrada a la neurona
cuyo vector de peso este´ ma´s cercano a dicho punto. El vector de posicio´n del espacio de salida esta´ dado
por el vector de posicio´n de su neurona ma´s cercana en el mapa. En las AFN el objetivo es reproducir el
espacio de caracterı´sticas en la capa de salida mientras se obtiene una representacio´n reducida en la capa
oculta. El desempen˜o de estas te´cnicas es medido por la calidad del conjunto de caracterı´sticas reducido que
obtienen, lo cual a su vez es evaluado por las tareas de clasificacio´n. Despue´s del estudio de los me´todos y
su comparacio´n con PCA, se concluye que e´stos arrojaron mejores resultados de clasificacio´n que el alcance
lineal y, por lo tanto, pueden ser utilizados como un paso de seleccio´n efectiva de caracterı´sticas en el disen˜o
de esquemas de clasificacio´n.
En [45] se examinan tres me´todos populares para la reduccio´n dimensional. Estos son: PCA, SAM y Em-
bebimiento Linealmente Localizado (LLE). LLE es un algoritmo de aprendizaje no supervisado que trata de
aprender la estructura geome´trica global de un conjunto no lineal a trave´s de ajustes lineales locales. Se
investiga la efectividad de los algoritmos de reduccio´n dimensional cuando se usan con coeficientes wavelet
de altas dimensiones, derivados de las formas de onda del ECG. En general, PCA no es una te´cnica apropiada
para la reduccio´n de los coeficientes wavelet, mientras que debido a la formulacio´n no lineal de SAM, e´ste
ofrece ventajas significativas sobre PCA para la reduccio´n de wavelet multi-escala. Por otro lado, ninguna de
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las representaciones descubiertas por el algoritmo de LLE exhiben el mismo grado de estructura que SAM
para las diferentes caracterı´sticas de la forma de onda de la sen˜al ECG.
3.2.2 Algoritmos secuenciales vs. algoritmos gene´ticos
Kudo [59] propone un estudio comparativo de algoritmos para la seleccio´n de caracterı´sticas: SFS, SBS,
PTA y sus versiones generalizadas (GSFS, GSBS, GPTA), SFFS y diferentes me´todos “Branch and bound”
(BAB). Para efectos de orientar mejor el estudio se definen tres tipos de objetivos: los tipo A, encontrar el
mejor subconjunto de caracterı´sticas de un taman˜o dado; los tipo B, encontrar el subconjunto ma´s pequen˜o
de caracterı´sticas que satisfaga una condicio´n dada y los tipo C, encontrar un subconjunto cuyo taman˜o y tasa
de error sean o´ptimos. Tambie´n se define una funcio´n criterio que evalu´a que´ tan bueno es un subconjunto de
caracterı´sticas, basa´ndose en la habilidad del clasificador para discriminar entre clases. Un punto importante
para evaluar el comportamiento de los algoritmos fue el de la monotonicidad del problema en el que se iba
a utilizar. Esto se debe a que algunos algoritmos funcionan mejor bajo condiciones de monotonicidad, otros
en condiciones de monotonicidad aproximada y otros ma´s en condiciones no monoto´nicas. Los algoritmos
se evaluaron con datos en su mayorı´a reales, entre los que se encuentran ima´genes obtenidas de mamo´grafos,
ima´genes de radar, ima´genes de sonar y bases de datos de hongos. SFFS y SBFS dieron mejores soluciones
que los otros algoritmos de bu´squeda secuencial para problemas de escalas media y pequen˜a, GA fue apropi-
ado para problemas de gran escala y los me´todos BAB trabajaron mejor en problemas de escala media. Los
resultados se detallan en la Tabla 3.10, en la que los casos que ocurren pocas veces no se tuvieron en cuenta.
Escala del conjunto inicial de caracterı´sticas
Tipo Pequen˜o Mediano Grande Muy
obj. grande
Mono. Aprox. mono. No mono. Mono. Aprox. mono. No mono. Mono. o Aprox. No mono.
mono.
A BAB++ SFFS, BAB++, SFFS, SFFS, OPV GA
SBFS BAB++ (s) SBFS, SBFS,
GA GA
B RBAB, RBAB w. termination, GA GA
RBABM RBABM w. termination,
GA
C GA, GA, GA GA
SFS , SFFS,
SBFS SBFS
Tabla 3.10: Algoritmos de seleccio´n de caracterı´sticas evaluados, tipos de objetivo y tiempo de complejidad.
En [124] se describe una aproximacio´n alterna a la seleccio´n de caracterı´sticas, la cual usa GA como el
componente primario de bu´squeda. Se compara el desempen˜o entre Seleccio´n Secuencial hacia Atra´s (SBS)
y GA. La implementacio´n de GA demostro´ ser efectiva en el mejoramiento de la robustez en la seleccio´n
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de caracterı´sticas sobre un rango de problemas, sin incrementar significativamente la complejidad computa-
cional; sin embargo, el algoritmo de SBS fue ma´s eficiente cuando el grado de interaccio´n entre caracterı´sticas
se mantuvo a un nivel bajo. Los resultados sugieren que aproximaciones cla´sicas tales como “escalada de
colina” (hill-climbing) tienden a quedar atrapadas en picos locales causados por interdependencias entre car-
acterı´sticas.
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Capı´tulo 4
Marco experimental
En este capı´tulo seccio´n se describen los procedimientos realizados en el desarrollo del sistema automatizado
para el ana´lisis e identificacio´n de sen˜ales ECG normales y con cardiopatı´a isque´mica, sobre dos bases de
datos. La base de datos QT [93], utilizada como prueba para los diferentes algoritmos de preprocesamiento,
la cual posee anotaciones manuales realizadas por cardio´logos y contiene 33 registros de dos canales, con
alteraciones en el segmento ST y la onda T, caracterı´sticos de la patologı´a a tratar. La segunda base de datos
corresponde a registros de 12 derivaciones, obtenidos en personas del Departamento de Caldas normales y
con enfermedad coronaria. Dentro de los procedimientos realizados se encuentran algoritmos de preproce-
samiento (filtracio´n, segmentacio´n), algoritmos de extraccio´n de caracterı´sticas, algoritmos de seleccio´n de
caracterı´sticas y algoritmos de clasificacio´n.
4.1 Base de datos
4.1.1 Base de datos QT
La base de datos QT incluye sen˜ales ECG, escogidas para representar una amplia variedad de morfologı´as
QRS y ST-T, con el fin de medir el desempen˜o de algoritmos con la variabilidad del mundo real. Los registros
fueron escogidos de las principales bases de datos existentes, entre las que se encuentran: La base de datos
de arritmias MIT-BIH [77], la base de datos de la sociedad Europea de cardiologı´a (STT) [1] y otras bases de
datos recopiladas en el centro me´dico Deaconess en Israel [?]. Las bases de datos existentes son una excelente
fuente de datos variados y bien caracterizados, a los cuales se han an˜adido anotaciones de referencia ubicadas
en los lı´mites de las formas de onda de la sen˜al. Se recogieron nuevos datos de registros Holter de pacientes,
quienes experimentaron muerte cardı´aca repentina durante la toma de sen˜al y pacientes de diferentes edades
y sexo, sin diagno´stico de enfermedad cardı´aca.
La base de datos QT contiene un total de 105 extractos de dos canales de ECG, con una duracio´n de 15 min-
utos cada uno, seleccionados de registros con ruido por desplazamiento de lı´nea base significante y algunos
artefactos. La Tabla 4.1 muestra las fuentes de los datos.
Con cada registro se anotaron manualmente entre 30 - 100 latidos representativos seleccionados por car-
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MIT-BIH MIT-BIH MIT-BIH MIT-BIH ESC MIT-BIH Sudden
Arritmia ST-DB Sup. Vent Long. Term. STT NSR-DB Death
15 6 13 4 33 10 24
Tabla 4.1: Distribucio´n de los 105 registros de acuerdo a las bases de datos originales [?].
dio´logos, quienes identificaron el inicio, el pico y el final de la onda P, el inicio y el final del complejo QRS,
(normalmente, la marca fiducial: pico R, esta´ marcado en la base de datos original), el pico y final de la onda
T y, si esta´ presente el pico y final de la onda U.
Se anotaron u´nicamente latidos normales. Los criterios para la seleccio´n de latidos fueron: (a) todos los
clasificados como normales por Aristotle [78] y (b) los latidos precedentes y posteriores a los anteriores
tambie´n son normales. Los latidos fueron anotados u´nicamente en los 5 minutos finales de los extractos con
el fin de permitir el ana´lisis de los algoritmos de un mı´nimo de 10 minutos para su aprendizaje.
En total, fueron anotados 3622 latidos por cardio´logos. Estas anotaciones fueron cuidadosamente revisadas
para eliminar errores, aunque la ubicacio´n precisa de cada anotacio´n se realizo´ a juicio de especialistas [falta
ref]. La grabacio´n de las cintas analo´gicas se obtuvo mediante una variedad de grabadores Holter de 2 canales
a una frecuencia de muestreo de 250 Hz por canal. Se uso´ para este propo´sito un conversor A/D de 12 bits
con un rango de ±10mV [128].
Anotaciones y registros utilizados
Debido a que en este trabajo se analizan dos tipos de morfologı´as de sen˜ales ECG y es necesario un buen
desempen˜o en la etapa de la segmentacio´n de las formas de onda de la sen˜al ECG, se hace conveniente escoger
registros que contengan sen˜ales con rasgos caracterı´sticos de las clases como se describe en el Capı´tulo 1 con
anotaciones en las alteraciones del segmento ST y la onda T, como tambie´n anotaciones del inicio, el pico y
el final de las ondas componentes del ECG.
Por lo tanto, se emplean 33 extractos que se encuentran en la base QT que provienen de la base de datos QT
STT Europea , donde las anotaciones originales de episodios se denotan como:
– Inicio de episodio:
[ ( ] [ episodio ] [ canal ] [ simb ]. En donde [ ( ], denota el inicio de cualquier episodio. El para´metro
episodio, puede tomar valores de ST o T de acuerdo al tipo que se presente en la anotacio´n. El
para´metro canal, representa a las dos derivaciones presentes de acuerdo al registro seleccionado en
sus dos canales, (puede tomar valores de 1 o´ 2). El para´metro simb, puede ser ’+’ si es un supradesniv-
el del segmento ST o una elevacio´n de la onda T, ’–’ si es un infradesnivel del segmento ST o una
onda T negativa. Se emplean los sı´mbolos ’++’ o ’– –’ cuando hay una alteracio´n significativa. Por
ejemplo, la anotacio´n “(ST1+”, denota un inicio de episodio ST con supradesnivel, en el primer canal
del registro.
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– Pico de episodio:
[ A ] [ episodio ] [ canal ] [ simb ] [ v ]. En donde A simboliza la amplitud ma´xima del episodio en
cuestio´n. Los para´metros episodio, canal y simb, se interpretan de la misma manera como en el punto
anterior. El para´metro v representa el valor de la desviacio´n en µV . Por ejemplo “AST1+200”, denota
que el pico del episodio iniciado en el ejemplo anterior esta´ en un valor de 200 µv.
– Fin de episodio:
[ episodio ] [ canal ] [ simb ] [ ) ]. Los para´metros episodio, canal y simb, se interpretan de la misma
manera que el punto anterior. [ ) ] es el final del episodio. Por ejemplo, “ST1+)” finaliza el episodio
con supradesnivel en el segmento ST, en el primer canal del registro.
La anotaciones manuales que se utilizan para comparar el desempen˜o de los algoritmos de segmentacio´n para
el inicio, pico y fin de la onda P, el complejo QRS y la onda T, se denotan como:
– [ ( ], para el inicio.
– p, N, t, u. Estos para´metros pueden denotar el pico de la onda P, el complejo QRS, la onda T y en
algunos casos la onda U, respectivamente.
– [ ( ], para el final. Por ejemplo ( p ), denota la posicio´n en la sen˜al ECG donde se encuentra el inicio,
pico y el final de una onda P
En la Tabla 4.2 se encuentran los registros de la base QT utilizados.
Nombre canal Intervalo Intervalo picos R Anot. Anot. ondas episodios
0 1 ini. orig. fin. orig. (p)(N)(t)(u)
sele0104 D3 D4 01:35:00 01:50:00 804 30 ( p ) ( N ) ( t )
sele0106 D3 V3 01:31:00 01:46:00 898 30 ( p ) ( N ) ( t ) u )
sele0107 D3 V4 01:09:30 01:24:30 823 34 ( p ) ( N ) t ) u )
sele0110 V3 D3 01:32:00 01:47:00 876 30 ( p ) ( N ) t )
sele0111 D3 V4 01:19:00 01:34:00 907 30 ( p ) ( N ) t ) u )
sele0112 D3 V4 01:32:10 01:47:10 684 50 ( p ) ( N ) t ) u )
sele0114 D3 V4 01:38:00 01:53:00 699 30 ( p ) ( N ) ( t ) ( u )
sele0116 V4 D3 00:37:30 00:52:30 559 30 ( p ) ( N ) ( t )
sele0121 V4 D3 01:07:30 01:22:30 1436 30 ( p ) ( N ) t )
sele0122 V4 D3 40:00:00 55:00:00 1419 30 ( p ) ( N ) t ) u )
sele0124 V4 D3 01:41:00 01:56:00 1121 50 ( p ) ( N ) ( t )
sele0126 V4 D3 01:36:40 01:51:40 945 30 ( p ) ( N ) t ) u )
sele0129 D3 V3 00:26:30 00:41:30 691 30 ( p ) ( N ) t )
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sele0133 D3 V3 00:37:30 00:52:30 840 30 ( p ) ( N ) t )
sele0136 D3 V4 00:56:00 01:11:00 809 30 ( p ) ( N ) ( t )
sele0166 V4 D3 00:52:30 01:07:30 813 36 ( p ) ( N ) ( t )
sele0170 V4 D3 00:22:30 00:37:30 901 30 ( p ) ( N ) t )
sele0203 CM5 CC5 00:52:30 01:07:30 1246 30 ( p ) ( N ) t )
sele0210 CM5 CC5 01:45:00 02:00:00 1063 30 ( p ) ( N ) ( t )
sele0211 CM5 CC5 01:45:00 02:00:00 1575 30 ( p ) ( N ) ( t )
sele0303 V2-V3 V5 00:34:30 00:49:30 1045 30 ( p ) ( N ) ( t )
sele0405 CM5 modV1 00:22:30 00:37:30 1216 30 ( p ) ( N ) t )
sele0406 CM5 CC5 01:00:00 01:15:00 961 31 ( p ) ( N ) t )
sele0409 CM5 CC5 01:20:00 01:35:00 1737 30 ( p ) ( N ) ( t )
sele0411 CM5 CC5 01:30:00 01:45:00 1202 30 ( p ) ( N ) t )
sele0509 V1-V2 V4-V5 00:15:00 00:30:00 1028 30 ( p ) ( N ) t )
sele0603 CM5 CM2 00:17:00 00:32:00 870 30 ( p ) ( N ) t ) u )
sele0604 CM2 ML5 00:00:30 00:15:30 1032 30 ( p ) ( N ) t ) u )
sele0606 CM5 ML5 01:31:00 01:46:00 1442 30 ( p ) ( N ) t )
sele0607 CM5 CM4 01:00:10 01:15:10 1188 30 ( p ) ( N ) t )
sele0609 CM5 ML5 00:35:30 00:50:30 1129 30 ( p ) ( N ) ( t )
sele0612 CM5 ML5 00:19:30 00:34:30 757 30 ( p ) ( N ) ( t )
sele0704 V5 V1 01:16:30 01:31:30 1094 30 ( p ) ( N ) t ) u )
33 08:15:00 33810 1041
Tabla 4.2: Caracterı´sticas generales de registros de la base de datos QT.
4.1.2 Base de datos de 12 derivaciones (BD-ECG-UNCM)
En el proyecto ana´lisis automatizado de sen˜ales cardı´acas [35], se genero´ una base de datos de ECG de la
Universidad Nacional de Colombia Sede Manizales (BD-ECG-UNCM) tomando registros, durante el perı´odo
comprendido entre Julio de 2003 y Junio de 2004, la cual esta´ disen˜ada para ser utilizada en la evaluacio´n de
algoritmos para la deteccio´n de cambios en la sen˜al ECG debidos a cardiopatı´a isque´mica.
Los registros con presencia de eventos patolo´gicos fueron tomados en los siguientes centros hospitalarios
de la ciudad de Manizales: El hospital de Caldas y el Hospital Santa Sofı´a, mientras que los los registros
normales fueron tomados en la Universidad de Caldas dentro del grupo Telesalud.
Esta base de datos consta de 89 registros de 12 derivaciones de 10 minutos, tomados de 60 hombres con
edades entre 29 y 75 an˜os, y de 29 mujeres entre 45 y 75 an˜os de edad. El registro de cada paciente esta´
almacenado en una carpeta que contiene 4 archivos de texto, distribuidos de la siguiente forma:
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– Archivo 1 (augm.txt). Contiene las tres derivaciones aumentadas aVL, aVR y aVF
– Archivo 2 (limbs.txt). Contiene las tres derivaciones bipolares I, II y III
– Archivo 3 (precor1.txt). Contiene las derivaciones precordiales V1, V2 y V3
– Archivo 4 (precor2.txt). Contiene las derivaciones precordiales V4, V5 y V6.
Los criterios de seleccio´n adicional fueron establecidos con el propo´sito de obtener una seleccio´n representa-
tiva de anormalidades de ECG en la base de datos, incluyendo desplazamientos de la lı´nea basal del segmento
ST como resultado de ciertas condiciones tales como hipertensio´n, disquinesia ventricular y efectos de los
medicamentos. Adicionalmente, la base de datos cuenta con una breve descripcio´n de la historia clı´nica,
en formato manuscrito, donde se relacionan variables como factores de riesgo, antecedentes familiares, di-
agno´stico de ingreso, nu´mero de dı´as de hospitalizacio´n y medicamentos prescritos.
Del conjunto completo de registros de la base de datos, se escogieron 21 registros de pacientes normales
(7 mujeres y 14 hombres) y 21 registros de pacientes a los cuales se les diagnostico´ angina de pecho y
enfermedad coronaria (8 mujeres y 13 hombres). Dentro de los registros con cardiopatı´as se encuentran
patologı´as cardı´acas tales como infarto antiguo, bloqueo auriculoventricular (AV), flutter auricular, bloqueo
de rama derecha, arritmias, entre otros. Tambie´n existen registros que debido a un mal contacto del electrodo-
piel presentan una distorsio´n alta en ciertas derivaciones y a los cuales por valoracio´n me´dica se descartaron.
El dispositivo utilizado en la adquisicio´n de los registros en formato digital fue el Cardio Card PC Based
ECG / RESTING PC ECG / PC EKG System fabricado por Nasiff Associatesr. Esta tarjeta de adquisicio´n
fue utilizada bajo los siguientes para´metros de operacio´n: Una frecuencia de muestreo (fs) de 500 Hz, la
resolucio´n de 13 bits, rango de 10 mV , 3 canales y 12 derivaciones.
Por medio de una herramienta de software desarrollada en el trabajo [35], se desarrollo´ un proceso de ano-
taciones en el pico R, supervisado por un especialista, durante 30 s, en las 12 derivaciones de los registros
seleccionados, con el fin de evaluar el desempen˜o en la segmentacio´n de los algoritmos. En la Figura 4.1,
se muestra un ejemplo de las anotaciones realizadas en las derivaciones aumentadas de uno de los registros
normales de la base de datos.
La seleccio´n del tiempo de cada registro se realizo´ con el criterio de alejar ciertos intervalos de la sen˜al donde
se presentan perturbaciones que distorsionan la informacio´n y en los cuales, el especialista no los recomienda
para algu´n tipo de valoracio´n.
En las Tablas 4.3 y 4.4, se muestran los registros normales y anormales utilizados, los tiempos seleccionados
del registro original y los latidos anotados.
Nombre Intervalo seleccionado (s) x 12 Anotaciones pico R x 12
N01 3.5 - 303.5 31
N02 20.5 - 320.5 32
N03 13 - 313 42
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N04 3.3 - 303.3 22
N05 12.5 - 312.5 34
N06 20.4 - 120.4 36
N07 100 - 400 31
N08 240 - 540 43
N09 3.5 - 303.5 39
N10 322 - 522 30
N11 3,5 - 303,5 31
N12 2.6 - 302.6 40
N13 20 - 320 32
N14 2.5 - 302.5 36
N15 3.5 - 303.5 41
N16 30 - 330 33
N17 2 - 302 34
N18 273.5 - 573.5 43
N19 3.4 - 303.4 38
N20 1.4 - 301.4 32
N21 10 - 310 43
total 6300 743
Tabla 4.3: Intervalos y anotaciones de los registros normales de la base de datos de la
Universidad Nacional Sede Manizales.
Nombre Intervalo seleccionado (s) x 12 Anotaciones pico R x 12
A01 140.4 - 340.4 47
A02 51.5 - 351.5 38
A03 68.3 - 368.3 36
A04 61.3 - 361.3 38
A05 100 - 400 43
A06 2 - 302 25
A07 52.2 - 352.2 43
A08 2 - 302 45
A09 41.7 - 341.7 36
A10 4.2 - 304.2 30
A11 50 - 350 34
A12 87.2 - 387.2 44
A13 200 - 500 24
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A14 85 - 385 33
A15 12 - 312 34
A16 8 - 308 73
A17 2 - 302 33
A18 245 - 545 34
A19 33 - 333 48
A20 2 - 302 32
A21 14.5 - 314.5 34
total 6300 804
Tabla 4.4: Intervalos y anotaciones de los registros anormales de la base de datos de la
Universidad Nacional Sede Manizales.
4.2 Algoritmos de reduccio´n de perturbaciones
4.2.1 Reduccio´n de ruido por desviacio´n de la lı´nea base
Reduccio´n mediante filtrado digital convencional
Los filtros convencionales se implementaron con el fin de realizar una comparacio´n del desempen˜o en las
medidas de distorsio´n, entre los filtros adaptativos y los filtros basados en la transformada wavelet.
En [95] y [97] se describe un filtro pasa altas de 4 polos con caracterı´stica de fase lineal que minimiza la
fluctuacio´n de la lı´nea base con una distorsio´n no significativa del segmento ST. Como base del filtro se toma
un filtro digital pasa bajas de 2 polos con desfase no lineal, el cual se emplea para el ca´lculo de la lı´nea
base. Este filtro se aplica dos veces para el proceso de datos: uno, en el sentido directo y otro, en el sentido
inverso. El empleo de esta forma del filtro es equivalente al proceso de un filtro pasa bajas de 4 polos con
respuesta sime´trica al impulso (desfase lineal). La lı´nea base determinada con este filtro es sustraı´da de la
sen˜al original. La frecuencia de corte resultante del filtro pasa bajas fue aumentada hasta 1 Hz. El filtro
descrito posee respuesta al impulso ideal (desde el punto de vista de distorsio´n de fase). Sin embargo, exige
para el proceso del ECG una ventana relativamente amplia de tiempo, conllevando al retardo en el proceso
de las sen˜ales y dificultando de esa forma el proceso en tiempo real [97].
Teniendo en cuenta el alto coste computacional que el filtro pasa altas de 4 polos requiere, se propone en [104]
el empleo de un filtro digital de dos polos para la eliminacio´n de las fluctuaciones de la lı´nea base y que posee
compensacio´n de las distorsiones de fase. Similar al ejemplo anterior, como base de este filtro se toma
uno de dos polos, que extrae la lı´nea base para su posterior resta de la sen˜al original. Si la resta se lleva a
cabo en una direccio´n debido a la asimetrı´a de la respuesta impulso en la sen˜al a la salida, el segmento ST
podrı´a estar distorsionado. Si en cambio, la sen˜al a la salida del filtro se resta del ECG retardado, entonces
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Figura 4.1: fragmento de anotaciones de pico R, en derivaciones aumentadas en el registro 01N de la base de datos.
el desplazamiento adicional del segmento ST es mucho menor. El desfase de este filtro es no lineal; sin
embargo, la parte de mayor no linealidad esta´ ubicada en la regio´n de ma´s bajas frecuencias, por lo que es de
esperar que el desfase en frecuencias por encima de la frecuencia de corte pueda ser considerado lineal. Este
filtro tiene una frecuencia de corte alrededor de un 1 Hz y un retardo de 160 ms, lo que permite su empleo
en sistemas de proceso de ECG en tiempo real [97]. La salida del filtro se puede describir de la siguiente
manera:
z(k) = x(k − d)− y(k) (4.1)
donde,
y(k) = b1x(k) + b2x(k − 1) + b3x(k − 2)− a2y(k − 1)− a3y(k − 2) (4.2)
b1 = b3 =
g2
g1
, b2 = 2b1, a2 =
g2
g1
, a3 =
g3
g1
(4.3)
y
g = tan(pifcTd), g1 = 1 + 2gδ + g2, g2 = 2g2 − 2, g3 = 1− 2gδ + g2 (4.4)
Siendo x(k) el arreglo de entrada, y(k) el arreglo de salida del filtro pasa bajas, z(k) el arreglo de salida del
filtro pasa altas, fc la frecuencia de corte, Td intervalo de discretizacio´n, d la apertura de ventana de trabajo,
y el coeficiente de atenuacio´n δ = 0.6. De acuerdo a los resultados obtenidos en [104], el filtro atenu´a no
ma´s del 1% de la sen˜al de ECG [97].
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Reduccio´n mediante filtrado adaptativo de dos etapas
De acuerdo con las recomendaciones de la AHA en el disen˜o de filtros para la reduccio´n de lı´nea base,
deben permanecer las frecuencias mayores a 0.8Hz, con esto se evitan alteraciones en el segmento ST. Se
aplica entonces la metodologı´a propuesta en [121], para resolver este problema. Primero, se aplica un filtro
ranura pasa-altas [121] con una frecuencia de corte inferior a los 0.8 Hz, removiendo la componente DC y
frecuencias inferiores que difieren del segmento ST. Luego, tomando ventaja del comportamiento recurrente
de la sen˜al de ECG, se aplica un filtro adaptativo de entrada correlacionada (AICF), que elimina el ruido
restante (no correlacionado con la ocurrencia del QRS) preservando las componentes correlacionadas con el
QRS (en particular el segmento ST), exceptuando la componente DC eliminada en la primera etapa.
El filtro adaptativo en cascada que se propone se muestra en la Figura 4.2 y tiene las siguientes caracterı´sticas.
Figura 4.2: Filtro adaptativo en cascada.
La primera etapa es un filtro pasa-altas transversal adaptativo (Ranura a frecuencia cero) [121] con un peso
igual a 1. La entrada principal es la sen˜al de ECG contaminada con ruido por desplazamiento de lı´nea de
base. La entrada de referencia es una constante (x1 = 1) y la sen˜al de salida es la sen˜al de error e1. El filtro
usa el algoritmo LMS
w11(k + 1) = w
1
1(k) + 2µ1e1(k)x1(k) (4.5)
La frecuencia de corte a -3dB es µpifs donde fs es la frecuencia de muestreo. El tiempo de convergencia es
1/(4µ1) muestras. En este caso, con el fin de evitar distorsiones del ST, se utilizo´ un µ1 = 0.001, el cual
corresponde a una frecuencia de corte de 0.15 Hz.
La segunda etapa corresponde a un filtro transversal adaptativo con L pesos, que usa como entrada principal
la sen˜al que se desea filtrar e1 y, como entrada de referencia una secuencia de impulsos unitarios (x2) cor-
relacionada con la ocurrencia de cada complejo QRS. Este proceso necesita un detector de QRS para generar
la secuencia de impulsos x2. El nu´mero de pesos del filtro se obtuvo de manera experimental L = 300,
que corresponden a un valor promedio del nu´mero de muestras que abarca un latido (600 ms). La sen˜al de
salida es y2. La tasa de convergencia del LMS en esta etapa es µ2 y el tiempo de convergencia es L/4µ2
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muestras [121],
wi(k + 1) = w2i (k) + 2µ2e2x2(k − i+ 1) (4.6)
Existe una variacio´n del filtro AICF, que utiliza un algoritmo diferente para la actualizacio´n de los L pesos,
en este caso el algoritmo RLS, este filtro de igual manera que el anterior, utiliza una entrada principal con
la sen˜al contaminada y una entrada de referencia proporcionada por un detector de QRS, lo que permite la
eliminacio´n de las componentes de la sen˜al no correlacionadas con la ocurrencia del mismo. El proceso de
actualizacio´n es claramente ma´s complejo y se realiza mediante el siguiente algoritmo:
Para cada instante de tiempo k = 1, 2, . . . n se calcula:
k(k) =
λ−1P(k − 1)u(k)
1 + λ−1uH(k)P(k − 1)u(k) (4.7)
ξ(k) = d(k)− wˆH(k − 1)u(k) (4.8)
wˆ(k) = wˆ(k − 1) + k(k)ξ∗(k) (4.9)
P(k) = λ−1P(k − 1)− λ−1k(k)uH(k)P(k − 1) (4.10)
El algoritmo se inicializa de la siguiente manera:
P (0) = δ−1I, 0 < δ  1
wˆ(0) = 0
(4.11)
donde δ toma un valor muy pequen˜o, que para el caso se tomo´ de 0.00001.
Reduccio´n mediante descomposicio´n wavelet
Debido a que las variaciones de lı´nea base consisten en interferencias de baja frecuencia que se an˜aden a la
sen˜al y que pueden ser consideradas como la tendencia a largo plazo de la misma, se utiliza la capacidad de
las wavelet para suprimir un polinomio, dependiendo de los momentos nulos que posea, permitiendo de esa
manera reducir las variaciones de la lı´nea base. Ası´, si x(k) es cero para k = 0, ..., n , entonces la wavelet
posee n + 1 momentos nulos y los polinomios de grado n pueden suprimirse por la wavelet [100].
Escogiendo una wavelet madre, un nivel de descomposicio´n adecuados y siguiendo una metodologı´a como
la que se propone en [22], se pueden tener buenos resultados para la eliminacio´n del ruido de lı´nea base.
Tomando el modelo que se propone en [22] para representar la sen˜al de ECG contaminada con ruido EMG y
ruido de lı´nea base, se reduce la ecuacio´n (2.16) a:
y[n] = x[n] + s[n] (4.12)
donde x[n], es la sen˜al original y s[n] corresponde al ruido por desplazamiento de lı´nea base.
El objetivo del me´todo es obtener una estimacio´n de la lı´nea base, sˆ[n], de forma que su substraccio´n de y[n]
de´ como resultado una sen˜al sin variaciones en la lı´nea base. En este caso se utilizara´ un filtrado lineal, de
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forma que todos los detalles de la transformada Wavelet sera´n eliminados, queda´ndose u´nicamente con la
aproximacio´n.
La sen˜al sˆ[n], se obtiene directamente del efecto de filtro paso bajo de la aproximacio´n de la sen˜al y[n]
de cierto nivel, el cual debe ser establecido a priori. Un nivel demasiado bajo puede provocar una sobre-
aproximacio´n de la sen˜al, por lo cual adema´s de la lı´nea base, se incluirı´an componentes del ECG. Por el
contrario, si el nivel de la aproximacio´n es demasiado elevado, la estimacio´n de la lı´nea base se aleja demasi-
ado y los resultados obtenidos no son satisfactorios. Por todo esto, es evidente que la eleccio´n automa´tica del
nivel de aproximacio´n adecuado es de vital importancia [22].
Para realizar el procedimiento se contamina una sen˜al sin variacio´n de lı´nea base con una sen˜al simulada con
amplitud, frecuencia y fase conocidas s[n]. Se seleccionan diferentes niveles de aproximacio´n del resultado
de la descomposicio´n de la sen˜al, los cuales se reconstruyen haciendo cero los detalles restantes, represen-
tando ası´ sˆ[n]. Se compara la dispersio´n del espectro de la sen˜al s[n] con el espectro de la sen˜al sˆ[n] y se
obtiene un para´metro. Se calcula la varianza de yˆ[n] = y[n] − sˆ[n] y se obtiene un segundo para´metro. El
cruce de dichos para´metros en una gra´fica con varios niveles de descomposicio´n, representa el nivel o´ptimo
para estimar sˆ[n]. Se determino´ en [22], que el nivel adecuado es la aproximacio´n 8 y, la wavelet que presenta
mejores resultados es la Daubechies de orden 4 (dB4). Los resultados se valoraron con un especialista.
En la figura 4.3 se ilustra los para´metros obtenidos, y adema´s se establece la exactitud del me´todo, graficando
el error, medido como e = x[n]− yˆ[n].
Figura 4.3: Nivel de aproximacio´n o´ptimo para filtracio´n de lı´nea base [22].
Reduccio´n mediante filtrado wavelet adaptativo
Tomando las propiedades de la transformada wavelet para descomponer una sen˜al en componentes de alta
y baja frecuencia a diferentes niveles de resolucio´n, se busca aislar las componentes correspondientes a la
perturbacio´n deseada, para luego ser eliminados del ECG. Se emplea otra metodologı´a en la cual se utiliza
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la transformada wavelet estacionaria (SWT) para conservar el nu´mero de coeficientes igual al taman˜o de la
sen˜al transformada, lo que permite mayor conservacio´n de la informacio´n temporal de la misma. La sen˜al
de ECG se descompone en 7 niveles, utilizando una wavelet madre Daubechies de orden 4 (dB4), que ha
presentado resultados o´ptimos en la filtracio´n de este tipo de ruido [90]. La descomposicio´n se realiza hasta
el nivel 7, debido a que la aproximacio´n obtenida (Aj , j = 7) se encuentra en una banda de frecuencia de 0
- 1.4 Hz.
Posteriormente, (A7) se utiliza como entrada a un filtro adaptativo como se propone en [90], cuya estructura
general se muestra en la Figura 4.4, que representa un filtro ranura adaptativo simple ideal para eliminar la
desviacio´n de la lı´nea de base. La entrada primaria es la sen˜al de ECG con la desviacio´n de la lı´nea base y la
entrada de referencia es un ruido correlacionado con la desviacio´n de la lı´nea base de la sen˜al de la entrada
primaria. El filtro consta de un solo peso, cuyo valor o´ptimo se puede obtener a trave´s del algoritmo LMS
como se ve en la ecuacio´n (4.13).
w(k + 1) = w(k) + 2µe(k)x(k) (4.13)
donde x(k) es la entrada de referencia para el filtro adaptativo, µ es el factor de convergencia y e(k) es el
error entre la sen˜al de entrada y la sen˜al filtrada. La frecuencia de corte fc del filtro esta´ dada por la expresio´n:
fc =
µ
pi
fs (4.14)
donde fs = 500 Hz, es la frecuencia de muestreo, en el caso de las sen˜ales de la base de datos de la Uni-
versidad Nacional. Debido a que la AHA recomienda la eliminacio´n de frecuencias por debajo de los 0.8 Hz,
para evitar la distorsio´n del segmento ST, se puede elegir un valor adecuado de µ de acuerdo a la frecuencia
de muestreo de la sen˜al de entrada. Para sen˜ales de la base de datos del MIT-BIH que tienen una frecuencia
de muestreo de fs = 360 Hz, se elige µ = 0.0069 [51], para el caso de las sen˜ales de la base de datos de
la Universidad Nacional Sede Manizales, se elige el para´metro µ = 0.01. Despue´s de esto, para reconstruir
Figura 4.4: Filtro ranura adaptativo
la sen˜al de ECG, se lleva a cabo la transformada wavelet inversa, con la sen˜al de salida del filtro adaptativo
y el conjunto de los 7 niveles o bandas de alta frecuencia Dj , j = 1...7. La sen˜al reconstruida S1 se puede
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expresar como:
S1 = T +D7 +D6 +D5 +D4 +D3 +D2 +D1 (4.15)
donde T es la sen˜al de salida filtrada por el filtro adaptativo, y Dn es el componente de alta frecuencia del
n-e´simo nivel o banda de frecuencia [90].
El proceso se muestra en la Figura 4.5.
Figura 4.5: Estructura filtro Wavelet adaptativo.
4.2.2 Reduccio´n de la interferencia de lı´nea de potencia
Reduccio´n mediante filtrado digital convencional
Este filtro se implemento´ con el propo´sito de tener una referencia con respecto al desempen˜o en las medidas
de distorsio´n con los filtros adaptativos y la transformada wavelet para la reduccio´n de la interferencia de
potencia.
La funcio´n de transferencia para un filtro ranura de 60Hz, se puede representar en el dominio de z como:
H(z) =
1− 2 cos(2pi60/fs)z−1 + z−2
1− 2r cos(2pi60/fs)z−1 + r2z−2 (4.16)
donde fs es la frecuencia de muestreo. Este tiene un cero en el cı´rculo unitario a 60 Hz y un polo en el mismo
a´ngulo con un radio r = 0.99, esto para que el filtro tenga una respuesta plana en otras frecuencias diferentes
a las de la interferencia. A medida que r se incrementa, el polo se acerca al cı´rculo unitario, el ancho de
banda del filtro se hace ma´s angosto y se aumenta la respuesta transitoria del filtro. Sin embargo, se debe
evitar que los polos este´n fuera del cı´rculo unitario en vista de que se esta tratando con un sistema causal
comprometie´ndose de esa manera su estabilidad. La ganancia dc del filtro sera´ entonces, (1− r+ r2)−1 [41].
El filtro ranura no adaptativo de 60 Hz se puede implementar utilizando la siguiente ecuacio´n de diferencias:
y(k) = rNy(k − 1)− r2y(k − 2) + x(t)−Nx(k − 1) + x(k − 2) (4.17)
donde N = 2cos(2pi60T ), T = 1fs . Debido a los coeficientes r y r
2
, el filtro requiere 2 multiplicaciones de
precisio´n razonable [41].
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Reduccio´n mediante el filtro de cancelacio´n de interferencia sinusoidal adaptativo (ASIC)
El problema de la cancelacio´n de interferencias sinusoidales se puede plantear de la siguiente forma: Dada
una sen˜al de entrada r(kTs) tal que:
r(kTs) = s(kTs) + α cos(ω0kTs + φ) (4.18)
donde s(kTs) es la sen˜al deseada (la que contiene la informacio´n), Ts es el perı´odo de muestreo, ω0 es la
frecuencia conocida de la interferencia, mientras que α y φ representan, respectivamente, la amplitud y la
fase desconocidas de la sen˜al sinusoidal de interferencia. Sin pe´rdida de generalidad, se asume que α > 0 y
φ ∈ [0, 2pi). El objetivo es extraer s(kTs) de la sen˜al contaminada r(kTs) sin distorsio´n [115].
Cuando α y φ se obtienen de forma exacta, s(kTs) puede ser recuperada sustrayendo una sinusoide sinte´tica,
la cual es caracterizada por los estimados de fase y amplitud de r(kTs). Usando esta idea de cancelacio´n en
el dominio del tiempo, se define una funcio´n de error, e(kTs), que tiene la forma:
e(kTs) = r(kTs) + αˆ cos(ω0kTs + φˆ) (4.19)
donde αˆ y φˆ denotan los estimados de α y φ respectivamente. Es de esperar, que cuando el error cuadra´tico
medio de e(kTs) es minimizado con respecto a estas dos variables, αˆ → α y φˆ → φ, e(kTs) se volvera´
ide´ntico a s(kTs). En el algoritmo ASIC propuesto [115], los para´metros de fase y amplitud se ajustan
de forma iterativa para minimizar el valor cuadra´tico instanta´neo de e(kTs). Similar al algoritmo LMS de
Widrow [130], el ASIC usa estimados estoca´sticos del gradiente, los cuales se obtienen derivando e2(kTs)
con respeto a αˆ(kTs) y φˆ(kTs). Los para´metros son adaptados directamente y de forma independiente de
acuerdo a las siguientes ecuaciones:
αˆ((k + 1)Ts) = αˆ(kTs) + µαe(kTs) cos(ω0kTs + φˆ(kTs)) (4.20)
φˆ((k + 1)Ts) = φˆ(kTs)− µφe(kTs) sin(ω0kTs + φˆ(kTs)) (4.21)
donde µα y µφ son escalares positivos que controlan la tasa de convergencia y aseguran la estabilidad del
sistema. A fin de evitar las operaciones de seno y coseno, se construye una tabla de bu´squeda de coseno. Esta
tabla consiste en un vector ~M de longitud L que tiene los siguientes elementos:
~M =
[
1 cos
(pi
L
)
cos
(
2pi
L
)
. . . cos
(
(L− 1)pi
L
)]
(4.22)
El algoritmo es computacionalmente eficiente porque se requieren apenas, cinco multiplicaciones, tres sumas
y dos operaciones de bu´squeda para cada intervalo de muestreo [115].
Los valores iniciales para el algoritmo corresponden a α = 1 y φ = 0. Los escalares µα y µφ, se toman para
una convergencia de 500 muestras de aprendizaje, tomando valores de 0.015 y 0.0005 respectivamente. Este
filtro no se adapta a variaciones repentinas de frecuencia.
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Reduccio´n mediante el filtro adaptativo de estimacio´n incremental (IE)
El filtro de Estimacio´n Incremental que se muestra en la Figura 4.6, se basa en la estimacio´n de la amplitud
de la interferencia ignorando la sen˜al deseada. Se puede demostrar que la amplitud e(n) en una muestra de
una interferencia sinusoidal se puede calcular en te´rminos de la amplitud de las dos muestras anteriores. Sea
∆t ∆t 
∆t 
e(k) 
y(k) x(k) Σ 
Estimación de la 
señal sinusoidal 
+ 
- 
Figura 4.6: Diagrama de bloques de filtro adaptativo de estimacio´n incremental
la interferencia de la forma:
e(k) = A sin
(
2pif0
fs
)
(4.23)
el valor actual de e(k) se puede calcular ası´:
e(k) = 2e(k − 1) cos
(
2pif0
fs
)
− e(k − 2) (4.24)
donde, e(k) es la interferencia estimada en el tiempo t(k), f0 es la frecuencia de la interferencia y fs es la
frecuencia de muestreo. La salida del filtro es la diferencia entre la muestra de entrada y la estimacio´n de la
interferencia:
y(k) = x(k)− e(k) (4.25)
Si la prediccio´n es correcta, la muestra de interferencia estimada e(k) sera´ igual a la muestra de la sen˜al x(k),
ma´s un posible offset. La mejor estimacio´n de este offset es la diferencia previa entre la muestra de la sen˜al y
la estimacio´n de la interferencia (x(k − 1)− e(k − 1)). Por lo tanto, si la funcio´n:
ε(k) = (x(k)− e(k))− (x(k − 1)− e(k − 1)) (4.26)
es positiva, es decir ε > 0, la estimacio´n de e(k) ha sido muy pequen˜a y, por lo tanto, debe ser incrementada
antes de estimar el pro´ximo punto y viceversa. El valor de e(k) es corregido al procesar cada muestra de
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acuerdo a la siguiente regla:
e(k) = e(k) + µsign(ε(n)) (4.27)
El para´metro µ determina el tiempo de adaptacio´n, aumentando µ se disminuye el tiempo de adaptacio´n,
pero aparecen mayores distorsiones en el ECG y algunos problemas de estabilidad. Por el contrario, dismin-
uye´ndolo mejora la sen˜al de ECG pero se vuelve ma´s lenta la convergencia. Este algoritmo se basa en el
LMS de signo (Sign-LMS) [25].
El para´metro µ se conoce como el incremento y es una cantidad fija que se tiene que elegir tomando en
cuenta la siguiente restriccio´n: Si µ es grande, el filtro se adaptara´ ma´s ra´pido al ruido. Si es pequen˜o, ma´s
pequen˜o sera el error medio resultante (error en estado estacionario). Aumentando µ se incrementa el rango
de frecuencias que se pueden eliminar satisfactoriamente. La ma´xima desviacio´n de frecuencia se puede
calcular aproximadamente como:
∆fomax =
µ
4piA
fs (4.28)
Donde A es la amplitud de la interferencia.
Reduccio´n mediante descomposicio´n wavelet por umbralizacio´n
En [27], se propone un me´todo generalizado para la eliminacio´n de ruido blanco Gaussiano de media nula y
varianza 1, por medio de diferentes te´cnicas de umbralizacio´n aplicadas a los coeficientes de descomposicio´n
de la transformada wavelet, como se describe en la seccio´n 2.1.3.
Aplicando la metodologı´a a sen˜ales ECG, con interferencias que se encuentran fuera de su espectro, como es
el caso de la lı´nea de potencia, se puede tener un resultado adecuado en la remocio´n de dicha interferencia. En
[100], se realiza una comparacio´n de los diferentes me´todos de umbralizacio´n, para determinar el desempen˜o
del filtro sobre el error cuadra´tico medio entre la sen˜al original y la sen˜al filtrada.
Debido a la naturaleza del me´todo generalizado, es de esperarse que el filtro tenga soporte para variaciones
de frecuencia, fase y amplitud variables de la perturbacio´n, lo que no sucede con el filtro digital convencional
y el filtro ASIC tratados anteriormente. Se debe tener en cuenta, que adema´s de la perturbacio´n que se esta´
tratando, se realizara´ una reduccio´n de una serie de componentes de alta frecuencia que no pertenecen al
espectro de la sen˜al, dando como resultado una sen˜al “suavizada”.
En [100], se analizaron cinco me´todos de umbralizacio´n
1. Umbralizacio´n extrema
2. Umbralizacio´n rı´gida
3. Umbralizacio´n flexible y umbral global
4. Umbralizacio´n flexible y umbral por nivel
5. Umbralizacio´n por medio del estimador de riesgo imparcial (SURE).
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Como resultado del estudio, se determino´ que por medio de la umbralizacio´n SURE, se obtiene menor error
cuadra´tico medio entre la sen˜al original y la sen˜al filtrada. Como inconveniente, se presenta una dispersio´n
en los espectros de las sen˜ales, lo que afecta a ciertas componentes del ECG, principalmente a los compo-
nentes del complejo QRS. Se determino´ que la wavelet con mejores resultados fue la Db3 con 3 niveles de
descomposicio´n. En la figura 4.7 se muestra un ejemplo de sen˜ales ECG en su forma original, contaminada
y filtrada [100].
Dado que la medida no es suficiente para determinar la efectividad del filtro, se han implementado medidas
adicionales para medir la similitud entre dos sen˜ales, tratadas en la Seccio´n 4.2.4.
Figura 4.7: Resultados de filtracio´n de lı´nea de potencia [100].
4.2.3 Reduccio´n del ruido por contraccio´n muscular (EMG)
Como se describe en la seccio´n 2.1.2, se puede tomar el ruido EMG como quiebres transitorios de ruido
Gaussiano de media cero en banda limitada, por esto reduciendo el modelo (2.16) a la expresio´n:
y[n] = x[n] + µe[n] (4.29)
donde e(n) representa ruido blanco Gaussiano de media 0 y varianza 1 y, µ representa su nivel. Se emplea la
metodologı´a propuesta en [27], para su reduccio´n.
Se utiliza la transformada wavelet para obtener los detalles de la sen˜al, a distintos niveles, aplicando a con-
tinuacio´n el umbral δ =
√
2log(N)σˆ que pertenece a un tipo de umbral flexible, como se describe en la
seccio´n 2.1.3. Posteriormente, se calcula la transformada inversa para obtener la sen˜al resultante. La funcio´n
de umbral flexible se muestra en la figura 4.8, que corresponde a las expresiones (2.14) y (2.15).
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Figura 4.8: Resultados de filtracio´n de lı´nea de potencia [22].
Con este me´todo se debe tener en cuenta que el nivel del ruido µ, influye en el desempen˜o de la filtracio´n y
presenta diferentes tipos de rendimiento con familias de wavelets y niveles de descomposicio´n distintos.
Para estimar el nivel del ruido que posee la sen˜al, se calcula la variacio´n de la energı´a en el primer detalle
en el proceso de descomposicio´n, de acuerdo a esto, se aplica el nivel y la wavelet madre adecuados para
realizar la etapa de filtracio´n.
En [22], se realiza una comparacio´n entre el desempen˜o de este me´todo con filtros convencionales como el
filtro de promedio de Hanning, filtro pasa bajas de fase lineal y filtro elı´ptico, sobre una medida de SNR entre
la sen˜al filtrada y la sen˜al original, despue´s de que esta se ha contaminado con ruido EMG de forma artificial.
4.2.4 Criterios para medir la efectividad de los Filtros
A continuacio´n se define una serie de medidas, las cuales brindan criterios para la comparacio´n entre las
te´cnicas de filtracio´n implementadas para los diferentes tipos de perturbaciones.
PRD (percentage root difference)
Representa una medida convencional de distorsio´n y se utiliza generalmente en algoritmos de compresio´n de
sen˜ales. Se define como:
PRD =
√√√√√√√√
N∑
n=1
(x(n)− x˜(n))2
N∑
n=1
x2(n)
× 100 (4.30)
donde x(n) es la sen˜al original, x˜(n) es la sen˜al reconstruida, y N es el taman˜o de la ventana sobre el cual
se calcula el PRD. Tambie´n se puede usar otra medida de PRD con diferente normalizacio´n, y se utiliza para
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comparar sen˜ales con media diferente de cero:
PRD′ =
√√√√√√√√
N∑
n=1
(x(n)− x˜(n))2
N∑
n=1
(x(n)− x¯)2
× 100 (4.31)
donde x¯ es la media de la sen˜al. La definicio´n (4.31) es independiente del nivel dc de la sen˜al original. (4.30)
y (4.31) son por supuesto iguales para sen˜ales con media cero [134].
El PRD representa el porcentaje de la raiz cuadrada de la relacio´n entre la energı´a del error y la energı´a de la
sen˜al original, en un nu´mero de muestras dado N . A menor error, se obtiene menor ı´ndice PRD, por lo cual
un valor bajo de este ı´ndice representa un buen desempen˜o del algoritmo de filtracio´n.
Este para´metro se aplica a todos los tipos de perturbaciones tratados en este trabajo.
SNR (Relacio´n sen˜al a ruido)
La relacio´n sen˜al a ruido (SNR), se expresa como:
SNR = 10 log

N∑
n=1
(x(n)− x¯)2
N∑
n=1
(x(n)− x˜(n))2
 (4.32)
De donde se observa que a menor error entre la sen˜al original y la sen˜al filtrada, se incrementa el SNR.
La relacio´n entre el SNR y el PRD (4.31) es: SNR = −20 log(0.01PRD). Este para´metro se aplica a todos
los tipos de perturbaciones tratados en este trabajo.
Coeficiente de cross-correlacio´n
Con el fin de obtener una medida que tenga en cuenta el grado de similitud entre las sen˜ales original x y
filtrada y, se emplea el coeficiente de correlacio´n cruzada de Pearson Rxy , calculado mediante la ecuacio´n
(4.2.4).
Rxy =
Cxy√
CxxCyy
(4.33)
Donde Cxy es la covarianza cruzada, x y y las sen˜ales a las que se les quiere calcular los coeficientes. La
correlacio´n mide la relacio´n lineal entre dos variables y su sentido (si es directo o inverso). Cuando la relacio´n
es perfectamente lineal dicho coeficiente vale 1 (o´ -1). Cuando el coeficiente tiene un valor pro´ximo a cero,
o bien no existe relacio´n entre las variables analizadas o bien dicha relacio´n no es lineal. Este para´metro se
aplica a todos los tipos de perturbaciones tratados en este trabajo.
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Error cuadra´tico medio (potencia media de error)
Este tipo de error es empleado en la ponderacio´n de la aproximacio´n de una sen˜al mediante una expansio´n o
representacio´n ortogonal. Se define como:
ε¯2 =
1
N
N∑
n=1
|x(n)− x˜(n)|2 (4.34)
donde ε¯2 ≥ 0. Entre ma´s decrezca ε¯2 hacia 0, existe un mayor ajuste entre la sen˜al original y la sen˜al filtrada.
Este para´metro se aplica a todos los tipos de perturbaciones tratados en este trabajo.
Distorsio´n segmento ST y punto J
La AHA recomienda comparar la distorsio´n que generan los filtros para eliminacio´n de bajas frecuencias por
medio de una sen˜al triangular de 1.5 mV de amplitud, un perı´odo de 100 ms [90]. Despue´s de pasar esta sen˜al
a trave´s de los filtros seleccionados, se mide el desplazamiento del punto J y el cambio en la pendiente del
segmento ST (R+120 ms) [90].
Este para´metro se aplica a los filtros de reduccio´n de lı´nea base.
4.3 Algoritmos de segmentacio´n
En la segmentacio´n de los complejos principales de la sen˜al ECG, con frecuencia el primer paso que se realiza
es la deteccio´n del pico R, que debido a sus caracterı´sticas morfolo´gicas, presenta una discontinuidad en un
punto (t0, s0) correspondiente a un valor local ma´ximo en cada latido de la mayorı´a de las 12 derivaciones
esta´ndar, excepto en las primeras derivaciones precordiales (V1 y V2) y en la derivacio´n aumentada aVR,
donde el pico de la onda Q es de mayor energı´a que el pico de la onda R por lo que se aplican algunos
artificios para la solucio´n del problema.
Cuando se ha estimado la posicio´n del pico R, generalmente, se procede a establecer ventanas de bu´squeda
hacia la izquierda para la deteccio´n del inicio de la onda Q, y los lı´mites de la onda P. La ventana de bu´squeda
hacia la derecha es con el fin de encontrar el final de la onda R, los lı´mites de la onda T y los lı´mites de la onda
U, si existe. Con los puntos identificados, se determinan los segmentos, intervalos y complejos deseados por
medio de reglas simples como se observa en la figura 2.2. Como ejemplo se aprecia que el complejo ST-T
comprende desde el final de la onda S hasta el final de la onda T. En la figura 4.9 se muestra un diagrama
de bloques general de segmentacio´n de la sen˜al ECG, en el cual, el bloque de preproceso corresponde a la
adecuacio´n de la sen˜al para atenuacio´n de las ondas P y T mediante filtrado y en donde posteriormente se
aplica algu´n tipo de transformacio´n para resaltar la presencia del pico R.
Teniendo en cuenta que este trabajo se relaciona con el desarrollo de la aplicacio´n para el proyecto [35],
debe existir la posibilidad de analizar grupos de derivaciones que el especialista estime conveniente, desde 3
derivaciones hasta 12 derivaciones. Por lo tanto se requiere un algoritmo de segmentacio´n que responda de
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Figura 4.9: Diagrama de bloques del proceso de segmentacio´n.
manera efectiva ante cualquier derivacio´n. Sin embargo cuando la segmentacio´n de la sen˜al ECG se realiza
en 12 derivaciones esta´ndar, es posible analizar aquellas donde las componentes de la sen˜al ECG presentan
mayor energı´a respecto a otras derivaciones, por ejemplo la onda P, se aprecia con mayor intensidad en la
derivacio´n DII. Los puntos fiduciales encontrados, se proyectan sobre las derivaciones restantes para concluir
la segmentacio´n. Esto se debe a que cada derivacio´n recibe informacio´n de un a´rea especı´fica del corazo´n,
estimulada por un impulso ele´ctrico comu´n que se propaga por los tejidos cardı´acos. De esa forma las sen˜ales
son sime´tricas en el eje del tiempo, variando u´nicamente la amplitud de las ondas.
4.3.1 Deteccio´n de complejos QRS
De acuerdo a los algoritmos descritos en la seccio´n 2.2 para la deteccio´n del complejo QRS y a evaluaciones
realizadas por [32], [61] y en [86] con registros de sen˜ales de bases de datos esta´ndar, se obtienen resultados
notables con respecto a los me´todos basados en transformaciones no lineales, segunda derivada de la sen˜al y
en la transformada wavelet para una sola derivacio´n de la sen˜al ECG.
Sin embargo aplicando los algoritmos a cada una de las sen˜ales de las 12 derivaciones de la BD-ECG-UNCM,
baja el rendimiento en la deteccio´n de los picos R en ciertas derivaciones presentando un incremento de falsos
negativos (FN) y ma´s au´n en registros con alto nivel de ruido se aumenta el nu´mero de falsos positivos (FP).
Debido a esto surge la necesidad de optimizar el algoritmo para deteccio´n del pico R.
Algoritmo hı´brido
Ba´sicamente el algoritmo para deteccio´n del pico R, emplea un filtrado pasa banda como se desarrolla en [89],
un filtro digital pasa altas equivalente de WT que emplea una spline cuadra´tica con soporte compacto como
se desarrolla en [63], Una adaptacio´n de la transformacio´n no lineal desarrollada en [64] aplicada en sen˜ales
fonocardiogra´ficas y una adaptacio´n en la parte de umbralizacio´n adaptativa desarrollada en [3]. En la figura
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4.10 se muestra el esquema general del algoritmo.
Figura 4.10: Diagrama de bloques del algoritmo para deteccio´n del pico R.
– Filtro Pasa banda: El filtro pasa banda reduce la influencia del ruido EMG, interferencia de 60 Hz,
desplazamiento de lı´nea base e interferencia de la onda T. La banda de paso es apropiada para maxi-
mizar la energı´a del QRS y se encuentra aproximadamente en el rango de 5 - 12 Hz [89]. Es un filtro
ra´pido cuyos polos esta´n localizados en el cı´rculo unitario del plano z [89]. La clase de filtros que
tienen polos y ceros en el cı´rculo unitario ofrecen una flexibilidad limitada en el disen˜o pasa banda.
Por razones de frecuencia de muestreo se disen˜o´ el filtro mediante un filtro pasa bajas y pasa altas en
cascada alcanzando una banda de paso a 3 dB entre 5 - 12 Hz [89]. En la figura 4.11 se muestra la
respuesta en frecuencia del filtro.
Figura 4.11: Respuesta en frecuencia del filtro digital pasa banda. Banda de paso (3 dB) es 5 - 11 Hz [89].
El filtro pasa bajas tiene una funcio´n de transferencia de segundo orden:
H(z) =
(1− z−6)2
(1− z−1)2 (4.35)
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La respuesta en amplitud es:
|H(wT )| = sin
2(3wT )
sin2(wT/2)
(4.36)
donde T es el perı´odo de muestreo. La ecuacio´n de diferencia del filtro es:
y(nT ) = 2y(nT − T )− y(nT − 2T ) + x(nT )− 2x(nT − 6T ) + x(nT − 12T ) (4.37)
donde la frecuencia de corte es 11 Hz y la ganancia es 36. El retardo del filtro es de 6 muestras.
El filtro pasa altas es basado en extraer un filtro pasa bajo de primer orden de un filtro pasa todo, es
decir las muestras originales de la sen˜al. La funcio´n de transferencia para el filtro es:
H(z) =
− 132 + z−16 − z−17 + z−32
/
32
1− z−1 (4.38)
La respuesta en amplitud es:
|H(wT )| =
[
256 + sin2(16wT )
]1/2
cos(wT/2)
(4.39)
La ecuacio´n de diferencias del filtro es:
y(nT ) = y(nT − T )− x(nT )/32 + x(nT − 16T )− x(nT − 17T ) + x(nT − 32T )/32 (4.40)
La frecuencia de corte esta´ alrededor de 5 Hz, la ganancia de 32 y el retardo de 16 muestras.
– Filtro Spline: Su funcio´n es resaltar la presencia del pico R en la sen˜al. Corresponde a un filtro pasa
altas equivalente a una descomposicio´n WT a escala 21 con una spline cuadra´tica. La respuesta en
amplitud del filtro es:
|H(w)| = 4i.e(iw/2) sin(w/2) (4.41)
La ecuacio´n de diferencias del filtro es:
y(nT ) = 2x(nT )− 2x(nT − 1) (4.42)
– Envolvente de la energı´a de Shannon: En la figura 4.12, se aprecia una serie de transformaciones no
lineales a la amplitud normalizada de una sen˜al. Generalmente se emplea la energı´a E = x2 para
discriminar los picos R del resto de componentes que conforman la sen˜al ECG [89], pero se presenta
el inconveniente que la transformacio´n brinda menor costo a los picos con amplitud relativamente
baja y un costo elevado a los picos de amplitud relativamente alta. Por esta razo´n para tener una
compensacio´n en la transformacio´n se utiliza como transformacio´n no lineal la energı´a de Shannon,
mediante el ca´lculo de la envolvente de la sen˜al normalizada calculando el promedio de la energı´a de
Shannon normalizada.
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Figura 4.12: Comparacio´n de diferentes me´todos de envolvente [64].
Se normaliza la sen˜al de ECG mediante la expresio´n:
yn =
y
max(|y|) (4.43)
y se calcula el promedio de la energı´a de Shannon:
Es = − 1
N
N∑
i=1
y2n(i). log
(
y2n(i)
) (4.44)
N corresponde al nu´mero de muestras de la ventana y se toma de un valor igual a 40 que a una
frecuencia de muestreo de 500 Hz corresponde a 80 ms, que es el ancho promedio de una onda R. Se
realiza un traslape de la ventana correspondiente a 40 ms. Se normaliza la envolvente calculada por
medio de la expresio´n:
Esn(k) =
Es(k)−M(Es(k))
S(Es(k))
(4.45)
donde M(Es(k)) es el valor medio de Es(k) y S(Es(k)) es la desviacio´n esta´ndar de Es(k). Final-
mente se realiza una interpolacio´n de la transformacio´n resultante por un factor de 20.
– Umbralizacio´n adaptativa: En esta parte se sigue la metodologı´a de [110] y [3]. Se establece el
para´metro Am+1j , el cual representa el valor ma´ximo de la envolvente en un intervalo, se utiliza para
calcular el umbral de deteccio´n para los pro´ximos latidos y se calcula con las siguientes condiciones:
Si el valor ma´ximo de la envolvente max(Esn) > 2Amj entonces:
Am+1j = A
m
j (4.46)
de lo contrario:
Am+1j =
(
7
8
)
Amj +
(
1
8
)
|max(Esn)| (4.47)
El umbral inicial es tomado como Th = 0.35Aj .
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De esta forma los picos de la envolvente de mayor amplitud respecto a los dema´s no influyen en el
ana´lisis.
A medida que se detectan los picos R se lleva una estadı´stica de la distancia entre los u´ltimos 8 picos
R denominada RAV 1 y una estadı´stica entre los u´ltimos 8 picos R normales que este´n dentro de un
rango determinado 0.8RAV 1 < picoRn < 1.3RAV 1 denominada RAV 2. Si la distancia del u´ltimo
pico R sobrepasa el umbral de tiempo 1.6RAV 2, se activa una bu´squeda hacia atra´s llevando el umbral
de amplitud Th = Th/2. De esta forma se identifica un pico R, 20 muestras atra´s del valor ma´ximo
encontrado max(Esn) para compensar el retardo del filtro. Para evitar una deteccio´n falsa debido a
artefactos presentes en la sen˜al, se establece un perı´odo refractario de 200ms.
Se tomo´ como referencia para el desempen˜o del algoritmo hı´brido un algoritmo que utiliza la WT como
transformacio´n de la sen˜al ECG [110].
Algoritmo basado en transformada wavelet
La deteccio´n del complejo QRS, es basado en el mo´dulo ma´ximo de la transformada wavelet, definido como
cualquier punto Wf(2j ,τ0), tal que |Wf(2j , τ)| < |Wf(2j , τ0)|, cuando τ pertenece a la izquierda o a
la derecha de los alrededores de τ0 y |Wf(2j , τ)| 6 |Wf(2j , τ0)|, cuando τ pertenece a otro punto de
los alrededores de τ0. Esto es, porque el mo´dulo ma´ximo y los cruces por cero de la transformada wavelet
corresponden a finos bordes de la sen˜al. El complejo QRS produce dos mo´dulos ma´ximos con signos opuestos
de Wf(2j , τ), con un cruce por cero entre ellos como se indica en la figura (4.14). Por lo tanto, estos son
determinados aplicando reglas de decisio´n (umbrales) a la transformada wavelet de la sen˜al ECG.
La mayor energı´a del complejo QRS esta´ entre 3Hz y 40Hz; ver Tabla (4.5), el rango de frecuencias
19 
algoritmos eficientes. Los métodos para segmentar PCG estudiados dependen del ECG o el 
pulso carotídeo, y se basan en las características de la señal en el dominio del tiempo. 
El análisis con wavelets [1,19] da una buena estimación de la localización en el tiempo y la 
frecuencia, razón por la cual se escogió este método para realizar la segmentación de ECG 
y PCG, d nde para la segmentación de ECG, se utilizó la transformada wavelet diádica, y 
para la segmentación en PCG, se utilizó la transformada wavelet discreta, ambas descritas 
en el anexo D. 
 
 
2.2.1 Segmentación ECG [13]. 
El método utilizado es el cruce por cero de la transformada wavelet para d terminar la 
ubicación del QRS. El ancho d l QRS es deter inad  por el inicio y fina  de e te. Una vez 
que el QRS ha sido ncontrado se pr ced  a encontrar la ubicación el inicio y el final de las 
ondas P y T, a este método se le ha llamado método del par módulo máximo. Se utiliza la 
primera derivada de una función wavelet gaussiana diádica, mostrada en la figura.10 que 
tiene las siguientes características: 
 
Figura 10. Wavelet gaussiana. 
2
.)( xp eCxf
−= , donde se toma la p-ésima derivada de f (p = 1). 
Cp es tal que: ( ) 2pf = 1, donde f (p), es la p-ésima derivada de f. 
Si el parámetro de escala es un conjunto de potencias de 2 = 2j ( j∈Ζ), la wavelet es 
llamada wavelet diádica. La transformada wavelet a escala 2j, está dada por:  
 
Figura 4.13: Wavelet Spline Cuadra´tica
alrededor de 3dB de la transformada de Fourier de la wavelet indican que la mayor parte de energı´a del
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complejo QRS, se encuentra entre las escalas 23 y 24, siendo ma´s grande en 24. La energı´a decrece si la
escala es ma´s grande que 24. La energı´a de artefactos debidos al movimiento y al error de lı´nea base se
incrementa para escalas mayores a 25. Por lo tanto se decidio´ usar las escalas 21 – 24 para la wavelet [110].
Escala a frecuencia bajo 3 dB Frecuencia sobre 3 dB
21 32.1 Hz 92.1 Hz
22 18 Hz 65.4 Hz
23 8 Hz 33.1 Hz
24 4 Hz 16.2 Hz
25 2 Hz 7.8 Hz
Tabla 4.5: Respuesta en frecuencia a diferentes escalas
El complejo QRS corresponde a dos mo´dulos ma´ximos con signo opuesto de la transformada wavelet. El
mo´dulo ma´ximo que corresponde a la onda R se determino´ con los siguientes pasos:
• Los mo´dulos ma´ximos de la escala 24, que cruzan el umbral Th4 son determinados (Thj es el umbral
para la transformada wavelet en la escala 2j) y sus posiciones son marcadas.
• El mo´dulo ma´ximo en la cercanı´a de n4k en la escala 23 es determinado y su localizacio´n es marcada
como n3k. Si existen muchos mo´dulos ma´ximos, entonces se selecciona el ma´s grande. Si no existen
mo´dulos ma´ximos, entonces, n3k, n2k, n1k son puestos a cero.
• La localizacio´n de los mo´dulos ma´ximos de las escalas n4k, n3k, n2k, n1k, en sus respectivas escalas son
determinados, todo esto se realiza para reducir el efecto del ruido de alta frecuencia, que se presenta en
las las escalas ma´s bajas. 21 
 
Figura 11. Escala 24 de la transformada Wavelet  
 
La mayor energía del complejo QRS se encuentra entre 3 Hz y 40 Hz, y como se indica en 
la Tabla 2, el rango de frecuencias alrededor de 3dB de la transformada de Fourier de la 
wavelet indican que la mayor parte de energía del complejo QRS, se encuentra entre las 
escalas 23 y 24, siendo más grande 24. La energía decrece si la escala es más grande que 24. 
La energía de artefactos debidos al movimiento y al error de línea base incrementa para 
escalas mayores a 25. Por lo tanto se decidió usar las escalas 21 – 24 para la wavelet. Por lo 
anterior el complejo QRS se detectó con los siguientes pasos: 
• Establecimiento de un umbral para escoger el módulo máximo ( para este caso, el 
umbral es Th , donde Vmax, es el valor del máximo del registro). Con 
este umbral se escogen los picos, si existen varios módulos máximos, se escoge el 
de mayor valor. 
max5.0 V=
• Cuando se tienen ubicados los picos pertenecientes a los módulos máximos, se 
toman los alrededores de la escala 23, y se detecta el módulo máximo 
correspondiente a esta escala; lo mismo para las escalas 22 y 21, esto para reducir el 
efecto del ruido de alta frecuencia, el cual se presenta más en las escalas bajas.  
• Calculado el módulo máximo de la escala 21, se estima el módulo máximo 
(negativo) de la misma, de esta manera, al tener los dos puntos se encuentra el cruce 
por cero entre ellos, que equivale al pico de la onda R, útil para el cálculo de la 
frecuencia cardíaca del registro, realizado sobre una ventana de 60 ms, antes del 
módulo máximo (positivo). 
 
Figura 4.14: Escala 24 de la transformada
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Una onda R corresponde al par mo´dulo ma´ximo con signos opuestos (un ma´ximo y un mı´nimo) de la trans-
formada wavelet. En ciertos latidos ecto´picos en presencia de ruido, dos o ma´s mo´dulos ma´ximos pueden
ocurrir, de los cuales so´lo uno es u´til, donde A1 y A2 son sus valores absolutos y L1 y L2 son sus respectivas
distancias de el ma´ximo; entonces se aplica la siguiente regla para sabe cual de los mı´nimos extraer
1. si A1/L1 > 1.2 A2/L2, MIN2 es redundante
2. si A2/L2 > 1.2 A1/L1, MIN1 es redundante
3. si MIN1 y MIN2 esta´n en el mismo lado de los ma´ximos, entonces el mı´nimo a la distancia ma´s grande
del ma´ximo es redundante.
Calculado el mo´dulo ma´ximo de la escala 21, se estima el mo´dulo ma´ximo (negativo) de la misma, de esta
manera, al tener los dos puntos se encuentra el cruce por cero entre ellos, que equivale al pico de la onda R,
u´til para el ca´lculo de la frecuencia cardı´aca del registro.
Para evitar errores, se establece el para´metroAm+1j , el cual estima el mo´dulo ma´ximo para calcular el umbral
para los pro´ximos complejos QRS, y esta dado por las siguientes ecuaciones:
si ∣∣Wf(2j , nkj )∣∣ ≥ 2Amj (4.48)
entonces:
Am+1j = A
m
j (4.49)
de lo contrario:
Am+1j =
(
7
8
)
Amj +
(
1
8
) ∣∣Wf(2j , nkj )∣∣ (4.50)
Thj = 0.3 para j = 1, 2, 3, 4.
Adema´s para mejorar la exactitud del procedimiento se establece un perı´odo refractario de 200ms.
En el ca´lculo para inicio del QRS se toma una ventana de 100ms. a la izquierda del pico R para hallar un
punto ma´ximo a partir del mo´dulo ma´ximo (negativo) encontrado, sin embargo pueden presentarse algunas
variaciones en el pico del mo´dulo ma´ximo (negativo), por lo tanto se utiliza el siguiente procedimiento:
Una vez hallado el valor del mo´dulo ma´ximo (negativo), se determina un punto j correspondiente al 30%
de ese valor. Para el final del QRS, se toma una ventana de 60ms. a la derecha del pico R encontrado
anteriormente, para encontrar un punto mı´nimo como en la figura (4.15), despue´s de hallado ese punto, se
establece un umbral de sobrepaso para determinar el final del par mo´dulo ma´ximo que es el 25% del valor
mı´nimo en el instante que se sobrepase dicho umbral se establece el final del QRS.
4.3.2 Deteccio´n de ondas P y T
Como se menciono´ anteriormente, una vez que se tiene detectado el pico R, resulta muy conveniente detectar
las ondas P y T mediante ana´lisis WT.
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23 
El módulo máximo no presenta un pico relativo, si no que a partir del mínimo sube 
hasta aproximadamente 0, la idea es hallar este punto, entonces, si se busca dentro 
de la ventana anterior que son 15 muestras y no se encuentra el máximo, quiere 
decir que se tiene un QRS sin onda Q, por tanto, se toma un valor alrededor del 
punto j. En la base de datos estudiada empíricamente, funcionó con una regresión de 
3 muestras, al sobrepasar la ventana de 15 muestras, de esta manera se puede 
establecer el inicio de los complejos QRS de la señal ECG. 
• Para el final del QRS, se toma una ventana de 60 ms. a la derecha del pico R 
encontrado anteriormente, para encontrar un punto mínimo como en la figura 13, 
después de hallado ese punto, se establece un umbral de sobrepaso para determinar 
el final del par módulo máximo que es el 25% del valor mínimo, en el instante que 
se sobrepase dicho umbral se establece el final del QRS. 
 
Figura 13. Detección Inicio – Pico R – Final Complejo QRS 
 
Detección de Ondas P y T. La localización, el inicio y el final de las ondas P y T se 
detectaron, similarmente, al QRS, de la siguiente manera: 
• Para la detección de estas ondas se utilizó la escala 4, que tiene propiedades 
energéticas similares a las de la onda P y T según la tabla 1, entonces se toma una 
ventana de 200 ms. antes de los alrededores del inicio del QRS de la escala 21, la 
transformada wavelet en esta escala genera similarmente, un par de módulos 
máximos como el del QRS pero en menor proporción, de esta manera, es fácil 
determinar el inicio y el final de las ondas P y T.  
 
Figura 4.15: Deteccio´n complejo QRS
Las ondas P y T tienen su espectro de potencia en el rango de 0.5Hz a 10Hz, mientras que el ruido de lı´nea
base y el ruido de artefactos tie en su frecuencia en el rango de 0.5Hz a 7Hz; por lo tanto se utiliza l escala
24 para su r duccio´n.
Para la deteccio´n de estas ondas se utilizo´ la escala 24, tomando una ventana de 200ms. ntes del inicio del
QRS de la escala 21, la transformada wavelet en esta escala genera si ilar ente, un par de mo´dulos ma´ximos
como el del QRS pero en menor proporcio´n, facilitando ası´ determinar el inicio y el final de las ondas P y T.
El pico y el ancho de la onda P es encontrado de la siguiente manera:
1. El mo´dulo ma´ximo es un punto donde la
∣∣Wf(24, τ)∣∣ es un ma´ximo.
2. El cruce por cero entre el par de mo´dulos ma´ximos corresponde al pico de la onda P.
3. El inicio, se realiza buscando hacia atra´s del punto del mo´dulo ma´ximo, que esta´ a la izquierda del
cruce por cero, entonces se inicia la bu´squeda hasta que el punto halla alcanzado
∣∣Wf(24, τ)∣∣ el cual
equivale al 5% del mo´dulo ma´ximo; este punto es marcado y corresponde al inicio de la onda P.
4. Para el final de la onda P se realiza una bu´squeda hacia adelante del punto del mo´dulo ma´ximo que
esta´ a la derecha del cruce por cero y se realiza un procedimiento igual que para seleccionar el inicio
de la onda P.
La onda T tiene el mismo procedimiento de deteccio´n a la onda P.
Teniendo los inicios y finales de las ondas P, QRS, T, se puede realizar la segmentacio´n y caracterizacio´n del
segmento ST para ası´ poder obtener los para´metros importantes en el diagno´stico de episodios patolo´gicos.
4.3.3 Segmentacio´n de complejos ST-T
La derivacio´n del conjunto de complejos ST-T se hizo de la siguiente manera:
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• El inicio del complejo ST-T se establecio´ en el punto final del QRS.
• El final del complejo ST-T se establecio´ con una ventana de 280 ms a la derecha del final del QRS.
Para medir el desempen˜o en la deteccio´n de los complejos de la sen˜al ECG se utilizan las expresiones (2.17),
(2.18) y (2.19)
4.4 Algoritmos de extraccio´n de caracterı´sticas
Una vez se tienen los puntos de inicio y fin de las ondas de la sen˜al ECG, es necesario realizar tanto una
organizacio´n de las 12 derivaciones, como de la cantidad de muestras de cada latido para crear el espacio de
ana´lisis.
Debido a que algunas te´cnicas empleadas en el trabajo son transformaciones de la sen˜al original, es necesario
que la longitud de los latidos sea conocida a priori y adema´s sea constante.
Como primera aproximacio´n se pueden truncar los latidos a partir de una referencia. Por ejemplo en [3] y [36]
se ubica la marca fiducial del pico R y se toman n muestras a la derecha y m a la izquierda. El inconveniente
que se presenta al truncar el latido, es la pe´rdida de informacio´n relevante que se encuentra en los extremos de
la sen˜al, como es el caso de la onda T y la onda P, por consecuencia de una frecuencia cardı´aca relativamente
baja. De otro modo cuando la frecuencia cardı´aca es muy alta se pueden tener muestras del latido siguiente y
el latido anterior, brindando informacio´n erro´nea para el ana´lisis.
Para evitar los inconvenientes mencionados, se procede a ubicar el latido en una ventana de 900 muestras,
ubicando el pico R en la posicio´n 200 de la ventana, hacia la izquierda las muestras correspondientes hasta el
inicio de la onda P y hacia la derecha las muestras correspondientes hasta el final de la onda T. Las posiciones
de la ventana que puedan quedar sin muestras se rellenan con ceros. De esta manera se abarca un amplio
espectro de valores de frecuencia cardı´aca, se evita “cortar” la sen˜al en posible informacio´n relevante y se
tiene una longitud fija de los latidos para realizar la etapa respectiva de extraccio´n de caracterı´sticas. Antes
de ubicar el latido en la nueva ventana se extrae la media y se normaliza con respecto a la amplitud.
En las te´cnicas que sea necesario separar el latido en subpartes como es el caso del complejo QRS y el
complejo ST-T, se procede a generar dos ventanas. La primera con un ancho de 100 muestras (200 ms), con
centro en el pico R. La segunda ventana de 250 muestras (500 ms) con el inicio de la onda T ubicada en la
muestra 100. Las posiciones de la ventana que puedan quedar sin informacio´n se tratan de la misma manera
como en los latidos.
4.4.1 Extraccio´n de caracterı´sticas mediante mediciones heurı´sticas
Se consideraron diferentes mediciones en puntos especı´ficos de la sen˜al ECG los cuales se usan como refer-
encia en el diagno´stico clı´nico como se muestra en la Tabla 4.6. Para obtener el conjunto de mediciones se
empleo´ la metodologı´a realizada en el trabajo de [114] y [37]. El ca´lculo de cada uno de estos para´metros se
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Nombre Descripcio´n
qrsw Ancho del QRS
pamp Amplitud positiva del QRS
namp Amplitud negativa del QRS
pqrs ´Area positiva del QRS
nqrs ´Area negativa del QRS
areat ´Area de la onda T
ivr Repolarizacio´n ventricular invertida
lst Nivel del segmento ST
stsl Pendiente del segmento ST
pr Intervalo PR
ta Amplitud de la onda T
tp Posicio´n de la onda T respecto al pico R
qtd Intervalo QT
Tabla 4.6: Conjunto de mediciones caracterizando cada latido.
realizo´ a partir de los valores picoR (posicio´n del pico R), iQRS (inicio del QRS), fQRS (final del QRS), iT
(inicio de la onda T), fT (fin de la onda T) e iP (inicio de la onda P) obtenidos por el detector de QRS. Las
mediciones se calcularon de la siguiente manera:
• Ancho del QRS: Se define como el intervalo desde que inicia hasta que termina el QRS, ası´:
qrsw = fqrs− iqrs
• Amplitud positiva del QRS: Primero se halla el para´metro bl (lı´nea de base) como un punto de la
sen˜al que se encuentra 80 ms antes de picor. La amplitud positiva del QRS se define como la amplitud
del pico R menos el valor de bl.
• Amplitud negativa del QRS: Se define como el valor mı´nimo que hay en el trozo de sen˜al que va
desde iqrs hasta fqrs, restando el valor de bl.
• ´Area positiva del QRS: Se define como la sumatoria de todos los puntos positivos de la sen˜al que esta´n
entre iqrs y fqrs, restando el valor de bl.
• ´Area negativa del QRS: Se define como la sumatoria de todos los puntos negativos de la sen˜al que
esta´n entre iqrs y fqrs, restando el valor de bl.
• ´Area de la onda T: Se define como la sumatoria de todos los puntos de la sen˜al que se encuentran
desde it hasta ft, restando el valor de bl.
• Repolarizacio´n ventricular invertida (IVR):
ivr =
1
areat
(pqrs+ nqrs) (4.51)
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• Nivel del segmento ST: Este valor se tomo´ 60 ms despue´s de fqrs.
• Pendiente del segmento ST: Se define como una variacio´n en amplitud dividida entre una variacio´n
en tiempo. La variacio´n en amplitud se toma entre los puntos picor + 180ms y picor + 220ms; en
tiempo se toman 40 ms de variacio´n.
• Intervalo PR: Este intervalo va desde el inicio de la onda P hasta el comienzo del QRS, ası´:
pr = iqrs− ip (4.52)
• Amplitud de la onda T: Se define como el punto ma´ximo del trozo de sen˜al comprendido entre it y ft
menos el valor de bl.
• Posicio´n de la onda T respecto al pico R: Se define como el nu´mero de muestras que existen entre el
pico R y la amplitud de la onda T.
• Intervalo QT: Este intervalo va desde el comienzo del QRS hasta el final de la onda T, ası´:
qtd = ft− iqrs (4.53)
En la Figura 4.16, se ilustra las caracterı´sticas obtenidas.
El espacio de caracterı´sticas queda representado por una matriz de Ns × n × d, donde: Ns es el nu´mero de
latidos, n es el nu´mero de mediciones heurı´sticas tomadas para cada latido, en este caso n = 13 y d es el
nu´mero de derivaciones (3 - 12).
4.4.2 Extraccio´n mediante el modelo parame´trico de Hermite
Para aplicar esta te´cnica se sigue la metodologı´a propuesta en la seccio´n 3.1.3. Primero se separa el latido
en complejo QRS y en complejo ST-T para aplicar las bases respectivas que se calculan como se indica en
la ecuacio´n (3.2), teniendo en cuenta que los polinomios se encuentran de una manera recursiva como se
muestra en la ecuacio´n (3.3) y que el para´metro σ se inicializa con un valor para cada uno de los casos, como
se muestra en la figura 4.17 donde las bases obtenidas para el complejo ST-T y el complejo QRS son para un
valor de σ = 0.1 y σ = 1 respectivamente.
En [42] se prueba que el nu´mero de bases adecuado para los dos casos es de 6, midiendo el error cuadra´tico
medio (MSE) (3.7), entre el intervalo de la sen˜al original y la sen˜al reconstruida a partir de los coeficientes
calculados. Por lo tanto aplicando este criterio, se extraen 6 coeficientes para cada complejo como se muestra
en la ecuacio´n (3.6) y se calcula el MSE (3.7), entre el complejo y la sen˜al reconstruida. Este proceso se
realiza de una forma repetitiva, variando el para´metro σ en ±0.01 por cada iteracio´n. El proceso se detiene
cuando el MSE aumenta a partir de un valor mı´nimo obtenido, o cuando no presenta una mejora mayor al
1%.
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Figura 4.16: Caracterı´sticas Heurı´sticas.
El espacio de caracterı´sticas queda representado por una matriz de Ns×n×m× d, donde: Ns es el nu´mero
de latidos, n es el nu´mero de coeficientes para el complejo QRS, m es el nu´mero de coeficientes para el
complejo ST-T, en este caso n,m = 6 y d es el nu´mero de derivaciones (3 - 12).
4.4.3 Extraccio´n mediante Transformada Karhunen Loe´ve
Para aplicar esta te´cnica, se debe encontrar un conjunto de bases adecuado φn, para representar cada latido
como se describe en la seccio´n 3.1.4.
Se escogio´ un conjunto de 7200 latidos de la BD-ECG-UNCM, correspondientes a 12 derivaciones, previa-
mente filtrados, segmentados y normalizados mediante la ecuacio´n (3.20). 3600 de ellos pertenecen a latidos
normales, mientras que los 3600 restantes pertenecen a latidos anormales.
Se tiene como resultado una matriz φn = 7200×900, donde se determina que las 10 primeras bases φ1−φ10,
acumulan el 93.6148% de representacio´n de φn. El incremento despue´s del coeficiente 10 es mı´nimo (< 1%,
de varianza), por lo tanto se utilizan 10 bases para este trabajo. En la tabla 4.7 se muestra los valores de
varianza acumulada de los 11 primeros componentes principales calculados.
Con las bases calculadas se puede representar cada latido como el producto punto entre la φi y el correspon-
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Figura 4.17: Primeras 6 bases de Hermite para diferentes valores de φ.
Base φi Varianza acumulada (%)
φ1 30.6047
φ2 20.8103
φ3 15.1392
φ4 7.6997
φ5 6.6593
φ6 4.1171
φ7 3.4688
φ8 2.5166
φ9 1.3537
φ10 1.2453
φ11 0.8159
Tabla 4.7: Varianza acumulada de las 11 primeras bases K-L del conjunto de latidos
diente latido sobre un factor de normalizacio´n obteniendo un coeficiente α, como se muestra en la ecuacio´n
(3.23), donde el te´rmino de normalizacio´n (EN0)1/2, es calculado como el promedio de los latidos originales
que conforman el conjunto de entrenamiento. En la ecuacio´n (3.23), φi representa el orden i-e´simo de la
funcio´n base KL y x(k) el latido de longitud N. Por cada derivacio´n se obtienen entonces 10 coeficientes
αi, i = 1...10 y en general, la matriz de caracterı´sticas resultantes corresponde a Ns × n × d, donde Ns es
el nu´mero de latidos para analizar, n el nu´mero de coeficientes y d las derivaciones de la sen˜al ECG. En la
figura 4.18, se ilustran las 10 primeras bases obtenidas y se aprecia que las 4 primeras bases tienen similitud
con el latido de una sen˜al ECG.
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Figura 4.18: 10 primeras bases K-L, calculadas del conjunto de latidos.
4.4.4 Extraccio´n de caracterı´sticas mediante la transformada wavelet (WT)
Existe una abundante variedad de funciones wavelet madre y el problema fundamental a resolver, es decidir
cual wavelet producira´ los mejores resultados para una aplicacio´n particular. La forma ma´s comu´n de selec-
cio´n de la funcio´n madre es el ana´lisis extensivo de un conjunto amplio de funciones y la escogencia de la
funcio´n que brinde el mejor resultado de error de clasificacio´n. Sin embargo en este trabajo se implemento´
un criterio adicional basado en la informacio´n de energı´a contenida en la sen˜al.
Para extraer caracterı´sticas con la WT se emplearon tres esquemas diferentes para su posterior comparacio´n:
a) Esquema A:
Ca´lculo de la menor funcio´n de costo asociada a la variabilidad de la energı´a de la sen˜al mediante la
entropı´a de Shannon. Se emplea como me´todo de descomposicio´n la transformada wavelet estacionaria
(SWT)
a) Esquema B: Descomposicio´n wavelet multinivel usando diferentes combinaciones de wavelets y nive-
les de descomposicio´n, empleando los coeficientes de descomposicio´n de aproximacio´n y detalle para
formar un vector de caracterı´sticas que represente adecuadamente la sen˜al [86].
b) Esquema C: Descomposicio´n wavelet multinivel usando diferentes combinaciones de wavelets, em-
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pleando los coeficientes de aproximacio´n ma´ximos de distintos niveles de descomposicio´n para formar
un vector de caracterı´sticas independiente de la longitud en muestras de cada sen˜al [81].
Esquema A
Utiliza el criterio de variabilidad de energı´a basado en la funcio´n de costo:
C = min
k
J∑
λ=1
Ck,λ (4.54)
donde k corresponde a la k-e´sima ondita madre a probar, y Ck, esta´ dado por:
Ck,λ = −
N∑
m=1
|〈f, ψm,λ〉|2
‖Bλ‖2
loge
|〈f, ψm,λ〉|
‖Bλ‖2
2
Al escoger la menor funcio´n de costo se garantiza que la sen˜al esta´ representada por el menor nu´mero de coe-
ficientes posibles expresados como ma´ximos locales como se muestra en la Figura 4.19 donde (a), representa
un valor de entropı´a bajo y (b) un valor de entropı´a alto.
Figura 4.19: Coeficientes de representacio´n de una sen˜al con valores de entropı´a distintos [105].
Aquellos coeficientes de la WT de mayor amplitud, son los que mayor informacio´n de la sen˜al x contienen.
Ellos pueden ser tomados como las principales caracterı´sticas de la sen˜al [67]. Se emplearon 33 funciones
wavelet madre que mejores resultados presentaron en [105], con 4 niveles de descomposicio´n, entre las que
se encuentran: Db, Sym, Rbio, bio.
La regla para escoger los ma´ximos de cada escala es de la siguiente manera:
Se encuentra el valor ma´ximo maxi(Wf(t, s0)), de cada escala i y se escogen los 3 siguientes ma´ximos
a la derecha que cada ma´ximo encontrado maxi(Wf(t, s0)), que se encuentren separados por al menos
25 muestras y 1 ma´ximo a la izquierda del ma´ximo encontrado maxi(Wf(t, s0)), separado por la misma
distancia. Esto se debe a que en general el coeficiente ma´ximo se encuentra en el complejo QRS, y a partir de
ese valor la mayor informacio´n de la patologı´a tratada en el trabajo se encuentra en el complejo ST-T ubicado
a la derecha del complejo QRS. La matriz de caracterı´sticas resultantes corresponde a Ns×n× d, donde Ns
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es el nu´mero de latidos para analizar, n el nu´mero de coeficientes, en este caso 20 y d las derivaciones de la
sen˜al ECG (3-12).
Esquema B
Se realizo´ un ana´lisis para diferentes wavelets madres: ortogonales (Daubechies-dbN y Symlets-symN) y
pares de wavelets bi-ortogonales (biorNr.Nd y rbioNr.Nd) aplicadas a los conjuntos tanto de latidos como
de complejos ST-T. Los coeficientes de aproximacio´n de los niveles de descomposicio´n 3 y 4 se tomaron
como componentes del vector de caracterı´sticas. Las combinaciones obtenidas fueron evaluadas mediante
clasificadores. El espacio de caracterı´sticas queda representado por una matriz de Ns × n× d, donde: Ns es
el nu´mero de latidos, D es el nu´mero de coeficientes wavelet extraı´dos y d es el nu´mero de derivaciones de
la sen˜al ECG.
Esquema C
Este esquema se ha empleado para el caso en el que las muestras del conjunto inicial tengan taman˜os difer-
entes, ya que la forma en que se seleccionan los coeficientes es independiente de la longitud en muestras de
la sen˜al.
Del mismo modo que para el Esquema B, se realizo´ un ana´lisis para diferentes wavelets madres: ortogonales
(daubechies-dbN y symlets-symN) y pares de wavelets bi-ortogonales (biorNr.Nd y rbioNr.Nd) aplicadas a
los conjuntos tanto de latidos como de complejos ST-T. Se hizo una descomposicio´n wavelet hasta el nivel 6
y en cada escala de aproximacio´n se seleccionaron p coeficientes ma´ximos, los cuales en conjunto formaron
el vector de caracterı´sticas.
El para´metro p, correspondiente al nu´mero de coeficientes seleccionados por escala, se fijo´ primero en 3 y
luego en 4. Para el conjunto de los complejos ST-T, so´lo se empleo´ p = 3. Las combinaciones obtenidas
fueron evaluadas mediante clasificadores.
El espacio de caracterı´sticas queda representado por una matriz de Ns × n × d, donde: Ns es el nu´mero de
latidos, D son los coeficientes wavelet extraı´dos, definido como 6× p y d es el nu´mero de derivaciones de la
sen˜al ECG.
4.5 Seleccio´n efectiva de caracterı´sticas
La seleccio´n efectiva de caracterı´sticas identifica y selecciona el mejor subconjunto de caracterı´sticas del con-
junto de entrada con respecto a la tarea que se quiere llevar a cabo (por ejemplo, precisio´n en la clasificacio´n).
Un nu´mero limitado de caracterı´sticas simplifica la representacio´n tanto del patro´n como del clasificador, lo
que resulta en un clasificador ma´s ra´pido y que usa menos memoria. Por otro lado, una reduccio´n exagerada
en el nu´mero de caracterı´sticas podrı´a llevar a una pe´rdida en el poder discriminante, empobreciendo la pre-
cisio´n del sistema de reconocimiento [50].
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La seleccio´n de caracterı´sticas se realizo´ mediante pruebas de independencia estadı´stica y un me´todo que
combina de forma subsecuente tres te´cnicas estadı´sticas (MANOVA, PCA y ANOVA).
4.5.1 Pruebas de independencia estadı´stica y PCA
Se emplea la metodologı´a desarrollada en [127]. Con el propo´sito de observar y evaluar las caracterı´sticas
que discriminen adecuadamente las dos clases de sen˜ales ECG, se realizaron:
• Pruebas de Hipo´tesis, para comparar las clases desde el punto de vista de los promedios de cada una
de las componentes del espacio de caracterı´sticas.
• Ana´lisis de correlacio´n por rangos de Spearman, para detectar algu´n grado de dependencia o indepen-
dencia de parejas de variables.
• Ana´lisis de componentes principales, con el propo´sito de reducir la dimensio´n del espacio carac-
terı´stico, adema´s para detectar dependencia o independencia en dicho espacio.
Prueba de hipo´tesis
Para asegurar que cada uno de los conjuntos de caracterı´sticas es apto para lograr discriminacio´n entre las
sen˜ales ECG patolo´gicas y las normales, se analizaron las siguientes hipo´tesis:
• H0: No existe diferencia significativa en la media de cada caracterı´stica para discriminar las dos clases.
• H1: Existe una diferencia significativa del promedio en cada caracterı´stica.
La prueba de las anteriores hipo´tesis se realizo´ empleando el me´todo t-student. Sea ξi = [x1, x2, ..., xNi ] el
vector correspondiente a las mediciones del conjunto de caracterı´sticas, con media µ y varianza σ2, ambas
desconocidas. A partir de las Ni observaciones por clase, se estiman los valores de µ¯ y σ¯2. Ası´, un intervalo
de confianza bilateral al 100(1− α)% para la media verdadera es:
(µ¯1 − µ¯2)−t(α/2,N1+N2−2)σ¯µ¯1−µ¯2 ≤ µ1 − µ2 ≤ (µ¯1 − µ¯2)+
+t(α/2,N1+N2−2)σ¯µ¯1−µ¯2
(4.55)
con
σ¯2µ¯1−µ¯2 =
N1σ¯
2
1 +N2σ¯
2
2
N1 +N2 − 2
(
1
N1
+
1
N2
)
(4.56)
donde t(α/2,N1+N2−2) representa el punto porcentual de la distribucio´n t conN1+N2−2 grados de libertad.
Si el intervalo de confianza dado por la ecuacio´n (4.55) contiene el valor 0, entonces no se rechaza la hipo´tesis
nula (H0), en caso contrario se acepta la hipo´tesis alternativa H1. Ası´, si la hipo´tesis nula es rechazada, se
asume que existe diferencia entre la media de cada clase.
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Ana´lisis de correlacio´n por rangos de Spearman
Como medida de asociacio´n entre las caracterı´sticas, el ana´lisis no parame´trico de correlacio´n por rangos es
utilizado para observar su mutua dependencia. Una de estas medidas de asociacio´n es el coeficiente de rango
de Spearman [26]. Los valores de los coeficientes de correlacio´n por rangos esta´n entre -1 y 1. Un valor
cercano a cero indica que no existe una asociacio´n entre las variables.
El coeficiente de correlacio´n de Spearman rs es definido como el coeficiente de correlacio´n lineal entre los
rangos Ri de ξi y los rangos Si de χi con ξi, χi ∈ F es
rs =
Ns∑
i=1
(Ri −R)(Si − S)√
Ns∑
i=1
(Ri −R)2
√
Ns∑
i=1
(Si − S)
(4.57)
Aunque se pierde alguna informacio´n al reemplazar los datos originales por sus rangos, el coeficiente de
Spearman es ma´s robusto a la presencia de anomalı´as en los datos que la correlacio´n lineal, debido a que
pequen˜as variaciones no influyen en el rango de los datos. La transformacio´n del espacio original al espacio
de rangos genera una linealizacio´n entre las caracterı´sticas [26].
Ana´lisis de componentes principales (PCA)
La te´cnica de PCA es un me´todo que concentra la informacio´n de la sen˜al en el mı´nimo nu´mero de para´metros
El procedimiento de reduccio´n dimensional mediante PCA consiste en:
• Ca´lculo de la matriz de covarianza C.
• Determinacio´n de los autovectores y autovalores para la matriz C.
• Organizacio´n de los autovalores de tal manera que: λ1 > λ2 > · · · > λn.
• Seleccio´n de los primeros d 6 n autovalores y generacio´n del conjunto de datos en la nueva repre-
sentacio´n.
Para la seleccio´n del nu´mero final de componentes principales (autovalores), se escogieron los porcentajes
del 90% de variacio´n de la sen˜al.
4.5.2 Combinacio´n de te´cnicas estadı´sticas
Se aplica la metodologı´a desarrollada en [120] en donde se emplearon tres te´cnicas estadı´sticas aplicadas de
forma subsecuente al conjunto de caracterı´sticas, estas son: Ana´lisis de varianza multivariado (MANOVA),
PCA y ana´lisis de varianza univariado (ANOVA).
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MANOVA
Con MANOVA se pretende encontrar un conjunto de caracterı´sticas altamente discriminantes como grupo.
Para determinar si un conjunto de caracterı´sticas es verdaderamente significativo, se utiliza el test estadı´stico
de Wilks a trave´s de la evaluacio´n del coeficiente Λ de Wilks transformado a un coeficiente F -estadı´stico, el
cual puede ser evaluado sobre la distribucio´n de Fisher. Para encontrar el conjunto de caracterı´sticas ido´neas
se efectu´a un algoritmo de a´rbol de decisio´n descrito a continuacio´n:
• Ca´lculo de los F -estadı´sticos para cada caracterı´stica.
• Ordenamiento descendente de los F -estadı´sticos.
• Se toma la caracterı´stica correspondiente al mayor valor de los F -estadı´sticos y se asocia con el F -
estadı´stico que tenga el segundo valor en magnitud.
• Se evalu´a el conjunto inicial de dos caracterı´sticas mediante el test de Wilks y se determina el valor de
probabilidad acumulada del nuevo F -estadı´stico. Si dicho valor es mayor al del conjunto anterior, se
asume que el nuevo conjunto es ma´s discriminante y por tanto dicha caracterı´stica es seleccionada; en
caso contrario, se descarta la caracterı´stica agregada. Una caracterı´stica tambie´n puede ser descartada
si su valor de Λ es una indeterminacio´n ya que esto implica redundancia de informacio´n.
• Los pasos anteriores se ejecutan de manera secuencial y progresiva agregando o descartando carac-
terı´sticas segu´n el criterio de la probabilidad acumulada.
PCA
La intencio´n de PCA es obtener un nuevo espacio de caracterı´sticas en el cual e´stas posean ma´xima varianza y
mı´nima correlacio´n. La transformacio´n dada por PCA permite que el conjunto de caracterı´sticas seleccionado
por MANOVA tenga independencia estadı´stica lineal y de esta forma se pueda aplicar el ana´lisis univariado
(ANOVA) para obtener una nueva reduccio´n espacial.
ANOVA
Mediante ANOVA se buscan las caracterı´sticas ma´s discriminantes dentro del conjunto obtenido por PCA.
ANOVA realiza un ana´lisis para cada una de las caracterı´sticas y presenta la estimacio´n de los F -estadı´sticos,
que dan a entender el grado de separabilidad de las caracterı´sticas. Despue´s de establecer un umbral obtenido
por la distribucio´n de Fisher, se determina el valor del F -estadı´stico a partir del cual una caracterı´stica puede
ser considerada como discriminante.
Una vez se tiene la proyeccio´n de PCA ma´s discriminante segu´n ANOVA, se busca la correlacio´n de las
caracterı´sticas que devuelve MANOVA con las proyecciones, con el fin de determinar las caracterı´sticas que
tienen mayor contribucio´n en el espacio reducido. Con base en los errores de entrenamiento y validacio´n de
los clasificadores, se busca el nu´mero de caracterı´sticas que verdaderamente son significativas.
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4.6 Clasificacio´n y reconocimiento de sen˜ales ECG
La etapa de clasificacio´n es la que define a que´ tipo o clase pertenecen los patrones procesados por las etapas
anteriores, orientando al diagno´stico automatizado.
4.6.1 Ana´lisis discriminante lineal
El objetivo principal del ana´lisis discriminante lineal (LDA) es la descripcio´n de la separacio´n de grupos,
en la cual se usan funciones lineales (funciones discriminantes) de las variables para describir o elucidar las
diferencias entre dos o ma´s grupos. Entre los objetivos del ana´lisis discriminante se incluyen: la identificacio´n
de la contribucio´n relativa de las variables a la separacio´n de los grupos y el hallazgo del plano o´ptimo en el
cual los puntos pueden ser proyectados para ilustrar mejor la configuracio´n de los grupos [101].
Matema´ticamente, se definen dos medidas para las muestras en todas las clases: (i) Matriz de dispersio´n
intra-clase
Sw =
c∑
j=1
Nj∑
i=1
(
xji − µj
)(
xji − µj
)T
(4.58)
donde xji es la i-e´sima muestra de la clase j, µj es la media de la clase j, c es el nu´mero de clases, y Nj es el
nu´mero de muestras en la clase j, y (ii) Matriz de dispersio´n entre clases
Sb =
c∑
j=1
(µj − µ) (µj − µ)T (4.59)
en donde µ representa la media de todas las clases. El objetivo es maximizar el valor entre clases, mientras
se minimiza el valor intra-clase. Una forma de hacerlo es maximizando la relacio´n det|Sb|det|Sw| . La ventaja
de utilizar esta relacio´n es que se ha comprobado que, si Sw es una matriz no singular, dicha relacio´n se
maximiza cuando los vectores columna de la matriz de proyeccio´n, W, son los autovectores de S−1w Sb.
De una manera ma´s formal, se busca una funcio´n f : X → RD, tal que f(x) y f(z) son similares cuando x
y z lo son, y diferentes en otro caso.
En este trabajo, para realizar el ana´lisis discriminante se empleo´ la funcio´n classify de MATLAB, la cual
tiene como para´metros de entrada los patrones de entrenamiento, los patrones de validacio´n y una columna
que define el grupo al que pertenece cada uno de los patrones de entrenamiento.
4.6.2 Clasificador bayesiano
La idea ba´sica de la teorı´a de decisio´n bayesiana es minimizar la probabilidad de error en un problema
de clasificacio´n [29]. El algoritmo de decisio´n bayesiana evalu´a el punto a clasificar en cada una de las
funciones discriminantes construidas para cada clase. En este trabajo se ha supuesto que las clases tienen
igual probabilidad a priori de aparicio´n.
Sea Xi la matriz que contiene los hiperpuntos de cada clase, de taman˜o Nc (muestras por clase) × D (No.
caracterı´sticas) × C (No. de clases), se procede del siguiente modo:
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• Se calcula el vector de medias µi deXi.
• Se calcula la matriz de covarianza Σi deXi.
• Se calculan los coeficientes de la funcio´n discriminante para cada clase:
Wi = −12Σ
−1
i
wi = µiΣ−1i
wi0 = −12µiΣ
−1
i µ
T
i −
1
2
ln(| Σi |) + ln(P )
(4.60)
• Se construye la funcio´n discriminante para cada clase con los coeficientes calculados en (4.60):
gi(x) = xTWi +wix+ wi0 (4.61)
El punto pertenece a aquella clase que da un mayor valor al evaluarlo en su funcio´n discriminante.
4.6.3 Ma´quinas de Soporte Vectorial
Las ma´quinas de soporte vectorial (SVM), son un tipo de algoritmo relativamente nuevo con un alto nivel de
desempen˜o introducido por V. Vapnik [126]. Usualmente, la gran capacidad de generalizacio´n de las SVM es
explicada por la existencia de un gran margen: fronteras sobre la tasa del error de un hiperplano que separa
los datos con algu´n margen [14]. De hecho, para problemas con un nu´mero de muestras reducido, esta te´cnica
de clasificacio´n ha mostrado mejores resultados que otras, debido a que su esquema de optimizacio´n depende
de un margen y no de una superficie de error o espacio, esto es, las ma´quinas de soporte vectorial siempre
encuentran un mı´nimo global [112].
En la mayorı´a de los casos el espacio de entrada no es lineal, por lo tanto, es necesario hacer la transformacio´n
de los datos basa´ndose en el producto interno para mapearlos en el espacio euclidianoH. Esta transformacio´n
se hace mediante la utilizacio´n de una funcio´nK llamada kernel en el algoritmo de entrenamiento de la SVM.
El kernel empleado en este trabajo fue RBF. La SVM fue entrenada con el me´todo de descomposicio´n SMO
(Sequential Minimal Optimization) [102].
4.6.4 Evaluacio´n del clasificador
Una vez se tiene el clasificador, es necesario evaluar su utilidad midiendo el porcentaje de observaciones
que fueron clasificadas correctamente. Esto genera una estimacio´n de la probabilidad de casos correctamente
clasificados. El me´todo empleado para estimar esta probabilidad fue la prueba de muestras independientes
(ITS).
Si el conjunto de muestras es grande, se puede dividir en un conjunto de entrenamiento y un conjunto de
validacio´n. Se usa el conjunto de entrenamiento para construir el clasificador y se clasifican las observaciones
del conjunto de validacio´n usando la regla de clasificacio´n. La proporcio´n de observaciones correctamente
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clasificadas es el porcentaje de clasificacio´n estimado. Como el clasificador no ha visto los patrones en el
conjunto de validacio´n, el porcentaje de clasificacio´n estimado no esta´ sesgado. Los pasos para evaluar el
clasificador usando este me´todo son:
1. Separar aleatoriamente la muestra en dos conjuntos de taman˜o nTEST y nTRAIN , donde nTEST +
nTRAIN = Ns.
2. Construir el clasificador usando el conjunto de entrenamiento.
3. Presentar cada patro´n del conjunto de validacio´n al clasificador y obtener una etiqueta de clase para
e´l. Dado que se conoce la clase correcta para estas observaciones, se puede contar el nu´mero de
correctamente clasificados NCC .
4. El porcentaje en que las observaciones son correctamente clasificadas es
P (CC) = 100 ∗ NCC
nTEST
(4.62)
La ventaja de este me´todo reside en que no emplea mucho tiempo de proceso; sin embargo, su evaluacio´n
puede tener una alta varianza, que puede depender en gran medida de los datos que finalmente quedan tanto
para el conjunto de entrenamiento como para el de validacio´n. De este modo la evaluacio´n puede ser signi-
ficativamente diferente dependiendo de co´mo es hecha la particio´n inicialmente.
En este trabajo, de los 7200 latidos obtenidos de la base de datos BD-ECG-UNM se eligio´ un conjunto
de prueba de 900 latidos escogidos aleatoriamente de 21 registros normales y 900 latidos de 21 registros
anormales con cardiopatı´a isque´mica de 12 derivaciones. Se escogio´ otro grupo de las mismas caracterı´sticas
como conjunto de validacio´n.
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Capı´tulo 5
Resultados obtenidos
5.1 Resultados de la evaluacio´n de los me´todos de reduccio´n de per-
turbaciones
A continuacio´n se muestran las tablas con los resultados de las pruebas de distorsio´n realizadas a los 3 filtros
para la reduccio´n de la interferencia de la red. Las pruebas se realizaron sobre el conjunto de registros
seleccionados de las doce derivaciones de registros de ECG de la base de datos de la Universidad Nacional,
para intervalos de sen˜al de 300 segundos. Las pruebas se realizaron para tres valores distintos de SNR de
entrada (-6 dB, -3 dB y 0 dB). En las Tablas 5.1, 5.2 y 5.3 se muestran la media y la desviacio´n esta´ndar de
los valores obtenidos para el filtro de estimacio´n incremental el cual mostro´ el mejor desempen˜o.
Derivacio´n PRD SNR CORR.
µ σ2 µ σ2 µ σ2
DI 15.555 3.0748 37.578 3.7673 0.9876 0.0049
DII 14.546 4.4757 39.485 6.0819 0.9886 0.0067
DIII 16.999 5.3174 36.565 6.9462 0.9846 0.0083
aVR 14.059 3.0759 39.688 4.1905 0.9898 0.0045
aVL 16.536 6.9301 37.426 7.2510 0.9845 0.0139
aVF 16.204 4.8020 37.394 6.5235 0.9860 0.0072
V1 19.631 5.1705 33.223 5.1294 0.9801 0.0106
V2 15.799 2.7539 37.206 3.4689 0.9874 0.0043
V3 15.440 2.7895 37.689 3.6056 0.9879 0.0042
V4 19.631 5.1705 33.223 5.1294 0.9801 0.0106
V5 15.799 2.7539 37.206 3.4689 0.9874 0.0043
V6 15.440 2.7895 37.689 3.6056 0.9879 0.0042
Tabla 5.1: Distorsio´n Filtro IE SNRi = −6dB
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Derivacio´n PRD SNR CORR.
µ σ2 µ σ2 µ σ2
DI 15.902 4.1685 37.429 5.0773 0.9868 0.0069
DII 15.813 5.1568 37.936 6.4686 0.9865 0.0083
DIII 23.034 17.3611 37.679 8.4247 0.9848 0.0097
aVR 14.974 3.7892 38.598 4.9764 0.9883 0.0059
aVL 17.164 7.8731 36.989 8.0208 0.9830 0.0163
aVF 20.360 19.1545 37.716 7.6804 0.9855 0.0090
V1 21.240 5.7314 31.687 5.3038 0.9768 0.0125
V2 24.658 21.8770 36.650 5.6235 0.9856 0.0064
V3 16.712 3.3688 36.183 3.9940 0.9857 0.0055
V4 21.240 5.7314 31.687 5.3038 0.9768 0.0125
V5 24.658 21.8770 36.650 5.6235 0.9856 0.0064
V6 16.712 3.3688 36.183 3.9940 0.9857 0.0055
Tabla 5.2: Distorsio´n filtro IE SNRi = −3dB
Para realizar la comparacio´n del comportamiento de los filtros desarrollados para la reduccio´n de la desviacio´n
de la lı´nea base se utilizaron los criterios de comparacio´n mencionados en la Seccio´n 4.2.4, dando como re-
sultado la Tabla 5.14 que muestra la cantidad de ruido eliminado por cada uno de los filtros y la Tabla 5.10
compara la distorsio´n intoducida por cada uno de los filtros al segmento ST. Otra manera de medir la dis-
torsio´n introducida durante la filtracio´n es contaminar una sen˜al que no posee distorsio´n de lı´nea de base
con diferentes valores de SNR de entrada (-6dB, -3dB y 0dB), para luego obtener la correlacio´n y el PRD
de la sen˜al filtrada con respecto a la sen˜al original u´nicamente para el AICF-LMS ya que este fue el filtro
seleccionado para ser implementado en tiempo real, los resultados se muestran en las Tablas 5.11,5.12 y 5.13.
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Derivacio´n PRD SNR CORR.
µ σ2 µ σ2 µ σ2
DI 17.070 4.4336 35.994 4.9952 0.9848 0.0078
DII 17.355 5.2358 35.915 5.9335 0.9840 0.0092
DIII 25.621 20.2412 35.674 7.8589 0.9822 0.0108
aVR 16.431 3.9203 36.666 4.6528 0.9860 0.0066
aVL 18.733 8.1733 35.093 7.7088 0.9802 0.0180
aVF 25.824 21.7061 35.723 7.1255 0.9829 0.0100
V1 22.756 6.0038 30.271 5.1415 0.9736 0.0140
V2 18.007 4.4423 34.975 5.4204 0.9832 0.0073
V3 18.053 3.5550 34.618 3.8970 0.9835 0.0063
V4 22.756 6.0038 30.271 5.1415 0.9736 0.0140
V5 18.007 4.4423 34.775 5.6404 0.9832 0.0073
V6 18.053 3.5550 34.618 3.8970 0.9835 0.0063
Tabla 5.3: Distorsio´n filtro IE SNRi = 0dB
Derivacio´n PRD SNR CORR.
µ σ2 µ σ2 µ σ2
DI 107.436 0.0210 -1.433 0.0045 0.6818 0.0003
DII 107.420 0.0228 -1.430 0.0044 0.6819 0.0001
DIII 107.420 0.0214 -1.431 0.0053 0.6818 0.0001
aVR 107.434 0.0195 -1.433 0.0045 0.6815 0.0002
aVL 107.438 0.0193 -1.437 0.0045 0.6817 0.0001
aVF 107.420 0.0232 -1.431 0.0053 0.6819 0.0001
V1 107.425 0.0301 -1.433 0.0078 0.6817 0.0006
V2 107.420 0.0256 -1.431 0.0030 0.6819 0.0002
V3 107.425 0.0180 -1.432 0.0040 0.6818 0.0002
V4 107.425 0.0301 -1.433 0.0078 0.6817 0.0006
V5 107.420 0.0256 -1.431 0.0030 0.6819 0.0002
V6 107.425 0.0180 -1.432 0.0040 0.6818 0.0002
Tabla 5.4: Distorsio´n filtro ranura SNRi = −6dB
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Derivacio´n PRD SNR CORR.
µ σ2 µ σ2 µ σ2
DI 76.060 0.0264 5.471 0.0070 0.7963 0.0002
DII 76.046 0.0203 5.477 0.0064 0.7963 0.0001
DIII 76.055 0.0241 5.478 0.0060 0.7962 0.0001
aVR 76.056 0.0153 5.472 0.0060 0.7962 0.0001
aVL 76.055 0.0263 5.472 0.0060 0.7963 0.0001
aVF 76.056 0.0264 5.478 0.0060 0.7963 0.0001
V1 76.049 0.0308 5.476 0.0080 0.7963 0.0003
V2 76.040 0.0180 5.475 0.0067 0.7964 0.0001
V3 76.057 0.0262 5.475 0.0050 0.7963 0.0002
V4 76.048 0.0298 5.476 0.0080 0.7963 0.0003
V5 76.040 0.0180 5.475 0.0067 0.7964 0.0001
V6 76.057 0.0264 5.475 0.0050 0.7963 0.0001
Tabla 5.5: Distorsio´n filtro ranura SNRi = −3dB
Derivacio´n PRD SNR CORR.
µ σ2 µ σ2 µ σ2
DI 53.851 0.0220 12.379 0.0083 0.8807 0.0001
DII 53.834 0.0217 12.385 0.0081 0.8808 0.0001
DIII 53.833 0.0214 12.387 0.0078 0.8807 0.0001
aVR 53.848 0.0216 12.380 0.0085 0.8806 0.0001
aVL 53.852 0.0194 12.380 0.0063 0.8807 0.0001
aVF 53.833 0.0217 12.385 0.0080 0.8807 0.0001
V1 53.839 0.0322 12.383 0.0114 0.8807 0.0002
V2 53.833 0.0264 12.384 0.0091 0.8808 0.0001
V3 53.840 0.0162 12.382 0.0060 0.8807 0.0001
V4 53.841 0.0325 12.383 0.0114 0.8807 0.0002
V5 53.833 0.0264 12.384 0.0091 0.8808 0.0001
V6 53.840 0.0162 12.382 0.0060 0.8807 0.0001
Tabla 5.6: Distorsio´n filtro ranura SNRi = 0dB
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Derivacio´n PRD SNR CORR.
µ σ2 µ σ2 µ σ2
DI 77.886 0.0292 4.998 0.0074 0.7925 0.0002
DII 77.888 0.0155 4.998 0.0060 0.9840 0.0001
DIII 77.897 0.0262 4.996 0.0066 0.9822 0.0002
aVR 77.910 0.0153 4.992 0.0040 0.9860 0.0001
aVL 77.886 0.0334 4.999 0.0083 0.9802 0.0002
aVF 77.892 0.0205 4.997 0.0064 0.9829 0.0001
V1 77.912 0.0704 4.991 0.0181 0.9736 0.0005
V2 77.903 0.0518 4.994 0.0135 0.9832 0.0003
V3 77.908 0.0468 4.993 0.0126 0.9835 0.0004
V4 77.912 0.0704 4.991 0.0181 0.9736 0.0005
V5 77.903 0.0518 4.994 0.0135 0.9832 0.0003
V6 77.908 0.0468 4.993 0.0126 0.9835 0.0004
Tabla 5.7: Distorsio´n filtro ASIC SNRi = −6dB
Derivacio´n PRD SNR CORR.
µ σ2 µ σ2 µ σ2
DI 55.178 0.0296 11.891 0.0108 0.8780 0.0001
DII 55.179 0.0157 11.891 0.0044 0.8780 0.0001
DIII 55.186 0.0275 11.889 0.0106 0.8779 0.0001
aVR 55.201 0.0167 11.883 0.0076 0.8779 0.0001
aVL 55.175 0.0333 11.893 0.0132 0.8788 0.0001
aVF 55.182 0.0210 11.890 0.0087 0.8780 0.0001
V1 55.210 0.0683 11.881 0.0231 0.8778 0.0003
V2 55.194 0.0525 11.885 0.0193 0.8779 0.0002
V3 55.201 0.0489 11.884 0.0190 0.8779 0.0002
V4 55.210 0.0683 11.881 0.0231 0.8778 0.0003
V5 55.194 0.0525 11.885 0.0193 0.8779 0.0002
V6 55.201 0.0489 11.884 0.0190 0.8779 0.0002
Tabla 5.8: Distorsio´n filtro ASIC SNRi = −3dB
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Derivacio´n PRD SNR CORR.
µ σ2 µ σ2 µ σ2
DI 39.121 0.0306 18.769 0.0159 0.9328 0.0001
DII 39.119 0.0152 18.769 0.0082 0.9328 0.0001
DIII 39.126 0.0280 18.765 0.0152 0.9327 0.0001
aVR 39.142 0.0194 18.759 0.0099 0.9327 0.0001
aVL 39.115 0.0337 18.772 0.0174 0.9328 0.0001
aVF 39.122 0.0211 18.768 0.0110 0.9327 0.0001
V1 39.159 0.0661 18.751 0.0344 0.9326 0.0002
V2 39.136 0.0544 18.761 0.0270 0.9327 0.0001
V3 39.144 0.0517 18.758 0.0276 0.9327 0.0002
V4 39.159 0.0661 18.751 0.0344 0.9326 0.0002
V5 39.136 0.0544 18.761 0.0270 0.9327 0.0001
V6 39.144 0.0517 18.758 0.0276 0.9327 0.0002
Tabla 5.9: Distorsio´n filtro ASIC SNRi = 0dB
Filtro Distorsio´n segmento ST Distorsio´n punto J
LMS -0.0071 0.0345
RLS -0.002 0.0139
WAV -8.61E-04 0.0616
WAF -0.0018 0.0615
FIR -0.0017 0.0691
Tabla 5.10: Distorsio´n del segmento ST y punto J [mV 2]
117
CAPI´TULO 5. RESULTADOS OBTENIDOS
Derivacio´n PRD CORR
DI 19.721 0.98054
DII 19.619 0.98074
DIII 19.822 0.98035
aVR 19.63 0.98072
aVL 19.42 0.98909
aVF 19.63 0.98072
V1 34.062 0.94054
V2 19.578 0.98082
V3 19.677 0.98063
V4 19.66 0.98066
V5 19.559 0.98087
V6 19.717 0.98055
Tabla 5.11: Distorsio´n filtro AICF-LMS para una SNR=-6dB
Derivacio´n PRD CORR
DI 17.701 0.98428
DII 17.64 0.9844
DIII 17.834 0.98405
aVR 17.65 0.98438
aVL 18.467 0.98286
aVF 17.655 0.98437
V1 32.694 0.94522
V2 17.583 0.98449
V3 17.683 0.98432
V4 17.68 0.98432
V5 17.577 0.98451
V6 17.673 0.98434
Tabla 5.12: Distorsio´n filtro AICF-LMS para una SNR=-3dB
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Derivacio´n PRD CORR
DI 16.569 0.98622
DII 16.511 0.98632
DIII 16.736 0.98595
aVR 16.519 0.9863
aVL 17.727 0.98473
aVF 16.528 0.98629
V1 31.979 0.9476
V2 16.49 0.98635
V3 16.626 0.98613
V4 16.612 0.98615
V5 16.459 0.98641
V6 16.541 0.98627
Tabla 5.13: Distorsio´n filtro AICF-LMS para una SNR=0dB
Derivacio´n RLS-LMS WAV-LMS WAF-LMS FIR-LMS
µ σ2 µ σ2 µ σ2 µ σ2
DI 0.1441 0.2202 -0.0646 0.201 -0.1505 0.4478 -1.143825 3.0775
DII 0.7329 0.677 0.4197 0.663 0.4726 0.7031 -0.96513 1.4822
DIII 0.6564 0.6826 0.2968 0.7679 0.2664 0.9758 -2.2369 3.2407
aVR 0.3016 0.2308 0.1772 0.2344 0.0927 0.2493 -0.4676 0.8102
aVL 0.471 0.4102 0.2999 0.3534 0.2669 0.6853 -1.2439 3.0721
aVF 0.4864 0.4326 0.1977 0.4646 0.1377 0.5291 -1.2333 3.1076
V1 0.23 0.2399 0.112 0.0565 0.1485 0.3576 -0.5826 0.7198
V2 0.316 0.2253 -0.0242 0.2249 0.0476 0.1707 -0.5993 0.7445
V3 0.3396 0.343 -0.0396 0.1812 0.0527 0.2242 -0.6088 1.1388
V4 0.3311 0.3026 -0.0657 0.143 0.0471 0.2045 -0.6939 1.2777
V5 0.2528 0.1596 -0.1318 0.174 -0.0094 0.1080 -0.6579 1.4743
V6 0.2927 0.2175 -0.0606 0.10823 -0.0235 0.1971 -0.5924 1.2795
Tabla 5.14: Comparacio´n de ruido de lı´nea de base eliminado [mV 2]
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5.2 Resultados de segmentacio´n de sen˜ales de ECG
5.2.1 Desempen˜o del algoritmo de segmentacio´n del ECG
Se uso´ la base de datos Europea ST-T (European ST-T Database), para la evaluacio´n del algoritmo hı´brido
en comparacio´n con el algoritmo basado en WT [63]. Sus desempen˜os son comparados a trave´s de la
metodologı´a descrita en las ecuaciones (2.17), (2.18) y (2.19).
En las tablas (5.15) y (5.16), se muestra con detalle el desempen˜o de los algoritmos en la deteccio´n de com-
plejos QRS, sobre un total de 25 registros de 30 minutos de duracio´n cada uno; para la wavelet spline y para
la wavelet gaussiana respectivamente.
La deteccio´n de segmentos ST fue evaluada durante 15 minutos. Dado que varios registros poseen severos
ruidos de alta frecuencia, ası´ como variaciones fuertes de lı´nea base y artefactos de movimiento; el desempen˜o
es menor que en la deteccio´n de so´lo complejos QRS. Sin embargo, el rendimiento global esta´ sobre el 97%;
ver tabla (5.17).
5.2.2 Desempen˜o en la caracterizacio´n del segmento ST
la figura (5.1), muestra la ubicacio´n de un episodio patolo´gico detectado por el algoritmo de segmentacio´n en
la base da datos europea ST-T, para luego ser comparado con referencia a la ubicacio´n exacta en la base de
datos. En la tabla (5.19) se especifican los intervalos de tiempo en los cuales han sido detectados episodios ST
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Figura 5.1: Ubicacio´n de episodio coronario en base de datos Europea ST-T.
patolo´gicos, tanto para las anotaciones referencia de la base de datos europea ST-T ası´ como los determinados
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por el algoritmo desarrollado.
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Registro Derivacio´n Latidos TP FP FN +P(%) S(%)
E0103 V4 1802 1802 0 0 100.000 100.000
E0104 MLIII 2120 2115 0 5 100.000 99.764
E0108 V4 1594 1592 0 2 100.000 99.875
E0113 MLIII 1907 1906 0 1 100.000 99.948
E0115 V5 2722 2718 0 4 100.000 99.853
E0118 V4 1865 1865 0 0 100.000 100.000
E0123 V4 2310 2303 0 7 100.000 99.697
E0124 V4 2402 2394 0 8 100.000 99.667
E0125 V4 2214 2204 0 10 100.000 99.548
E0126 V4 2115 2018 0 97 100.000 95.414
E0127 V4 2222 2222 0 0 100.000 100.000
E0148 MLIII 1535 1490 0 45 100.000 97.068
E0151 V3 1715 1715 0 0 100.000 100.000
E0166 V4 1678 1667 0 11 100.000 99.344
E0170 V4 2061 2061 0 0 100.000 100.000
E0202 V5 2580 2568 0 12 100.000 99.535
E0212 V5 2790 2497 0 293 100.000 89.498
E0404 V5 1712 1711 0 1 100.000 99.942
E0405 V5 2556 2554 0 2 100.000 99.922
E0417 V5 2411 2387 0 24 100.000 99.005
E0418 V5 2742 2742 0 0 100.000 100.000
E0605 V5 3302 2995 0 307 100.000 90.703
E0606 V5 2014 2014 0 0 100.000 100.000
E0615 V5 1814 1810 0 4 100.000 99.779
E0704 V5 2241 2199 0 42 100.000 98.126
E0818 V5 2271 2269 0 2 100.000 99.912
Total 56695 55818 0 877 100.000 98.7154
Tabla 5.15: Deteccio´n QRS para la base de datos ST-T Database. Algoritmo hı´brido.
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Registro Derivacion Latidos TP FP FN +P S
E0103 V4 1802 1802 0 0 100.000 100.000
E0104 MLIII 2120 678 0 1442 100.000 31.981
E0108 V4 1594 1592 0 2 100.000 99.875
E0113 MLIII 1907 1897 0 10 100.000 99.476
E0115 V5 2722 2710 0 12 100.000 99.559
E0118 V4 1865 1196 0 669 100.000 64.129
E0123 V4 2310 1830 0 480 100.000 79.221
E0124 V4 2402 1913 0 489 100.000 79.642
E0125 V4 2214 1729 0 485 100.000 78.094
E0126 V4 2115 1680 0 435 100.000 79.433
E0127 V4 2222 2221 0 1 100.000 99.955
E0148 MLIII 1535 1535 0 0 100.000 100.000
E0151 V3 1715 1710 0 5 100.000 99.708
E0170 V4 2061 2060 0 1 100.000 99.951
E0202 V5 2580 985 0 1595 100.000 38.178
E0212 V5 2790 2785 0 5 100.000 99.821
E0404 V5 1712 1708 0 4 100.000 99.766
E0405 V5 2556 2554 0 2 100.000 99.922
E0417 V5 2411 49 0 2362 100.000 2.032
E0418 V5 2742 2156 0 586 100.000 78.629
E0605 V5 3302 3276 0 26 100.000 99.213
E0606 V5 2014 2014 0 0 100.000 100.000
E0615 V5 1814 1144 0 670 100.000 63.065
E0704 V5 2241 526 0 1715 100.000 23.472
E0818 V5 2271 2270 0 1 100.000 99.956
Total 55017 44020 0 10997 100.000 80.603
Tabla 5.16: Deteccio´n QRS para la base de datos ST-T Database. Wavelet Spline
123
CAPI´TULO 5. RESULTADOS OBTENIDOS
Registro Derivacio´n Latidos TP FP FN +P(%) S(%)
E0103 V4 902 902 0 0 100.000 100.000
E0104 MLIII 1083 1050 0 30 100.000 97.222
E0108 V4 798 796 0 0 100.000 100.000
E0113 MLIII 922 921 0 0 100.000 100.000
E0115 V5 1339 1338 0 1 100.000 99.925
E0118 V4 927 927 0 0 100.000 100.000
E0123 V4 1146 1137 0 2 100.000 99.824
E0124 V4 1151 1150 1 0 99.913 100.000
E0125 V4 1061 1059 1 0 99.906 100.000
E0126 V4 1079 1079 1 0 99.907 100.000
E0127 V4 1102 1097 0 5 100.000 99.546
E0148 MLIII 767 743 22 0 97.124 100.000
E0151 V3 854 853 0 1 100.000 99.883
E0170 V4 1104 1104 1 0 99.910 100.000
E0202 V5 1187 1184 0 1 100.000 99.916
E0212 V5 1380 1234 0 49 100.000 96.181
E0404 V5 843 385 0 458 100.000 45.670
E0405 V5 1168 1167 0 0 100.000 100.000
E0417 V5 1217 1209 0 0 100.000 100.000
E0418 V5 1359 1357 0 1 100.000 99.926
E0605 V5 1514 1447 0 67 100.000 95.575
E0606 V5 1006 1006 0 0 100.000 100.000
E0615 V5 955 934 0 20 100.000 97.904
E0704 V5 1037 1015 3 0 99.705 100.000
E0818 V5 1109 1108 0 1 100.000 99.910
Total 27010 26202 29 636 99.859 97.259
Tabla 5.17: Deteccio´n de segmento ST en ST-T Database. Algoritmo hı´brido.
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Registro Derivacion Latidos TP FP FN +P S
E0103 V4 1802 1802 0 0 100.000 100.000
E0104 MLIII 2120 611 0 67 100.000 90.118
E0108 V4 1594 1592 0 0 100.000 100.000
E0113 MLIII 1907 1892 0 5 100.000 99.736
E0115 V5 2722 2689 0 21 100.000 99.225
E0118 V4 1865 1196 0 0 100.000 100.000
E0123 V4 2310 1829 0 1 100.000 99.945
E0124 V4 2402 1913 0 0 100.000 100.000
E0125 V4 2214 1722 0 7 100.000 99.595
E0126 V4 2115 1670 0 10 100.000 99.405
E0127 V4 2222 2127 0 94 100.000 95.768
E0148 MLIII 1535 1535 0 0 100.000 100.000
E0151 V3 1715 1708 0 2 100.000 99.883
E0170 V4 2061 2059 0 1 100.000 99.951
E0202 V5 2580 757 0 228 100.000 76.853
E0212 V5 2790 2048 0 737 100.000 73.537
E0404 V5 1712 1682 0 26 100.000 98.478
E0405 V5 2556 2546 0 8 100.000 99.687
E0417 V5 2411 49 2252 0 2.130 100.000
E0418 V5 2742 2155 0 1 100.000 99.954
E0605 V5 3302 1953 0 1323 100.000 59.615
E0606 V5 2014 2014 0 0 100.000 100.000
E0615 V5 1814 1144 247 0 82.243 100.000
E0704 V5 2241 526 586 0 47.302 100.000
E0818 V5 2271 2270 0 0 100.000 100.000
Total 55017 41489 3085 2531 93.267 95.670
Tabla 5.18: Deteccio´n de segmento ST en ST-T Database. Wavelet spline
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Registro Anotaciones ST-T (min) Anotaciones Algoritmo WT (min)
Inicio Desviacio´n Final Inicio Desviacio´n Final
e0104 13.53 14.24 15.03 13.33 14.31 14.40
e0108 44.95 45.9 47.3 45.45 46.46 46.9
e0115 51.81 53.06 58.85 52.76 53.85 59.13
e0124 15.56 17.05 19.26 18.3 18.75 18.96
45.08 47.15 48.76 46.75 46.9 47.26
e0404 47.68 48.48 50.13 48.2 49.56 49.73
m± σ¯ 1.09± 0.95 0.74± 0.59 0.585± 0.46
Tabla 5.19: Ubicacio´n de los episodios ST.
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5.3 Resultados de la extraccio´n y seleccio´n efectiva de caracterı´sticas
5.3.1 Evaluacio´n de la caracterizacio´n basada en medidas heurı´sticas, Hermite, K-L
y wavelet
El desempen˜o de los me´todos de extraccio´n de caracterı´sticas fuera de lı´nea, se evaluo´ mediante LDA,
Bayesiano y SVM.
Mediante ana´lisis discriminante lineal
Cuando se empleo´ LDA con las mediciones heurı´sticas se obtuvo un error del 19.74%. Con el modelo
parame´trico de Hermite se obtuvo un error de clasificacio´n de hasta el 4.02%. Con la transformada de
Karhunen Loe`ve se obtuvo un error de clasificacio´n de hasta el 3.21%. Con la WT, para el esquema se
obtuvo un error de clasificacio´n de hasta 8.42% con una wavelet madre symlet16 empleando la SWT con
4 niveles de descomposicio´n y tomando 5 valores ma´ximos por cada nivel. Para el Esquema B se obtuvo
un error de clasificacio´n hasta del 8.68% (Symlet 8 en el nivel 3); para el Esquema C disminuye el error de
clasificacio´n hasta el 8.78% (Daubechies 2 con 4 coeficientes ma´ximos). Los mejores resultados de LDA se
muestran en las Tablas 5.20, 5.21, 5.22, 5.23, 5.24 y 5.25.
Error Dimensiones x12
Heurı´sticas 19.74% 13
Tabla 5.20: Resultados de LDA aplicado sobre las caracterı´sticas heurı´sticas.
Complejos QRS y STT Complejo ST-T
Coeficientes x12 Error Coeficientes x12 Error
12 4.02% 8 4.45%
11 4.96% 7 5.38%
10 5.42% 6 5.95%
9 5.98% 5 6.44%
Tabla 5.21: Mejores resultados LDA del modelo parame´trico de Hermite.
Mediante clasificador Bayesiano
Se empleo´ un clasificador Bayesiano equiprobable Gaussiano y se obtuvo con las mediciones heurı´sticas un
error del 15.23%. Con el modelo parame´trico de Hermite se obtuvo un error de clasificacio´n de hasta el
5.36%. Con la transformada de Karhunen Loe`ve se obtuvo un error de clasificacio´n de hasta el 5.51%. Con
la WT, para el esquema se obtuvo un error de clasificacio´n de hasta 8.18% con una wavelet madre symlet16
127
CAPI´TULO 5. RESULTADOS OBTENIDOS
Complejo STT Latido
Bases x12 Error Bases x12 Error
10 4.21% 10 3.21%
9 4.52% 9 4.35%
8 4.52% 8 4.65%
7 4.68% 7 5.37%
Tabla 5.22: Mejores resultados LDA de la transformada K-L.
Latido Complejo STT
Madre Dimensionesx12 Error Nivel Madre Dimensionesx12 Error Nivel
sym16 20 8.42% 4 sym16 20 15.21% 4
db2 20 11.62% 4 db2 20 17.22% 4
sym10 20 12.83% 4 sym10 20 17.25% 4
db3 20 12.94% 4 db3 20 17.98% 4
Tabla 5.23: Mejores resultados para el esquema A de WT con LDA.
empleando la SWT con 4 niveles de descomposicio´n y tomando 5 valores ma´ximos por cada nivel. Para el
Esquema B se obtuvo un error de clasificacio´n hasta del 9.12% (Symlet 8 en el nivel 3); para el Esquema C
disminuye el error de clasificacio´n hasta el 8.35% (Daubechies 2 con 4 coeficientes ma´ximos). Los mejores
resultados de clasificacio´n se muestran en las Tablas 5.26, 5.27, 5.28, 5.29, 5.30 y 5.31.
Mediante ma´quinas de soporte vectorial
Al clasificar con SVM1 las mediciones heurı´sticas, se obtuvo un error del 4.23% (ver Tabla 5.32).
En las caracterı´sticas para el modelo de Hermite se obtuvo un error del 2.12%. En las caracterı´sticas con el
modelo de Karhunen-Loe`ve se obtuvo un error del 2.03%. Para el esquema A de la WT se obtuvo un error
de clasificacio´n de 2.12% para la wavelet symlet16. El esquema B de la WT tuvo un mejor desempen˜o en
el nivel 3 de descomposicio´n con las madres Biortogonales y Daubechies y en el esquema C los mejores
resultados se pueden observar en las Tablas 5.33, 5.34, 5.35, 5.36 y 5.37.
5.3.2 Seleccio´n efectiva de caracterı´sticas
Los me´todos de seleccio´n efectiva de caracterı´sticas se aplicaron a un conjunto de caracterı´sticas resultante
de la unio´n de cinco conjuntos diferentes:
1. Mediciones heurı´sticas, de dimensio´n (1800× 13).
1Para SVM, SV son los vectores de soporte, CP son los componentes principales y Margen es la distancia entre clases.
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Latido Complejo STT
Madre Dimensionesx12 Error Nivel Madre Dimensionesx12 Error Nivel
sym8 35 8.68% 3 sym8 21 13.78% 3
db6 32 9.38% 3 db8 21 14.22% 3
bior26 33 10.73% 3 bior55 18 15.11% 3
rbio26 33 10.91% 3 rbio26 16 15.78% 4
Tabla 5.24: Mejores resultados para el esquema B de WT con LDA.
Madre Latido Complejo STT
Coeficientes x12 Error Coeficientes x12 Error Coeficientes x12 Error
db2 4 8.78% 3 9.33% 3 12.33%
sym2 4 8.78% 3 9.33% 3 13.13%
bior15 4 9.00% 3 9.22% 3 13.48%
rbio13 4 10.22% 3 10.00% 3 14.34%
Tabla 5.25: Mejores resultados para el esquema C de WT con LDA.
2. Caracterı´sticas de Hermite, de dimensio´n (1800× 144).
3. Caracterı´sticas de K-L, de dimensio´n (1800× 120).
4. Mejores resultados de la WT: Esquema A aplicado sobre el latido con las madres Symlet 16, Daubechies
2 y Symlet 10
5. Conjunto de latidos originales, de dimensio´n (1800× 240)
Las caracterı´sticas seleccionadas fueron nuevamente evaluadas mediante LDA, Bayesiano y SVM con el fin
de analizar la incidencia que tiene la etapa de seleccio´n efectiva sobre la exactitud en la clasificacio´n. Para las
pruebas de independencia estadı´stica y PCA, los resultados se muestran en las Tablas 5.38, 5.39 y 5.40, en
las que dimensio´n original hace referencia a las dimensiones del vector antes de aplicarle PCA. Mediante el
me´todo de combinacio´n de tres te´cnicas estadı´sticas, MANOVA, PCA y ANOVA, se obtuvieron los resultados
mostrados en las Tablas 5.41, 5.42 y 5.43.
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Error Dimensiones x12
Heurı´sticas 15.23% 13
Tabla 5.26: Resultados Bayesiano aplicado sobre las caracterı´sticas heurı´sticas.
Complejos QRS y STT Complejo ST-T
Coeficientes x12 Error Coeficientes x12 Error
12 5.36% 8 6.58%
11 5.42% 7 6.78%
10 6.85% 6 8.05%
9 6.94% 5 8.41%
Tabla 5.27: Mejores resultados del modelo parame´trico de Hermite con Bayesiano.
5.4 Discusio´n de Resultados
– Las te´cnicas analizadas de filtracio´n (WAF, WT y AICF) muestran insensibilidad a cambios de fre-
cuencia en la banda de interferencia.
– Las medidas de distorsio´n realizadas (SNR, PRD, I. Correlacio´n, Potencia de error) sirven para analizar
cuantitativamente el desempen˜o de los filtros implementados.
IMPLICACIONES:
– Se debe seleccionar la wavelet madre que permita la menor, distorsio´n del Segmento TP, para los
filtros WAF y umbralizacio´n por wavelets.
– El filtro AICF-LMS requiere un para´metro que depende del ancho de la ventana del latido.
– En este trabajo se fijo a una constante debido a este para´metro, el filtro a pesar de tener los mejores
resultados en las medidas de distorsio´n, no fue elegido por el me´dico.
– El algoritmo de segmentacio´n hı´brido, pierde Se y +P en una ventana de 50 ms para deteccio´n de pico
R, comparada con la marca fiducial del me´dico, sin embargo, presenta resultados notables a partir de
ventanas de 100 ms, comparadas con ventanas de 150 ms propuestas como esta´ndar de comparacio´n.
Se alcanzan valores de Sensibilidad y Prediccio´n del 100% y 99% como en la Tabla 5.15.
– Tanto para el pico R, como para las ondas P,QRS y T se presento´ una notable dependencia del algoritmo
de segmentacio´n con la derivacio´n que se este´ analizando. Para la deteccio´n del pico R, se soluciono´
este inconveniente desarrollando un algoritmo hı´brido, en donde se utiliza otra transformacio´n no lineal
(Energı´a normalizada promedio de Shannon), en lugar de la energı´a convencional.
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Complejo STT Latido
Bases x12 Error Bases x12 Error
10 6.25% 10 5.51%
9 6.32% 9 5.57%
8 6.52% 8 5.81%
7 6.78% 7 5.84%
Tabla 5.28: Mejores resultados de la transformada K-L con Bayesiano.
Latido Complejo STT
Madre Dimensionesx12 Error Nivel Madre Dimensionesx12 Error Nivel
sym16 20 8.18% 4 sym16 20 10.25% 4
db2 20 11.21% 4 db2 20 10.32% 4
sym10 20 12.81% 4 sym10 20 11.25% 4
db3 20 12.93% 4 db3 20 11.98% 4
Tabla 5.29: Mejores resultados para el esquema A de WT con Bayesiano.
– Aunque los resultados son notables en segmentacio´n, se mostro´ que con los me´todos heurı´sticos el
error se incrementa en la medida que la sen˜al esta´ contaminada. Por lo tanto el inconveniente de este
me´todo es su dependencia con el ruido en general.
– El empleo de las transformadas de KL, WT y el modelo de Hermite, muestra poca sensibilidad al ruido
presente en la sen˜al, disminuyendo la tasa del error de clasificacio´n de una manera no significativa.
– La transformada de KL, debido a que calcula las bases fuera de lı´nea, el tiempo de procesamiento para
obtener los para´metros, es menor que el modelo de Hermite, pues solo necesita realizar un producto
punto entre el latido y las bases, por ejemplo en este trabajo se requieren 450 multiplicaciones y 449
sumas para obtener el coeficiente de una base determinada de un latido de una derivacio´n de la sen˜al
de ECG. En cambio en el modelo de Hermite, adema´s de el nu´mero igual de operaciones que la trans-
formada K-L se requiere calcular un para´metro σ para disminuir el error por cada latido que ingrese
en el ana´lisis, por lo que puede consumir un costo computacional grande. La transformada DyWT,
que implementa n filtros para obtener las escalas de descomposicio´n tambie´n presenta un alto costo
computacional.
– Por costo computacional y por resultados de error clasificacio´n mostrados en la seccio´n 5.3, se propone
utilizar la transformada Karhunen Loe`ve, como me´todo para extraer para´metros en sen˜ales de ECG
con enfermedad coronaria.
– Teniendo en cuenta que se emplearon dos bases diferentes para la representacio´n del complejo QRS y el
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Latido Complejo STT
Madre Dimensionesx12 Error Nivel Madre Dimensionesx12 Error Nivel
sym8 35 9.12% 3 sym8 21 10.78% 3
db6 32 9.38% 3 db8 21 11.22% 3
bior26 33 9.73% 3 bior55 18 11.51% 3
rbio26 33 9.91% 3 rbio26 16 12.08% 4
Tabla 5.30: Mejores resultados para el esquema B de WT con Bayesiano.
Madre Latido Complejo STT
Coeficientes x12 Error Coeficientes x12 Error Coeficientes x12 Error
db2 4 8.35% 3 9.13% 3 11.33%
sym2 4 8.78% 3 9.14% 3 11.13%
bior15 4 8.86% 3 9.22% 3 12.48%
rbio13 4 9.22% 3 9.84% 3 13.34%
Tabla 5.31: Mejores resultados para el esquema C de WT con Bayesiano.
complejo ST-T, el modelo de Hermite presenta uno de los mejores resultados de error de clasificacio´n.
– La WT es una herramienta que presenta un desempen˜o notable en la determinacio´n de para´metros
orientados a la clasificacio´n de sen˜ales con enfermedad coronaria, y necesita de un estudio profundo
para determinar la seleccio´n de funciones madre y la cantidad de para´metros que se requieren para el
ana´lisis, teniendo la posibilidad de superar los resultados presentados en este trabajo.
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σSVM Error entren. Error val. SV Margen
Heurı´sticas 5.00E-02 0.00% 4.23% 388 5.84E-02
Tabla 5.32: Resultados de SVM aplicado sobre las caracterı´sticas heurı´sticas.
Complejo QRS y ST-T
Madre Coeficientes x12 Error entren. Error val. SV Margen
sym16 12 0.00% 2.12% 56 3.21E-03
db2 11 0.00% 2.15% 68 3.04E-03
sym10 10 0.00% 2.32% 58 2.29E-03
db3 9 0.00% 2.45% 71 4.14E-03
Tabla 5.33: Mejores resultados para el modelo de Hermite con SVM.
Complejo QRS y ST-T
Madre Bases x12 Error entren. Error val. SV Margen
sym16 10 0.00% 2.03% 56 3.21E-03
db2 9 0.00% 2.09% 68 3.04E-03
sym10 8 0.00% 2.32% 58 2.29E-03
db3 7 0.00% 2.45% 71 4.14E-03
Tabla 5.34: Mejores resultados para la transformada de K-L con SVM aplicado al latido completo.
Latido
Madre Coeficientes x12 Error entren. Error val. SV Margen
sym16 5 0.00% 2.12% 56 3.21E-03
db2 5 0.00% 2.39% 68 3.04E-03
sym10 5 0.00% 2.98% 58 2.29E-03
db3 5 0.00% 3.13% 71 4.14E-03
Tabla 5.35: Mejores resultados para el esquema A de WT con SVM aplicado al latido completo.
Latido
Madre Coeficientes x12 Error entren. Error val. SV Margen
sym9 4 0.00% 2.22% 56 3.21E-03
db3 4 0.00% 2.89% 68 3.04E-03
bior44 4 0.00% 3.56% 58 2.29E-03
rbio55 4 0.00% 3.56% 71 4.14E-03
Tabla 5.36: Mejores resultados para el esquema B de WT con SVM aplicado al latido completo.
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Complejo STT
Madre Coeficientes x12 Error entren. Error val. SV Margen
sym3 3 0.00% 5.56% 105 2.77E-03
db3 3 0.00% 6.66% 105 2.77E-03
bior55 4 0.67% 6.84% 142 8.72E-04
rbio22 4 0.00% 11.11% 108 2.52E-03
Tabla 5.37: Mejores resultados para el esquema C de WT con SVM aplicado al complejo STT.
Madre Nivel Error CP Dimensio´n orig.
sym16 4 1.1% 4 12
db2 4 2.41% 4 12
sym10 4 2.41% 7 14
Tabla 5.38: Resultados de LDA aplicado sobre las caracterı´sticas seleccionadas mediante las pruebas de independencia estadı´stica y
PCA.
Madre Nivel Error CP Dimensio´n orig.
sym16 4 0.98% 4 12
db2 4 1.12% 4 12
sym10 4 2.14% 7 14
Tabla 5.39: Resultados de Bayesiano aplicado sobre las caracterı´sticas seleccionadas mediante las pruebas de independencia es-
tadı´stica y PCA.
Madre Nivel Error entren. Error val. CP Dimensio´n orig.
sym16 4 0% 0.12% 4 12
db2 4 0% 0.48% 4 12
sym10 4 1% 0.12% 7 14
Tabla 5.40: Resultados de SVM aplicado sobre las caracterı´sticas seleccionadas mediante las pruebas de independencia estadı´stica y
PCA.
Madre Nivel Error Dimensiones
sym16 4 0.1% 8
db2 4 0.1% 8
sym10 4 0.05% 10
Tabla 5.41: Resultados de LDA aplicado sobre las caracterı´sticas seleccionadas mediante las te´cnicas estadı´sticas.
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Madre Nivel Error Dimensiones
sym16 4 0.1% 8
db2 4 0.1% 8
sym10 4 0.1% 10
Tabla 5.42: Resultados de Bayesiano aplicado sobre las caracterı´sticas seleccionadas mediante las te´cnicas estadı´sticas.
Madre Nivel Error entren. Error val. Dimensiones SV Margen
sym16 4 0% 0% 8 64 0.001
db2 4 0% 0% 8 31 0.0164
sym10 4 0% 0.1% 10 26 0.0153
Tabla 5.43: Resultados de SVM aplicado sobre las caracterı´sticas seleccionadas mediante las te´cnicas estadı´sticas.
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Capı´tulo 6
Conclusiones
– Las te´cnicas de preprocesamiento desarrolladas en el presente trabajo permiten adecuar la sen˜al para
su debido procesamiento, reduciendo la distorsio´n causada por las perturbaciones. En el caso de los
para´metros Heurı´sticos la filtracio´n es determinante como se observo´ en los resultados presentados en
la seccio´n 5.3.
– Las te´cnicas de segmentacio´n propuestas en el presente trabajo como primera etapa de caracterizacio´n
permiten ubicar dentro del espacio de ana´lisis, la informacio´n discriminante de la sen˜al, siendo de gran
importancia un desempen˜o adecuado en esta etapa. Se desarrollo´ un nuevo algoritmo de segmentacio´n
para deteccio´n del pico R, que presenta resultados notables de sensibilidad y prediccio´n al aplicarlo en
sen˜ales con 12 derivaciones, con ruido artificial en un rango de 0, -3 y -6 dB y evaluado en una ventana
de 100 ms respecto al punto fiducial marcado por el especialista.
– Despue´s de realizar la comparacio´n de los me´todos presentados de extraccio´n de caracterı´sticas, no se
encontro´ una diferencia apreciable en el comportamiento con respecto a los resultados finales de error
de clasificacio´n en las te´cnicas que emplean transformadas ortogonales como es el caso del modelo
parame´trico de Hermite y Karhunen Loe`ve (KL). Sin embargo se propone la transformada KL como
me´todo para extraccio´n de caracterı´sticas por los resultados obtenidos. La WT presenta resultados apre-
ciables, abriendo la posibilidad de realizar un ana´lisis profundo sobre esta herramienta, en la bu´squeda
de bases y me´todos para extraer caracterı´sticas mediante WT.
– Los me´todos de seleccio´n de caracterı´sticas desarrollados, presentan una discriminacio´n notable a partir
de pocos para´metros obtenidos con las te´cnicas de extraccio´n implementadas y presentan un mejor
desempen˜o en el error de clasificacio´n. Se propone como me´todo de seleccio´n de caracterı´sticas la
combinacio´n de las te´cnicas estadı´sticas MANOVA, PCA y ANOVA.
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Ape´ndice A
Ana´lisis de componentes principales (PCA)
Es tal vez uno de los me´todos de extraccio´n de caracterı´sticas ma´s utilizado, en gran parte debido a su
simplicidad conceptual y a la eficiencia computacional de sus algoritmos. Tambie´n conocido como la trans-
formacio´n de Karhunene-Loe`ve [66]. Es una poderosa herramienta que permite extraer la estructura de un
conjunto de datos posiblemente de alta dimensionalidad.
A.1 PCA lineal
Inicialmente su campo de accio´n se centra en las transformaciones lineales de los datos, y busca maximizar
la varianza direccional de una manera no correlacionada, ortogonalizando el sistema de coordenadas en el
que se describen originalmente los datos; de esta manera el problema de reduccio´n de dimensionalidad tiene
un solucio´n analı´tica exacta [127].
Geome´tricamente, el hiperplano generado por los primeros L Componentes Principales es el hiperplano de
regresio´n que minimiza las distancias ortogonales a los datos. Por esta razo´n PCA es un me´todo de regresio´n
sime´trica, contrario a la regresio´n lineal esta´ndar.
Es comu´n que un nu´mero pequen˜o de Componentes Principales sea suficiente para representar la mayor parte
de la estructura de los datos [66].
Desventajas de PCA lineal: So´lo esta´ en capacidad de encontrar un subespacio lineal, lo que indica que no
puede manejar datos con una relacio´n no lineal.
No se sabe a ciencia cierta cua´ntos componentes principales se deben tener en cuenta, aunque existen algunas
reglas empı´ricas para decidir. Por ejemplo, eliminar aquellos componentes cuyos autovalores sean menores a
cierta fraccio´n del mayor de los autovalores, o tener en cuenta los necesarios para representar cierto porcentaje
de la varianza total [66].
Me´todo matricial para PCA lineal: El objetivo es encontrar los autovectores de la matriz de covarianza.
Dichos autovectores describen la direccio´n de los componentes principales de los datos originales, y su
significancia estadı´stica esta´ dada por el autovalor correspondiente. Este me´todo puede estructurarse de la
siguiente manera [66]:
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1. Conformacio´n de la matriz inicial de datos X, a partir de vectores muestra xi, i=1,2,. . . ,m.
2. Centralizacio´n del primer momento, calcular la media de la matriz de datos (x¯) y restarlo de cada xi.
3. Ca´lculo de la matriz de covarianza C.
4. Determinacio´n de los autovectores y autovalores para la matriz C
ν = λν (A.1)
en donde λ es un autovalor y ν un autovector.
5. Organizacio´n de los autovalores de tal manera que:
λ1 > λ2 > · · · > λn (A.2)
6. Seleccio´n de los primeros d 6 n autovalores y generar el nuevo conjunto de datos en la nueva repre-
sentacio´n.
A.2 PCA no lineal
PCA es una te´cnica utilizada para transformar linealmente un conjunto de datos en un nuevo conjunto de
variables no correlacionadas de dimensio´n pequen˜a que representa la mayor parte de la informacio´n. A
trave´s de funciones kernel, dichas variables se pueden transformar de una manera no lineal. El Kernel PCA
es una extensio´n no lineal de PCA en donde los componentes principales son calculados en un espacio
de caracterı´sticas de altas dimensiones, el cual esta´ relacionado de una manera no lineal con el espacio de
entrada [113].
Dado un conjunto de observaciones centradas xk, k = 1, . . . ,M , y debido a que todas las soluciones ν con
λ 6= 0 en (A.1) esta´n contenidas en el espacio generado por x1,. . . ,xM , la ecuacio´n (A.1) es equivalente a
λ(xk · ν) = (xk · Cν) para todo k = 1, . . . ,M (A.3)
Para el caso de KPCA, tambie´n es necesario la solucio´n de la ecuacio´n (A.3), pero en un espacio producto
punto F , el cual se relaciona con el espacio de entrada a trave´s de un mapeo no lineal,
Φ : RN → F, x→ X (A.4)
Cabe anotar que dicho espacio F , al cual puede referirse como espacio de caracterı´sticas, puede tener una
dimensionalidad muy alta, inclusive infinita. La matriz de covarianza en F es:
C¯ =
1
M
M∑
j=1
Φ (xj) Φ (xj)
T (A.5)
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entonces, necesitamos resolver
λV = C¯V (A.6)
encontrando los autovalores λ ≥ 0 y los autovectores V ∈ F . Aquı´ nuevamente, todas las soluciones V con
λ 6= 0 esta´n contenidas en el espacio generado por Φ(x1),. . . ,Φ(xM ), lo que permite concluir dos cosas [113]:
Primero, que se puede considerar que
λ(Φ (xk) · V ) = (Φ (xk) · CV ) para todo k = 1, . . . ,M (A.7)
y segundo, que existen coeficientes αi(i)(i = 1, . . . ,M) tales que
V =
M∑
i=1
αiΦ (xi). (A.8)
Si se combinan (A.7) y (A.8), se obtiene
λ
M∑
i=1
αi (Φ (xk) · Φ (xi)) = 1
M
M∑
i=1
αi
Φ (xk) · M∑
j=1
Φ (xj)
 (Φ (xj) · Φ (xi)) (A.9)
Definimos una matriz K de dimensiones M ×M , como
Kij := (Φ (xi) · Φ (xj)) (A.10)
lo que significa que
MλKα = K2α (A.11)
en donde α denota el vector columna con entradas α1,. . . ,αM . Para encontrar las soluciones de (A.11), se
resuelve
Mλα = Kα (A.12)
para los autovalores diferentes de cero.
Sean λ1 ≥ λ2 ≥ . . . λM , los autovalores de K (esto es, las soluciones Mλ de (A.11)), y α1, . . . , αM el
conjunto completo de los autovectores correspondientes, siendo λp el primer autovalor diferente de cero
(asumiendo Φ 6= 0). Se normalizan αp, . . . , αM con el fin de que los correspondientes vectores en F sean
normalizados, es decir: (
V k · V k) = 1 para todo k = p, . . . ,M (A.13)
En virtud de las ecuaciones (A.8) y (A.12), lo anterior se convierte en una condicio´n de normalizacio´n para
αp, . . . , αM :
1 =
M∑
i,j=1
αki α
k
j (Φ (xi) · Φ (xj))
=
M∑
i,j=1
αki α
k
jKij =
(
αk ·Kαk) = λk(αk · αk) (A.14)
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Para la extraccio´n de los componentes principales, es necesario realizar las proyecciones sobre los autovec-
tores V k en F (k = p, . . . ,M ). Sea x un punto de prueba, con una imagen Φ(x) en F , entonces
(
V k · Φ (x)) = M∑
i=1
αki (Φ (xi) · Φ (x)) (A.15)
puede considerarse como su Kernel PCA correspondiente a Φ [113].
En resumen, los siguientes pasos fueron necesarios para calcular los componentes principales: primero,
calcular la matriz K definida por A.10; segundo, calcular sus autovectores y normalizarlos en F ; tercero,
calcular las proyecciones de un punto de prueba en los autovectores mediante A.15.
Figura A.1: KPCA realiza PCA en un espacio de altas dimensiones [113].
A.2.1 Tipos de kernel
La matriz de productos punto K puede ser calculada seleccionando un kernel k(x, y) de tal manera que
k(xi, xj) = Φ(xi) · Φ(xj) = Kij , con el fin de evitar cualquier ca´lculo en el espacio de caracterı´sticas con
altas dimensiones [113].
A continuacio´n algunos de los kernel comu´nmente utilizados, como es el caso de los Polinomiales,
k (x, y) = (x · y + 1)d (A.16)
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las Funciones Base Radiales (RBF),
k (x, y) = exp
(
−‖x− y‖
2
2σ2
)
(A.17)
con σ > 0, y los tipo Red Neuronal,
k (x, y) = tanh ((x · y) + b) (A.18)
A–5
Ape´ndice B
Transformada Wavelet (WT)
La WT permite la localizacio´n conjunta de eventos en tiempo-frecuencia; este ana´lisis incluye la te´cnica de
ventaneo con regiones de taman˜o variable (ver Figura B.1). Se usan intervalos largos de tiempo donde se
quiere informacio´n ma´s precisa a baja frecuencia y regiones cortas donde se quiere informacio´n de alta fre-
cuencia. El ana´lisis Wavelet puede encontrar aspectos como tendencias, puntos de quiebre, discontinuidades
en derivadas grandes, autosimilaridad, etc. [71]. La WT descompone la sen˜al en sus diferentes componentes
Figura B.1: Recubrimiento del plano tiempo-frecuencia a trave´s de la transformada Wavelet.
frecuenciales, de tal manera que cada una de e´stas tenga una resolucio´n de acuerdo con su escala. La nocio´n
de escala se relaciona directamente con su interpretacio´n cartogra´fica. Una versio´n de una sen˜al cualquiera
f(t) aumentada en escala, sera´ una sen˜al similar pero muestreada a una tasa mayor
(
f(t)→ 1√
2
f(t/2)
)
. De
forma similar, disminuir la escala de dicha sen˜al lleva consigo la reduccio´n de la velocidad de muestreo, man-
teniendo una forma de onda similar
(
f(t)→ √2f(2t)). El concepto de resolucio´n depende de la cantidad
de informacio´n presente en una sen˜al; a mayor informacio´n mayor resolucio´n tendra´ una sen˜al.
La funcio´n ψ(t) de variable real t se conoce como funcio´n Wavelet madre, debe oscilar en el tiempo y debe
estar bien localizada en el dominio temporal. La localizacio´n temporal se expresa en la forma habitual de
ra´pido decaimiento hacia cero cuando la variable independiente t tiende al infinito. La idea de oscilacio´n de
la funcio´n se traduce en la siguiente formulacio´n∫ ∞
−∞
ψ(t)dt = 0 (B.1)∫ ∞
−∞
tm−1ψ(t)dt = 0 (B.2)
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siendo (m− 1) el valor del orden del momento de la funcio´n ψ(t).
A partir de la funcio´n madre, se generan el resto de funciones de la familia mediante cambios de escala y
traslaciones {ψa,b(t), a > 0, b ∈ R}. La funcio´n madre, tradicionalmente se ajusta a escala unidad. El
para´metro de escala a queda asociado a un estiramiento o encogimiento de la funcio´n madre. Ası´, dada una
funcio´n localizada en el tiempo s(t), su versio´n escalada sa(t) se define como
sa(t) =
1√
a
s
(
t
a
)
, a ∈ R, a > 1 (B.3)
esta funcio´n mantiene la misma forma que s(t) pero sobre un intervalo de representacio´n (soporte) ma´s
amplio. Si el para´metro de escala se hace menor que 1, pero mantenie´ndolo siempre positivo (para evitar una
inversio´n de la funcio´n) se obtiene una compresio´n del soporte de la funcio´n. El para´metro de traslacio´n b,
permite la localizacio´n temporal de la distribucio´n de energı´a. A partir de la funcio´n madre ψ(t), se generan
las funciones Wavelet ψa,b(t) mediante operaciones conjuntas de cambio de escala y traslacio´n
ψa,b(t) =
1√|a|ψ
(
t− b
a
)
(B.4)
En [75], se demuestra que si la funcio´n madre ψ(t) es real, entonces la familia de funciones definidas por
su traslacio´n y escalamiento conforman una base completa del espacio y, por lo tanto, se puede representar
cualquier funcio´n (sen˜al de energı´a finita f(t) ∈ L2(R)) mediante una combinacio´n lineal de las funciones
ψa,b(t), calculando los coeficientes de tal descomposicio´n en la forma del producto escalar.
B.1 Transformada Wavelet Continua
Se describe por:
C(a, b) =
∫ ∞
−∞
f(t)ψ∗a,b(t)dt
C(a, b) =
1√|a|
∫ ∞
−∞
f(t)ψ∗
(
t− b
a
)
dt = 〈f(t), ψa,b(t)〉
(B.5)
donde a es denominado para´metro de escala y b para´metro de traslacio´n. Ambos varı´an de forma continua
por todo el eje real, esto es, a, b ∈ R, a > 0. La funcio´n f(t), puede ser reconstruida unı´vocamente
utilizando la expresio´n [24]
f(t) =
1
Cψ
∫ ∞
−∞
∫ ∞
−∞
〈f(τ), ψa,b(τ)〉ψa,b(t)dadb
a2
(B.6)
donde la constante Cψ , denominada condicio´n de admisibilidad, depende so´lo de la funcio´n Wavelet madre
ψ(t), de acuerdo con
Cψ = 2pi
∫ ∞
−∞
∣∣∣ψˆ(ξ)∣∣∣2 |ξ|−1dξ <∞ (B.7)
La condicio´n de admisibilidad asegura que la funcio´n Wavelet madre no tenga contenido a frecuencia nula
(o que e´ste resulte despreciable) (ver ecuacio´n (B.1)) y con ello, que las versiones dilatadas resultantes de la
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funcio´n madre este´n todas centradas a frecuencias diferentes.
A diferencia del caso de las expresiones de Fourier, la transformada f(t) → C(a, b) representa con mucha
redundancia una funcio´n de una variable en un espacio bidimensional y por lo tanto, estas funciones Wavelet
no forman una base ortonormal real. Un muestreo apropiado de los para´metros de la funcio´n Wavelet per-
mite eliminar la redundancia, obtener una base ortonormal de Wavelets de soporte compacto y definir la
metodologı´a para el ca´lculo eficiente de los coeficientes Wavelet.
B.2 Transformada Wavelet Discreta
En este caso, los para´metros de dilatacio´n a y traslacio´n b toman solamente valores discretos. La dilatacio´n
de la Wavelet madre, se relaciona como potencias enteras de una escala de referencia a0, normalmente mayor
que 1, ası´ a = aj0. Para la discretizacio´n del para´metro b, se debe tener en cuenta que el recubrimiento
discreto del plano tiempo-frecuencia es localizado en cada escala, ası´ el para´metro de traslacio´n depende
del para´metro de escala. Para escalas mayores, la traslacio´n debe ser mayor. Dado que el ancho de las
funciones a cada escala es directamente proporcional con la misma, se toma una discretizacio´n del para´metro
b directamente relacionada con la escala que se esta´ trabajando b = kb0aj0.
a = aj0
b = kb0a
j
0
(B.8)
con j, k ∈ Z y a0 > 1, b0 > 0. Una base ortonormal de Wavelets de soporte compacto pueden ser obtenidas
al extender L2(R), el espacio de todas las sen˜ales de energı´a finita, por medio de traslaciones y dilataciones
de la funcio´n Wavelet (ver ecuacio´n (B.4)), ası´
ψj,k(t) = a
−j/2
0 ψ
(
a−j0 t− kb0
)
(B.9)
donde j representa la escala y k la traslacio´n temporal. Si se seleccionan escalas y posiciones basadas en
potencias de 2 (a0 = 2), llamadas escalas y posiciones dia´dicas, el ana´lisis sera´ mucho ma´s eficiente e igual
de preciso que el ana´lisis continuo. Una vı´a para implementar este esquema usando filtros fue desarrollada
por Mallat [67, 68], cuyo algoritmo es en efecto un esquema cla´sico conocido como codificador sub-banda
de dos canales.
En este caso, la sen˜al f(t) se representa como una serie de aproximaciones (baja frecuencia) y detalles (alta
frecuencia) en diferentes resoluciones. En cada etapa, un par de filtros h, g son aplicados a la sen˜al de entrada
para producir una sen˜al de aproximacio´n y una de detalle respectivamente. La sen˜al de detalle, representa la
informacio´n perdida desde una resolucio´n alta, hasta una ma´s baja. La representacio´n Wavelet es entonces,
el conjunto de coeficientes de detalle en todas las resoluciones y los coeficientes de aproximacio´n en la
resolucio´n ma´s baja.
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El algoritmo ra´pido para calcular los coeficientes Wavelet, esta´ dado por la siguiente expresio´n
caj,k =
∑
m
h[2k −m]caj−1[m] (B.10)
cdj,k =
∑
m
g[2k −m]caj−1[m] (B.11)
Los filtros h y g son llamados filtros espejo en cuadratura y satisfacen la siguiente propiedad
g[n] = (−1)1−nh[1− n] (B.12)
La etapa de filtrado es seguida por una decimacio´n dia´dica o submuestreo por un factor de 2. El esquema
para una etapa de filtrado a una escala j se muestra en la Figura B.2. La descomposicio´n Wavelet de una
Figura B.2: Etapa de descomposicio´n.
sen˜al f analizada en una escala o nivel j, tiene la siguiente estructura: [caj , cdj , ..., cd1] (ver Figura B.3).
Los filtros h y g son derivados de bases de Wavelets ortonormales y, por lo tanto la reconstruccio´n de la sen˜al
Figura B.3: Estructura de la descomposicio´n Wavelet: a´rbol Wavelet.
(ver Figura B.4) a partir de la descomposicio´n Wavelet es exacta y esta´ dada por la siguiente ecuacio´n:
caj−1,k = 2
∑
m
(caj,k[m]h[k − 2m] + cdm,k[m]g[k − 2m]) (B.13)
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Figura B.4: Etapa de reconstruccio´n.
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Ape´ndice C
Ma´quinas de Soporte Vectorial
Las Ma´quinas de Soporte Vectorial (SVM) esta´n sustentadas en el principio de minimizacio´n de riesgo es-
tructural (SRM) propuesto en [126]. Un subconjunto de funciones encontradas en el proceso de optimizacio´n
minimizan el riesgo actual del problema, de manera que entrenando una serie de ma´quinas para el objetivo
dado, se minimizan el riesgo y la confiabilidad de la dimensio´n Vapnik-Chervonenkis (VC). Esta dimensio´n
implica los requerimientos de almacenamiento de la te´cnica de aprendizaje y la calidad de sus respuestas para
responder a un problema de clasificacio´n.
En forma general, la funcio´n de riesgo actual R(α) se expresa como una cota, para la definicio´n de la cual
se determina el riesgo empı´rico Remp(α) como el promedio de los errores de entrenamiento para un nu´mero
finito y fijo de observaciones {x,y} (xi: patro´n, yi: etiqueta del patro´n i):
Remp(α) =
1
2l
∑
|yi − f(xi, α)| (C.1)
La cantidad 12 |yi − f(xi, α)| ∈ [0, 1] es llamada pe´rdida. Para un nu´mero η tal que 0 < η < 1, que representa
las pe´rdidas se tiene que [126]
R(α) ≤ Remp(α) +
√(
h(log(2l/h) + 1)− log(η/4)
1
)
(C.2)
donde h es la dimensio´n Vapnik-Chervonenkis (VC).
Sea un grupo de datos de entrenamiento {xi, yi} con i = 1, ..., l, yi ∈ {−1, 1} y xi ∈ F ⊂ RM . Existe un
hiperplano que separa los datos de etiquetas positivas y negativas [17].
xi.w + b ≥ 1− ζi para yi = 1
xi.w + b ≤ −1 + ζi para yi = −1
ζi ≥ 0,∀i
(C.3)
donde w es la normal al hiperplano y ζi son las variables introducidas por errores de clasificacio´n como
violaciones del hiperplano, de manera que
∑
ζi es la cota del error de clasificacio´n. Una manera natural
de an˜adir un costo a la funcio´n objetivo es minimizar ‖w‖2 /2 + C∑ ζi [17], donde C es una constante
elegida por el usuario correspondiente al inverso de la penalizacio´n de los errores. Ası´, la anterior funcio´n
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objetivo (ecuacio´n (C.1)) corresponde a un problema de optimizacio´n convexa entendido como un problema
de programacio´n cuadra´tica (QP), cuya forma dual Wolfe es [131]:
Maximizar:
LD ≡
∑
i
αi − 12
∑
αiαjyiyjxixj (C.4)
Sujeto a:
0 < αi < C (C.5)
∑
αiyi = 0 (C.6)
con solucio´n en forma de:
w =
ns∑
αiyixi (C.7)
donde ns es el nu´mero de vectores de soporte. Dado que en la mayorı´a de los casos el espacio de entrada no
Figura C.1: Hiperplano separando los datos.
es lineal, es necesario hacer la transformacio´n de los datos basa´ndose en el producto interno para mapearlos
en el espacio euclidiano H , de manera que [112]:
Φ : Rn → H (C.8)
Luego, el algoritmo de entrenamiento so´lo depende de los datos a trave´s de los productos punto de la forma
Φ(xi) · Φ(xj). En este caso, se tiene una funcio´n K llamada kernel definida como
K(xi,xj) = Φ(xi) · Φ(xj)
De manera que so´lo es necesario reemplazar el anterior kernel en el algoritmo de entrenamiento (ecuacio´n
(C.4)).
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Ana´lisis de Varianza Multivariado
D.1 Ana´lisis de Varianza Univariado de un camino (ANOVA)
En el ana´lisis de varianza de un camino, se tienen k muestras con distribucio´n normal y varianzas iguales,
cada una con n observaciones, como en la Tabla D.1. Las k muestras o las poblaciones de las que provienen
Muestra 1, Muestra 2, Muestra k,
de N(µ1, σ2) de N(µ2, σ2) · · · de N(µk, σ2)
y11 y21 · · · yk1
y12 y22 · · · yk2
.
.
.
.
.
.
.
.
.
y1n y2n · · · ykn
Total y1. y2. · · · yk.
Media y¯1. y¯2. · · · y¯k.
Varianza s12 s22 · · · sk2
Tabla D.1: k muestras con distribucio´n normal.
usualmente son llamadas grupos [101]. Se ha usado una notacio´n de “punto” para los totales y las medias de
cada grupo. Ası´, por ejemplo,
y2. =
n∑
j=1
y2j y¯2. =
n∑
j=1
y2j
n
Se asume que las k muestras son independientes. Para obtener un F -test es necesario asumir independencia
y varianza comu´n. El modelo para cada observacio´n es
yij = µ+ αi + ij = µi + ij i = 1, . . . , k; j = 1, . . . , k (D.1)
donde µi = µ + αi es la media de la i-e´sima poblacio´n. Se quiere hacer una comparacio´n de las medias de
las muestras y¯i., i = 1, . . . , k para ver si son lo suficientemente diferentes como para creer que las medias de
la poblacio´n difieren. La hipo´tesis puede expresarse como H0 : µ1 = µ2 = · · · = µk.
Si la hipo´tesis es cierta, todas las yij pertenecen a la misma poblacio´n, N(µ, σ2), y se pueden obtener dos
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estimaciones de σ2, una basada en las varianzas de las muestras s21, s22,. . . ,s2k y la otra basada en las medias
de las muestras y¯1., y¯2.,. . . ,y¯k.. El estimador “intra-muestras” combinado de σ2 es
s2e =
1
k
k∑
i=1
s2i =
∑
ij
(yij − y¯i.)2
k(n− 1) =
∑
ij
y2ij −
∑
i
y2i./n
k(n− 1) (D.2)
El segundo estimador de σ2 (bajo H0) esta´ basado en la varianza de las medias de las muestras,
s2y¯ =
∑
i
(y¯i. − y¯..)2
k − 1 (D.3)
donde y¯.. =
∑
i
y¯i./k es la media de todo el conjunto. Si H0 es cierta, s2y¯ estima a σ2y¯ = σ2/n, y por
consiguiente E(ns2y¯) = n(σ2/n) = σ2, por lo cual la estimacio´n de σ2 es
ns2y¯ =
n
∑
i
(y¯i. − y¯..)2
k − 1 =
∑
i
y2i./n− y2../kn
k − 1 (D.4)
donde y.. =
∑
i
yi. =
∑
ij
yij es el total del conjunto. Si H0 es falsa, E(ns2y¯) = σ2 + n
∑
i
α2i /(k − 1), y ns2y¯
tendera´n a reflejar una dispersio´n mayor en y¯1., y¯2.,. . . ,y¯k.. Dado que s2e esta´ basado en la variabilidad dentro
de cada muestra, e´ste estima a σ2 aunque H0 sea o no cierta; ası´, E(s2e) = σ2 en cualquier caso.
Dado que ns2y¯ y s2e son independientes y ambos estiman a σ2, su relacio´n forma una F -estadı´stica:
F =
ns2y¯
s2e
=
(∑
i
y2i./n− y2../kn
)
/(k − 1)(∑
ij
y2ij −
∑
i
y2i./n
)
/[k(n− 1)]
=
SSH/(k − 1)
SSE/[k(n− 1)] =
MSH
MSE
(D.5)
donde SSH =
∑
i
y2i./n− y2../kn y SSE =
∑
ij
y2ij−
∑
i
y2i./n son la suma de los cuadrados “entre”-muestras
(debido a las medias) y la suma de los cuadrados “intra”-muestras, respectivamente, yMSH yMSE son los
correspondientes cuadrados de la media de las muestras. La F -estadı´stica esta´ distribuida como Fk−1,k(n−1)
cuando H0 es cierta. Se rechaza H0 si F > Fα. La F -estadı´stica se puede ver como una funcio´n simple de
la proporcio´n de probabilidad.
D.2 Modelo Multivariado de Ana´lisis de Varianza de un camino (MANO-
VA)
En el caso multivariado, se asume que k muestras aleatorias independientes de taman˜o n son obtenidas de
poblaciones con distribucio´n normal p-variada con matrices de covarianza iguales, como en la Tabla D.2. Los
totales y las medias se definen de la siguiente manera:
Total de la i-e´sima muestra: yi. =
n∑
j=1
yij .
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Muestra 1, Muestra 2, Muestra k,
de Np(µ1,Σ) de Np(µ2,Σ) · · · de Np(µk,Σ)
y11 y21 · · · yk1
y12 y22 · · · yk2
.
.
.
.
.
.
.
.
.
y1n y2n · · · ykn
Total y1. y2. · · · yk.
Media y¯1. y¯2. · · · y¯k.
Tabla D.2: k muestras de poblaciones con distribucio´n normal p-variada.
Total del conjunto: y.. =
k∑
i=1
n∑
j=1
yij .
Media de la i-e´sima muestra: y¯i. = yi./n.
Media del conjunto: y¯.. = y../kn.
El modelo para cada vector de observacio´n es
yij = µ+ αi + ij = µi + ij . (D.6)
El modelo para la r-e´sima variable (r = 1, 2, . . . , p) en cada vector yij = (yij1, yij1, . . . , yijp)′ es
yijr = µr + αir + ijr = µir + ijr.
Se desea comparar los vectores media de las k muestras para encontrar diferencias significativas. La hipo´tesis
por lo tanto es
H0 : µ1 = µ2 = · · · = µk vs. H1 : al menos dos µ’s son diferentes.
La igualdad de los vectores media implica que las k medias son iguales para cada variable; esto es, µ1r =
µ2r = · · · = µkr para r = 1, 2, . . . , p. Si dos medias difieren en una sola variable, por ejemplo, µ23 6= µ43,
entonces H0 es falsa y se debe rechazar.
En el caso univariado, se tienen sumas de cuadrados “entre” e “intra” (SSH y SSE). En el caso multivariado,
se tienen las matrices “entre” e “intra” (H y E), definidas ana´logamente como
H = n
k∑
i=1
(y¯i. − y¯..)(y¯i. − y¯..)′ =
k∑
i=1
1
n
yi.y′i. −
1
kn
y..y′.. (D.7)
y
E =
k∑
i=1
n∑
j=1
(yij − y¯i.)(yij − y¯i.)′ =
∑
ij
yijy′ij −
∑
i
1
n
yi.y′i. (D.8)
La matriz “hipo´tesis”H de p× p tiene las sumas de cuadrados “entre” en la diagonal para cada una de las p
variables. Los elementos fuera de la diagonal son las sumas de los productos para cada par de variables. Las
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sumas de productos pueden ser negativas. Asumiendo que no hay dependencias lineales en las variables, el
rango deH es el menor entre p y νH , min(p, νH), donde νH representa los grados de libertad de la hipo´tesis;
en el caso de un camino νH = k− 1. La matriz “error” E de p× p tiene las sumas de cuadrados “intra” para
cada variable en la diagonal con las sumas de productos fuera de la diagonal. El rango de E es p, a menos
que νE sea menor que p.
EntoncesH tiene la forma
H =

SSH11 SPH12 · · · SPH1p
SSH12 SPH22 · · · SPH2p
.
.
.
.
.
.
.
.
.
SSH1p SPH2p · · · SPHpp
 (D.9)
En estas expresiones, el subı´ndice 1 o´ 2 indica la primera o segunda variable. La matrizE puede ser expresada
en forma similar a (D.9):
E =

SSE11 SPE12 · · · SPE1p
SPE12 SSE22 · · · SPE2p
.
.
.
.
.
.
.
.
.
SPE1p SPE2p · · · SSEpp
 (D.10)
Los elementos de E son sumas de cuadrados y productos, no varianzas y covarianzas. Para estimarΣ, se usa
Sp1 = E/(nk − k), tal que
E
(
E
nk − k
)
= Σ. (D.11)
D.3 Test de Wilks
La proporcio´n de probabilidad de H0 : µ1 = µ2 = · · · = µk esta´ dada por
Λ =
|E|
|E+H| (D.12)
la cual es conocida como el Λ de Wilks. Se rechaza H0 si Λ ≤ Λα,p,νH ,νE . El rechazo es para valores
pequen˜os de Λ. Los para´metros en la distribucio´n Λ de Wilks son
p = nu´mero de variables (dimensio´n)
νH = grados de libertad para la hipo´tesis
νE = grados de libertad para el error
El Λ de Wilks compara la matrizE de sumas de cuadrados y productos “intra” con la matrizE+H del “total”
de sumas y productos. Mediante el uso de determinantes, el test Λ se reduce a un escalar. Ası´, la informacio´n
multivariada en E y H acerca de la separacio´n de los vectores media y¯1., y¯2., . . . , y¯k. es canalizada hacia
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una escala simple, en la cual se decide si la separacio´n de los vectores media es significativa.
Los vectores media ocupan un espacio de dimensio´n s = min(p, νH), y dentro de este espacio varias con-
figuraciones de estos vectores media son posibles. Esto sugiere la posibilidad de que otro test puede ser ma´s
poderoso que el de Wilks.
Algunas propiedades y caracterı´sticas del Λ de Wilks son las siguientes [101]:
1. Para que los determinantes en (D.12) sean positivos, es necesario que νE ≥ p.
2. Para cualquier modelo MANOVA, los grados de libertad νH y νE son siempre los mismos como en el
caso univariado.
3. Los para´metros p y νH pueden ser intercambiados; la distribucio´n de Λp,νH ,νE es la misma que la de
ΛνH ,p,νE+νH−p.
4. El Λ de Wilks en (D.12) puede ser expresado en te´rminos de los autovalores λ1, λ2, . . . , λs de E−1H,
como sigue:
Λ =
s∏
i=1
1
1 + λi
. (D.13)
El nu´mero de autovalores de E−1H diferentes de cero es s = min(p, νH), el rango deH.
5. El rango de Λ es 0 ≤ Λ ≤ 1, y el test basado en el Λ de Wilks es un test inverso en el sentido
de que se rechaza H0 para valores pequen˜os de Λ. Si los vectores media de la muestra son iguales
Λ = 1. Por otro lado, cuando los vectores media se vuelvan ma´s dispersos con respecto a la variacio´n
intra-muestra,H se vuelve mayor que E, y Λ se aproxima a cero.
6. Los valores crı´ticos de Λα,p,νH ,νE decrecen al aumentar p. Entonces, la adicio´n de variables reducira´
el poder a menos que las variables contribuyan al rechazo de la hipo´tesis causando una reduccio´n
significativa de Λ.
7. Cuando νH = 1, 2 o cuando p = 1, 2, el Λ de Wilks se transforma a una F -estadı´stica exacta. Las
transformaciones desde Λ hasta F para estos casos especiales se muestran en la Tabla D.3. La hipo´tesis
es rechazada cuando el valor transformado de Λ excede el punto superior del porcentaje α-nivel de la
distribucio´n F , con los grados de libertad indicados.
Para´metros Estadı´stica con Grados de
p, νH Distribucio´n F Libertad
Cualquier p, νH = 1 1−ΛΛ
νE−p+1
p
p, νE − p+ 1
Cualquier p, νH = 2 1−
√
Λ√
Λ
νE−p+1
p
2p, 2(νE − p+ 1)
p = 1, cualquier νH 1−ΛΛ
νE
νH
νH , νE
p = 2, cualquier νH 1−
√
Λ√
Λ
νE−1
νH
2νH , 2(νE − 1)
Tabla D.3: Transformaciones del Λ de Wilks a F -tests
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8. Para valores de p y νH diferentes de los de la Tabla D.3, una F -estadı´stica aproximada esta´ dada por
F =
1− Λ1/t
Λ1/t
df2
df1
(D.14)
la cual tiene una distribucio´n F aproximada con grados de libertad df1 y df2, donde
df1 = pνH df2 = wt− 12 (pνH − 2)
w = νE + νH − 12 (p+ νH + 1) t =
√
p2νH2−4
p2+νH2−5
Cuando pνH = 2, t es igual a 1. El F aproximado en (D.14) se reduce a los valores F exactos dados
en la Tabla D.3, cuando νH o p son 1 o´ 2.
9. Si el test multivariado basado en Λ rechaza H0, e´ste podrı´a seguirse de un F -test como en (D.5) en
cada una de las p y’s individuales. Se puede formular una hipo´tesis comparando las medias a trave´s de
los k grupos para cada variable. En cualquier caso, se usa el resultado del test multivariado y no los
resultados univariados.
10. El Λ-test de Wilks es el test de proporcio´n de probabilidad. Otros alcances para la construccio´n de tests
llevan a tests diferentes.
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