In this paper, the extended Kalman filtering problem is investigated for a class of nonlinear systems with multiple missing measurements over a finite horizon. Both deterministic and stochastic nonlinearities are included in the system model, where the stochastic nonlinearities are described by statistical means that could reflect the multiplicative stochastic disturbances. The phenomenon of measurement missing occurs in a random way and the missing probability for each sensor is governed by an individual random variable satisfying a certain probability distribution over the interval [0, 1] . Such a probability distribution is allowed to be any commonly used distribution over the interval [0, 1] with known conditional probability. The aim of the addressed filtering problem is to design a filter such that, in the presence of both the stochastic nonlinearities and multiple missing measurements, there exists an upper bound for the filtering error covariance. Subsequently, such an upper bound is minimized by properly designing the filter gain at each sampling instant. It is shown that the desired filter can be obtained in terms of the solutions to two Riccati-like difference equations that are of a form suitable for recursive computation in online applications. An illustrative example is given to demonstrate the effectiveness of the proposed filter design scheme.
Introduction
In the past few decades, the filtering or state estimation problems for stochastic systems have been extensively investigated. Accordingly, the filter theory has been successfully applied in many branches of practical domains such as computer vision, communications, navigation and tracking systems, econometrics and finance, etc. It is well known that the traditional Kalman filter (KF) serves as an optimal filter in the least mean square sense for linear systems with the assumption that the system model is exactly known. In the case that the system model is nonlinear and/or uncertain, there has been an increasing research effort to improve KF with hope to enhance their capabilities of handling nonlinearities and uncertainties. Along this direction, many alternative filtering schemes have been reported in the literature including the H ∞ filtering [15, 21, 27, 30, 36] , mixed H 2 /H ∞ filtering [20, 29] , set-value estimation [1, 5, 6, 18] and robust extended Kalman filter (EKF) design [11, 12, 31, 32] .
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Among them, the EKF has shown to be an effective way for tackling the nonlinear system estimation problems. In fact, EKF has recently gain particular research attention with promising application potentials in various engineering practice. For example, the EKF has been designed in [11, 12] for uncertain systems with quadratic constraints. Moreover, the EKF algorithm has been successfully applied in [25] to identify the parameters and predict the states of a nonlinear stochastic biological network modeled by time series data.
Apart from the stochastcity, the nonlinearity is another ubiquitous feature existing in almost all practical systems that contributes significantly to the complexity of system modeling. Since nonlinearities may cause undesirable dynamic behaviors such as oscillation or even instability, the analysis and synthesis problems for nonlinear systems have long been the main stream of research topics and much effort has been made to deal with the nonlinear stochastic systems, see e.g. [2, 4, 14, 19, 33] . It is worth pointing out that, in most literature, the nonlinearities are assumed to occur in a deterministic way. While this assumption is generally true especially for systems modeled according to physical laws, another kind of nonlinearities, namely, stochastic nonlinearities, deserve particular research attention since they occur randomly due probably to the high manoeuvrability of the tracked target, intermittent network congestion, random failures and repairs of the components, changes in the interconnections of subsystems, sudden environment changes, modification of the operating point of a linearized model of nonlinear systems. In fact, such stochastic nonlinearities include the state-multiplicative noises as spe-cial cases. Recently, the filtering problem with stochastic nonlinearities described by statistical means has already stirred some research interests, and some latest results can be found in [26, 35] and the references therein. On the other hand, almost all real-time systems are timevarying and therefore finite-horizon filtering problem is of practical significance. However, so far, there have been very few results in the literature regarding filtering problems with stochastic nonlinearities over a finite horizon due probably to the mathematical complexity and/or the computational difficulty. In recent years, networked systems have become very prevalent and, accordingly, much work has been done in the literature on the network-induced problems such as missing measurements (also called packet loss or dropout) and random communication delays, see e.g. [3, 8-10, 22, 34] . To be more specific, the optimal estimation problems have been investigated in [8, 22] for linear systems with multiple packet dropouts and the random sensor delays have been taken into account in [9, 34] . It is worth mentioning that, in most reported results, the measurement signal has been assumed to be either completely lost or successfully transferred, and a typical way is to model the missing measurements by the Bernoulli distribution. However, in practical applications, owing to the sensors aging, sensor temporal failure or some of the data coming from a highly noisy environment, the measurement missing might be partial and individual sensor could have different missing probability in the data transmission process [26] . It is noted that most available results with respect to filtering problem with missing measurements have been concentrated on linear systems only, and the corresponding results for nonlinear systems have been very few. It is mentioning that, in [13] , the stochastic stability has been analyzed for EKF with intermittent observations. Up to now, to the best of the authors' knowledge, the finite-horizon extended Kalman filtering problem with both stochastic nonlinearities and multiple missing measurements has not been addressed yet, which still remains as a challenging research issue. It is, therefore, the purpose of this paper to shorten such a gap by resorting to a recursive Riccati-like equation approach. Motivated by the above discussion, in this paper, we make a major effort to design the EKF for a class of discrete time-varying systems with stochastic nonlinearities and multiple missing measurements. The considered stochastic nonlinearities are governed by zero mean Gaussian noises. The multiple missing measurements are included to model the randomly intermittent behaviors of the individual sensors. The description of the multiple missing measurements is more general than the commonly used one modeled by Bernoulli distribution. The probability distribution governing the missing measurements from individual sensor is allowed to be any discrete distribution taking values over the interval [0, 1] with known occurrence probability. A recursive approach is developed here to deal with the EKF design problem. An optimized upper bound is guaranteed on the filtering error covariance for both the stochastic nonlinearities and multiple missing measurements. The main contributions of this paper can be summarized (from the aspects of model, problem and algorithm) as follows: 1) the system model is comprehensive that covers stochas- Fig. 1 . Schematic structure for the plant and filter over network tic nonlinearities and multiple missing measurements, thereby better reflecting the reality; 2) the addressed extended Kalman filtering problem over a finite horizon is new especially when multiple missing measurements are presented; and 3) the developed filter design algorithm is of a form suitable for recursive computation in online applications. The remainder of this paper is organized as follows. Section 2 briefly introduces the problem under consideration. In Section 3, the linearization is firstly enforced to facilitate the filter design. Then, the evolution of onestep prediction error covariance and filtering error covariance are derived for the addressed model. In the same section, an upper bound of the filtering error covariance is obtained and the filter gain is then designed to minimize such an upper bound at each sampling instant. An illustrative example is utilized in Section 4 to show the effectiveness of the proposed algorithm. The paper is concluded in Section 5. Notation The notations used throughout the paper are standard. R n and R n×m denote the n-dimensional Euclidean space and the set of all n × m matrices, respectively. For a matrix P , P T and P −1 represent its transpose and inverse, respectively. P > 0 means that the matrix P is real symmetric and positive definite.
• is the Hadamard product with this product being defined as [A • B] ij = A ij · B ij . tr(·) stands for the trace of a matrix. E{x} stands for the expectation of random variable x. I and 0 represent the identity matrix and the zero matrix with appropriate dimensions, respectively. diag{X 1 , X 2 , . . . , X n } stands for a block-diagonal matrix with matrices X 1 , X 2 , . . . , X n on the diagonal. Matrices, if their dimensions are not explicitly stated, are assumed to be compatible for algebraic operations.
Problem Formulation and Preliminaries
In this paper, we consider the filtering problem for a general class of discrete time-varying systems with stochastic nonlinearities and multiple missing measurements, where the schematic diagram is shown in Fig. 1 . The plant under consideration is of the following form:
where k is the sampling instant, x k ∈ R n is the state vector to be estimated, y k ∈ R q is the measurement output, η k and ζ k are zero-mean Gaussian noise sequences, D k is a known matrix with appropriate dimension, ω k ∈ R m is the process noise, and ν k ∈ R q is the measurement noise. 2 (i = 1, 2, . . . , q). Also, the noise signals η k , ζ k , ω k and ν k are uncorrelated with each other. The deterministic nonlinearities f (x k ) : R n → R n and h (x k ) : R n → R q are known and continuously differentiable with
for some nonnegative scalars a 1 and a 2 . On the other hand, the stochastic nonlinearities g( 
and the covariance given by
where r is a known positive integer,
. . , r) are known matrices with appropriate dimensions. The initial state x 0 , the process noise ω k and the measurement noise ν k are mutually uncorrelated and have the following statistical properties:
where P 0|0 > 0, Q k > 0 and R k > 0 are known matrices with appropriate dimensions. The recursive filter to be designed is of the following form:
wherex k|k is the estimate of x k at time k withx 0|0 =x 0 , x k+1|k is the one-step prediction at time k, K k+1 is the filter gain to be determined, andΞ k+1 := E{Ξ k+1 } := diag{µ
}. The objective of this paper is to design a finite-horizon filter of the structure (7)- (8) such that, for all stochastic nonlinearities and multiple missing measurements, an upper bound for the filtering error covariance is guaranteed, that is, there exists a sequence of positive-definite matrices Σ k+1|k+1 (0 ≤ k ≤ N ) satisfying
Moreover, the designed filter gain K k+1 is expected to minimize the upper bound Σ k+1|k+1 through a recursive scheme. Remark 1 In (2), h(x k ) represents the sensor outputs coupled with nonlinearities. In engineering practice, the nonlinearities in the sensor outputs result primarily from the sensor saturations due to finite register-length of digital hardware, and such kind of nonlinearities can be covered by the assumption made in (3). To be more specific, the assumption in (3) could encompass a number of frequently occurred sensor-related nonlinearities such as sector-bounded nonlinearities, quantization, overflow nonlinearities, etc. Note that, under the same normbounded assumption, the control and filtering problems have been extensively investigated for nonlinear stochastic systems, see e.g. [16, 17] . Remark 2 In recent years, it is quite common that the measurement signals are transmitted through a large number of sensors in a network. Due to the limited bandwidth of a network, the missing measurement phenomenon may occur intermittently and the data-missing probability may be different for individual sensor. In (2), the multiple missing measurements (i.e., data missing with multiple sensors) are taken into account, where the diagonal matrix Ξ k stands for the missing status for all sensors as a whole and the random variable α i k corresponds to the ith sensor (i = 1, 2, . . . , q). As discussed in [26] , the random variable α i k can take any value over the interval [0, 1] and the probability for α i k to take different values may vary with the sensors. Moreover, α i k can obey any discrete probability distributions over the interval [0, 1] that includes the Bernoulli (binary) distribution as a special case. By considering the phenomenon of the multiple missing measurements, the new measurement model (2) is capable of describing the actual arrivals of the measured information from multiple sensors especially when only partial data is missing. Before proceeding further, we are in a position to introduce the following lemmas which will be used in subsequent developments. Lemma 1 [7] Let A = [a ij ] p×p be a real-valued matrix and B = diag{b 1 , b 2 , . . . , b p } be a diagonal random matrix. Then
where • is the Hadamard product. Lemma 2 [28] Given matrices A, H, E and F with appropriate dimensions such that F F T ≤ I. Let X be a symmetric positive definite matrix and γ be an arbitrary positive constant such that γ −1 I − EXE T > 0. Then the following inequality holds
and
then the solutions M k and N k to the following difference equations
Main Results
In this section, we aim to establish a unified framework to deal with the addressed filtering problem in the simultaneous presence of stochastic nonlinearities as well as multiple missing measurements. The linearization is firstly enforced to facilitate the later developments. Subsequently, the one-step prediction error covariance and the filtering error covariance are calculated so as to design the finite-horizon EKF, where special effort is made to compensate the effects of multiple missing measurements. Next, the upper bound of the filtering error covariance is presented and the filter gain is designed to guarantee that such an upper bound is minimized. To start with, let us denote the one-step prediction error asx k+1|k = x k+1 −x k+1|k and the filtering error as x k+1|k+1 = x k+1 −x k+1|k+1 . Subtracting (7) from (1), we havẽ
By using the Taylor series expansion aroundx k|k , we linearize f (x k ) as follows:
where
and o(x 2 k|k ) represents the high-order terms of the Taylor series expansion. For presentation convenience, following [6, 31] , the high-order terms are transformed into the following easy-to-handle formulation:
where B k is a problem-dependent scaling matrix, L k is introduced to provide an extra degree of freedom to tune the filter, and ℵ 1,k is an unknown time-varying matrix accounting for the linearization errors of the dynamical model that satisfies
It follows from (14)- (16) that
Similarly, by applying the Taylor series expansion for h(x k+1 ) aroundx k+1|k , the innovation of the filter can be obtained as follows:
E k+1 is a problem-dependent scaling matrix, and ℵ 2,k+1 is an unknown time-varying matrix representing the linearization errors of the dynamical model that satisfies
In this paper, as in [6] , the deterministic matrices ℵ 1,k , ℵ 2,k+1 and the scaling matrices B k , E k+1 are employed to account for the linearization errors. For more details we refer the reader to Appendix C of [6] . According to (8) and (19) , the filtering error can be written as:
Subsequently, in the light of (18) and (21), the covariances for the one-step prediction error and filtering error can be derived, respectively, in the following theorems. Theorem 1 The one-step prediction error covariance P k+1|k is given by
Proof: It can be shown that (22) follows directly from (5)- (6) and (18), and therefore the proof is omitted for conciseness.
Theorem 2 The filtering error covariance P k+1|k+1 satisfies
Proof: Noting (21), we have
It is not difficult to show that the terms P k+1 , Q k+1 , R k+1 , X k+1 , Y k+1 and Z k+1 are all equal to zero. It follows from (5)- (6) that (25) can be rewritten as:
By using the property of conditional expectation and applying Lemma 1, the second term of the right-hand side of (26) can be determined as follows:
whereΞ k+1 is defined in (24) . Then, from (26) and (27) , it can be concluded that (23) is true. The proof is now complete.
Remark 3
In Theorem 2, the recursive form of the filtering error covariance has been developed. Note that the linearization is enforced to tackle the nonlinearities f (·) and h(·). As such, (22) and (23) involve ℵ 1,k and ℵ 2,k+1 which add extra computational difficulty for the design of filter gain. Actually, due to the consideration of the linearization errors, it is literally impossible to obtain the accurate value of the filtering error covariance P k+1|k+1 , and a seemingly natural way is to design appropriate filter gain K k+1 in order to guarantee an upper bound for the filtering error covariance that can then be minimized at each sampling instant.
Motivated by [32] , in the following theorem, an upper bound is provided for the filtering error covariance and the filter gain is then designed to minimize such an upper bound.
Theorem 3 Consider the covariance matrices of the one-step prediction error and the filtering error in (22) and (23) . Assume that (17) and (20) are true. Let γ 1,k , γ 2,k+1 and ε j (j = 1, 2) be positive scalars. If the following two discrete-time Riccati-like difference equations:
with initial condition Σ 0|0 = P 0|0 > 0 have positive definite solutions Σ k+1|k and Σ k+1|k+1 such that, for all 0 ≤ k ≤ N , the following two constraints
are satisfied where
then with the filter gain K k+1 given by
the matrix Σ k+1|k+1 is an upper bound for P k+1|k+1 , i.e.,
Moreover, the filter gain K k+1 given by (33) minimizes the upper bound Σ k+1|k+1 .
Proof: To begin with, based on (22) and (23), rewrite the covariance matrices P k+1|k and P k+1|k+1 as the functions of P k|k and P k+1|k as follows:
Then, it is not difficult to verify that the condition (11) in Lemma 3 is satisfied. Now, we are in a position to tackle the term of the righthand side of (22) . Notice that the following elementary inequality
T k|k (35) where ε 1 > 0 is a scalar. Based on (35) , the second term of the right-hand side of (22) can be rearranged as
Together with (22) and (36), we have
On the other hand, let us handle the terms of the righthand side of (23) . It follows from (3) that (39) with ε 2 > 0 being a scalar, we obtain
Subsequently, by considering (23), (39) and (40), we have
Next, according to (28) and (29), we continue to rewrite Σ k+1|k and Σ k+1|k+1 as the function of Σ k|k and Σ k+1|k as follows:
whereΞ k+1 and Ω k+1|k are defined in (24) and (32), respectively. Combining (37), (41), (42) and (43), we can show that the condition (12) in Lemma 3 is satisfied. Therefore, it follows from Lemmas 2-3 that
Next, we are ready to show that the filter gain given by (33) is optimal in the sense that it minimizes the upper bound Σ k+1|k+1 . Taking the partial derivative of Σ k+1|k+1 with respect to K k+1 and letting the derivative be zero, we have
Based on the above equation, the optimal filter gain K k+1 can be determined as
which is identical to (33) . It is clear that the filter gain given by (33) is optimal that minimizes the upper bound Σ k+1|k+1 for the filtering error covariance. This completes the proof. Remark 4 The recursive EKF problem is solved in Theorems 1-3 for a general class of discrete time-varying nonlinear systems with stochastic nonlinearities and multiple missing measurements. Unlike most existing literature, the EKF scheme presented in this paper has an advantage to cope with the multiple missing measurements where each sensor is allowed to have individual data missing probability especially when only partial information is missing. Note that such a missing measurement phenomenon is typically encountered in practical engineering systems including networked control systems. To handle the emergence of multiple missing measurements, we have made specific efforts to design a recursive filter and derive the upper bound for the filtering error covariance that are dependent on the individual missing probability. Specifically, the Hadamard product has been applied to facilitate the algorithm development. It is worth pointing out that the related (first to third) terms in (29) caused by multiple missing measurements and the fourth term in (28)- (29) due to the consideration of stochastic nonlinearities constitute the main difference between our work and the work of [32] .
Remark 5 In this paper, our focus is on the recursive filter design problem for time-varying systems with stochastic nonlinearities and multiple missing measurements. Due to such a complicated time-varying nature, we carry out the research for the finite-horizon case, that is, we wish the filtering criteria to be satisfied over a finite-horizon. Instead of the asymptotic behavior (over an infinite-horizon), in this paper, we are only interested in the transient property over the finite-horizon k ∈ [0, N ], i.e., the upper bound for the filtering error covariance is obtained at every sampling instant k ∈ [0, N ], and such an upper bound is minimized by properly designing the filter gain at each sampling instant. Nevertheless, in case that the convergence analysis of the proposed filter approach becomes a concern, as discussed in [13] , some additional assumptions can be made on the system parameters in order to ensure the global boundedness of the estimation errors, which constitutes one of our future research topics. Remark 6 At each sampling instant, the filter gain K k+1 is designed in Theorem 3 to guarantee that the upper bound for the filtering error covariance is minimized. The system (1)- (2) under consideration is comprehensive that includes two phenomena of the stochastic nonlinearities and the multiple missing measurements, hence reflects the reality more closely especially in a networked environment. In our main results, these two phenomena are dealt with in a unified yet effective framework and are explicitly reflected in the design procedure. Specifically, the matrices Π 1, 2 , . . . , q) are there to account for the multiple missing measurements. Furthermore, the proposed filter is derived in terms of two discrete Riccati-like difference equations, which are suitable for recursive computation in online applications. In the next section, a simulation example is employed to show the usefulness of the proposed filter scheme.
A Numerical Example
In this section, the effectiveness of the filtering algorithm developed in this paper is demonstrated. A target tracking scenario is used to justify the potential applicability of the designed filter scheme. As analyzed in [24] , consider a maneuvering target that is accelerating with random bursts of gas from its reaction control system thrusters. The state vector could consist of the position and velocity of the target. When tracking a maneuvering target through a radar system equipped with an array of sensors communicating through a (possibly wireless) network, the multiple missing phenomenon might occur due to the bandwidth limit of the signal transmission channel, the sensors aging and/or sensor temporal failure. Furthermore, the system may contaminate with the stochastic nonlinearities owing to a variety of reasons such as random failures and repairs of the components, changes in the interconnections of subsystems, and sudden environment changes. For real-time tracking, the system parameters would have to be time-varying. Our objective is, therefore, to design a filter such that, in the simultaneous presence of stochastic nonlinearities and multiple missing measurements, an optimized upper bound for the filtering error covariance is guaranteed.
Motivated by this background, we consider the following discretized maneuvering target tracking system with stochastic nonlinearities and multiple missing measurements:
is composed of the position and velocity of the target, ω k ∈ R and ν k ∈ R are zero-mean Gaussian white noises with covariances 0.05. Consider the following the case of the probability density function for Ξ k : The stochastic nonlinearities g(x k , η k ) and s(x k , ζ k ) are chosen as follows:
where η i k and ζ i k (i = 1, 2) stand for zero-mean uncorrelated Gaussian white noises with unity covariances. It is not difficult to verify that the above stochastic nonlinearities satisfy 
, where K is the number of the samples. Similarly, MSE2 is the mean square error for the estimation of the second state, i.e.,
According to (28) , (29) and (33) in Theorem 3, the upper bound of the filtering error covariance and filter gains at every time step can be recursively calculated. Therefore, the addressed filter design problem can be solved by means of the proposed filter structure (7) [4] [5] , which illustrate that the presented filter scheme can perform well to estimate the system states. This is due to the fact that we have made specific efforts to compensate the effects of the stochastic nonlinearities and multiple missing mea- surements. Remark 7 As discussed in [31] , the matrices B k , E k+1 and L k are used to quantitatively characterize the upper bound of the linearization errors obtained from the Taylor series expansion for the nonlinearities. Accordingly, by taking the inequalities (17) and (20) into consideration, the high-order terms in the Taylor series expansions can be approximated. In the simulation, we set the matrix L k as δ k I (δ k is a positive constant) in order to enhance the feasibility of (30) and (31), and then we can always adjust the values of scaling matrices B k and E k+1 to guarantee the inequalities (17) and (20) . Specifically, it is worth mentioning that we can simply set B k = 0 and E k+1 = 0 if the effects of the linearization errors are negligible for some problems.
Conclusions
In this paper, we have made one of the first few attempts to design the finite-horizon EKF for a class of timevarying systems with stochastic nonlinearities and multiple missing measurements. The stochastic nonlinearities described by statistical means have been taken into account. The phenomenon of multiple missing measurements has been described by any discrete-time distributions with known probability density function. A series of mutually independent random variables has been introduced to characterize the operation behavior of each sensor. By means of the Riccati-like equation approach, we have designed the EKF such that, for both the stochastic nonlinearities and multiple missing measurements, the upper bound of the filtering error covariance exits and is then minimized by properly designing the filter gain at every sampling instant. Finally, the effectiveness and applicability of the developed algorithm has been demonstrated by an illustrative simulation example. His research interests include signal processing, intelligent information processing, technology-enhanced learning, educational and health information systems, and human-centered computing. Dr. Stergioulas is a Qualified Chartered Engineer.
