Ultra-high dimensional data often display heterogeneity due to either heteroscedastic variance or other forms of non-location-scale covariate effects. To accommodate heterogeneity, we advocate a more general interpretation of sparsity which assumes that only a small number of covariates influence the conditional distribution of the response variable given all candidate covariates; however, the sets of relevant covariates may differ when we consider different segments of the conditional distribution. In this framework, we investigate the methodology and theory of nonconvex penalized quantile regression in ultrahigh dimension. The proposed approach has two distinctive features: (1) it enables us to explore the entire conditional distribution of the response variable given the ultra-high dimensional covariates and provides a more realistic picture of the sparsity pattern; (2) it requires substantially weaker conditions compared with alternative methods in the literature; thus, it greatly alleviates the difficulty of model checking in the ultra-high dimension. In theoretic development, it is challenging to deal with both the nonsmooth loss function and the nonconvex penalty function in ultra-high dimensional parameter space. We introduce a novel sufficient optimality condition which relies on a convex differencing representation of the penalized loss function and the subdifferential calculus. Exploring this optimality condition enables us to establish the oracle 1 Lan Wang is Associate Professor,
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Introduction
High-dimensional data are frequently collected in a large variety of research areas such as genomics, functional magnetic resonance imaging, tomography, economics and finance. Analysis of high-dimensional data poses many challenges for statisticians and calls for new statistical methodologies and theories (Donoho, 2000; Fan and Li, 2006) . We consider the ultra-high dimensional regression setting in which the number of covariates p grows at an exponential rate of the sample size n.
When the primary goal is to identify the underlying model structure, a popular approach for analyzing ultra-high dimensional data is to use the regularized regression. It is common to observe that real life ultra-high dimensional data display heterogeneity due to either heteroscedastic variance or other forms of non-location-scale covariate effects. This type of heterogeneity is often of scientific importance but tends to be overlooked by exiting procedures which mostly focus on the mean of the conditional distribution. Furthermore, despite significant recent developments in ultra-high dimensional regularized regression, the statistical theory of the existing methods generally requires conditions substantially stronger than those usually imposed in the classical p < n framework. These conditions include homoscedastic random errors, Gaussian or near Gaussian distributions, and often hard-to-check conditions on the design matrix, among others. These two main concerns motivate us to study nonconvex penalized quantile regression in ultra-high dimension.
Quantile regression (Koenker and Bassett, 1978) has become a popular alternative to least squares regression for modeling heterogeneous data. We refer to Koenker (2005) for a comprehensive introduction and to He (2009) for a general overview of many interesting recent developments. Welsh (1989) , Bai and Wu (1994) and He and Shao (2000) established nice asymptotic theory for high-dimensional M -regression with possibly nonsmooth objective functions. Their results apply to quantile regression (without the sparseness assumption) but require that p = o(n).
In this paper, we extend the methodology and theory of quantile regression to ultra-high dimension. To deal with the ultra-high dimensionality, we regularize quantile regression with a nonconvex penalty function, such as the SCAD penalty and the MCP. The choice of nonconvex penalty is motivated by the well-known fact that directly applying the L 1 penalty tends to include inactive variables and to introduce bias. We advocate a more general interpretation of sparsity which assumes that only a small number of covariates influence the conditional distribution of the response variable given all candidate covariates; however, the sets of relevant covariates may be different when we consider different segments of the conditional distribution. By considering different quantiles, this framework enables us to explore the entire conditional distribution of the response variable given the ultra-high dimensional covariates. In particular, it can provide a more realistic picture of the sparsity patterns, which may differ at different quantiles.
Regularized quantile regression with fixed p was recently studied by Li and Zhu (2008) , Zou and Yuan (2008) , Wu and Liu (2009) and Kai, Li and Zou (2011) . Their asymptotic techniques, however, are difficult to extend to the ultra-high dimension.
For high dimensional p, Belloni and Chernozhukov (2011) recently derived a nice error bound for quantile regression with the L 1 -penalty. They also showed that a post-L 1 -quantile regression procedure can further reduce the bias. However, in general post-L 1 -quantile regression does not possess the oracle property.
The main technical challenge of our work is to deal with both the nonsmooth loss function and the nonconvex penalty function in ultra-high dimension. Note that to characterize the solution to quantile regression with nonconvex penalty, the KarushKuhn-Tucker (KKT) local optimality condition is necessary but generally not sufficient. To establish the asymptotic theory, we novelly apply a sufficient optimality condition for the convex differencing algorithm; which relies on a convex differencing representation of the penalized quantile loss function (Section 2.2). Furthermore, we employ empirical process techniques to derive various error bounds associated with the nonsmooth objective function in high dimension. We prove that with probability approaching one, the oracle estimator, which estimates the zero coefficients as zero and estimates the nonzero coefficients as efficiently as if the true model is known in advance, is a local solution of the nonconvex penalized sparse quantile regression with either the SCAD penalty or the MCP penalty for ultra-high dimensionality.
The theory established in this paper for sparse quantile regression requires much weaker assumptions than those in the literature, which alleviates the difficulty of checking model adequacy in the ultra-high dimension settings. In particular, we do not impose restrictive distributional or moment conditions on the random errors and allow their distributions to depend on the covariates (Condition (C3) in the Appendix).
Kim, Choi and Oh (2008) derived the oracle property of the high-dimensional SCAD penalized least squares regression under rather general conditions. They also discov-ered that for the squared error loss, the upper bound of the dimension of covariates is strongly related to the highest existing moment of the error distribution. The higher the moment exists, the larger p is allowed for the oracle property; and for the normal random errors the covariate vector may be ultra-high dimensional. In fact, most of the theory in the literature for ultra-high dimensional penalized least squares regression requires either the Gaussian or Sub-Gaussian condition.
The rest of the paper is organized as follows. In Section 2, we propose sparse quantile regression with nonconvex penalty, and introduce a local optimality condition for nonsmooth nonconvex optimization. We further study the asymptotic theory for sparse quantile regression with ultra-high dimensional covariates. In Section 3, we conduct a Monte Carlo study and illustrate the proposed methodology by an empirical analysis of an eQTL microarray data set. All regularity conditions and technical proofs are relegated to the Appendix.
Nonconvex Penalized Quantile Regression

The Methodology
Let us begin with the notation and statistical setup. Suppose that we have a random sample {Y i , x i1 , . . . , x ip }, i = 1, . . . , n, from the following model:
where
T with x i0 = 1, and the random errors i satisfy P ( i ≤ 0|x i ) = τ for some specified 0 < τ < 1. The case τ = 1/2 corresponds to median regression.
The number of covariates p = p n is allowed to increase with the sample size n. It is possible that p n is much larger than n.
The true parameter value β 0 = (β 00 , β 01 . . . , β 0pn ) T is assumed to be sparse; that is, the majority of its components are exactly zero. Let A = {1 ≤ j ≤ p n : β 0j = 0}
be the index set of the nonzero coefficients. Let |A| = q n be the cardinality of the set A, which is allowed to increase with n. In the general framework of sparsity discussed in Section 1, both the set A and the number of nonzero coefficients q n depend on the quantile τ . We omit such dependence in notation for simplicity. Without loss of generality, we assume that the last p n − q n components of β 0 are zero; that is, we
The oracle estimator is defined as β = ( β
T , where β 1 is the quantile regression estimator obtained when the model is fitted using only relevant covariates (i.e., those with index in A).
Let X = (x 1 , . . . , x n ) T be the n × (p n + 1) matrix of covariates, where
are the rows of X. We also write X = (1, X 1 , . . . , X pn ), where 1, X 1 , . . . , X p are the columns of X and 1 represents an n-vector of ones. Define X A to be the submatrix of X that consists of its first q n + 1 columns; similarly denoted by X A c the submatrix of X that consists of its last p n − q n columns. For the rest of this paper, we often omit the subscript n for simplicity. In particular, we let p and q stand for p n and q n , respectively.
We consider the following penalized quantile regression model
where ρ τ (u) = u {τ − I(u < 0)} is the quantile loss function (or check function), and p λ (·) is a penalty function with a tuning parameter λ. The tuning parameter λ controls the model complexity and goes to zero at an appropriate rate. The penalty function p λ (t) is assumed to be nondecreasing and concave for t ∈ [0, +∞), with a continuous derivativeṗ λ (t) on (0, +∞). It is well known that penalized regression with the convex L 1 penalty tends to over-penalize large coefficients and to include spurious variables in the selected model. This may not be of much concern for predicting future observations, but is nonetheless undesirable when the purpose of the data analysis is to gain insights into the relationship between the response variable and the set of covariates.
In this paper, we consider two commonly used nonconvex penalties: the SCAD penalty and the MCP. The SCAD penalty function is defined by
The MCP function has the form represent the positive part and the negative part of β j respectively, the minimization problem can be equivalently expressed as a constrained smooth optimization problem.
Difference Convex
Therefore, the second-order sufficient condition (Proposition 3.3.2, Bertsekas, 2008) from constrained smooth optimization theory can be applied. Exploring local optimality condition directly leads to asymptotic theory for SCAD penalized least squares regression under more relaxed conditions.
However, in our case, the loss function itself is also nonsmooth in addition to the non-smoothness of the penalty function. As a result, the above local optimality condition for constrained smooth optimization is not applicable. In this paper, we novelly apply a new local optimality condition which can be applied to a much broader class of nonconvex nonsmoothing optimization problem. More specifically, we consider penalized loss functions belonging to the class Let dom(g) = {x : g(x) < ∞} be the effective domain of g and let ∂g( Lemma 2.1 These exists a neighborhood U around the point
Asymptotic Properties
For notational convenience, we write
We consider the case in which the covariates are from a fixed design. We impose the following regularity conditions to facilitate our technical proofs.
(C1) (Conditions on the design) There exists a positive constant M 1 such that
(C2) (Conditions on the true underlying model) There exist positive constants
where λ min and λ max denote the smallest eigenvalue and largest eigenvalue, re-spectively. It is assumed that max (C4) (Condition on the true model dimension) The true model dimension q n satisfies
(C5) (Condition on the smallest signal) There exist positive constants c 2 and M 4 such that 2c 1 < c 2 ≤ 1 and
Conditions (C1), (C2), (C4) and (C5) are common in the literature on highdimensional inference, for example, condition (C2) requires that the design matrix corresponding to the true model is well behaved, and condition (C4) requires that the smallest signal should not decay too fast. In particular, they are similar to those in Kim et al. (2008) . Condition (C3), on the other hand, is more relaxed than the Gaussian or Subgaussian error condition usually assumed in the literature for ultra-high dimensional regression.
To formulate the problem in the framework of Section 2.2, we first note that the nonconvex penalized quantile objective function Q(β) in (2) can be written as the difference of two convex functions in β:
form of H λ (β j ) depends on the penalty function. For the SCAD penalty, we have
while for the MCP function, we have
Next, we characterize the subdifferentials of g(β) and h(β), respectively. The subdifferential of g(β) at β is defined as the following collection of vectors:
In this definition, sgn(t) = I(t > 0) − I(t < 0). Furthermore, for both the SCAD penalty and the MCP penalty, h(β)
is differentiable everywhere. Thus the subdifferential of h(β) at any point β is a singleton:
For both penalty functions,
for the SCAD penalty; while for the MCP penalty
The application of Lemma 2.1 utilizes the results from the following two lemmas.
The set of the subgradient functions for the unpenalized quantile regression is defined as the collection of the vector s(
Lemmas 2.2 and 2.3 below characterize the properties of the oracle estimator and the subgradient functions corresponding to the active and inactive variables, respectively.
Lemma 2.2 Suppose that conditions (C1)-(C5) in the Appendix hold and that
with probability approaching one, we have
Lemma 2.3 Suppose that conditions (C1)-(C5) in the Appendix hold and that qn
and nλ 2 → ∞. For the oracle estimator β and the s j ( β) defined in Lemma 2.2, with probability approaching one, we have
Applying the above results, we will prove that with probability tending to one, for any β in a ball in R p+1 with the center β and radius λ/2, there exists a subgradient
Then by Lemma 2.1, we can demonstrate that the oracle estimator β is itself a local minimizer. This is summarized in the following theorem. 
Remark. It can be shown that if we take λ = n −1/2+δ for some c 1 < δ < 
initialize by settingβ
where (τ ξ
subject to ξ
Note that (7) is a linear programming problem and can be solved using many existing optimization software packages. We claim convergence of the LLA algorithm when the weights w 
Simulation Study
Predictors X 1 , X 2 , · · · , X p are generated in two steps. We first generate (X 1 ,X 2 , · · · ,X p )
T from the multivariate normal distribution N p (0, Σ) with Σ = (σ jk ) p×p and σ jk = 0.5 |j−k| . The next step is to set X 1 = Φ(X 1 ) and X j =X j for j = 2, 3, · · · , p. The scalar response is generated according to the heteroscedastic location-scale model
where ∼ N (0, 1) is independent of the covariates. In this simulation experiment, X 1 plays an essential role in the conditional distribution of Y given the covariates; but does not directly influence the center (mean or median) of the conditional distribution.
We consider sample size n = 300 and covariate dimension p = 400 and 600.
For quantile regression, we consider three different quantiles τ = 0.3, 0.5 and 0.7.
We generate an independent tuning data set of size 10n to select the regularization parameter by minimizing the estimated prediction error (based on either the squared error loss or the check function loss, depending on which loss function is used for estimation) calculated over the tuning data set; similarly as in Mazumder, Friedman and Hastie (2009). In the real data analysis in Section 3.2, we use cross-validation for tuning parameter selection.
For a given method, we denote the resulted estimate by β = (
Based on simulation of 100 repetitions, we compare the performance of the aforementioned different methods in terms of the following criteria.
Size: the average number of non-zero regression coefficients β j = 0 for j = 1, 2, · · · , p;
P1: the proportion of simulation runs including all true important predictors, namely β j = 0 for any j ≥ 1 satisfying β j = 0. For the LS-based procedures and conditional median regression, this means the percentage of times including X 5 , X 12 , X 15 and X 20 ; for conditional quantile regression at τ = 0.3 and τ = 0.7, X 1 should also be included.
P2: the proportion of simulation runs X 1 is selected.
AE: the absolute estimation error defined by p j=0 | β j − β j |. Tables 1 and 2 depict the simulation results for p = 400 and p = 600, respectively.
In these two tables, the numbers in the parentheses in the columns labeled 'Size' and 'AE' are the corresponding sample standard deviations based on the 100 simulations.
The simulation results confirm satisfactory performance of the nonconvex penalized quantile regression when p > n for selecting and estimating relevant covariates. In this example, the signature variable X 1 is often missed by least-squares based methods, but has high probability of being included when several different quantiles are examined together. This demonstrates that by considering several different quantiles, it is likely to gain a more complete picture of the underlying structure of the conditional distribution. From Tables 1 and 2 , it can be seen that the penalized quantile median regression improves the corresponding penalized least squares methods in terms of AE due to the heteoscedastic error. Furthermore, it is observed that LASSO-penalized quantile regression tends to select a much larger model; on the other hand, the adaptive-Lasso penalized quantile regression tends to select a sparser model but with substantially higher estimation error for τ = 0.3 and 0.7. 
An Application
We now illustrate the proposed methods by an empirical analysis of a real data set.
The data set came from a study that used expression quantitative trait locus (eQTL) mapping in laboratory rats to investigate gene regulation in the mammalian eye and to identify genetic variation relevant to human eye disease (Scheetz et al., 2006 ).
This microarray data set has expression values of 31042 probe sets on 120 twelveweek-old male offspring of rats. We carried out the following two preprocessing steps:
remove each probe for which the maximum expression among the 120 rats is less than the 25th percentile of the entire expression values; and remove any probe for which the range of the expression among 120 rats is less than 2. After these two preprocessing We rank all other probes according to the absolute value of the correlation of their expression and the expression corresponding to 1389163 at and select the top 300
probes. Then we apply several methods on these 300 probes.
First, we analyze the complete data set of 120 rats. The penalized least squares procedures and the penalized quantile regression procedures studied in Section 3.1 were applied. We use five-fold cross validation to select the tuning parameter for each method. In the second column of Table 3 , we report the number of nonzero coefficients (# nonzero) selected by each method. We then conduct 50 random partitions. For each partition, we randomly select 80 rats as the training data and the other 40 as the testing data. A five-fold crossvalidation is applied to the training data to select the tuning parameters. We report the average number of nonzero regression coefficients (ave # nonzero), where numbers in the parentheses are the corresponding standard errors across 50 partitions, in the third column of Table 3 . We evaluate the performance over the test set for each partition. For Q-SCAD and Q-MCP, we evaluate the loss using the check function at the corresponding τ . As the squared loss is not directly comparable with the check loss function, we use the check loss with τ = 0.5 (i.e. L 1 loss) for the LS-based methods.
The results are reported in the last column of Table 3 , where the prediction error is defined as 40 i=1 ρ τ (y i −ŷ i ) and the numbers in the parentheses are the corresponding standard errors across 50 partitions. We observe similar patterns as when the methods are applied to the whole data set. Furthermore, the penalized quantile regression procedures improves the corresponding penalized least squares in terms of prediction error. The performance of Q-Lasso, Q-ALasso, Q-SCAD and Q-MCP are similar in terms of prediction error, although the Q-Lasso tends to select less sparse models and the Q-ALasso tends to select sparser model, compared with Q-SCAD and Q-MCP.
As with every variable selection method, different repetitions may select different subsets of important predictors. In Table 4 , we report in the left column the probes selected using the complete data set and in the right column the frequency these probes appear in the final model of these 50 random partitions for Q-SCAD(0.3), Q-SCAD(0.5), and Q-SCAD(0.7) in the left, middle and right panels, respectively. The probes are ordered such that the frequency is decreasing. From Table 4 Figure 1 : Lack-of-fit diagnosis QQ plot for the real data.
of the simulated sample vs the observed sample is given in Figure 1 . The QQ plot is close to 45 degree line and thus indicates a reasonable fit.
Discussions
In this paper, we investigate nonconvex penalized quantile regression for analyzing ultra-high dimensional data under the assumption that at each quantile only a small subset of covariates are active but the active covariates at different quantiles may be different. We establish the theory of the proposed procedures in ultra-high dimension under very relaxed conditions. In particular, the theory suggests that nonconvex penalized quantile regression with ultra-high dimensional covariates has the oracle property even when the random errors have heavy tails. In contrast, the existing theory for ultra-high dimensional nonconvex penalized least squares regression needs Gaussian or Sub-Gaussian condition for the random errors.
The theory was established by novelly applying a sufficient optimality condition based on a convex differencing representation of the penalized loss function. This approach can be applied to a large class of nonsmooth loss functions, for example the loss function corresponding to Huber's estimator and the many loss functions used for classification. As pointed out by a referee, the current theory only proves that the oracle estimator is a local minimum to the penalized quantile regression. How to identify the oracle estimator from potentially multiple minima is a challenging issue, which remains unsolved for nonconvex penalized least squares regression. This will be a good future research topic. The simulations suggest that the local minimum identified by our algorithm has fine performance. 
Appendix: Technical Proofs
Throughout the proof, we use C to denote a generic positive constant, which does not depend on n and may vary from line to line.
Proof of Lemma 2.2 relies on the following Lemma 4.1.
Lemma 4.1 Assume that conditions (C1)-(C5) are satisfied. The oracle estimator
Proof. The result can be established by using the techniques of He and Shao (2000) on M -estimation. A more straightforward proof that directly explores the structure of quantile regression is given in the earlier version of this paper, which is available from the authors upon request. , it suffices to show that
as n → ∞. Note that min 1≤j≤q | β j | ≥ min 1≤j≤q |β 0j | − max 1≤j≤q | β j − β 0j |. Furthermore, min 1≤j≤q |β 0j | ≥ M 4 n −(1−c 2 )/2 by condition (C5), and max 1≤j≤q | β j − β 0j | ≤ and nλ 2 → ∞. We have
with mean τ , and x ij , q + 1 ≤ j ≤ p are uniformly bounded, it holds
by Hoeffding's inequality. We have
under the conditions of the lemma. 2 Lemma 4.3 Assume that conditions (C1)-(C5) are satisfied and that q log(n) = o(nλ),
Proof. We generalize an approach by Welsh (1989) . We cover the ball {β 1 : ||β 1 − β 01 || ≤ ∆ q/n} with a net of balls with radius ∆ q/n 5 . It can be shown that this net can be constructed with cardinality N ≤ d · n 4q for some constant d > 0. Denote the N balls by B(t 1 ), . . . , B(t N ), where the ball B(t k ) is centered at t k , k = 1, . . . , N .
To simplify the notation, let
. Then the u i are independent mean-zero random variables, and
Applying Bernstein's inequality,
To evaluate J nj2 , note that the function I(x ≤ s) is increasing in s. Therefore,
for all n sufficiently large since qn
the v i are independent zero-mean random variables, and
Thus by Bernstein's inequality, for some positive constants C 1 , C 2 and C 3 ,
Finally, by (10) and (11), we have that the probability in (9) is bounded by
under the assumptions of the lemma. This completes the proof. 2
Proof of Lemma 2.3. By definition of the oracle estimator, β j = 0, for j = q + 1, . . . , p. We only need to show that
Condition (C2), with probability one there exists exactly q + 1 elements in D (Section 2.2, Koenker, 2005) . Then by condition (C1), with probability one
under the assumptions of the lemma. Thus to prove (12) , it suffices to show that 
as n → ∞.
By Lemma 2.3, P (|s j ( β)| ≤ λ, j = q + 1, . . . , p) → 1; thus we can always find l * j ∈ [−1, 1] such that s j ( β) + λl * j = 0, for j = q + 1, . . . , p. Let ξ * be the vector in G with l j = l * j , j = q + 1, . . . , p. We next verify that ξ * satisfies (14) . (2) For j = 1, . . . , q, we have ξ * j = λsgn( β j ). We note that min 1≤j≤q |β j | ≥ min 1≤j≤q | β j | − max 1≤j≤q | β j − β j | ≥ (a + 1/2)λ − λ/2 = aλ with probability approaching one by Lemma 2.2. Therefore, P ∂h(β) ∂β j = λsgn(β j ), j = 1, . . . , q → 1 as n → ∞ for both the SCAD penalty and the MCP penalty. For n sufficiently large, β j and β j have the same sign. Thus, P ξ * j = ∂h λ (β) ∂β j , j = 1, . . . , q → 1 as n → ∞. 
