Acceptable logic programs have been studied extensively in the context of proving termination of Prolog programs. It is di cult, however, to establish acceptability from the de nition since this depends on nding a suitable model, which need not be a Herbrand model in general, together with a suitable level mapping that one can use to check the conditions which characterize acceptability. In this paper, we will see that when working over a xed but arbitrary preinterpretation, a method can be provided for obtaining both a suitable model and a canonical level mapping which are su cient for this purpose. Furthermore, the canonical model and level mapping obtained will turn out to be su cient for discussing termination of non-ground queries.
Introduction
Acceptable programs were rst studied in detail in AP93] where they were shown to coincide, if oundering is ignored, with the programs which are left-terminating. They have been much examined in the literature, for example in Fit94, AP94, Apt95, Mar96, EBC99], and they form an important class of programs. However, in order to show from the de nition that a given program P is acceptable, it is necessary to determine a level mapping and a model I for P which satisfy the conditions of the de nition, see De nition 3.2. But this may be di cult to do, especially as the model I given in the de nition need not be a Herbrand model in general.
The notion of semi-acceptability as given in AP94] somewhat simpli es nding a suitable level mapping but is not much more natural in some cases (cf. the discussion in EBC99]) and a suitable model still needs to be found. It is therefore desirable to simplify these tasks, if possible, and it is the purpose of this paper to take some steps in this direction.
After establishing preliminaries in Section 2, we will start in Section 3 by displaying some of the di culties which underlie the general notion of acceptability. In particular, we will show that central notions and results on acceptable programs depend heavily on the choice of preinterpretation (including the choice of an underlying rst order language). We will also brie y consider the usefulness of constructive negation in the sense of Cha88] as an alternative way of handling non-ground negative literals, an approach taken in Mar96] . The problems pointed out in Section 3 will guide the rest of the paper.
In Section 4, we will generalize a result from AP93] and prove that for any xed preinterpretation a unique supported model can be found for any given program which is acceptable
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in that preinterpretation. (Precisely what is meant here will be de ned in Section 3). Indeed, it turns out that this model can be determined as the limit of the iterates of the single-step operator, where this limit is taken in the atomic topology Q as introduced in Sed95], see De nition 2.1 herein. The importance of this observation lies in the fact that convergence in the atomic topology Q can be characterized in a very simple way, see again De nition 2.1.
In Section 5, we will introduce the notion and construction of a canonical level mapping for a given acceptable program.
The main result of this paper, Theorem 6.3, is a characterization of acceptable programs by means of the unique supported model and the canonical level mapping just mentioned. The importance of this characterization is that both the model and the level mapping can be obtained by a constructive, if not e ective, approach 1 . In the same section, Section 6, we will also obtain strong minimality results for the unique supported model and the canonical level mapping for a given acceptable program.
Finally, in Section 7, we will show that the canonical level mapping and the unique supported model are suitable and su cient for a fully general discussion of the termination of non-ground queries as in AP93].
Acceptable programs have unique supported models { a result which was provided in AP93] for the case of Hebrand preinterpretations and which will be generalized to arbitrary preinterpretations in the sequel. We call classes of programs with this property unique supported model classes, and of course they leave little doubt about their intended semantics. The present paper is a side-product of work in progress by the authors which aims at obtaining a deeper understanding of these classes by comparing di erent methods for obtaining them, see HS99].
Preliminaries
Our notation basically follows Llo88], and we will give next a short review of the main terminology used.
A preinterpretation J for a normal logic program P consists of a rst order language L which contains the constant, function and predicate symbols occurring in P (but not the equality symbol) together with a domain D and assignments, as usual, of constant and function symbols in L to constants and functions respectively in D. An interpretation (model) I for P based on J will be called a J-interpretation (J-model) for P and, additionally, assigns predicate symbols in L to relations in D in the usual way. Variable assignments which map into the domain of J will be called J-variable assignments. It should be noted at this point that our de nition of preinterpretation, and therefore of interpretation, departs from normal practice in that we include L in the de nition. The reason for doing this will become clear when we de ne J-acceptability later, and it is mainly a convenient device for xing L since its choice a ects so much whether or not a program is acceptable.
Following Llo88] and x2 of Sed95], we denote by B P;J the set of all J-instances of predicate symbols in L i.e. the set of all p(d 1 ; : : : ; d n ), where p is an n-ary predicate symbol in L and d 1 ; : : : ; d n 2 D. An element A = p(d 1 ; : : : ; d n ) of B P;J is called a J; v-(ground) instance or J-(ground) instance of an atomic formula A 0 = p(t 1 ; : : : ; t n ) in L if there exists a J-variable assignment v such that A 0 j v = A, meaning that t i j v = d i for i = 1; : : : ; n, where t j v is the denotation of a term t relative to J and v. Since each t i j v 2 D, any J-instance of A 0 is variable free. This extends easily to literals L, where L = :A 0 = :p(t 1 ; : : : ; t n ), say. Thus, the symbol :p(d 1 ; : : : ; d n ) is called a J; v-(ground) instance or J-(ground) instance of the literal L if there exists a J-variable assignment v such that p(t 1 ; : : : ; t n ) j v = p(d 1 ; : : : ; d n ). We sometimes loosely refer to J-ground instances of atoms and of literals as J-ground atoms and J-ground literals respectively. In accordance with De nition 1 of Sed95], we write ground J (P) for the set of all J-(ground) instances of clauses, or J-ground clauses, in P. Thus, typically, if A 0 L 1 ; : : : ; L n is a clause in P, then A 0 j v L 1 j v; : : : ; L n j v is an element of ground J (P), where v is a J-variable assignment such that A = A 0 j v is a J-instance of A 0 and L i j v is a J-instance of L i for i = 1; : : : ; n. All elements of ground J (P) are obtained thus for some clause and some J-variable assignment.
The set of all J-interpretations for a given normal program P will be denoted by I P;J , and this set is a complete lattice with respect to the ordering de ned by I J if and only if I j = A implies J j = A for every A 2 B P;J . As usual, we identify I P;J with the power set 2 B P;J and the ordering is then indeed set-inclusion. For I 2 I P;J we set c I = B P;J n I. With 2 , where we take the bottom element to be ? = (;; ;). Total elements are in fact maximal elements in the given ordering.
The three-valued operator P;J is de ned as a mapping on partial J-interpretations K as follows. We set P;J (K) = (I + ; I ? ), where I + is the set of all A 2 B P;J with the property that there exists a clause A body in ground J (P) such that body is true in K, and I ? is the set of all A 2 B P;J such that for all clauses A body in ground J (P) we have that body is false in K. We note that P;J is monotonic, and hence we de ne P;J " 0 = ?; P;J " (k + 1) = P;J ( P;J " k) for a successor ordinal k, and P;J " = supf P;J " j < g for a limit ordinal .
If J is a Herbrand-preinterpretation, we will omit the subscript J and write ground(P), T P , P etc. instead of ground J (P), T P;J , P;J etc.
Among other things, we will be concerned with convergence (in the topological sense) of sequences of iterates of the immediate consequence operator, and we will therefore need the following de nition and results of Sed95].
2.1 De nition Fixing a preinterpretation J, the atomic topology Q is de ned on the space I P;J of all interpretations based on J and is characterized via convergence as follows. A net 4 (I ) of interpretations converges in Q if and only if, for every J-ground atom A, there exists an index such that either I j = A for all > or for all > we have I 6 j = A, i.e. if every J-ground atom A is either eventually true in I or is eventually false in I . The unique limit of a converging net is the interpretation which assigns the truth value true to all J-ground atoms which are eventually true in I .
The atomic topology was introduced in Sed95] and is a generalization of the query topology discussed in BS89] and de ned on the space of all Herbrand-interpretations for a given program. The importance of the atomic topology for logic programming semantics is obvious from the following theorem which is a generalization of Hit98, Theorem 3.6].
2.2 Theorem Let P be a normal logic program, let J be a preinterpretation and let I be a J-interpretation for P. If the sequence of iterates (T n P;J (I)) n2N of the immediate consequence operator T P;J converges in Q to some M, then M is a J-model for P. If the sequence (T n P;J (I)) does not converge in Q for any J-interpretation I, then P has no supported J-models.
Proof: Suppose T n P;J (I) ! M in Q for some J-interpretation I. We have to show that T P;J (M) M. Let A 2 T P;J (M). By de nition of T P;J , there exists a J-ground clause A A 1 ; : : :; A k 1 ; :B 1 ; : : :; :B l 1 where, for k = 1; : : :; k 1 and for l = 1; : : :; l 1 , we have M j = A k and M 6 j = B l . By convergence in Q, there is an n 0 2 N such that for all n n 0 and for k = 1; : : :; k 1 ; l = 1; : : :; l 1 , we have A k 2 T n P;J (I) and B l 6 2 T n P;J (I). By de nition of T P;J , it follows that we have A 2 T m P;J (I) for all m n 0 + 1. Hence, A 2 T n P;J (I) eventually and therefore, by convergence in Q again, M j = A, which proves the rst statement. Now, if M is a supported J-model for P, then (T n P;J (M)) is constant with value M, and so the second statement is trivially true.
Motivation
It will be convenient to rst give the formal de nition of acceptability. Given a normal logic program P and a preinterpretation J, a level mapping for P is a mapping l from B P;J to the set of natural numbers. We will always assume that l is in fact extended to J-instances of literals by setting l(:A) = l(A) for every A 2 B P;J .
Following AP93], we de ne a subset P ? of P as follows.
3.1 De nition Let P be a normal logic program and let p; q be predicate symbols occurring in P.
(i) We say that p refers to q if there is a clause in P with p in its head and q in its body.
(ii) We say that p depends on q if (p; q) is in the re exive, transitive closure of the relation refers to.
(iii) The set of predicate symbols in P which occur in a negative literal in the body of a clause in P is denoted by Neg P . (iv) The set of predicate symbols in P on which the predicate symbols in Neg P depend is denoted by Neg P . For convenience, we will denote this set simply by N. (v) We de ne P ? to be the set of clauses in P which contain a predicate symbol from N in the head. Next, we reproduce the de nition of acceptability as given in AP93].
3.2 De nition Let P be a normal logic program, let l be a level mapping for P, and let I be a model for P whose restriction to the predicate symbols in N is a model 5 of the Clark-completion comp(P ? ) of P ? . Then P is called acceptable with respect to l and I if the following condition ( ) is satis ed: for every clause A L 1 ; : : :; L n in ground(P), the following implication holds for all i 2 f1; : : :; ng:
A program is called acceptable if it is acceptable with respect to some level mapping and some model.
It is important to notice that I need not be a Herbrand model here (even though the level mapping is de ned on B P ) and, in fact, even the notion of ground(P) used in De nition 3.2 depends on the choice of preinterpretation in that it depends on the choice of rst order language. We will therefore nd the following de nition useful.
3.3 De nition A program P which is acceptable with respect to some J-model M (so that the underlying preinterpretation of M is J) will be called J-acceptable. (Thus, ground(P) used in De nition 3.2 becomes ground J (P) in our notation, the level mapping l is taken to be de ned on B P;J and the condition ( ) is required to hold for each J-ground clause in P). If J is a Herbrand-preinterpretation whose associated language contains only the function and constant symbols occurring in the program itself, then P will be called Herbrand-acceptable.
The following theorem was established in AP93]. A program is called left-terminating if all SLDNF-derivations starting in a ground goal are nite, provided the left-most selection rule is used. If the selected literal in some step of an SLDNF-derivation of some goal is non-ground and negative, then the program is said to ounder under this goal.
Theorem Every acceptable program is left-terminating. Every left-terminating non-
oundering program is Herbrand-acceptable.
Consequently, if a program is acceptable but not Herbrand-acceptable, it must ounder on some ground query. Since this is not desirable for practical programming purposes under Prolog, Herbrand-acceptability su ces for Prolog programming in the main. Other approaches to handling negation, however, like Chan's constructive negation ( Cha88] ), can deal with non-ground negated atoms in the selected literal. Therefore, the notion of acceptability is still important in this context, see Mar96] , and consequently acceptability under arbitrary preinterpretations is worth studying.
Next, we will give a short account of the di culties involved, by means of some example programs. These programs are not of practical use, and ounder on some inputs. They are designed for the sole purpose of highlighting the importance of choosing suitable preinterpretations. The program P 2 is Herbrand-acceptable (with respect to the model fq(0)g) although it ounders on the goal f r(0)g. However, it has no supported model with respect to the set f0; 1g as domain of preinterpretation. We see from this example that choosing a language which contains more than the function and constant symbols occurring in the program can lead to failure in nding a model under this preinterpretation which can be used for determining acceptability.
Program
Constructive negation in the sense of Cha88] (see also Mar96]), as a way to resolve oundering, does not cover the general case either, due to the following two assumptions made in the cited papers: Chan in Cha88, p. 113] assumes, throughout, the consistency of the completed database, and also assumes Cha88, p. 116] that the underlying language contains in nitely many constant symbols and function symbols. Consistency of the completed database is dependent on the chosen domain of preinterpretation (restricted through the presence of in nitely many constant and function symbols) and, in fact, under this assumption concerning the underlying language, we see that the completed database for program P 2 is not consistent.
Furthermore, consider the following program.
3.7 Program Let P 3 be the program. r(0) :q(X ); r(0) q(0)
the set of all programs which are J-acceptable with respect to some preinterpretation J whose domain contains in nitely many constants and functions, coincides with the set of all programs which terminate under Chan's constructive negation. Nevertheless, this result does not account for programs which are, for example, Herbrand-acceptable but not J-acceptable, where J is constrained as above. The Program P 3 displays this fact.
In programs P 1 and P 3 , the Herbrand preinterpretation was too small to allow determination of acceptability. Our nal program shows that in some cases it may even be too large. It also displays the fact that not only the choice of underlying language is important, but also how function symbols are treated by the preinterpretation. Under the Herbrand-preinterpretation, this program is not acceptable due to the existence of the function symbol f, giving an instance of q(X) which is false. However, P 4 is acceptable with respect to a preinterpretation whose domain is the one-point set f0g and where f is interpreted as the identity function on f0g.
We see from the examples above that the choice of a suitable preinterpretation is essential when studying acceptability. In the sequel, we will assume that such a choice has been made, and emphasize this by using the pre x J-as described in the preliminaries in Section 2.
4 The Unique Supported J-Model for J-Acceptable Programs
In AP93] it was shown that every Herbrand-acceptable program has a unique supported Herbrand model which can be obtained using iterates of Fitting's three-valued operator P .
We generalize this result and show that every J-acceptable program has a unique supported J-model, which can be obtained as the limit in Q of a sequence of iterates of the single-step operator.
The following generalizes AP93, Lemma 6.2].
4.1 Lemma Let P be a normal logic program, let J be a preinterpretation for P, let I 2 I P;J and let K be a partial J-interpretation for P with K By assumption, it follows that for these values of i and j, A i 2 I and B j 6 2 I, and hence A 2 T P;J (I). For the second inclusion, it su ces to show that P;J (K) ? c T P;J (I). Let A 2 P;J (K) ? .
Then, for every clause A A 1 ; : : :; A k 1 ; :B 1 ; : : :; :B k 2 in ground J (P), we have some A i 2 K ? or some B j 2 K + . Hence, for every such clause, we have some A i 6 2 I or some B j 2 I, which implies that A 6 2 T P;J (I). For the last statement, it su ces to note that a conjunction L 1^ ^L n of literals is true in K if and only if it is true in I if and only if it is not false in K.
The following straightforward corollary provides the essential link between the -operator and convergence in Q of the single-step operator. Intuitively speaking, iterates of T P;J are \squeezed between" the iterates of P;J .
4.2 Corollary Let I n = T n P;J (;) and let K n = P;J " n(?). Then for all n 2 N we obtain K + n I n c K ?
n .
The following now easily carries over from AP93], and is in fact a direct consequence of Lemma 4.1. 4.4 Theorem Let P be a normal logic program and let J be a preinterpretation for P. Since M is total, the previous proposition implies that M + is the limit in Q of the sequence I n . Since totality of P;J " ! implies that it is the unique xed point of P;J , it therefore equals 4.5 Theorem Let P be a normal logic program and let J be a preinterpretation for P.
Proposition
(1) If T P;J (I) = I, then P;J " ! (I; c I). (2) If P is J-acceptable, then P;J " ! is total. (3) If P is J-acceptable with respect to some level mapping l, then, for all n 2 N and all A 2 B P;J with l(A) = n, we have A 2 P;J " (n + 1) + P;J " (n + 1) ? , i.e. A is not unde ned in P;J " (n + 1).
Proof: (1) By Proposition 4.3, (I; c I) is a xed point of P;J . Since P;J is monotonic, it has a least xed point M and P;J " ! M (I; c I).
(2) The proof given in AP93, Theorem 6.7] carries over directly from the Herbrand case, and we omit the details. (3) This is a direct corollary of the proof of (2).
The following main result of this section is now easily obtained.
4.6 Corollary Let P be J-acceptable. Then the sequence (T n P;J (;)) converges in the atomic topology to the unique supported J-model M P;J of P.
The Canonical Level Mapping for J-Acceptable Programs
We show next how to obtain a level mapping for a given program which is suitable for proving its acceptability. The construction is based on a construction of a canonical level mapping for locally hierarchical programs, and it will be convenient to recall it here. For the purpose of the present section, we relax the notion of a level mapping and de ne a general level mapping to be a partial mapping l : B P;J ! , where is an arbitrary ordinal; we always extend l to J-instances of literals in the manner de ned in Section 3. If we assume that = !, the rst trans nite ordinal, and that l is total, we obtain our original de nition. To avoid confusion, we will refer to a level mapping l : B P;J ! ! as an !-level mapping for the present section. These programs were introduced by Cavedon in Cav89] in the context of Herbrandpreinterpretations; the name \strictly level decreasing" was adopted by us in SH99], and will also be used here at times, because this latter name is more indicative of the de ning property involved than is the former. These programs are known ( Cav91]) to have a unique supported model which is also their unique perfect model, and it can be obtained by several di erent methods, including some which are topological in nature, see SH97]. Furthermore, the class of all such programs can compute all partial recursive functions, see SH97, SH99].
De nition
Every lh program has a canonical, i.e. least, level mapping l P , and we review the construction from SH99].
5.2 Construction Let P be a normal logic program. We de ne a general level mapping l P on B P;J as follows. For every A 2 B P;J which does not occur as a head in ground J (P), let l P (A) = 0. For every A 2 B P;J which occurs as the head of a unit clause but not as the head of any non-unit clause, let l P (A) = 0. Now let A 2 B P;J be such that A is the head of some clause(s) in ground J (P). Let B A be the collection of body-literals occurring in these clauses. Now suppose that for every B 2 B A , l P (B) is already de ned. Let M A = sup B2B A l P (B) and set l P (A) = M A +1, if M A is a successor ordinal, and set l P (A) = M A , if M A is a limit ordinal. Then l P is obtained by trans nitely iterating this procedure. We will refer to l P , as de ned above, as the (canonical) general level mapping for P.
5.3 Proposition Let P be a program which is locally hierarchical with respect to a general level mapping l. Then l P is a total general level mapping and P is locally hierarchical with respect to l P .
Proof: First we show that dom(l P ) = B P;J . Suppose there is A 2 B P;J n dom(l P ); we can further suppose that l(A) is minimal for A with this property. Then there must be some B 2 B A with B 6 2 dom(l P ), otherwise l P (A) is de ned in the process given in Construction 5.2. Since P is strictly level decreasing with respect to l, we have l(B) < l(A) which contradicts the choice of A with l(A) minimal. Therefore, l P is a total general level mapping, and obviously P is strictly level-decreasing with respect to it.
5.4 Proposition Let P be a program which is locally hierarchical with respect to a level mapping l. Then for every A 2 B P;J , we have l P (A) l(A).
Proof: Suppose the conclusion is false. Thus, there is A 2 B P;J with l(A) < l P (A), and such that l(A) is minimal. Then, for all B 2 B A , we have l(B) < l(A) because P is locally hierarchical. Therefore, by minimality of l(A), we have l(B) l P (B) for all B 2 B A . By de nition of l P , we see that l P (A) = minf ; > l P (B); B 2 B A g minf ; > l(B); B 2 B A g l(A). From this we obtain l P (A) l(A), giving the required contradiction.
We now return to the study of acceptable programs and we will apply Proposition 5.4. For this purpose, let P be a program and let I be a J-model of P. We will now give a program transformation which yields a locally hierarchical program from P and I, allowing us to apply our results on lh-programs. The program transformation is as follows:
5.5 Program Transformation Let P be a normal logic program and let I be a J-model of P. For each clause A L 1 ; : : :L n in ground J (P) determine the maximal i such that I j = L 1^ ^L i . Then replace the given clause with A L 1 ; : : :; L i+1 if i 6 = n and by A L 1 ; : : :; L n if i = n. The resulting J-ground program will be called P I .
If P is acceptable with respect to I and l, then P I is locally hierarchical with respect to the !-level mapping l 0 (in fact, even acyclic, cf. Cav89, AP93]) which is obtained by restricting l to B P I ;J . Therefore, we can obtain the canonical level mapping l P I of P I by applying Construction 5.2, and obtain by Proposition 5.3 that l P I is indeed a total function. Furthermore, by Proposition 5.4 we obtain that l P I (A) l 0 (A) for all A 2 B P I ;J , and since l 0 maps into !, the level mapping l P I also maps into !. This means, in particular, that Construction 5.2 is in fact not trans nite but closes o at !.
5.6 De nition We now de ne a level mapping l P for the given program P: For every A 2 B P;J n B P I ;J , let l P (A) = 0. For every A 2 B P I ;J , let l P (A) = l P I (A).
We summarize the observations just discussed. We would like to note already that, as a result in Section 6, we will see that a program which is J-acceptable is always J-acceptable with respect to its unique supported J-model M P;J .
5.7 Construction Let P be a normal logic program and let I be a J-model of P.
(1) Obtain P I from P and I using Program Transformation 5.5. (i) P I , obtained from step (1) in Construction 5.7 is locally hierarchical.
(ii) l P I , obtained from step (2) in Construction 5.7 is total and maps into !. (iii) l P , obtained from step (3) in Construction 5.7 is total and maps into !. (iv) P satis es condition ( ) of De nition 3.2 with respect to I and l P .
Proof: It only remains to prove statement (iv), which is immediate from the de nition of l P .
In the following, l P will always denote the (partial) level mapping as given in Construction 5.7. It will be called the canonical (partial) level mapping for P with respect to I.
A Characterization of J-Acceptable Programs
We will rst give a minimality result for the unique supported model of an acceptable program and then give our main result, Theorem 6.3. Recall that M P;J denotes the unique supported J-model of P, and it exists if P is J-acceptable.
The following theorem shows that M P;J is suitable for establishing J-acceptability of P, and that M P;J is in fact least with this property. This fact explains the comment of one of the referees of an earlier version of this paper, that models which are not minimal are sometimes a better choice for determining acceptability: only one of the minimal models (if any) is suitable for establishing acceptability at all! 6.1 Theorem Let P be J-acceptable with respect to some J-model M and level mapping l.
Then P is J-acceptable with respect to M P;J and l, and M P;J M.
Proof: Let M 0 be M restricted to the predicate symbols in N = Neg P , let M 0 P;J be M P;J restricted to the predicate symbols in N and let l 0 be l restricted to the predicate symbols in N. Then P ? is J-acceptable with respect to M 0 and l 0 . Hence we obtain that M 0 is the unique supported J-model of P ? and therefore coincides with M 0 P;J . Now let P 1 be P n P ? , and let true and false denote atoms which always evaluate to true and false, respectively. Replace every atom with predicate symbol in N in each clause in ground J (P 1 ) by true or false if this atom is true, respectively false, with respect to M 0 . The resulting (ground) program P 2 is de nite and therefore has a minimal J-model L, which is supported. Since M P;J is the unique supported model of P, we obtain M P;J = M 0 L M. By the minimality of L and the fact that P 2 is de nite, we obtain that P is indeed acceptable with respect to M P;J and l.
The following is the key result in our characterization of acceptability.
6.2 Theorem Let P be J-acceptable with respect to I and l. Then P is J-acceptable with respect to M P;J and l P , where l P is the canonical level mapping of P with respect to M P;J .
Proof: By Theorem 6.1, P is acceptable with respect to M P;J and l. By Proposition 5.8, P is acceptable with respect to M P;J and l P .
We now collect together our previous results and establish our characterization of Jacceptable programs.
6.3 Theorem Let P be a normal logic program. Then P is J-acceptable if and only if the following conditions are satis ed: multisets of the set W and is de ned as follows. For two nite multisets X and Y over W, let X Y if and only if X = (Y n fag) Z for some nite multiset Z such that b < a for all b 2 Z. Finally, de ne the multiset ordering over (W; <) as the transitive closure of the relation . The multiset whose elements are a 1 ; : : :; a n will be denoted by bag(a 1 ; : : :; a n ).
The following de nition is to be found in AP93, De nition 2.9].
7.3 De nition Let P be a program, let l be a level mapping for P, let I be a model of P with I \ N being a model for P ? , and let k 0. (iv) A goal is called bounded with respect to l and I if it is bounded by some k 0 with respect to l and I.
It was observed in Apt95] that the choice of level mapping and of the model can a ect the class of (non-ground) goals whose termination can be established, since the choice of both the level mapping and the model a ect the notion of boundedness for goals. However, we will prove that the model M P;J and the canonical level mapping l P are completely general for proving termination of non-ground goals.
The following result is taken from AP93, Corollary 4.11]. A partial converse is also given there.
7.4 Theorem Let P be an acceptable program and let G be a bounded goal. Then all SLDNFderivations of P fGg using the Prolog selection rule are nite.
Our minimality results allow us to establish the following theorem.
7.5 Theorem Let P be J-acceptable with respect to a level mapping l and a J-model I, and let G be a goal which is bounded with respect to l and I. Then G is bounded with respect to l P and M P;J .
Proof: Since l P (A) l(A) for all A 2 B P;J by Theorem 6.5, it su ces to show that n(G; M P ) n(G; I). This, however, follows directly from the minimality property given in Proposition 6.5.
Conclusions
In the framework of studying unique supported model classes, as mentioned in the Introduction, our results provide a neat characterization of acceptability. Three consecutive conditions have to be satis ed: convergence in Q of iterates of T P ; totality of l P ; condition ( ) from De nition 3.2. If they hold, the program is acceptable. If a program is known to have a unique supported (J-)model, then this model is su cient for establishing (J-)acceptability.
However, even in the Herbrand case, our characterization does not yield a straightforward procedure which could be automated since the determination of M P;J is an undecidable problem (convergence in Q is undecidable). However, we believe that it aids in establishing acceptability proofs \by hand", and that the theoretical results could simplify further research on acceptability. It should should be noted here that the notion of semi-acceptability, as introduced in AP94], can also be treated in our framework, basically because it is a modular notion of acceptability. Work on this and similar topics is in progress by the authors.
