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In this paper we study underlying spaces associated with A. Connes’ trace formula (see
Connes (1999) [3], Li (2010) [14]). In particular the explicit formula in the theory of prime
numbers is expressed as the trace of an operator acting on a Hilbert space, which is a
direct sum of a Sonine space, the space of prolate spheroidal wave functions, and a variant
of the space of prolate spheroidal wave functions. A formula is obtained for the orthogonal
projection of the Hilbert space onto the Sonine space. A base is given for the variant space
of the space of prolate spheroidal wave functions.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The theory of Hilbert spaces of entire functions [9] is a generalization of the Fourier analysis [27]. In [6–8], de Branges
studied the Riemann hypothesis using Sonine spaces [10,23,25], which are special Hilbert spaces of entire functions and have
remarkable properties (cf. [16]). For analogous Sonine spaces for function ﬁelds, see [20] (cf. [18,19]) whose motivation is
the Riemann hypothesis for function ﬁelds proved by A. Weil [29] in 1940.
A program of proving Riemann hypotheses by using the Fourier analysis on global ﬁelds is given in the important
paper [3] (see [4] for recent development), in which prolate spheroidal wave functions [11,12,24] were used.
Since the explicit formula [1,17,22] in the theory of prime numbers can be expressed as the trace of an operator acting
on a Hilbert space, which can be decomposed into a direct sum of a Sonine type space, the space of prolate spheroidal wave
type functions, and a variant of the space of prolate spheroidal wave type functions, it may be advantageous to combine
A. Connes’ and L. de Branges’ approaches to investigate the location of zeros of the Riemann zeta function. The purpose of
this paper is to study both the Sonine space and the space of prolate spheroidal wave functions, which are inseparable from
our point of view.
We only consider the ﬁeld k of rational numbers in this paper. For every discrete non-Archimedean valuation v of k,
we denote by kv , O v , and Pv the completion of k at v , the maximal compact subring of kv , and the unique maximal
ideal of O v , respectively. The absolute value | |v is normalized so that | |v is the ordinary absolute value if v is real, and
|πv |v = 1/p if O v/Pv contains p elements where Pv = πv O v .
Let ψv be the additive character on kv given in Tate [26]. It is trivial on O v , and is nontrivial on P−1v . For each valuation v
of k, we select a ﬁxed Haar measure dαv on the additive group kv as follows: dαv = the ordinary Lebesgue measure on the
real line if v is real, and dαv = that measure for which O v get measure 1 if v is ﬁnite.
For Haar measures on the multiplicative groups k∗v , we adopt Weil’s normalization as follows; see Section 3 of Weil [28].
Let G be a locally compact abelian group with a nontrivial proper continuous homomorphism
G → R∗+, g → |g|
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|g|∈[1,Λ]
d∗g ∼ logΛ (1.1)
when Λ → ∞. Let G0 = {g ∈ G: |g| = 1}. We identify G/G0 with the range N of the module. Choose a measure d∗n on N
such that (1.1) holds for the measure d∗g given by∫
G
f (g)d∗g =
∫
N
(∫
G0
f (ng0)dg0
)
d∗n,
where the Haar measure dg0 is normalized so that
∫
G0
dg0 = 1.
The von Mangoldt function Λ(n) equals log p if n is a positive integer power of p and equals zero otherwise.
Explicit formula. (See Bombieri [1, p. 186].) Let h ∈ C∞c (0,∞) be a smooth complex-valued function with compact support
in (0,∞). Then
∑
ρ
h˜(ρ) =
∞∫
0
h(x)dx+
∞∫
0
h∗(x)dx−
∞∑
n=1
Λ(n)
{
h(n) + h∗(n)}
− (logπ + γ )h(1) −
∞∫
1
{
h(x) + h∗(x) − 2
x2
h(1)
}
xdx
x2 − 1 ,
where the sum on ρ is over all nontrivial zeros of ζ(s), γ is Euler’s constant, h∗(x) = x−1h(x−1), and
h˜(s) =
∞∫
0
h(x)xs−1 dx.
Note that the explicit formula is slightly different from the one on page 186 of Bombieri [1]. The veriﬁcation that they
are the same is a trivial calculation.
Let g0 be a real-valued function in C∞c (0,∞). We deﬁne
h0(x) =
∞∫
0
g0(xy)g0(y)dy. (1.2)
Then
h˜0(s) = g˜0(s)g˜0(1− s).
The explicit formula in the formulation of A. Weil [28] can be expressed as the following theorem, which is of funda-
mental importance in A. Connes’ approach [3] to the Riemann hypothesis.
Theorem 1.1. (See Appendix II in Connes [3] and Theorem 1.1 in Li [13].) Let h0 be given as in (1.2). Then∑
ρ
h˜0(ρ) = h˜0(0) + h˜0(1) −
∑
v
∫ ′
k∗v
h0(|u|−1v )
|1− u|v d
∗u,
where the sum on ρ is over all nontrivial zeros of ζ(s), the sum on v is over all places of k, and the principal value
∫ ′ is uniquely
determined by the unique distribution on k∗v which agrees with d
∗uv|1−u|v for u = 1 and whose Fourier transform vanishes at 1.
Remark. More precisely, the principal value
∫ ′ is deﬁned as follows: If v is a ﬁnite place of k, then∫ ′
k∗v
h0(|u|−1)
|1− u|v d
∗u = −
∫
k∗v
gˆ(u) log |u|v du
where
g(u) = h0(|u + 1|
−1)
.|u + 1|v
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R∗
h0(|u|−1)
|1− u| d
∗u = (γ + log(2π))h0(1) + lim
	→0
( ∫
|1−u|	
h0(|u|−1)
|1− u| d
∗u + h0(1) log	
)
.
Let

(h0) = h˜0(0) + h˜0(1) −
∑
v
∫ ′
k∗v
h0(|u|−1v )
|1− u|v d
∗u.
The following theorem is Bombieri’s reﬁnement of Weil’s criterion written in a different form.
Theorem 1.2. (See Theorem 2 in Bombieri [1] and Theorem 1.3 in Li [13].) If

(h0) 0
for every real-valued g0 ∈ C∞c (0,∞), then all nontrivial zeros of the Riemann zeta function lie on the line 	s = 1/2.
Let S be a ﬁnite set of valuations of k containing the Archimedean valuation ∞, and let S ′ = S − {∞}. Put AS =
R ×∏v∈S ′ kv and
O ∗S =
{
ξ ∈ k∗: |ξ |v = 1, v /∈ S
}
.
Let J S = (R − {0}) ×∏v∈S ′ k∗v , and CS = J S/O ∗S .
Let ν > −1. The Bessel function of order ν is given by
Jν(x) =
∞∑
n=0
(−1)n (x/2)
ν+2n
n!Γ (1+ ν + n)
for x > 0. For f =∏v∈S f v ∈ L2(AS ) and β = (βv ) ∈ AS , we deﬁne
HS f (β) =
∫
AS
f (α)ΨS(−αβ)dα
where ΨS (x) =∏v∈S ψv(xv ). For f =∏v∈S f v ∈ L2(AS ) with f∞ being an even function,
HS f (β) = 2π
∞∫
0
f∞(α∞) J−1/2(2πα∞β∞)
√
α∞β∞ dα∞
×
∏
v∈S ′
∫
kv
f v(αv)ψv(−αvβv)dαv
for β = (βv) ∈ AS with β∞ > 0.
We choose the Haar measure
d∗α = ρ−1S
dα
|α| (1.3)
on J S with dα =∏v∈S dαv , where ρS =∏v∈S ′ (1− p−1v ). Thus d∗α is also a Haar measure on CS .
For XS = AS/O ∗S , we deﬁne L2(XS) to be the Hilbert space that is the completion of the Schwartz–Bruhat space S(AS )
(see Bruhat [2]) for the inner product given by
〈 f , g〉L2(XS ) =
∫
CS
E S( f )(α)ES(g)(α)d
∗α (1.4)
for f , g ∈ S(AS ), where
ES( f )(α) = |α|1/2S
∑
ξ∈O∗S
f (ξα).
The set of all functions f ∈ S(AS ) with f (0) = 0 and HS f (0) = 0 is denoted by S0(AS ). Let L20(XS) be the Hilbert space of
the completion of S0(AS) with respect the inner product (1.4).
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U (h) f (x) =
∫
I S
h
(
λ−1
)
f (λx)d∗λ (1.5)
for f ∈ L2(XS), where I S = R+ ×∏v∈S ′ O ∗v and d∗λ is given in (1.3).
Let SΛ be the subspace of L2(XS) given by
SΛ =
{
f ∈ L2(XS): f (α) = 0 for all α with |α| > Λ
}
.
The corresponding orthogonal projection is also denoted by SΛ . We denote by SΛ,0 the restriction of SΛ to the subspace
L20(XS). Let PΛ be the orthogonal projection of L
2(XS) onto the subspace
PΛ =
{
f ∈ L2(XS): f (x) = 0 for |x|S < Λ−1
}
.
Put
ZΛ = HS PΛHS . (1.6)
In following theorem, the explicit formula is expressed as the trace of an operator on a Hilbert space.
Theorem 1.3. (See Theorem 1.4 in Li [13].) Let h(u) = h0(|u|). Then the operator (ZΛ − SΛ,0)U (h) is of trace class on the space L2(XS),
and its trace on L2(XS) is given by the formula
trace
{
(ZΛ − SΛ,0)U (h)
}= h˜0(1) + h˜0(0) −∑
v
∫ ′
k∗v
h0(u−1)
|1− u|v d
∗u + o(1),
where
∑
v runs over all places v of k, and the principal value
∫ ′ is uniquely determined by the unique distribution on k∗v which agrees
with d
∗uv|1−u|v for u = 1 and whose Fourier transform vanishes at 1, and where o(1) → 0 as Λ → ∞.
If f (α) =∏v∈S f v (αv) is an element in S(AS ) such that f v0 is an odd function for at least one v0 ∈ S ′ , then U (h) f = 0.
Hence such functions f make no contributions to the trace of (ZΛ − SΛ,0)U (h).
We deﬁne L2e (XS) to be a subspace of L
2(XS) spanned by all functions f in S(AS ) such that
f (xv1 , . . . , xv j−1 ,−xv j , xv j+1 , . . . , xvn ) = f (x)
for all x = (xv1 , . . . , xvn ) ∈ AS and for j = 1, . . . ,n.
We denote by LΛ the orthogonal projection of L2e (XS) onto the subspace
LΛ =
{
f ∈ L2e (XS): f (x) = 0 for |x|S Λ−1
}
.
Let QΛ be the subspace of all functions f in L2e (XS ) such that HS f (α) vanishes for |α|S < Λ−1. The corresponding orthog-
onal projection of L2e (XS) onto the subspace QΛ is also denoted by QΛ .
Theorem 1.4. The orthogonal projection QΛ is given by the formula
QΛ = 1− HS LΛHS .
Let BΛ be the subspace of all functions f in L2e (XS) such that f (α) and HS f (α) both vanish for |α|S < Λ−1. We denote
by BΛ the corresponding orthogonal projection of L2e (XS) onto the subspace BΛ , and call BΛ a Sonine type space. By
Lemma 2.3 in Li [15],
f v(x) =
{ |x|−2v ψv(1/x) if |x|v = p−2,
0 if |x|v = p−2
satisﬁes that fˆ v(x) = 0 if |x|v = p4. By de Branges [10] (on the top on page 449), a function on (0,∞) exists which together
with its Hankel transform vanishes at a neighborhood of 0. Therefore BΛ is a nontrivial subspace of L2e (XS).
Let
L˜Λ = HS LΛHS
and
RΛ =
{
LΛ(g) − L˜Λ(g): g ∈ L2e (XS)
}
. (1.7)
The orthogonal projection of L2e (XS) onto the subspace RΛ is still denoted by RΛ . Put HΛ = LΛHS LΛ .
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1− (1− H2Λ)−1(LΛ − HΛHS) + HS(1− H2Λ)−1(−LΛHS + HΛ).
Corollary 1.6.We have
L2e (XS) = Q ⊥Λ ⊕ BΛ ⊕ (QΛ ∩ RΛ).
Theorem 1.7. An element g of L2e (XS) is in the intersection of QΛ and RΛ if, and only if, g is of the form
g = ψ − HS LΛHS(ψ)
for an element ψ ∈ L2e (XS ) with ψ(x) = 0 when |x|Λ−1 . That is, g = HS PΛ( f ) for an element f ∈ Q ⊥Λ .
We collect some results from Slepian and Pollak [24] and Landau and Pollak [12] as the following lemma.
Lemma 1.8. (For (1)–(3) see page 45 of [24], for (4) see page 57 of [24], and for (5) see page 1313 of [12].) There is a countably inﬁnite
set of real functions ψ0,ψ1,ψ2, . . . , and a set of real positive numbers λ0 > λ1 > λ2 > · · · having the following properties:
(1) For j = 0,1,2, . . . ,
λ jψ j(t) =
1/Λ∫
−1/Λ
sin2πΛ−1(t − s)
π(t − s) ψ j(s)ds
for all values of t, real or complex.
(2) {ψ j}∞j=0 is a complete orthogonal set in L2([−1/Λ,1/Λ]) and satisﬁes:
1/Λ∫
−1/Λ
ψi(t)ψ j(t)dt =
{
0, i = j,
λ j, i = j.
(3) For j = 0,1,2, . . . , H∞ψ j(t) = 0 for all |t| > Λ−1 . Moreover, {ψ j}∞j=0 forms an orthonormal base in the space of square integrable
functions f satisfying H∞ f (t) = 0 for all |t| > Λ−1 .
(4) For j = 0,1,2, . . . , ψ j(t) is an even function if j is even, and it is an odd function if j is odd.
(5) We have
∞∑
j=0
λ j = 4
Λ2
.
We deﬁne L2e (CS ) to be a subspace of L
2(CS ), which consists of all functions f in L2(CS ) such that
f (αv1 , . . . ,αv j−1 ,−αv j ,αv j+1 , . . . ,αvn ) = f (α)
for all α = (αv1 , . . . ,αvn ) ∈ CS and for j = 1, . . . ,n.
Let CS,Λ consist of all α ∈ CS with |α|S < Λ−1, and let L2e (CS,Λ) be the restriction of functions in L2e (CS ) to CS,Λ .
Lemma 1.9. Let χi , i = 1,2, . . . , be an enumeration of all even characters of∏v∈S ′ O ∗v . Put
ϕi j(α) =
{
χ¯i(α/|α|)ψ2 j(|α|) if |α|S < Λ−1,
0 otherwise
for i, j = 0,1,2, . . . . Then {ϕi j}∞i, j=0 is a complete orthogonal set in L2e (CS,Λ).
Lemma 1.10. (See Appendix I in Connes [3] and Theorem 5.6 in Li [13].) E S extends to a surjective isometry from L20(XS) to L
2(CS ).
For each i, j, by Lemma 1.10 a function f i, j exists in L20(XS ) such that
ES( f i, j) = ϕi, j.
Since ϕi, j ’s are even functions, we can assume that f i, j ’s are even functions in L20(XS). If necessary, replacing f i, j by
f¯ i j(α) =
{
f i, j(α) if |α|S < Λ−1,
0 otherwise
we can also assume that f i, j(x) = 0 for |x|Λ−1.
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2. Preliminary results
Under a suggestion of the referee, we present a proof of Theorem 1.1 here.
Proof of Theorem 1.1. Since g0 has a compact support in (0,∞), there is a number μ satisfying 0 < μ < 1 such that the
support of g0 is contained in [√μ,μ−1/2]. It follows that
h0(x) = 0 (2.1)
for all x /∈ [μ,μ−1]. By the explicit formula,
∑
ρ
h˜0(ρ) =
∞∫
0
h0(x)
dx
x
+
∞∫
0
h0(x)dx−
∑
m1/μ
Λ(m)
(
1
m
h0
(
1
m
)
+ h0(m)
)
− (γ + logπ)h0(1)
−
∞∫
1
[
h0(x) + 1
x
h0
(
1
x
)
− 2
x2
h0(1)
]
xdx
x2 − 1 (2.2)
where the sum on ρ is over all nontrivial zeros of the Riemann zeta function. Without loss of generality, we assume that μ
is not a rational number.
If v is a ﬁnite place, then∫ ′
k∗v
h0(|u|−1v )
|1− u|v d
∗u = h0(1)
∫ ′
k∗v
1O∗v
|1− u|v d
∗u +
∞∑
k=1
h0(p−k)
pk
∫
|u|v=pk
d∗u +
∞∑
k=1
h0
(
pk
) ∫
|u|v=p−k
d∗u.
Let A = {u ∈ kv : |u + 1|v = 1}. Put
1A(x) =
{
1, x ∈ A,
0, x /∈ A.
Then
1ˆA(x) =
∫
A
ψv(−xu)du = ψv(x)1ˆO∗v (x).
Since
1ˆO∗v = 1O v −
1
p
1π−1v O v ,
we have
1ˆA(x) = ψv(x)
(
1O v (x) −
1
p
1π−1v O v (x)
)
.
By deﬁnition of the principal value integral
∫ ′ ,∫ ′
k∗v
1O∗v
|1− u|v d
∗u = −
∫
kv
1ˆA(u) log |u|v du
= −
∫
O v
ψv(u) log |u|v du + 1
p
∫
π−1v O v
ψv(u) log |u|v du
= − log p
p
+
(
1
p
− 1
)∫
O v
log |u|v du
= − log p
p
+
(
1
p
− 1
)2
log p
∞∑
np−n = 0.n=0
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in the paragraph containing (1.1)∫
|u|v=pk
d∗u = log p = Λ(p|k|)
for all nonzero integers k. By (2.1),∑
m1/μ
Λ(m)
(
1
m
h0
(
1
m
)
+ h0(m)
)
=
∑
v =∞
∫ ′
k∗v
h0(|u|−1v )
|1− u|v d
∗u. (2.3)
Next, assume that v is the inﬁnite place of k. By deﬁnition of the principal value integral
∫ ′ ,∫ ′
R∗
h0(|u|−1)
|1− u| d
∗u = (γ + log(2π))h0(1) + lim
δ→0
( ∫
|1−u|δ
h0(|u|−1)
|1− u| d
∗u + h0(1) log δ
)
.
We have
lim
δ→0
( ∫
|1−u|δ
h0(|u|−1)
|1− u| d
∗u + h0(1) log δ
)
= lim
δ→0
( ∫
R∗
h0(|u + 1|−1)
|u + 1| |u|
δ d∗u − 1
δ
h0(1)
)
= lim
δ→0
(
1
2
∞∫
0
[
h0(|u + 1|−1)
|u + 1| +
h0(|u − 1|−1)
|u − 1|
]
|u|δ−1 du − 1
δ
h0(1)
)
= lim
δ→0
{
1
2
∞∫
0
h0(
1
u+1 )
u + 1 u
δ−1 du + 1
2
∞∫
1
h0(
1
u−1 )
u − 1 u
δ−1 du + 1
2
1∫
0
h0(
1
1−u )
1− u u
δ−1 du − 1
δ
h0(1)
}
= lim
δ→0
{
1
2
∞∫
1
h0(
1
u )
u
(u − 1)δ−1 du + 1
2
∞∫
0
h0(
1
u )
u
(u + 1)δ−1 du + 1
2
1∫
0
h0(
1
u )
u
(1− u)δ−1du − 1
δ
h0(1)
}
= lim
δ→0
{ ∞∫
1
(
1
u
h0
(
1
u
)
+ h0(u)u−δ
)
(u + 1)δ−1 + (u − 1)δ−1
2
du − 1
δ
h0(1)
}
.
Since
lim
δ→0
μ−1∫
1
h0(u)
(
u−δ − 1) (u + 1)δ−1 + (u − 1)δ−1
2
du = lim
δ→0
μ−1∫
1
h0(u)
(
u−δ − 1) (u − 1)δ−1
2
du = 0
and
lim
δ→0
(
2
∞∫
1
1
u2
(u + 1)δ−1 + (u − 1)δ−1
2
du − 1
δ
)
=
∞∫
1
1
u2(u + 1) du + limδ→0
(
Γ (δ)Γ (2− δ) − 1
δ
)
= − log2,
we have
lim
δ→0
( ∫
|1−u|δ
h0(|u|−1)
|1− u| d
∗u + h0(1) log δ
)
=
∞∫
1
[
1
u
h0
(
1
u
)
+ h0(u) − 2h0(1)
u2
]
u
u2 − 1 du − h0(1) log2.
Therefore∫ ′
R∗
h0(|u|−1)
|1− u| d
∗u = (γ + logπ)h0(1) +
∞∫
1
[
1
u
h0
(
1
u
)
+ h0(u) − 2
u2
h0(1)
]
u du
u2 − 1 .
The stated identity then follows from (2.2) and (2.3).
This completes the proof of Theorem 1.1. 
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Proof. By (1.5), we can write
U (h) f (x) = ρ−1S
∞∫
0
h0
(
λ−1
)
f∞(λx∞)
dλ
λ
∏
v∈S ′
∫
O∗v
f v(λv xv)dλv .
If there is at least one v0 ∈ S ′ such that f v0 (−αv0 ) = − f v0 (αv0 ) for all αv0 ∈ kv0 , then∫
O∗v0
f v0(λv0xv0)dλv0 =
∫
O∗v0
f v0(−λv0xv0)dλv0
= −
∫
O∗v0
f v0(λv0xv0)dλv0 .
It follows that∫
O∗v0
f v0(λv0xv0)dλv0 = 0.
Thus U (h) f = 0.
This completes the proof of the lemma. 
Lemma 2.2. (See Theorem 6.2 in Li [13].) The trace of (SΛ − SΛ,0)U (h) acting on the space L2(XS) is given by
trace
({SΛ − SΛ,0}U (h))= h˜(1) + h˜(0) + o(1),
where o(1) → 0 as Λ → ∞.
Lemma 2.3. I S is a fundamental domain for the action of O ∗S on J S , and
J S =
⋃
ξ∈O∗S
ξ I S ,
a disjoint union.
Proof. For each α ∈ J S we can write α = tb with t = |α|S ∈ R+ and b = αt−1 ∈ J1S , where t−1 also stands for the idele
(t−1,1, . . .). Since |ξ |S = 1 for ξ ∈ O ∗S , if α1,α2 ∈ J S with |α1|S = |α2|S , then α1O ∗S = α2O ∗S . Thus we can write
CS = R+ ×
(
J1S/O
∗
S
)
.
As k is the rational number ﬁeld, for each b ∈ J1S there are uniquely determined ξ ∈ O ∗S and b1 ∈ {1} ×
∏
v∈S ′ O ∗v such
that b = ξb1. Also, if b1,b2 are distinct elements in {1} ×∏v∈S ′ O ∗v , then b1O ∗S = b2O ∗S . Otherwise, if b1b−12 ∈ O ∗S then
b1b
−1
2 = 1. That is, b1 = b2. Therefore a fundamental domain for J1S/O ∗S is
{1} ×
∏
v∈S ′
O ∗v .
It follows that
I S = R+ ×
∏
v∈S ′
O ∗v
is a fundamental domain for the action of O ∗S on J S .
This completes the proof of the lemma. 
Lemma 2.4. (See Lemma 5.4 in Li [13].) Let f =∏v∈S f v be a continuous function in L2(AS ). Then
f (−α) = HSHS f (α)
for all α ∈ AS with |α|S = 0, and
‖HS f ‖L2(AS ) = ‖ f ‖L2(AS ).
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Lemma 3.1. (See Proposition 3.3 in Chapter II of Conway [5].) Let P be a nonzero bounded linear operator on a Hilbert space H
satisfying P2 = P . Then the following statements are equivalent.
(1) P is an orthogonal projection of H onto range(P ),
(2) P∗ = P , and
(3) 〈Ph,h〉 0 for all h ∈ H.
Let P be an orthogonal projection on a Hilbert space H. Then
H = ker(P ) ⊕ range(P ), (3.1)
a direct sum.
Lemma 3.2. (See Proposition 3.2 in Chapter II of Conway [5].) If 1 is the identity operator on a Hilbert space H and P an orthogonal
projection, then 1− P is the orthogonal projection of H onto range(P )⊥ . That is, 1− P is the orthogonal projection of H onto ker(P ).
Lemma 3.3. Let f be an element in S(AS ). Then
‖ f ‖L2(XS ) = ‖HS f ‖L2(XS ).
Proof. Let f be a function in S(AS ). Then
‖ f ‖2L2(XS ) = ρ
−1
S
∑
ξ,η∈O∗S
∫
CS
f (ξα) f¯ (ηα)dα
= ρ−1S
∑
γ∈O∗S
∫
J S
f (γ α) f¯ (α)dα
= ρ−1S
∑
γ∈O∗S
〈
f (γ α), f (α)
〉
L2(AS )
. (3.2)
By the deﬁnition of HS ,
HS
(
f (γ β)
)
(α) = (HS f )
(
γ −1α
)
for any ﬁxed elements γ ∈ O ∗S . It follows from Lemma 2.4 that〈
f (γ β), f (β)
〉
L2(AS )
= 〈HS( f (γ β))(α), HS( f (β))(α)〉L2(AS )
= 〈(HS f )(γ −1α), (HS f )(α)〉L2(AS ). (3.3)
By (3.2) and (3.3),
‖ f ‖2L2(XS ) = ‖HS f ‖
2
L2(XS )
.
This completes the proof of the lemma. 
Proof of Theorem 1.4. Let f be an element in S(AS ). By Lemma 3.3,∥∥(1− HS LΛHS) f ∥∥L2(XS )  ‖ f ‖L2(XS ) + ∥∥(HS LΛHS) f ∥∥L2(XS )  2‖ f ‖L2(XS ).
Hence, 1− HS LΛHS is a bounded linear operator on L2e (XS ).
By Lemma 2.4,
(1− HS LΛHS)2 = 1− HS LΛHS
on the space L2e (XS).
Since
〈HS f , g〉L2(XS ) =
∑
ξ,η∈O∗S
∫
CS
(HS f )(ξβ)g¯(ηβ)|β|S d∗β
=
∑
ξ,η∈O∗
∫
f (ξα) ·
(∫
g(β)ΨS(βηα)dβ
)
|α|S d∗α,S CS AS
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HtS g(α) =
∫
AS
g(β)ΨS(βα)dβ
for g ∈ S(AS ). It follows that HtS = HS on the space L2e (XS). Thus〈
(1− HS LΛHS) f , g
〉
L2e (XS )
= 〈 f , (1− HS LΛHS)g〉L2e (XS ).
That is, 1− HS LΛHS is self-adjoint. Hence, by Lemma 3.1 the operator 1− HS LΛHS is an orthogonal projection on L2e (XS).
If f is an element in QΛ , then HS LΛHS f = 0. Hence
(1− HS LΛHS) f = f
for all f ∈ QΛ . Also for any element f ∈ L2e (XS),
HS(1− HS LΛHS) f = HS f − LΛHS f = PΛHS ,
where PΛ is given as in (1.6). Hence (1 − HS LΛHS) f is an element in QΛ . Thus 1 − HS LΛHS is an orthogonal projection
of L2e (XS) onto QΛ . Therefore
1− HS LΛHS = QΛ.
Thus QΛ = ZΛ on L2e (XS).
This completes the proof of the theorem. 
By (3.1) we obtain the following direct sum decomposition
L2e (XS) = Q ⊥Λ ⊕ QΛ with f = (1− QΛ)( f ) + QΛ( f ), (3.4)
where the space Q ⊥Λ of prolate spheroidal wave type functions consists of all f ∈ L2e (XS) such that HS f (α) = 0 for |α|
Λ−1. In fact, if f ∈ ker QΛ then f = HS LΛHS f . By Lemma 2.4, HS f = LΛHS f . This implies that f ∈ Q ⊥Λ , and hence
ker QΛ ⊂ Q ⊥Λ . Conversely, if f ∈ Q ⊥Λ then LΛHS f = HS f . By Lemma 2.4, HS LΛHS f = f . That is, f ∈ ker QΛ . Hence Q ⊥Λ ⊂
ker QΛ . Therefore
Q ⊥Λ = ker QΛ.
Lemma 3.4. BΛ is the kernel of the operator LΛ − L˜Λ acting on the space L2e (XS). LΛ − L˜Λ is self-adjoint on L2e (XS), and the restriction
of LΛ − L˜Λ to RΛ is invertible. The orthogonal projection of f ∈ L2e (XS) onto RΛ is
(LΛ − L˜Λ)−1
(
LΛ( f ) − L˜Λ( f )
)
.
Proof. If f is an element in BΛ , then LΛ f = 0 and LΛHS f = 0. Hence L˜Λ( f ) = 0. Thus f belongs to the kernel of LΛ − L˜Λ .
Conversely, we assume that
LΛ( f ) − L˜Λ( f ) = 0.
That is,
LΛ( f ) = HS LΛHS( f ). (3.5)
By the proof of Lemma 2.3, we can write each α in AS with |α|S = 0 in the form
α = tη({1} × (bv)v∈S ′)
with (bv)v∈S ′ ∈∏v∈S ′ O ∗v , η ∈ O ∗S , and t = |α|S ∈ R+ . Thus
LΛ( f )(α) =
∫
AS
LΛHS( f )(β)Ψ
(−βtη({1} × (bv)v∈S ′))dβ
=
∫
AS
LΛHS( f )
(
βη−1
({1} × (b−1v )v∈S ′))Ψ (−βt)dβ
=
∑
ξ∈O∗S
∫
a∈U∗′
∏
v∈S ′
ψv(−ξav)
{ ∞∫
0
LΛHS( f )
(
ξuaη−1
({1} × (b−1v )v∈S ′))e−2π iξut du
}
daS
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∏
v∈S ′ O ∗v . Since LΛHS ( f )(β) = 0 when |β|Λ−1, the expression
∞∫
0
LΛHS( f )
(
ξuaη−1
({1} × (b−1v )v∈S ′))e−2π iξut du
extends to an entire function of t as a complex variable. Hence
LΛ( f )
(
tη
({1} × (bv)v∈S ′))
is an entire function of t . Since it is equal to 0 for t Λ−1, LΛ( f ) ≡ 0. By (3.5) and Lemma 2.4, LΛHS( f ) ≡ 0. Therefore
f ∈ BΛ . Thus BΛ is the kernel of the operator LΛ − L˜Λ .
By the proof of Theorem 1.4, HtS = HS on the space L2e (XS). Let f and g be any two elements in L2e (XS). Then〈
f , (LΛ − L˜Λ)(g)
〉
L2e (XS )
= 〈(LΛ − L˜Λ)( f ), g〉L2e (XS ). (3.6)
It follows from (3.6) that LΛ − L˜Λ is self-adjoint on L2e (XS). If f ∈ L2e (XS) is orthogonal to RΛ , by (3.6)
(LΛ − L˜Λ)( f ) = 0.
Hence f ∈ BΛ . It follows that R⊥Λ = BΛ .
Since RΛ is a closed linear subspace of L2e (XS), an orthogonal projection P of L
2
e (XS) onto RΛ exists; see Theorem 2.7
in Chapter I of Conway [5]. By (3.1), we can write
f = P ( f ) + (1− P )( f )
with P ( f ) ∈ RΛ and (1 − P )( f ) ∈ R⊥Λ for every element f ∈ L2e (XS ). Since (1 − P )( f ) is orthogonal to RΛ , by the last
sentence in the previous paragraph, (1− P )( f ) ∈ BΛ . Hence (1− P )( f ) is in the kernel of LΛ − L˜Λ . It follows that P ( f ) is
an element in RΛ satisfying
(LΛ − L˜Λ)( f ) = (LΛ − L˜Λ)
(
P ( f )
)
.
Hence the restriction of LΛ − L˜Λ to RΛ is invertible, and
(LΛ − L˜Λ)−1
(
LΛ( f ) − L˜Λ( f )
)= P ( f )
is the orthogonal projection of f onto RΛ .
This completes the proof of the lemma. 
Since ‖HΛ‖L2e (XS ) < 1, by the inverse mapping theorem in Chapter III, §12 of Conway [5], (1 − H2Λ)−1 is a bounded
operator on L2e (XS). Let
M = LΛ
(
L2e (XS)
)⊕ LΛ(L2e (XS)).
Lemma 3.5. Let T be a map on M deﬁned by
T (u, v) = (u − HΛv, HΛu − v)
for all (u, v) ∈ M. Then the inverse of T is given by
T−1(u, v) = ((1− H2Λ)−1(u − HΛv), (1− H2Λ)−1(HΛu − v))
for all (u, v) ∈ M.
Proof. Let
S(u, v) = ((1− H2Λ)−1(u − HΛv), (1− H2Λ)−1(HΛu − v)).
Then
(S ◦ T )(u, v) = ((1− H2Λ)−1(u − HΛv − HΛ(HΛu − v)), (1− H2Λ)−1(HΛ(u − HΛv) − HΛu + v))
= ((1− H2Λ)−1(u − H2Λu), (1− H2Λ)−1(v − H2Λv))
= (u, v)
for all (u, v) ∈ M.
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(T ◦ S)(u, v) = ((1− H2Λ)−1(u − HΛv) − HΛ(1− H2Λ)−1(HΛu − v),
HΛ
(
1− H2Λ
)−1
(u − HΛv) −
(
1− H2Λ
)−1
(HΛu − v)
)
.
Let z = (1− H2Λ)−1v . Then(
1− H2Λ
)−1
HΛv =
(
1− H2Λ
)−1
HΛ
(
1− H2Λ
)
z
= (1− H2Λ)−1(1− H2Λ)HΛz = HΛz
= HΛ
(
1− H2Λ
)−1
v
for any v . Hence,
(T ◦ S)(u, v) = ((1− H2Λ)−1u − (1− H2Λ)−1H2Λu,−(1− H2Λ)−1H2Λv + (1− H2Λ)−1v)
= (u, v)
for all (u, v) ∈ M.
Finally, we check that (1− H2Λ)−1(u − HΛv) and (1− H2Λ)−1(HΛu − v) belong to LΛ(L2e (XS)) for u, v ∈ LΛ(L2e (XS)). By
the identity (1 − H2Λ)−1HΛv = HΛ(1 − H2Λ)−1v , we see that (1 − H2Λ)−1HΛv and (1 − H2Λ)−1HΛu belong to LΛ(L2e (XS)).
Next, let g = (1 − H2Λ)−1u. Then (1 − H2Λ)g = u. Hence g = u + H2Λg . This implies that g ∈ LΛ(L2e (XS)) as u ∈ LΛ(L2e (XS)).
Therefore (1− H2Λ)−1(u − HΛv) and (1− H2Λ)−1(HΛu − v) are in LΛ(L2e (XS)).
This completes the proof of the lemma. 
Lemma 3.6. The linear transformation(
1− H2Λ
)−1
(LΛ − HΛHS) − HS
(
1− H2Λ
)−1
(−LΛHS + HΛ)
on L2e (XS) is the orthogonal projection of L
2
e (XS) onto RΛ . That is,
RΛ =
(
1− H2Λ
)−1
(LΛ − HΛHS) − HS
(
1− H2Λ
)−1
(−LΛHS + HΛ).
Proof. Since the stated transformation is bounded, in order to see that it is an orthogonal projection, by Lemma 3.1 and
Lemma 3.4 it suﬃces to check that(
1− H2Λ
)−1(
LΛ( f ) − HΛHS( f )
)− HS(1− H2Λ)−1(−LΛHS( f ) + HΛ( f ))
= (LΛ − L˜Λ)−1
(
LΛ( f ) − L˜Λ( f )
)
(3.7)
for all f ∈ L2e (XS).
Let φ be a map from M to L2e (XS) deﬁned by
φ(u, v) = u − HS v
for all (u, v) ∈ M.
Let w = LΛ( f ), z = LΛHS( f ), and
(u, v) = T−1(w, z).
Then (3.7) can be written as(
φ ◦ T−1)(w, z) = (LΛ − L˜Λ)−1(LΛ( f ) − L˜Λ( f )).
That is,
(LΛ − L˜Λ)(u − HS v) = w − HS z
= u − HΛv − HS(HΛu − v). (3.8)
By the proof of Lemma 3.5, u, v ∈ LΛ(L2e (XS)). Hence LΛu = u and L˜ΛHS (v) = HS v . Thus (3.8) can be simpliﬁed into
LΛHS v + L˜Λu = HΛv + HSHΛu
= LΛHS v + L˜Λu
as LΛv = v and LΛu = u. Therefore (3.7) is a true identity.
This completes the proof of the lemma. 
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L2e (XS) = BΛ ⊕ RΛ with f = (1− RΛ)( f ) + RΛ( f ).
By Lemma 3.2 and Lemma 3.6, the orthogonal projection of L2e (XS) onto BΛ is 1 − RΛ . The stated formula then follows
from Lemma 3.6. 
Proof of Corollary 1.6. By the proof of Lemma 3.4, L2e (XS) = BΛ ⊕ RΛ . Since BΛ is a subspace of QΛ ,
QΛ = QΛ ∩ (BΛ ⊕ RΛ) = BΛ ⊕ (QΛ ∩ RΛ).
By Theorem 1.4, L2e (XS) = Q ⊥Λ ⊕ QΛ . Thus we have the following direct sum decomposition
L2e (XS) = Q ⊥Λ ⊕ BΛ ⊕ (QΛ ∩ RΛ).
This completes the proof of the corollary. 
4. The space Q Λ ∩ RΛ
Proof of Theorem 1.7. If g is in the intersection of QΛ and RΛ , then there exists an element f ∈ L2e (XS) such that g =
LΛ( f ) − L˜Λ( f ) and QΛ(g) = g . The identity QΛ(g) = g can be written as
(1− HS LΛHS)
[
LΛ( f ) − HS LΛHS( f )
]= LΛ( f ) − HS LΛHS( f ). (4.1)
By Lemma 2.4, (4.1) is simpliﬁed to
HS LΛHS LΛ( f ) = HS LΛHS( f ).
Applying HS to both sides of the above identity, we ﬁnd that
LΛHS LΛ( f ) = LΛHS( f ).
That is,
LΛHS
(
f − LΛ( f )
)= 0. (4.2)
Let b(x) = f (x) − LΛ( f )(x). (4.2) implies that b ∈ BΛ . Let ψ = LΛ( f ). Then ψ is an element in L2e (XS) such that ψ(x) = 0
for |x|Λ−1. By (4.2),
g = ψ − HS LΛHS(b + ψ) = ψ − HS LΛHS(ψ).
Conversely, for any ψ ∈ L2e (XS) with ψ(x) = 0 for all |x|Λ−1, we have
LΛHS LΛ(ψ) = LΛHS(ψ).
This identity is equivalent to
(1− HS LΛHS)
[
LΛ(ψ) − HS LΛHS(ψ)
]= LΛ(ψ) − HS LΛHS(ψ). (4.3)
Let g = ψ − HS LΛHS(ψ). Then g = LΛ(ψ) − L˜Λ(ψ). By (4.3) and Theorem 1.4, g is an element in the intersection of QΛ
and RΛ .
If g = ψ − HS LΛHS (ψ) for an element ψ ∈ L2e (XS) with ψ(x) = 0 for |x|  Λ−1, then HS (ψ) ∈ Q ⊥Λ . Let f = HS(ψ).
Then f ∈ Q ⊥Λ and g = HS PΛ( f ). Conversely, for any element f ∈ Q ⊥Λ let ψ = HS ( f ). Then ψ ∈ L2e (XS) with ψ(x) = 0 for
|x|Λ−1, and HS PΛ( f ) = ψ − HS LΛHS (ψ) by Lemma 2.4. Therefore an element g of L2e (XS) is in the intersection of QΛ
and RΛ if, and only if, g is of the form HS PΛ( f ) for an element f ∈ Q ⊥Λ .
This completes the proof of the theorem. 
A character χ =∏v∈S ′ χv of ∏v∈S ′ O ∗v is said to be an even character if, for every v ∈ S ′ , χv(−αv ) = χv(αv) for all
αv ∈ O ∗v .
The left regular representation V of CS on L2e (CS ) is given by(
V (g) f
)
(α) = f (g−1α)
for g,α ∈ CS and f ∈ L2e (CS ). Let C1S = J1S/O ∗S . By the proof of Lemma 2.3,
J1S/O
∗
S = {1} ×
∏
v∈S ′
O ∗v .
Since the restriction of V to C1S is unitary, we can decompose L
2
e (CS ) as a direct sum of subspaces
L2e,χ (CS) =
{
f ∈ L2e (CS): f
(
g−1α
)= χ(g) f (α) for all g ∈ C1 and α ∈ CS}, (4.4)S
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2
e,χ (CS ). We can write
ϕ(x) = χ¯(x/|x|)ϕ(|x|), (4.5)
where 1/|x| is meant to be the idele (1/|x|,1,1, . . . ,1).
Lemma 4.1. (See §38B, §38C and §38D in Loomis [21].) Let G be a compact abelian group, and let a Haar measure dg on G be chosen
so that G has measure 1. Then, the characters on G form a complete orthonormal set in L2(G). For any f ∈ L2(G),
f (x) =
∑
χ
χ(x)
∫
G
f (g)χ¯(g)dg
where the sum
∑
χ is over the (unitary) characters χ of G. Moreover, every continuous function on G can be uniformly approximated
by ﬁnite linear combinations of characters of G.
Let CS,Λ consist of all α ∈ CS with |α|S < Λ−1, and let L2e (CS,Λ) be the restriction of functions in L2e (CS ) to CS,Λ .
Proof of Lemma 1.9. By (4.4) and Lemma 4.1, it suﬃces to show that {ϕi j}∞j=0 is a complete orthogonal set in L2e,χi (CS,Λ).
By Lemma 2.3, we can choose
CS,Λ =
(
0,Λ−1
)× ∏
v∈S ′
O ∗v .
By (4.5), every element in L2e,χi (CS,Λ) is of the form
χ¯i
(
α/|α|)ϕ(|α|)
with ϕ(|α|) ∈ L2(0,Λ−1). By Lemma 1.8, {ψ2 j}∞j=0 forms a complete orthogonal set in L2e (0,Λ−1). Therefore {ϕi j}∞j=0 forms
a complete orthogonal set in L2e,χi (CS,Λ).
This completes the proof of the lemma. 
Proof of Theorem 1.11. Suppose
∑n
k=1 ak gik, jk = 0. Let f (x) =
∑n
k=1 ak fik, jk (x). Then
f = HS LΛHS( f ).
We write nonzero α ∈ AS in the form
α = tη({1} × (bv)v∈S ′)
with (bv)v∈S ′ ∈∏v∈S ′ O ∗v , η ∈ O ∗S , and t = |α|S ∈ R+ . By the proof of Lemma 3.4,
f (α) =
∑
ξ∈O∗S
∫
a∈U∗
S′
∏
v∈S ′
ψv(−ξav)
{ ∞∫
0
LΛHS( f )
(
ξuaη−1
({1} × (b−1v )v∈S ′))e−2π iξut du
}
da
where a= (av)v∈S ′ and U∗S ′ =
∏
v∈S ′ O ∗v . Since LΛHS( f )(β) = 0 when |β|Λ−1, the expression
∞∫
0
LΛHS( f )
(
ξuaη−1
({1} × (b−1v )v∈S ′))e−2π iξut du
represents an entire function of t . Hence f (tη({1} × (bv)v∈S ′ )) is an entire function of t as a complex variable, and equals 0
for t Λ−1 as f i, j(x) = 0 when |x|Λ−1. Therefore f ≡ 0. Hence ES ( f ) ≡ 0. That is,
n∑
k=1
akϕik, jk ≡ 0.
By Lemma 1.9 we must have a1 = · · · = an = 0. Thus gi, j , i, j = 1,2, . . . , are linearly independent in L2e (XS).
Let g be any function in QΛ ∩ RΛ . By Theorem 1.7, g = ψ − HS LΛHS(ψ) for an element ψ ∈ L2e (XS) with ψ(x) = 0 for|x|Λ−1. By Lemma 1.9, {ϕi j}∞j=0 is a complete orthogonal set in L2e,χi (CS,Λ). It follows that a sequence
Fn =
Nn∑
akϕik, jk ,
k=1
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lim
n→∞ Fn = ES(ψ) (4.6)
in L2e (CS ). Let fn(x) =
∑Nn
k=1 ak fik, jk . By (4.6),
lim
n→∞ fn(x) = ψ(x)
in L2e (XS). Let
gn =
Nn∑
k=1
gik, jk .
Then
lim
n→∞ gn = g
in L2e (XS). Therefore {gi, j}∞i, j=1 forms a base in QΛ ∩ RΛ .
This completes the proof of the theorem. 
Remark. In this paper, the author restricts himself to semi-local case as he has not worked out corresponding results for
the global case yet. He would like to leave the global case for another occasion. The author does not know whether or not
it is possible to formulate Weil’s positivity in terms of HS if S contains only ﬁnitely many primes.
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