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Abstract
In this thesis, we consider optimisation problems of an insurance company
whose risk reserve process follows the settings of the classical risk model. The
insurer has the possibility to control its surplus process by paying dividends to
the shareholders. Furthermore, the shareholders are allowed to make capital
injections such that the surplus process stays nonnegative. A control strategy
describes the decision on the times and the amount of the dividend payments
and the capital injections. To measure the risk associated with a control strat-
egy, we consider the value of the expected discounted dividends minus the
penalised expected discounted capital injections. Because of the discounting,
it can only be optimal to make capital injections at times when the reserve
would become negative due to a claim occurrence. Our goal is to determine the
value function, which is defined as the maximal value over all proper strategies,
and to find an optimal strategy which leads to this maximal value.
First, we solve the optimisation problem for the classical risk model when the
capital injections are penalised by some proportional factor φ. We show that
an optimal strategy exists and is of barrier type, i.e., all the surplus exceeding
some barrier level b is paid as dividend.
The penalty factor φ can be interpreted as proportional costs associated with
the capital injections. In the second part, we extend this model by adding fixed
costs incurring any time at which capital injections are made. The optimal
strategy here is not of barrier type any more, but of band type. That is
a strategy where the state space of the surplus process is partitioned into
three types of sets where either dividends at the premium rate, or lump sum
dividends, or no dividends at all are paid.
In the third part, we allow the dynamics of the surplus process to depend
on environmental conditions which are modelled by a Markov process. I.e.,
the frequency of the claim arrivals and the distribution of the claim amounts
vary over time depending on the state of the environment process. We again
maximise the difference between the expected discounted dividends and the
(proportional) penalised capital injections and show that the optimal strategy
for any fixed initial environment state i is of barrier type with a barrier bi.
Zusammenfassung
In dieser Dissertation werden Optimierungsprobleme eines Versicherungsun-
ternehmens betrachtet, dessen Überschussprozess mit einem klassischen Risiko-
modell beschrieben wird. Der Versicherer hat die Möglichkeit, seinen Über-
schussprozess durch Zahlung von Dividenden zu kontrollieren. Ausserdem dür-
fen die Anteilseigner Kapitalzuschüsse tätigen, damit der Überschuss nichtne-
gativ bleibt. Eine Kontrollstrategie enthält Entscheidungen über die Zeiten
und die Höhen von Dividendenzahlungen und Kapitalzuschüssen. Um das
mit einer Kontrollstrategie verbundene Risiko zu messen, betrachten wir den
Wert der erwarteten diskontierten Dividenden abzüglich der erwarteten diskon-
tierten Kapitalzuschüsse inkl. der dabei anfallenden Kosten. Wegen der
Diskontierung kann es nur optimal sein, Kapitalzuschüsse zu den Zeitpunk-
ten zu tätigen, an denen das Reservekapital aufgrund eines Schadens negativ
wird. Unser Ziel ist es, die Wertefunktion zu bestimmen, die als maximaler
Wert über alle geeigneten Strategien definiert ist, und eine optimale Strategie
zu finden, die zu diesem maximalen Wert führt.
Zuerst lösen wir das Optimierungsproblem für das klassische Risikomodell für
den Fall, dass zusätzlich zu den Kapitalzuschüssen proportionale Kosten ein-
gerechnet werden. Wir zeigen, dass eine optimale Strategie existiert und vom
Barrieretyp ist, d.h. der ganze Überschuss, der ein bestimmtes Barrierenniveau
b überschreitet, wird als Dividende ausgezahlt.
Im zweiten Teil der Arbeit erweitern wir das Modell durch Hinzunahme von
Fixkosten, die in den Zeiten entstehen, zu denen Kapitalzuschüsse erfolgen.
Die optimale Strategie ist hier nicht mehr vom Barrieretyp, sondern vom Band-
typ. Es handelt sich also um eine Strategie, bei der der Zustandsraum des
Überschussprozesses in drei Mengen unterteilt ist, in denen entweder Divi-
denden zur Prämienrate, eine Pauschalsumme oder keine Dividenden gezahlt
werden.
Im dritten Teil lassen wir die Entwicklung des Überschussprozesses von Umwelt-
bedingungen abhängen, die durch einen Markov-Prozess modelliert werden.
Das bedeutet, dass die Schadensfrequenz und die Verteilung der Schaden-
shöhen in Abhängigkeit vom Zustand des Umweltprozesses in der Zeit vari-
ieren. Wir maximieren wieder die Differenz der erwarteten diskontierten Divi-
denden und der Kapitalzuschüsse inkl. proportionaler Kosten und zeigen, dass
die optimale Strategie für jeden anfänglichen Umweltzustand i eine Barrieren-
strategie mit einer Barriere bi ist.
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Risk lies at the core of the insurance business. An insurer assumes the risk
of an uncertain future loss of an insured person and promises, in exchange for
payment, to compensate the policy holder if the insured event occurs. While
selling safety guarantees to others, the insurance company has to insure its
own economic survival. Thus, it is of primary importance for the insurer to
identify and measure risks in order to control them. This is the role of risk
management. Proper risk management requires good cooperation between
economists and mathematicians. While the economists define risks related to
a company’s objectives, it is the mathematical, or actuarial, task to assign
numerical values to these specified risks by building quantitative risk models
and choosing appropriate risk measures. For this purpose, modern actuarial
science uses not only classical risk theory but increasingly the methods and
techniques of stochastic control theory.
The basic risk in insurance are the claims, since the claim sizes and oc-
curence times are uncertain. The first step to handle this uncertaincy is to
choose a probabilistic model which describes the claims adequately. Next, the
insurer has to determine premia sufficient to cover the future loss. Choos-
ing the initial capital and the premium size is one way to manage the risk.
There are several other possibilities for an insurer to influence or to control
the dynamics of the surplus process, for example by buying reinsurance, mak-
ing investments, paying dividends, or a combination of these actions. A control
strategy describes the decisions affecting the surplus: when action should be
taken with regard to the surplus, what type of action, and what amounts action
is taken on. By choosing a strategy, the insurer aims to maximise (minimise)
some objective function connected to that strategy. In mathematical formula-
tion, these are problems of optimal control theory (see Fleming and Soner [27]
or Fleming and Rishel [26]).
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2 CHAPTER 1. INTRODUCTION
The control possibilities that we will consider in this thesis are dividend
payments and capital injections made by the shareholders if the surplus process
becomes negative. Our goal will be to find optimal control strategies which
maximise the expected discounted dividends minus the penalised expected
discounted capital injections.
1.1 Risk Models and Maximisation Problems
General Model Settings
Let X = {Xt}t≥0 be the surplus process defined on the probability space
(Ω,F , IP). Further, let {Ft}t≥0 be the natural filtration of the process X. By
U = {Ut}t≥0 we denote a control process with state space U . We allow only
controls U that are {Ft}-adapted, because the decisions can only be made
based on present and not on future information. Further, we may not allow
all strategies from U , but make some restrictions on them. Let S denote the
set of admissible strategies, i.e., the adapted strategies that are allowed. To
each initial value x and each admissible control process U we associate a value
V U(x), which we call an objective function. The goal is now to find the value
function which is the maximal value over all admissible controls
V (x) = sup
U∈S
V U(x)
and to determine - provided that it exists at all - the optimal control process




There are several probabilistic models for describing the development of the
risk reserve process {Xt}t≥0 of an insurance company. The most famous one
goes back to Lundberg [55, 56] and Cramér [15, 16]. Over the course of time
it has established itself as a "classic" and is now called the classical risk model
(the Cramér-Lundberg or compound Poisson risk model). For the initial capital
x ≥ 0, the surplus at time t is given by




c > 0 is the constant premium rate. The number of the claims that have
occured up to time t ≥ 0 is described by a homogeneous Poisson process
{Nt}t≥0 with intensity λ > 0, i.e., Nt ∼ Poi(λt). As a consequence, the
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claim inter-occurence times are exponentially distributed. The claim sizes are
a sequence of positive independent and identically distributed (iid) random
variables {Yn}n∈IN with distribution function G and a finite mean µ. The
claim sizes and the claim numbers are assumed to be independent. A sample
path of the surplus process in the classical model (1.1) is illustrated in Figure
1.1.
Figure 1.1: A sample path of the classical risk model
A generalised approach allows claim arrivals and the distribution of the
claim amounts not to be homogeneous in time, but to depend on environmen-
tal conditions. As pointed out by Asmussen [4], in, for example, automobile
insurance this could be weather conditions or traffic volume. In health insur-
ance the outbreak of epidemics can considerably impact portfolios. Economic
circumstances or political regime switchings can also be thought of as influ-
ence factors (cf. Zhu and Yang [74]). Let the environment be described by
a Markov process {Jt}t≥0 with a finite state space J = {1, . . . ,m}. Given
the environment state Jt = i, premia are paid at rate ci, the claim sizes have
distribution Gi with mean µi, and claims occur according to a homogeneous
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{Nt} is called a Markov-modulated Poisson process (doubly stochastic Pois-
son process or Cox process). The claim sizes {Yn} again are assumed to be








The process {(Xt, Jt)}t≥0 is called a Markov-modulated risk model. The idea of
Cox processes goes back to Cox [14]. Reinhard [60], Asmussen [4] and Grandell
[37] were the first who integrated them as models in risk theory.
There are several other alternative risk models used in the literature. In the
so-called Sparre Andersen model proposed by Sparre Andersen [3], the claim
counting process {Nt} is modelled as a general renewal process, i.e., {Nt}
is governed by a sequence of iid inter-occurence times with some common
distribution. In diffusion models introduced by Iglehart [45], the surplus is
described by a diffusion process which can be obtained as an approximation of
the classical risk models if one lets the number of claims increase and makes
the claim amounts smaller (for a detailed discussion see e.g. Schmidli [66]).
Gerber [29] had the idea to combine the classical risk model with a diffusion
component in the perturbed compound Poisson model.
Dividend Strategies
We assume now that the insurance company has the possibility to control the
surplus process by paying dividends to the shareholders. Let D = {Dt}t≥0
denote a stochastic process representing the cumulated dividend payments up
to time t. The controlled surplus process is defined by
XDt = Xt −Dt.
There are several types of dividend strategies used in the literature.
• A band strategy is described by the partition of the state space of the
surplus process in three disjunct sets A,B and C. The dividends are paid
according to the set where the current surplus x is located: if x ∈ A,
then the incoming premium is paid as dividend; if x ∈ B, then dividends
of the amount x−max{a : a < x, a ∈ A} are paid immediately bringing
the current reserve to the next point in A that is smaller than x; if
x ∈ C, no dividends are paid. The sets B and C may consist of several
disjoint intervalls dividing the state space in bands which legitimise the
nomenclature. An example of a risk process controlled by a band strategy
with A = {0, b},B = (0, a] ∪ (b,∞) and C = (a, b) is given in Figure 1.2.
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• A barrier strategy is a special case of the band strategy where A consists
of only one point, i.e., A = {b} for some b ≥ 0. In this case all the
surplus above the barrier b is paid as dividend. As long as the reserve
process stays below b, no dividend is paid.
• A dividend strategy is called a threshold strategy for a fixed threshold
level b > 0, if dividends are paid continuously at a rate a smaller than the
premium rate whenever the surplus is over b, and otherwise, no dividends
are paid. If there are multiple thresholds bi with associated dividend rates
ai, then we have a multiple threshold or multi-layer strategy.
• A simple type of impulse strategy is characterised by two levels 0 ≤ b1 <
b2. Each time the surplus process is above b2, a dividend payment is
made bringing the surplus to the level b1. As long as the reserves are
below b2, no dividends are paid.
In general, one allows all non-decreasing càdlàg processes as dividend strate-
gies. The optimal strategies we will be dealing with in this dissertation are
of band and barrier type. Such dividend processes are examples of feedback
control strategies. These are control processes U such that Ut = u(Xt) for some
measurable function u.
Figure 1.2: Risk process controlled by a band dividend strategy
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Value Functions
The definition of the objective and accordingly the value function depends on
the optimisation criterion which is used to measure the risk (or the quality) of
the insurance portfolio. A traditional method to quantify the risk or the credi-
bility of the insurance company is the probability of ruin, i.e., the probability
that the surplus becomes negative in finite time. Thus, it is natural to assume
that the insurer is anxious to keep the probability of ruin small. Therefore,
minimising the ruin probabilities is one of the most discussed problems in risk
theory. Since the first results in Lundberg [56] and Cramér [15, 16], the ruin
probabilities have been extensively studied by many authors, see e.g. Rolski et
al. [61], Asmussen [4], Grandell [37] for the general results, or in the context
of stochastic control Schmidli [63, 64, 65, 66], Hipp and Plum [40], Hipp and
Schmidli [41], Hipp and Taksar [42].
Even though the ruin probability criterion corresponds to the Value-at-
Risk that is now used for financial institutions, this concept has also been
criticised. Minimising the ruin probability supposes that the company should
allow the reserve capital to grow to infinity, which is not realistic. This led
Bruno de Finetti [17] to direct the focus not on the expected ruin but on the
"expected life" (Borch [9]) and to propose measuring the risk exposure of an
insurance portfolio by the expected discounted value of its future dividends
which the company pays to the shareholders before ruin. This idea served as
an impulse for the further developments in the field of dividend maximisation
problems. Borch [9], Bühlmann [12] and Gerber [28, 30] were the first who
studied de Finetti’s original model in more detail. Since then there has been
a lot of research activity on this optimisation criterion in various settings, for
the classical risk model see Azcue and Muler [8], Albrecher and Thonhauser
[1], Thonhauser and Albrecher [70] and for a diffusion approximation Shreve et
al. [67], Jeanblanc-Piqué and Shiryaev [46], Radner and Shepp [59], Asmussen
and Taksar [5], Højgaard and Taksar [43, 44]. For recent surveys on various
dividend optimisation problems see Albrecher and Thonhauser [2], Avanzi [6]
or Schmidli [66].
Unfortunately, maximising the expected dividends in de Finetti’s setting
results in optimal dividend strategies which lead almost surely to ruin. There-
fore, Dickson and Waters [21] proposed to allow capital injections from the
shareholders when the surplus falls below zero in order to cover the deficit
at ruin, thereby avoiding bancruptcy. Denoting by Z = {Zt}t≥0 the capital
injections process, the controlled surplus process is then of the form
X
(D,Z)
t = Xt −Dt + Zt.
Dickson and Waters considered the value of the discounted cash flow if the
dividends are paid according to a barrier strategy, see also Gerber et al. [36]
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and Gerber et al. [32]. The optimal strategy in their model is a simple one
because of the discounting. It is optimal to pay all capital as dividend and
then let the shareholders pay the claims as they arrive keeping the surplus at
zero. A different solution may be obtained if capital injections are penalised.
Having this question in mind, we will here consider the objective function
V (D,Z)(x) = IE
[∫ ∞
0−
e−δt dDt − φ
∫ ∞
0−
e−δt dZt|X0 = x
]
(1.3)
with φ > 1 and a constant discount factor δ > 0. As optimisation criterion
we choose the maximal value over all strategies (D,Z) such that the con-
trolled surplus {X(D,Z)t } remains non-negative a.s. In a diffusion setting, an
analogous problem has been solved by Shreve et al. [67], see also Lokka and
Zervos [54]. Avram et al. [7] showed the optimality of the barrier dividend
strategies in the more general framework of spectrally negative Lévy processes.
Eisenberg [24] considered the problem without dividends and minimised the
expected discounted capital injections in both the classical risk model and a
diffusion approximation model with the control possibility of reinsurance and
investment.
The penalty factor φ in (1.3) can also be interpreted as proportional costs
associated with capital injections. A natural extension of this model is to add
fixed costs incurring any time at which capital injections are made. The next
model we will investigate here is of the form
V (D,Z)(x) = IE
[∫ ∞
0−
e−δt dDt − φ
∫ ∞
0−







In a diffusion approximation, dividend optimisation problems with transaction
costs were treated by He and Liang [39] who added the possibility of propor-
tional reinsurance and Paulsen [58] who assumed that costs incure with both
dividend payments and capital injections. Loeffen [53] studied the dividend
maximisation problem until ruin including transaction costs on the dividends
for spectrally negative Lévy processes.
Finally, we adopt the risk measure (1.3) in the framework of a Markov-
modulated risk model. For an initial environment state i and initial capital x,
the objective function is of the form
V (D,Z)(x, i) = IE
[∫ ∞
0−
e−δt dDt − φ
∫ ∞
0−
e−δt dZt|X0 = x, J0 = i
]
(1.5)
for φ > 1. Dividends problems in a Markov-modulated risk model were treated
e.g. in Wei et al. [71] and Li and Lu [49, 50] who considered the value of the
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expected dividends until ruin. Sotomayor and Cadenillas [69] and Jiang and
Pistorius [47] investigated optimal dividend strategies under a regime-switching
diffusion model.
1.2 Thesis Outline
In Chapter 2, we present some known results regarding the value of a barrier
dividend strategy in de Finetti’s setting in the classical risk model obtained
by Bühlmann [12] and Gerber [28]. Further we discuss the so-called "Gerber-
Shiu penalty functions" first introduced in Gerber and Shiu [34]. These are
functions of the expected discounted penalty due at ruin which depend on
the severity of ruin and the surplus immediately prior to ruin. Finally, we
illustrate a relationship between the expected discounted dividends until ruin
and the Gerber-Shiu penalty functions referred to as the dividends-penalty
identity (see Gerber et al. [32]).
In Chapter 3, we solve the optimisation problem (1.3). For this purpose,
we use the two-step solution concept developed by Schmidli [66]. In the first
step, we consider only strategies which are absolutely continuous processes
with a density bounded by some arbitrary constant u0 > 0. We derive the
characterising integro-differential equation – the so-called Hamilton–Jacobi–
Bellmann equation (HJB) – for the associated value function Vu0(x), show that
the solution is unique, and identify the optimal dividend strategy as a barrier
strategy. In the second step, we allow all càdlàg increasing dividend processes.
Letting the maximal dividend rate u0 converge to infinity, we obtain in the
limit the value function for the general problem, i.e., limu0→∞ Vu0(x) = V (x),
and show that it solves the corresponding HJB equation. Unfortunately, we
are not able to obtain an explicit solution to the HJB equation, nor do we have
a natural initial value for the maximisation problem. Therefore, we will have
to characterise the value function among other possible solutions. The optimal
dividend strategy will again be of barrier type. The results obtained in this
chapter have been published in the author’s paper Kulenko and Schmidli [48].
In Chapter 4, we consider the model (1.4) with both fixed and proportional
administration costs incurring any time at which capital injections are made.
Further, at the time of an injection the company may not only inject the deficit,
but also some additional capital C ≥ 0 to prevent future capital injections.
We conclude that capital injections are only carried out if the claim process
falls below zero. Again, in a two-step procedure, we derive the associated HJB
equation and show that the optimal strategy is not of barrier type any more,
but of band type. The value function will be characterised as the smallest
solution to the HJB equation, fulfilling a linear growth condition, such that
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V (C)− φC is maximal. By using Gerber–Shiu functions, we derive a method
to determine the solution to the integro-differential equation and the unknown
value C, if it is optimal to pay no dividends around zero. Finally, we describe
an algorithm for a piecewise construction of the value function.
Chapter 5 treats the maximisation problem (1.5) in a Markov-modulated
risk model. We show – first for the absolutely continuous dividend processes
and then for the general case – that the value functions V (x, i) for initial states
i ∈ J simultaneously satisfy the system of HJB equations. The optimal
strategy for every initial state i is again a barrier strategy with a barrier level
bi, i.e., if at time t the state of the environment process is Jt = i and the
surplus exceeds the barrier bi, then dividends at the premium rate ci are paid.
1.3 Conventions
• In the following, we will use a probability space (Ω,F , IP) on which all
stochastic quantities are defined. We supply the probability space with
a filtration {Ft}t≥0 and assume it to be the smallest right-continuous
filtration such that the underlying surplus process {Xt} is adapted.
• We will work with càdlàg (right-continuous with existing limits from
the left) adapted control processes because this simplifies the presenta-
tion. By the càdlàg property of the risk process {Xt}, the controlled
process {XDt } will be càdlàg as well. In the literature one often uses
left-continuous adapted and, as a consequence, previsible controls. Then




t+. However, the values
connected to a previsible process {Dt} and to its right-continuous ver-
sion {Dt+} are the same. The latter process is càdlàg because it will be
assumed to be increasing and adapted by the choice of the filtration.
The drawback of using càdlàg dividend controls is that if D causes a
jump of the controlled process, one observes not the pre-dividend but
the post-dividend process (cf. Schmidli [66]). I.e., the jump size of
XDt is composed of the claim size and the dividend. Hence, one cannot
determine the size of the dividend payment without knowing the claim
size. In other words, we need additionally information from the filtration
about the size of the claim in order to get the size of the dividend.
• We assume that all processes we consider are already discounted. The
discount factor δ > 0 in the definition of the objective functions (1.3),
(1.4) and (1.5) reflects the preference behaviour of the shareholders (cf.
Borch [9]). They prefer to earn dividends today rather than tomorrow
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and, on the other side, to make capital injections tomorrow rather than
today.
• Unless otherwise stated, all statements will hold almost surely. For sim-
plified presentation, we omit the notation almost surely or with proba-
bility one.
• For notational convenience, we write
IPx[·] = IP[·|X0 = x] and IEx[·] = IE[·|X0 = x]
in the classical risk model and
IP(x,i)[·] = IP[·|X0 = x, J0 = i] and IE(x,i)[·] = IE[·|X0 = x, J0 = i]
in the Markov-modulated risk model. If the connection is clear, we dis-
miss the letters x and (x, i).
Chapter 2
Dividends Until Ruin
In this chapter, we cite some known results about dividends until ruin (see
Bühlmann [12], Gerber et al. [32]), the Gerber-Shiu functions (see Gerber and
Shiu [35], Lin et al. [52]) and the dividends-penalty identity (see Gerber et al.
[32]) for the classical risk model which we will use later for the calculation of
the value functions.
2.1 Dividends Until Ruin for a Barrier Strategy
Suppose that the surplus process follows the classical risk model (1.1), and
dividends are paid according to a barrier strategy with the barrier level b. Let
Xbt denote the controlled surplus process and
τ b = inf{t ≥ 0 : Xbt < 0},
T b = inf{t ≥ 0 : Xbt = b}
be the corresponding time of ruin and the first time the surplus process reaches
the barrier, respectively. For x ≥ 0, let V b(x) be the expected discounted
dividend payments unitl ruin, i.e.,






Bühlmann [12] showed (with the same methods which we will use in the proof
of Theorem 3.2.2) that V b(x) fulfils the following integro-differential equation
c(V b)′(x) + λ
∫ x
0
V b(x− y) dG(y)− (λ+ δ)V b(x) = 0, 0 ≤ x ≤ b,
with the boundary condition
(V b)′(b−) = 1.
11
12 CHAPTER 2. DIVIDENDS UNTIL RUIN
(If the initial value x ≥ b, then dividends of the amount x− b are paid imme-
diately, such that V b(x) = x − b + V b(b) holds, and therefore, (V b)′(b+) = 1.
Thus, the function V b is differentiable at x = b, and the boundary condition is





h(x− y) dG(y)− (λ+ δ)h(x) = 0, 0 ≤ x <∞. (2.1)
There is a unique solution to (2.1) with initial condition
h(0) = 1
(see e.g. Schmidli [66, p. 90]). Since any multiple of h(x) is another solution
to (2.1), we have that
V b(x) = h(x)γ, 0 ≤ x ≤ b,
where γ does not depend on x. Now we can determine the constant γ by




, 0 ≤ x ≤ b. (2.2)
This formula was first obtained by Bühlmann [12, p.172], see also Schmidli
[66, p. 91].
Remark 2.1.1
Equation (2.2) is well-defined because h′(x) > 0 for 0 ≤ x < ∞. To see this,
one can use the arguments from Lin et al. [52]. Let x0 be the largest value
such that h(x) is strictly increasing for 0 ≤ x < x0. Then, x0 > 0 since
























which is a contradiction. Therefore, x0 =∞. 
Define now the function
Cb(x) = IEx[e
−δT b1IT b<τb ] (2.3)
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as the Laplace transform of the time to reach the dividend barrier b without
ruin occuring. Cb(x) can also be interpreted as the expected present value of
a contingent payment of 1 due at time when the surplus reaches the level b,
provided that ruin has not occured yet. Since no dividends are paid until time
T b, we obtain by conditioning on FT b ,
V b(x) = Cb(x)V b(b). (2.4)
By the same methods as above, it can be shown that Cb(x) satisfies the integro-




for x ≤ b. (2.5)
This formula can be found by Gerber et al. [32].
2.2 Gerber-Shiu Penalty Functions
Since the first notion of severity of ruin |Xτ | by Gerber et al. [31], a number
of papers investigating the distribution of the ruin time τ , the surplus just
before ruin Xτ− or the severity of ruin |Xτ | were published, see e.g. Dickson
[18], Dickson and Waters [20], Dufresne and Gerber [23], Gerber and Shiu [33].
In 1998, Gerber and Shiu [35] combined the analysis of all three quantities
by studing its joint distribution via the expected discounted penalty function
which depends on the time of ruin, the deficit at ruin and on the surplus
immediately prior to ruin. Their seminal work provided new methods and
techniques for treating the ruin problems and layed a basis for a large number
of later research on the classical risk theory, see for example Lin et al. [52], Lin
and Willmot [51], Schmidli [62], Willmot and Dickson [72], Cai and Dickson
[13], Yuen et al. [73]. The penalty functions introduced by Gerber and Shiu
became since then the name of "Gerber-Shiu penalty functions".
We present now some results from Gerber and Shiu [35]. Let w : IR+ ×
IR+ → IR+ be a nonnegative function. For x ≥ 0 and δ ≥ 0, the expected
discounted penalty function p(x) is defined as
p(x) = IEx[w(Xτ−, |Xτ |)e
−δτ1I{τ<∞}]. (2.6)
p(x) satisfies the integro-differential equation
0 = cp′(x) + λ
∫ x
0





w(x, y − x) dG(y).
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To solve Equation (2.7), consider the so-called Lundberg’s fundamental equa-
tion




e−sx dG(x) denotes the Laplace(-Stieltjes) transform of the
claim distribution. Let ρ be the unique positive solution to (2.8) (its existence
will be shown in Remark 2.2.1 below). By multiplying (2.7) with e−ρx, rear-
ranging the terms and eventually integrating from x = 0 to x = z, Gerber and

















or, as a renewal equation,
p(x) = (p ∗ ξ)(x) + η(x),




















for x ≥ 0. By the method of succesive substitution, p(x) can be expressed as
p(x) = η(x) +
∞∑
n=1
(ξ∗n ∗ η) (x) .














w(y, z − y) dG(z) dy. (2.9)
Remark 2.2.1
The Laplace(-Stieltjes) transform fˆ(s) = IE[e−sX ] of a (positive) random vari-
able X is an analytic function for all s with Re(s) ≥ 0. It is decreasing and
convex because
fˆ ′(s) = IE[−Xe−sX ]) < 0
and
fˆ ′′(s) = IE[X2e−sX ] > 0.
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Define l(s) = λ+ δ − cs and consider the equation
l(s) = λfˆ(s).
Since
l(0) = λ+ δ ≥ λ = λfˆ(0)
and l(s) is a decreasing linear function, there is a unique nonnegative intersec-
tion point of l(s) and fˆ(s), say ρ, which is then the unique nonnegative root
of the Lundberg’s fundamental equation (2.8). 
Alternatively, one can solve Equation (2.7) by using the Laplace transform













λ+ δ − cs− λgˆ(s)
.
The denominator is the Lundberg’s fundamental equation which vanishes at
ρ > 0. Since pˆ(s) is an analytic function for all s > 0, the numerator must be
zero at s = ρ yielding λΠˆ(ρ) = cp(0), and therefore,
pˆ(s) =
λ(Πˆ(s)− Πˆ(ρ))
λ+ δ − cs− λgˆ(s)
. (2.10)
Now, for some "nice" forms of pˆ(s) (especially, if pˆ(s) is a rational function),
p(x) can be obtained by inverting its Laplace transform (2.10).
For further use, we consider three examples of the penalty function. Let
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as the expected discounted deficit at ruin. Finally, for the positive root ρ of




























Gerber and Shiu [34] showed that Cb(x) = IEx[e−δT
b











In the case, when a constant dividend barrier strategy with a barrier b is







They showed that pb(x) satisfies Equation (2.7) with the boundary condition
(pb)′(b) = 0. (2.16)
2.3 Dividends-Penalty Identity
If dividends are paid according to a barrier strategy, then there is a connection
between the Gerber-Shiu discounted penalty function with a barrier pb(x), the
one without barrier p(x), and the expected discounted dividends until ruin
V b(x). This so-called dividends-penalty identity was first discovered by Lin et
al. [52] for the compound Poisson model. Yuen et al. [73] extended the result
to the case with interest, and Gerber et al. [32] generalised the formula for
stationary Markov processes which are skip-free upwards.
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We take the way of Gerber et al. [32] to motivate the dividends-penalty
identity. Consider a particular sample path of the surplus process starting at
x < b. Then the penalties at ruin (with and without the dividend barrier)
can be different only, if the surplus reaches the level b before ruin. Thus, by
conditioning on FT b , we have
pb(x)− p(x) = IEx[e
−δT b1I{T b<τ}](p
b(b)− p(b))
= Cb(x)(pb(b)− p(b)), x < b.
By (2.16), we know that (pb)′(b) = 0. Thus, replacing Cb(x) by h(x)/h(b) and
differentiating at x = b yields




Using (2.15), we finally obtain the dividends-penalty identity
pb(x) = p(x)− p′(b)V b(x), x ≤ b. (2.17)
18 CHAPTER 2. DIVIDENDS UNTIL RUIN
Chapter 3
Optimal Control of Dividends and
Capital Injections in a Classical
Risk Model
3.1 Introduction
We suppose that the surplus of an insurance company is described by a classical
risk process




defined on a filtered probability space (Ω,F , {Ft}t≥0, IP). x ∈ IR is the initial
capital, c > 0 is the premium rate. The number of claims is modelled as a
Poisson process {Nt}t≥0 with rate λ > 0, say. Claim occurrence times are
denoted by {Ti}i≥0 with T0 = 0. Claim sizes {Yi}i≥1 are an iid sequence of
positive random variables with distribution function G, independent of {Nt}.
We assume that IE[Yi] = µ <∞ and, for simplicity, that G is continuous. We
can assume that {Ft}t≥0 is the smallest right-continuous filtration such that
{Xt}t≥0 is adapted.
We assume that the insurer controls its reserve process by paying dividends
to the shareholders. Furthermore, the shareholders are supposed to inject capi-
tal if the surplus ever becomes negative. The accumulated dividends process
{Dt}t≥0 is an {Ft}-adapted, non-decreasing, càdlàg process with D0− = 0,
the accumulated capital injections are denoted by {Zt}t≥0, which also is an
adapted, non-decreasing, pure jump process with Z0− = 0. The controlled
surplus process then becomes
X
(D,Z)
t = Xt −Dt + Zt , X
(D,Z)
0− = x .
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The capital injections have to be chosen in such a way that X(D,Z)t ≥ 0 a.s. for
all t. Note that no positive safety loading c > λµ needs to be assumed.
The value of a strategy (D,Z) = {(Dt, Zt)t≥0} is defined as
V (D,Z)(x) = IEx
[∫ ∞
0−






where φ > 1 is a penalising factor and δ > 0 is a discounting factor. A strategy
(D,Z) is admissible if
IPx[X
(D,Z)
t ≥ 0 for all t ≥ 0] = 1 .
Our goal now is to maximise V (D,Z)(x) and to find an optimal strategy (D∗, Z∗)
with leads to the maximal value. The value function of our problem is






e−δt dDt = δ
∫∞
0−
e−δtDt dt. Since the value of the (not admis-
sible) strategy Dt = x+ ct and Zt = 0 is an upper bound for the value of any
admissible strategy, we get that V (D,Z)(x) < x + c/δ < ∞ for any admissible
strategy. We denote by Sx the set of all admissible strategies for the initial
capital x.
If we had chosen φ < 1 then we could make a capital injection of size K and
pay it as dividend at the same time. The value would be K(1−φ). Maximising
overK shows that the value function would be infinite. The choice φ = 1 would
yield the trivial solution V (x) = x + (c − λµ)/δ. That is the solution with
Dt = x + ct and Zt = St := x + ct − Xt, i.e., any positive surplus is paid as
dividend. Choosing δ = 0 would lead to an infinite value function. Indeed,
the shareholder would be indifferent to recieving dividend payments today or
tomorrow. Then, they would prefer to wait until some high barrier b such
that it is unlikely that a capital injection has to be made and the value of
the dividends is larger than the value of the capital injections. In the case of
positive safety loading, the barrier is reached infinitely often, and the value of
the strategy would become infinite.
It is clear that, because of the discounting, it cannot be optimal to make
capital injections before they really are necessary. Therefore, we need only
choose the dividend process {Dt}. The corresponding capital injection process
becomes
ZDt = max(− inf
0≤s≤t
(Xs −Ds), 0) .
Therefore, we will in the following use the abbreviated notation {Zt}, {XDt }
and V D(x) for the capital injection process {ZDt }, the surplus process and the
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value connected to a strategy {(Dt, ZDt )}. If the initial capital is negative,
then Z0 = |x|. Thus,
V (x) = V (0)− φ|x| for x < 0 . (3.1)
A very impotant property of the value function introduced above is its
concavity. We state and prove the next lemma for the model and will use
it later also for restricted dividend strategies. It should be noted that the
proof works for any model with independent increments and also for restricted
dividend strategies as long as the allowed strategies form a convex set.
Lemma 3.1.1
The function V (x) is concave.
Proof: Let x, y > 0 and z = αx + βy with α + β = 1 and α, β ∈ (0, 1).











Note that Dt = Dzt , but in general Z˜t 6= Z
z
t . With Rt = ct−
∑Nt
i=1 Yi we have
αx+ βy +Rt −Dt + Z˜t = αx+ βy + (α+ β)Rt −Dt + Z˜t




t )︸ ︷︷ ︸
≥0




t )︸ ︷︷ ︸
≥0
.





(otherwise the value of the optimal strategy (D,Zz) for the capital z were strict
smaller than the value for the strategy (D, Z˜) for the same initial capital). It
follows
V (z) ≥ IE
[∫ ∞
0−












e−δt ((α dDxt + β dD
y
t )− φ(α dZ
x






(x) + βV D
y
(y).
Taking the supremum over all admissible strategies D we get








(y) = αV (x) + βV (y).
2
In particular, because of the concavity of V the derivatives from the left
and from the right exist a.s. Moreover, V (x) is absolutely continuous.
The following lower bound, also derived in Parfumi [57], will be useful.
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Lemma 3.1.2
The value of expected capital injections is bounded by λµ/δ.
Proof: The worst that may happen is that one has to inject capital for all the
claims. Not taking care of the dividends we find, using that the time of the
























It follows that the value of any admissible strategy is bounded from below
by −φλµ/δ.
3.2 Strategies With Restricted Densities
In this section, we only consider absolutely continuous dividend strategies





• 0 ≤ Ut ≤ u0 <∞
and denote the strategies by {Ut}. The value of such a strategy is then









Let us denote the set of the admissible strategies by S rx . Then the value
function is V (x) = supU∈S rx V
U(x). Recall that Lemma 3.1.1 applies.
3.2.1 The Value Function and the HJB-Equation
Lemma 3.2.1
V (x) is bounded by u0/δ, increasing, Lipschitz continuous and therefore ab-
solutely continuous, and it holds limx→∞ V (x) = u0/δ.





Consider the strategy Ut = u0. τUx = inf{t : x + (c − u0)t −
∑Nt
i=1 Yi < 0}
converges to infinity as x → ∞ and so IP[
∫∞
0




e−δt dZt is bounded by e−δτ
U
x λµ/δ; see Lemma 3.1.2. So we have
that
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Let h > 0 be small. We choose a strategy U˜ ∈ S rx+ch for initial capital
x+ ch and define
Ut = 0 · 1I{T1<h} +
(





t · 1I{T1<h} +
(
0 · 1I{t≤h} + Z˜t−h · 1I{t>h}
)
1I{T1≥h}.
where {Z0t } denotes the capital injections if no dividend is paid. Recall from
Lemma 3.1.2 that the value connected to Z0 is bounded from by λµ/δ.
The first claim happens with density λe−λt and T1 is larger than h with
probability e−λh. By conditioning on Fh∧T1 , it follows







e−δt dZt + e
−δ(h∧T1)V U(XUh∧T1)
]
≥ IP[T1 ≥ h]e




















The Lipschitz-continuity follows now by the boundedness of V














By Doob [22, p. 164], V is also absolutely continuous. 2
In the next theorem, we derive the characterising equation for the value
function.
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Theorem 3.2.2
The function V (x) is differentiable from the left and from the right a.e. on





(c− u)V ′(x) + u− (λ+ δ)V (x) + λ
∫ ∞
0
V (x− y) dG(y)
}
= 0 . (3.2)
Proof: Let h > 0 and fix u ∈ [0, u0]. If x = 0 we suppose u ≤ c, if x > 0
we let h be small enough such that x + (c− u)h ≥ 0, i.e., the reserve process
does not fall below zero because of the dividend payments. Let L > 0 be the
Lipschitz-constant. Choose ε > 0 and n ∈ IN such that L(x+(c−u)h)/n < ε/2
and let xk = k(x+ (c− u)h)/n for 0 ≤ k ≤ n. For every k there is a strategy
{Ukt } with V
Uk(xk) > V (xk)− ε/2. For initial capital x′ with xk ≤ x′ < xk+1,
we choose the strategy {Ukt }. Then, by the Lipschitz continuity of V (x), we
can choose n large enough such that
V U
k
(x′) ≥ V U
k
(xk) > V (xk)− ε/2 > V (x
′)− L(x′ − xk)− ε/2 > V (x
′)− ε .
Thus, for all x′ ∈ [0, x + (c − u)h], we can find a measurable strategy U˜ such
that V U˜(x′) > V (x′)− ε.
Let x ≥ 0. Consider now the following strategy
Ut =
{
u : 0 ≤ t < h ∧ T1
U˜t−h∧T1 : t ≥ h ∧ T1
, Zt =
{
0 : 0 ≤ t < h ∧ T1
Z˜t−h∧T1 : t ≥ h ∧ T1
.
By conditioning on Fh∧T1 , it follows that














































V (x+ (c− u)t− y) dG(y)
}
dt− ε,
3.2. STRATEGIES WITH RESTRICTED DENSITIES 25
where we used property (3.1). The constant ε is arbitrary. If we let tend it to
zero, rearrange the terms and divide them by h then we get
0 ≥























V (x+ (c− u)t− y) dG(y)
]
dt . (3.3)
If c > u, the first term converges to the derivative from the right as h → 0,
if c ≤ u to the derivative from the left (existence of the derivatives is assured
by Lemma 3.1.1). Starting with initial capital x − (c − u)h, we get in the
same way that the first term converges to the derivative from the left in the
case c > u and to the derivative from the right in the case c ≤ u. We don’t
distinguish the notation first and get for both derivatives
(c− u)V ′(x) + u− (λ+ δ)V (x) + λ
∫ ∞
0
V (x− y) dG(y) ≤ 0 ,
as h→ 0, where we have∫ ∞
0




V (x− y) dG(y) +
∫ ∞
x








because of the property (3.1). Now choose a strategy Uˆ = {uˆt(h)} such that
V Uˆ(x) ≥ V (x) − h2. Denote a(t) =
∫ t
0
(c − uˆs)ds. In the same way as above
we get
0 ≤ h+

























V (x+ (c− u)t− y) dG(y)
]
dt .
W.l.o.g., let {hn}n≥0 be a sequence with hn → 0 as n → ∞ such that
limhn→0 a(hn)/hn = c−u˜, say. Then the limit limhn→0(V (x+a(hn))−V (x))/hn
exists because of the concavity of V . Letting hn → 0 yields
(c− u˜)V ′(x) + u˜− (λ+ δ)V (x) + λ
∫ ∞
0
V (x− y) dG(y) ≥ 0 .
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If c ≥ u˜, the inequality holds for the derivative from the right, if c ≤ u˜, for
the derivative from the left, where the value of the derivative can be choosen
arbitrarily if c = u˜. Since u = u˜ fulfils Equation (3.3), we conclude that
equality holds. Now the supremum can be taken over all constant strategies
U = u with 0 ≤ u ≤ u0. So both derivatives fulfil the HJB equation.
Starting with initial capital x − (c − u)h, we get in the same way that
Equation (3.2) holds for the derivative from the left in the case c ≥ u˜ and for
the derivative from the right in the case c ≤ u˜, which completes the proof. 2
3.2.2 The Optimal Strategy and the Characterisation of
the Solution
First we show that the value function is continuously differentiable a.e. on
(0,∞). Equation (3.2) is linear in u, thus, the argument u(x) maximising the
left-hand side of (3.2) can be determined in dependence on the derivative (from




0 : V ′(x) > 1









0 : x < b (⇔ V ′(x) > 1)
u0 : x ≥ b (⇔ V
′(x) ≤ 1)
. (3.5)
By the concavity of V , we have V ′(x−) ≥ V ′(x+). If both V ′(x−) and V ′(x+)
are greater or smaller than 1, then it follows by (3.2) and our assumption that
G(y) is continuous that V (x) is continuously differentiable on [0, b) and (b,∞).
Suppose now that b > 0. At x = b, considering the equation from the left and
from the right, we conclude that cV ′(b−) = u0 + (c− u0)V ′(b+), or
c(V ′(b−)− V ′(b+)) = u0(1− V
′(b+)) .
If u0 < c, we conclude that either V ′(b−) = V ′(b+) = 1 or 1 > V ′(b−). Be-
cause the latter is impossible, we find that V (x) is continuously differentiable.
If u0 ≥ c, we have a barrier strategy. Thus the process stays at b until time T1.
Because the process does not leave the intervall [0, b] and the corresponding
strategy is admissible for any u0 ≥ c, it must be optimal for any initial value
in [0, b]. Thus, b does not depend on the bound u0. The expected discounted
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e−δt dZt + e










V (b− y) dG(y) .









V (b− y) dG(y) .
Plugging V (b) into (3.2), we find that V ′(b−) = V ′(b+) = 1, and V (x) is
continuously differentiable also in this case.
Remark 3.2.3
Suppose b = ∞. Then we would have V ′(x) > 1 for all x ≥ 0. From the HJB
equation (3.2) would follow
cV ′(x) = (λ+ δ)V (x)− λ
∫ x
0





≥ λV (x)(1−G(x)) + δV (x)− λV (0)(1−G(x))
= δV (x) + λ(1−G(x))(V (x)− V (0))
> δV (x)
and, therefore, V (x) > eδx/c. Thus, V were exponentially increasing on the
whole domain. However, by Lemma 3.2.1, V has a linear bound. Therefore, it
must be b <∞. 
Before proving the next lemma we make the following observations.
• {Zt} increases only at claim times. It holds therefore in an interval
(Ti−1, Ti) between two claims that dXUt = (c− Ut) dt.
• XUTi = X
U
Ti−
− Yi +∆ZTi .
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Yi + ∆ZTi = 0, i.e., ZTi = −min(X
U
Ti−
− Yi, 0). In this case the value
function fulfils
V (XUTi)(= V (0)) = V (X
U
Ti−
− Yi) + φ∆ZTi .
Thus, it suffices only to consider solutions f to the HJB equation satis-
fying property (3.1).
Lemma 3.2.4
Let f(x) be an increasing, bounded, and positive solution to the HJB equation
(3.2) with property (3.1). Then for any admissible stategy U the process
{
f(XUt )e









− (λ+ δ)f(XUs ) + λ
∫ ∞
0





Proof: We have the decomposition
f(XUt )e









−δt − f(XUTNt )e
−δTNt

















−δt − f(XUTNt )e
−δTNt





















−δt − f(XUTNt )e
−δTNt .
By Theorem B.2.4 (see also Example A.2.6 in the Appendix), we know that






































and using that Ti and Ti−1 can be replaced by Ti ∧ t and Ti−1 ∧ t, respectively,
we get that the process{
f(XUt )e


















is an {Ft}−martingale with expected value 0. 2
We show now that the value function is unique and the strategy (3.5) is
optimal.
Theorem 3.2.5
Let f(x) be an increasing, bounded, and positive solution to the HJB equation
(3.2) with property (3.1). Then limx→∞ f(x) = u0/δ, f(x) = V (x), and an
optimal strategy is given by (3.5).
Proof: Since f is bounded, f must converge to a f(∞) < ∞. Then there
exists a sequence xn → ∞ such that f ′(xn) → 0. Let un = u(xn). By the
definition (3.5), we can assume un = u0. Letting n→∞ in (3.2) yields




f(xn − y) dG(y)− f(xn)
]
− δf(xn) + u0
n→∞
−→ −δf(∞) + u0
showing limx→∞ f(x) = u0/δ.
Let now U = U∗ be the strategy given by (3.5) and the corresponding
Z∗ = ZU
∗
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−δt] → 0 as t → ∞. Since the other terms are monotone, we
can interchange limit and integration and get f(x) = V U
∗
(x). For an arbitrary





















Letting t→∞ shows f(x) ≥ V U(x). Thus f(x) = V (x). 2
This shows that it is optimal to pay no dividends as the reserve process
stays below a barrier b (XUt < b). As soon as the process reaches or excesses
the barrier b (XUt ≥ b), dividends have to be payed at the maximal rate u0.
3.3 Unrestricted Dividends
In this section, all increasing, adapted, and càdlàg processes D are allowed.
The value of a strategy D is
V D(x) = IE
[∫ ∞
0−






and V (x) = supD∈Sx V
D(x) is the value function.
3.3.1 The Value Function and the HJB-Equation
Lemma 3.3.1
The function V (x) is increasing with V (x)− V (y) ≥ x− y for 0 ≤ y ≤ x and








V (x) is almost everywhere differentiable with V ′(x−) ≥ 1 and V ′(x+) ≤ φ.
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Proof: Let y ≥ 0. Consider a strategy D with V D(y) ≥ V (y) − ε for ε > 0.
For x ≥ y, we define a new strategy as followed: x− y is paid immediately as
dividend, and then the strategy D with initial capital y is followed. Then for
any ε > 0, it holds that
V (x) ≥ x− y + V D(y) ≥ x− y + V (y)− ε .
Because ε was arbitrary, V (x) − V (y) ≥ x − y follows. In particular, V is
strictly increasing.
Consider the strategy D, where x is paid immediately and then the divi-
dends are paid at rate c. We note that for any reasonable strategy, Dt is an
upper bound for the accumulated dividend payments. Not taking the capital
injections into account yields the upper bound:









The value of the capital injections is calculated in Lemma 3.1.2, which yields
the lower bound. The local Lipschitz continuity follows by the local bounded-
ness of V as in the proof of Lemma 3.2.1.
V is concave. Thus, the derivative V ′(x) exists almost everywhere on
[0,∞). By V (x) − V (x − ε) ≥ ε for ε ≥ 0, we obtain V ′(x−) ≥ 1. For the
other inequality, we consider a strategy by receiving ε from the shareholders
immediately and following the strategy for the initial capital x+ ε afterwards,
so that V (x) ≥ V (x + ε) − φε. Hence, V ′(x+) ≤ φ. This proves the (global)
Lipschitz continuity. 2
Note that the bounds on the derivatives were also obtained by Sethi and
Taksar [68].
From the next lemma, it follows that the value function can be calculated
as the limit of the value functions from the previous section. The proof is
analogous to the proof in Schmidli [66, Section 2.4.2].
Lemma 3.3.2
Let Vu(x) be the value function for the restricted dividend strategy in the case
u0 = u. Then limu→∞ Vu(x) = V (x).
Proof: Because Vu(x) is increasing in u, it is converging pointwise. The re-
stricted strategy is admissible. Therefore limu→∞ Vu(x) ≤ V (x). We proceed
in two steps. We first approximate V (x) by the value of a pure jump process
strategy, which on its part can be approximated by a resticted dividend strat-
egy in the second step (see Figure 3.1).
Step 1. Let ε > 0. We now construct a pure jump dividend process D
such that V D(x) ≥ V (x)− 2ε.
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Figure 3.1: Approximation of a dividend process
Let (D˜t, Z˜t) be a dividend process such that V D˜(x) ≥ V (x) − ε. Let
D0 = D˜01I{D˜0≥ε}. On {D˜t − Dt− < ε} no dividends are paid, i.e., dDt = 0.
On {D˜t − Dt− ≥ ε} we let Dt = D˜t, i.e., once the difference between the
dividend processes has become larger than ε, a dividend is paid in order that
the accumulated dividends become the same. Then D is a pure jump process
with jumps of at least size ε.











, we have then













V D(x) ≥ V D˜(x)− ε ≥ V (x)− 2ε.
Step 2. We now construct a strategy Dˆ with Dˆt =
∫ t
0
Us ds for some
bounded process Us in order to approximate the value V D(x).
Let s0 = 0 and Dˆ0 = D0. For n ≥ 0 and 0 ≤ u0 <∞, define
Sn = inf{t ≥ sn : Dt ≥ Dˆsn + ε},
sn+1 = inf{t > Sn : DˆSn + u0t = Dt}.
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We let Ut = 0 on [sn, Sn) and Ut = u0 on [Sn, sn+1), i.e., as long as both
processes coinside, no dividends are paid; once the process D has made a
jump of at least size ε, dividends at rate u0 are paid, until the accumulated
dividends again have the same value. By construction, we have Dt = Dˆt for
t ∈ [sn, Sn), n ∈ IN. Further, it holds Zt ≥ Zˆt, t ≥ 0. Thus,

















e−δs(Ds − Dˆs) ds
]
.
As a function of u0, the sum is monotonically decreasing in u0, and as u0 →∞
it will converge to zero. Thus, by monotone convergence we can choose u0
such that
V D(x)− V Dˆ(x) < ε.
This shows that
V (x)− V Dˆ(x) < 2ε+ ε = 3ε.
Because ε is arbitrary, this proves the lemma. 2
Now we want to determine the Hamilton-Jacobi-Bellman equation for this
problem. We repeat the procedure in Schmidli [66].
Theorem 3.3.3





cV ′(x) + λ
∫ ∞
0
V (x− y) dG(y)− (λ+ δ)V (x), 1− V ′(x), V ′(x)− φ
}
Proof: Since we let u→∞, it is enough to consider the case u > c. Equation
(3.2) can be written as
max
{
cV ′u(x) + λ
∫ ∞
0
Vu(x− y) dG(y)− (λ+ δ)Vu(x),








The two parts correspond to the different cases u = 0 and u = u0 for the
restricted problem (see Eq.(3.2)), where the second equation is divided by
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Assume that V ′u(x) converges for every x a.e. to some function f . The limit is
finite because cV ′u(x) ≤ (λ + δ)Vu(x) + λφ
∫∞
x










V (x− y) dG(y)− (λ+ δ)V (x), 1− f(x)
}
= 0.
It follows by the bounded convergence theorem that













I.e., f is the density of V , V (x) is differentiable at all points where f(x) is
continuous and f(x) = V ′(x). By V ′(x) ≤ φ, the assertion follows.
It remains to show that V ′u(x)
u→∞
−→ f(x) a.e. and f is continuous.
We have seen in Section 3.2 that, for u ≥ c fixed, the optimal strategy is a
barrier strategy, and the optimal level b does not depend on u. In particular,
V (x) coincides with Vu(x) for u ≥ c and initial capital x ≤ b. Therefore, we
can choose b := inf{x : V ′c (x−) = 1} and V (x) = Vc(x) for x < b. Then
f(x) = V ′c (x) > 1 and f is continuous on [0, b) with f(b−) = 1.
Let now x ≥ b. Then V ′u(x) ≤ 1 for all u > c. Let {un} be a sequence tend-
ing to infinity such that V ′un(x) converges to lim supu→∞ V
′
u(x). From the sec-
ond term on the right hand side of (3.7) we see that limn→∞ V ′un(x) = 1. Analo-
gously, we can show that lim infu→∞ V ′u(x) = 1. Thus, f(x) = limu→∞ V
′
u(x) =
1. In particular, we have f(b+) = 1, i.e., V (x) is continuously differentiable.
Condition V ′(x)− φ ≤ 0 is fulfilled by Lemma 3.3.1. 2
Because the function V (x) is concave, the condition V ′(x)−φ ≤ 0 is fulfilled
whenever V ′(0) ≤ φ. Further, we get that b := inf{x : V ′(x) = 1} < ∞ and
V (x) is continuously differentiable.
3.3. UNRESTRICTED DIVIDENDS 35
3.3.2 The Optimal Strategy and the Characterisation of
the Solution
We now define the following strategy:






c · 1I{X∗s=b} ds for t > 0 (3.8)




s), 0) = Z
D∗
t for t > 0.
This is a barrier strategy with the upper barrier b and the lower barrier 0. We




t ∈ [0, b] the corresponding surplus process. It
is well-known that the process {X∗t } exists. This can be seen in the following
way. Suppose x ∈ [0, b]. Let
D0t = sup{Xs − b : 0 ≤ s ≤ t} ∨ 0 ,
τ1 = inf{t : Xt −D
0
t < 0} ,
Z0t = sup{D
0
s −Xs : 0 ≤ s ≤ t} ∨ 0 .








t for t ∈ [0, τ1]. Suppose





s − b : 0 ≤ s ≤ t} ∨ 0) ,











s : 0 ≤ s ≤ t} ∨ 0) .
We have X∗t = X
n+1
t for t ∈ [0, τn+1]. Because τn is a claim occurrence time
and τn+1 > τn, we have that τn →∞ as n→∞. Thus, {Xnt } converges almost
surely to {X∗t }.
Theorem 3.3.4
The strategy (3.8) is optimal, i.e., V ∗(x) = V D
∗
(x) = V (x).
Proof: We can assume that x ≥ 0, i.e. Z∗0 = 0. We have V
′(X∗t ) = V
′(b) = 1
on {X∗t = b} and V
′(X∗t ) > 1 on {X
∗
t < b}. Z
∗
t is a càdlàg process with jumps
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at most in claim times Ti, i > 0. As in Lemma 3.2.4 we get that
V (X∗t )e

































































































is a martingale with expected value 0. Therefore, the same holds for the process
{
V (X∗t )e








cV ′(X∗s ) + λ
∫ ∞
0






















Recall that, by concavity of V (x), the derivatives from the left and from the
right exist, and because V (x) fulfils (3.6), it is continuously differentiable by
our assumption that G(y) is continuous. Because V ′(X∗s ) > 1 on {X
∗
s < b},
3.3. UNRESTRICTED DIVIDENDS 37
the first term on the left hand side of (3.6) vanishes and, thus, also the integral
over {X∗s < b}. From V
′(X∗s ) = 1 on {X
∗




V (X∗s − y) dG(y)− (λ+ δ)V (X
∗
s ) = −c
follows. Altogether, we get that
{
V (X∗t )e









is a martingale with expected value 0. From the martingale property we get
that













Since V (X∗t )e





by the bounded convergence theorem. Because dD∗t = 0 on {X
∗
t < b} and
dD∗t = c dt on {X
∗
t = b}, by the monotone convergence theorem, we finally get
that



















= V ∗(x) .
2
Remark 3.3.5
The point b is characterised by the equation V ′(b) = 1, or equivalently, V (b) =
(λ + δ)−1(c + λ
∫∞
0
V (b − y) dG(y)). The question is now, how b can be de-









V (x− y) dG(y)
)
.
If G(y) is differentiable at y = x, then b is the smallest solution to the equation
v′(x) = 1. This method was first proposed by Gerber [28]. 
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Because we do not have an explicit solution nor an initial value, we need
to characterise the solution V (x) among other possible solutions. First, we
observe that it is not possible to calculate the value function from Equation
(3.6) with an initial value smaller than V (0). Indeed, let f(x) be a solution
with f(0) < V (0). Define h(x) = f(x) − V (x). Then h(0) < 0 and h(x)
satisfies the equation
ch′(x)− (λ+ δ)h(x) + λ
∫ x
0
h(x− y) dG(y) + λh(0)(1−G(x)) = 0.
We can use the same arguments as in Remark 2.1.1. It holds h′(0) = δh(0)/c <
0. Let x0 := inf{x ≥ 0 : h′(x) ≥ 0}. Then h(x) is strictly decreasing on [0, x0).
Suppose, x0 is finite. Then h′(x0) ≥ 0. However,
ch′(x0) = (λ+ δ)h(x0)− λ
∫ x0
0
h(x0 − y) dG(y)− λh(0)(1−G(x0))
≤ (λ+ δ)h(x0)− λh(0)G(x0)− λh(0)(1−G(x0))
= δh(x0) + λ(h(x0)− h(0))
< 0
since h(x) is negative and decreasing. This is a contradiction. Thus, x0 = ∞
and h(x) is strictly decreasing on IR+. Since V ′(x) = 1 for all x ≥ b, we have
that 0 > h′(x) = f ′(x) − V ′(x) = f ′(x) − 1, and therefore, f ′(x) < 1 for all
x ≥ b. Thus, f(x) cannot be the value function.
Theorem 3.3.6
V (x) is the minimal solution to (3.6). If f(x) is a solution fulfilling property
(3.1) and a linear growth condition f(x) ≤ κ1x+κ2 for some positive constants
κ1, κ2 and all x ≥ 0, and either f ′(0) > 1 or f(0) = (c − λφµ)/δ, then
f(x) = V (x).
Proof: We again suppose that x ≥ 0. Let f be a solution to the HJB equation.
Consider the process X∗ under the optimal strategy. We have then, as in the
proof of the previous theorem, that the process{
f(X∗t )e








cf ′(X∗s ) + λ
∫ ∞
0





















is a martingale with expected value 0. By (3.6)
cf ′(X∗s ) + λ
∫ ∞
0
f(X∗s − y) dG(y)− (λ+ δ)f(X
∗
s ) ≤ 0





f(X∗s − y) dG(y)− (λ+ δ)f(X
∗
s ) ≤ −cf
′(X∗s ) ≤ −c ,





















and therefore f(x) ≥ V D
∗
(x) = V (x).
Suppose that, additionally, f satisfies a linear growth condition. Let b˜ =
inf{x ≥ 0 : f ′(x) = 1}. Define a barrier dividend strategy D˜ with barrier b˜













is a martingale with expected value 0. Taking expectations and letting t→∞
yields the assertion, since by the linear growth condition, we have f(XD˜t )e
−δt ≤
f(x + ct)e−δt → 0 as t → ∞. Thus, f(x) = V D˜(x) ≤ V (x) and, therefore,
f(x) = V (x). 2
3.3.3 Calculating the Value Function
Dividends at zero
We first consider the value in x = 0. Then
cV ′(0) + λ
∫ ∞
0
(V (0)− φy) dG(y)− (λ+ δ)V (0) = 0,





For a diffusion approximation the derivative in 0 is φ; see Shreve et al. [67].
This cannot hold in general for our model, since, otherwise, in the case of a
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was increasing in φ, which is not possible. We guess that V ′(0) < φ. If the net








If V ′(0) = 1, i.e., b = 0, then V ′(x) = 1 for all x > 0 because V ′ is not
increasing. x is immediately paid as dividend and the surplus process starts
again in zero. So we have V (x) = x+ V (0) = x+ (c− λµφ)/δ.
The next lemma gives a simple condition for the optimal barrier in 0. It is
surprising, because the premium rate and the claim size distribution does not
play any role.
Lemma 3.3.7
We have b = 0 if and only if δ ≥ λ(φ− 1).
Proof: Suppose first that b = 0. We already know that V (x) = x+(c−λµφ)/δ
is equivalent to b = 0. V fulfils the HJB equation, so the first term on the left






























dy ≤ 0 .
This integral is a concave function with the initial value zero. So it is negative
if and only if the derivative in zero is negative. Thus, it must hold that
λ(φ− 1)− δ ≤ 0 .
On the other hand, if δ ≥ λ(φ−1) then f(x) = x+(c−λµφ)/δ is a solution
to (3.6). Because V (x) is the minimal solution, we have V (x) ≤ f(x). But by
Lemma 3.3.1, we also have f(x) ≤ V (x). Thus, V (x) = f(x), which implies
that b = 0. 2
No dividends at zero
If no dividends are paid at zero (V ′(0) > 1) then there is a barrier b∗ = inf{x :
V ′(x) = 1} > 0 such that for all x > 0 the barrier strategy, which pays the
capital exceeding b∗, is optimal. The value V (0) can be found by comparing
the barrier strategies with a barrier b for all b:
V (0) = sup
b≥0
{f(0) : f = value of a barrier strategy with barrier b} . (3.9)
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On [0, b] we have to solve the equation
cf ′(x) + λ
∫ ∞
0
f(x− y) dG(y)− (λ+ δ)f(x) = 0 with f ′(b) = 1 . (3.10)
If f is the value of a barrier strategy with a barrier in b, i.e., f = V D˜ with
dD˜t = c · 1I{XD˜t =b} dt, then we have always f






















and for h > 0












−→ (λ+ δ)f(b)− λ
∫ ∞
0
f(b− y) dG(y) = c,
i.e., f ′(b−) = 1. Since f(x) = x− b+ f(b) for x ≥ b, we also have f ′(b+) = 1.
Equation (3.10) can be solved for example via the Laplace transform. It
can be written as
cf ′(x) + λ
∫ x
0




(1−G(y)) dy − (λ+ δ)f(x) = 0 .
If we denote by fˆ the Laplace transform of f and by gˆ the Laplace-Stieltjes
transform of the density g of G, then we obtain a linear equation for fˆ :




















(sµ− 1 + gˆ(s))
cs+ λgˆ(s)− (λ+ δ)
.
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If fˆ has a "nice" form, for examle if it is a rational function, then f can be
determined by inversion of fˆ . f depends an f(0) and so f ′ does also. From
f ′(b) = 1 we can determine f(0) as a function of b and denote it by f b(0).
By (3.9), the optimal barrier b∗ is the argument which maximizes f b(0), and
V (0) = f b
∗
(0) is the maximal value.
Alternatively, we could use the Gerber-Shiu penalty function. With nota-
tions from Section 2.2, we can write





















(x) + V (0)ψb
∗
(x) .
Let f b(x) be the value of a barrier strategy with a barrier b. From the
dividends-penalty identity (2.17), it follows
f b(x) = V b(x)− φσb(x) + f b(0)ψb(x)
= V b(x)(1 + φσ′(b))− φσ(x) + f b(0)(ψ(x)− ψ′(b)V b(x)).
Finally, by (2.15), the initial value can be calculated by
f b(0) =
V b(0)(1− φσ′(b))− φσ(0)







where ρ is the positive solution to the Lundberg’s funcdamental equation (2.8).
Thus, f b(0) is determined by the functions σ(x), ψ(x) and χ(x) with inital
values given in (2.14) and the barrier b. Now we can find an optimal b∗ which




Exponentially distributed claim sizes
We consider the case with exponentially distributed claim sizes, i.e., G(y) =
1− e−αy and IE[Y ] = µ = 1/α.
Because we already know the solution in the case δ ≥ λ(φ−1), we suppose
that δ < λ(φ − 1). There exists a b = inf{x : V ′(x) = 1} > 0. On (0, b) the
function V (x) satisfies the equation
cV ′(x) = (λ+ δ)V (x)− λe−αx
∫ x
0
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The right-hand side is differentiable and, therefore,




− αλV (x) + αλV (0)e−αx − λφe−αx .
Using (3.12) to remove the integral yields
cV ′′(x)− V ′(x)(λ+ δ − αc)− αδV (x) = 0 .
The solution to this differential equation is
V (x) = C1 · e
v1x + C2 · e
v2x ,
where v1 and v2 are the solutions to
cv2 − (λ+ δ − αc)v − αδ = 0 ,
i.e.,
v1 =
λ+ δ − αc−
√




λ+ δ − αc+
√
(λ+ δ − αc)2 + 4αδc
2c
.
Plugging V (0) in (3.12) yields
0 = cV ′(0)− δV (0)−
λφ
α




and from V ′(b) = 1, we can conclude that
1 = C1 · v1 · e
v1b + C2 · v2 · e
v2b .





v2b − 1 + c
δ
v2








ev2b(v2 + α)− ev1b(v1 + α)
. (3.13)
Thus,













ev2b(v2 + α)− ev1b(v1 + α)
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ev2x(v2 + α)− ev1x(v1 + α)
.





λφ(v2 − v1)− cv2(v2 + α)e
−v1x + cv1(v1 + α)e
−v2x
(ev2x(v2 + α)− ev1x(v1 + α))2
.
To get V ′0(x) = 0, the equation
λφ
c
(v2 − v1)− v2(v2 + α)e
−v1x + v1(v1 + α)e
−v2x = 0
must be satisfied. We define the function
g(x) := v2(v2 + α)e
−v1x − v1(v1 + α)e
−v2x
and show that there is a point of intersection with the line λφ
c
(v2 − v1). Using











i.e., g is increasing and




Thus, g and λφ
c




(v2 − v1) ⇔ λ+ δ ≤ λφ ⇔ δ ≤ λ(φ− 1) .
If δ ≤ λ(φ− 1) then b is the point satisfying the relation
v2(v2 + α)e





where b = 0 if δ = λ(φ − 1). If δ > λ(φ − 1) then g(x) > λφ
c
(v2 − v1)
and V ′0(x) < 0, i.e., V0(x) is strictly decreasing. The maximum on [0,∞) is,
therefore, reached in x = 0 = b. Then V (0) = V0(b) = V0(0) = (cα− λφ)/(αδ)
and V (x) = x+ V (0) for all x ≥ 0.
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x+ (cα− λφ)/(αδ), if δ ≥ λ(φ− 1),
C1 · e
v1x + C2 · e
v2x, if x < b and δ < λ(φ− 1),
x− b+ C1 · e
v1b + C2 · e
v2b, if x ≥ b and δ < λ(φ− 1),
(3.15)
with C1, C2 calculated in (3.13) and b calculated in (3.14).
Alternatively, we can determine V (x) via Laplace transform. With gˆ(s) =
α(s+ α)−1, we get then the Laplace transform of V :
vˆ(s) =






























ev2b(v2 + α)− ev1b(v1 + α)
.
To determine the maximising b, we can use the procedure above.
We now calculate the example with parameters c = 4, α = 3, δ = 0.06, λ =
2 and φ = 2 in the case δ ≤ λ(φ − 1). Figure 3.2 shows the function V0(b)
depending on the barrier b. The optimal barrier b∗ is the maximising point
b∗ = 1.271. Figure 3.3 illustrates the value function.
Gamma-distributed claim sizes
We choose the Γ(2, 1)-distribution for the claim sizes, i.e., G(x) = 1−(x+1)e−x.
Let R2 < R1 < 0 < ρ be the solutions to Lundberg’s equation














R2x , σ(x) = K˜1e
R1x + K˜2e
R2x , χ(x) = Kˆ1e
R1x + Kˆ2e
R2x






























2 +R21(2ρ+ 1) + 2(ρ+ 2ρR1 +R1)
]










2 +R22(2ρ+ 1) + 2(ρ+ 2ρR2 +R2)
]
− λ(ρ+R2 + 2)
]
.
By maximising (3.11), we now can determine the optimal barrier b∗.
For a numerical example, let λ = 4, c = 10, δ = 0.1 and φ = 1.1. Then
b∗ = 3.2357. Figure 3.4 and 3.5 illustrate the dependence of the initial value
on the barrier and the value function, respectively.
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Figure 3.2: Exp(3)-claim sizes: initial value dependent on the barrier
Figure 3.3: Exp(3)-claim sizes: value function
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Figure 3.4: Γ(2, 1)-claim sizes: initial value dependent on the barrier
Figure 3.5: Γ(2, 1)-claim sizes: value function
Chapter 4
Optimal Control of Dividends and
Capital Injections with
Administration Costs in a
Classical Risk Model
4.1 Introduction
We assume the risk reserve process of an insurer to be a classical risk process




on a filtered probability space (Ω,F , {Ft}t≥0, IP). Here x ∈ IR is the initial
capital, c > 0 is the constant premium rate, and the claim amounts are an
iid sequence of strictly positive random variables {Yi}i∈IN with distribution
function G(y). The claim number process {Nt}t≥0 is assumed to be Poisson
with intensity λ > 0 and independent of {Yi}i∈IN. We assume that IE[Yi] =
µ < ∞ and, for simplicity, that G(y) is continuous. We use the smallest
right-continuous filtration {Ft}t≥0 such that {Xt}t≥0 is adapted.
In the following the insurer is allowed to pay dividends. The accumulated
dividends process {Dt}t≥0 is an {Ft}-adapted, non-decreasing, càdlàg process
with D0− = 0. Further, the shareholders have to inject capital in order to
keep the surplus above zero. The accumulated capital injections are denoted
by {Zt}t≥0, which also is an {Ft}-adapted, non-decreasing, pure jump process
with Z0− = 0. The surplus process then becomes
X
(D,Z)
t = Xt −Dt + Zt , X
(D,Z)
0− = x .
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The capital injections {Zt} have to be chosen in such a way that X
(D,Z)
t ≥ 0
for all t. Note that no positive safety loading c > λµ needs to be assumed.
We assume that at any time where capital injections are made proportional
costs with a factor φ ≥ 1 and a lump-sum penalty L > 0 have to be paid.
As a consequence, the insurance company would possibly prefer to inject not
only the minimal amount required but additional capital C for preventing
future capital injections (which are costs, in fact). The value of a strategy
(D,Z) = {(Dt, Zt)}t≥0 is defined as
V (D,Z)(x) = IEx
[∫ ∞
0−
e−δt dDt − φ
∫ ∞
0−










t ≥ 0 for all t ≥ 0] = 1 .
We denote by Sx the set of all admissible strategies for the initial capital x. We
want to maximise V (D,Z)(x) over all admissible strategies and to identify the
strategy (if it exists) which gives the maximal value. Thus, the value function
of our problem is






e−δt dDt = δ
∫∞
0−
e−δtDt dt. Since the value of the (not admis-
sible) strategy Dt = x+ ct and Zt = 0 is an upper bound for the value of any
admissible strategy, we get that V (D,Z)(x) < x + c/δ < ∞ for any admissible
strategy. Since Dt = x+ct and Zt = St := x+ct−Xt is an admissible strategy,
we obtain the lower bound V (x) ≥ x + (c − λµφ − λL)/δ. This shows that
V (x) is finite.
If we had chosen φ < 1 then we could make a capital injection of size K
and pay it as dividend at the same time. The value would be K(1 − φ) − L.
This shows that the value function would be infinite. If δ = 0 the value can
only exceed −∞ if the safety loading is positive. But then consider a barrier
strategy at a high barrier b. Consider the time between the process reaches the
barrier for the first time and reaches it again after leaving the barrier. If the
barrier is high enough, it is unlikely that a capital injection has to be made
and the value of the dividends is larger than the value of the costs. Since
the barrier is reached infinitely often, the value of the strategy would become
infinite. Since always a higher barrier would be better, there would not exist
an optimal strategy.
We first argue that it cannot be optimal to make a capital injection unless
the surplus is negative. Suppose x ≥ 0. Let (D,Z) be a strategy allowing
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capital injections at any time. We assume without loss of generality that Z0 >
0 andD0 = 0. We construct now another strategy (D˜, Z˜) that pays no dividend
and no capital injections until some stopping time S to be defined below. At
time S the strategy (D˜, Z˜) is adjusted in such a way, that the surplus processes




t for t ≥ S.
Let now τ0 = inf{t ≥ 0 : Xt < 0} be the first time where no control leads to a
negative surplus, σD = inf{t ≥ 0 : Dt > Z0} be the first time where the initial
injection is compensated by paying dividends, σZ = inf{t ≥ 0 : Zt > Z0} the
first time after zero where an injection is made, and S = min{τ0, σD, σZ}; see
Figure 4.1. We define
D˜t = (Dt − (DS ∧ Z0))
+ , Z˜t = (Zt −DS + D˜S)1I{t≥S} .
Note that the strategy (D˜, Z˜) is admissible. The difference of the value between
the two strategies is





e−δt dDt + e
−δSD˜S
= L(1− e−δS1I{Z˜S>0,Zs=Z0}) + φZ0(1− e





e−δt dDt + e
−δSD˜S










≥ L(1− e−δS1I{Z˜S>0,Zs=Z0}) > 0 .
Thus, the strategy (D˜, Z˜) yields a larger value than (D,Z).
If the initial capital is negative, then capital injections at height Z0 = |x|+C
are made; thus,
V (x) = V (C)− φ(|x|+ C)− L for x < 0 . (4.1)
Let us now consider the decision at the time where a capital injection is
necessary. Suppose the deficit is z > 0. The insurer decides to make a capital
injection of size z+C. A strategy can be chosen, such that V (D,Z)(C) > V (C)−
ε. The future value of the strategy becomes then at least V (C)−ε−φ(z+C)−L.
The maximum that can be attained is V (C)− φ(z+C)−L. Maximising over




Figure 4.1: Construction of the strategy (D˜, Z˜) (dashed line) from the strategy
(D,Z) (solid line)
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C gives V (−z) = supC≥0 V (C)−φ(z+C)−L. One therefore has to maximise
V (C)− φC. Thus, the problem is independent of the deficit z.
We will see below that the function V (x) is continuous and that there is a
value x1, such that V (x) = V (x1) + x− x1 for x > x1. That is, capital above
x1 is paid as dividend. This implies that a choice C > x1 does not make sense.
Therefore, there is C0 ∈ [0, x1], such that V (C0)− φC0 = supC≥0 V (C)− φC.
It follows readily that any strategy where capital injections are made such that
the process is at a level C with V (C)−φC < V (C0)−φC0 yields a lower value.
In the following we will assume that we already have fixed the value C = C0.
We therefore only consider strategies where the surplus is at the optimal level
C after a capital injection. The reader, however, should be aware that in the
case where C is not unique the optimal strategy is not unique.
The capital injections process can be described in the following way. For
x ≥ 0, let {D0t } be a dividend strategy for the process {Xt} until the surplus
process falls below zero for the first time at τ1 := inf{t ≥ 0 : Xt − D0t < 0}.
Then Z0t = 0 on [0, τ1). Now let













Then X(D,Z)t = X
1
t for t ∈ [0, τ1]. Suppose now, we have constructed the
process {Xnt } on [0, τn]. Let {D
n
t } be a dividend strategy for {X
n
t } until the
surplus process falls below zero at τn+1 := inf{t > τn : Xnt −D
n
















We have X(D,Z)t = X
n+1
t for t ∈ [0, τn+1], n ≥ 0. By construction, the capital
injections at time t depend on the dividend strategy at t and the chosen value
C. Therefore, we will in the following use the short notations {Zt}, {XDt } and
V D(x) for the capital injection process {ZDt }, the surplus process and the value
connected to a strategy {(Dt, ZDt )}.
In Chapter 3, the value function with only proportional costs associated
with the capital injections was concave. Including fixed costs destroys the
concavity property. This makes the proofs below more complicated. The next
lemma, which is analogous to Lemma 3.1.2, gives the lower bound for any
admissible strategy.
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Lemma 4.1.1
The value of expected capital injections is bounded by λ(φ(µ+ C) + L)/δ.
Proof: The worst that may happen is that one has to inject capital for all the

































It follows that the value of any admissible strategy is bounded from below
by −λ(φ(µ+ C) + L)/δ.
4.2 Strategies With Restricted Densities
In this section, we only consider absolutely continuous dividend strategies with





• 0 ≤ Ut ≤ u0 <∞,
and denote the strategies {(Ut, ZUt )} by {Ut}. Then
XUt = Xt −
∫ t
0
Us ds+ Zt .
The value of such a strategy is












Let us denote the set of the admissible restricted strategies by S rx . Then the
value function is V (x) = supU∈S rx V
U(x). Because of (4.1) we assume that
x ≥ 0. Then Z0 = 0.
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4.2.1 The Value Function and the HJB Equation
We first prove some properties of the value function.
Lemma 4.2.1
V (x) is bounded by u0/δ, increasing and Lipschitz continuous. Moreover,
limx→∞ V (x) = u0/δ.




−δt dt = u0/δ is clear.
Consider the strategy Ut = u0. The first time the surplus falls below zero
defined by τUx = inf{t : x + (c − u0)t −
∑Nt
i=1 Yi < 0} converges to infinity as
x → ∞. By bounded convergence, IE[e−δτ
U
x ] converges to zero. By Lemma
4.1.1, we have that































Let h > 0 be small. We choose a strategy U˜ ∈ S rx+ch for initial capital
x+ ch and define the strategy
Ut = 0 · 1I{T1<h} +
(





t · 1I{T1<h} +
(
0 · 1I{t<h} + Z˜t−h1I{t≥h}+
)
1I{T1≥h},
where {Z0t } denotes the capital injections if no dividend is paid. By Lemma
4.1.1, the value connected to Z0 is bounded from below. The first claim hap-
pens with density λe−λt and T1 is larger than h with probability e−λh. By
conditioning on Fh∧T1 , it follows that


















≥ e−(λ+δ)hV U˜(x+ ch)−








(1− e−λh)(φµ+ φC) + L)λ
δ
= e−(λ+δ)hV (x+ ch)−
(1− e−λh)(φµ+ φC) + L)λ
δ
.
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The Lipschitz-continuity follows now by the boundedness of V
0 ≤ V (x+ ch)− V (x)
≤ V (x+ ch)(1− e−(λ+δ)h) +
(φ(µ+ C) + L)λ
δ
(1− e−λh)
≤ V (x+ ch)(λ+ δ)h+











V is (locally) Lipschitz continuous and, therefore, absolutely continuous on
IR≥0. Furthermore, by Rademacher’s Theorem (see for example [25, section
5.8.3]), V is Lebesgue a.e. differentiable with (locally) bounded derivatives. In
particular, V ′ is the density of V and V is differentiable at all points where V ′
is continuous. We denote by D ⊆ IR≥0 the set of points x where V (x) is dif-
ferentiable. Then D¯ = IR≥0 and Dc = IR≥0\D is a set with Lebesgue measure
zero. In the next section, we show that at points of non-differentiability V has
derivatives from the right and from the left.
Theorem 4.2.2
The function V (x) is differentiable a.e. on (0,∞) and fulfils the Hamilton-
Jacobi-Bellman equation (4.2). At points where V (x) is not differentiable, the




(c− u)V ′(x) + u− (λ+ δ)V (x) + λ
∫ ∞
0
V (x− y) dG(y)
}
= 0 , (4.2)
respectively, with V ′(x−) < V ′(x+).
Proof: Let h > 0 and fix u ∈ [0, u0]. If x = 0 we suppose u ≤ c, if x > 0
we let h be small enough such that x + (c− u)h ≥ 0, i.e., the reserve process
does not fall below zero because of the dividend payments. Let K > 0 be the
Lipschitz-constant. Choose ε > 0 and n ∈ IN such thatK(x+(c−u)h)/n < ε/2
and let xk = k(x + (c − u)h)/n for 0 ≤ k ≤ n. For initial capital x′ where
xk ≤ x
′ < xk+1, we choose a strategy {Ukt } with V
Uk(xk) > V (xk) − ε/2.
Then, by the Lipschitz continuity of V (x), it holds that
V U
k
(x′) ≥ V U
k
(xk) > V (xk)− ε/2 > V (x
′)−K(x′ − xk)− ε/2 > V (x
′)− ε .
Thus, for all x′ ∈ [0, x + (c − u)h] we can find a measurable strategy U˜ such
that V U˜(x′) > V (x′)− ε.
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Consider now the strategy
Ut =
{
u, 0 ≤ t < h ∧ T1,
U˜t−h, t ≥ h ∧ T1,
Zt =
{
0, 0 ≤ t < h ∧ T1,
Z˜t−h, t ≥ h ∧ T1 .
Conditioning on Fh∧T1 yields
V (x) ≥ V U(x) = IE
[∫ h∧T1−
0




















































V (x+ (c− u)t− y) dG(y)
}
dt− ε .
The constant ε is arbitrary, thus, we let tend it to zero. If we rearrange the
terms and divide them by h, then we get
0 ≥























V (x+ (c− u)t− y) dG(y)
]
dt . (4.3)
Now we choose a strategy W (h) = {Wt(h)} with V W (h)(x) ≥ V (x) − h2.




−δs ds] = 0. Let w′t denote
Wt(h) conditioned on T1 > t and a(t) =
∫ t
0
(c − w′s) ds. In the same way as
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above, we can derive
0 ≤ h+

























V (x+ a(t)− y) dG(y)
]
dt .
All terms with exception of the second and the forth one converge. We choose
a sequence hn → 0 such that
lim
n→∞




V (x+ a(h))− V (x)
h
.
This limit is finite by the local Lipschitz continuity. Without loss of generality,
we can assume that whn converges to some value u˜. Then a(hn)/hn converges
to c− limw′hn = c− limwhn = c− u˜ and
lim
n→∞








= (c− u˜)V ′(x) .
The sequence {whn} fulfils (4.3), and so equality holds for u = u˜.
We can repeat the above procedure for any subsequence wjn that converges
to uˆ, say. Then for the limit
lim
n→∞





V (x+ a(h))− V (x)
h
+ uˆ = (λ+ δ)V (x)− λ
∫ ∞
0
V (x− y) dG(y)
such that u˜ = uˆ and the limit
lim sup
h↓0
V (x+ a(h))− V (x)
h
= (c− u˜) lim
h↓0
V (x+ (c− u˜)h)− V (x)
(c− u˜)h
is unique. If now x ∈ D, the above limit is (c − u˜)V ′(x). Otherwise we have
shown the differentiability at x from the right if c > u˜ and the differentiability
at x from the left if c < u˜. We do not distinguish the notation first and write




(c− u)V ′(x) + u− (λ+ δ)V (x) + λ
∫ ∞
0
V (x− y) dG(y)
}
= 0 ,
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where we have∫ ∞
0




V (x− y) dG(y) +
∫ ∞
x




V (x− y) dG(y) (4.4)




because of the property (4.1).
Equation (4.2) is linear in u, thus, the argument u˜ = u(x) maximising the




0, if V ′(x) > 1,
∈ [0, u0], if V ′(x) = 1,
u0, if V ′(x) < 1.
Consider now the function
H(x) := (λ+ δ)V (x)− λ
∫ ∞
0
V (x− y) dG(y). (4.5)
Since V (x − y) ≤ V (x) for y ≥ 0, it follows by the bounded convergence
theorem and continuity of V (x) that H(x) is a continuous function on IR. The
HJB equation (4.2) reads
(c− u˜)V ′(x) + u˜−H(x) = 0. (4.6)
for any x ∈ D and u˜ = u(x).
Let u0 < c. Then we have shown the differentiability from the right with
V ′(x+) > 1 ⇔ u˜ = 0 ⇔ H(x) > c,
V ′(x+) < 1 ⇔ u˜ = u0 ⇔ H(x) < c,
V ′(x+) = 1 ⇔ u˜ arbitr. ⇔ H(x) = c.
Suppose, H(x) > c. Then, by continuity, there exist ε > 0 and an interval
Uε(x) such that H(z) > c for any z ∈ Uε(x). Let {xn} be a sequence in
Uε(x) ∩ D tending to x from left. For any xn (4.6) holds. Denote u˜n = u(xn).
Then, H(xn) > c and from (4.6) u˜n = 0 follows. Therefore, u = limn→∞ u˜n = 0
and we get that V is differentiable from the left with







= V ′(x+) > 1 .
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If H(x) < c, in an analogous way we get H(xn) < c, u˜n = u0 and therefore
u = u0 such that V ′(x−) = V ′(x+) < 1.
If H(x) = c, differentiability follows because we can choose u arbitrarily.
Thus, for u0 < c, we have proved that V is continuously differentiable and
fulfils (4.2). We denote this solution by Vu0(x).
We consider now the case u0 = c. We can follow from (4.6) that
V ′(x+) > 1 ⇔ u˜ = 0 ⇔ H(x) > c,
((V ′(x−) < 1⇔ u˜ = u0) or (V ′(x) = 1⇔ u˜ arbitr.)) ⇔ H(x) = c.
If H(x) > c, then, by similar arguments as above, we derive that V is differ-
entiable at x with V ′(x) > 1 and HJB equation (4.2) is fulfilled with u = 0.
Let now H(x) = c. Then, H(z) ≥ c for any z ∈ Uε(x). Suppose, V ′(x−) <
1. For a sequence xn ↓ x with H(xn) > c we get that u˜n = 0 and therefore
V is differentiable from the right with V ′(x+) = 1. In this case (4.2) is again
fulfilled. If there is a sequence with H(xn) = c, then we get differentiability at
x.
The last case to consider is u0 > c. Then
V ′(x) = 1 ⇔ u˜ arbitr. ⇔ H(x) = c,
((V ′(x−) < 1⇔ u˜ = u0) or (V ′(x+) > 1⇔ u˜ = 0)) ⇔ H(x) > c.
If H(x) = c, then differentiability follows similarly to above.
Let H(x) > c. Suppose that V ′(x+) > 1 and u˜ = 0. Let {xn} be a
sequence in Uε(x) ∩ D with xn ↑ x. If u = limn→∞ u˜n = 0, then we get
differentiability with V ′(x) > 1. If u = u0, then V is differentiable from the
left with V ′(x−) < V ′(x+) and both derivatives solve (4.2).
Suppose that V ′(x−) < 1 and u˜ = u0. For a sequence xn ↓ x we again
have to choose either u = 0 or u = u0. The choice u = 0 shows that V is
differentiable from the right with V ′(x+) > 1 and both derivatives solve (4.2).
If u = u0, then differentiability follows with V ′(x) < 1. 2
4.2.2 The Optimal Strategy and the Characterisation of
the Solution
Equation (4.2) is linear in u, thus, the argument u˜ = u(x) maximising the




0, if V ′(x) > 1,
min{c, u0}, if V ′(x) = 1,
u0, if V ′(x) < 1,
(4.7)
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where we let V ′(x) be the derivative from the left if x /∈ D. Here we used the
fact that, if u0 < c, any value u solves the equation (4.2). If u0 ≥ c, then
V ′(x) = 1 implies that (λ+ δ)V (x) + λ
∫∞
0





























i.e., V (x) is the value of a barrier-strategy where the incoming premium is paid
as dividend until the first claim occurs. After that, the optimal strategy (if it
exists) is followed. The existence of the optimal strategy has still to be shown.
We consider now the value at x = 0. From (4.2) and (4.4) we get
0 = (c− u˜)V ′(0) + u˜− (λ+ δ)V (0) + λ(V (C)− φ(µ+ C)− L)
where V ′(0) is the derivative from the right. If V ′(0) < 1, then u˜ = u0, i.e. the
"optimal" strategy is to pay dividends at the maximal rate. In the case u0 > c
this means that capital injections are needed to pay dividends from. This
cannot be optimal because of the early penalty. Thus we have that V ′(0) ≥ 1
for u0 > c.
Before proving the next lemma, we make the following observations.
• {Zt} only increases at the claim times. Therefore, it holds in an interval
(Ti−1, Ti) between two claims that dXUt = (c− Ut) dt .
• XUTi = X
U
Ti−
− Yi +∆ZTi .
• 1I{∆ZTi>0} = 1I{Yi>XTi−} .




Yi + ∆ZTi = C; i.e., ∆ZTi = (C + Yi −X
U
Ti−
)1IYi>XTi− . In this case, the
value function fulfils
V (XUTi) (= V (C)) = V (X
U
Ti−
− Yi) + (φ∆ZTi + L)1I{∆ZTi>0}
because of the property (4.1). Thus, it suffices to consider only solutions
f to the HJB equation satisfying property (4.1).
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Lemma 4.2.3
Let f(x) be an increasing, bounded, and positive solution to the HJB equation















− (λ+ δ)f(XUs ) + λ
∫ ∞
0





Proof: We have the decomposition
f(XUt )e















−δs + f(XUt )e




















−δTi−1 ] + f(XUt )e




















−δTi−1 ] + f(XUt )e
−δt − f(XUTNt )e
−δTNt .
By Theorem B.2.4, we have that the process{ Nt∑
i=1
[
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and using that Ti− and Ti−1 can be replaced by Ti∧t and Ti−1∧t, respectively,
























is an {Ft}−martingale with expected value 0. 2
Now we show that the value function is the unique increasing, bounded
solution to (4.2) and the strategy (4.7) is optimal.
Theorem 4.2.4
Let f(x) be an increasing, bounded, and positive solution to (4.2) with property
(4.1) and C ≥ 0 chosen such that f(C) − φC = supx≥0 f(x) − φx. Then
limx→∞ f(x) = u0/δ. If u0 ≤ c or f ′(0) ≥ 1, then f(x) = V (x), and an optimal
strategy is given by (4.7).
Proof: Since f is bounded, f must converge to a f(∞) < ∞. We first note
that C ≤ f(C)− f(0) ≤ f(∞)− f(0). There exists a sequence xn →∞ such
that f ′(xn) → 0. Let un = u(xn). By Definition (4.7), we can assume that
un = u0. Letting n→∞ in (4.2), yields that




f(xn − y) dG(y)− f(xn)
]
− δf(xn) + u0
n→∞
−→ −δf(∞) + u0 ,
showing that limx→∞ f(x) = u0/δ.
Let now U = U∗ be the strategy given by (4.7) and the corresponding
Z∗ = ZU
∗



















is a martingale with expected value 0. If ∆Z∗s > 0, then X
U∗





s ) = f(C−∆Z
∗
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−δt] → 0 as t → ∞. Since the other terms are monotone, we
can interchange the limit and integration and obtain f(x) = V U
∗
(x). Here we
used the condition f ′(0) ≥ 1 which is motivated by the considerations above.

















where we used that
f(XUs ) ≤ f(C) + φ(X
U
s − C) = f(X
U
s −∆Zs) + φ∆Zs + L .
Letting t→∞ shows that f(x) ≥ V U(x). Thus, f(x) = V (x). 2
4.3 Unrestricted Dividends
In this section, all increasing, adapted and càdlàg processes D ∈ Sx are al-
lowed. The value of a strategy D is
V D(x) = IEx
[∫ ∞
0−
e−δt dDt − φ
∫ ∞
0−





and V (x) = supD∈Sx V
D(x) is the value function.
4.3.1 The Value Function and the HJB Equation
Again, we start by proving some useful properties of V (x).
Lemma 4.3.1
The function V (x) is increasing with
x− y ≤ V (x)− V (y) ≤ φ(x− y) + L
for 0 ≤ y < x, locally Lipschitz continuous on [0,∞) and therefore absolutely
continuous. For any x ≥ 0,
x+
c− λ(φµ+ φC + L)
δ
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Proof: Consider a strategy D with V D(y) ≥ V (y)− ε for an ε > 0 and y ≥ 0.
For x ≥ y, define a new strategy as follows: x − y is paid immediately as
dividend and then the strategy D with initial capital y is followed. Then for
any ε > 0, it holds that
V (x) ≥ x− y + V D(y) ≥ x− y + V (y)− ε .
Because ε was arbitrary, V (x) − V (y) ≥ x − y follows. In particular, V is
increasing.
For the other direction, let ε > 0 and D an ε-optimal strategy for initial
capital x. For 0 ≤ y < x, capital injections x − y are made immediately and
after that the strategy D is followed. Hence,
V (y) ≥ −φ(x− y)− L+ V D(x) ≥ −φ(x− y)− L+ V (x)− ε.
Because this holds for all ε > 0, we get the inequality
V (x)− V (y) ≤ φ(x− y) + L .
Consider now the strategy D paying initial capital immediately and then
the dividends are paid at rate c, i.e., the whole surplus exceeding 0 is paid
as dividend. For such a strategy we have C = 0, since for C > 0 the sum of
the dividends would be lower because of the penalty φ. Thus, the value of the
dividends is









The value of the capital injections is calculated in Lemma 4.1.1, which yields
the lower bound. We note that for any reasonable strategy, V D(x) is an up-
per bound for the accumulated dividend payments. Not taking the capital
injections into account yields the upper bound for the value function.
The local Lipschitz continuity follows by the local boundedness of V as in
the proof of Lemma 4.2.1.
By Rademacher’s Theorem, the local Lipschitz continuity ensures the exis-
tence of the derivative V ′(x) almost everywhere on [0,∞). Then V ′ is a density
of V . 2
We note that since (c − λ(φµ + φC + L))/δ is the lower bound for V (0),
the positivity of V can only be assured, if
c > λ(φµ+ φC + L) . (4.8)
As in Chapter 3, the value function can be calculated as the limit of the
value functions of the strategies with restricted densities.
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Lemma 4.3.2
Let Vu(x) be the value function for the restricted dividend strategy in the case
u0 = u. Then limu→∞ Vu(x) = V (x).
Proof: The proof is analogous to the proof of Lemma 3.3.2. 2
To prove the Hamilton–Jacobi–Bellman equation for this problem, we can
repeat the procedure in Schmidli [66, Section 2.4.2].
Theorem 4.3.3




cV ′(x) + λ
∫ ∞
0
V (x− y) dG(y)− (λ+ δ)V (x), 1− V ′(x)
}
= 0 . (4.9)
At points where V (x) is not differentiable, the derivatives from the left and
from the right exist and fulfil Equation (4.9) with V ′(x−) = 1 < V ′(x+).
Proof: Since we let u→∞, it is enough to consider the case u > c. Equation
(4.2) can be written as
max
{
cV ′u(x) + λ
∫ ∞
0
Vu(x− y) dG(y)− (λ+ δ)Vu(x),








Similarly to (4.5), we let H(x) = (λ+δ)V (x)−λ
∫∞
0
V (x−y) dG(y) and denote











We show that V ′u(x)→ f(x) a.e. for some positive function f(x) and that f(x)
really is the density of V (x).
We already know that limu→∞ Vu(x) = V (x), hence by the bounded con-
vergence theorem limu→∞Hu(x) = H(x). Assume, V ′u(x) converges for a.e.
x to some function f . The limit is finite because cV ′u(x) ≤ (λ + δ)Vu(x) ≤
(λ+ δ)V (x). This function satisfies the equation (4.10) and so
max {cf(x)−H(x), 1− f(x)} = 0.
It follows by the bounded convergence theorem that
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I.e., f is the density of V , V (x) is differentiable at all points where f(x) is
continuous and f(x) = V ′(x).
It remains to show that V ′u(x)
u→∞
−→ f(x) a.e.
From (4.7) and (4.10) follows that Hu(x) ≥ c, therefore the same holds for
H(x).
Let us first consider the case H(x) = c. Let {un} → ∞ be a sequence such
that V ′un(x) converges. By (4.10) we conclude that limn→∞ V
′
un(x) ≤ 1 as well
as limn→∞ V ′un(x) ≥ 1, depending whether we take the first or the second term
on the left hand side of (4.10). Since the first term is taken if V ′u(x) ≥ 1 and
the second one if V ′u(x) ≤ 1, we find in both cases limu→∞ V
′
u(x) = 1.
Suppose now H(x) > c. By continuity, there exist ε > 0 and x1 < x < x2
such that H(z) > c + 2ε for all x1 ≤ z ≤ x2. Hence for u large enough
Hu(z) > c+ ε. In this case V ′u(z) 6= 1 for all x1 ≤ z ≤ x2.
We consider now a sequence un → ∞ such that the optimal strategy for
all z ∈ [x1, x2] is to pay dividends at rate un. Therefore V ′un(z) < 1 and
limn→∞ V
′
un(z) = 1. By bounded convergence we have then




V ′un(z) dz = x2 − x1.




(λ+ δ)V (x)− λ
∫∞
0
V (x− y) dG(y)
c
if there exists as sequence {un} such that it is optimal not to pay dividends
on [x1, x2]. In both cases V is differentiable at x.
The last possibility is that Vu(z) not differentiable in [x1, x2] for u large
enough. Then, there is a unique point zu ∈ [x1, x2] where Vu(z) is not differ-
entiable. Moreover, V ′u(z) ≤ 1 for z < zu and V
′
u(z) > 1 for z > zu. Choose
now a sequence un such that zun converges. If y = limn→∞ zun 6= x, then the
argument given above works on [x1, y] or [y, x2] if x < y or x > y respectively.
Then limu→∞ V ′u(x) exists. Consider therefore the case limn→∞ zun = x. In
this case the argument above shows that f(z) = 1 for z < x and f(z) > 1 for
z > x. Thus, the left and the right limits of f(z) exist at x. In particular,
f(x−) = 1. 2
Remark 4.3.4
From the theorem above follows that the differentiability of V is only violated
at the switching points from paying dividends to paying no dividends. 
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4.3.2 The Optimal Dividend Strategy and the Charac-
terisation of the Solution
Motivated by the proof of Theorem 4.3.3, we consider the following three sets
which will be essential for the definition of the optimal strategy. Let C be
chosen optimally.
• A = {x ∈ [0,∞) : V ′(x) = 1 and H(x) = c},
• B = {x ∈ (0,∞) : V ′(x) = 1 and H(x) > c},
• C = (A ∪ B)c = {x ∈ [0,∞) : V ′(x) > 1 and H(x) > c} .
Here we again mean the derivative from the left if the derivative does not exist.
First we discuss some properties of these sets. The proof of the next lemma is
based on Schmidli [66, Section 2.4.2].
Lemma 4.3.5 1. A is closed.
2. B is a left-open set, i.e., if x ∈ B, then there exists ε > 0 such that
(x− ε, x] ⊂ B.
3. If (x0, x] ⊂ B and x0 /∈ B, then x0 ∈ A.
4. C is a right-open set, i.e., if x ∈ C, then there exists δ > 0 such that
[x, x+ δ) ⊂ C.
5. We have (λ(φµ+ φC + L)/δ,∞) ⊂ B.
6. A,B 6= ∅.
Proof:
1. Since H is continuous, H(x) ≥ c for all x ∈ [0,∞) and {c} is closed, the
set {x ∈ [0,∞) : H(x) = c} is closed.
2. Let x ∈ B. Since A is closed, there must be ε > 0 such that (x− ε, x) ⊂
Ac because, otherwise, x ∈ A. Since (x−ε, x) ⊂ Cc, we get (x−ε, x) ⊂ B.
3. Let {xn} ⊂ (x0, x] such that xn ↓ x0. Then, V ′(xn) = 1 and H(xn) > c.
By continuity, V ′(x0) = 1 and H(x0) = c, since, otherwise, x0 ∈ B.
4. If x ∈ C, then, by the continuity of H, there must be a δ > 0 such that
[x, x + δ) ⊂ Ac. If there would be some x1 ∈ B within this interval,
we could follow the existence of an x0 ∈ A with x0 < x1 such that
(x0, x1] ⊂ B. Since x /∈ B this x0 has also to be in the interval (x, x+ δ)
which is a contradiction. Therefore, [x, x+ δ) ⊂ Bc and [x, x+ δ) ⊂ C.
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V (x− y) dG(y) ≥ V (x)(1−G(x)) and therefore
(λ+ δ)V (x)− λ
∫ x
0
V (x− y) dG(y)




≥ λV (x)(1−G(x)) + δV (x)− λ(V (C)− φC − L)(1−G(x))
= δV (x) + λ(1−G(x))(V (x)− V (C) + φC + L)
≥ δV (x).
The last inequality holds because obviously V (x)−V (C) ≥ 0 for x ≥ C.
For x < C we have by Lemma 4.3.1 that V (x)−V (C) ≥ −φ(C − x)−L
and thus V (x)− V (C) + φC + L ≥ φx ≥ 0.
From Lemma 4.3.1 we can follow that for any x > λ(φµ+ φC + L)/δ
V (x) ≥ x+
c− λ(φµ+ φC + L)
δ
>
λ(φµ+ φC + L)
δ
+





holds. Assume now that there is x > λ(φµ+φC+L)/δ with V ′(x−) > 1.
Then V ′(z) > 1 for all z ≥ x. To prove this claim, we suppose that there
is z = inf{y > x : V ′(y) = 1} <∞. For this point we have
1 = V ′(z) =
(λ+ δ)V (x)− λ
∫∞
0














for all z ≥ x, or equivalently, log(V (z)/V (x)) ≥ (z − x)δ/c, i.e., V (x)
is exponentially increasing on [x,∞). This is a contradiction to Lemma
4.3.1. Thus, V ′(x−) = 1.
6. The assertion follows from the forth and fifth point.
2
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Now we define the following strategy D∗:
• If XD
∗
t ∈ A, then we pay a dividend at rate c until the next claim occurs,
i.e., dD∗t = c dt.
• If x := XD
∗
T− − Y ∈ B, then there is a x1 = sup{z < x : z /∈ B} such that
(x1, x] ⊂ B, and the sum
∆D∗t = x− x1
is paid as dividend. Then, x1 ∈ A.
• If XD
∗
t ∈ C, no dividends are paid.
This is a strategy of band type. By construction, the dividend process D∗ is
measurable.







corresponding surplus process. We again can derive the following facts.
• The process X∗ only jumps at the claim times. Thus, in an interval
(Ti−1, Ti) between two claims holds that dX∗t = c1I{X∗t ∈C} dt .



















• It can not be optimal to pay dividends at claim times when the sur-
plus falls below zero, i.e., when capital injections are needed. Thus,
1I{∆D∗
Ti
>0} = 1− 1I{∆Z∗
Ti
>0}.







− Yi) + C. In this case, the value function fulfils
V (X∗Ti)(= V (C)) = V (X
∗
Ti−






because of the property (4.1). Thus, it suffices to consider only solutions
f to the HJB equation with the property (4.1).
We now can show the optimality of the constructed strategy.
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Theorem 4.3.6
The strategy D∗ is optimal, i.e., V ∗(x) = V D
∗
(x) = V (x).
Proof: We have already shown that C is chosen optimally. Similarly as in
Lemma 4.2.3, we can write, using property (4.1),
V (X∗t )e
−δt

























−δTi− − V (X∗Ti−1)e
−δTi−1
]
+ V (X∗t )e





















Not taking the jumps of D∗ into the generator, we conclude from Theorem




























is a martingale with expected value 0. Noting that on B
V (X∗Ti− − Yi −∆D
∗
Ti
)− V (X∗Ti−) = −∆D
∗
Ti
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and V (X∗0 ) = V (x)−D
∗
0 holds, it follows that the process
{
V (X∗t )e





































is a martingale. On C we have V ′(X∗s ) > 1 and the first term of (4.9) vanishes.




V (X∗s − y) dG(y)− (λ+ δ)V (X
∗
s ) = −c .
Thus, we get that
{
V (X∗t )e















is a martingale with expected value 0. From the martingale property we get
that





















−δt ≤ V ((x+ ct) ∨ C∗)e−δt ≤ ((x+ ct) ∨ C∗ + c/δ)e−δt
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by the bounded convergence theorem. By monotone convergence, we finally
get that






















e−δs dD∗s − φ
∫ ∞
0





= V ∗(x) .
2
Remark 4.3.7
If φ > 1, C ∈ B cannot be optimal. Thus C ∈ A or C ∈ C. If φ = 1, it
follows from Lemma 4.3.1 that V (x) − x ≥ V (C) − C for x ≥ C. Since C
is optimal we also have V (x) − x ≤ V (C) − C, therefore equality holds, i.e.
V (x) = V (C) + x − C for x ≥ C. That is, the capital injection is such that
the surplus is at the maximal level in A. 
Because we do not have an explicit solution nor an initial value, we need
to characterise the solution V (x) among other possible solutions.
Theorem 4.3.8
V (x) is the minimal solution to (4.9) with C chosen such that V (C) − φC
becomes maximal. If f(x) is a solution with only positive jumps of its derivative
fulfilling property (4.1) and a linear growth condition f(x) ≤ κ1x+κ2 for some
positive constants κ1, κ2 and all x ≥ 0, then f(x) = V (x).
Proof: Let f be a solution to the HJB equation with property (4.1) and
C chosen such that f(C) − φC becomes maximal. Then f(x) is increasing.
Consider the process X∗ under the optimal strategy and denote the optimal
surplus after a capital injection by C∗. We have then, as in the proof of
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Theorem 4.3.6, that the process{
f(X∗t )e






























cf ′(X∗s ) + λ
∫ ∞
0


























)− f(X∗Ti− − Yi −∆D
∗
Ti
) ≥ ∆D∗Ti . By (4.9)
cf ′(X∗s ) + λ
∫ ∞
0
f(X∗s − y) dG(y)− (λ+ δ)f(X
∗





f(X∗s − y) dG(y)− (λ+ δ)f(X
∗
s ) ≤ −cf
′(X∗s ) ≤ −c .
Noting that if X∗Ti−∆Z
∗
Ti
= C∗−∆Z∗Ti = X
∗
Ti−
−Yi < 0, then, since f(C)−φC





∗)− [f(C)− φ(∆Z∗Ti − C
∗ + C)− L]






















e−δs dD∗s − φ
∫ t
0





and, therefore, by monotone convergence, f(x) ≥ V D
∗
(x) = V (x).
Suppose that, additionally, f satisfies a linear growth condition. Define
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and the following sets:
• A˜ = {x ∈ [0,∞) : f ′(x) = 1 and H˜(x) = c},
• B˜ = {x ∈ (0,∞) : f ′(x) = 1 and H˜(x) > c},
• C˜ = (A˜ ∪ B˜)c = {x ∈ [0,∞) : f ′(x) > 1 and H˜(x) > c} .
The results of Lemma 4.3.5 remain valid. Let D˜ be the strategy corresponding
to f(x) defined in the same way as D∗, i.e. if the current x ∈ A˜, then every
incoming premium is paid as dividend; if x = XD˜T− − Y ∈ B˜, then the sum
∆D˜t = x − x1 is paid as dividend reducing the reserve process to the next
point x1 ∈ A˜ which is smaller than x; if x ∈ C˜, no dividend is paid. In the
same way as in Theorem 4.3.6 we find that the process
{
f(XD˜t )e

















is a martingale with expected value 0. Taking expectations and letting t→∞
yields the assertion since f(XD˜t )e
−δt ≤ f((x + ct) ∨ C)e−δt tends to zero as
t → ∞ by the linear growth condition. Thus we get f(x) = V D˜ ≤ V (x) and
therefore f(x) = V (x). 2
Remark 4.3.9
The condition that f(C)−φC is maximal is needed in order to exclude solutions
with a non-optimal choice of C. 
4.3.3 Calculating the Value Function
Dividends at zero
We now consider the case where dividends are paid in zero. Then 0 ∈ A,
V ′(0) = 1 and H(0) = c. It follows that
V (0) =
c+ λ(V (C)− φC − L− φµ)
λ+ δ
.
By Lemma 4.3.5, there exists x0 ≤ ∞ such that (0, x0) ⊂ B because B is left-
open and only elements of A can be lower boundaries of subsets of B. Thus,
V (x) is the value of the barrier strategy with barrier at zero for x ∈ [0, x0],
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i.e., all surplus exceeding zero is paid as dividends. Of special interest is the





Since 1− V ′(x) = 0 is fulfilled obviously, we consider the first part of the HJB





























(λ(φ− 1)(1−G(y))− δ) dy ≤ 0. (4.11)
The condition simplifies to λLG(x) ≤ δx in the case φ = 1. The condition also
simplifies if G(x) is concave. Then the left hand side of (4.11) is concave as a
function of x. The condition is fulfilled if the derivative in zero is non-positive.
I.e., λLg(0) + λ(φ − 1) − δ ≤ 0, where g(x) is the density of the claim size
distribution. This can be written as
g(0) ≤
δ − λ(φ− 1)
λL
.
Note that δ > λ(φ− 1) is necessary. It should further be noted that condition
(4.11) is necessary for a barrier in zero and C = 0.
No dividends at zero and φ > 1
If V ′(0) > 1, i.e., 0 ∈ C, then no dividends are paid in zero. We already
know that C ∈ A or C ∈ C. In particular, V is differentiable at C. Since C
maximises V (C) − φC, we find V ′(C) = φ if C 6= 0. It follows that C /∈ A
since V ′(x) = 1 for all x ∈ A.
If C = 0 and V ′(C) = V ′(0) = φ, then, in the case of positive safety loading
c > λµ,
V (0) =








was increasing in φ, which is not possible. Thus, V ′(C) 6= φ for φ > 1.
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For small initial values, V (x) is the value of a barrier strategy on [0, b∗] for
some (locally) optimal barrier b∗. We now denote the optimal surplus after a
capital injection by C∗ and assume that C∗ < b∗. Then we could apply the
method from Gerber and Shiu [34] and Gerber et al. [32] to determine the
value function at least for x ∈ [0, b∗].
Let τ be the first time the (uncontrolled) surplus process Xt falls below
zero and τ b
∗
the time of ruin of the controlled surplus process XDt if dividends
are paid according to the barrier strategy with barrier b∗. Then we can write


















Using notations (2.11) and (2.12) of the Gerber-Shiu penalty functions and
letting V b
∗
(x) be the value of the expected discounted dividends until ruin, we
can write




(x) + (V (C∗)− φC∗ − L)ψb
∗
(x).
Since we still do not know the barrier b∗ nor the constant C∗, we proceed as
follows. For A fixed, denote by V A,b the function
V A,b(x) = V b(x)− φσb(x) + (A− L)ψb(x)
for a barrier b = b(A). We now have to find A∗, b∗ = b∗(A∗) and C∗ = C∗(A∗)
such that V A
∗,b∗(C∗)− φC∗ = A∗. Then V (x) = V A
∗,b∗(x).
Note that A∗ = V (C∗)−φC∗ ≥ V (0). By (2.15) and the dividends-penalty
identity (2.17), we have
V A,b(x) = V b(x)
[
1 + φσ′(b)− (A− L)ψ′(b)
]
− φσ(x) + (A− L)ψ(x)
= (eρx − χ(x))
1 + φσ′(b)− (A− L)ψ′(b)
ρeρb − χ′(b)
− φσ(x) + (A− L)ψ(x) .
Thus, V A,b(x) is determined by the functions σ(x), ψ(x) and χ(x). Since these
funtions do not depend on b, we can find an optimal b∗ = b∗(A) which max-
imises V A,b(x) by maximising the expression
1 + φσ′(b)− (A− L)ψ′(b)
ρeρb − χ′(b)
.
Then b∗ is independent of x (for x ≤ b∗). By maximising V A,b
∗
(x)−φx, we can
find an optimal C∗ = C∗(A). Finally, we solve the equation V A,b
∗
(C∗)−φC∗ =
A to find the correct A. For this purpose we observe the following.
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Denote by A∗ the correct A and τ ∗, b∗, C∗ the time of ruin, the optimal
barrier and the optimal level for the capital injections corresponding to A∗.
Let A > A∗ and τ b, b, C the analogous notation for A. For A∗ must hold
V A
∗,b∗(C∗)− φC∗ = A∗. Then we have
V A,b(C)− φC − A
= (V A,b(C)− φC − A)− (V A
∗,b∗(C∗)− φC∗ − A∗)
≤ (V A,b(C)− φC)− (V A
∗,b∗(C)− φC)− (A− A∗)
= V A,b(C)− V A
∗,b∗(C)− (A− A∗)





e−δt dDt − φe






e−δt dDt − φe

















where the first inequality follows by the maximality property of V A
∗,b∗(C∗)−
φC∗. The second inequality holds because the value V A
∗,b∗(x) for the optimal
barrier b∗ is greater than the value V A
∗,b(x) of the strategy with the non-
optimal barrier b. If A < A∗, in the analogous way we get that









Thus, the function A 7−→ V A,b(C)− φC − A is decreasing. In this way, A∗ =
V (C∗)− φC∗ can be found.
Remark 4.3.10
V A,b(x) is the unique solution to (2.1) on [0, b]. Thus, V A
∗,b∗ is unique on
[0, b∗]. 
No dividends at zero and φ = 1
In this case, we know that C is the largest value in A. If A consists only of
one point b, then the optimal strategy is a pure barrier strategy with a barrier
b, and we have C = b. We can determine the value function in the same way
as described above omitting calculating C.
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Piecewise construction of the solution
Assume that it is optimal to pay dividends according to a barrier strategy
with barrier at x0 for some x0 ≥ 0 in a bounded intervall [0, a) and for x > a
it is optimal to pay no dividends in some intervall. Additionally assume that
we already know the value function v on [0, x0], i.e., v : [0, x0] → [0,∞) is a
given continuous and increasing function. If C ≤ x0 (in fact, we assume that
C < inf{x : V ′(x) = 1}, so C is below the lowest barrier), then for x > x0, we
are looking for a solution to the equation
0 = cu′(x) + λ
∫ x
x−x0









v(x0) = u(x0) ,
where u ≡ v on (−∞, x0].
Similarly to Albrecher and Thonhauser [1] we can show the next result.
Lemma 4.3.11
Let x0 ≥ 0. For any continuous and increasing function v : [0, x0] → [0,∞)
there exists a unique, in (x0,∞) differentiable and strictly increasing solution
u : [x0,∞)→ [0,∞) to (4.12) with u(x0) = v(x0).
Proof : Let ε = c
2(2λ+δ)
and denote by CI[x0, x0 + ε) the set of all continuous


















By the continuity of u and v, u¯ is continuous for x ≥ 0. Define now for




u¯(s) ds+ v(x0) .
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Because of the monotonicity of u and v and v(x0) = u(x0) we get
cu¯(x) = (λ+ δ)u(x)− λ
∫ x
x−x0








≥ (λ+ δ)u(x)− λv(x0)(G(x)−G(x− x0))− λu(x)G(x− x0)
−λv(C)(1−G(x))
≥ δu(x) + λu(x)− λu(x)G(x)− λv(C)(1−G(x))
= δu(x) + λ(1−G(x))(u(x)− v(C))
≥ δu(x)
> 0 .
By the positivity of u and v, we get the upper bound for u¯(x)
cu¯(x) ≤ (λ+ δ)u(x) + λ(φC + L+ φµ).
It follows that Tu is increasing, positive and continuous for x ∈ [x0, x0 + ε).
For u1, u2 ∈ CI[x0, x0 + ε) holds
c(u¯1(x)− u¯2(x))
= (λ+ δ)(u1(x)− u2(x))− λ
∫ x−x0
0
(u1(x− y)− u2(x− y)) dG(y)
≤ (λ+ δ) ‖u1 − u2‖+ λ ‖u1 − u2‖G(x− x0)
≤ (2λ+ δ) ‖u1 − u2‖ ,
where ‖·‖ is the supremum norm. It follows
Tu1(x)− Tu2(x) ≤ ε
2λ+ δ
c
‖u1 − u2‖ ≤
1
2
‖u1 − u2‖ .
Interchanging u1 and u2 yields ‖Tu1 − Tu2‖ ≤
1
2
‖u1 − u2‖, i.e., T is a contrac-
tion on CI[x0, x0 + ε). This proves the existence of a u ∈ CI[x0, x0 + ε) such
that
u(x) = Tu(x) =
∫ x
x0
u¯(s) ds+ v(x0) .
This provides u′(x) = u¯(x) everywhere in [x0, x0 + ε). Thus, we get the exis-
tence of a unique solution to (4.12) with the required properties on [x0, x0+ε).
Since ε does not depend on x0, we have shown the existence of a unique
solution on [x0,∞). 2
Now we describe an algorithm to determine the value function piecewise.
The procedure is similar to Schmidli [66] (see also Albrecher and Thonhauser
[1]).
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Step 1. Check condition (4.11). If it is fulfilled for x ∈ (0, x0), then V (x) =
x+(c−λ(φµ+L))/δ for all x ≤ x0, where x0 is chosen maximal. If x0 =∞ we
have solved the problem. If x0 > 0, we expect that we have found the solution
on [0, x0] and go to Step 3. If x0 = 0, no dividend will be paid in zero and we
proceed with Step 2.
Step 2. We expect for small x a barrier strategy. In order to fix the first
barrier, we proceed as in Section 4.3.3. Let f0(x) be a solution to (4.9) with
the (locally) optimal x0 and C. Define
v0(x) =
{
f0(x) : x ≤ x0
x− x0 + f0(x0) : x > x0
If now v0 fulfils the HJB equation, then the value function is V (x) = v0(x). If
not, go to Step 3.
Step 3. For n ≥ 0, we are looking for some interval (xn, a) ∈ B. If some
adjoining interval [a, xn+1) belongs to C, then we have to find a solution to
(4.12). Suppose that we have constructed vn(x) and xn. Let fn+1(x; y) be a
function such that fn+1(x; y) = vn(x) for x ≤ y and fn+1(x; y) is a solution to
(4.12) for x > y, i.e.,











(1−G(z)) dz − (λ+ δ)fn+1(x; y).
Then we have to choose the smallest y > xn such that the derivative f ′n+1(·; y)
has its minimum at 1, i.e.,
a = inf{y > xn| inf
z>y
f ′n+1(z; y) = 1} ,
where the derivative is taken with respect to the first argument. If a is chosen
too small then the derivative f ′n+1(x; ·) will be larger than 1 and will not reach
1 again. If a is chosen too large, then the derivative will reach a value smaller
than 1. The point xn+1 can now be determined as
xn+1 := sup{x ≥ a|f




fn+1(x; a) : x ≤ xn+1
x− xn+1 + fn+1(xn+1; a) : x > xn+1
.
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If vn+1(x) solves (4.9), then it is the value function. If not, we repeat the
procedure in Step 3. The algorithm terminates because of Lemma 4.3.5.
Step 4. Control, whether V (C)−φC is maximal. If not, denote the solution
obtained in Step 3 by V1(x) and let C1 = argmax{V1(x) − φx}. Let V2(x) =
V1(C1) + φ(x− C1)− L for x < 0. Solve the problem with the corresponding
V2(x) for x < 0. , i.e.,








Note that V2(x) will not be continuous in 0. The solution V2(x) has the fol-
lowing interpretation. After the first capital injection, one has to follow the
strategy that gives V1(x). Find the optimal strategy until the first capital in-
jection. Repeating this step give a policy improvement, that will converge to
the optimal value function and therefore to the optimal strategy.
4.3.4 Examples
Exponentially distributed claim sizes
We consider the case with exponentially distributed claim sizes, i.e., G(y) =
1− e−αy and IE[Y ] = µ = 1/α.
We start by looking for the candidate points of the set A. Since H(x) = c





























where we used the representation (4.4). This yields
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Since V (x) is strictly increasing, this equation can only be fulfilled for at most
one point, i.e. A consists of at most one point, b say. Because A is not empty,
a point b exists. By Lemma 4.3.5, b is the lower boundary of B. Thus, a barrier
strategy with a barrier b is optimal.
We now want to determine the parameters for which b = 0 and therefore
V (x) = x+ V (0) for V (0) = (c− λ(L+ φ/α))/δ. Then, by (4.11), we have to
check whether










− δx ≤ 0
for all x ≥ 0. The first derivative of F ,
F ′(x) = (λαL+ λ(φ− 1))e−αx − δ
is a decreasing function, i.e. F (x) is strictly concave. Therefore, it is non-
positive if and only if F ′(0) ≤ 0, i.e. if
δ ≥ λαL+ λ(φ− 1) .
Let δ < λαL+ λ(φ− 1). Then b > 0. Let ρ and R be the positive and the
negative solution to Lundberg’s equation
cs2 − (λ+ δ − αc)s− αδ = 0 ,
i.e.,
ρ =
λ+ δ − αc+
√




λ+ δ − αc−
√
(λ+ δ − αc)2 + 4αδc
2c
.
By Gerber and Shiu [34], we know that ψ(x) = ψ(0)eRx, σ(x) = σ(0)eRx and











Then, for A fixed, we can find an optimal b(A) by maximising the function
1 + φσ(0)ReRb − (A− L)ψ(0)ReRb
ρeρb − χ(0)ReRb
.
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As an illustration, we let λ = 1.8, α = 0.5, δ = 0.3, c = 11, L = 2 and
φ = 1.2. Then b∗ = 4.313 is the (globally) optimal barrier height and C∗ =
0.1047 is the optimal capital injections level which are reached for A∗ = 18.087.
Figure 4.2 shows the corresponding value function.
Figure 4.2: V (x) for Exp(1)-distributed claim sizes
Gamma-distributed claim sizes
Let now the claim sizes be Γ(2, 1) distributed with G(x) = 1− (x+1)e−x. We
first check whether f(x) = x + (c − λ(φµ + L))/δ is the value function. By
(4.11), we have to verify the condition
F (x) = λG(x)L− δx+ λ(φ− 1)
∫ x
0
(y + 1)e−y dy
= λe−x [(1− φ− L)x+ 2(1− φ)− L]
−λ(2(1− φ)− L)− δx
≤ 0 .
The first derivative of F (x) is F ′(x) = λe−x((φ − 1 + L)x + φ − 1) − δ. The
second derivative is F ′′(x) = λe−x(L− (φ− 1+L)x). We see that the function
F (x) is first convex and then concave. Since F (0) = 0, F ′(0) = λ(φ − 1) − δ
and F is continuous, we can conclude that if δ ≤ λ(φ− 1), then the derivative
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Figure 4.3: V (x) for Γ(2, 1)-distributed claim sizes: barrier strategy
in zero is positive and F (x) ≥ 0 on some interval [0, ε). Therefore, f(x) is not
the value function on [0,∞). Moreover, for the value function V (x) we get
V ′(0) > 1. To find the barrier b and the capital injection level C we use the
approach of Section 4.3.3.
For a numerical example, let λ = 4, c = 10, δ = 0.1, φ = 1.3, L = 2. Then,
for A∗ = 5.463 we get the (globally) optimal barrier level b∗ = 11.4143 and
the optimal capital level C∗ = 3.7026. The corresponding value function is
illustrated in Figure 4.3.
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Chapter 5
Optimal Control of Dividends and
Capital Injections in a
Markov-modulated Risk Model
5.1 Introduction
In this model, we suppose that the reserve process is influenced by an exter-
nal environment process {Jt}t≥0 which is a homogeneous irreducible Markov
process taking values in a finite state space J = {1, 2, . . . ,m}. Denote the
intensity matrix of {Jt}t≥0 by
Q = (qij)
m
i,j=1 , qii = −qi = −
∑
i6=j
qij , i ∈ J , (5.1)
and its unique stationary probability distribution by pi = (pi1, . . . , pim). Let
{Wn}n≥0 be the nondecreasing sequence of transition times of the environment
process {Jt}, where W0 = 0 and Wn = inf{t > Wn−1 : Jt 6= Jt−}. Denote the
transition probability matrix of the embedded Markov chain {JWn}n≥0 by
P = (pij)
m
i,j=1 , pij =
{
0 : i = j,
qij
qi
: i 6= j,
i, j ∈ J . (5.2)
It holds for all n ≥ 0, s ∈ IR+ and i ∈ J that
IP[Wn+1 −Wn ≤ s, JWn+1 = j|JWn = i] = (1− e
−qis)pij .
Assume that, given Jt = i , i ∈ J , premia are paid at rate ci, claims
occur according to a Poisson process {N it}t≥0 with intensity λi and the corres-
ponding claim size distribution is Gi with finite mean µi. We denote by Yn
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and Tn, respectively, the amount and the arrival time of the n-th claim, with
the assumption Y0 = T0 = 0. The sequences {Yn}n∈IN and {Tn− Tn−1}n∈IN are
assumed to be conditionally independent given {Jt}t≥0.
Denote by Nt = sup{n ∈ IN : Tn ≤ t} the number of claims that have
occurred up to time t. The counting process {Nt}t≥0 is a Markov-modulated









Let x be the initial capital, then the corresponding surplus process is given by
Xt = x+ Ct −
Nt∑
n=1









1I{Js=i}ci ds is the cumulative premium re-
cieved in (0, t].
We suppose that all random variables and stochastic processes are defined
on a filtered probability space (Ω,F , {Ft}t≥0, IP), where {Ft}t≥0 is the small-
est right continuous filtration generated by {(Xt, Jt)}t≥0. Note that the process
{(Xt, Jt)}t≥0 is a homogeneous piecewise deterministic Markov process.
We augment our model by the possibility to pay dividends to the sharehol-
ders, if the surplus is positive. Furthermore, if it is negative, the shareholders
are expected to make capital injections to keep the process above zero. The
accumulated dividends process is an {Ft}t≥0-adapted, non-decreasing, càdlàg
process {Dt}t≥0 with D0− = 0. The accumulated capital injections are denoted
by {Zt}t≥0 which is a non-decreasing, adapted pure jump process with Z0− = 0.
The surplus process then becomes
X
(D,Z)
t = Xt −Dt + Zt , X
(D,Z)
0− = x .
By the model assumptions, the capital injections have to be chosen such that
X
(D,Z)
t ≥ 0 for all t ≥ 0. Note that no positive safety loading
∑
i∈J pii(ci −
λiµi) > 0 needs to be assumed.
For initial capital x and initial environment state i, we define the value of a
strategy (D,Z) = {(Dt, Zt)}t≥0 as the expected present value of the dividends
minus the penalised capital injections, i.e.,
V (D,Z)(x, i) = IE(x,i)
[∫ ∞
0−






where φ > 1 is a penalising factor and δ > 0 is a discount factor. We call a
strategy (D,Z) admissible if
IP(x,i)[X
(D,Z)
t ≥ 0 for all t ≥ 0] = 1 for all i ∈ J .
5.1. INTRODUCTION 89




c¯ ds and Zt = 0 is an upper bound for the value of any admissible
strategy we get that V (D,Z)(x, i) ≤ x+ c¯/δ <∞ for all i ∈ J for any strategy
(D,Z). We denote by S(x,i) the set of all admissible strategies for the initial
capital x and initial state i.
For all i ∈ J , we now want to maximise V (D,Z)(x, i) and to find an optimal
strategy (D∗, Z∗) – provided that it exists – which replicates the maximal value.
Our value functions are
V (x, i) = sup
(D,Z)∈S(x,i)
V (D,Z)(x, i) , i ∈ J .
By the same arguments as in Chapter 3, we can show that the value function
would be infinite for φ < 1 or δ = 0. If φ = 1, the optimal strategy would
be a barrier strategy with barrier at zero, i.e., any positive surplus is paid as
dividend. The value of such a strategy will be calculated in (5.24).
It is clear that, because of the discounting, it cannot be optimal to make
capital injections before it really is necessary. We can therefore assume that
{Zt}t≥0 only increases at claim times. Then we only have to choose the divi-
dend process {Dt}t≥0. The corresponding capital injections process then be-
comes
ZDt = max(− inf
0≤s≤t
(Xs −Ds), 0) .
Therefore, we will in the following use the abbreviated notation {Zt}, {XDt }
and V D(x) for the capital injection process {ZDt }, the controlled surplus process
and the value connected to a strategy {(Dt, ZDt )}. If the current surplus X
D
t
after a claim is negative, then ZDt = |X
D
t | and the process starts again at zero,
thus
V (x, i) = V (0, i)− φ|x| for x < 0 , i ∈ J . (5.4)
As in Chapter 2, we can show that the value functions are concave. The
next lemma holds for both restricted dividend strategies and general càdlàg
strategies.
Lemma 5.1.1
For all i ∈ J , the function V (x, i) is concave.
Proof: Let x, y > 0 and α ∈ (0, 1). Set z = αx + (1 − α)y. Consider the










t + (1− α)Z
y
t .
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With Rt = Ct −
∑Nt






= αx+ (1− α)y +Rt − αD
x













This shows that (Dz, Z˜z) is an admissible strategy for initial capital z and
initial state i. Moreover, ZD
z
t ≤ Z˜
z = αZxt + βZ
y
t (otherwise the value of the
optimal strategy (Dz, ZD
z
) for the capital z were strict smaller than the value
of the strategy (Dz, Z˜z) for the same initial capital). It follows























(α dDxt + (1− α) dD
y
t )− φ(α dZ
x






(x, i) + (1− α)V D
y
(y, i).
Taking the supremum over all admissible strategies D we get









= αV (x, i) + (1− α)V (y, i) ,
which proves the concavity for all i ∈ J . 2
In particular, because of the concavity of V (x, i), the derivatives from the
left and from the right exist a.s. Moreover, V (x, i) is absolutely continuous.
Lemma 5.1.2
The value of expected capital injections is bounded by λ¯µ¯/δ for λ¯ = maxi∈J λi
and µ¯ = maxi∈J µi.
Proof: We consider the worst case that may happen, i.e., i) no dividends
are paid, and one has to inject capital for all the claims; ii) the claims occur
according to the maximal intensity λ¯ = maxi∈J λi; and iii) the claims have
the maximal expected height µ¯ = maxi∈J µi. Denote by {N¯t} the Poisson
process with intensity λ¯, and by {T¯n}n≥0 the claim times according to the
process {N¯t}t≥0, independent of the environment state. Then the time T¯n is
Gamma Γ(λ¯, n) distributed. We now want to construct a Markov-modulated
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Poisson process {Nˆt}t≥0 with the local intensity λJt . Let {In}n≥0 be a sequence
of independent random variables with
IP[In = 1|JT¯n = i] =
λi
λ¯
= 1− IP[In = 0|JT¯n = i].
Independently for each n = 1, 2, . . . , we retain T¯n as a point of {Nˆt} with





is a Poisson process with intensity {λJt}. Thus, for any t ≥ 0, Nt and Nˆt have
the same distribution. Denote by {Tˆn}n≥0 the claim times of the process Nˆt.














































It follows, that the value of any admissible dividend strategy is bounded
from below by −φλ¯µ¯/δ.
5.2 Strategies With Restricted Densities
In this section, we only consider absolutely continuous dividend strategies with





• 0 ≤ Ut ≤ u0 <∞
and denote the strategies by {Ut}. The value of such a strategy for initial state
i is then









Let us denote the set of the admissible restricted strategies by S r(x,i). Then we
have V (x, i) = supU∈S r
(x,i)
V U(x, i). Recall that Lemma 5.1.1 applies.
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5.2.1 The Value Function and the HJB-Equation
Lemma 5.2.1
For all i ∈ J , V (·, i) is bounded, increasing, Lipschitz continuous and there-
fore absolutely continuous.




Because we can express V (x, i) = V (0, i) + φx for x < 0, we can assume
that x ≥ 0. Let h > 0 be small. We choose a strategy where no dividend is
paid up to time h and then a strategy U˜ ∈ S r(x+cih,i) with initial capital x+cih
is followed, i.e.,
Ut = 0 · 1I{T1∧W1<h} +
(





t · 1I{T1∧W1<h} +
(
0 · 1I{t≤h} + Z˜t−h · 1I{t>h}
)
1I{T1∧W1≥h}.
where {Z0t } denotes the capital injections if no dividend is paid. Recall from
Lemma 5.1.2 that the value connected to Z0 is bounded by λ¯µ¯/δ. Conditioning
on Fh∧T1∧W1 , we obtain










≥ IP[T1 ∧W1 ≥ h]e
−δhV U˜(x+ cih, i)











V (x, i) ≥ sup
U˜∈S r
(x+ch,i)
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The Lipschitz-continuity follows now by the boundedness of V
0 ≤ V (x+ cih, i)− V (x, i)
≤ V (x+ cih, i)(1− e
−(λi+qi+δ)h) + (1− e−(λi+qi)h)
φλ¯µ¯
δ











By monotonicity and boundedness, the limit limx→∞ V (x, i) =: V (∞, i)
exists for all i ∈ J . Then








qijV (∞, j) (5.5)
holds. To show this, let x ≥ 0 and consider the strategy
Ut = u01I{t<τ1∧W1} + U˜t−τ1∧W11I{t≥τ1∧W1}, Zt = Z
U
t ,
where τ1 = τ1(x, i) = inf{t : x+ (ci− u0)t−
∑Nt
n=1 Yn < 0} is the first time the
process XUt falls below zero for initial environment state i and initial capital x.
Then τ1(x, i) converges to infinity as x→∞ and so, by bounded convergence,
IE[e−τ1 ] converges to zero. Further, ZW11IW1<τ1 = 0 and Zτ11Iτ1<W1 is bounded
by Lemma 5.1.2. Conditioning on Fτ1∧W1 , we obtain
















−δs ds− φe−δτ1Zτ1 + e
























(1− e−δτ1)− φe−δτ1Zτ1 + e


















U˜(XUt , j) dt
]
,
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where we used that qij = qipij. Note that XUt = x+ Ct − u0t−
∑Nt
n=1 Yn + Zt
converges to infinity as x → ∞. Now, taking supremum over all admissible
strategies U˜ and letting x→∞ yields


















qijV (∞, j) .
On the other hand, we obtain

































t , j) dt ,
and, by monotonicity, also








qijV (∞, j) .
Thus, equality holds. Equation (5.5) can be rewritten in matrix form as
[δI −Q]V (∞) = u0e , (5.6)
where V (∞) = (V (∞, 1), . . . , V (∞,m))T , I is the identity matrix on IRm×m,
and e = (1, . . . , 1)T . By Lemma 5.2.2 below, the matrix δI −Q is invertible,
and
V (∞) = [δI −Q]−1u0e
is the unique solution to (5.6). If we denote Q˜ = δI − Q and by Q˜
∗
the
adjugate matrix (see definition C.1.1 in the Appendix), then we obtain












q˜∗ij for i ∈ J
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Lemma 5.2.2
The matrix δI −Q is invertible.
Proof: Let {θ1, . . . , θn} and {eθ1 , . . . , eθn} be the eigenvalues of the matrices
Q and eQ, respectively. The matrix eQ is a regular stochastic matrix (see
Remark A.3.7). By Perron-Frobenius theorem (see Theorem C.2.3), there is
an i0 ∈ {1, . . . , n} such that eθi0 = 1 and |eθi0 | < 1 for i 6= i0. Thus, we have
θi0 = 0 and Re(θi) < 0 for i 6= i0. Since δ > 0, it cannot be an eigenvalue of
Q. Therefore, det(δI −Q) 6= 0 and the matrix is invertible. 2
Theorem 5.2.3
For all i ∈ J , the function V (·, i) is differentiable a.e. on (0,∞) and the
















Proof: Lei J0 = i be the initial state of the Markov process {Jt}t≥0. Let h > 0
and fix u ∈ [0, u0]. If x = 0 we suppose u ≤ ci, if x > 0 we let h be small
enough such that x + (ci − u)(h ∧W1) ≥ 0, i.e., the reserve process does not
fall below zero because of the dividend payments. Let Li > 0 be the Lipschitz-
constant. Choose ε > 0 and n ∈ IN such that Li(x+(ci−u)(h∧W1))/n < ε/2
and let xk = k(x + (ci − u)(h ∧ W1))/n for 0 ≤ k ≤ n. For every k there
is a strategy {Ukt } with V
Uk(xk, i) > V (xk, i) − ε/2. For initial capital x′
with xk ≤ x′ < xk+1, we choose the strategy {Ukt }. Then, by the Lipschitz
continuity of V (x, i), it holds that
V U
k
(x′, i) ≥ V U
k
(xk, i) > V (xk, i)− ε/2 > V (x
′, i)− Li(x
′ − xk)− ε/2
> V (x′, i)− ε .
Thus, for all x′ ∈ [0, x + (ci − u)(h ∧W1)] we can find a measurable strategy
U˜ such that V U˜(x′, i) > V (x′, i)− ε.
Consider now a strategy such that within the interval [0, h ∧ T1 ∧ W1]
dividends at a constant rate u are paid, and thereafter, an ε-optimal strategy
U˜ for the initial capital x+ (ci − u)(h ∧ T1 ∧W1) is followed, i.e.,
Ut =
{
u : 0 ≤ t < h ∧ T1 ∧W1




0 : 0 ≤ t < h ∧ T1 ∧W1
Z˜t−h∧T1∧W1 : t ≥ h ∧ T1 ∧W1
.
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Conditioning on Fh∧T1∧W1 , we distinguish three cases:
(i) h < T1 ∧ W1: no claim and no transition of the environment process
occur in [0, h],
(ii) T1 < h ∧W1: the first claim arrives in [0, h] before the first change of
environment, and
(iii) W1 < h∧T1: the first transition of the environment occurs in [0, h] before
the arrival of the first claim.
It follows that




e−δtu dt+ e−δ(h∧T1∧W1)V U˜(XUh∧T1∧W1 , Jh∧T1∧W1)
]




































































V U˜(x+ (ci − u)t− y, i) dGi(y) dt












































U˜(x+ (ci − u)s, j) ds .
Then we obtain




























pijV (x+ (ci − u)s, j) ds− ε .
The constant ε is arbitrary. If we let tend it to zero, rearrange the terms and
divide them by h, then we get
0 ≥






































pijV (x+ (ci − u)s, j) ds (5.8)
If ci ≥ u the first term converges to the derivative from the right as h → 0,
if ci ≤ u to the derivative from the left (the existence of the derivatives from
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the left and from the right is assured by Lemma 5.1.1). Starting with initial
capital x− (ci − u)h, we get in the same way that the first term converges to
the derivative from the left in the case ci ≥ u and to the derivative from the
right in the case ci ≤ u. We do not distinguish the notation first and, using
that qij = qipij and −qi = qii, get for both derivatives
(ci − u)V
′(x, i) + u− (λi + δ)V (x, i) + λi
∫ ∞
0




qijV (x, j) ≤ 0 ,
as h→ 0, where we have∫ ∞
0




V (x− y, i) dGi(y) +
∫ ∞
x








because of the property (5.4).
Now choose a strategy Uˆ(h) in S rx such that V




(ci − uˆs(h)) ds, where uˆt(h) denotes Uˆ(h), if T1 ∧W1 > t. In
the same way as above we get
0 ≤








































pijV (x+ a(s), j) ds+ h .
W.l.o.g., let {hn}n≥0 be a sequence tending to zero such that limn→∞ a(hn)/hn
= ci − u˜. Then, the limit limn→∞(V (x+ a(hn), i)− V (x, i))/hn exists because
of the concavity of V . Letting hn → 0 yields
(ci − u˜)V
′(x, i) + u˜− (λi + δ)V (x, i) + λi
∫ ∞
0




qijV (x, j) ≥ 0 .
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If ci ≥ u˜, the inequality holds for the derivative from the right, if ci ≤ u˜, for
the derivative from the left, where the value of the derivative can be chosen
arbitrarily if ci = u˜. Starting with initial capital x − (ci − u)h, we get in the
same way that the inequality holds for the derivative from the left in the case
ci ≥ u˜ and for the derivative from the right in the case ci ≤ u˜. Since u = u˜
fulfils (5.8), we conclude that equality holds. Now the supremum can be taken
over all constant strategies U = u with 0 ≤ u ≤ u0. Thus, both derivatives
solve Equation (5.7). 2
5.2.2 The Optimal Strategy and the Characterisation of
the Solution
First we show that V (·, i) is continuously differentiable. Since V (·, i) is increas-
ing, concave, and bounded, there exists a bi := inf{x : V ′(x, i) ≤ 1}. Equation
(5.7) is linear in u, thus, the argument maximising the left-hand side of (5.7)





0 : x < bi (⇔ V
′(x, i) > 1)
∈ [0, u0] : x = bi (⇔ V
′(x, i) = 1)
u0 : x > bi (⇔ V
′(x, i) < 1)
.
By the concavity of V (·, i), we have V ′(x−, i) ≥ V ′(x+, i). If both V ′(x+, i)
and V ′(x−, i) are greater than 1 or both are smaller than 1, then differentia-
bility follows from Equation (5.7). By our assumption that Gi is continuous,
we have that V ′(x, i) is continuously differentiable on [0, bi) and (bi,∞). Now
suppose that bi > 0. At x = bi, considering the equation from the left and
from the right, we obtain that ciV ′(bi−, i) = u0 + (ci − u0)V ′(bi+, i), or
ci(V
′(bi−, i)− V
′(bi+, i)) = u0(1− V
′(bi+, i)) .
If u0 < ci, we conclude that either V ′(bi−, i) = V ′(bi+, i) = 1 or 1 > V ′(bi−, i).
Because the latter is impossible, we find that V (bi, i) is continuously differen-
tiable. If u0 ≥ ci, dividends are paid according to a barrier strategy with
barrier bi keeping the surplus process at bi until time T1 ∧W1. Because the
process does not leave the intervall [0, bi] and the corresponding strategy is
admissible for any u0 ≥ ci, it must be optimal for any initial value in [0, bi].
Thus, bi does not depend on the bound u0. The expected discounted dividends
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−δv dv ds dt
=
ci
λi + qi + δ
.






















pijV (bi, j) ds dt
=
λi
λi + qi + δ
∫ ∞
0
V (bi − y, i) dGi(y) +
1
λi + qi + δ
∑
j 6=i
qijV (bi, j) .
Thus, we can see that V (bi, i) can be characterised through
V (bi, i) =
ci
λi + qi + δ
+
1











Plugging V (bi, i) into (5.7) shows that V ′(bi−, i) = V ′(bi+, i) = 1, i.e., V (·, i) is
continuously differentiable in the case u0 ≥ ci, also. With the same arguments





0 : x < bi (⇔ V
′(x, i) > 1)
min{ci, u0} : x = bi (⇔ V
′(x, i) = 1)
u0 : x > bi (⇔ V
′(x, i) < 1)
. (5.10)











(cJs1I{XUs−<bJs} + (cJs − u0)1I{XUs−≥bJs}) ds−
Nt∑
n=1
Yn + Zt .
Before proving the next lemma we make some observations. Between two
changes of the environment the following holds:
5.2. STRATEGIES WITH RESTRICTED DENSITIES 101
• In an interval (Tn−1, Tn) between two claims the risk process XUt is go-
verned by the differential equation dXUt = (cJt − uJt) dt.
• XUTn = X
U
Tn−
− Yn + ZTn .




• If XUTn− − Yn ≤ 0, then the shareholders pay, idependently of the state
JTn , as much that X
U
Tn
= XUTn− − Yn +∆ZTn = 0. In this case, because
of the property (5.4), the value function fulfils
V (XUTn , i)(= V (0, i)) = V (X
U
Tn− − Yn, i) + φ∆ZTn .
Thus, it suffices to only consider solutions f to the HJB equation with
the property (5.4).
Lemma 5.2.4
For i ∈ J , let f(x, i) be an increasing, bounded, and positive solution to (5.7)
with the property (5.4). Then for any admissible strategy U the process
{
f(XUt , Jt)e

























Proof: Let St be the number of the jumps of the environment process {Jt}t≥0
in the interval [0, t], i.e. St = sup{k : Wk ≤ t}. Note that St <∞ and S0 = 0.
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Then we have the decomposition
f(XUt , Jt)e

















































−δt − f(XUWSt , Jt)e
−δWSt , (5.11)
where we used that JWk− = JWk−1 for k = 1 . . . St and Jt = JWSt .
First we consider the behavior of the risk process between two changes of
the environment in [Wk−1,Wk), k = 1, . . . , St. In the same way as in the proof

















′(XUs , Js) + λJs
∫ ∞
0
f(XUs − y, Js) dGJs(y)
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and
M ′t := f(X
U
t , Jt)e













′(XUs , Js) + λJs
∫ ∞
0
f(XUs − y, Js) dGJs(y)






Next we consider the changes of the environment. Since the dividend strate-
gies are absolutely continuous, there are no jumps of the risk process because
of the environmental change. Further, f(XUs , Js) = f(X
U
s−, Js). We follow





































is a martingale, where we used that
∑
j∈J :j 6=i qij = −qii for all i ∈ J .








= f(XUt , Jt)e























is an {Ft}t≥0-martingale with expected value 0. 2
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We show now that the value function is unique and the strategy (5.10) is
optimal.
Theorem 5.2.5
For i ∈ J , let f(x, i) be an increasing, positive, and bounded solution to (5.7)
with the property (5.4). Then f(x, i) = V (x, i), and an optimal strategy is
given by (5.10).
Proof: Since f(x, i) is bounded, f must converge to a f(∞, i) < ∞. Then
there exists a sequence xn →∞ such that f ′(xn, i)→ 0. Let un = u(xn, i). By
the definition (5.10) we can assume un = u0. Letting n→∞ in (5.7) yields
0 = (ci − u0)f
′(xn, i) + λ
[∫ ∞
0










qijf(∞, j) + (qii − δ)f(∞, i) + u0 .
Denote f(∞) = (f(∞, 1), . . . , f(∞,m))T . Then we have that f(∞) is a solu-
tion to
(δI −Q)f(∞) = u0e,
(compare with (5.6)).
Denote by U∗ the strategy given by (5.10) and the corresponding Z∗ = ZU
∗
.












is a martingale with expected value 0. Then

















−δt]→ 0 as t→∞. Since the other terms are monotone,
we can interchange limit and integration and get f(x, i) = V U
∗
(x, i). For an
arbitrary strategy U , Equation (5.7) gives
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Letting t→∞ shows f(x, i) ≥ V U(x, i). Thus f(x, i) = V (x, i). 2
This shows that, if the environment process at time t is at state i, then it
is optimal to pay no dividends while the reserve process stays below barrier bi
(XUt < bi). As soon as the process reaches or excesses the barrier bi (X
U
t ≥ bi),
dividends have to be payed at the maximal rate u0.
5.3 Unrestricted Dividends
In this section all increasing, adapted, and càdlàg processes D are allowed.
The value of a strategy D is
V D(x, i) = IE(x,i)
[∫ ∞
0−






and V (x, i) = supD∈S(x,i) V
D(x, i) is the value function for the initial state
J0 = i.
5.3.1 The Value Function and the HJB Equation
Lemma 5.3.1
For all i ∈ J , the function V (·, i) is increasing with V (x, i)− V (y, i) ≥ x− y




≤ V (x, i) ≤ x+
c
δ
with c = maxi∈J ci. The function V (·, i) is almost everywhere differentiable
with V ′(x−, i) ≥ 1 and V ′(x+, i) ≤ φ.
Proof: For initial capital y consider a strategy D with V D(y, i) ≥ V (y, i)− ε
for a ε > 0. For x ≥ y define a strategy where x − y is paid immediately as
dividend, and then the strategy D is followed. Then it holds for any ε > 0
V (x, i) ≥ x− y + V D(y, i) ≥ x− y + V (y, i)− ε .
Because ε was arbitrary, V (x, i)−V (y, i) ≥ x−y follows. In particular, V (·, i)
is strictly increasing.
Consider a strategy D such that initial capital is paid immediately and
after that the dividends at rate ci are paid until the first transition of the
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environment state. Conditioning on FW1 , we have








e−δt dZt + e











































































where we applied the same arguments as in the proof of Lemma 3.1.2. Thus,
we obtain the lower bound




Consider now the strategy D where x is paid immediately and then the div-
idends are paid at rate c. We note that for any reasonable strategy, Dt is an
upper bound for the accumulated dividend payments. Not taking the capital
injections into account yields the upper bound









The local Lipschitz-continuity follows by the local boundedness of V (·, i)
as in the proof of Lemma 5.2.1.
From Lemma 5.1.1 we know that V (·, i) is concave, and therefore, V (·, i)
is differentiable almost everywhere on [0,∞). At the points where V (·, i) is
not differentiable, the derivatives from the left and from the right exist. By
V (x, i) − V (x − ε, i) ≥ ε for ε ≥ 0 we obtain V ′(x−, i) ≥ 1. For the other
inequality we consider a strategy by receiving ε from the shareholders imme-
diately and following the strategy for the initial capital x + ε afterwards, so
5.3. UNRESTRICTED DIVIDENDS 107
that V (x, i) ≥ V (x + ε, i) − φε. Hence V ′(x+, i) ≤ φ. This proves the global
Lipschitz-continuity. Moreover, it follows that V (·, i) is absolutely continuous.
2
Remark 5.3.2
It is possible to calculate a finer upper bound for the value functions. Consider
a strategy such that x is paid immediately and then dividends at premium rate
cJt are paid, i.e., Dt = x+
∫ t
0























where (eQt)i denotes the i-th row of the matix eQt and c = (c1, · · · , cm)T .
From Lemma 5.2.2, we know that the matrix −δI +Q is invertible and for all
eigenvalues holds Re(−δ + θi) < 0. By Lemma C.3.3, it follows
V (x, i) ≤ x+ [δI −Q]−1i c.

As in the case m = 1, the value function can be calculated as the limit of
the value functions from the previous section. The proof is analogous to the
proof of Lemma 3.3.2.
Lemma 5.3.3
For i ∈ J , let Vu(·, i) be the value function for the restricted dividend strategy
in the case u0 = u. Then limu→∞ Vu(x, i) = V (x, i) for all x ≥ 0.
Now we want to determine the Hamilton-Jacobi-Bellman equation for this
problem. We repeat the procedure in Schmidli [66].
Theorem 5.3.4





′(x, i) + λi
∫ ∞
0




qijV (x, j), 1− V
′(x, i), V ′(x, i)− φ
}
= 0.
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Proof: Since we let u→∞, it is enough to consider the case u > ci. Equation









Vu(x− y, i) dGi(y) +
∑
j∈J





j∈J qijVu(x, j) + λi
∫∞
0




The two parts correspond to the different cases u = 0 and u = u0 for the
restricted problem (see Equation (5.7)), where the second equation is divided




(λi + δ)Vu(x, i)− λi
∫ ∞
0




= (λi + δ)V (x, i)− λi
∫ ∞
0




Assume that V ′u(·, i) converges pointwise to some function f(·, i) a.e. The




(λi+ δ+ qi)V (x, i) + λiφ
∫∞
x
(1−Gi(y)) dy. From Equation (5.16) follows that
the function f satisfies
max
{
cif(x, i)− (λi + δ)V (x, i) + λi
∫ ∞
0




qijV (x, j), 1− f(x, i)
}
= 0.
It follows by the bounded convergence theorem that













I.e., f is the density of V , V is differentiable at all points where f is continuous,
and f = V ′. By V ′(x, i) ≤ φ, Equation (5.15) follows.
It remains to show that V ′u(x, i)
u→∞
−→ f(x, i) a.e. and f is continuous.
We have seen in Section 5.2 that, for u fixed, the optimal strategy is a
barrier strategy, and the optimal level bi does not depend on u. In particular,
V (x, i) coincides with Vu(x, i) for u ≥ ci and initial capital x ≤ bi. Therefore,
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we can choose bi := inf{x : V ′ci(x−, i) = 1} and V (x) = Vci(x) for x < bi. From
(5.16) we get that
V ′(x, i) = V ′ci(x, i)
=
(λi + δ)V (x, i)− λi
∫∞
0
V (x− y, i) dGi(y)−
∑
j∈J qijV (x, j)
ci
> 1 ,
i.e., (5.15) is valid. By the continuity of V (·, i) and Gi, V ′(·, i) is continuous
on [0, bi).
Let now x ≥ bi. Then V ′u(x, i) ≤ 1 for all u > ci. Let {un} be a sequence
tending to infinity such that V ′un(x, i) converges to lim supu→∞ V
′
u(x, i). From
the second term on the right hand side of (5.16) we see that limn→∞ V ′un(x, i) =
1. Analogously, we can show that lim infu→∞ V ′u(x, i) = 1. Thus, f(x, i) =
limu→∞ V
′
u(x, i) = 1. In particular, we have V
′(bi−, i) = V
′(bi+, i) = 1. 2
5.3.2 The Optimal Strategy and the Characterisation of
the Solution
Because the function V (x, i) is concave, the condition V ′(x, i) − φ ≤ 0 is
fulfilled whenever V ′(0, i) ≤ φ. Since V (x, i) is continuously differentiable, we
have bi := inf{x : V ′(x, i) = 1}.
We now define the following strategy:














s), 0) = Z
D∗
t for t > 0 ,
where ∆D∗Js−Jss is a lump sum payment due to the change in the environment
from state Js− to state Js, i.e.,
∆D∗Js−Jss = max{(X
D∗
s− − bJs)1I{Js− 6=Js}, 0}.
We denote X∗t = X
D∗






The strategy (5.17) is optimal, i.e., V D
∗
(x, i) = V (x, i) for all i ∈ J .
Proof: We can assume that x ≥ 0, i.e. Z∗0 = 0. The process D
∗ only jumps
if the state of the environment changes. The process {(X∗t , Jt)e
−δt} is then a
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piecewise deterministic Markov process. As in Lemma 5.2.4, we decompose
the value V (X∗t , Jt)e
−δt at the times Wk of the transition of the environment
state and obtain
V (X∗t , Jt)e


























−δWk− − V (X∗Wk−1 , JWk−1)e
−δWk−1
]
+V (X∗t , Jt)e
−δt − V (X∗WSt , Jt)e
−δWSt . (5.18)
Since V ′(X∗s− −∆D
∗Js−Js
s , Js) = V











































is an {Ft}t≥0-martingale with expected value 0.
Again, because V (x, i) is absolutely continuous, we have between two changes
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+V (X∗t , Jt)e










′(X∗s , Js) + λJs
∫ ∞
0
V (X∗s − y, Js) dGJs(y)













V (X∗s − y, Js) dGJs(y)






is a martingale with expected value 0. Recall that for all i ∈ J , V (x, i) is
continuously differentiable by our assumption that Gi(y) is continuous. Be-
cause V ′(X∗s , Js) > 1 on {X
∗
s < bJs}, the first term on the left hand side of the











From V ′(X∗s , Js) = 1 on {X
∗












s , j) .
Finally, putting (5.18), (5.19), (5.20), and (5.21) together shows that the
process
V (X∗t , Jt)e













is an {Ft}t≥0-martingale with expected value 0. For J0 = i, using that X∗0 =
x−D∗0, we get from the martingale property
V (x, i) = IE(x,i)
[
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Since V (X∗t , Jt)e
−δt ≤ V (bJt , Jt)e







by the bounded convergence theorem. Finally, by monotone convergence, we
get that






























If the environmental process at time t is in the state Jt = i for i ∈ J , then
the optimal strategy is a barrier dividend strategy with reflecting barriers bi
and 0. Then the corresponding surplus process XD
∗
t does not leave the interval
[0, b¯] with bˆ := max{bi : i = 1 . . .m}. The existence of such a process {X∗t }
can be seen in the following way. Let
D0t = sup{Xs − bJs : 0 ≤ s ≤ t} ∨ 0 ,
τ1 = inf{t : Xt −D
0
t < 0} ,
Z0t = sup{D
0
s −Xs : 0 ≤ s ≤ t} ∨ 0 .








t for t ∈ [0, τ1]. Suppose we





s − bJs : 0 ≤ s ≤ t} ∨ 0) ,











s : 0 ≤ s ≤ t} ∨ 0) .
We have X∗t = X
n+1
t for t ∈ [0, τn+1]. Because τn is a claim occurence time
and τn+1 > τn we have that τn →∞ as n→∞. Thus {Xnt } converges almost
surely to {X∗t }.
Because we do not have an explicit solution nor an initial value, we need
to characterise the solution V (x, i) among other possible solutions.
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Theorem 5.3.6
For all i ∈ J , V (x, i) is the minimal solution to the HJB equation (5.15). If
f(x, i) is an increasing, positive solution to (5.15) such that f(x, i) ≤ κi1x+κ
i
2
for some κi1, κ
i
2 ≥ 0 and all x ≥ 0, then f(x, i) = V (x, i).
Proof: We again suppose that x ≥ 0. Let f(x, i) be a solution to the HJB
equation. Then f(x, i) is increasing. Consider the process X∗ under the opti-
mal strategy. We have then, as in the proof of the previous theorem, that the
process
f(X∗t , Jt)e




















′(X∗s , Js) + λJs
∫ ∞
0
f(X∗s − y, Js) dGJs(y)
−(λJs + δ)f(X
∗




























is a martingale with expected value 0. By (5.15), we have
cJsf
′(X∗s , Js) + λJs
∫ ∞
0
f(X∗s − y, Js) dGJs(y)
−(λJs + δ)f(X
∗


















s , j) ≤ −cJsf
′(X∗s , Js) ≤ −c ,
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and therefore, by monotone convergence, f(x, i) ≥ V D
∗
(x, i) for all i ∈ J .
Let now b˜i := inf{x : f(x, i)′ = 1} and define a strategy D˜ analogously to
the strategy D∗ as
D˜0 = max{x− b˜J0 , 0},








Z˜t = max(− inf
0≤s≤t
(Xs − D˜s), 0) = Z˜
D˜
t for t > 0 ,
with ∆D˜Js−Jss = max{(X
D˜
s− − b˜Js)1IJs− 6=Js , 0}. With the same arguments as in
Theorem 5.3.5 we can show that the process
f(XD˜t , Jt)e













is an {Ft}t≥0-martingale with expected value 0. Taking expectations and let-
ting t→∞, we obtain f(x, i) = V D˜(x, i), since f(XD˜t , Jt)e
−δt ≤ f(b˜Jt , Jt)e
−δt
tends to zero as t→∞ by the linear growth condition. Thus, f(x, i) ≤ V (x, i)
and, therefore, equality holds. 2
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5.3.3 Calculating the Value Function
General case
Suppose that 0 ≤ b1 ≤ · · · ≤ bm. We have to calculate the value functions
on each intervall [0, b1], . . . , [bm−1, bm] separately. For 0 ≤ x ≤ b1, the value





f(x−y, i) dGi(y)−(λi+δ)f(x, i)+
∑
j∈J
qijf(x, j) = 0, i ∈ J .
Let k ∈ {2, . . . ,m}. Suppose that we have constructed solutions V (x, i), i ∈
J , for x ∈ [0, bk]. For any j ≤ k and x ≥ bj, the value function is linear, i.e.,
V (x, j) = x− bj + V (bj, j). Thus, for bk ≤ x ≤ bk+1 and i = k + 1, . . . ,m, we
have to solve the reduced system of the integro-differential equations
cif
′(x, i) + λi
∫ x
x−bk
V (x− y, i) dGi(y) + λi
∫ x−bk
0
f(x− y, i) dGi(y)







qij(x− bj + V (bj, j)) +
m∑
j=k+1
qijf(x, j) = 0.
This procedure is complicate and requires intricate numerical calculations. For
simplicity reasons, we consider two special cases when we have only one barrier.
Special case: one constant barrier b = 0
We assume that b1 = · · · = bm = 0. Then V ′(0, i) = 1 and
V (x, i) = x+ V (0, i) for all i ∈ J . (5.22)
Consider the value in x = 0. Then Equation (5.15) reads
ci − φλiµi − δV (0, i) +
∑
j∈J
qijV (0, j) = 0 , (5.23)
or in matrix form,
Ce− φΛµ = [δI −Q]V (0) ,
where
e = (1, . . . , 1)T , V (0) = (V (0, 1), . . . , V (0,m))T ,
C = diag(c1, . . . , cm) , Λ = diag(λ1, . . . , λm) ,
µ = (µ1, . . . , µm)
T .
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By Lemma 5.2.2, the matrix δI −Q is invertible. The value at zero is given
by
V (0) = [δI −Q]−1[Ce− φΛµ].
Denoting Q˜ = δI −Q and by Q˜
∗













q˜∗ij(cj − φλjµj) for i ∈ J . (5.24)
We can now derive a necessary condition for (5.24). Plugging (5.22) in the








(1−Gi(y)) dy − (λi + δ)(x+ V (0, i)) +
∑
j∈J
qij(x+ V (0, j))







(x− y) dGi(y) + φλi
∫ x
0











where we used (5.23) and
∑
j∈J qij = 0. The latter integral is a convex
function in x. Thus, it is non-positive if and only if the derivative at zero is
non-positive, i.e., if
λi(φ− 1)− δ ≤ 0 for all i ∈ J .








Since in the general case V ′(0, i) ≥ 1 and qij > 0 for i 6= j, we obtain from
(5.23) that
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and therefore




This is the lower bound in Lemma 5.3.1. 
Special case: one constant barrier b > 0
Suppose that b1 = · · · = bm = b for some b > 0. Then we have to solve the
system of integro-differential equations
cif
′(x, i) + λi
∫ x
0




(1−Gi(y)) dy − (λi + δ)f(x, i) +
∑
j∈J
qijf(x, j) = 0, i ∈ J ,
for 0 ≤ x ≤ b. We apply the method of Laplace transforms. Denote for














(1−Gi(y)) dy dx .
Then we obtain for i = 1, . . . ,m,(















f(0, i) + φλirˆi(s),
or in matrix form,[













where I is the identity matrix and
fˆ(s) = (fˆ1(s), . . . , fˆm(s))
T , f(0) = (f(0, 1), . . . , f(0,m))T ,
C = diag(c1, . . . , cm) , Λ = diag(λ1, . . . , λm) ,
Gˆ(s) = diag(gˆ1(s), . . . , gˆm(s)) , rˆ(s) = (rˆ1(s), . . . , rˆm(s))T .
If we denote
A(s) = sC +ΛGˆ(s)−Λ− δI +Q,
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then we have to solve













where A∗(s) is the adjugate of the matrix A(s). By inverting the Laplace
transform, we obtain the function f which depends on f(0) and so f ′ does
also. From f ′(b) = 1 we can determine f(0) as a function of b and denote it
by f b(0). For the stationary initial distribution pi = (pi1, . . . , pim) consider the
function ∑
i∈J
piiV (x, i) = piV (x).
Then we can determine the initial value V (0) by
piV (0) = sup
b≥0
{pif b(0)}.
The optimal barrier b∗ is the argument which maximises pif b(0), and V (0) =
f b
∗
(0) is the maximal value.
5.3.4 Illustrations for a Two-State Model
We consider the case of one constant barrier and a two-state Markov process,
i.e., m = 2. The two states of the environment process correspond to the
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Exponentially distributed claim sizes
Assume now that the claim sizes are exponentially distributed with parameters
α1 > 0 and α2 > 0, i.e., g1(x) = α1e−α1x and g2(x) = α2e−α2x. Their Laplace








































By Corrolar C.1.3, the adjugate matrix A∗(s) is









− δ − q1
)
.
Let R2 < R1 < 0 < ρ1 < ρ2 be the solutions to the Lundberg’s equation
detA(s) = (sc2 −
λ2s
s+ α2
− δ − q2)(sc1 −
λ1s
s+ α1
− δ − q1)− q1q2 = 0.
Then the functions f(x, 1) and f(x, 2) obtained by inverting of (5.27) are of
the form




ρ2x, i = 1, 2.
The constants Kin, n = 1, . . . , 4 depend on the unknown initial values f(0, 1)
and f(0, 2) which can now be determined by solving the system




ρ2b, i = 1, 2.
For a numerical example, let c1 = 11, c2 = 10, λ1 = 1, λ2 = 4, δ = 0.1, q1 =
1/4, q2 = 1/2, α1 = 1, α2 = 0.5, φ = 1.5. Then pi1 = 2/3, pi2 = 1/3 and we get
the optimal barrier level is b∗ = 4.1668. Figure 5.1 shows the function pif b(0)
dependent on the barrier. The value functions V (x, 1) and V (x, 2) can be seen
in Figure 5.2.
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Figure 5.1: The function pif b(0)
Figure 5.2: The value functions
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Gamma-distributed claim sizes
We assume that the claim sizes are Γ(2, 1)− and Γ(2, 2)−distributed with the

















































has six solutions R4 < R3 < R2 < R1 < 0 < ρ1 < ρ2 such that the functions
f(x, 1) and f(x, 2) obtained by inverting (5.27) are of the form






ρ2x, i = 1, 2.
For a numerical example, let c1 = 11, c2 = 10, λ1 = 1, λ2 = 4, δ = 0.1, q1 =
1/4, q2 = 1/2, φ = 1.5. Then pi1 = 2/3, pi2 = 1/3 and we get the optimal barrier
level is b∗ = 3.2806. Figures 5.3 and 5.4 show the functions pif b(0) dependent
on the barrier and the value functions V (x, 1) and V (x, 2), respectively.
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Figure 5.3: The function pif b(0)
Figure 5.4: The value functions
Appendix A
Markov Processes
Let E ⊆ IR. Let B(E) denote the σ-algebra of Borel sets in E, M(E) the
family of all real-valued measurable functions on E, and Mb(E) ⊂ M(E) the
subfamily of all bounded functions on E endowed with the supremum norm
‖g‖ = supx∈E |g(x)| for g ∈Mb(E).
A.1 Definition of Markov Processes
Let {Xt}t≥0 be a (càdlàg) process with values in E.
Definition A.1.1
A real-valued stochastic process {Xt}t≥0 on (Ω,F , IP) is called an {Ft}t≥0-
Markov process if it is adapted to {Ft}t≥0 and the Markov property holds, i.e.,
IP[Xs+t ∈ B|Ft] = IP[Xs+t ∈ B|Xt], IP-a.s.,
for all s, t ≥ 0 and B ∈ B(E). The transition function is defined by
Pt(s, x,B) = IP[Xt+s ∈ B|Xt = x].
If the transition function does not depend on t, we call the Markov process
homogeneous.
We assume in the following that the Markov process is homogeneous and
omit the index t. The transition function has the following properties:
• P (s, x, ·) is a probability measure on B(E),
• P (0, x, {x}) = 1,
• P (·, ·, B) ∈M(IR+ × E) for fixed B ∈ B(E),
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• P (s1 + s2, x, B) =
∫
E
P (s2, y, B)P (s1, x, dy).
A probability measure ν on (E,B(E)) is called initial distribution of
{Xt} if IP[X0 ∈ B] = ν(B) for all B ∈ B(E). We have then









P (tn − tn−1, xn−1, dxn) · · ·P (t1, x0, dx1)ν( dx0)
for all n ≥ 0, B0, B1, . . . , Bn ∈ B(E),t0 = 0 ≤ t1 ≤ . . . ≤ tn.
We call {Xt} a strong Markov process with respect to its history {FXt },
if with probability 1
IP[Xτ+h ∈ B|F
X
τ ] = P (h,Xτ , B)
on {τ <∞}, for all h ≥ 0, B ∈ B(E) and each {FXt }-stopping time τ.
Lemma A.1.2
Every stochastic process {Xt}t≥0 with stationary and independent increments
is a Markov process.
A.2 Generators
Definition A.2.1
Let {T (h)}h≥0 be a family of bounded mapping from Mb(E) to Mb(E). {T (h)}
is called a contraction semigroup on Mb(E) if
• T (0) = I, where I denotes the identity mapping on Mb(E),
• T (h1 + h2) = T (h1)T (h2),
• ‖T (h)f‖ ≤ ‖f‖
for all h, h1, h2 ≥ 0 and f ∈Mb(E).
Lemma A.2.2





f(y)P (h, x, dy) = IE[f(Xh)|X0 = x] (A.1)
for any f ∈Mb(E). Then {T (h)} is a contraction semigroup on Mb(E).
Proof: Refer Rolski et al. [61, p. 440]. 2
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Definition A.2.3 (Generator)




T (h)f − f
h
for each function f ∈Mb(E) for which the limit exists in the supremum norm
and belongs to Mb(E). We call the class D(A) ⊂ Mb(E) of functions with
these properties the domain of A.
For the semigroup given in (A.1) we have
Af(x) = lim
h↓0
IE[f(Xh)− f(x)|X0 = x]
h
for all functions f ∈ D(A).
Theorem A.2.4 (Dynkin’s Formula)
Assume that {Xt} is an E-valued Markov process with transition functions
P (h, x,B). Let {T (h)} denote the semigroup defined in (A.1) and let A be
its generator. Then, for each f ∈ D(A) the stochastic process {Mt}t≥0 is an
{FXt }-martingale, where




Proof: Refer Rolski et al. [61, p. 442]. 2
We now extend the definition of the generator and allow it acting on un-
bounded functions.
Definition A.2.5 (Full Generator)
A multilinear operator A ⊂ {(f, g) ∈ M(E) ×M(E)} is called the full ge-







is an {FXt }-martingale. The set D(A) = {f ∈M(E) : (f, g) ∈ A for some g ∈
M(E)} is called the domain of the operator A.
Theorem A.2.4 implies that the domain of the infinitesimal generator of a
Markov process is always contained in the domain of its full generator. We
write Af if we mean a function g such that (f, g) ∈ A. Note that g is not
uniquely defined.
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Example A.2.6
Let Xt = ct −
∑Nt
i=1 Yi be a compound Poisson process with drift and f be a
(bounded or unbounded) continuous function. We want to analyse the process
{f(Xt)e
−δt}. For this purpose, we consider the process between the jumps and
compensate for the jumps:
f(Xt)e














































becomes a martingale with the zero expected value. Since the above expression















it is enough to replace t by T1 ∧ t, i.e.(






T1 is exponentially distributed. By the lack of memory property of the expo-
nential distribution we do not take the conditioned expectation with regard to
Fs but consider the expected value. We are looking for a function g with
IE
[(














f(x+ cs− y)− f(x+ cs)
}
dG(y) ds
A.3. CONTINUOUS-TIME MARKOV CHAINS WITH FINITE STATE SPACE 127





g(x+ cv) dv ds+ e−λt
∫ t
0
















f(Xt − y) dG(y)− λe
−δtf(Xt) . (A.2)






































and therefore (A.2) holds a.s. 
A.3 Continuous-Time Markov Chains with Fi-
nite State Space
Let E be a finite countable set and {Xt}t≥0 be an E-valued stochastic process.
Definition A.3.1
{Xt}t≥0 is called a continuous-time Markov chain if for all i, j, i1, . . . , ik ∈
E, all t, s ≥ 0, and all s1, . . . , sk ≥ 0 with sl ≤ s for all l ∈ [1, k], the Markov-
property
IP[Xt+s = j|Xs = i,Xs1 = i1, . . . , Xsk = ik] = IP[Xt+s = j|Xs = i] (A.3)
holds, whenever both sides are well-defined. The Markov chain is called ho-
mogeneous if the right-hand side of (A.3) is independent of s.
Let P (t) := (pij(t))i,j∈E with
pij(t) := IP[Xt+s = j|Xs = i].
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The family {P (t)}t≥0 is called a matrix transition function. It fulfils the
Chapman-Kolmogorov equation
P (t+ s) = P (t)P (s)
and is continuous at zero, that is,
lim
t↓0
P (t) = P (0) = I.
The distribution at time t of Xt is given by the vector ν(t) = (νi(t))i∈E with
νi(t) = IP[Xt = i]. It is obtained from the initial distribution by
ν(t)T = ν(0)TP (t),
and it holds
IP[Xt1 = i1, . . . , Xtn = in] =
∑
i0∈E
ν(0)i0pi0i1(t1)pi1i2(t2−t1) · · · pin−1in(tn−tn−1),
for all n = 0, 1, , . . . , i0, i1, . . . , in ∈ E, 0 ≤ t1 ≤ . . . ≤ tn.
Theorem A.3.2







Proof: Refer Rolski et al. [61, p. 311]. 2
Corollary A.3.3
For each i 6= j, qij ≥ 0 and qii ≤ 0. Furthemore, for each i ∈ E,∑
j∈E
qij = 0.
The matrix Q = (qij)i,j∈E is called the intensity matrix. It is convenient




The family {P (t)}t≥0 of the transition matrices is a contraction semigroup of
the Markov chain, and the intensity matrix Q is the infinitesimal generator,
since by Theorem A.3.2,
Q = lim
h↓0
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Theorem A.3.5
For all i, j ∈ E and t ≥ 0, the transition functions pij(t) are differentiable and
satisfy the following system of differential equations:
d
dt
P (t) = P (t)Q = QP (t)
with the initial condition P (0) = I.
Proof: Refer Rolski et al. [61, p. 313]. 2
Theorem A.3.6
The matrix transition function {P (t)}t≥0 can be represented by its intensity
matrix Q via
P (t) = etQ.
Proof: Refer Rolski et al. [61, p. 316]. 2
The Markov process {Xt}t≥0 is called irreducible if for all i 6= j, pij(t) > 0
for all t > 0, or, equivalently, if for each pair i 6= j there exists a sequence
i1, . . . , in ∈ E such that qii1qi1i2 · · · qin−1j > 0.
Remark A.3.7
If the Markov process {Xt}t≥0 is irreducible, then the transition matrix P (t)
is regular for each t > 0. 
A probability function pi on E is called a stationary distribution if
piTP (t) = piT
for all t ≥ 0. On the finite state space E the condition
piTQ = 0
is necessary and sufficient for the probability distribution pi to be a stationary
distribution (refer Brémaud [11, p. 343]).
Example A.3.8
Let E = {1, 2} and {Xt}t≥0 an irreducible Markov chain with the intensity







Then the stationary distribution is given by
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Theorem A.3.9
If the Markov process {Xt}t≥0 is irreducible, then for each i ∈ E,
lim
t→∞
IP[Xt = i] = pii,
where pi is the stationary initial distribution of {Xt}t≥0.
Proof: Refer Rolski et al. [61, p. 323]. 2
Example A.3.10 (Embedded Markov chain)
Let {τn}n≥0 be the nondecreasing sequence of transition times of the Markov
chain {Xt}t≥0 with τ0 = 0 and τn = inf{t > τn−1 : Xt 6= Xt−}. We set τn =∞
if there are strictly fewer than n transitions in (0,∞).
Let ∆ be an arbitrary element not in E with the convention X∞ = ∆. The
process {Xτn}n≥0 is called the embedded process.
Theorem A.3.11
Let {Xt}t≥0 be a homogeneous Markov chain with intensity matrix Q and tran-
sition times {τn}n≥0. Then
1. The embedded process {Xτn}n≥0 is a discrete-time homogeneous Markov




if qi > 0 and j 6= i; by p∆∆ = 1, pi∆ = 1 if i ∈ E and qi = 0; and by
pi∆ = 0 if i ∈ E and qi > 0.
2. Given {Xτn}n≥0, the sequence {τn+1− τn}n≥0 is independent, and for all
n ≥ 0 and all a ∈ IR+,
IP[τn+1 − τn ≤ a|{Xτk}k≥0] = 1− e
−qXτna .
Proof: Refer Brémaud [11, p. 348]
Appendix B
Poisson Processes
Let{Tk}k≥0 be a sequence of nonnegative random variables on the positive
half-line such that, almost surely,
(i) T0 = 0,
(ii) 0 < T1 < T2 < . . . ,
(iii) limk→∞ Tk =∞.
We call {Tk} arrival (or occurrence) times and consider the random





We define a counting process {Nt}t≥0 by




B.1 Homogeneous Poisson Processes
Theorem B.1.1
Let {Nt}t≥0 be a counting process with occurrence times 0 = T0 < T1 < · · ·
and λ > 0. The following conditions are equivalent:
1. {Nt} has stationary and independent increments such that
IP[Nh = 0] = 1− λh+ o(h), IP[Nh = 1] = λh+ o(h) as h ↓ 0.
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2. {Nt} has independent increments and Nt is Poisson-distributed with pa-
rameter λt for each t > 0.
3. The interarrival times {Tk−Tk−1}k≥1 are independent and exponentially
distributed with parameter λ.
Proof: Refer Rolski et al. [61, pp. 157-160]. 2
{Nt} is called a homogeneous Poisson process with intensity λ.






is called a compound Poisson process and has inde-
pendent and stationary increments. By Lemma A.1.2, the compound Poisson
process (and, as a special case with Yi = 1, the Poisson process) is a Markov
process.
Lemma B.1.2 (Thinning)
Let {Nt} be a Poisson process with parameter λ. Let {Ik}k∈IN be a sequence of
iid random variables independent of {Nt} with IP[Ik = 1] = 1− IP[Ik = 0] = p











processes with parameters λp and λ(1− p), respectively.
Proof: Refer Grandell [37]. 2
B.2 Cox Processes
Definition B.2.1
Let {λ(t)}t≥0 be a nonnegative measurable stochastic process such that∫ t
0
λ(s) ds <∞, IP-a.e., t ≥ 0.
We call {λ(t)} an intensity process, and {Λ(B) : B ∈ B(IR)} with Λ(B) =∫
B
λ(v) dv a cumulative intensity measure. A counting measure N(B) is
called a Cox process or a doubly stochastic Poisson process if for all
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Thus, conditioning on {λ(t)}, {Nt} is a Poisson process with intensity
function {λ(t)}. If {λ(t)} is deterministic, then {Nt} is a (non-homogeneous)
Poisson process. If λ(t) ≡ Λ for some nonnegative random variable Λ, then
{Nt} is called a mixed Poisson process.
Example B.2.2 (Markov-modulated Poisson process)
Let {Jt}t≥0 be a Markov process with state space E = {1, . . . ,m} and intensity
matrix Q = (qij)i,j∈E. By a Markov-modulated Poisson process we mean
a Cox process whose intensity process {λ(t)} is given by
λ(t) = λJt .

Lemma B.2.3
A Markov-modulated Poisson process has stationary increments if {Jt} has a
stationary initial distribution.
Proof: Refer Rolski et al. [61]. 2
Theorem B.2.4
Let {Nt} be an {Ft}-adapted (doubly stochastic) Poisson process with intensity
function {λ(t)}. Then
1. Mt = Nt −
∫ t
0
λ(s) ds is an {Ft}-local martingale;








Xs dMs is an {Ft}-martingale.
Proof: Refer Brémaud [10, p. 27]. 2




Let A = (aij)ni,j=1 be a n× n-matrix. We denote by Aij the (n− 1)× (n− 1)-
matrix resulting from A by removing the i−th row and the j−th column.
Definition C.1.1
The (i, j)-minor Mij of the matrix A is defined by
Mij = detAij .
The adjugate A∗ of the matrix A is defined by
a∗ij = (−1)
i+jMji .







Theorem C.1.2 (Laplace’s formula)
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C.2 Eigenvalues
Let A be a n× n-matrix, φ,ψ be n-dimensional non-zero vectors and θ ∈ IR




then θ is said to be an eigenvalue of A and φ a right eigenvector corre-
sponding to θ. If
ψTA = θψT ,
then ψ is said to be a left eigenvector corresponding to θ.
The eigenvalues are exactly the solutions to the characteristic equation
det(A− θI) = 0.
This is an algebraic equation of order n, i.e. there are n eigenvalues θ1, . . . , θn,
which can be complex and some of them can coincide. We assume that the
eigenvalues are numbered such that
|θ1| ≥ |θ2| ≥ · · · |θn|
and denote the set of eigenvalues of A by sp(A).
Definition C.2.2
A nonnegative matrix A is called stochastic, if
∑
j aij = 1 for all i = 1, . . . , n.
A nonnegative matrix A is called regular, if there exists some n0 ≥ 1 such
that all entries of An0 are strictly positive.
Theorem C.2.3 (Perron-Frobenius theorem)
If A is a regular stochastic matrix, then θ1 = 1 and |θi| < 1 for i = 2, . . . , n.
Proof : See Rolski et al. [61, p.284].
C.3 Matrix-exponentials







The next Lemma shows that the series is a well-defined matrix.
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Lemma C.3.1





converges uniformly with respect to h ∈
[−h0, h0], for each h0 > 0.
Proof: See Rolski et al. [61, p. 314]. 2
Lemma C.3.2
On the whole real line holds
dehA
dh
= AehA = ehAA.
Proof: See Rolski et al. [61, p. 315]. 2
Lemma C.3.3
If all eigenvalues of an invertible matrix A have negative real parts, then∫ ∞
0
etA dt = −A−1.
Proof: See Rolski et al. [61, p. 328]. 2
For the eigenvalues of the exponential eA holds
sp(eA) = {eθ : θ ∈ sp(A)}.
138 APPENDIX C. LINEAR ALGEBRA
Bibliography
[1] Albrecher, H. and Thonhauser, S. (2008). Optimal dividend strate-
gies for a risk process under force of interest. Insurance: Mathematics and
Economics 43(1), 134–149.
[2] Albrecher, H. and Thonhauser, S. (2009). Optimality results for
dividend problems in insurance. RACSAM Rev. R. Acad. Cien. Serie A.
Mat. 103(2), 295–320.
[3] Andersen, E.S. (1957). On the collective theory of risk in case of con-
tagion between the claims. Transactions XVth International Congress of
Actuaries, New York, II, 219–229.
[4] Asmussen, S. (2000). Ruin Probabilities. World Scientific, Singapore.
[5] Asmussen, S. and Taksar, M. (1997). Controlled diffusion models for
optimal dividend pay-out. Insurance: Mathematics and Economics 20(1),
1–15.
[6] Avanzi, B. (2009). Strategies for dividend distribution: a review. North
American Actuarial Journal 13(2), 217–251.
[7] Avram, F., Palmowski, Z. and Pistorius, M.R. (2007). On the
optimal dividend problem for a spectrally negative Lévy process. Annals
of Applied Probability 17(1), 156–180.
[8] Azcue, P. and Muler, N. (2005). Optimal reinsurance and divi-
dend distribution policies in the Cramér-Lundberg model. Math. Finance
15(2), 261–308.
[9] Borch, K. (1974). The Mathematical Theory of Insurance. Lexington,
Massachussets.




[11] Brémaud, P. (1999). Markov Chains: Gibbs Fields, Monte Carlo Simu-
lation, and Queues. Springer-Verlag, New York.
[12] Bühlmann, H. (1970). Mathematical Methods in Risk Theory. Springer-
Verlag, Heidelberg.
[13] Cai, J. and Dickson, D.C.M (2002). On the expected discounted
penalty function at ruin of a surplus process with interest. Insurance:
Mathematics and Economics 30, 389–404.
[14] Cox, D.R. (1955). Some statistical methods connected with series of
events. J. R. Statist. Soc B 17, 129–164.
[15] Cramér, H. (1930). On the Mathematical Theory of Risk. Skandia Ju-
bilee Volume, Stockholm.
[16] Cramér, H. (1955). Collective Risk Theory. Skandia Jubilee Volume,
Stockholm.
[17] de Finetti, B. (1957). Su un’ impostazione alternativa della teoria col-
lettiva del rischio. Transactions of the XVth International Congress of
Actuaries 2, 433–443.
[18] Dickson, D.C.M. (1992). On the distribution of the surplus prior to
ruin. Insurance: Mathematics and Economics 11, 191–207.
[19] Dickson, D.C.M. (1998). Discussion of Gerber, H.U. and Shui, E.S.W.
On the time value of ruin. North American Actuarial Journal 2(1), 74.
[20] Dickson, D.C.M. and Waters, H.R. (1992). The probability and
severity of ruin in finite and infinite time. ASTIN Bulletin 22, 177–190.
[21] Dickson, D.C.M. and Waters, H.R. (2004). Some optimal dividends
problems. ASTIN Bulletin 34(1), 49–74.
[22] Doob, J.L. (1994). Measure Theory. Springer-Verlag, New York.
[23] Dufresne, F. and Gerber, H. (1988). The surpluses immediately be-
fore and at ruin, and the amount of the claim causing ruin. Insurance:
Mathematics and Economics 7, 193–199.
[24] Eisenberg, J. (2010).Optimal control of capital injections by reinsurance
and investments. PhD thesis, Universität zu Köln. http://kups.ub.uni-
koeln.de/volltexte/2010/3037/.
[25] Evans, L.C. (1998). Partial Differential Equations. Providence: AMS.
BIBLIOGRAPHY 141
[26] Fleming, W.H. and Rishel, R.W (1975). Deterministic and Stochastic
Optimal Control. Springer-Verlag, New York.
[27] Fleming, W.H. and Soner, H.M. (1993). Controlled Markov Processes
and Viscosity Solutions. Springer-Verlag, New York.
[28] Gerber, H.U. (1969). Entscheidungskriterien für den zusammengeset-
zten Poisson-Prozess. Schweiz. Verein. Versicherungsmath. Mitt. 69, 185–
228.
[29] Gerber, H.U. (1970). An extension of the renewal equation and its ap-
plication in the collective theory of risk. Skandinavisk Aktuarietidskrift
53, 205–210.
[30] Gerber, H.U. (1974). The dilemma between dividends and safety and
a generalisation of the Lundberg-Cramer formulas. Scand. Actuarial J.,
46–57.
[31] Gerber, H.U., Goorvaerts, M.J. and Kaas, R. (1987). On the prob-
ability and severity of ruin. ASTIN Bulletin 17, 152–163.
[32] Gerber, H.U., Lin X.S. and Yang, H. (2006). A note on the
dividends-penalty identity and the optimal dividend barrier. ASTIN Bul-
letin 36, 489–503.
[33] Gerber, H.U. and Shiu, E.S.W. (1997). The joint distribution of the
time of ruin, the surplus immediately before ruin, and the deficit at ruin.
Insurance: Mathematics and Economics 21, 129–137.
[34] Gerber, H.U. and Shiu, E.S.W. (1998). On the time value of ruin.
North American Actuarial Journal 8(1), 1–20.
[35] Gerber, H.U. and Shiu, E.S.W. (2003). Geometric Brownian motion
models for assets and liabilities: From pension funding to optimal divi-
dends. North American Actuarial Journal 7(3), 37–56.
[36] Gerber, H.U., Shiu, E.S.W. and Smith, N. (2006). Maximizing div-
idends without bankruptcy. ASTIN Bulletin 36, 5–23.
[37] Grandell, J. (1991). Aspects of Risk Theory. Springer-Verlag, New
York.
[38] Harrison, J.M. and Taylor, A.J. (1978). Optimal control of a Brown-
ian Motion storage system. Stochastic Processes and Their Applications
6, 179–194.
142 BIBLIOGRAPHY
[39] He, L. and Liang, Z. (2009). Optimal financing and dividend control
of the insurance company with fixed and proportional transaction costs.
Insurance: Mathematics and Economics 44(1), 88–94.
[40] Hipp, C. and Plum, M. (2000). Optimal investment for insurance. In-
surance: Mathematics and Economics 27, 215–228.
[41] Hipp, C. and Schmidli, H. (2004). Asymptotics for ruin probabilities
for controlled risk processes in the small claims case. Scand. Actuarial J.,
321–335.
[42] Hipp, C. and Taksar (2000). Stochastic control for optimal new busi-
ness. Insurance: Mathematics and Economics 26, 185–192.
[43] Højgaard, B. and Taksar, M. (1999). Controlling risk exposure and
dividends payout schemes: insurance company example. Math. Finance
9(2), 153–182.
[44] Højgaard, B. and Taksar, M. (2004). Optimal dynamic portfolio
selection for a corporation with controllable risk and dividend distribution
policy. Quant. Finance 4(3), 315–327.
[45] Iglehart, D.L. (1969). Diffusion approximations in collective risk the-
ory. Journal of Applied Probability 6, 285–292.
[46] Jeanblanc-Piqué, M. and Shiryaev, A.N. (1995). Optimization of
the flow of dividends. Uspekhi Mat. Nauk 50(2(302)), 25–46.
[47] Jiang, Z. and Pistorius, M. (2008). Optimal dividend distribution
under Markov regime switching. Working Paper.
[48] Kulenko, N. and Schmidli, H. (2008). Optimal dividend strategies in
a Cramér-Lundberg model with capital injections. Insurance: Mathemat-
ics and Economics 43(2), 270–278.
[49] Li, S. and Lu, Y. (2007). Moments of the dividend payments and related
problems in a Markov-modulated risk model. North American Actuarial
Journal 11(2), 65–76.
[50] Li, S. and Lu, Y. (2008). The decompositions of the discounted penalty
functions and dividends-penalty identity in a Markov-modulated risk
model. ASTIN Bulletin 38(1), 53–71.
[51] Lin, X.S. and Willmot, G.E. (2000). The moments of the time of ruin,
the surplus before ruin, and the deficit at ruin. Insurance: Mathematics
and Economics 27, 19–44.
BIBLIOGRAPHY 143
[52] Lin, X.S., Willmot, G.E. and Drekic, S. (2003). The classical risk
model with a constant dividend barrier: analysis of the Gerber-Shiu dis-
counted penalty function. Insurance: Mathematics and Economics 33,
551–566.
[53] Loeffen, R.L. (2009). An optimal dividends problem with transaction
costs for spectrally negative Lévy processes. Insurance: Mathematics and
Economics 45, 41–48.
[54] Lokka, A. and Zervos, M. (2008). Optimal dividend and insurance of
equity policies in the presence of proportional costs. Insurance: Mathe-
matics and Economics 42(3), 954–961.
[55] Lundberg, F. (1903). I. Approximerad Framställning av Sannolikhets-
funktionen. II. Återförsäkering av Kollektivrisker. Almqvist & Wiksell,
Uppsala.
[56] Lundberg, F. (1909). Über die Theorie der Rückversicherung. Trans.
VI. Int. Congr. Act. 1, 877–948.
[57] Parfumi, G. (1998). Discussion of Gerber, H.U. and Shui, E.S.W. On
the time value of ruin. North American Actuarial Journal 2(1), 75–76.
[58] Paulsen, J. (2008). Optimal dividend payments and reinvestments of dif-
fusion processes with both fixed and proportional costs. SIAM J. Control
Optim. 47(5), 2201–2226.
[59] Radner, R. and Shepp, L. (1996). Risk vs. profit potential: A model
for corporate strategy. J. Econ. Dyman. Control 20, 1373–1393.
[60] Reinhard, J.M. (1984). On a class of semi-Markov risk models obtained
as classical risk models in a Markovian environment. ASTIN Bulletin 14,
23–43.
[61] Rolski, T., Schmidli, H., Schmidt, V. and Teugels, J.L. (1999).
Stochastic Processes for Insurance and Finance. Wiley, Chichester.
[62] Schmidli, H. (1999). On the distribution of the surplus prior to and at
ruin. ASTIN Bulletin 29, 227–244.
[63] Schmidli, H. (2001). Optimal proportional reinsurance policies in a dy-
namic setting. Scand. Actuarial J., 55–68.
[64] Schmidli, H. (2002). On minimising the ruin probability by investment
and reinsurance. Ann. Appl. Prob. 12, 890–907.
144 BIBLIOGRAPHY
[65] Schmidli, H. (2004). Asymptotics of ruin probabilities for risk processes
under optimal reinsurance policies: the large claim case. Queueing Syst.
Theory Appl. 46, 149–157.
[66] Schmidli, H. (2008). Stochastic Control in Insurance. Springer-Verlag,
London.
[67] Shreve, S.E., Lehocsky, J.P. and Gaver, D.P. (1984). Optimal
consumption for general diffusions with absorbing and reflecting barriers.
SIAM J. Control Optim. 22(1), 55–75.
[68] Sethi, S.P. and Taksar, M.I. (2002). Optimal financing af a corpora-
tion subject to random returns. Mathematical Finance 12, 155–172.
[69] Sotomayor, L. and Cadenillas, A. (2008). Classical, singular, and
impulse stochastic control for the optimal dividend policy when there is
regime switching. Working Paper.
[70] Thonhauser, S. and Albrecher, H. (2007). Dividend maximization
under consideration of the time value of ruin. Insurance: Mathematics
and Economics 41(1), 163–184.
[71] Wei, J., Yang, H., Wang, R. (2010). Classical and impulse control for
the optimization of dividend and proportional reinsurance policies with
regime switching. J. Optim. Theory Appl. 147, 358–377.
[72] Willmot, G.E. and Dickson, D.C.M. (2003). The Gerber-Shiu dis-
counted penalty function in the stationary renewal risk model. Insurance:
Mathematics and Economics 32, 403–411.
[73] Yuen, K.C., Wang, G. and Li, W.K. (2007). The Gerber-Shiu ex-
pected discounted penalty function for risk processes with interest and a
constant dividend barrier. Insurance: Mathematics and Economics 40(1),
104–112.
[74] Zhu, J. and Yang, H. (2008). Ruin theory for a Markov regime-
switching model under a threshold dividend barrier. Insurance: Math-
ematics and Economics 42(1), 311–318.
Ich versichere, dass ich die von mir vorgelegte Dissertation selbständig ange-
fertigt, die benutzten Quellen und Hilfsmittel vollständig angegeben und die
Stellen der Arbeit, die den anderen Werken im Wortlaut oder dem Sinn nach
entnommen sind, in jedem Fall als Entlehnung kenntlich gemacht habe; dass
diese Dissertation noch keiner anderen Fakultät oder Universität zur Prüfung
vorgelegen hat; dass sie - abgesehen von unten angegebenen Teilpublikationen -
noch nicht veröffentlicht worden ist sowie, dass ich eine solche Veröffentlichung
vor Abschluss des Promotionsverfahrens nicht vornehmen werde. Die Bestim-
mungen der Promotionsordnung sind mir bekannt. Die von mir vorgelegte
Dissertation ist von Prof. Dr. Dr. Hanspeter Schmidli betreut worden.
Köln, im März 2011
Natalie Scheer
Teilpublikationen:
1. Kulenko, N. and Schmidli, H. (2008). Optimal dividend strategies
in a Cramér-Lundberg model with capital injections. Insurance: Math-
ematics and Economics 43(2), 270–278.
2. Scheer, N. and Schmidli, H. (2011). Optimal dividend strategies
in a Cramér-Lundberg model with capital injections and administration
costs. Angenommen in European Actuarial Journal.
