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In an earlier paper by the authors in this issue (J. Math. Anal. Appl. 160, 1991) 
various necessary conditions to determine the boundary of the zero set have been 
provided in a very general setting. Here, we classify and indicate which of the 
arsenal of conditions should be used for various classes of problems and functions 
for computational convenience. 0 1991 Academic Press, 181~. 
I. INTRoDUCTL~N 
This paper complements our earlier paper [ 1 ] in this volume. The 
notation will be as in [ 11. We show in [l] that various robust control 
problems can be reduced to the problem of locating certain zero sets. For 
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the definition of the zero set and for the reduction mentioned above see the 
Introduction in [ 11. 
As indicated in [ 1 ] the first stage in locating a zero set V in a given set 
G in R” is the determination of the (m - 1)-dimensional set L in R” which 
contains the boundary of V relative to G. The main theorem and 
Theorems 1 and 2 of Cl] give equations which represent necessary condi- 
tions for the boundary of K By utilizing these equations one can get such 
a set L. There is a variety of ways of determining the set L from equations 
given by the main theorem, Theorem 1, and Theorem 2 of Cl]. This 
flexibility and freedom in choosing the equaltions needed for determining 
such a set L contributes to a reduction of the computational complexity of 
this problem. 
In the sequel the main theorem and Theorems 1 and 2 are referred to 
those of Cl]. 
II. ON THE VARIOUS POSSIBILITIES OF COMBINING 
THE MAIN THEOREM WITH THEOREMS 1 AND 2 
We will consider different values of d, r, and m (in the notation of the 
main theorem) and illustrate the application of Theorems 1 and 2 together 
with the main theorem in the determination of L. 
A. The Case d=l, r=2, andm=2 (f is real and depends on tl, t2, si, 
and Q). In this case the equations (2) and (3) of the main theorem are 
fey, r;, sy, $3 = 0 (1) 
f&2, r;, $3 $)=O (2) 
f&y, r;, $9 $1 =o. (3) 
Here f<, = @,,a<,. Let h = (f; f<,, f<,) then 
[ 
0 0 fs, f, 
A’= ft,c, ft,<.lr2 f<,s, fist = (h,)::::,“:?“. 
f&1 fc252 f&s, frm 1 
There are four possible sub-cases according to the rank of h’. We discuss 
each of them separately and show how the main theorem and Theorems 1 
and 2 can be implemented in the process of the determination of the set L. 
(A-i) Rank h’(AO, so) = 3. In this case the number of independent 
equations in the main theorem is maximal and there are several ways of 
getting the desired l-dimensional set in the (sl, s&plane: 
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(a) One can solve the system of equations (l)-(3) and obtain a 
representation of each variable as a function of one real parameter t, 
0 < t < 1. In particular, 
{ (s1(t), SZ(l)b 0 < t < I> (4) 
is the desired l-dimensional set in IR’. 
(b) One can solve either equations (1) and (2) or (1) and (3), for 
t, (or c2) and s, (or s2) in terms of the remaining variables. Suppose that 
we have 
51= (P1(52, s*) 
and 
x1= (P2(52,sz). 
In this stage we denote 
g(42, Sl, s2) = s1- (P2(52, s*h 
invoke Theorem 1, and obtain 
gtt2, 81, $2) = 0 (5) 
At points where the second derivative of g with respect to t2 does not 
vanish c2 can be expressed as a function of s2 from (6), and with (5), one 
gets a solution as in (4). At other points we consider (5), (6), and 
8% o 
2= 
x2 ’ 
(7) 
and proceed as before by checking the next derivative. One can continue 
along this line to higher derivatives. 
A similar case is obtained by solving (1) for s1 (or s2) in terms of the 
remaining variables and letting g be defined accordingly. 
(c) One can solve either equation (2) or (3), for t1 (or c2) in terms 
of the remaining variables. Suppose that we obtain 
5, = (P(52,SIT s2). 
In this stage we invoke Theorem 2 for either equations (1) and (2) or (1) 
and (3), and obtain 
g(52, Sl, s2) =f((P(52,sl> sz), 523 SI .s2) = 0 (8) 
(9) 
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At points where the second derivative of g with respect to t2 does not 
vanish t2 can be expressed as a function of si and s2 from (9), and with 
(8), one gets a solution as in (4). At other points we consider (8) (9), and 
a2g o -- 
2- ’ 
x2 
(10) 
and proceed as before by checking the next derivative. One can continue 
along this line to higher derivatives. 
(A-ii) Rank h’(AO, so) = 2. In this case we have dependent equations 
in the main theorem and again there are several ways of getting the desired 
l-dimensional set in the (sl, s,)-plane: 
(d) If the first two or the first and the third rows in h’(AO, so) are 
linearly independent and not all the entries in 
are equal to zero at the point (A’, so), then one can proceed as in case (b). 
(e) In case that the second and the third rows in h’(AO, so) are 
linearly independent and A, # 0 at the point (A’, so), then one can solve 
the equations (2k(3) for rl and C2 in terms of (sl, s2). The substitution of 
these solutions in (1) implies a dependence 
4(Sl, 32) = 0, (11) 
which complies with our objective to obtain a l-dimensional set of points 
(sl, s2) in Iw2 which satisfies (1 t(3). 
(f) Let 
If there is an index k in the set { 2, 3,4, 5 > such that Ak # 0 at the point 
(A’, so), then we proceed as in case (c). 
(A-iii) Rank h’(A’, so) = 1 and rankf’(A’, so) = 1. In this case we 
again have dependent equations in the main theorem and again there are 
several ways of getting the desired l-dimensional set in the (So, s,)-plane: 
(g) If there is a nonzero entry in A,, at the point (A’, so), say h,, , 
i.e., fCIC,(Ao, so) # 0, then one can proceed as in case (b) or (c). 
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(h) All the entries of A, are equal to zero at (A’, so), than we con- 
sider these conditions together with (1) and proceed as in case (b) or (c). 
Remark 1. This consideration does not change for m > 2, except that 
the formulation and writing become more cumbersome. For r > 2 we have 
a similar but more complicated study since there are more possibilities. 
B. The Case d= 2, r = 2, and m = 2 (f may be either a scalar complex- 
valued function or a two-dimensional real-valued function, and depends on 
5,, t2, sir and s2). In this case the equations (2) and (3) of the main 
theorem are 
fl(ef, c;;, $3 s;, = 0 (12) 
f2(rf, t;, $2 $)=O (13) 
(14) 
Let h = (f, , f2, J) then 
There are again four possible sub-cases according to the rank of h’. We 
discuss each of them separately and show how the main theorem and 
Theorems 1 and 2 can be implemented in the process of the determination 
of the set L. 
(B-i) Rank h’(A’, so) = 3. In this case the number of independent 
equations in the main theorem is maximal and there are several ways of 
getting the desired l-dimensional set in the (si, s&plane: 
(i) One can solve the system of equations (12 )-( 14) and obtain a 
solution as in (4). 
(j) One can solve the equations (12~(13) for two variables in 
terms of the rest. Then one can choose and proceed along one of the 
following ways: 
1. Solve for t1 (or r2) and si (or sJ in terms of the rest. In this 
case we proceed as in (b). 
2. Solve for s1 and s2 in terms of <, and 12. This means, 
s1= cp,(t-13 52) 
and 
s2 = (P2(5*1 52). 
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In this stage we denote 
invoke Theorem 1, and obtain 
g(51, t2, $19 s,)=O (15) 
at(P19 cp2) 
J(g) = a(tl, 52) =Q (16) 
At points where the first derivative of J(g) with respect to <, (or t2) does 
not vanish l1 (or {,) can be expressed as a function of l2 (or ci, respec- 
tively) from (16), and with (15), one gets a solution as in (4). At other 
points we consider (15), (16) and for instance 
aJw=o 
at, ’ (17) 
and proceed as before by checking the next derivative. One can continue 
along this line to higher derivatives. 
(k) If not all the entries of 
are zero then we can solve the equation (12) or (13), for <i (or t2) in terms 
of the remaining variables and proceed as in case (b) or (c) for the equa- 
tions (12~( 13). 
(1) Let 
h h2 AZ= ” I I h h,, and 
h h22 A,= 2’ 
31 I I h h’ 31 
If there is an index kE {2,3} such that Ak #O then one can solve (12), (14) 
or (13), (14) for cl and t2 in terms of s1 and s2. Substituting this solution 
in (13), a solution as in (11) can be obtained. 
(B-ii) Rank f’(A , s ) - O O 2 and rank h’(A’, so) < 3. In this case we 
have dependent equations in the main theorem and we can proceed as in 
cases (j) and (k). 
A similar remark to Remark 1 is relevant here too, which pertains also 
to complex-valued functions (d= 2), as well as to the general case of 
vector-valued functions. 
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