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Abstract 
Wolf, J.K., Efficient circuits for multiplying in GF(2”‘) for certain values of m, Discrete 
Mathematics 106/107 (1992) 497-502 
Efficient circuits are described for multiplying in GF(2m) for tn taking on values from the set 
{2, 4, 10, 12, 18, 28, 36, 52, 58, 60, 66, 82, 100,. .), i.e., the set of integers for which (m + 1) 
is a prime and for which 2 is a primitive element of GF(m + 1). Generalizations to other fields 
also are discussed. 
Introduction 
Multiplication in GF(2m) is central to implementing encoders and decoders for 
error correcting codes [l], to cryptography [2], and to numerous other applica- 
tions. Various approaches have been proposed to simplify this operation. Two of 
these approaches were based upon choosing a different basis for the elements of 
GF(2m) rather than the usual polynomial basis. Massey and Omura [3] employed 
a normal basis while Berlekamp’s used a dual basis [4]. 
Here we put forth still a third method of simplifying multiplication in GF(2m). 
In its basic form, this method can be applied only for certain values of m: notably 
those values for which (m + 1) is a prime and such that 2 is a primitive element of 
GF(m + 1). The set of the values of m satisfying these two conditions are: (2, 4, 
10, 12, 18, 28, 36, 52, 58, 60, 66, 82, 100,. . .}. (The long-standing question as to 
whether this set is finite or infinite, although extremely interesting, is not 
important to the subject matter of this paper.) A variation of this method can be 
used to design multipliers for any finite field. Details of this extension are 
discussed in the last section. 
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Some preliminaries 
Let p(x) be an irreducible polynomial of degree m. Let the elements of the 
field GF(2”) be represented by polynomials of degree m - 1 or less with 
coefficients from GF(2). Let addition and multiplication of these elements be 
ordinary polynomial addition and multiplication except that the results are 
reduced modulo p(x). (Modulo 2 arithmetic is used for addition and multiplica- 
tion of the coefficients.) In this description we are using the so-called canonical 
basis for the elements of the field. 
Let c(x) and Z(X) be any two polynomials with coefficients from GF(2). Let 
c(x) be of arbitrary degree but let z(x) be degree it. Let us denote by (c(x)),(,, 
the unique polynomial of degree (n - 1) or less which is the remainder obtained 
by dividing c(x) by z(x). The quantity (c(x)),(,, is said to be the result of 
reducing c(x) modufo z(x). 
Several extremely simple ideas are used in this paper. The first of these is that 
(c(x))+, = ((C(X))r(x)q(x))z(x), (I) 
where q(x) is any nonzero polynomial with coefficients from GF(2). In words, 
equation (1) states that the result of reducing c(x) modulo z(x) is the same as first 
reducing C(X) modulo the product z(x)q(z) and then reducing this intermediate 
result modulo z(x). 
The second simple idea used in this paper is that if C(X) is a polynomial of 
degree m or less, it is extremely easy to form (c(x)),(,, from c(x) for the 
special case when z(x) is equal to xm + xm-i + xmP2 + . . . +x2 + x + 1. That is, if 
c(x) = cg + c,x + c2x2 + . . . + c,xm, then 
(c(x)),(,, = c(x) = c0 + cix + c2x2 + . * . + c,_,xm-’ if c,+i = 0 
or (2) 
(C(X))Z,X, = c; + c;x + c;x” + * . * + C;_IXm-l if c,+i = 1, 
where c,! denotes the complement of the coefficient ci. In words, equation (2) 
states that the coefficients of c(x) modulo x”’ + X”-i + xm-2 + * . . +x2 +x + 1 is 
either equal to the first m coefficients of c(x) or the complements of these 
coefficients depending upon whether the highest order coefficient of c(x) is a 0 or 
a 1. 
Finally, we show in the next section that one can compute (a(x)b(x)),(,, using 
an extremely simple circuit when a(x) and b(x) are polynomials of degree m - 1 
or less and z(x) is of the special form z(x) = xm+’ + 1. 
Simple circuits for multiplying iu GF(2m) for certain values of m 
We borrow a well-known result from number theory (51. The polynomial 
Xm +xm-1 +x”-Z+. . . +x2 +x + 1 is irreducible over GF(2) if and only if 
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(m + 1) is a prime and 2 is a primitive element of GF(m + 1). Wah et al. [6] refer 
to the polynomial xm + xrn-l + _xm-2 + * . . + 2 + x + 1 as an all one polynomial 
(AOP). It is not known whether an infinite or finite number of values of m satisfy 
these conditions and indeed this is a classic, unanswered question in number 
theory. However it is easy to test whether a specific value of m satisfies these 
conditions and that is all that is required here. Because of our use of some 
‘simple’ ideas in our quest for a ‘simple’ multiplier we will say that m is simple if 
and only if xm + .I?-’ + xrnw2 + . . * +x2 +x + 1 is irreducible over GF(2). The 
‘simple’ values of m in the range 2 cm c 100 are (2, 4, 10, 12, 18, 28, 36, 52, 58, 
60, 66, 82, loo}. For cryptography applications we might be interested in very 
large values of m which are ‘simple’ and such values also are easily obtained. 
Finally, we note that for polynomials with binary coefficients 
(x+l)(X~+X~-l+X~-~+.*~+X*+x+l)=X~+~+l. (3) 
We now describe several circuits for multiplying in the Galois field GF(2m) 
where m is simple. Since m is simple, we choose for p(x), the irreducible 
polynomial which generates the field, the polynomial p(x) = xm + .P-’ + xm-2 + 
~~~+x2+x+1. Let a(x)=a,,+a,x+a2x2+~~~+a,_,x”-’ and b(x)=b,,+ 
b,x + b2x2+. . ’ + bm_lxm--l be two elements of GF(2m). To compute 
(a(O(&(xjj we first multiply a(x) by b(x) and reduce the result modulo 
(x m+l + 1). Reducing this partial result modulo xm + X”-’ + xmp2 + . . . +x2 + 
x + 1 is then accomplished simply by either taking the first m terms of this partial 
result or the complement of these terms in accordance with whether the highest 
order coefficient of this partial result is a 0 or a 1. 
One implementation of a serial multiplier for multiplying two elements of 
GF(2’“) is shown in Fig. 1. We initialize the circuit by first clearing the upper 
feedback shift register and the eleven J-K flip-flops. We then load 
( a(), aI, a2, . . . , ag), the ten coefficients of a(x), into the ten left-most stages of 
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Fig. 1. Serial multiplier for GF(2”‘). 
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the shift register. The output lines of each stage of the shift register are connected 
to both the J and K input leads of the J-K flip-flops and the output of the OR 
circuit on the bottom right is connected to the clock inputs of these J-K flip-flops. 
While the feedback shift register is clocked ten times an all 0 sequence is input on 
the CONTROL lead and the coefficients bO, bl, bZ, . . . , b, is fed to the INPUT 
lead. At the end of the tenth clock pulse the ith J-K flip-flop will contain the 
modulo 2 summation of the contents of the ith stage of the shift register for those 
values of bj equal to 1. This is the case since a J-K flip-flop changes its state if 
and only if a 1 is applied to its clock input and a 1 is applied to the J and K input 
leads. At the end of 10 clock pulses, the eleven J-K flip-flops contains the 
coefficients of (a(x)b(x))c,ll+,,. Now a 1 is input on the control lead. The effect is 
that the 10 left-most J-K flip-flops will change their states if and only if the 
right-most J-K flip-flop contains a 1. The output is then the desired result, i.e., 
the 10 coefficients of ( a(x)b(x)),c,,, p(x) = (x1(’ + xy + xx + . . . + x2 +x + 1). 
In this form, the circuitry for a multiplier over GF(2m) (for these special values 
of m) requires an (m + 1)-stage shift register with feedback from the last stage to 
the first stage, (m + 1) J-K flip-flops, (m + 2) two-input OR gages and 3 
two-input AND gates. The interconnection circuitry is minimal which should 
make for an extremely simple implementation in VLSI. Furthermore, if a(x) is to 
@ Two-input AND gate 
Two-input XOR gate 
Fig. 2. Parallel multiplier for GF(24). 
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multiplied by several polynomials b,(x), b*(x), . . . , b&), one need only repli- 
cate the bottom circuitry L times and use one common shift register to store a(~). 
Alternatively, one could utilize a parallel implementation where the multiplica- 
tion is completed in one clock cycle (ignoring logic delays). One form of a parallel 
multiplier over GF(24) is shown in Fig. 2. The dashed lines in Fig. 2 are not 
required but are included to create a symmetric structure. 
Using this parallel architecture, a multiplier over GF(2”), would require 
(m + l), m-input mod 2 adders, m(m + 1) two-input AND gates and m two-input 
XOR gates. The m two-input XOR gates are utilized to either complement or not 
complement the outputs of the top-most m mod2 adders depending upon the 
output of the bottom m-input mod 2 adder. This architecture requires many more 
interconnection lies than the serial multiplier but the extremely regular structure 
should lead to a simple VLSI design. 
There is a time-space tradeoff apparent from the two alternative architectures 
described above. Hybrids of these two circuits could be envisioned which exploit 
this tradeoff. 
Extensions to other fields 
Multipliers in other finite fields can be designed using the basic principle given 
by equation (1). For a finite field GF(q”), consider p(x) to be an irreducible 
polynomial with coefficients from GF(q) of degree m and q(x) as any polynomial 
with coefficients from G(q). We should choose q(x) and p(x) such that the 
product [q(x)p(x)] yields easily implemented circuitry for computing the partial 
result (4.4b(x))ZC+rC,j from the inputs a(x) and b(x) and also yields easily 
implemented circuitry for computing the final result ((c(x)),~,~,~,~),~,~ from the 
partial result. 
Two cases suggest themselves. The first is to consider fields of the form GF(2m) 
where m does not belong to the simple set. If (2” - 1) is not a prime, that is, if 
(2”’ - 1) is divisible by a positive integer c greater than 1 and less than (2” - l), 
then we could choose an irreducible polynomial p(x) and a q(x) such that the 
product p (x)q ( x is equal to (xc + 1). The calculation of the intermediate result ) 
(440Q)PC4,@) could then be accomplished using a series multiplier with a 
c-stage cyclic shift register and ‘c’ J-K flip-flops (and appropriate logic). If c were 
greater than 2(m - l), then only an ordinary 2(m - 1)-stage shift register 
(without feedback) and 2(m - 1) J-K flip-flops (plus appropriate logic) would be 
required. The calculation of the final result ((a(x)b(x)),(,,,(,,),(,, from the 
intermediate result would involve some additional logic. Even if 2” - 1 is a 
prime, one could conceive of situations where it is simpler to first compute 
(4-4~(~))&+~,~~~ and then compute ((a(x)b(x)),(,,,(,,),(,, rather than comput- 
ing ((a(x)b(x)),(,, directly. 
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The second case to be considered is multiplication over GF(q”) for q greater 
than 2. As in the binary case, there are values of m, for which the ideas of the 
previous section directly apply. Specifically, it is known that the polynomial 
Xm +xm-1 +xm-2+. . . +x2 +x + 1 is irreducible over GF(q) if and only if 
(m + 1) is a prime and q is a primitive element of GF(m + 1). Since 
(X-l)(X~+X~-‘+X~-~+.*~+X~+X+l)=X~+l-l (4) 
in any field, one can find circuits that are direct extensions of the circuits 
described in the previous section. The details of these circuits and extensions to 
the case where m is not of this form are omitted here. 
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