Nonlinear (NPID) control is implemented by varying the controller gains as a function of system state. NPID control has been previously described and implemented, and recently a constructive Lyapunov stability proof has been given. Here, NPID control analysis and design methods are extended to tracking, and to systems with state feedback and integral control.
Introduction
Nonlinear Proportional-Integral-Derivative control (NPID control) may be any control structure of the form:
accommodate the nonlinearity, often to achieve consistent response across a range of conditions, e.g., [4, 5, 6] ; and ii) linear systems, where NPID control is used to achieve performance not achievable by linear compensation [1, 2, 3, 8, 10, 11, 12] .
Here we are interested in NPID control applied to linear systems with the objective of improved performance. Past and recent studies [1, 2, 3, 6, 7, 12, 13] Experimental demonstrations of NPID control include the Orbital Special-Purpose Dextrous Manipulator [9, 13] , and the Sarcos Dextrous Manipulator [11, 14] .
For linear systems, two broad categories of NPID control are found: those with gains modulated according to the magnitude of the state, and those with gains modulated according to the phase. Shahruz and Schwartz [6, 7] provide an example of magnitude-based Nonlinear
Proportional-Integral control. They propose the control law:
u t ¡ ¢ k i ξ t g p and λ . In the present study we are concerned with phase-based modulation of controller gains. This form was first proposed for the MIT/Utah hand by Jacobsen et al. [2] ; and has been experimentally demonstrated by Xu, Hollerbach and Ma [11, 14] and others [15, 16] , and theoretically justified in [1] . A simple form of phase-based NPID control is given by:
Intuitively, low gain, k p t ¡ ¢ k 0 , is applied when moving toward the goal, and high gain, k p t ¡ ¢ k 0 ¦ k 1 , is applied when moving away from the goal. The NPID control of Eqn (3), illustrated in figure 1 , approximates the control demonstrated by Xu et al. [11] . 
¡ ¢
k 0 , acts as a soft spring while moving toward the goal. With each half cycle, the stiff spring is compressed, the soft spring is relaxed, and more energy is removed from the system than is supplied.
It is clear that reversing the order of the actions, compressing the soft spring and relaxing the stiff spring, will introduce energy and reduce damping. Thus, this construction of NPID control depends on modulating control gain according to system phase. Reduced rise time is achieved by modulating the rate gain. The NPID benefits of improved tracking and friction compensation arise with the stiffness achievable when
this high gain may be much greater than that supportable by conventional linear control [1, 12] .
Control which fits within the framework of Eqn (1) has been cast as PI, PD or PID control (e.g., [7, 9, 11] ) and also in state space form [1, 3, 12] ; and has been called NPI, NPD and NPID control. The present results apply to any of the PI, PD or PID constructions; for simplicity, we use the term NPID control throughout this paper. The analysis and design methods to be presented are developed with a state space model, but with suitable construction of the state vector and restriction on the feedback matrices, the state space model can represent any of the PD, PI or PID combinations. For the experimental results of section 6, control is designed in state space form and implemented in the PID control form of Eqn (1) .
Extension of the established results to state feedback, tracking and integral control, and experimental demonstration of improved tracking accuracy and friction compensation by NPID control are shown here for the first time. Construction of NPID control in state space is presented in section 2; extension of NPID control from regulator to tracking problems is presented in section 3; extension of NPID to systems with integral control is described in section 4, and friction compensation is addressed in section 5. Experimental results demonstrating tracking, improved tracking accuracy and friction compensation are presented in section 6; and the conclusions appear in section 7.
NPID control in state space

System model
Control of a linear, time-invariant, strictly proper state-space system is considered:
where A R nxn , B R nx1 and C R 1xn . Single-input, single-output systems are considered here. NPID control has been extended to MIMO systems, [15] , but the integral control, tracking and friction compensation applications of the present paper are most naturally cast as SISO applications. Control, u t ¡ , is given by the state feedback NPID control law:
where K x¡ ¦ R 1xn is the time-varying state feedback gain; K 0 R 1xn is the vector of feedback gains determining the low-gain controller;
are feedback vectors of high-gain control;
∞¡ are high-gain coefficients, they are nonnegative functions which determine the magnitude of the high-gain control; and s k 1 x¡
switch functions which determine when high-gain control may be applied; and the term u r t ¡ represents a possible reference input, and will be used in section 3 to facilitate tracking control.
When u r t ¡ ¡ 0 the system is a regulator, for which asymptotic stability is established by theorem 1 below; and when u r t ¡ ¢ 0 the system presents a tracking control problem, for which boundedinput bounded-output stability is established by theorem 2 below.
The dots in equation (6) indicate that there may be any number of high-gain terms s k i x¡ k i x¡ K i in the expression for K x¡ , though often there will be only one high-gain term.
Folding the control into the system matrix gives:
whereÂ
is the closed-loop system matrix and is time varying on account of the time varying switch and high-gain coefficient functions s k i x¡ and k i x¡ .
The switch functions in control law (6) introduce discontinuity into the right hand side of differential equation (7) . Relying on the treatment of variable structure systems developed by Paden and Sastry [17] , it has been shown, [1] , that differential equation (7) has a well defined solution when:
1. The switching functions exhibit finitely many discontinuities per finite volume of state space, and 2. The time-varying state feedback gain K x¡ is bounded above.
These conditions obtain for NPID control with bounded K i and k i t ¡ , and the switch function defined below.
For NPID control as described by equations (4-8), Lyapunov stability can be constructively established. Starting with a quadratic Lyapunov function
where P is a constant, symmetric, positive definite matrix, the Lyapunov derivative is given by
where
and
are nxn symmetric matrices.
Theorem 1. Asymptotic stability of NPID regulator control for state space systems (from [1])
Considering a linear, time-invariant, strictly-proper system, as given by Eqn (4), and NPID control, Eqn (6), with K 0 chosen to stabilize
C , K i bounded, and P chosen so that Q L is positive definite; and choosing the switch functions so that
then the system with NPID control will be globally asymptotically stable for any bounded, nonnegative choice of k i x¡ . Proof: Following the generalization of Lyapunov stability to discontinuous systems presented in [17, 18] ; with V t ¡ as given in Eqn (22) then, by choice of s k i x¡ , Eqn (17), the second and subsequent terms in Eqn (15) make strictly non-positive contributions, and the Lyapunov derivative is upper bounded by:
which is assured to be negative definite by the stability of
Design of NPID control
Based on the stability result, the design of an NPID control proceeds by:
1. Determining the stabilizing low-gain controller, K 0 , and forming
2. Selecting a Q L matrix, and calculating P as the solution to the matrix Lyapunov Eqn (13) Thus the designer choices are K i , which determines the direction in state space for high-gain control, and Q L , which determines P. These together determine Q k i . Several design strategies have been proposed, including maximizing the volume of state space in which stiff control may be applied, [1] ; design for control with partial state knowledge, [15, 19, 20] ; and design for robustness, [21] . The selection of k i ¤ ¡ determines the magnitude of the nonlinear control effort.
Tracking NPID control
The details of a Lyapunov stability proof for the tracking case depend substantially on how the state feedback control is extended to tracking. One possibility is a feedforward term, which will bias the equilibrium output to be desired output:
, where u r t ¡ is as defined in Eqn (5) and N f is a scalar. Another possibility is control in error coordinates, which corresponds
, but may be written: (20) and where x d t ¡ is the desired state and x t ¡ is the state error.
The construction of Eqns (19) and (20) is used here and relies on converting the state feedback to error coordinates. This construction has the advantage of being able to represent PID type control, but requires that the desired trajectory in each of the state variables be known. This requirement in turn places the restriction that the reference trajectory be sufficiently smooth for the necessary number of derivatives to exist, and that they are known. This condition is easily met in cases when the reference trajectory is generated by a path planner. In cases where the reference trajectory is based on sensed signals, the needed trajectories of the state variables can be generated by a reference model (e.g., [22] ).
Applying control law (19) , with K x¡ as given in Eqn (6); then the state derivative is given by:
is as given in Eqn (8) . Writing the Lyapunov function
gives the Lyapunov derivative:
the term ξ t ¡ is the difference between the derivative of the desired state vector and that of the unforced system. Using (24) in (23) gives: (24) is bounded:
is positive definite; and choosing the switch functions so that Qualitatively, the quadratic term in Eqn (25) may be relied upon to dominate the linear term. A sharp bound x may be difficult to determine, but a sufficient bound is given by: 
is the augmented system matrix;
and where
is the augmented state vector; Starting with the augmented system, (28), the development of theorem 1 carries through directly; establishing for the regulator case that the integral of the output goes to zero (when no disturbance is present). For the tracking case, the possibility exists that controller states in Comparison of the present state feedback results with past results cast in ProportionalDerivative form, [1, 11, 19, 21] , shows that consideration of state feedback simplifies the analysis while at the same time offers greater design freedom and removes a previously necessary restriction on the sign of the product C B¡ .
Friction compensation
Increasing system stiffness is a common method of friction compensation, in part because it does not require an accurate friction model [23] . With C chosen so that y t ¡ is the position output of the system, and e t ¡ is the position error, then for NPID control to compensate static friction, states
0 must be included in the region where high-gain is allowed:
Choosing K i ¢ C so that the i th high-gain term will compensate output error, and by breaking the state vector into components parallel and perpendicular to the output, it is possible to determine whether static friction will be compensated. Writing:
where x e t ¡ is the portion of components:
Proposition 3. Friction compensation by NPID control.
Given the system as describe for theorem 1 or theorem 2 above, if 
Experimental results
NPID control has been implemented for the SRV-02B motor servo from Quanser Consulting. The motor servo is seen in figure 2 , with a schematic provided in figure 3 , and principle parameters listed in table 1. The MicroMo motor is equipped with an integral tachometer and the output position is sensed with a potentiometer. Parameter identification via frequency response gives the transfer function model:
which gives the state space model (constructed for integral control and tracking): This low-gain controller was chosen as a stiff and well damped control which remains within the actuator limits over the range of test motions. 
Implementation Issues
To smooth the transition from low to high gain, the high-gain coefficient was implemented with:
where m 1 is the maximum value taken by k 1 x¡ [15, 16] . Function k 1 x¡ given by Eqn (35) assures that the transition from low-to high-gain control is not discontinuous, and reduces chatter. Parameter q 0 determines the width of the region over which the transition occurs, and was tuned to q 0 ¢ 0£ 006 as a compromise between reduced chatter (large q 0 ) and greatest effect of NPID control (small q 0 ). Additionally, q 1 x¡ was low-pass filtered to eliminate rapidly varying control arising with sensor quantization noise.
Motion, error and control variables for sinusoid tracking with PID and NPID control are shown in figure 4 . The maximum high-gain coefficient of NPID control, m 1 , is 5.0 for the trial of figure 4, corresponding to a proportional term increased from 33.33 to 200 [volts/radian]. The control effort seen in figure 4 shows chatter. Subsequent to these experiments, Kusik has investigated chatter [16] and found that it arises with non-ideal attributes of the system: sensor quantization and other noise and sampling delay. By optimizing sensor characteristics and sample rate, and modifying the behavior of NPID control around zero error, Kusik found that chatter could be reduced by 75%. Max Command for m1 = 0.00, 1.00, 2.00, 5.00 
Friction Compensation
Applying the test of proposition 3 gives C P B ¢ 0£ 5658 ¡ 0, establishing that high-gain control can be applied when there is stiction. This is also seen in figure 8 , where it is seen that when e t ¡ ¢ 0, high-gain control is allowed for a large range ofė, includingė ¢ 0. Figure 5 shows improved tracking accuracy with NPID control. But because NPID control reduces tracking error even when friction is not present, it is difficult to separate the impact of friction compensation from the general impact of NPID control. One way to assess friction compensation is to measure the residual in the motion error signal, after the sinusoidal component at the frequency of the reference signal has been removed. Friction, being the dominant, errorinducing nonlinearity will make the dominant contribution to this residual error. The residuals, for several values of m 1 are listed in table 2, which shows that the residual error is reduced by increasing the NPID control. 
Conclusions
The art of NPID control has been advanced in several directions. The known stability results have been extended to state feedback, tracking and integral control. NPID control had previously been applied to improve the damping of lightly damped systems; but the present results show that increased tracking accuracy is also possible, and that NPID control can improve compensation for friction. The investigation of NPID control continues to raise more questions than it answers. For example, the design guidelines presented thus far are based solely on stability, and no methodology exists to design to performance goals; or sliding modes have been detected in NPID controllers and systems with friction, and the properties of these sliding modes remain to be explored. These and other questions are the objects of ongoing work.
