Introduction
Suppose you want to evaluate a graph parameter on a graph G. There is a cut of size k in a graph, and while you know everything about one side of the cut, you have to pay for information about the other side. How much information do you need about the other side? To avoid the trivial solution "just tell me the value of the parameter, if my side looks like this", let us assume that the information about the other side must be independent from what is on our side, and it is encoded in the form of an m-tuple of real numbers. Further, the answer is obtained by taking an appropriate linear combination of the numbers given, with coefficients that depend only on the graph on our side.
As an example, let k = 1 (so we have a cutset {v} with one node), and suppose that we want to compute the number of independent sets in the whole graph. Then we need to know two data about the other side: the number a 0 of independent sets not containing v, and the number a 1 of independent sets containing v. We determine the analogous numbers b 0 , b 1 for our side, and then the number of independent sets in the whole graph is a 0 b 0 + a 1 b 1 .
Given a graph parameter, the minimum number m = m(k) of real numbers we must know about the other side in the above scheme can be characterized as the rank of a matrix, the connection matrix. Other properties of this matrix, like whether or not it is semidefinite, also turn out to have graph theoretic significance. In this paper we survey some of these properties.
Node connection matrices 2.1 Notation
A graph is simple if it has no loops or parallel edges. A graph parameter is a function defined on finite graphs, invariant under isomorphisms. We'll talk of a simple graph parameter if it is only defined on simple graphs; however, we may consider such parameters as defined on all graphs, just they don't depend on the multiplicity of the edges. A graph parameter f is multiplicative, if f (G 1∪ G 2 ) = f (G 1 )f (G 2 ) (where G 1∪ G 2 denotes disjoint union).
A weighted graph G is a graph with a weight α i (G) associated with each node i and a weight β ij (G) associated with each edge ij. We'll assume that the weights α i (G) are positive. The weights β ij (G) will be real, and most often nonnegative. If the graph G is understood from the context, we'll also use the notation α i and β ij .
An edge with weight 0 will play the same role as no edge between those nodes, so we could assume that we only consider weighted complete graphs with loops at all nodes (but this is not always convenient). An unweighted graph is a weighted graph where all the nodeweights and edgeweights are 1.
k-labeled graphs and connection matrices
A k-labeled graph (k ≥ 0) is a finite graph in which k nodes are labeled by 1, 2, . . . k. Two k-labeled graphs are isomorphic, if there is a label-preserving isomorphism between them. We denote by K k the k-labeled complete graph on k-nodes, and by O k , the k-labeled graph on k nodes with no edges.
Let G 1 and G 2 be two k-labeled graphs. Their product G 1 G 2 is defined as follows: we take their disjoint union, and then identify nodes with the same label. Clearly this multiplication is associative and commutative. For 0-labeled graphs, this notation is in line with our notation for disjoint union.
The following construction is central to the theory of homomorphism functions. Let f be any graph parameter. For every integer k ≥ 0, we define the following (infinite) matrix M (f, k). The rows and columns are indexed by isomorphism types of k-labeled graphs. The entry in the intersection of the row corresponding to G 1 and the column corresponding to G 2 is f (G 1 G 2 ). We call the matrices M (f, k) the connection matrices of the graph parameter f (see Figure 1 ).
Examples
Let us start with some very simple examples.
Example 2.1 (Edges) Let e(G) = |E(G)| denote the number of edges in G.
Then e(G 1 G 2 ) = e(G 1 ) + e(G 2 ), and so M (e, k) is the sum of two matrices of rank 1. Thus M (e, k) has rank 2, so rk(e, k) = 2 for all k. 
is the adjacency matrix of the subgraph of G induced by the labeled nodes. Hence M (e , k) can be written as the sum of two matrices of rank 1 and one matrix of rank 
, and so M (subg, k) has rank 1. Thus rk(subg, k) = 1 for all k.
.
The first two factors don't change the rank, and the rows of the matrix given by the third factor are determined by the edges induced by the labeled nodes, so it has only 2 (
. Again one can check that this is the exact value. Let G be a k-labeled graph, let X ⊆ [k], and let match(G, X) denote the number of matchings in G that match all the unlabeled nodes and the nodes with label in X, but not any of the other labeled nodes. Then we have for any two k-labeled graphs G 1 and
Hence the matrix M (match, k) can be written as a product N T W N , where N has infinitely many rows indexed by k-labeled graphs, but only 2 k columns, indexed by subsets X ⊆ [1, k] ,
and W is a symmetric 2 k × 2 k matrix, where
Hence the rank of M (match, k) is at most 2 k (it is not hard to see that in fact equality holds). Let (M , T ) be the trace of
, and the union M ∪ M is a single cycle. If these conditions hold, we say that the traces (M, T ) and (M , T ) fit. If we fix the portion of a Hamilton cycle H in G 1 , the number of ways to complete it to a Hamilton cycle is ham(G 2 ; M, T ), where the summation ranges over all traces that fit to the trace of
, and let B k ∈ R m×m be the matrix defined by
It follows that rk(ham, k) is at most the rank of B k . It is easy to see that B k is a submatrix of M (ham, k) (corresponding to the rows and columns indexed by graphs consisting of disjoint paths, with different traces), it follows that rk(ham, k) = rk(B k ) ≤ m ≤ n!. So rk(ham, k) is finite (but I could not find an explicit formula for it).
Example 2.7 (Homomorphisms) Homomorphism functions provide perhaps the most important class of graph parameters from the point of view of connection matrices.
For two simple graphs F and G, we denote by hom(F, G) the number of homomorphisms (adjacency preserving maps) V (F ) → V (G). We'll need a generalization of this notion to the case when G is a weighted graph (but we'll only consider the case when F is simple). To every map φ :
and
We define
Connection matrices can be used to characterize these parameters, as the following theorem of Freedman, Lovász and Schrijver [2] shows. In terms of statistical physics, this theorem can be viewed as a characterization of partition functions of vertex models. The property that M (f, k) is positive semidefinite is related to the "reflection positivity" property in statistical physics, and we'll call a graph parameter reflection positive if M (f, k) is positive semidefinite for every k.
Example 2.9 (Chromatic polynomial) The number of q-colorings is a special case of homomorphism functions, but also the evaluation of the chromatic polynomial chr(G; x) at nonnegative integers q. What about evaluations at other values? The rank of the connection matrices for the general case was determined by Freedman, Lovász and Welsh [1] . For every fixed x, this is a multiplicative graph parameter. To describe its rank-connectivity, we need the following notation. For k, q ∈ Z + , let B k,q denote the number of partitions of a k-element set into at most q parts. So B k = B k,k is the k-th Bell number. With this notation,
Note that this is always finite: if x is a positive integer, then it is bounded by x k , but otherwise it grows faster than c k for every c. 
From this, we see that M (flo, k) is positive semidefinite and has rank at most q k . This example can be extended to counting flows on general finite groups, with values restricted to arbitrary subsets. The parameter flo (even in this general setting) can be described as a homomorphism function; see [2] for details. 
where c(A) denotes the number of components of the graph (V (G), A). This differs from the usual Tutte polynomial T (x, y) on two counts: first, instead of the standard variables x and y, we use q = (x − 1)(y − 1) and v = y − 1; second, we scale by q c(E) v n−c(E) (see [12] for more). This way we lose the covariance under matroid duality; but we gain that the contraction/deletion relation holds for all edges e:
If i is an isolated node of G, then we have
If G is the empty graph (no nodes, no edges), then tut(G) = 1. It can be shown [1] that for v = 0, the Tutte polynomial behaves exactly as the corresponding chromatic polynomial: 
where H q,v is a complete graph on q nodes, with a loop added at each node; every node has weight 1, the ordinary edges too have weight 1, but the loops have weight 1 + v.
We conclude with an example of a parameter whose connection matrices have infinite rank, but they are still "interesting".
Example 2.12 (Eulerian orientations)
For an undirected simple graph F , let eul(F ) denote the number of eulerian orientations of F (i.e., orientations in which every node has the same outdegree as indegree). By Euler's theorem, eul(F ) = 0 if and only if F has a node with odd degree.
For eul we have a formula similar to (3), except that the summation will range over a ∈ Z k instead of Z k q (of course, the sum is still finite for every G 1 and G 2 , but the number of terms is not bounded). This implies that the connection matrices M (eul, k) are positive semidefinite, but it does not follow that they have finite rank; and in fact, they don't. It follows e.g. from Theorem 2.8 that eul is not a homomorphism function.
Example 2.13 (Graph integral) Let W : [0, 1]
2 → R be a bounded measurable symmetric function. For a finite graph F on k nodes, let
We can think of the interval [0, 1] as the set of nodes, and of the value W (x, y) as the weight of the edge xy. Then the formula above is an infinite analogue of weighted homomorphism numbers. We get weighted graph homomorphisms as a special case when W is a stepfunction.
Other interesting graph parameters can also be represented in this form. For example, the number of eulerian orientations of a graph F is given by 2
|E(F )| t(F, W ), where W (x, y) = cos(2(x − y)π).
Graph parameters of the form t(., W ) play an important role in the theory of limits of graphs; see [5] . From the point of view of connection matrices, their significance lies in the following result [5] The result can be extended to parameters that depend on multiple edges, but the statement is more complicated and is not formulated here [7] .
More on the rank of connection matrices
Connection matrices of a graph parameter are infinite matrices and their rank may be infinite. However, we have seen that the rank is quite often finite, and if so, this fact has interesting consequences. Let us denote by r(f, k) the rank of the k-th connection matrix of the graph parameter f .
Let f be a graph parameter that is not identically 0. It is not hard to check that f is multiplicative if and only if f (K 0 ) = 1 (K 0 is the empty graph), M (f, 0) is positive semidefinite and rk(f, 0) = 1. Every multiplicative graph parameter satisfies the inequality
In the special case when f is a homomorphism function, a stronger version of property (6) holds: the sequence rk(f, k) is logconvex. We don't know if this property holds for more general graph parameters. We don't know a general characterization of graph parameters for which the rank of M (f, k) is finite for all k, and if this is the case, which functions of k can occur as the growth function of the rank of M (f, k). There is one result in this direction [7] :
is positive semidefinite and has finite rank for k = 2, then it has finite rank for all k, and there are two alternatives for the growth of the rank: it can be of the order 2
Let us return to the algorithmic problem mentioned in the introduction. Finiteness of the rank connectivity function has interesting algorithmic consequences, as observed by the jubilee and the author [8] . Let f be a graph parameter and k ≥ 0. If the connection matrix M (f, k) has finite rank m, then we can write it in the form AB, where A has m columns and B has m rows. If a ∈ R m is the row of A corresponding to the k-labeled graph on the "other" side, and b is the column of B corresponding to the k-labeled graph on the "our" side, then the value of the parameter on the whole graph is a · b, so the information we need about the other side is only m numbers.
Repeated application of this idea gives a dynamic programing type algorithm to compute the parameter. In particular, we get: 
Edge-connection matrices
We can define edge-connection matrices that are analogous to the connection matrices defined before: Instead of gluing graphs together along nodes, we glue them together along edges. To be precise, we define a k-broken graph as a klabeled graph in which the labeled nodes have degree one. (It is best to think of the labeled nodes as not nodes of the graph at all, rather, as points where the k edges sticking out of the rest of the graph are broken off.) We allow that both ends of an edge be broken off.
For two k-broken graphs G 1 and G 2 , we define G * 1 G 2 by gluing together the corresponding broken ends of G 1 and G 2 . These ends are not nodes of the resulting graph any more, so G * 1 G 2 is different from the graph G 1 G 2 we would obtain by gluing together G 1 and G 2 as k-labeled graphs. One very important difference is that while G 1 G 2 is k-labeled, G * 1 G 2 has no broken edges any more, and so it is not k-broken. This fact leads to considerable difficulties in the treatment of edge models.
For every graph parameter f and integer k ≥ 0, we define the edge-connection matrix M (f, k) as follows. The rows and columns are indexed by isomorphism types of k-broken graphs. The entry in the intersection of the row corresponding to G 1 and the column corresponding to G 2 is f (G * 1 G 2 ). Note that for k = 0, we have M (f, 0) = M (f, 0), but for other values of k, connection and edgeconnection matrices are different. We say that f is edge reflection positive, if M (f, k) is positive semidefinite for every k ≥ 0.
Let G be a finite graph. An edge coloring model or edge model is determined by a finite set C and a mapping h : Z C + → R + , which we call the node evaluation function. Here C is the set of possible edge colors; for any coloring of the edges, we think of h(a) as the value of a node incident with a(c) edges with the color c (c ∈ C). In terms of statistical physics, an edge coloring is a state of the system, and ln h(a) is the contribution of a node (incident with a(c) edges with the color c) to the energy of the state.
To be more precise, for an edge-coloring φ : E(G) → C and node v, let a φ,v (c) denote the number of edges e incident with v with φ(e) = c. So a φ,v ∈ Z C + is the "local view" of node v. The weight of the assignment φ is defined by
and the edge coloring parameter, by
(It will be also useful to allow a single edge with no endpoints; we call this graph the circle, and denote it by . By definition, col( , h) = |C|.)
It is easy to see (similarly as in the case of homomorphism functions) that if f = col(., C, h) is an edge-coloring function, then
and M (f, k) is positive semidefinite. Unlike in the case of node-connection matrices, these two properties are not independent any more [9] :
The following characterization of edge coloring functions was proved by B. Szegedy [9] : 
Connection matrices of planar graphs
Connection matrices can be restricted to various special classes of graphs, of which planar graphs deserve special attention because of their graph theoretic significance but also because of connections with topology. Not too much is known about these matrices, but we use the case of the chromatic polynomial to illustrate that there is an interesting and rich structure here.
For planar graphs, edge-and node-connection-matrices are closely related. A rooted map is a spherical map G (a planar graph with a fixed embedding in the sphere), with a specified "root corner", a specified incidence between a node r called the "root node", and a specified face R incident with r called the "root face" (note that r and R may be incident at more than one corner). Let k = deg(r), and let us label the edges incident with r 1, . . . , k, in counterclockwise order, starting and ending at the root corner. (If an edge is a loop attached at r, then it gets two labels.)
For two rooted planar maps G 1 and G 2 , we define their splicing G 1 * G 2 as follows. Delete a small neighborhood of the root node of G 1 ; the rest can embedded in the northern hemisphere with edges 1, . . . , k ending "blindly" on the equator. Do the same with G 2 , reflecting it in the equator so that it is embedded in the southern hemisphere. Splice together blind edge-ends with the same label. It is clear that G 1 * G 2 is a planar map, but it is not rooted any more. (It will be convenient to retain the labels 1, . . . , k for the new edges, but only for reference.) Just like for general edge-connection matrices, this construction may produce circles (edges without endnodes), which we have to take into account.
For every graph parameter f and k ≥ 0, we can define the planar edgeconnection matrix M plan (f, k) as the matrix whose rows and columns are indexed by rooted planar maps, and the entry in the intersection of row G 1 and column G 2 is f (G 1 G 2 ). (We have to make sure that the parameter is defined to circles.)
If we go over to the dual maps, this construction corresponds to gluing together two rooted planar maps along the root face. A bit more generally, a k-labeled planar map is a connected planar map in which the corners of the infinite face are labeled 1, . . . , k in the counterclockwise order (so the same node may get more than one label, if it is incident with more than one corners of the infinite face). For two k-labeled planar maps G 1 and G 2 , we define their join G 1 * G 2 by gluing together their boundaries so that corners with the same label are glued on each other. (Warning: if the boundaries are not single cycles, then this gluing may result in the identification of boundary nodes that were originally distinct. But it is not hard to see that the resulting graph is planar.) We then delete the edges of the original boundaries.
The planar node connection matrix M plan (f, k) of a graph parameter f is an infinite matrix whose rows and columns are indexed by k-labeled planar maps, and the entry in the intersection of row G 1 and column
For the chromatic polynomial chr(G, q), it is easy to get an upper bound on the rank of the connection matrix M plan (chr(., q), k). The delete/contract relation chr(G, q) = chr(G \ e, q) − chr(G/e, q) says that if G is a rooted map and e is an edge not incident with the root, then the row of M plan (chr(., q), k) corresponding to G is a linear combination of the rows corresponding to G \ e and G/e. Furthermore, if G has a loop then the corresponding row is 0. Hence it follows that the rows and columns corresponding to k-labeled graphs in which the only edges are on the boundary of the infinite face form a maximum rank submatrix M 0 .
Every such graph corresponds to a partition of {1, . . . , k}, but not all partitions are obtained here. A planar partition of a set with a cyclic ordering is any partition with the property that whenever i, j belong to the same class and u, v belong to a different class, then {i, j} and {u, v} do not separate each other in the cyclic order. The number of planar partitions of a k-element set is known to be the Catalan number C k = 1 k+1 2k k . It is easy to see that the partitions corresponding to the rows and columns of M 0 are exactly the planar partitions. This proves that the rank of M plan (chr(., q), k) is at most C k .
It is much more difficult to determine the exact rank, but luckily a rather difficult result of Tutte [11] can be applied.
A more careful look at the entries of M 0 reveals that the entry in row P and column Q (where P and Q are planar partitions) is q c(P ∨Q) , where P ∨ Q is the join of P and Q in the partition lattice and c(P ) denotes the number of parts in partition P . (Warning: P ∨ Q is not a planar partition in general.) Tutte evaluates the determinant of M 0 (as a polynomial of q). To state the exact formula is complicated, so we only state here the following consequence: Proposition 4.1 If q is a number of the form 2 + 2 cos(2mπ/n), where 0 < m ≤ n ≤ k + 1, then the rank of M plan (chr(., q), k) is less than C k . Else, the rank is exactly C k .
The first really interesting case is k = 4, when q = (3 ± √ 5)/2 are the special values for which the rank is less than C 4 = 14. This yields an additional linear relation between the rows of M plan (chr(., q), 4). In [10] , Tutte determines this relation explicitly and uses it to prove surprising facts about the "Golden Root" of the chromatic polynomial of planar graphs.
