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Re´sume´ :
Cette e´tude propose une proce´dure d’optimisation de la puissance dissipe´e aux jonctions entre diffe´rentes
sous-structures par une me´thode de modes de flux de puissance. Ceux-ci sont issus d’un proble`me aux
valeurs propres associe´ a` la minimisation d’un ope´rateur e´nerge´tique, ne´cessitant le calcul de la ma-
trice de flexibilite´ dynamique, qui se re´ve`le couˆteux dans un contexte de conception robuste. On propose
donc de coupler un algorithme ge´ne´tique a` une proce´dure de re´analyse approche´e, afin de de´terminer
des valeurs des parame`tres de jonctions a` la fois optimales et robustes vis-a`-vis des incertitudes.
Abstract :
A procedure based on a power flow mode theory is presented to optimize the power flow dissipated at
the junctions between substructures. These modes are derived from an eigenproblem associated to the
minimization of an energy operator requiring the computation of the dynamic flexibility matrix, which
remains prohibitive in a robust design context. A genetic algorithm is thus coupled to an approximate
reanalysis method to determine junction parameter values which are both optimal and robust with
regard to uncertainties.
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1 Introduction
Les structures me´caniques complexes couramment rencontre´es dans les domaines de l’ae´rospatiale
ou de l’automobile re´sultent de l’assemblage de plusieurs sous-structures, posse´dant des proprie´te´s
diffe´rentes, relie´es a` leurs interfaces par diffe´rents types de jonctions. Leurs comportements dyna-
miques peuvent cependant se re´ve´ler tre`s diffe´rents (i.e. souple, rigide), d’ou` la difficulte´ de de´terminer
la re´ponse de la structure globale. Il est ainsi ne´cessaire de disposer de me´thodes de conception per-
mettant d’isoler les composants sensibles (charge utile d’un lanceur) de leur environnement vibratoire
(vibrations des boosters).
De nombreuses me´thodes ont e´te´ de´veloppe´es pour traiter ce type de proble`mes, leur applicabilite´
e´tant lie´e a` la complexite´ de la structure e´tudie´e et a` l’intervalle fre´quentiel conside´re´. L’approche
retenue ici s’appuie sur les techniques d’analyse de flux de puissance, initialement introduites par
Goyder et White [4, 3], dont le but est de minimiser et de controˆler la puissance transmise entre
une source et ses structures adjacentes. En conside´rant la proprie´te´ d’e´galite´, en re´gime stationnaire,
entre la puissance moyenne d’un syste`me et l’e´nergie dissipe´e par son amortissement, Miller et al
[6] ont propose´ d’effectuer une analyse aux valeurs propres d’une matrice de puissance associe´e a`
l’interface afin de de´terminer les bandes de fre´quences et les combinaisons de modes pour lesquelles la
jonction dissipe de la puissance. Su et al [8]ont ensuite exprime´ la puissance dissipe´e en calculant les
modes propres de la partie re´elle de la matrice de mobilite´. Ces re´sultats ont ensuite e´te´ de´veloppe´s et
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synthe´tise´s par Ji et al [5] dans une me´thode d’analyse des modes de flux de puissance. Pour surmonter
l’importante de´pendance vis-a`-vis des parame`tres physiques du syste`me, Xiong et al ont e´tabli une
approche comple´mentaire de modes de flux de puissance base´e sur la matrice d’amortissement. Ils ont
ainsi e´nonce´ un ensemble de re`gles de conception permettant de controˆler les niveaux de puissance
dissipe´e et leur re´partition spatiale.
Cette e´tude pre´sente une me´thode de modes de flux de puissance base´e sur l’analyse aux valeurs
propres de la partie imaginaire de la matrice de flexibilite´ dynamique a` l’interface. Les valeurs et
vecteurs propres ainsi obtenus repre´sentent, respectivement, un coefficient proportionnel a` l’amplitude
de la puissance dissipe´e et la direction des efforts propres associe´s. Inde´pendante des efforts exte´rieurs
applique´s, cette base permet ensuite de caracte´riser les efforts re´els d’interface par projection. On
propose alors d’optimiser les parame`tres de jonction, de manie`re robuste vis-a`-vis des incertitudes,
afin d’e´viter le sous-espace d’efforts correspondant aux directions les plus dissipatives.
2 Modes propres de flux de puissance
La puissance complexe transmise a` travers une interface discre`te constitue´e de n degre´s de liberte´,
soumise a` une force harmonique, est de´finie par [2] :
Pc(ω) =
1
2
fH(ω)v(ω) (1)
ou` f ∈ C(n,1) et v∈C(n,1) sont respectivement les vecteurs des amplitudes de l’effort et de la vitesse
a` l’interface. On introduit ici la matrice de flexibilite´ dynamique Γ(ω) = (−ω2M + jωB + K)−1 afin
d’exprimer la puissance moyenne dissipe´e Pdiss en fonction des parame`tres du syste`me. En extrayant
la partie re´elle de cette e´quation, on obtient une expression de Pdiss faisant intervenir la matrice
Γi(ω) = =m (Γ(ω)). On ponde`re alors cette grandeur par la norme au carre´ des forces d’interface afin
d’obtenir un pseudo quotient de Rayleigh discre´tise´ :
Q(ω) = −ω
2
fHΓi(ω)f
fHf
(2)
Optimiser Q, a` une fre´quence ω donne´e, conduit ainsi a` diffe´rentier l’e´quation pre´ce´dente par rapport
aux efforts d’interface ce qui, d’apre`s les proprie´te´s de stationnarite´ du quotient de Rayleigh, revient
a` re´soudre le proble`me aux valeurs propres e´quivalent suivant :
[Γi(ω)− sνI] fν = 0 ; ν = 1, . . . , n (3)
On obtient finalement une matrice diagonale S = diag(sν) ∈ R(n,n), non de´finie positive, constitue´e
des valeurs propres trie´es par ordre de´croissant et une matrice F = [f1, . . . , fn] ∈ R(n,n) orthogonale,
constitue´e des efforts propres associe´s. Ces modes propres de´pendent de la fre´quence, mais non des
efforts exte´rieurs applique´s et permettent de caracte´riser, qualitativement et quantitativement, la
puissance dissipe´e a` l’interface.
Etant donne´ que les efforts propres de la base F recouvrent, a` une fre´quence donne´e, l’espace des
chemins e´nerge´tiques associe´s a` l’interface, il est possible de de´composer les efforts re´els d’interface
f ∈ C(n,1) sous la forme,
f = Fα =
n∑
ν=1
ανfν (4)
ou` les αν sont des coefficients complexes repre´sentant la participation de chacun des efforts propres fν
dans f . De plus, on constate en comparant les coefficients |αν | qu’un sous-espace principal d’efforts
propres se de´gage : [f1, ..., fm] ⊂ F , avec m << n. Ces grandeurs associe´es aux modes de flux
de puissance permettent d’obtenir une expression de la puissance moyenne dissipe´e, a` une fre´quence
donne´e, associe´e a` une configuration optimale des efforts d’interface, tronque´e aux m premiers modes :
Pdiss(ω) ≈ −ω
2
m<<n∑
ν=1
|αν |2sν (5)
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La puissance moyenne dissipe´e est donc proportionnelle a` la somme des puissances modales Pν = |αν |2sν
dissipe´es par les n modes de flux de puissance inde´pendants.
3 Optimisation robuste par re´analyse approche´e
Les proble`mes d’optimisation rencontre´s en conception robuste sont souvent qualifie´s de multi-objectifs.
Les fonctions couˆts a` minimiser sont de natures complexes (plusieurs extrema, non convexes,. . .) et
souvent contradictoires. Il est donc ne´cessaire d’envisager des strate´gies de re´solution permettant d’ar-
river non pas a` la solution optimale mais a` un ensemble de solutions correspondant aux meilleurs
compromis possibles parmi un ensemble de solutions potentielles.
Dans cette e´tude, on cherche tout d’abord a` minimiser la puissance dissipe´e a` l’interface, ce qui revient
a` minimiser la participation des chemins e´nerge´tiques associe´s au sous-espace principal des modes de
flux de puissance. Ceux-ci e´tant caracte´rise´s par les coefficients des puissances modales, on de´finit une
premie`re fonction couˆt gc, sous la forme :
gc = max
ω∈[ω1−ω2]
(
mn∑
ν=1
Pν(ω)
)
(6)
Un calcul pre´liminaire d’optimisation mono-objectif directe de gc, non de´taille´ ici, a permis d’obtenir un
premier ensemble de solutions. Une e´tude de robustesse a posteriori a montre´ une importante sensibilite´
aux incertitudes pouvant exister sur les parame`tres de conception. Une telle proce´dure ne fournit
cependant pas des solutions couvrant l’ensemble des compromis entre performance et robustesse. Pour
pallier cette difficulte´, on de´cide d’e´valuer la dispersion associe´e a` la fonction couˆt. Ainsi, Ait Brik et
al ont propose´ de prendre en compte la robustesse en ajoutant une fonction vulne´rabilite´, de´finie par :
gv =
σg
µg
(7)
ou` σg et µg repre´sentent respectivement l’e´cart type et la moyenne d’un e´chantillon repre´sentatif d’une
fonction g. Le proble`me d’optimisation multi-objectif robuste revient donc a` minimiser simultane´ment
la fonction objectif initiale et sa fonction vulne´rabilite´.
Le principal inconve´nient re´side ici dans l’important couˆt de calcul de la vulne´rabilite´. Celle-ci ne´cessite
de re´soudre, a` chaque ite´ration de l’algorithme d’optimisation, un nombre important de proble`mes aux
valeurs propres (e´quation 3). On choisit pour cela d’utiliser une me´thode d’e´chantillonnage de type
Latin Hypercube, afin de re´duire les temps CPU. Le couˆt de calcul e´tant lie´ a` la de´termination de la
matrice de flexibilite´ dynamique, on de´cide ensuite d’exprimer la matrice Γi par superposition modale :
Γi(ω) ≈ =m
(
Φ1
[−ω2µ1 + jωβ1 + Λ1]−1 ΦT1 ) (8)
ou` Φ1 ∈ R(N,m) repre´sente la matrice modale tronque´e, µ1, β1 et Λ1 les matrices modales de masse,
d’amortissement et de raideur, toutes trois diagonales. On remarque cependant qu’une telle expression
ne´cessite de recalculer, a` chaque ite´ration, la base modale du syste`me perturbe´. On propose donc
d’utiliser une me´thode de re´analyse approche´e a` l’aide d’une base robuste. On ajoute ainsi a` la matrice
Φ1 les re´sidus statique R∆ issus des forces F∆ associe´es aux modifications structurales :
Φ = [Φ1R∆] ; R∆ =
[
SF∆ −
(
Φ1Λ
−1
1 Φ
T
1
)
F∆
]⊥
(9)
ou` S repre´sente la matrice de flexibilite´ (ou de pseudo-flexibilite´) de la structure.
On de´cide enfin de re´soudre ce proble`me multi-objectif par un algorithme ge´ne´tique de type NSGA,
qui utilise directement le concept de dominance au sens de Pareto pour classer, a` chaque ite´ration,
les individus suivant des fronts, avant de les e´liminer de la population [7, 1]. De telles solutions sont
e´galement dites ”dominantes” : soient y et z deux vecteurs des n parame`tres d’optimisation, solutions
du proble`me d’optimisation, alors y domine z (note´ y > z) si et seulement si,
∀i ∈ [1, . . . , n] | gi(y) ≤ gi(z) et ∃j ∈ [1, . . . , n] | gj(y) < gj(z) (10)
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Le but est finalement de trouver un ensemble de solutions aussi proches que possible des vraies solutions
optimales au sens de Pareto, ce qui revient a` converger le plus vite possible vers le front de Pareto et
d’obtenir un ensemble de solutions tre`s varie´es, re´parties tout au long du front.
4 Application
4.1 Contexte
On propose d’appliquer la me´thode expose´e ci-dessus a` une structure simple couple´e, figure 1, repre´sen-
tant un mode`le tre`s simplifie´ et syme´trise´ de lanceur spatial. Celle-ci est constitue´e de deux poutres aux
proprie´te´s ge´ome´triques et mate´riaux diffe´rentes, relie´es par des jonctions en raideur comple`tes (suivant
Tx, Ty, et Rz). La sous-structure du booster est excite´e en deux points par une force harmonique
posse´dant une composante principale en phase suivant la direction Oy et une composante secondaire
en opposition de phase suivant Ox. On conside`re ici un mode`le d’amortissement proportionnel de´fini
par C = aK + bM .
Figure 1 – Mode`le simplifie´ de lanceur
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Figure 2 – Re´ponse harmonique en acce´le´ration aux
nœuds d’interface
La re´ponse harmonique du syste`me, figure 2, montre une excitation importante du mode de vibration
situe´ a` 28Hz, correspondant au premier mode de flexion du booster. Il en re´sulte un mouvement
de´phase´ de part et d’autre de la jonction, transmettant des efforts au corps central. Le but est donc
de minimiser la puissance dissipe´e sur l’intervalle 25 − 35Hz par rapport aux parame`tres de raideur
des jonctions.
4.2 Re´sultats
On visualise, figure 3, l’e´volution des valeurs propres de flux de puissance en fonction de la fre´quence :
celles-ci sont bien ne´gatives et admettent des re´sonances aux niveaux des fre´quences des modes nor-
maux de vibration. On constate la pre´dominance des modes 1, 2 et 4 (en bleu, vert et cyan) et on
remarque la pre´sence de croisements et de de´viations impliquant un phe´nome`ne d’hybridation des ef-
forts propres associe´s [9]. La figure 4 repre´sente les coefficients de participation norme´s des puissances
modales Pν , ge´ne´re´es par les efforts exte´rieurs applique´s. On note a` nouveau qu’une part importante
de la puissance dissipe´e est associe´e aux modes 1,2 et 4. Ces directions constituent donc un sous-espace
principal d’efforts propres, qui dissipe plus de 80% du flux de puissance.
Une analyse de sensibilite´ est ensuite entreprise afin de de´terminer les plages effectives de variation
des raideurs. Celles-ci sont alors initialise´es a` kj = 1e10N/m, pour un intervalle compris entre 1e8−
1e12N/m. On cherche alors a` re´soudre le proble`me d’optimisation multi-objectif robuste de´crit ci-
dessus a` l’aide d’un algorithme ge´ne´tique de type NSGA, pour une population initiale de 50 individus,
une probabilite´ de croisement pc = 0.8, une probabilite´ de mutation pm = 0.1, et σ = 0.2 pour le
parame`tre de la fonction de niche. La fonction vulne´rabilite´ est calcule´e a` partir de 300 e´chantillons.
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Figure 3 – Valeurs propres de flux de puissance
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Figure 4 – Puissances modales norme´es
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Figure 5 – Front de Pareto
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Figure 6 – Puissance dissipe´e optimise´e
Le calcul ne converge cependant pas et est arreˆte´ apre`s 20 ge´ne´rations, pour un temps de calcul
d’environ 28h.
La figure 5 illustre le front de Pareto obtenu. Celui-ci est peu fourni mais demeure relativement
homoge`ne. On note un nombre important de solutions peu performantes et robustes. A l’inverse,
peu de solutions tre`s performantes ont e´te´ trouve´es (gc < 0.6). On donne, tableau 1, les parame`tres
associe´s a` trois points du front. On constate que certaines ont e´te´ stoppee´s par les bornes des intervalles,
empeˆchant la poursuite de l’optimisation dans ces directions. Il revient ensuite au concepteur de choisir
la solution finale et donc le compromis entre performance et robustesse recherche´.
Table 1 – Solutions retenues du front de Pareto
Nœud 1 Nœud 2 gc gv
Tx Ty Rz Tx Ty Rz (%) (%)
1 5,3e8 3,8e11 6,8e9 1e8 7,1e10 1e12 44 2,42
2 9,9e8 3,1e10 6,7e9 1e8 2,6e10 7e8 52 1,49
3 9,7e8 4,9e11 1,8e8 1e8 4,1e8 1e12 58 1,43
4 3,7e8 4,9e11 1e12 1e8 5,3e11 3,8e8 65 0,63
On visualise enfin, figure 6, l’impact de la proce´dure d’optimisation sur la puissance totale dissipe´e,
qui est en effet bien minimise´e aux alentours de 28Hz. La re´sonance de flux de puissance initialement
pre´sente a e´te´ de´cale´e vers les basses fre´quences. On souligne que le classement des solutions suivant
leur fonction couˆt ne semble pas respecte´ : la solution 2 semble moins atte´nue´e que les solutions
suivantes. Cependant, cette minimisation locale a e´galement entraˆıne´e des modifications en dehors de
l’intervalle conside´re´. Il pourrait alors eˆtre ne´cessaire d’introduire des contraintes lie´es au de´placement
des autres fre´quences de re´sonance afin d’e´viter des comportements de´grade´s de la structure.
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5 Conclusion
La me´thode de modes de flux de puissance pre´sente´e dans cette e´tude a permis de caracte´riser les
efforts de jonction entre diffe´rentes sous-structures. Elle est base´e sur la minimisation de la puissance
moyenne dissipe´e a` l’interface, qui revient a` de´terminer, a` une fre´quence donne´e, les modes propres de
la partie imaginaire de la matrice de flexibilite´ dynamique a` l’interface. Ces valeurs propres et efforts
propres sont des grandeurs quantitatives et qualitatives repre´sentant l’amplitude du flux de puissance
et les directions des efforts associe´s. Ils permettent ainsi de calculer des coefficients de participation
des puissances modales et d’identifier un sous-espace principal des modes de flux de puissance.
Une fonction couˆt est alors e´labore´e dans le but de minimiser la puissance dissipe´e par rapport aux
parame`tres de raideur de jonction. Afin de rechercher des solutions performantes et robustes, l’ajout
d’une fonction vulne´rabilite´ a e´te´ propose´e. Une proce´dure de re´analyse approche´e a e´te´ employe´e afin
d’en limiter le couˆt de calcul. Ce proble`me d’optimisation multi-objectif a ensuite e´te´ re´solu par un
algorithme ge´ne´tique de type NSGA. Il a e´te´ montre´ que l’ensemble des solutions finalement obtenues
de´crit un front de Pareto et que celles-ci minimisent bien la puissance dissipe´e sur l’intervalle d’e´tude.
Les travaux en cours visent tout d’abord a` ajuster les parame`tres de l’algorithme de re´solution afin
de de´gager des ensembles de solutions plus fournis. Cette approche sera finalement comple´te´e par
une comparaison par rapport a` une e´tude de robustesse a posteriori a` l’aide d’une me´thode de type
info-gap.
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