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Abstract
Search and rescue (SAR) mission always takes place when disasters happen. Disaster could be
defined into two categories, namely natural disaster and man-made disaster. Natural disasters
normally cover a large area making the SAR mission’s team require an aerial view from airplane.
This is because it changes the geographical landscape of the aﬀected areas in huge perimeters.
The impact is not only changing the whole landscapes, but it also impacts on residences, commer-
cial buildings, transportations and communication infrastructures. This is always the primary
reason of choosing an air vehicle as a first respond for any natural disaster. Meanwhile, made-
made disasters occur in small areas relative to natural disaster. Terrorist bombing, structural
collapse because of human failures or serious accident are some examples of man-made disaster.
In addition, the eﬀect from natural disaster such as earthquake also resulting horrendous struc-
tural collapse. The challenges for this rescue operation are focused on the interior of the rubble
and entire external extent of the damage often not as primary interest because most victims are
trapped inside, under the rubbles. Locating, extracting and rescuing any survivors will become
the main goal for any rescue mission. Besides, the mission also deals with a lot of potentially
dangerous situation such as further collapse, explosions, hazardous gas leaks and fire. Extreme
high temperature from fire or explosions prevent rescuer to go down further into rubbles. Ur-
ban search and rescue (USAR) is the term that is being used recently for the rescue operation
after man-made disaster. Conventionally, dog has been used to identify location of any poten-
tial survivors in the rubble. Again, capabilities of dog rescuer are restricted by certain working
temperature, uncertainty of void size and fatigue factor. USAR operation is like race against
time where trapped survivors cannot wait any longer. Further collapse or explosion may happen
anytime. Therefore, the rescue team should have ideal strategy and tactic in order to maximize
numbers of survivors being extract from rubble but also minimise the risk face by rescuer. Haz-
ards is everywhere at disaster site. Human rescuers as well as dog are exposed to danger such as
further collapse which would trap them in rubble and resulting an increased number of victims.
This kind of situation make USAR uncertain. As a result, hazard identification and situation
awareness have to be conducted concurrently with finding survivors. Robotic system, in many
ways, have shown its versatility in wide range of applications. For instance, a modern and so-
phisticated automative assembly plant employ robotic systems in the production line in order to
fullfil a specific part assembly task. On the other hand, robotic systems also started to be used
as exploration vehicle in unknown world such as deep sea and outer space exploration purposes.
In many aspects, the implementation of robotic systems in these applications have a significant
impact to the overall process flow of the specific application. Having said that, mobile robots use
in many deep sea explorations help scientists to discover the ’underworld’ where human cannot
explore. Therefore, implementation of robotic system in USAR operation is inevitable. In fact,
it has been used in several USAR operation including the 9/11 World Trade Centre tragedy and
Fukushima Daiichi Nuclear Power Station. The physical design of mobile robot is one of the
main challenges to implement robotic system in USAR operation. The ability to manouver and
negotiate with rough terrain is highly essential. In addition, the physical design is also need
appropriate sensors in order to sense the environment. Therefore, the overall mechatronic struc-
ture must consist a robust platform equipped with sensors and actuators and able to navigate
seemlessly on extreme rough terrain as well as perform designated task (e.g., find survivors, clean
debris or conduct onsite disaster assessment). In order for a mobile robot to operate in unknown
world such as USAR environment, it is crucially important for the mobile robot to have certain
level of autonomy to plan a desired behaviour and act according to the surrounding. Eventhough
it is very challenging to program a mobile robot for this type of environment, a comprehensive
control architecture provide a systematic overview of the overall programming structure whilst
simplifiying the programming procedure. On top of that, the ability of the overall robot system
to plan and track its mission is clearly present in the control architecture. Navigation problem,
which is one of the common problem in any exploration robot, also can be solved systematically.
In general navigation task, a mobile robot is required to move according to the prior designated
trajectory, normally in 2-dimension (flat surface). However, a mobile robot that is design for
the USAR operation should be able work and navigate in unknown, uncertain and complex en-
vironment. This thesis describes the development of a mobile robot system motivated by the
shape-shifting or variable geometry tracked vehicle (VGTV) configuration. The mobile robot is
designed with expectation to be able to traverse on various types of terrain and enhance stability
to prevent tip-over mishap. The practical work is evaluated by experimental trials on prepared
terrains such as staircase, ramp and curb. On top of that, the control framework is outlined to
set the objectives of the mobile robot system based on the control hierarchy. This set of works is
further simulated with the aim to solve navigation problems as well as to determine the mobile
robot behaviour when it is required to travel on uneven surface.
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Chapter 1
Introduction
For the last four decades, robotic systems have evolved and attracted many researchers around
the world to study a wide range of robotics problems and their potential applications. As found in
Garcia et al. (2007), robotics research covers a wide range of topics such as mechanics, electrical,
electronics, computer systems, robot perception and even bio-mechanics. Moreover, the real-
world application of robotic systems has evolved from “traditional” industrial robot manipulator
arms in assembly plants (e.g. car manufacturing plant) to high precision robot arms for delicate
applications such as surgery. On the other hand, the evolution has also impacted the application
of non-industrial robotic systems (also called service robots) such as explorer mobile robot, which
ranges from sophisticated exploration rovers to small and portable household vacuum cleaner
mobile robots.
According to Prassler et al. (2000) and Wyrobek et al. (2008), non-industrial robotic systems
can be further identified into two categories: (1) professional service robots; and (2) house-
hold/domestic service robots. For professional service robots applications cover a wide area such
as underwater, cleaning, defense, rescue and security, construction and demolition, hostile fields,
medical, logistic and others. Meanwhile, examples for household/domestic service robot are au-
tomatic lawnmower and vacuum cleaner mobile robot. The versatility of non-industrial robotic
systems applications and their evolution have a very high impact in human societies. Moreover,
it is becoming increasingly diﬃcult to avoid the importance of mobile robots in human tasks
(Dillmann, 2004). In this thesis, the possible physical design of professional service robot systems
especially for search and rescue operations is investigated. In addition, mathematical model and
control framework for mobile robot traversing on rough terrain is presented later in the thesis.
According to the statistics reported by International Federation of Robotics (Bob Struijk,
2012), there are at least 110,000 professional service robots used around the world in the period
1998 to 2011. This estimate, however, includes units that are no longer usable (damaged) and
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Figure 1.1: Robots on stock for non-industrial applications in year 2006 and new installations
between 2007 to 2010 (forecasted). Reproduced from Siciliano et al. (2009).
outdated. Moreover, it is very diﬃcult to count the number of service robots that are still in
operation from this estimate because of the diversity of service robot applications. For instance,
a service robot used in defense operation (military) is expected to have shorter lifespan due to
the nature of its operation. On top of that, rapid technology development makes it very diﬃcult
and not cost eﬀective to integrate latest technology with older military robot system (Bekey,
2012).
In addition to the previous statistic, the International Federation of Robotics also reported
that the sales value of professional service robot systems is increasing every year (Siciliano et al.,
2009). Figure 1.1 illustrates the number of service robots in operation at the end of 2006 (darker
grey). Moreover, the chart also shows the number of service robots that was projected to be
installed in 2007 to 2010 (lighter grey). It is very clear that service robots for defense, rescue
and security operations dominate the data. Meanwhile, the latest report indicates that the sales
value in year 2011 has increased by six percent (USD 3.6 billion) from year 2010. The number
of service robots sold between 2010 and 2011 is depicted in Figure 1.2. Again, with about forty
percent of the total sales in year 2011, service robots in defense, rescue and security operation
has the highest number of service robots sold among other applications.
It is estimated that about 28,000 units robot system for defense, rescue and security appli-
cation is forecasted to be sold for the period 2012 to 2015 (chart in Figure 1.3). Therefore, it
is very important to design and develop new mobile robot systems for this operation to fulfill
the high demand. Coincidently, designing mobile robots for this particular operation requires
additional capability to negotiate with rough terrain that is also one of the aims in this thesis.
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Figure 1.2: Professional service robot systems sold in 2010 and 2011. Reproduced from Interna-
tional Federation of Robotics (2012).
Figure 1.3: Professional service robot system unit forecast sale for 2012 to 2015. Reproduced
from International Federation of Robotics (2012).
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1.1 Urban Search and Rescue - The Background
it was noted earlier in this chapter that the demand for service robots for defense, rescue and
security applications has increased since the year 2006. Moreover, the demand is projected
to increase by at least another thirty-two percent from the total projections of 2012 to 2015
(International Federation of Robotics, 2012). In this thesis, however, the focus is to investigate
the potential design of a mobile robot system to negotiate with rough terrains especially for
search and rescue operation. It is very common for both applications (defense and search &
rescue) to use similar mobile robot systems due to numerous similarities of working environment
(Niu et al., 2013). Mobile robots such as Unmanned Ground Vehicle (UGV), Unmanned Air
Vehicle (UAV), Unmanned Underwater Vehicle (UUV) or Unmanned Surface Vehicle (USV) are
being used as a tool for many specific tasks in defense applications. In contrast, the selection of
mobile robot for search and rescue operation mainly depends on the nature of disaster (Lima,
2012).
According to Kitano et al. (1999), a search and rescue operation can be described as locating
and extracting any survivor after disaster. In general, disaster can be divided into two major
areas which are natural disaster and man-made disaster. Search and rescue operation for natural
disaster such as earthquake and typhoon require UAV as a first responder. This is because the
impact of natural disaster could change the geographical landscape at huge perimeter and UAVs
are able to map the whole area (exterior mapping) as well as to locate survivors. Meanwhile, the
primary interest for man-made disaster, such as collapsed building or fire situation, is towards the
interior of rubble or building (Figure 1.4). This is because most of the victims trapped inside
buildings are under rubble. As a result, UGVs are a common mobile robotics platform used
by rescue community as soon as disaster happens (Carlson and Murphy, 2005). Additionally,
search and rescue operation for man-made disaster is widely known as Urban Search and Rescue
(USAR) (Casper and Murphy, 2003). This section will review a conventional method for USAR
activity and the potential to implement mobile robot system in USAR operation.
1.1.1 Conventional USAR Operation
Search and rescue operation for USAR environment can also be defined as locating a trapped
survivor and then extricate them to safer location for further medical attention (Barbera and
Lozano, 1993). Conventionally, rescue personnel employ specially trained dogs and/or detection
equipment to sense any sign of human presence under identified collapsed structure. Then, rubble
is carefully moved to provide access for a rescue team to move survivors out of the rubble. Even
though the whole process sounds quite simple, the actual search and rescue operation is a “race
4
Figure 1.4: A view of a collapsed building following disaster. USAR operation for a big scale
disaster site is extremely diﬃcult because of unstructured obstacles. This USAR site was piled-
up by steel beams and concrete slabs. Reproduced from Rijans (2013) under Creative Common
license.
against the time” (Murphy et al., 2009). This means that the rescue team has to act as fast as
possible to locate survivors under rubble because survivors cannot wait any longer. At the same
time, they also need to take several precautions to avoid any accident; such as gas explosion or
rescuer trap under rubble due to further collapse, that will result in severe injury or even fatality
amongst rescuer team (Jacoﬀ et al., 2002).
In general, according to Murphy et al. (2000, 2001), rubble can be categorised in three
categories as depicted in Figure 1.5. Even though it is not compulsory to follow this classification,
at least it provides motivation and general guidance to develop an appropriate mobile robot
system for USAR application. In the next section, the existing design of mobile robot system
used for USAR operation is presented in detail. Furthermore, the possible control framework as
well as the control algorithm is investigated that will lead to fully autonomous ground rescue
mobile robot.
Figure 1.6 shows a conventional and basic approach to locate and extricate process which
is currently being practised. In the operation, a rescue team consists of a number of personnel
with diﬀerent functions and capabilities. Besides, specifically trained rescue dogs are used as
their immediate responder. These specifically trained rescue dogs will use their powerful scent
capability to detect any presence of human life. They will sniﬀ between rubble and sometimes go
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(a) Pancake. (b) Lean-to. (c) V-shape.
Figure 1.5: Three types of common rubble and arrangement of obstacles in disaster environment.
(Adapted from Murphy et al. (2000, 2001)).
deeper through void and bark in case there is a sign of trapped victim. Instead of using ‘body-
sniﬃng dog’ approach, rescue personnel use equipment such as listening and imaging devices to
locate trapped victims. Listening devices such as seismic waves are able to detect presence of
human life by matching ‘banging fingerprint’ wave produce by trapped victims provided that
the victim produces a series of banging sound. Besides that, imaging devices such as camera or
thermal imaging sensor is attached on a probe and then inserted into rubble to provide some form
of visual display. Both devices provide an important set of data on the exact location of trapped
victims. This data is critically important for further extrication procedure. The workflow of
conventional search and rescue operation is summarised in Figure 1.7. The implementation of
mobile robot system into conventional USAR operation will be define further in this section.
Moreover, challenges to integrate mobile robot system in actual disaster area and initiatives
eﬀort by research community to increase USAR mobile robot eﬃciency will be discussed.
1.1.2 Robotics in USAR
To date, many types of robot have been proposed for USAR (Osuka et al., 2002). Robots have
started to be used in USAR to assist human rescuers to search for trapped survivors, search any
possible path through rubble for excavation, structural inspection and detection of hazardous
material (Murphy, 2004). Smaller robots could enter small size void that human or search dog
cannot access. Besides that, mobile robot could explore high temperature area that exceeds
biological rescuer’s maximum working temperature, provided that the robot’s components have
a high working temperature. The use of robots also minimises the risk of human rescuer being
trapped if there is any further collapse.
The integration of mobile robotic systems into USAR operations presents significant chal-
lenges for the search and rescue community (Murphy et al., 2000; Murphy and Burke, 2005).
Amongst the most important criteria for mobile robot in USAR application are capabilities to
6
Figure 1.6: Rescue team for USAR operation of a partially collapsed building consists of
several people. Every rescuer has their specific role based on tools and equipment used.
Dog is also being used to detect the presence of human under rubble. Reproduced from
http://www.ukfssartdogteams.org.uk/operational_information.htm
Figure 1.7: Typical workflow during USAR operation.
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explore in very unstructured, uneven, and uncertain environments. For example, the disaster
area shown on Figure 1.4 is piled-up by steel beams and concrete chunks making search and
rescue operation extremely diﬃcult and dangerous. Risks such as further collapse can happen
anytime if rescue personnel accidentally cut unstable steel beam during extrication process. Fur-
thermore, explosions can also happen in case of fuel and fire factor. As a result, integration of
mobile robotic systems has been chosen to reduce those risks. However, the main idea of this
integration is to increase the eﬃciency of overall operation rather than to totally replace the
human rescuer.
It is possible to identify the key challenges and open issues in this application by looking at
the application of mobile robot in USAR operation mission broadly. A general set of missions
for mobile robots in USAR operation can be defined into ten tasks (Murphy et al., 2008):
1. Search: It is well known that the primary task of any USAR operation is to search for
trapped victim by detecting any sign of life.
2. Reconnaissance and mapping : It is broader than search where the robot should penetrate
deeper into rubble and map the interior environment of collapsed structure.
3. Structural inspection: This task is done by providing visual information and image pro-
cessing data so that human operator knows stability level of collapsed structure.
4. Rubble removal : As a consequence to the structural inspection task, this task is to remove
rubble for extrication work once structural stability level is determined.
5. Medical assessment and intervention: The rescue process flow continues by mobile robot
with special equipment and medical sensors approaching a trapped victim. This type of
mobile robot is capable of immediate medical assessment and intervention (e.g. pain relief)
before further assessment by medical personnel. Additionally, the mobile robot acts as a
communication relay between medical personnel and the victim.
6. Medically sensitive extrication and evacuation: For instance, in case of chemical or ra-
diological disaster, danger areas can extend for kilometers. Mobile robot is required to
transport victims to medical zone which is outside the aﬀected area.
7. Beacon/repeater : Instead of single mobile robot platform, multiple mobile robot network
acting as a mobile beacon/repeater to extend the wireless communication range.
8. Serving as a surrogate for a team member : Mobile robot may work side-by-side with
human rescuer and serving as a surrogate for a team member. It might be located between
surface rescuers and onsite rescuers (rescuers inside rubble) and provide an update on
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status information. This task may be introduced mainly when there are communication
diﬃculties.
9. Adaptive shoring : Mobile robots which are specifically designed with heavy duty mech-
anism would be able to provide an adaptive shoring to prevent secondary collapse that
might injure rescuers and survivors.
10. Logistics support : Transporter robot act as logistics support by conveying equipment and
supplies from storage to disaster site.
It is very diﬃcult to design a mobile robot in order to fulfill all tasks. In the event of disaster, it
is very ideal to have several mobile robot systems that may work co-operatively to achieve the
mission goals. However, Murphy and Burke (2005) reported that mobile robots work individually
to achieve the objectives of each task. This is because, each task requires diﬀerent mobile robot
capability which reflects the dimension, sensors and hardware features. In this thesis, the writer
attempt to solve tasks 1 and 2 by proposing a novel mobile robot design. Furthermore, a control
method is proposed in order to address the fundamental issue of interaction of mobile robot with
rough terrain.
1.1.3 The Challenges
The research topic in USAR, in particular implementation of mobile robot systems is huge
(Murphy et al., 2008). Furthermore, the best approach to test USAR mobile robot systems is to
involve the actual search and rescue operation (Jacoﬀ et al., 2001). However, at this stage, the
actual implementation of USAR mobile robot systems is considered as the secondary response
units due to lack of training and awareness amongst rescue pesonnel (Micire and Murphy, 2002).
For that reason, National Institute of Science and Technology (NIST) developed reference test
arenas (as shown in Figure 1.8) to increase awareness amongst research community as well as
the rescue department authority. In these arenas, rescue robot has to perform various tasks
from actual USAR operation especially search, mapping and structural inspection. Having said
that, the challenges and research questions can be defined by addressing problems arising within
tasks defined in the previous section. Mainly, there are five major research areas which cover
the aspects of (Casper et al., 2000; Jacoﬀ et al., 2001):
1. design and configuration;
2. navigation and mapping;
3. control architecture;
4. communication; and
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5. detection method.
The design and configuration of mobile robotics is actually based on the nature and level of
impact of disaster (Murphy et al., 2008). The level of impact might be diﬀerent from one
disaster to another. On the other hand, a collapsed building may pile-up by concrete chunks and
steel beams. Both situations require a robust platform that is able to fulfill the tasks explained
above. Robot’s dimension and weight are directly related to each task. For example, the first
three tasks may only need a small and portable platform.
Meanwhile, tasks 4 and 9 may need bigger and heavy-duty platform. Thus, the possibility of
developing a single generic platform for all tasks is an open issue. In other words, the research
community in USAR has to answer the question “Is my mobile robot design generic for any
disaster?”. In actual USAR operation at disaster site, rescuers need to communicate with trapped
survivors either by verbal or audio devices. However, in the event of mobile robot integration,
communication becomes another problem because the environment is full of noise and selection
of communication media becomes more diﬃcult. Undoubtedly, a small mobile robot can reach
deeper into rubble than human or dog rescuer.
However, in some circumstances, mobile robots may experience loss of communication signal
because of the limitation of radio communication media (Nourbakhsh et al., 2005). Another
important research question is how robots interact and react in an unknown, uncertain and
unstructured disaster world. Control architecture is an essential element for every mobile robot
regardless of its functions. A complete structure of control architecture determines the level of
behaviour for a specific function. In brief, control architecture is a sequence of robot’s behaviours
when it moves from the start point until it reaches its target. During that period, a robot may
require to overcome static obstacles, experience sudden drop, trapped inside rubble or even react
to sudden obstacle in front of it. For every occasion, the robot has to answer the question “What
should I do?”.
Navigation and mapping problem for disaster environment is one of the main interests in
USAR research community. One of the solutions is to use Simultaneous Localisation and Map-
ping (SLAM) methodology. Although SLAM for unknown structured environment is considered
solved (Durrant-Whyte and Bailey, 2006; Bailey and Durrant-Whyte, 2006), the unknown and
unstructured world remains an open problem. Even though SLAM is not compulsory to solve
navigation problem, this solution is known to be a ‘holy grail’ towards fully autonomous rescue
robot system. In the perspective of control architecture, any solution for mobile robot naviga-
tion will work closely with decision-making module in order to decide on the right direction and
orientation. At the same time, decision-making module provides information for localization and
mapping module.
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Figure 1.8: USAR reference test arenas developed by NIST. (Reproduced from Standards and
Technology (2012)).
Detection method is also a module in overall control architecture which determines the robots’
behaviour whenever it detects signs of life. Multiple sensors are attached onto the robots’
platform for this purpose. However, detection of victims is extremely diﬃcult where robots
should be able to diﬀerentiate sensing input from one entity to another. The major issue for
detection is sensors’ sensitivity and how eﬀective the sensing algorithm is compared with rescue
dog or human perception. Therefore, a sensible victim detection algorithm is needed in order for
conventional rescue community to fully accept the integration or intervention of mobile robotics
in USAR operation. This thesis, however, will focus on the first three issues which are design
and configuration, control architecture, and navigation and mapping.
1.2 Literature Review
Earlier in this chapter, the writer have discussed that there is a serious demand for the devel-
opment of mobile robot systems for rescue application for the next coming years. Moreover, the
development of mobile robot system, particularly for USAR operation, is required to address
specific mobile robot tasks as described in Section 1.1.2. On top of that, the outcome of the
intervention of mobile robot system in actual USAR operation is expected to increase the overall
operation eﬃciency.
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Figure 1.9: General robot classification.
Figure 1.9 shows a general classification of robot systems where four robot categories grouped
inside the dashed box can be classified as mobile robot system. Each mobile robot category is
named based on the type of locomotion which are wheeled, tracked, legged and undulation
(Hirose, 1991). Based on this classification, the suitability of each category of mobile robot for
USAR operation will be reviewed. On top of that, the existing rescue mobile robot platforms as
well as their control strategies and the influence in the proposed mobile robot system will also
be reviewed in this thesis.
1.2.1 Mobile Robot Physical Design
In order to design a mobile robot system for USAR operation, one must identify the design
specification based on the mobile robot task explained in Section 1.1.2. In brief, mobile robot
tasks can provide general guidance in designing the physical mobile robot system, especially
its size, dimension and mechanical capability. For example, a mobile robot designed for search
and reconnaisance task should be relatively smaller size that will allow it to penetrate through
rubble as well as move over obstacle (Morrey et al., 2003). In contrast, mobile robot for logistic
support and adaptive shoring requires larger and heavier machinery in order to achieve the design
objectives (Murphy, 2002).
A considerable amount of literature related to the mobile robot physical design has been
published in Hirose (1991), Silva and Machado (2007) and Hemes et al. (2011). In addition to
the mobile robot tasks, these studies provide fundamental design characteristics and selection
of mobile robot configuration restricted to the terrain. However, the development of generic
design for unstructured environment is still a major research question. Previous studies have
suggested that the design of a mobile robot for USAR operation, in particular within search and
reconnaisance, has to be small enough to fit through voids (Murphy et al., 2000), but much larger
to overcome surrounding obstacles (Jinguo et al., 2007). Moreover, it is also suggested that the
USAR mobile robot is highly mobile and flexible (Micire and Murphy, 2002). Additionally, the
choice of mobile robot also depends on the logistic support at disaster site (Murphy, 2004). This
is because a large and heavy mobile robot platform requires heavy machinery to transport from
one place to the other compared to small and light weight which can be carried by one or two
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people (Murphy, 2002).
Among the mobile robot classification shown in Figure 1.9, legged configuration (particu-
larly biped) and undulation mobile robot (i.e. snake-like configuration) are argued to be highly
flexible in terms of terrain adaptation due to the high number of degree-of-freedom (Ostrowski
and Burdick, 1998; Gomi et al., 2003). However, Huang et al. (2001) proved that the biped
mechanism is not yet suitable for unstructured environment because of two reasons: (1) higher
centre of gravity (Matsumoto et al., 1998); and (2) large clearing capability (Morrey et al., 2003).
Nevertheless, Saranli et al. (2001) and Taylor et al. (2007) have demonstrated RHex (six-legged
hexapod robot) and Whegs (wheel-leg robot) are suitable for rough terrain applications. Mean-
while, Choset (2002) argued the mobile robot with undulation motion (e.g. hyper-redundant
mechanism) is diﬃcult to program resulting in longer training duration (Choset et al., 2000).
Besides legged and hyper-redundant mechanism configurations, wheeled and tracked mech-
anisms are the most common type of mobile robot configuration (Martínez et al., 2005; Dudek
and Jenkin, 2010). However, according to Siegwart et al. (2002) and Lee et al. (2003), these
type of mobile robot require larger wheel (or track’s sprocket) diameter by at least double of the
obstacle height. Nevertheless, it might not be very useful as the height of obstacle in unstruc-
tured environment varies (Davids, 2002). Therefore, Chiu et al. (2005), Kim and Lee (2007) and
Clement and Villedieu (1987) implied additional assisted climbing mechanism to enhance obsta-
cle overcoming ability even with wheel (or track’s sprocket) diameter which is less than obstacle
height. However, a single-tracked articulated body crawler demanded track’s tension control
mechanism due to variation of track length during transformation (Iwamoto and Yamamoto,
1990).
1.2.2 Control Framework Architecture
In the previous subsection, we have reviewed mobile robot classifications which motivated the
proposed mobile robot design in this thesis. In general, it is compulsory for any mobile robot
system to contain a diverse range of sensors and actuators which are controlled through certain
level of complexity software architecture (Brooks, 1986; Shafer et al., 1986). Having said that,
it is very helpful for a mobile robot developer to answer several questions in order to establish
or to construct a system architecture for their mobile robot system, such as:
• What is the global objective of the mobile robot system?
• How will the mobile robot monitor the mission?
• What should the mobile robot react to the actual mission?
• How should the mobile robot systems behave in case of unforeseen circumstances?
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According to Kortenkamp and Simmons (2008) there are several methods to solve all the above
questions, either concurrently or asynchronously. However, solving these concurrently will in-
crease the complexity of the architecture structure. Despite that no one single mobile robot
architecture is considered the best (Kortenkamp and Simmons, 2008), Brooks et al. (2005) sug-
gested a well-organised mobile robot architecture which often helps to reduce complexity of
the architecture structure for mobile robot system. Meanwhile, Simmons et al. (1997a) oﬀers
additional advantages especially in composition of several abstraction layers to increase reliabil-
ity and proven by Simmons et al. (1997b) through oﬃce delivery task (i.e. oﬃce environment
navigation) problem.
In depth, robot architecture (industrial and service robot system) is always associated with
task planners and controllers components and often arranged in forms of algorithm (program-
ming language) (Alili et al., 2009). Additionally, a complete robot architecture system can be
grouped in several subsystems which interact with each other in order to accomplish the global
mission (Stoytchev and Arkin, 2001). Moreover, this approach can be improved by separating
the subsystem according to robot behaviour as suggested by Woolley et al. (2011). In USAR
perspective, mobile robot system architecture often requires the subsystem to interact asyn-
chronously because the robot’s sensors and actuator actively deal with many uncertainty, in
unknown and unstructured environment (Proetzsch et al., 2010). Therefore, this thesis will look
at potential for a framework architecture in order to demonstrate the proposed mechatronic
system in actual setting.
1.2.3 Motion Planning and Tracking
Apart from the physical mobile robot configuration and the control architecture framework,
navigation and mapping problem is also an important element to take into consideration to
ensure adequate implementation of mobile robot in USAR environment. Again, it is convenient
to answer several questions to establish the direction of navigation and mapping solution, such
as:
• What is the global objective of the mobile robot mission?
• How to achieve the global objective?
To date, there are various methods to produce a world map (i.e. structural map modeling for
robot environment) for unknown environment (Burgard and Hebert, 2008). The development
of this particular map typically applies several types of sensors where each type of sensor de-
livers certain advantages and disadvantages (Manikas et al., 2007). Moreover, the selection of
appropriate sensors is crucial to model and construct terrain (or obstacle) representation which
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is more important than typical mapping.
In general, the development of world map for any unknown, unstructured environment is
considered as probabilistic robotics problem (Thrun et al., 2005), whereby the primary solution
is mainly dominated by employing the Kalman filter and its derivatives (Dissanayake et al.,
2000, 2001; Hahnel et al., 2003; Leonard and Durrant-Whyte, 1991). Additionally, Durrant-
Whyte and Bailey (2006) and Bailey and Durrant-Whyte (2006) have suggested to utilise the
Kalman filter to solve SLAM in order to build a consistent map whilst localise a mobile robot in
world environment. Meanwhile, there are still some demands in solving mapping problem with
less computational power (i.e less sensor payload) as proposed in Moravec and Elfes (1985). The
focus in this method is emphasising on modeling the terrain/obstacles has been proven by Daud
et al. (2013) and Husain et al. (2013).
Concurrent to the environment map modeling, mobile robot navigation, in particular plan-
ning and tracking, are also important in order to derive the global mission in terms of mobile
robot motion (i.e. desired travelling pattern and tracking the desired travel path). Even though
building a world map, planning and tracking of a mobile robot motion can be solved using various
SLAM methodology (Thrun et al., 2005; Thrun and Leonard, 2008; Durrant-Whyte and Bailey,
2006; Bailey and Durrant-Whyte, 2006), planning and tracking their motion on an unknown,
uncertain and unstructured terrain can be influenced by the obstacle (terrain) shape and di-
mension (Howard and Kelly, 2007). Therefore, Kanayama et al. (1991) suggested Fahimi (2009)
approach to determine the mobile robot motion behaviour using the derivation of mobile robot
mechanic over specific time interval. This derivation is very important and has been proven by
Liu and Liu (2009b) in particular in a structured two-dimensional environment.
1.3 Aims
Earlier in this chapter, the writer have described the future potential of this research area based
on the sales projection of mobile robot in the application of defense, rescue and security for the
next coming years. Furthermore, a number of existing research activities have motivated this
work towards developing a complete search and rescue mobile robot system. One of the aims
of this research is to design and develop a mobile robot platform for USAR operation which
is highly mobile, flexible, and has to be in appropriate dimension to deal with uncertainty in
unstructured world whilst understanding its surrounding.
In addition to the physical design, another aim is to propose a comprehensive control frame-
work in order to fully utilise the novel features in the physical design. On top of that, the work
also aims to study the motion of the mobile robot traversing on rough terrain and its behaviour
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when instructed to undertake specific mission plan. The objectives of this thesis are summarised
as follows:
• To design a mobile robot system that is able to traverse on rough terrain;
• To evaluate the proposed mechatronic design on uneven surfaces;
• To develop the track-angle mathematical model for the mobile robot when it requires to
vary its geometry;
• To develop a mathematical model as the representation of an uneven terrain;
• To develop the desired three-dimensional path on terrain model;
• To investigate the desired behaviour of mobile robot in order to fulfill certain mission;
• To simulate the mobile robot behaviour associated with the terrain model;
• To implement the conventional method of two-dimensional trajectory tracking model on
an uneven terrain model; and
• To evaluate the performance of trajectory tracking controller.
In order to evaluate the proposed mechatronic design, the prototype is tested on several type of
surfaces. Furthermore, computer simulation were used to model the terrain surface and evaluate
the controller performance. Moreover, results are presented in each chapter in order to evaluate
research goals described earlier.
1.4 List of Novel Contributions
There are several novel aspects contributed whilst solving the issues addressed in Section 1.1.3
as well as to bridge the research gaps (discussed Section 1.2). The main contributions of this
thesis are summarised as follows:
1. The development of a new and novel design of a mobile robot that is able to adapt to
various types of terrain by employing the single-tracked VGTV design. Due to the single-
tracked design and non-deformable track material properties, a novel track tension control
method is applied. Moreover, both side of the track angle can be adjusted independently
to enhance stability of the platform especially on a complex terrain. (Chapter 2)
2. The development of the overall control framework based on three-tiered layer control ar-
chitecture, in which the highest control layer defines the desired mission objective. On the
other hand, the intermediate control layer translates this mission into actual mobile robot
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motion behaviour. Additionally, the lowest control layer emphasises on track motion with
respect to the angle required in order to overcome specific obstacle or to enhance physi-
cal body stability to prevent tip-over. In the proposed control framework, ’intervention’
block is introduced to represent the external input that may overwrite the initial mission.
(Chapter 3)
3. The development of mathematical model to represent the actual terrain is one of the novel
contributions discussed in this thesis. The surface model which is generated to visualise
actual terrain is modeled by utilising summation of several Gaussian functions. This is one
of the key elements of this research which initiate the evaluation of mobile robots behaviour
along the desired path on the surface. Concurrently, a two-dimensional path/trajectory
is generated as the navigation guidance (travel plan) for the mobile robot, implementing
a cubic Cartesian parametric equations. Then, the two-dimensional path/trajectory and
the surface model are synthesis to get a new three-dimensional navigation guidance for the
mobile robot. (Chapter 4)
4. Further, the development of full and comprehensive kinematic model for mobile robots that
are required to travel on complex and uneven terrain. The kinematic model derived in this
thesis is in a complete six-degree-of-freedom which is very useful for three-dimensional prob-
lem. In brief, the kinematic model is very beneficial to evaluate or predict the behaviour
of a mobile robot when traversing on uneven terrain. (Chapter 4)
5. Finally, the development of trajectory tracking model to ensure the mobile robot is fol-
lowing the designated three-dimensional path. Similarly, this model is develop by imple-
menting the conventional two-dimensional solution whilst extend it into a comprehensive
tracking model for three-dimensional problem. (Chapter 5)
The details of each contribution, including the mathematical derivation and results, will be
discussed in respective chapters.
1.5 Context and Thesis Outline
In the next chapter, Chapter 2, the proposed design is presented which utilises the VGTV
configuration and proposes a new method to control the variation of track’s tension. This
chapter begins with a brief introduction (Section 2.1) with provides a general overview of USAR
mobile robot in terms of dimension, portability and driving configurations. Furthermore, a
comprehensive literature review, aims and proposed methodology are discussed in this section.
Section 2.2 accommodates a comprehensive initial analysis of the relationship between track
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length and geometric transformation, describing mathematical justification of tracks’ varying
mechanism to control the track length by identifying one side of the track relation with the
climb angle because the other side is identical. The mechatronic design of the proposed mobile
robot system is explained in Section 2.3. Further, Section 2.4 provides the assessment from the
actual physical transformation of the proposed VGTV design over several obstacles including
ramp, curb, stair and ruble. The last two sections provide some discussions and concluding
remarks (Section 2.5) related to the observation of actual transformation of VGTV presented in
Section 2.4.
The control architecture framework for the proposed mechatronic system is discussed in
Chapter 3. This chapter begins with a brief introduction which addresses the importance of a
control architecture for systematic approach of mobile robot programming. Then, the motivation
is given in Section 3.2, which provides a comprehensive literature review about the growing
body of mobile robot control architectures. Additionally, this section emphasises the systematic
control architecture methodology which motivates the control framework proposed in this thesis.
Section 3.3 defines the primary objectives of the control architecture and Section 3.4 formulates
the control framework in terms of the degree of control hierarchy. Describing this further, Section
3.5 describes the three-tiered layer control architecture as well as the control schemes embedded
in each layer. Meanwhile, Section 3.6 provides some concluding remarks.
In order to demonstrate the capability of the control architecture framework proposed in
Chapter 3, Chapter 4 highlights the development of a high degree-of-freedom kinematic model
for uneven surface. This chapter begins with a comprehensive introduction (Section 4.1) address-
ing the distinction between the holonomic and non-holonomic mobile robot system. Additionally,
a comprehensive literature review and aims are given in this section. In Section 4.2, a comprehen-
sive initial analysis of kinematic formulation for 3-dimensional environment is given, describing
utilitisation of a two-dimensional formulation on a 3-dimensional environment. In addition, the
mathematical derivations consisting of the generation of the pre-planned path, and modeling of
an uneven terrain are explained in this section. Furthermore, Section 4.3 formulates the gener-
alised vectors along the desired trajectory for both linear and rotational unit vector components
associated with mobile robot motions, as well as the desired kinematic behaviour (linear and
angular velocities) of mobile robot along the desired trajectory. Using a computer simulated
program, the results are presented in Section 4.4. Section 4.5, provides some discussion related
to the results of the kinematic simulation and some concluding remarks.
Following the kinematic model discussed in Chapter 4, Chapter 5 focusses on the control
method of mobile robot trajectory tracking, modeling and control under the same mechani-
cal constraint explained in Chapter 4, while focusing on the utilisation of the classical control
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technique of a flat surface for an uneven surface problem. This chapter begins with a brief
introduction (Section 5.1) highlighting the demands of tracking capability for a mobile robot
systems, reviews of present methods and the aim of this section. Furthermore, in Section 5.2,
comprehensive problem statements for mobile robot motion on flat and uneven terrain are given,
describing utilitisation of flat surface formulation on an uneven terrain environment. Section 5.3
explains the control strategy. The mathematical derivation of error tracking model based on
Kalman filter position estimate is derived in Section 5.4.1 and 5.4.2. Meanwhile, Section 5.4.3
describes the control laws and the controller performance and simulation results are presented
in Section 5.5. The last two sections (Section 5.6 and Section 5.7) provide some discussion and
concluding remarks related to the simulation results and controller performance.
The last chapter, Chapter 6, provides the conclusion of the research work discussed in this
thesis. Futhermore, some potential research work related to the subject of this research area is
discussed in this chapter.
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Chapter 2
Mechatronic Design of Variable
Geometry Tracked Vehicle with
Independent Track Control
2.1 Introduction
Over the past two decades, there has been increasing interest in research activities emphasising
the application of mobile robot systems in uncertain, unstructured and dangerous environments.
The application of mobile robot systems, for example in urban search and rescue (USAR) opera-
tion, requires a platform that is capable to handle and negotiate many uncertainties, in particular
the terrain’s structure. It is also diﬃcult to ignore the need for the mobile robot platform to have
a certain level of autonomy in order to adapt itself to various types of terrain and work robustly
in complex and highly unstructured enviroments. On top of that, it is challenging to design and
develop a generic and versatile mobile robot system that is able to adapt and perform in many
types of environment and operating missions. In this chapter, the main focus is to propose a
novel design of a mobile robot that is able to adapt to various types of terrain. Furthermore, the
proposed mechatronic system is tested in several terrain setups including ramp, curb, staircase
and rubble.
In order to design a mobile robot system that is able to negotiate with uneven terrain, one
must identify his/her mobile robot design associated with the mobile robot classification. In
general, mobile robot system can be classified according to the physical size and portability. A
common classification approach, which is presented in Casper and Murphy (2003) divides mobile
robots into three categories:
• Man-packable is the smallest mobile robot in terms of physical size. For that reason, a
mobile robot belonging to this category should be able to be carried safely by one man. In
other words, the entire mobile robot system including batteries, remote control, spare-parts
and etc can fit in one or two backpacks.
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• Man-portable is slightly larger than man-packable. In terms of portability, a mobile robot
in this category should be able to be transported by all-terrain vehicle and can be carried
by one or two men for a short distance.
• Maxi is the largest category in terms of mobile robot physical size. It requires special
transportation such as trailer in order to transit from the mobile robot storage area to
designated operation sector.
In addition to the classification of a mobile robot system, another key aspect in designing a
versatile mobile robot that is suitable for uneven terrain is the selection of the driving mecha-
nism system. A typical driving mechanism can be broadly categorised over many mobile robots’
locomotion in various applications, which include wheeled, crawler-tracked, legged and hybrid
mechanism. However, in USAR mission perspective, a mobile robot is required to achieve stabil-
ity whilst moving in robust and uncertain environment. On top of that, it is critically important
to ensure suﬃcient clearing capability that allows it to pass over “small” voids or explore narrow
paths. For these reasons, legged mechanism such as biped human-like mobile robot and RHex,
(Moore et al., 2002), are inappropriate for USAR operation. However, it is diﬃcult to ignore the
capability of biological inspired legged robot such as ASIMO in USAR operation. This is because
their ability to be programmed to provide human-like motion which is highly useful in USAR
operation. Therefore, the adaptation of legged mechanism robot in the near future is inevitable.
Meanwhile, with reference to classification given earlier, the design of the mobile robot should be
considered as man-packable in order to move through “small” void and narrow paths. Another
important design characteristic is the ability of mobile robot to pass or climb obstacles (e.g.
staircase). In this chapter, the main research interest is to investigate the existing mobile robot
configuration that is suitable to perform motion in complex and uneven terrain. Additionally,
the most fundamental problem in design process is addressed by improving existing design to
accomplish desired motion on specific obstacles.
2.1.1 Motivations
To date, there has been a wealth of research activities on mobile robot driving mechanism. As
mentioned earlier, currently, legged mechanism in particular biped human-like mobile robot is
clearly not designed for a highly unstructured environment application due to fabrication cost and
programming complexity. However, despite being developed for educational and entertainment
purposes, biped mobile robot (e.g. ASIMO) has proven highly adaptable when moving on
prepared terrain, in particular staircase (Hirai et al., 1998). However, implementation in complex
and uncertain environment is still highly debated especially after 2011 Tohoku earthquarke that
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severely damaged Fukushima Daiichi Nuclear Power Plant (Kaneko, 2012).
Meanwhile, hybrid design such as hyper-redundant mechanism is reported to be able to enter
narrow space and traverse in highly complex environment. Nevertheless, it is diﬃcult to control
these motion because it consists of more then two flexible joints. On the other hand, wheeled
mechanism requires larger wheel diameter to extend the climbing limit to at least half of its
wheel diameter (Moosavian et al., 2006). Similarly, a typical crawler-tracked mechanism is only
able to overcome an obstacle that has at most half of the track’s height. However, in contrast
to wheeled mechanism, a crawler-tracked mechanism can achieve good stability by optimising
track-to-ground contact surface.
In spite of that, a promising crawler-tracked configuration that is capable to climb over
an obstacle which is larger than the track’s height is called variable geometry tracked vehicle
or VGTV. It can be further identified based on its track arrangement: either single-track or
double-track. A double-track VGTV, Figures 2.1-2.3, normally consists of two tracks on each
side of its body where the longer track is used to drive the platform whilst the other one,
arranged at the front of the platfrom and have shorter length, is actuated via separate track arm
to perform various tasks such as climbing (Lee et al., 2003). Another variation of double-track
VGTV is presented by Schempf et al. (1999) and Lee et al. (2004), where the actuated tracks
are configured in triangular shape bringing an unadjustable climbing angle. Both double-track
VGTVs are designed to prevent track material deformation particularly during climbing motion.
On the other hand, a single-track VGTV, Figure 2.4, has a simpler track arrangement where
each side of the mobile robot platform only employs one track to perform climbing motion. The
first single-track VGTV was introduced by Iwamoto and Yamamoto (1984) and it was further
improved by Goldenberg et al. (2009). Both designs consisted of three wheels on each side and
a set of planetary wheels to ensure a constant track length whilst changing the configuration of
track. Meanwhile, Kim and Lee (2007) proposed a diﬀerent approach to address the track length
problem by investigating the distance between rotation axis (of track arm) and both ends of the
arms.
Both single and double-track VGTV arrangements were designed to achieve specific climbing
motion whilst maintaining a constant track length. Motivated by Kim and Lee (2007) and
iRobot (2010), this chapter proposes a new VGTV configuration with two independent track
arms. The prototype is able to modify its geometrical configuration based on sensor input whilst
the independent track arm enhances stability of its body when traversing along uneven surfaces.
For example, consider a single-track VGTV traversing along a side slope as depicted in Figure
2.5. Without independent track control feature (Figure 2.5a), the mobile robot tends to roll-
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Figure 2.1: A basic configuration of double-track VGTV. Image is adapted from iRobot (2010).
Figure 2.2: PackBot from iRobot is an example of a double-track VGTV and widely use in mil-
itary operation (iRobot, 2010). Image is free to share, under the licensed of Creative Commons.
23
Figure 2.3: Another double-track VGTV configuration. Adapted from Woosub et al. (2005).
Figure 2.4: Inuktun VGTV is an example of single-track VGTV. Adapted from Wang and Gu
(2007).
24
over if the side-slope angle exceeds the angle that the mobile robot can compensate. In contrast,
Figure 2.5c illustrates the proposed design in this chapter executing transformation on one side
of its track to overcome potential mishap. Additionally, the track’s tension variation is controlled
by a simple leadscrew mechanism and has self-righting capability due to a symmetrical design.
In this thesis, the term VGTV is refers to the single VGTV arrangement.
2.1.2 Aim
The aim of this chapter is to focus on developing a mobile robot platform that is able to travel on
various types of terrain. The proposed design, which is motivated by Goldenberg et al. (2009) and
Paillat et al. (2008) is a new VGTV configuration that has actuated body mechanisms on both
sides of the track. The actuated part which is called track arm, can perform identical motion for
climbing purpose or controlled independently to ensure stability of overall physical body. Due
to the single-track design and non-deformable track material properties, a novel track tension
control method is applied. Unlike Goldenberg et al. (2009), the prototype of VGTV mobile
robot can achieve a constant track length throughout geometric transformation by employing
a simple leadscrew mechanism. The track length geometry formulation, which is motivated by
Kim and Lee (2007) is important to determine the design parameters prior to the actual physical
design. In summary, certain improvements are made over the prototype proposed by Kim and
Lee (2007) and Goldenberg et al. (2009) which are:
• linear leadscrew mechanism is employed to control the track’s tension;
• the track angle on both sides of mobile robot can be controlled independently;
• the prototype is designed in symmetrical manner whereby;
– the left side is identical to the right side; and
– the upper side is identical with the bottom side, to achieve self-righting capability.
• unlike design parameters determined by Kim and Lee (2007), the distance between both
track’s arm end and the rotation axis is equal; and
• the track geometric modeling results the relationship between leadscrew mechanism and
track angle.
Furthermore, the result from track geometric modeling which is motivated from Kim and Lee
(2007) is important to minimise the track material deformation. The function of the leadscrew
mechanism is not only useful to achieve a constant track length throughout geometric transfor-
mation, but also beneficial to adjust the track’s tension. For instance, the leadscrew can reduce
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(a) Fixed-geometry tracked mobile robot. (b) Front-view of fixed-geometry tracked mobile robot.
(c) Proposed VGTV mobile robot on side-slope. (d) Front-view of the proposed VGTV mobile robot on side-
slope.
Figure 2.5: Three-dimensional and two-dimensional (front-view) of the VGTV traveling along a
side slope. Figure 2.5a and 2.5b illustrate a conventional fixed-type tracked mobile robot with
possibility to experience tip-over with excessive side-slope angle (rolling angle,  ). The proposed
VGTV mobile robot in this chapter (Figure 2.5c and 2.5d) is capable to negotiate with side-slope
to prevent mishap overturn. .
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the track tension to get better grip on terrain. Additonally, it also has a stereo vision camera
system (SVS) to capture video image of its surrounding, as well as an inertial measurement unit
(IMU) to detect body orientation during transformation.
2.1.3 Methodology
Generally speaking, any mobile robot travelling on unknown and uneven terrain is required
to have certain level of ability to adapt with various terrain structure. In case of the VGTV
proposed in this chapter, it utilises the variation of geometrical configuration in order to adapt
with various obstacle features such as ramp, curb, rubble and stair. In this chapter, the problem
of mobile robot (in particular VGTV) dealing with uneven surface is classified into two categories:
1. overcome obstacle in forward direction (climbing motion); and
2. comprise a side-slope to prevent tip-over.
In Figure 2.6, an example of a VGTV overcoming obstacle principle is illustrated. Let the arrow
labelled with x denote the forward direction, the basic command movement of the VGTV is
controlled by a local control unit, such as microcontroller along side with motor drivers. As soon
as the mobile robot encounters an obstacle, it quickly varies its configuration to adapt with the
obstacle with an appropriate climbing angle, ✓cl, instead of avoiding the particular obstacle. In
the second scenario as depicted in Figure 2.5a, consider the VGTV moving along a side-slope.
If the side-slope angle exceeds the allowable limit that the mobile robot can handle, there is
some possibility for the mobile robot to slide along the slope or even worse, accidentally tip-
over. In contrast, a VGTV with independent tracked control is able to adjust its orientation by
varying only one side of the track configuration to enhance platform stability to prevent mishap
as illustrated in Figure 2.5c.
This chapter is hereinafter organised as follows; in Section 2.2, a comprehensive initial analysis
of relationship between track length and geometric transformation are given, describing mathe-
matical justification of tracks’ varying mechanism to control the track length by identifiying one
side of the track relation with the climb angle because the other side is identical. Furthermore,
the mechanical structure, control and sensing capabilities are explained in Section 2.3. Section
2.4 demonstrates the actual physical transformation of the proposed VGTV design over several
obstacles including ramp, curb, stair and rubble. The last section provide some discussion and
concluding remarks (Section 2.5) related to the observation of actual tranformation of VGTV
presented in Section 2.4.
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(a) VGTV traverse on a flat surface. (b) VGTV approaches an inclination.
(c) VGTV climbs an obstacle.
Figure 2.6: 2-dimensional side view of climbing principle of the proposed VGTV mobile robot.
Figure 2.6b illustrates VGTV configuration before transforming to a climbing configuration as
shown in Figure 2.6c.
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Table 2.1: Fixed design parameters for the proposed mobile robot.
Symbol Value (mm)
Total length L 530
Total height H 80
Total width W 150
Arm length x2 300
Chasis length exclude wheel x1 450
Wheel diameter Dw 80
Track width tlw 40
2.2 Geometric Formulation
In Section 2.1.1, several examples of VGTV configuration and methods to control the track length
problem have been presented. Meanwhile, in Section 2.1.2, a new approach to control the track
variation is proposed by employing a linear leadscrew mechanism in order to achieve a constant
track length throughout geometrical transformation. The next step is to describe the physical
design. However, it is very important to investigate the track geometry formulation related to
the geometrical transformation before describing the mechatronic design of the proposed VGTV
mobile robot in detail. This is because, without any track’s tension control mechanism such
as leadcrew, the total track length will increase as the ✓cl increases. In contrast, with the
implementation of track’s tension control mechanism on the design, it is not only able to achieve
a constant track length as ✓cl increases, but also able to vary the track’s grip by slightly reducing
the track’s tension especially during climbing.
As mentioned in the previous section, the proposed VGTV design in this chapter uses a single-
track configuration and utilises a leadscrew mechanism to adjust the track’s tension. Now, let
the VGTV traverse on a flat surface before it encounters an obstacle. The behaviour of the
VGTV when it encounters any obstacles is illustrated in Figure 2.6. The control principles are
based on the obstacle’s slope parameter, then a suitable geometric transformation is initiated
for climbing purpose. In order to investigate the relation between track length and geometric
transformation, the analysis of the track length is devised in two conditions which are:
1. track length during VGTV in flat position, and
2. track length during VGTV in any climbing position (at 0 6 ✓cl 6 ⇡2 rad).
Because the proposed VGTV is designed identical on left and right side, the calculation of the
desired track length, tldes, is done only at one side of the mobile robot. Therefore, the related
mathematical computation in this section is done by assuming both tracks vary with the same
direction. Additionally, the design parameters for the proposed VGTV are summarised in Table
2.1, considering design requirement and specification determined in Moosavian et al. (2006).
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2.2.1 Track geometry and configuration control
Consider the parameter ✓cl denoted as the angle required to climb an obstacle. This angle is
constructed between the track arm and the VGTV’s main body. The desired track length, tldes,
is given when the mobile robot platform is in initial posture where the initial posture is given
by when the geometric configuration is fully flat. Meaning, most of the tracks’ surface on both
sides of the platform are in contact with the terrain surface as shown in Figure 2.7a. Moreover,
the climbing parameter, ✓cl, is equal to zero for the initial posture. With reference to Figure
2.7a, the track length can be derived as
tldes = tlflat = x1 + (x1   nx2) + nx2 + s2 + s3
= 2 · x1 + s2 + s3 (2.1)
where
x1 is the length of track surface which is in contact with the terrain surface within flat
configuration, which is also equal to the length of CE,
s2 and s3 are the track length (curvature) around front idler and back driving wheels.
However, in order to overcome an obstacle which is higher than half of its track height, the VGTV
is required to transform its geometric configuration by actuating both track arms at certain
angle resulting in changes in ✓cl. Let the track arms’ operating angle be set to 0 < ✓cl < ⇡2 rad.
Investigating Figure 2.7b, the variation of track length value within this limit results in the new
track length equation. The new track length and angle relationship can be written as
tl0<✓<⇡2 = x2 + a+ b+ s1 + s2 + s3 (2.2)
With reference to Figure 2.7b, the parameters of a, b, s1, s2 and s3 in equations 2.1 and 2.2 can
be derived using Law of Cosines, and given as
a =
q
(mx2)
2 + (x1   nx2)2   2 (mx2) (x1  mx2) cos (✓cl) (2.3)
b =
q
(nx2)
2 + (x1   nx2)2   2 (nx2) (x1   nx2) cos (⇡   ✓cl) (2.4)
s1 =
Dw
2
(
⇡   cos 1
"
a2 + (mx2)
2   (x1   nx2)2
2amx2
#)
(2.5)
s2 =
Dw
2
(
⇡   cos 1
"
b2 + nx22   (x1   nx2)2
2bnx2
#)
(2.6)
s3 =
Dw
2

⇡   cos 1
✓
a2 + b2   x22
2ab
◆ 
(2.7)
where
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(a) Flat (✓ = 0).
(b) climb
 
0 < ✓ < ⇡2
 
.
Figure 2.7: Two-dimensional side views of a VGTV with climbing configuration. On a flat
surface, the proposed VGTV does not require to vary its geometry, as shown in Figure 2.7a. In
contrast, it is required to transform its geometric shape in order to deal with obstacles. However,
the tracks length parameter changes when the mobile robot varies its geometry. Figure 2.7b
shows all the parameters to be considered in order to analyse the track length problem.
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Table 2.2: The diﬀerence between maximum and minimum value of track length for each com-
bination in Figure 2.9.
Ratio 1 : 9 2 : 8 3 : 7 4 : 6 5 : 5 6 : 4 7 : 3 8 : 2
Diﬀerence 93.02 62.69 28.34 27.50 70.82 127.04 187.85 252
x2 is the track length which is parallel to track’s arm, DE,
s1 is the track length (curvature) of second idler wheel,
a is the track length during climbing configuration, CD,
b is the track length during climbing configuration, CE,
✓cl is angle constructed between main chassis and track arm in order to adapt with climbing
slope, \COD,
m is the distance between centre of idler wheels with the rotation axis of track arm, OD,
n is the distance between centre of idler wheels with the rotation axis of track arm, OE, and
Dw is diameter of the wheels.
Note that the computation distance rate of EO and DO in Figure 2.7b is important to determine
the total track length as ✓cl increase. On top of that, a desired total track length at any value
of ✓cl is determined by substituting design parameters in Table 2.1 into equation (2.1). Further
computation related to the distance rate of EO and DO and ✓cl will be analysed in the next
section.
2.2.2 Comparison of track length variation
It has been suggested that the distance ratio between both track’s arm end and rotation axis,
EO and DO is 1 : 1.310 (Kim and Lee, 2007). However, a simpler method to analyse the eﬀect
of the total track length and the distance ratio of EO and DO is by solving equation (2.2) at
several distance ratios. Now, consider the track arm length, DE, equally divided into ten small
units as characterised in Figure 2.8. Additionally, the placement of the rotation axis is illustrated
by any of the solid grey dots along the centre of the arm (dotted line). Let the rotation axis fit
at one of the grey dots, the distance from the rotation axis towards the left end of the track arm
is denoted by m (or inner arm distance) and the distance from the rotation axis towards the
right end of the track arm is denoted by n (or inner arm distance). In this section, the analysis
of the track length is achieved using the distance rate of m and n combination.
Substituting each combination of m and n into equations (2.3), (2.4), (2.5) and (2.6), results
in a set of track length variations as depicted in Figure 2.9. The results show that the physical
track length is fixed to desired track length, tldes, but as the physical track angle, ✓cl, varies, the
required total track length varies. Table 2.2 summarises the results from the calculation for each
combination of m and n in terms of the minimum and the maximum length of required track as
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Figure 2.8: Explanation of track arm with ten unit length. The dashed line indicates the
horizontal centre line component of the arm and the grey-dot denotes possible location of the
rotation axis.
well as the diﬀerence between these two values. This diﬀerence implies that the track’s material
must be subject to deformable material properties. However, it is stated in Section 2.1.2, the
track used on the proposed VGTV is non-deformable.
From Table 2.2, the combination ofm and n with value (4 : 6) has the least diﬀerence between
the maximum and minimum length of the track. However, observing the (m : n) relation with
track length given in Figure 2.9d, the maximum track length is given at ✓cl ⇡ 1.2 rad before
reduces the track length at 1.2 rad < ✓cl 6 ⇡2 rad. The second least diﬀerence is given by
the combination of (3 : 7) but it slightly increases the track length from initial position (flat
with ✓cl = 0) to 0.7 rad before drastically reducing the length at 0.7 rad < ✓cl 6 ⇡2 rad. In
these two events, it is diﬃcult for any actuator to compensate with the sudden changes of the
track length because the track length does not monotonically increase with ✓cl. The third least
diﬀerence between the minimum and maximum length is with combination of (2 : 8) where the
inner arm distance is shorter than the outer arm distance. In mechanical design point of view,
the big diﬀerence between inner arm distance and outer arm distance results in poor torque
distribution because load (track tension) are located at both ends of the arm. For this reason,
the combination of (5 : 5) seems to be the most appropriate and easier to control because the
track length gradually increase 0 rad < ✓cl 6 ⇡2 rad.
With the combination of m and n at (5 : 5), the rotation axis is located exactly at the
centre of the track’s arm. Substituting the parameters of x1, x2 and Dw as defined in Table 2.1
into equation 2.2, the relation between track length and (m : n) within 0 rad < ✓cl 6 ⇡2 rad is
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(a) 1 : 9 (b) 2 : 8
(c) 3 : 7 (d) 4 : 6
(e) 5 : 5 (f) 6 : 4
(g) 7 : 3 (h) 8 : 2
Figure 2.9: Comparison of track length changes with diﬀerent combination ofm : n. The analysis
is done without consideration of parameter   in order to study the appropriate combination of
m : n.
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Figure 2.10: Climb configuration with parameter of  . This parameter will be used in order to
keep the track length constant.
characterised in Figure 2.9e. Clearly, the track length monotonically increases with ✓cl as the
VGTV varies its geometric configuration.
2.2.3 Formulation of the relationship between leadscrew and ✓cl
As described earlier in Section 2.1, the track material used for the proposed VGTV design
is not capable to tolerate the track’s elongation. For that reason, an additional parameter is
introduced to control the required track length to within acceptable bounds to avoid undue
tension on the physical track. In other words, as the physical VGTV varies its configuration,
the track length must be equal to the desired track length given in equation (2.1). Figure 2.10
shows the geometric formulation of the VGTV in climbing configuration with an additional track
tension control distance,  .
From Figure 2.10, the new formulation of the track length within the range 0 rad < ✓cl 6 ⇡2 rad
is given by
tl  = x2 + a  + b  + s1  + s2  + s3 
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(a) Relationship of ✓,   and track length variations.
(b) Relationship ✓ and   at a constant track length value.
(c) Track replot.
Figure 2.11: Track length geometry modeling. The mesh in Figure 2.11a illustrates the rela-
tionship between ✓cl and   with variations of track length value. Slicing through the mesh at
tldes gives relationship of ✓cl and   at tldes. This relation is important to keep the track length
constant (Figure 2.11c).
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where parameters a, b, s1, s2 and s3 are derived using law of cosine
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As mentioned before, the total track length is fixed to the desired track length, tldes, therefore
tl  = tldes
tldes = x2 + a  + b  + s1  + s2  + s3  (2.8)
With the value of desired track length set by equation (2.1), tldes = 1150 mm, the variable
parameter   is given by substituting x1, x2 and Dw defined in Table 2.1 into equation (2.8). In
the computer simulation,  max is calculated as
 max ⇡ 40.20mm
when ✓cl = 90deg.
Further simulations were used to determine the required relationship between ✓cl and  .
Simulation result shows that a constant value of track length is achievable to satisfiy the value
of tldes throughout track transformation, within the range of 0 rad < ✓cl 6 ⇡2 rad. In order to
eliminate the unwanted track’s material deformation and achieved tldes,   needs to be tuned
automatically. Mesh plot in Figure 2.11a shows the variation of track length required for each
combination of ✓cl and  . From the knowledge given by computation in equation (2.1), slicing
through the mesh horizontally along tldes = 1150mm, results in a 2-dimensional plot (Figure
2.11b) of the relation between ✓cl and  . Then, an approximate curve fitting method is used to
obtain a polynomial relation that is used to determine the tuning parameter of   when flipper
angle is ✓cl. The final result of the simulation is shown in Figure 2.11c which clearly shows that
tlact is approximated as tldes with error ±0.1mm. The function   (✓cl) is given by
  (✓cl) ⇡ 4.12✓5cl−8.93✓4cl−22.68✓3cl + 58.69✓2cl−1.08✓cl + 0.04 (2.9)
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Note that equation (2.9) is not unique because it is dependent on the setting of polynomial
order in the computation. Substituting ✓cl (where 0 6 ✓cl 6 ⇡2 rad) into equation (2.9), then
plotting on same plot of Figure 2.11b results in identical plot where curve with “o” denotes the
plot resulting from slicing the mesh while “solid-dot” denotes the plot resulted from substituting
✓cl into equation (2.9).
In this section, the mathematical derivation of VGTV transformation associated with track
length was investigated. Parameter   was introduced to keep the track length constant at any
value of ✓cl where the range of ✓cl is between zero rad to ⇡2 rad. In the next section, the actual
physical design of the VGTV prototype is presented focusing on mechanical structure and general
control framework.
2.3 Mechatronic Design
Previous analysis in Section 2.2 provides the relationship between   and the climbing angle which
is a very important consideration in order to proceed with actual mechatronic design. In the
beginning of the actual mechatronic design phase, several objectives have been defined based
on the tasks and mobile robot types described in Murphy et al. (2008). The primary design
objective is to adapt with the search and reconnaisance task which clearly involves negotiation
with various types of terrain and obstacles. In addition, size and mobility of the mechanical
design must impact the primary design objectives. In this section, the design of the proposed
VGTV mobile robot is divided into two parts. One is the mechanical structure and the other is
the control unit and sensing capabilities.
2.3.1 Mechanical structure
As defined in Casper and Murphy (2003), the proposed VGTV in this chapter is considered as
a man-packable mobile robot. Illustrated in Figure 2.12, the proposed VGTV mobile robot is
designed in compact size, 300mm⇥150mm⇥50mm, and composed of three main parts: (1)
main body, provides enclosure for internal devices; (2) left and right identical track arms; and
(3) stereo vision system (SVS) casing, enclosure for SVS unit.
The key design criteria are:
• Unlike existing VGTV, the prototype is capable to construct diﬀerent ✓cl on both sides of
the track arms to avoid mishap due to tip-over (Figure 2.13b).
• Similarly, it is also able to perform symmetrical climbing angle, ✓cl, on both sides of track
arms (Figure 2.13a).
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(a) Top view.
(b) Front view.
Figure 2.12: Mechanical structure of the prototype.
• In order to achieve specific ✓cl and control the track’s tension, two sets of leadscrew mech-
anisms (Figure 2.14) are used whenever the track arms change their angles to adapt with
terrain. Figure 2.16 shows the arrangement of actuators inside the main chassis.
Instead of using variable planetary wheel system to control the track length as found in Gold-
enberg et al. (2009), the prototype utilises a simple but unique linear leadscrew mechanism to
control the track’s tension. The variable track geometry is the result of the track arm transforma-
tion at the specified ✓cl (Figure 2.13a). On top of that, a constant total track length (1150mm)
is achievable throughout geometric transformation and control by leadscrew mechanism. The
rotating motion of the track arm which is actuated by servo drive is attached on the leadscrew
mechanism. Having said that, as the servo drive rotates the track arm at the specified ✓cl, the
leadscrew moves or adjusts the position of the servo drive by adjusting the leadscrew (Figure
2.14).
Additionally, two rechargeable twelve volt batteries connected in series to supply power to
all the actuators and electronic boards and provides one hour overall endurance. The prototype
employs eight motor actuators: (1) two twelve volt DC motors (motor 1 and 2) located at rear
of the main body chassis to drive both tracks; (2) two twelve volts DC motors (motor 3 and
4) located at left and right inside the main chassis to drive the leadscrew parts; (3) two heavy
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duty servo motors (motor 5 and 6) to construct appropriate ✓cl for both track arms; and (4) two
standard servo motors to adjust the orientation of the SVS enclosure.
2.3.2 Lowest Control Layer
Besides the actuators explained in previous section, another fundamental issue in mechatronic
design is to determine the control framework based on the level of autonomy. In this chapter, the
VGTV is assumed to be remotely-operated. The command that indicates basic movements (e.g.,
forward-reverse and left-right) are under minimal control by an operator. In order to minimise
the operator load, VGTV will autonomously adapt the track configuration to the terrain. To
fullfill this requirement, this chapter proposes a three layer control architecture as depicted in
Figure 2.15.
The control architecture itself is a top-down approach in which the highest level control
layer defines the global mission, the intermediate level control layer focuses on the VGTV’s
configuration control and the low level control layer executes instructions from the intermediate
level control layer and translates them into the track speed. Consider, for example, the VGTV
is required to travel on designated path with certain type of obstacle. In order to climb the
obstacle, the VGTV is required to transform its configuration and adjust the track’s tension.
For that particular motion, the VGTV needs to execute two rotational motion simultanously:
(1) rotate motor 3 and 4; and (2) construct ✓cl via rotation of motor 5 and 6. On the other hand,
if the VGTV is required to enhance stability along a side-slope (Figure 2.5c), only one side of
the track arm is actuated.
As mentioned before, the low-level control is described as the local control system which
processes input from sensors (or manual controller) and develops appropriate command signals
and transmits them to the designated actuators. In general, the low-level control system for the
proposed VGTV mobile robot is dedicated to actuator motion control. From Figure 2.16, all DC
motor actuators are connected to the designated motor drivers and controlled by a central control
unit employed by an Arduino MEGA 2560 board. Meanwhile, servos are directly connected to
the output pins of the Arduino MEGA 2560. The posture and orientation of the prototype is
determined by a Sparkfun 9-degree-of-freedom Razor Inertial Measurement Unit (IMU). Figure
2.17 illustrates the posture of the VGTV prototype identified by these sensors. The reading
of the sensor indicated by the value of roll, pitch and yaw with body orientation and heading
direction are visualised by the red square and green arrow respectively. Additionally, the back
plane connector port shown in Figure 2.18 provides connection interface for (1) manual controller;
and (2) external computer for serial access and programming mode via two USB ports.
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(a) Symmetrical climbing.
(b) Independent track arm.
Figure 2.13: Two basic body actuation resulted by the adjustment of the leadscrew mechanism.
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Figure 2.14: Leadscrew mechanism.
Figure 2.15: The flowchart is the mobile robot control architecture with the magnifier indicating
that the lowest level control layer is the focus in this chapter. The internal operation logic in
low-level control layer is illustrated by the right hand side flowchart.
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Figure 2.16: Actuators, control unit and onboard sensor.
Figure 2.17: Sample IMU image. Software interface is developed by Peter Bartz and Sascha
Spors, released under GNU GPL (General Public License) Bartz (2012).
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Figure 2.18: Back panel connector ports.
2.4 VGTV Transformation
In order to evaluate the proposed VGTV design, several experiments were conducted. The
objective of the experiment is to observe the behaviour of the proposed VGTV on several types
of obstacles/terrains. Moreover, the orientation of the main chassis was recorded using Sparkfun
9-degree-of-freedom Razor IMU AHRS. The obstacles/terrains used in this experiment were:
• Ramp: The simplest obstacle to represent flat inclination with specific slope angle.
• Curb: Vertical inclination where the obstacle height is higher than height of the VGTV.
• Stair : The most tested obstacle feature in indoor and outdoor environment. VGTV is
required to ascend and descend the staircase.
• Rubble: Represents a complex terrain where VGTV is tested on two aspects; (1) as-
cend/descend; and (2) stability on side-slope.
A computer was used in the experiment to display the IMU measurement as depicted in Figure
2.19. The sensor which was directly connected to a computer measures the orientation of the
prototype when it travel along the obstacles.
The VGTV was configured into flat configuration as the initial posture (start position). Note
that the SVS unit was detached from the mobile robot platform. This is because the function of
this device is purely for capturing live video of its surrounding. Nonetheless, in this experiment,
non-video input was utilised as an input to the VGTV. Despite that, the command for the
VGTV’s movement is set by an external handheld controller. The results were organised in
terms of VGTV’s transformation pictures according to the experiment’s diﬃculty level described
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Figure 2.19: Experimental setup.
earlier. For convenience, each experimental result will be presented in two figure groups. The
first group is photographs of the physical transformation. Meanwhile, the second group is the
sensor reading in the form of visualisation of main chassis orientation measured by the Sparkfun
9-degree-of-freedom Razor IMU AHRS.
Photos shown in Figure 2.20 illustrate the behaviour of the prototype when it traveled on a
ramp. The ramp which is made by a flat panel with 0.8 metre length and elevated by 0.3 metre
height (at one side) resulting in approximate 20 degree inclination. Within this experiment
setup, the VGTV was not required to construct ✓cl via its track arms. On the other hand, in the
second experiment, the VGTV was expected to overcome a simple curb with the dimension of
0.17 metres height. The motion of the VGTV and behaviour of the track arms is shown in Figure
2.22. In order to conquer the curb, the VGTV is required to adjust its ✓cl to approximately 25deg
(0.4363 rad). Substituting 0.3491 rad into equation (2.9) yielding
  (0.4363) ⇡ 4.12 (0.4363)5−8.93 (0.4363)4−22.68 (0.4363)3 + 58.69 (0.4363)2
−1.08 (0.4363) + 0.04
⇡ 8.6mm
The result from the above solution means that both sides of the leadscrews were adjusted by
approximately 20mm in linear motion resulting in symmetrical climbing motion (Figure 2.22b).
Inspite of ramp and curb, another obstacle feature involved in this experiment was a staircase.
In general, staircase is the most common obstacle tested on many mobile robots with a goal
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(a) Before climbing. (b) Climbing.
Figure 2.20: The proposed VGTV mobile robot was ascending a simple ramp with 20 deg slope.
It was not required to change its configuration due to the flatness of the slope.
to investigate the stair climbing capability. Even though the staircase structure is physically
complex compared to the curb, the VGTV was expected to behave similarly to the curb testing.
Such experiments were performed and shown in Figure 2.24 and Figure 2.26. Additionally, the
IMU readings are recorded in Figure 2.25 and Figure 2.27 for ascending and desending stair
accordingly. In comparison between these scenarios, descending a staircase is an easy task for
VGTV due to the the robustness of the design where it can simply descend in flat configuration.
In constrast, it was required to transform its configuration to overcome the staircase, particularly
at the beginning of the climbing. The stair climb rules of the prototype are summarised as follows:
• flat to climb with ✓cl ⇡ 0.6109 rad (Figure 2.24a), then
• gradually reducing ✓cl (Figure 2.24b) and continue ascending, and finally
• transform to flat configuration when it reaches the top (Figure 2.24c).
From the results (photos), both track arms are transformed in symmetrical manner to conquer
the staircase.
The final experiment was the rubble where the VGTV is required to traverse on that partic-
ular setup (Figure 2.28). There were two elements tested in this experiment. First, the VGTV
was tested on climbing ability, and secondly it must regain stabilty to prevent tip-over. Similar
to the staircase experiment, VGTV was started in a flat configuration. Then, it transformed its
shape via track arm angle of ✓cl ⇡ 0.4363 rad to start climbing before slowly reconfigured itself
into flat shape. Due to the complexity of the rubble setup, the VGTV was forced to move along
a side-slope. For this type of obstacle feature, the left track was adjusted by ✓cl ⇡ 0.4363 rad in
order to prevent tip-over as depicted in Figure 2.28. IMU readings related to rubble experiment
are recorded in Figure 2.29.
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(a) IMU reading before climbing. (b) IMU reading while climbing the ramp.
Figure 2.21: IMU reading related to the ramp obstacle motion in Figure 2.20.
(a) Before climbing. (b) Ready to climb.
(c) Start to overcome. (d) Climbing the curb.
(e) After climbing.
Figure 2.22: The proposed VGTV mobile robot overcoming a curb with symmetrical climbing
configuration. The curb is 0.17 metres height which is higher than the VGTV track’s height.
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(a) Before climbing. (b) Ready to climb.
(c) Start to overcome. (d) Climbing the curb.
(e) After climbing.
Figure 2.23: IMU reading related to the curb overcoming motion in Figure 2.22.
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(a) Before climbing.
(b) Climbing.
(c) After climbing.
Figure 2.24: The proposed VGTV mobile robot ascending a flight of stairs. Started from a
flat configuration, the VGTV was required to change its shape into climbing configuration then
gradually reconfigured to flat configuration as soon as its finished climbing.
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(a) Before climbing.
(b) Climbing.
(c) After climbing.
Figure 2.25: IMU reading related to ascending a staircase.
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(a) Before descending. (b) Start to descend.
(c) Descending. (d) After descending.
Figure 2.26: The proposed VGTV mobile robot was descending a staircase. In contrast to
climbing the staircase, descending motion is simpler because it can travel down with single
configuration, in this demonstration flat configuration was used.
2.5 Discussion and Concluding Remarks
This chapter was written with the objective to develop a new mobile robot platform that is able
to travel on various types of terrain motivated by literature of single-track VGTV configuration
described in Section 2.1.1. As mentioned in Section 2.1.1, the fundamental problem of single-
track VGTV is to maintain a constant total track length throughout geometric transformation.
Prior studies also indicated the importance of keeping the track’s tension within transformation.
However, very little was found in the literature review on the question of how to increase track’s
grip (traction) when traveling along an obstacle. Moreover, none of the literature address the
problem of VGTV moving along a side-slope and overcoming tip-over mishap.
Instead of developing a new mobile robot system, this study is also set out with the aim of
enhancing VGTV capability by introducing independent track arm control. Unlike the track’s
tension control mechanism proposed by Paillat et al. (2008), the prototype in this chapter em-
ploys two leadscrew mechanisms mounted on both sides of the platform in order to independently
control the track’s tension during the transformation. On top of that, a constant total track
length is achievable at any value of ✓cl by adjusting the linear position of servo actuators which
are also part of the leadscrew assembly.
Motivated by the track length analysis in Kim and Lee (2007), the simulation result in Section
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(a) Before descending. (b) Start to descend.
(c) Descending. (d) After descending.
Figure 2.27: IMU reading related to descending a staircase.
(a) Before climbing. (b) Ready to overcome.
(c) Climbing the rubble. (d) Complete climbing the rubble.
Figure 2.28: The proposed VGTV mobile robot was 3-dimensional complex terrain (a rubble).
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(a) Before climbing. (b) Ready to overcome.
(c) Climbing the rubble. (d) Complete climbing the rubble.
Figure 2.29: IMU reading related to three-dimensional complex terrain (a rubble).
Figure 2.30: The proposed VGTV mobile robot is traveling along a side slope of the rubble. The
prototype was managed to prevent tip-over mishap utilising independent track arm control.
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Figure 2.31: IMU reading related to side-slope motion.
2.2 shows that the actual total track length is approximately close to the desired track length
with small error of ±0.1mm. This error, however, can be considered as an additional traction
to enhance grip on the surface. Moreover, the results from the physical experiments in Section
2.4 show that the prototype is able to negotiate with various types of obstacles. In contrast to
Paillat et al. (2008), the VGTV is able to enhance body stability in case of side-slope (Figure
2.30) to prevent tip-over mishap.
However, more research on this topic needs to be undertaken especially on the selection of
the appropriate hardware and actuators. There were several issue raised from the experiment
such as:
• chassis-to-terrain surface clearance was too small resulting in the mobile robot getting
stuck on obstacles;
• rear driving motors are not powerful enough to drive and turn the platform especially if it
gets stuck; and
• servo mechanism used on the prototype does not deliver enough stall torque to resist track’s
tension.
Some suggestions can be made to overcome these problems such as:
• increase the wheel diameter as well as optimising the chassis dimension to ensure suﬃcient
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chassis-to-terrain surface clearance;
• utilise a full-drive-system (or four-wheel-drive system) on the prototype by implementing
four motors to drive four track sprockets;
• replace the servo mechanism with another motor with higher stall torque capability; and
In the next chapter, we will discuss the overall control architecture with adoption of the proposed
VGTV mobile robot configuration. The discussion will also include a framework dedicated for
independent track control of the VGTV. The knowledge from this chapter, in particular the
ability of a mobile robot to vary its geometric configuration will be utilised. The future framework
will include the decision-making process in case the mobile robot required to operate in complex,
unstructured and unforeseen environments.
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Chapter 3
Control Architecture
3.1 Introduction
In the previous chapter, the mechatronic design of a variable geometry tracked vehicle (VGTV)
mobile robot platform has been presented. It has the ability to vary its geometrical configura-
tion to adapt to uneven terrain based on the adjustment of independent leadscrew mechanisms
installed on both sides of the track. Moreover, the physical behaviour of the VGTV over certain
types of predefined uneven surfaces is also presented. In this chapter, a complete control system
architecture for the VGTV which travels on an unknown and unstructured environment is ad-
dressed. In order to define the overall control structure for the proposed mechatronic systems in
Chapter 2, the VGTV is assumed to be able to negotiate with various type of obstacles.
As mentioned in the previous chapter, there are many challenges in order to develop a
complete robotic system for urban search and rescue (USAR). Defined as one of the challenges,
the mobile robot control architecture brings the important role to ensure the mobile robot utilised
in USAR operation is able to deliver a given mission (Section 1.1.2) successfully. For instance, a
mobile robot which is assigned to a reconnaissance and mapping task must be able to provide an
accurate map of the interior environment of collapsed structures. On the other hand, a search
mobile robot must be able to negotiate various types of terrain whilst traversing and searching
for trapped survivors. It is the responsibility of the overall control architecture of the specific
mobile robot platform to process a designated task in order to accomplish the designated mission.
Currently, most mobile robot systems available for USAR operation are required to communi-
cate with an operator, especially for decision-making scenario (Murphy, 2002). One example, is
reported by Marques et al. (2007), where a search mobile robot named as ’RAPOSA’ depended
on commands from an operator to travel between rubble. Nevertheless, it is expected that
mobile robot system for USAR operation becomes more independent particularly in decision-
making scenario (Murphy, 2004). Having said that, a mobile robot system may have a certain
level of decision-making capability to establish autonomous adequacy, regardless of the auton-
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omy level, especially in unknown and unstructured environments. In this chapter, we present an
overarching control architecture for USAR mobile robots.
The remainder of this chapter is arranged as follows: in Section 3.2, a comprehensive lit-
erature review about the growing body of mobile robot control architecture. Additionally, the
literature emphasises on systematic control architecture methodology which motivates the con-
trol framework proposed in this thesis. On top of that, Section 3.3 defines the primary objectives
of the control architecture. Furthermore, Section 3.4 formulates the control framework in terms
of the degree of control hierarchy. Describing this further, Section 3.5 describes the three-tiered
layer control architecture as well as the control schemes embedded in each layer. Finally, Section
3.6 provides concluding remarks.
3.2 Motivations
In general, the control architecture is highlighted as the central operation to the entire discipline
of robotic system, regardless of their classification. Moreover, the control scheme for completely
autonomous robot systems must consist of several complex and complicated control processes
(Bruemmer et al., 2002). Therefore, there is a serious demand to propose a systematic control
approach to resolve the fundamental control architecture issue (Jacoﬀ et al., 2002). From a
USAR mobile robot perspective, it is really obvious that they are required to have a system-
atic control architecture because they always deal with many uncertainties such as unexpected
danger, various obstacles features and sudden changes/motion of their surrounding (Liu et al.,
2007). Consequently, it is worth to investigate the existing mobile robot architectures proposed
for various types of applications in order to motivate a more generic control framework for USAR
mobile robots.
A large and growing body of literature has investigated the impact of certain designs of control
architectures onto the mobile robot systems. One of the earliest control architectures introduced
is the sense-plan-act (SPA) concept which has been widely used in many applications (Nilsson,
1969; Simmons et al., 1997b). However, this architecture demanded higher computing power
to increase the computation speed in real-time processing due to longer planning time (Miller
and Stein, 2001). Therefore, Brooks (1986) and Brooks et al. (2005) suggested the subsumption
control architecture, which normally consists of many ’processing’ blocks in a single control
framework. The advantage of the subsumption control architecture is that a ’processing’ block
is allowed to communicate (via connection) with another ’processing’ block to achieve certain
robot behaviour. In fact, the ’processing’ blocks are authorised to communicate with more that
one ’processing’ block (Toal et al., 1996). Moreover, the capability of this control architecture
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is successfully demonstrated in Brooks (1986) and Brooks et al. (2005) on their MIT AI Lab
mobile robot.
Another systematic mobile robot control architecture is proposed by Prescott et al. (1999),
utilising several layers control architecture. In comparison to SPA and subsumption control ar-
chitecture, the layered control architecture is arranged according to the organisational hierarchy
to ensure that each layer can interact properly. In general, a basic prototype of layered control
architecture is organised in three-tiered architecture where the higher layers have higher organ-
isational level of abstraction whereby the lower layer is associated with the actual behaviour
of the mobile robot (Coste-Manière and Simmons, 2000). In addition, Murphy et al. (2000)
suggested that mobile robot system for USAR application would apply an adjustable autonomy
due to the nature of the USAR environment where interaction between mobile robot systems
and operator is very important.
3.3 Aim
The aim of this chapter is to focus on developing a control architecture for mobile robot platform
that is able to travel on various types of terrain, in particular the proposed mechatronic design
described in Chapter 2. The proposed architecture, which is motivated by Gat et al. (1998);
Ridao et al. (2000) andWilliamson and Carnegie (2007), consists of three-tier control layers where
the highest layer defines the global mission whereas the lower layer implements the mission in
terms of robot control. In order to comply with the requirements discussed in Casper et al.
(2000) and Murphy et al. (2000), each control layer is composed of several control schemes.
The control schemes are engaged to process instructions from higher layer as well as to interact
between layers.
Unlike the subsumption architecture, the control schemes embedded in the proposed control
architecture introduced the selector function block to enhance the interaction of mobile robot
systems with external entity (i.e. operator). In summary, the proposed control architecture is
designed based on:
• the systematic approach of three-tiered layer control;
• the organisation of layers is according to control hierarchy;
• the dynamic autonomy between layers; and
• the requirement of interaction with selector function block to highlight external component.
Furthermore, the description of the proposed control architecture in this chapter provides some
general introduction for remaining chapters in this thesis.
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3.4 Control Structure Requirements
Consider the VGTV mobile robot proposed in Chapter 2 is utilised in this chapter. Apart
from the ability to change its geometrical configuration, the VGTV is also able to control the
track geometry independently. This ability highlights very useful feature for the mobile robot
to enhance stability when traveling along a side-slope. As a result, there is a need to design a
complete control scheme for the mobile robot system to control the independent track control
mechanisms. On top of that, the mobile robot system is expected to have certain knowledge of
the terrain/obstacle features prior to any geometric transformation.
In this chapter, a generic control architecture is proposed for USAR mobile robot, particularly
for search, reconnaisance and mapping task. As described in Chapter 1, these three mobile robot
tasks can be classified as the mobile robot navigation mission. In terms of robot architecture,
the layers are arranged according to the degree of control hierarchy. Motivated by Kortenkamp
and Simmons (2008) and Woodman et al. (2010), there are three important layers:
• the highest control layer - executive layer;
• the intermediate control layer - sequential layer; and
• the lowest control layer - reactive layer.
The detailed definition of each layer is defined according to their degree of control hierarchy
where the higher degree of control hierarchy is described as the global control. Meanwhile, the
lower degree of control hierarchy applies to the local control of the mobile robot. In short, we can
assume that the global control is the mobile robot position with respect to the world environment
whereby the actuators control command is the local control elements which reflect the physical
behaviour of the mobile robot.
3.5 Three-Tiered Layer Control Architecture
As mentioned in the previous section, one of the aims of this chapter is to provide a control
framework particularly for independent track control vehicle. In general, this thesis is focused
on the implementation of three-tiered layer control architecture as briefly explained earlier in
Chapter 2 (Figure 2.15). The obvious advantage of this control architecture is the organisation
of control scheme based on the level of taxonomy.
The proposed control architecture as shown in Figure 3.1 is arranged according to the hi-
erarchy, where the top layer (highest control layer) determines the global mission objective of
the mobile robot system. Meanwhile, the lower control layers define the mobile robot behaviour
(intermediate control layer) and desired actuators motion (lowest control layer). The first two
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control layers, highest control layer and intermediate control layer, are responsible for defining
the higher degree control algorithm which is more generic compared to the lowest control layer.
Meanwhile, the lowest control layer is proposed to adapt to the specific mobile robot system. In
addition, the subsumption-like control scheme, as proposed in Prescott et al. (1999) and Ridao
et al. (2000), is embedded in each layer in order to arrange the control block diagrams systemat-
ically for ease of programming/simulations. Before we further describe this control architecture,
it is convenient to define the overall control strategy based on Sholes (2007).
According to Sholes (2007), the autonomy level of a specific mobile robot system (UAV, UGV,
USV or UUV) can be defined based on the level of taxonomy. Figure 3.2 describes the general
approach for all mobile robot systems adapted from Huang et al. (2005) and Sholes (2007).
Nonetheless, the autonomy level for a mobile robot system could evolve according to the control
scheme. In other words, a remotely operated mobile robot system may have a certain level of
autonomy that will allow it to react autonomously based on sensor(s) input. For example, a
remotely operated mobile robot assigned for a reconnaissance task may reroute its predefined
path if the onboard sensor detects any danger (or obstacle) on its path (e.g. fire, extreme heat,
extreme high incline, etc).
The capability for the mobile robot to reroute its predefined path due to the danger (or
obstacle) in this example makes the autonomy level increase from level 1 to level 6. In this
section, we propose the anatomy of the three-tiered layer control architecture with respect to the
two elements:
1. dependencies between each control layers; and
2. evolution of the autonomy level within the three-tiered layer control architecture proposed
in this thesis.
In addition, it is convenient to explain the proposed control architecture based on the simple
example shown in Figure 3.3. In short, the example addresses a navigation problem whereby
the mobile robots are required to travel along an unknown and unstructured terrain. In this
example, the mobile robot starts at a designated start position and must finish at allocated final
position.
3.5.1 Highest Control Layer (Mission Control Layer)
In Figure 3.1, it is clear that the mobile robot control architecture is defined as a top-down
approach. Having said that, a mobile robot which is controlled by this control architecture is
dependent on mission specification defined from the highest control layer in order to execute
lowest control layer. From Figure 3.1, we can assume that the mission specification is the start
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Figure 3.1: General structure of three-tiered layer control architecture. The arrow indicates that
the control architecture is a top-down approach.
and final position of the mobile robot. Also called as mission control layer, the mission specified
in this control layer is monitored by amission monitor to ensure the mobile robot system achieves
the global mission objective.
Consequently, the mission monitor is highlighted as the key feature of this control layer.
The function of the mission monitor is to compare the actual mission with the desired mission.
On top of that, it is very important to define the control scheme embedded inside the mission
control layer which consists of several blocks as shown in Figure 3.4. As mentioned earlier, the
input to this control layer is the global mission objective whilst the output is the actual mis-
sion accomplished. In precise, this particular control layer addressed the first research question
outlined in Section 1.2.2 (Chapter 1).
Consider the example illustrated in Figure 3.3, let the global mission objective be the mobile
robot travelling between the predefined start and final position. In this particular control layer,
the important mission specification is the start and final position. The terrain structure and
obstacle feature are not modeled in this layer. However, the surface generator block, which is
intermediary operation between highest and intermediary control layer, is employed to model
the terrain surface. Meanwhile, the path/trajectory planner (which is also intermediary opera-
tion between highest and intermediary control layer) generates a two-dimensional path without
considering the surface and obstacle structure. It means, the mobile robot is always assumed to
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Figure 3.3: An example of a mobile robot required to travel on unknown terrain, given the start
and final position.
be travelling on a planar environment according to the information given in this layer.
In addition, the dashed block labeled as intervention represents the external input, e.g.
operator overwrite, where it can exploit the current mission objective as requires. Note that the
connection from the intervention block to the control scheme (in this layer) is through a selector
which means this layer only executes either predefined mission objective or overwrite mission
instruction from external input. The selector function can be illustrated by extending example
in Figures 3.5 and 3.6 in the actual USAR environment.
In Figure 3.5, the mobile robot detects the presence of a survivor which is slightly oﬀ the
predefined travel path. Consequently, the selector allows the prior mission to be overwritten
by activating the external input line whilst deactivating the global mission objective connection.
The system is required to return to the prior mission mode (via selector) as soon as external
mission completed. In contrast, Figure 3.6 illustrates the ’intervention’ block overwrite the prior
global mission objective to a new global mission objective where this particular block redefine the
desired final position of the mobile robot.
In this layer, it is diﬃcult to define the autonomy level, however, if we assume the mobile
robot is initially set as level 1 (full remote control), the mission planner block increases its
autonomy to level 3 whilst the selector (from ’intervention’ block) may allow the autonomy level
to evolve to level 5 and 6.
3.5.2 Intermediate Control Layer (Position Control Layer)
In the previous control layer, we have seen that the global mission objective is defined as the
global input to the control architecture. Furthermore, the example given in the previous section
(Section 3.5.1) illustrates the function of intervention block in case of any demand to redefine
the mission. In order to fulfill the desired mission objective, the intermediate control layer is
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Figure 3.4: Mission control block diagram.
Figure 3.5: The mobile robot detect a survivor trapped inside that rubble and need to approach
the survivor before moving towards the final position.
Figure 3.6: Change of the global mission objective.
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required to derive global mission objective in terms of mobile robot behaviour based on the world
environment. In other words, the intermediate control layer is the central operating layer which
determines mobile robot behaviour with respect to the actual environment. In this particular
control layer, the mobile robot behaviour is derived according to the desired position of the
mobile robot on the terrain whereby its motion is represented by a set of velocity vectors. It is
also convenient to assume that the surface structure of the world environment is modeled (and
computed) within this architecture by employing a surface generator block.
The key features highlighted in this control layer are:
• the generation of the desired path/trajectory;
• the modeling of terrain/obstacle representation;
• the derivation of the desired position on the modeled surface along the predefined desired
path;
• the definition of the behaviour of the mobile robot system on terrain; and
• the control scheme to ensure that the mobile robot is travelling as desired.
These key features address the second and third research questions outlined in Section 1.2.2
(Chapter 1). In order to arrange the key features and integrate inside the position control layer,
it is useful to transform these key features into a control block diagram. Figure 3.7 shows the
control block diagram embedded in the position control layer. As a sequence from the mission
control layer, the input for this layer is connected from mission planner block. As mentioned
previously, even though the mission planner block is shown as located on mission control layer,
the actual operation of mission planner is located at intermediary position between mission
control layer and position control layer.
The path/trajectory planner (which is a part of the mission planner operation) is utilised
to generate a two-dimensional preplanned path. It is critically important to define the desired
path without any knowledge of the actual terrain. However, the preplanned path must cover
specified area of the world environment. Therefore, it is assumed that a two-dimensional path
is suﬃcient to simplify the complexity of the architecture prior to further operation to model
the terrain. In the real-world, the path generator operation can be done by various methods
such as map-based pin point location or even more complex onboard preload path (Elfes, 1987;
Fujimura and Samet, 1989; Edlinger and von Puttkamer, 1994). In this chapter, we assume that
the desired two-dimensional path is generated via map-based pin point location.
Concurrent to the path/trajectory planner, the surface generator block is employed to model
a three-dimensional surface that represents the actual terrain/obstacle based on multiple sensor
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Figure 3.7: Position control block diagram.
inputs. Further to this operation, additional control scheme denoted as kinematic model block
is applied to derive:
1. the position of the mobile robot on the terrain model along the desired path with respect
to the time (third key feature); and
2. the motion behaviour of the mobile robot on the surface addressed by the fourth key
feature.
Meanwhile, the responsibility of the tracking controller in the control block diagram is to ensure
the mobile robot is travelling on the desired path as addressed on the fifth key feature.
Figure 3.9 explains the flowchart of the full operation in this control layer. Moreover, it is very
convenient to extend the example illustrated by Figure 3.3 in terms of the mobile robot thought
with regards to the path/trajectory planner, surface generator and kinematic model as shown in
Figure 3.8. Consider similar problem in Figure 3.3, now, the path/trajectory planner generated
the best possible path to cover most of the specified area. Meanwhile, the surface generator
produces the terrain model based on multiple sensor inputs. Because this control layer highly
depends on the global mission objective and mission planner, the internal control loop is utilised
to track the position of the mobile robot operating until the robot reaches the desired final point,
as shown in Figure 3.9. Similar to the previous section, assume the mobile robot is initially set
as level 1 (full remote control), the mission planner block increases its autonomy to level 3 whilst
the selector (from ’intervention’ block) may allow the autonomy level to evolve to level 5 and 6.
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Figure 3.8: An extended version of the example given in Figure 3.3. In this example, the mobile
robot system is force to think the suitable method to travel from given start and final position.
3.5.3 Lowest Control Layer (Actuator Control Layer)
We have seen that the higher degree control hierarchy is defined in the first two control layers.
In short, higher degree control hierarchy, which is described in Section 3.4, are the layers that
process more generic control inputs such as global mission objective and the desired position
of mobile robot along the path. Having said that, the higher degree control hierarchy would
be suitable to various types of mobile robot systems regardless of their driving mechanism.
For instance, a UAV mobile robot may apply similar global mission objective (the desired final
position) utilised in this chapter whilst its position is measured with respect to the altitude. It is
the responsibility of the lowest control layer, which is introduced in this section, to provide the
specific control scheme with respect to the hardware (actuators) configuration. In this section,
the lowest control layer is emphasised on actuators control for the proposed mechatronic system
described in Chapter 2.
In Figure 3.1, we can find that the lowest control layer is introduced as the bottom control
layer in the three-tiered layer control architecture. Also called the actuator control layer, it is
responsible to translate the global mission objective in terms of actuators command signal in order
to achieve the desired position of mobile robot along the path. Rather than directly translate
the global mission objective into appropriate actuators signal, the global mission objective is
elaborated into: (1) travel pattern; (2) terrain mapping; and (3) kinematic model, as discussed
in Section 3.5.2. Pursuing this further, the actuator control layer is responsible to synthesise
commands from the position control layer into appropriate actuators signal which can be defined
as the key control features. The key control features for the actuator control layer are:
• both tracks’ speed;
• servo angle; and
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Figure 3.9: Flowchart of the position control layer.
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• leadscrews’ displacement.
Moreover, the control scheme of the actuator control layer is not generic because it has to be
designed according to the mechatronic system.
Recall the mechatronic systems in Chapter 2, the mobile robot system consists of two tracks
on both sides of its body which can vary independently via servo-leadscrew combination mecha-
nism. In this Chapter, we will simplify and refer the term ✓cl as the servo-leadscrew combination
mechanism. Figure 3.10 shows the control block diagram embedded in this control layer. Rein-
state the example shown in Figure 3.8, this control layer will purely convert control commands
from position control layer, particularly from the kinematic model block, into actuators motion.
Additionally, it is very important to highlight that one of the novel aspects in this thesis is
covered in this control layer. In order to explain this novel element, it is convenient to adapt
previous example shown in Figure 3.3. Redraw Figure 3.3 emphasising the novel element, Figure
3.11 illustrates the VGTV path along a side-slope. As mentioned in Chapter 2, without the
independent track angle control mechanism, the VGTV will accidentally tip-over if the side-
slope along the path is exceeding the operating angle that the VGTV can adapt. Therefore, the
position control layer via its kinematic model computes and predicts the side-slope angle along
the path. As a result, the servo-leadscrew combination mechanisms which are responsible to
construct ✓cl will adjust according to the suitable parameters. Similar to the previous section,
we assume the mobile robot is initially set as level 1 (full remote control), the kinematic model
increase its autonomy from level 3 whilst the selector (from ’intervention’ block) may allow the
autonomy level to evolve to level 5 and 6.
3.6 Concluding Remarks
In this chapter, we proposed the overall control framework proposed for USAR mobile robot,
particularly the VGTV proposed in Chapter 2. In summary, the proposed control framework
consists of three layers control architecture where each layer is designated according to the control
hierarchy. Briefly, the highest control layer defines the global mission objective whilst the lowest
control layer is associated with actuator behaviour. The sequence between these layers is fulfilled
by the intermediate layer control.
In the next chapter, we will formulate the mobile robot kinematic behaviour related to
obstacle/terrain structure. The knowledge from this chapter, in particular the intermediary
control block between highest layer control and intermediate layer control (Figure 2.20) will
be extended in the form of mathematical model. On the other hand, more complex obstacle
such as staircase and rubble will be converted into equivalent mathematical model. The future
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Figure 3.11: The mobile robot is expected to adjust the ✓cl due to side-slope.
framework will include the path planner and obstacle modeling formulation in order to investigate
the mobile robot behaviour in particular its motion on uneven surface.
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Chapter 4
Approximating Kinematics of
Mobile Robot Motion on Uneven
Surfaces
4.1 Introduction
In the previous chapter, the overall control architecture for the proposed mechatronic design
has been discussed. The architecture consists of three control layers arranged according to the
degree of control hierarchy. In brief, the higher degree of control hierarchy is described as the
global control while the lower degree of control hierarchy applies to the local control of the mobile
robot. In this chapter, we will focus on the higher degree control by highlighting the theoretical
analysis of kinematics behaviour of the VGTV which travels on an uneven surface is addressed.
However, in order to derive the kinematic model of the mobile robot in complex environment,
such as uneven surface, the further analysis in this chapter will adapt the fixed tracked mobile
robot locomotion in order to simplify the prototype proposed in Chapter 2. Consequently, the
kinematics analysis of fixed configuration tracked locomotion has a similar kinematic model to
a diﬀerential drive considering an assumption made by Martínez et al. (2005), if the tracks are
replaced with imaginary wheels.
In the past thirty years, there has been increasing interest in studying kinematic control
for a mobile robot traveling on unprepared terrain. Particular work in this research area has
contributed significant progress on mobile robot exploration related applications such as search
and rescue, mining exploration, inspection and many more. On top of that, many simulations and
physical experiments have been reported in order to investigate the mobile robot behaviour on
unprepared terrain (De Luca et al., 2001). However, most solutions for outdoor, unstructured
and uneven terrain tend to converge to the complex Simultaneous Localisation and Mapping
(SLAM) methodologies (Nuchter et al., 2007). For that reason, a simpler approach to solve the
mobile robot navigation problem for uneven surface is the focus in this chapter. The emphasis of
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the model derivation technique is utilising and extending the conventional kinematic modeling
for a flat surface to get the approximate mobile robot behaviour (in terms of velocity vector) for
uneven surface. The detailed derivation of mobile robot motion on uneven surface is described
and simulated.
In general, even though the kinematic model for a specific locomotion type of mobile robot is
not unique, it becomes very important to describe the desired robot behaviour when it traverses
on the desired trajectory (Siciliano et al., 2009). Additionally, the kinematic model is beneficial
to provide an appropriate velocity vector to drive a mobile robot to the desired configuration.
Prior to this, it is very important to identify the classification of the mobile robot in order to
formulate the specific kinematic model. In general, the formulation of kinematic model of any
mechanical system is based on the classification of the holonomy properties, where in this thesis
in particular, the tracked locomotion mobile robot is considered as a non-holonomic mobile
robot. It is known by the fact that the classification of the kinematic model (holonomic or
non-holonomic) is associated with rolling contact between two rigid bodies that determine the
admissible motions under certain constraints (DeVon and Bretl, 2007). Consider a disk rolling
in forward direction on a flat plane as depicted in Figure 4.1. In the absence of slipping (to the
left or right), the disk is defined as a non-holonomic system because it keeps its direction on its
sagittal plane. In contrast, a motion of a sphere on a flat plane (where the disk in Figure 4.1 is
replaced with a sphere) is described as holonomic because it does not limit its motion on a single
direction. In simpler words, a holonomic system is able to change its direction instantaneously
whilst a non-holonomic system has its mobility reduced by at least one constraint (Siciliano
et al., 2009). The comparison between holonomic and non-holonomic mechanical systems is
summarised in Table 4.1.
As mentioned earlier, the tracked adjustment mechanism is assumed to be fixed at initial
position and considered as a non-holonomic mobile robot where the fundamental of the non-
holonomic system is explained by its constraint in Figure 4.1. Despite the kinematic behaviour
associated with non-holonomic constraint on a flat surface, it is also necessary to study the
kinematic behaviour of a mobile robot traversing on an uneven surface. Figure 4.2 shows three
general types of surface classification with respect to the generalised global frame (fixed reference
frame).
4.1.1 Motivations
Amongst the earliest theoretical work (Kitano and Jyozaki, 1976), and practical implementation
(Kitano and Kuma, 1977), on kinematic model is derived from the steerability of a non-holonomic
mobile robot on a flat surface with consideration of slippage, inertial force and moment of
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Figure 4.1: A disk rolling without slipping on a flat plane. (X,Y ) is the position on the plane
whilst  is the heading direction. The disk is rolling on its sagital plane without slipping in
lateral direction. Adapted from DeVon and Bretl (2007).
(a) Flat surface (horizontal). (b) Flat surface (incline). (c) Uneven surface.
Figure 4.2: Examples of surface condition; flat, incline and uneven surface; within global frame
(Xg, Yg, Zg).
Table 4.1: Comparison between holonomic and non-holonomic mobile robot system.
Holonomic Non-holonomic
Definition Mobility of the system
is not limited in any
direction.
Mobility of the system is
reduced by at least one
constraint.
Example Mobile robot/vehicle in
service industry which
utilises wheel configuration
such as:
• meccanum, or
• omni directional
can achieve instantaneous,
fast and smooth turn
direction motion (Holmberg
and Khatib, 2000).
In parallel parking problem,
the motion of the front wheel
of the car is required to allow
parking (Paromtchik and
Laugier, 1996). Common
driving configurations are:
• wheeled vehicle (e.g.,
unicycle, car-like,
diﬀerential drive),
• tracked vehicle.
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inertia. The relationship between generalised global frame and velocity vector leading to a more
reliable model has been widely studied (Micaelli and Samson, 1993; Fierro and Lewis, 1995;
Luca et al., 1998). Another solution of a related problem has also been presented by Martínez
et al. (2005), employing bounded position approximation of the instantaneous centres of rotation
(ICRs) on both sides of the driving mechanism. Additionally, Liu and Liu (2009a) presented
a systematic approach to obtain the direct and inverse kinematic model of a mobile robot on
flat and firm ground. Nonetheless, it is increasingly diﬃcult to ignore the need to study the
kinematic behaviour in complex uneven terrain.
In recent years, there has been increasing interest to develop kinematic model of non-
holonomic mobile robot for complex environment. A kinematic model which has been derived
from the Lagrangian dynamics equation has been presented by Chakraborty and Ghosal (2005).
In extension to this paper, Auchter et al. (2009) proposed a detailed simulation of a mobile robot
traversing on an uneven surface utilising passive variable camber (PVC) configuration, but both
works are limited to torus wheel-shape. In this chapter, a novel kinematic model for complex
and uneven terrain is presented. The modeling of the uneven terrain used in this chapter is
motivated by Muniz et al. (1995). The terrain model is generated using simulation by assuming
the sensory information given by the mobile robot sensor(s) is suﬃcent to compose a terrain
model (Gaussian bumps) which is approximately equivalent to the actual terrain.
4.1.2 Aim
The aim of this chapter is to investigate the linear and angular velocities of the non-holonomic
mechanical system along a pre-planned path of an uneven surface. A higher degree-of-freedom
kinematic model, which is proposed in this chapter will examine the desired velocities behaviour
corresponding to the desired configuration at each time interval. Nonetheless, even though a
kinematic model of motion on flat surface is not unique (Siciliano et al., 2009), the proposed
model is derived from the knowledge of flat surface kinematic model presented in Fahimi (2009).
Meanwhile, the surface modeling process utilises a simple multi-dimensional Gaussian function
due to the complexity of an uneven (rough) terrain in real world environment. In this chapter, the
problem of deriving the mobile robot behaviour on an uneven surface is presented. In addition,
we will present our analysis to the case of three diﬀerent examples of surface model.
There are some initial assumptions defined as:
• the pre-planned path and surface model are defined oﬄine;
• the actual terrain is highly negotiable and free from obstacles;
• the higher degree-of-freedom kinematic model is derived for a simple mobile robot mechan-
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ics; and
• no slippage on driving mechanism.
The remainder of this chapter is arranged as follows; in Section 4.2, a comprehensive initial
analysis of kinematic formulation for 3-dimensional environment is given, describing utilitisation
of a two-dimensional formulation on a 3-dimensional environment. In addition, the mathematical
derivations consisting of the generation of the pre-planned path, and modeling of an uneven
terrain are explained in this section. Furthermore, Section 4.3 formulates the generalised vectors
along the desired trajectory for both linear and rotational unit vector components associated with
mobile robot motions, as well as the desired kinematic behaviour (linear and angular velocities)
of mobile robot along the desired trajectory. Using a computer simulated program, the results
are presented in Section 4.4. Section 4.5, provides some discussion related to the results of the
kinematic simulation and some concluding remarks.
4.2 Kinematic Model Formulation
Consider the three layer mobile robot control architecture framework in Figure 4.3 as proposed
in Chapter 2. The control architecture itself is a top-down approach in which the highest
level control layer defines the global mission, the intermediate level control layer focuses on the
mobile robot’s configuration control and the low level control layer executes instructions from
the intermediate level control layer and translate it into the actuators’ motion (e.g., track speed).
For example, a mobile robot is required to traverse an unknown terrain with a specific travel
plan (initial and final position) defined by the global mission in the highest level control. This
specific initial and final position is described in the global frame with respect to the Cartesian
coordinate. Then, the trajectory planner (block component 1) develops an appropriate two-
dimensional pre-planned trajectory with consideration of area coverage, however without any
information of the surface condition. On the other hand, the surface generator (block component
2) analyses and develops a model of the actual terrain using an approach motivated by Muniz
et al. (1995). Furthermore, the kinematic model (block component 3) synthesises the surface
model and the pre-planned path to determine the desired behaviour of the mobile robot on the
terrain with respect to the local frame. Analysis from the kinematic model is very crucial for
further computation indicated by dotted grey arrow outside the magnifier.
The flowchart in Figure 4.4 summarises the operations involved in order to formulate the
kinematic model in this chapter. This flowchart, which combines both flat surface and uneven
surface terrain type, describes the step-by-step procedure on deriving the model based on the
surface condition. Note that the left-half of the flowchart explains the procedure for flat surface
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Figure 4.3: The flowchart is the mobile robot control architecture with the magnifier indicating
that the intermediate level control layer is the focus in this chapter. Path/trajectory planner and
surface generator are intermediary operation between Layer 1 and Layer 2. Kinematic model
computes desired parameters (mobile robot configuration parameters) based on generalised ve-
locity vector along the trajectory of surface function. Dotted solid black arrow lines with closed
arrow head (- -I) denotes the topic discussed only in this chapter. Results from these operations
are fed to trajectory tracking control for further operation.
modeling whereas the other-half is the focus in this chapter. The mathematical formulation
utilises similar method of kinematic model of mobile robot travel on flat surface, with certain
extension to solve the kinematic model for uneven surface. On top of that, the model of the
uneven surface is constructed by an addition of several Gaussian functions. But, only single
multivariate Gaussian function is presented for the analysis in order to simplify the derivation
process. Nevertheless, results of the mobile robot kinematic behaviour in Section 4.4 are shown
in a complete summation of several Gaussian function.
4.2.1 Mobile robot motion on uneven surface
Consider the definition of kinematic constraint of a non-holonomic mechanical system as dis-
cussed in Section 4.1. The mobile robot kinematic model of an uneven surface as depicted in
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Figure 4.4: Flowchart of kinematic model derivation of a mobile robot on a surface model.
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Figure 4.5: A mobile robot traveling on pre-planned path on 3-dimensional surface. ICR is
acronym for instantaneous centre of rotation
Figure 4.5 is investigated. Observe that the configurations of the mobile robot at ti+2 consists
of climbing and rolling motion whereby the heading angle changed at ti+1 relative to the initial
configurations. The orientation of the local axis changes according to the mobile robot posture,
with xl-axis pointing in the driving direction of the mobile robot regardless of the rotational
motion.
Note that the desired pre-planned trajectory is generated by a two-dimensional parametric
path considering the initial and final positions of the mobile robot but without any information
of the terrain condition. Nonetheless, it is crucial for the mobile robot to have a certain level
of perception about the terrain along the trajectory. For instance, some part of the desired
trajectory indicates that the mobile robot requires to negotiate with extreme inclination or
side-slope. Nevertheless, in this chapter, the terrain is assumed to be highly negotiable.
4.2.2 Cartesian coordinate system
In order to formulate the kinematic model of a non-holonomic mobile robot that travels on
uneven surface, it is very useful to distinguish the local frame and the global frame Cartesian
coordinate system. The simplest way to explain these frames is by revisiting the formulation
of the kinematic model of a non-holonomic mobile robot on flat surface (De Luca et al., 2001).
With reference to Figure 4.6, the Cartesian coordinate system is divided into two frames which
are:
1. The global frame, (Xg, Yg), is the fixed frame on the surface that describes the reference
configuration for the mobile robot. Even though it is not necessary, it is common that
the fixed frame refers to the initial configuration of the mobile robot. In contrast, Figure
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Figure 4.6: Kinematic analysis of a mobile robot on a flat surface adapted from Fahimi (2009).
Subscript g and l denoted ’global’ and ’local’ axis repectively.
4.2b shows that the global frame is not fixed along the inclined plane to indicate the initial
configuration.
2. The local frame denoted by (xl, yl) is the moving frame along the trajectory but fixed on the
mobile robot centre of mass. On the flat surface example in Figure 4.6, the direction of the
xl-axis denotes the forward driving direction of the mobile robot with generalised velocity
 p. Meanwhile, yl-axis indicates the mobile robot in lateral direction that is orthogonal to
the forward direction.
For the rest of this thesis, the global frame is considered as the initial configuration of the mobile
robot. The general equation of kinematic model for a non-holonomic mobile robot as shown in
De Luca et al. (2001) gives the desired mobile robot configuration relative to the global frame
and is described by
q˙ = G (q)u (4.1)
where
q˙ is the mobile robot configuration with respect to the global frame,
G (q) is the kinematic matrix coeﬃcient, and
u is the control input vector field, in this case the driving velocities.
Besides, it is appropriate to rearrange equation (4.1) in terms of the desired driving velocities
and u is computed via pseudo-velocities as explained in Siciliano et al. (2009). Therefore u is
80
given by
u = G† (q) q˙
=
 
GT (q)G (q)
  1
GT (q) q˙ (4.2)
With reference to Figure 4.6, the kinematics of the mobile robot platform on the flat surface are
determined by position, (x˙2d, y˙2d), and heading angle,  ˙2d, hence
x˙2d =  2d · cos 2d (4.3)
y˙2d =  2d · sin 2d (4.4)
 ˙2d = !2d (4.5)
where
(x˙, y˙)2d is the forward (driving) velocity vector of the mobile robot corresponding to the
global frame,
 ˙2d = !2d denotes the turning velocity or the rate of turning angle, and
 2d is the heading angle composed by xl and Xg.
On top of that, the heading angle,  2d, is calculated as
 2d = tan
 1
✓
y2d
x2d
◆
(4.6)
Rearranging equations (4.3), (4.4) and (4.5) into similar form of equation (4.1)
266664
x˙2d
y˙2d
 ˙2d
377775
| {z }
q˙
=
266664
cos 2d 0
sin 2d 0
0 1
377775
| {z }
G(q)
⇥
264  2d
!2d
375
| {z }
u
(4.7)
Then, comparing equation (4.7) with equation (4.2) results in the pseudo-velocity of the mobile
robot, hence
264  2d
!2d
375
| {z }
u
=
0BBBB@
266664
cos 2d 0
sin 2d 0
0 1
377775
T 266664
cos 2d 0
sin 2d 0
0 1
377775
1CCCCA
 1
| {z }
(GT (q)G(q)) 1
⇥
266664
cos 2d 0
sin 2d 0
0 1
377775
T
| {z }
GT (q)
266664
x˙2d
y˙2d
 ˙2d
377775
| {z }
q˙
(4.8)
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Expanding equation (4.8) with consideration of trigonometric identity,
 
cos2  2d + sin
2  2d = 1
 
,
264  2d
!2d
375 =
264 cos2  2d + sin2  2d 0
0 1
375
 1
⇥
264 x˙2d cos 2d + y˙2d sin 2d
 ˙2d
375 (4.9)
Let ⌥ =
264 cos2  2d + sin2  2d 0
0 1
375, computing the determinant then solving equation (4.9)
yields
264  2d
!2d
375 = 1
det (⌥)
264 1 0
0 cos2  2d + sin
2  2d
375⇥
264 x˙2d cos 2d + y˙2d sin 2d
 ˙2d
375
=
1
cos2  2d + sin
2  2d
264 1 0
0 cos2  2d + sin
2  2d
375⇥
264 x˙2d cos 2d + y˙2d sin 2d
 ˙2d
375
=
264 1cos2  2d+sin2  2d 0
0 1
375⇥
264 x˙2d cos 2d + y˙2d sin 2d
 ˙2d
375 (4.10)
Applying trigonometric identity (cos2  2d + sin2  2d = 1) in equation (4.10),
264  2d
!2d
375 =
264 1 0
0 1
375⇥
264 x˙2d cos 2d + y˙2d sin 2d
 ˙2d
375
=
264 x˙2d cos 2d + y˙2d sin 2d
 ˙2d
375 (4.11)
Substituting cos 2d = x˙2d 2d and sin 2d =
y˙2d
 2d
into linear velocity vector part of equation (4.11)
 2d = ±
q
x˙22d + y˙
2
2d (4.12)
On the other hand, with reference to the diﬀerentiation rule,
⇣
d
dx tan
 1 u = 11+u2
du
dx
⌘
, diﬀeren-
tiating equation (4.6) yields
 ˙g =
y¨2dx˙2d   x¨2dy˙2d
x˙22d + y˙
2
2d
(4.13)
From equation (4.9), !2d =  ˙g. Therefore it is convenient to change the notation of equation
(4.13)
!2d =
y¨2dx˙2d   x¨2dy˙2d
x˙22d + y˙
2
2d
(4.14)
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The final result for this particular kinematic problem indicates that  2d and !2d are written with
respect to the global frame. On the other hand, the local frame denoted by xl and yl in Figure
4.6 is associated with the desired trajectory.
4.2.3 Trajectory generator
The kinematic model for the mobile robot on a flat surface has been described in Section 4.2.2.
The model explains the boundary of the admissible motion for the mobile robot in the global
frame. Moreover, the model results in the desired generalised linear and angular velocities with
respect to the global frame. In this section, the main goal is to formulate the desired trajectory of
the mobile robot in order to explain the local frame convention in Cartesian coordinate system.
In addition, with reference to Figure 4.3, the trajectory generator block is characterised by a
two-dimensional trajectory based on the global objective defined by the mission control block
in the highest control layer. Assume that the global navigation objective (defined in mission
control) for the rest of this thesis is described as the initial and final configurations of the desired
mobile robot motion.
The trajectory generator is then derived by this global objective into a series of desired
configurations along the trajectory with expectation that the surface is: (1) a flat surface; and
(2) absence from any obstacles. In this chapter, a two-dimensional spline trajectory is utilised
to investigate the kinematic behaviour of the mobile robot on a surface.
Timing-law and cubic Cartesian parametric equations
Consider the desired initial, q (ti), and final configurations, q (tf ), are given by
q (ti) = qi (4.15)
q (tf ) = qf (4.16)
resulting in the potential derivation of the desired trajectory written in timing law (Siciliano
et al., 2009), where the parameter of s is a function of time, therefore
s (ti) = si (4.17)
s (tf ) = sf (4.18)
The timing law in equations (4.17) and (4.18) will be used for the rest of this thesis.
Meanwhile, a trajectory generator utilising cubic polynomials to develop the desired trajec-
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tory and given by Siciliano et al. (2009)
x (s) = s3xf   (s  1)3 xi + ↵xs2 (s  1) +  xs (s  1)2 (4.19)
y (s) = s3yf   (s  1)3 yi + ↵ys2 (s  1) +  ys (s  1)2 (4.20)
where
xi is the desired initial x-position with reference to Xg in global frame,
xf is the desired final x-position with reference to Xg in global frame,
yi is the desired initial y-position with reference to Yg in global frame,
yf is the desired final y-position with reference to Yg in global frame, and
↵ and   are related to the initial and final orientation (posture) of the trajectory and derived
as 264 ↵x
↵y
375 =
264 k cos f   3xf
k sin f   3yf
375 (4.21)
264  x
 y
375 =
264 k cos i + 3xi
k sin i + 3yi
375 (4.22)
where
 i is the initial orientation in radian,
 f is the final orientation in radian, and
k is a "free parameter" that highly influences the generated desired trajectory (Siciliano et al.,
2009).
A desired trajectory with a higher value of k will have maximum curve (bend). The sign of k
(positive or negative) determines the driving direction of the mobile robot. A positive k means
the mobile robot is required to start and finish with forward motion whereby a negative k means
that the mobile robot is moving in backward (reverse) direction.
Generalised velocity vector along the trajectory
It is convenient to derive the first and second derivatives of equations (4.19) and (4.20) for
future vector field analysis. Therefore, the first derivatives of the parametric trajectory which
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Figure 4.7: The surface generator models a physical uneven terrain (e.g, stacked-bricks) to an
equivalent multivariate Gaussian surface.
corresponds to the generalised velocity vector are given by
x˙ (s) =
264  3 (s  1)2
3s2
375
T 264 xi
xf
375+
264 2s (s  1) + s2
2s (s  1) + (s  1)2
375
T 264 ↵x
 x
375 (4.23)
y˙ (s) =
264  3 (s  1)2
3s2
375
T 264 yi
yf
375+
264 2s (s  1) + s2
2s (s  1) + (s  1)2
375
T 264 ↵y
 y
375 (4.24)
and the second derivatives are given as
x¨ (s) = 6
264   (s  1)
s
375
T 264 xi
xf
375+ 2
264 3s  1
3s  2
375
T 264 ↵x
 x
375 (4.25)
y¨ (s) = 6
264   (s  1)
s
375
T 264 yi
yf
375+ 2
264 3s  1
3s  2
375
T 264 ↵y
 y
375 (4.26)
Note that the x˙ (s) and y˙ (s) are the tangential components of the desired trajectory. In local
frame point of view, the tangential components is local x-axis, xl, whereas yl is always orthogonal
to the xl.
4.2.4 Multivariate Gaussian Surface
The next operation which is defined by component block 2 in Figure 4.3 is to determine the
surface model of the actual terrain condition. As mentioned at the beginning of Section 4.2,
the construction of the terrain model is simplified by a single Gaussian model whilst a multi-
Gaussian terrain model can be developed by the summation of several Gaussian functions. Allow
the surface generator to perform a surface modeling procedure of the uneven terrain as depicted
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on right-hand-side in Figure 4.7. Assume that the modeling procedure utilises a multivariate
Gaussian function, Muniz et al. (1995). As a result, a smooth surface model is produced which
is approximately equivalent to the actual terrain.
A general formula for the n-dimension multivariate Gaussian function given by
fx(x1, ..., xn) =
1
(2⇡)
n
2 |⌃| 12
⇥ exp
⇢
 1
2
(x  µ)T ⌃ 1 (x  µ)
 
(4.27)
where
⌃ is the variance-covariance matrix of x, and
µ is the mean of the function.
In case of bivariate, a two-dimensional Gaussian function is written as
f(x1, x2) =
1
2⇡ x y
exp
8>><>>: 
⇣
x1 µ1
 x
⌘2
  2⇢
⇣
x1 µ1
 x
⌘⇣
x2 µ2
 y
⌘
+
⇣
x2 µ2
 y
⌘2 
2 (1  ⇢2)
9>>=>>; (4.28)
where
 x is the width of the Gaussian bump in Xg-axis,
 y is the width of the Gaussian bump in Yg-axis,
⇢ is the parameter that measured the angle orientation of the Gaussian, and
µ1,2 is the mean of the Gaussian function.
Consider the mobile robot employs a sensor (e.g., range finder) that is capable to determine
the elevation of the terrain denoted with the parameter A. Therefore, the generalised two-
dimensional Gaussian function in equation (4.28) can be rewritten corresponding to the global
frame convention as
f(X,Y )g = A exp
(
 
 
(Xg   xo)2
2 2x
+
(Yg   yo)2
2 2y
!)
(4.29)
where
f (X,Y )g is a bivariate Gaussian function corresponding to the global frame,
Xg and Yg are the variables along X and Y global axes,
xo and yo are the means and
A is the elevation of the surface.
However, in real-world application, the actual terrain is not always modeled by a single Gaussian
function. Therefore, a higher complexity surface model employs a multiple Gaussian model given
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by,
fmul(X,Y )g = f1(X,Y )g + f2(X,Y )g + f3(X,Y )g + .....+ fnumG(X,Y )g (4.30)
where
numG is the maximum number of Gaussian function, and
fi (X,Y )g is a single Gaussian function corresponding to the global frame with 1 6 i 6 numG.
Nevertheless, for the ease of further derivation, the Gaussian function in equation (4.29) is
utilised as the surface model. As mentioned earlier, even though single Gaussian is shown in the
derivation, the generation of the surface model in computer simulation is done by the summation
of several Gaussian function (equation (4.30)) with diﬀerent parameters A, µ and  .
4.2.5 Trajectory on uneven surface
In Section 4.2.3, we have defined the pre-planned trajectory for the two-dimensional frame de-
scribed by equations (4.19) and (4.20). Meanwhile, Section 4.2.4 determined the surface model
of the actual terrain condition. The objective in this section is to extend the formulation of the
two-dimensional pre-planned trajectory for the uneven surface problem. Figure 4.8 describes
the proposed method where the operations decomposed of the projection of two-dimensional
pre-planned trajectory onto the surface model. Now, consider the two-dimensional pre-planned
spline trajectory as depicted by the top picture in Figure 4.8 whilst the surface generator gen-
erates the surface model of the actual terrain (middle picture). The projection of the desired
trajectory onto the surface model results in a third parametric equation which corresponds to
the height of the surface along the desired trajectory. In order the compute this projection, one
must consider to apply equations (4.19) and (4.20) into equation (4.29).
Substituting equations (4.19) and (4.20) into equation (4.29) yields the trajectory which is
bounded to the Z-axis direction of the global frame, hence
z (s) = A exp
(
 
 
(x (s)  xo)2
2 2x
+
(y (s)  yo)2
2 2y
!)
(4.31)
The generalised velocity vector for the desired trajectory on an uneven surface is given by the
first derivative of the trajectory. Therefore, diﬀerentiating equation (4.31) yields
z˙ = A
✓
  x˙x  x˙xo
 2x
  y˙y   y˙yo
 2y
◆
⇥ exp
(
 1
2
✓
x  xo
 x
◆2
  1
2
✓
y   yo
 y
◆2)
(4.32)
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Figure 4.8: The projection of pre-planned path onto the terrain model.
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Figure 4.9: Vector fields along the desired trajectory.
and the second order diﬀerentiation of the desired trajectory is given by
z¨ = A
✓
  x˙
2 + x¨x  x¨xo
 2x
  y˙
2 + y¨y   y¨yo
 2y
◆
⇥ exp
(
 1
2
✓
x  xo
 x
◆2
  1
2
✓
y   yo
 y
◆2)
+ A
✓
  x˙x  x˙xo
 2x
  y˙y   y˙yo
 2y
◆
⇥ exp
(
 1
2
✓
x  xo
 x
◆2
  1
2
✓
y   yo
 y
◆2)
(4.33)
Subsequently, the desired trajectory for an uneven surface is given by equations (4.19), (4.20)
and (4.31). For simplification, q = q (s), x = x (s), y = y (s), z = z (s), q˙ = q˙ (s), x˙ = x˙ (s),
y˙ = y˙ (s), z˙ = z˙ (s), q¨ = q¨ (s), x¨ = x¨ (s), y¨ = y¨ (s) and z¨ = z¨ (s) will be used for the rest of the
thesis. Note that the projection of the two-dimensional trajectory onto a multiple Gaussian can
be formulated by applying equations (4.19) and (4.20) into equation (4.30).
4.3 Kinematic Analysis
The proposed kinematic analysis in this chapter comprised of the derivation of the generalised
velocity vector fields along the desired trajectory, as illustrated in Figure 4.9. In contrast to the
global frame explained in Section 4.2.2, each vector field for a specific time-interval represents the
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Table 4.2: List of assumptions for high-degree-of-freedom kinematic model derivation.
No Assumptions
1 Pre-planned path, surface model are defined oﬄine.
2 Actual terrain is negotiable.
3 Model derived is for a simple mobile robot with non-holonomic constraint.
4 No slippage on driving mechanism.
5 Actual terrain is modeled and generated by a multivariate Gaussian function.
6 Rolling and climbing motion is not defined in higher control layer.
local frame of the mobile robot. Prior to this, the desired two-dimensional trajectory is projected
onto the surface to visualise appropriate travel plan along the surface. The assumptions made
earlier are summarised in Table 4.2. The goal of this section is to formulate the generalised
velocity vector from the inverse kinematic model for the mobile robot travel on uneven surface
as illustrated in Figure 4.5. On top of that, the linear unit vector components (tangent, normal
and binormal) and rotational angular components (roll, climb and turn) are derived in order
to investigate the kinematic behaviour of the mobile robot. As mentioned in Section 4.2, the
derivation operation is illustrated by the flowchart in Figure 4.4.
4.3.1 Unit vector acting along the pre-planned trajectory
In this section, the derivation of all vector fields along the pre-planned trajectory incorporated
with surface condition (flat or uneven) will be normalised into unit vector fields. The unit vector
fields along the pre-planned trajectory represent the local frame acting on the mobile robot
where:
• the tangent vector is the forward direction of the mobile robot as well as local xl-axis;
• the normal vector corresponds to the direction of local zl-axis; and
• the binormal vector is perpendicular to the tangent vector as well as the normal vector
according to the right-hand-rule depicted in Figure 4.10.
4.3.2 Tangent vector along the pre-planned trajectory
Consider the previous two-dimensional pre-planned spline trajectory illustrated by the top pic-
ture of Figure 4.8, the tangent vector on two-dimensional Cartesian space, ~T2d, along this trajec-
tory is given by the first derivative of the parametric trajectory in equations (4.19) and (4.20).
Considering equations (4.23) and (4.24), the tangent vector components, ~T2d(x) and ~T2d(y), are
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Figure 4.10: Illustration of a tangent, bT , normal, bN , and binormal vector, bB, on uneven surface
model.
given by
~T2d(x) = x˙ (4.34)
~T2d(y) = y˙ (4.35)
where ~T2d(x) and ~T2d(y) are associated with the tangent vector in the direction of Xg and Yg in
the global frame. The length of ~T2d is the resultant of ~T2d(x) and ~T2d(y), therefore
kT2dk =
r⇣
~T2d(x)
⌘2
+
⇣
~T2d(y)
⌘2
The tangent vector, ~T3d, along the trajectory is given by the first derivative of projected trajec-
tory. Note that this trajectory is expressed by equations (4.19), (4.20) and (4.31). The tangent
vector components can be written as ~T3d(x), ~T3d(y) and ~T3d(z), where
~T3d(x) = ~T2d(x) (4.36)
~T3d(y) = ~T2d(y) (4.37)
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Meanwhile, ~T3d(z) is computed by the first derivative of the parametric trajectory projected on
the multivariate Gaussian surface which is expressed by
~T3d(z) = z˙ (4.38)
Therefore, the length of ~T3d is the resultant of ~T3d(x), ~T3d(y) and ~T3d(z), yielding
kT3dk =
r⇣
~T3d(x)
⌘2
+
⇣
~T3d(y)
⌘2
+
⇣
~T3d(z)
⌘2
(4.39)
Transforming equations (4.34) to (4.38) in terms of unit vector by dividing every vector compo-
nent with the corresponding vector length, yields
bT2d(x) = ~T2d(x)kT2dk (4.40)
bT2d(y) = ~T2d(y)kT2dk (4.41)
bT3d(x) = ~T3d(x)kT3dk (4.42)
bT3d(y) = ~T3d(y)kT3dk (4.43)
bT3d(z) = ~T3d(z)kT3dk (4.44)
As mentioned in Section 4.2.2, the local frame axis that corresponds to xl is given by this tangent
vector where the unit tangent vectors are given by equations (4.42) to (4.44). The direction of
xl denotes the forward driving direction of the mobile robot along the trajectory. The next step
is to derive the unit normal vector which represent the zl-axis.
4.3.3 Normal unit vector along the pre-planned trajectory
In order to construct the unit normal vector along the trajectory, it is convenient to visualise all
normal vectors acting on the surface by employing gradient of the surface, rf . By definition,
the gradient of a surface, rf , is a gradient vector that is orthogonal to the level curve (normal
plane) as illustrated in Figure (4.11). On the other hand, directional derivative, Duf , gives the
rate of change at any arbitrary point at fixed direction (Kreyszig, 2010). Consider the tangent
plane equation (4.45) at any arbitrary point, (xo, yo, zo), on the multivariate Gaussian surface
atp (x  xo) + btp (y   yo) + ctp (z   zo) = 0 (4.45)
where
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(a) 3-dimensional view. (b) Top view.
Figure 4.11: Gradient of the surface is the gradient vector orthogonal to the level curve. The
3-dimensional view depicted in Figure 4.11a shows the arrows are orthogonal (perpendicular) to
the level curve at any point on the surface. Meanwhile, Figure 4.11b shows the gradient vector
field form the top view.
{a, b, c}tp are coeﬃcients of the tangent plane.
The gradient vector of the surface, rf = hfx, fy, fzi, always produces a normal vector which
indicates a line that is perpendicular to the tangent plane given by
fx (xo, yo, zo) (x  xo) + fy (xo, yo, zo) (y   yo) + fz (xo, yo, zo) (z   zo) = 0 (4.46)
where
fx (xo, yo, zo) is the partial derivative of equation (4.29) with respect to x, @f@x ,
fy (xo, yo, zo) is the partial derivative of equation (4.29) with respect to y, @f@y , and
fz (xo, yo, zo) is the partial derivative of equation (4.29) with respect to z, @f@z .
Comparing equations (4.45) and (4.46), we can obtain the coeﬃcients of a tangent plane as
atp = fx (xo, yo, zo)
btp = fy (xo, yo, zo)
ctp = fz (xo, yo, zo)
Note that (f)xyz is the partial derivative of multivariate Gaussian surface. Meanwhile, (a, b, c)tp
is the normal vector, ~N , and can be written as
~N = hatp, btp, ctpi (4.47)
where
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atp is ~N in x-direction, ~Nx,
btp is ~N in z-direction, ~Ny,
ctp is ~N in y-direction, ~Nz.
As mentioned in equation (4.46), (a, b, c)tp is the vector of partial derivatives of the multivariate
Gaussian surface, therefore
0BBBB@
atp
btp
ctp
1CCCCA =
0BBBB@
@f
@x
@f
@y
@f
@z
1CCCCA
Inspecting the elements of the multivariate Gaussian function (equation (4.29)) used in this
study, the uneven surface is given by the function f (x, y). Therefore, the partial derivatives of
equation (4.47) can be rewritten as (Kreyszig, 2010)
~Nx =
@f (x, y)
@x
(4.48)
~Ny =
@f (x, y)
@y
(4.49)
~Nz =  1 (4.50)
where the partial derivatives in equations (4.48), (4.49) and (4.50) with respect to surface level
are given by
~Nx =  A (x  xo)
 2x
⇥ exp
(
 
 
(x  xo)2
2 2x
+
(y   yo)2
2 2y
!)
(4.51)
~Ny =  A (y   yo)
 2x
⇥ exp
(
 
 
(x  xo)2
2 2x
+
(y   yo)2
2 2y
!)
(4.52)
~Nz =  1 (4.53)
It is also convenient to write ~N in terms of the unit vector by dividing equations (4.51), (4.52)
and (4.53) by the magnitude length of ~N ,
bNx = ~NxkNk (4.54)
bNy = ~NykNk (4.55)
bNz = ~NzkNk (4.56)
where kNk is magnitude length of the vector and given by
kNk =
q
~N2x + ~N
2
y + ~N
2
z (4.57)
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Note that the derivation of the normal vector in this section is purely based on 3-dimensional
Cartesian space whereas in two-dimensional Cartesian space, the normal vector field is pointing
upward which is in the same direction as the global Zg-axis. This is true because the tangent
plane created on the flat surface is the (XY )g-plane itself. The next step is to derive the vector
field that is binormal to the tangent and normal vector.
4.3.4 Binormal unit vector along the pre-planned trajectory
Earlier in Section 4.3.2 and 4.3.3, two of the local axes component which are xl (tangent vectors
along the trajectory) and zl (normal vector along the trajectory) have been described. Moreover,
another vector field is required to complete the local axes system which is yl. Using right-hand-
rule convention, yl is given by the vector which is binormal to the tangent, ~T , and the normal
vector, ~N . Rotating ~T 90 deg around ~N results in a vector field that is binormal to ~T and ~N .
Besides solving this procedure using Euler angle method, the unit quaternions rotation method
is beneficial to find an arbitrary rotation of a vector field around another vector field regardless
of the angle between those vectors. The quaternion rotation is written as
Protated = Q · P ·Q⇤ (4.58)
where
P is the unit vector field before rotation,
Protated is the unit vector field as a result from quaternions rotation,
Q is the unit quaternions of the rotation axis,
Q⇤ is unit quaternions conjugate of the rotation axis.
The Q and Q⇤ are expressed as
Q = cos
✓
✓q
2
◆
+ (axi+ ayj + azk) sin
✓
✓q
2
◆
(4.59)
Q⇤ = cos
✓
✓q
2
◆
  (axi+ ayj + azk) sin
✓
✓q
2
◆
(4.60)
where
✓q is rotation transformation in radians,
ax, ay and az are rotation axes in terms of unit vectors in the local frame.
Let bT3d(xyz) in equations (4.42) to (4.44) represent P , whereas bN3d(xyz) in equations (4.54) to
(4.56) represents the rotation axis. The bT3d(xyz) and bN3d(xyz) in unit vector form can be written
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as
bT3d(xyz) = i bT3d(x) + j bT3d(y) + k bT3d(z) (4.61)bN3d(xyz) = i bN3d(x) + j bN3d(y) + k bN3d(z) (4.62)
Substituting equation (4.62) into equations (4.59) and (4.60) yields
Q bN = cos
✓
✓q
2
◆
+ i bN3d(x) sin✓✓q2
◆
+ j bN3d(y) sin✓✓q2
◆
+ k bN3d(z) sin✓✓q2
◆
(4.63)
Q⇤bN = cos
✓
✓q
2
◆
  i bN3d(x) sin✓✓q2
◆
  j bN3d(y) sin✓✓q2
◆
  k bN3d(z) sin✓✓q2
◆
(4.64)
where
Q bN denotes unit quaternions of unit normal vector, and
Q⇤bN denotes unit quaternions conjugate of unit normal vector.
Let ✓q = ⇡2 radian, applying equations (4.61), (4.63) and (4.64) into (4.58) yields
bB = Q bN ⇥ bT ⇥Q⇤bN
=
⇢
cos
✓
✓q
2
◆
+ i bN3d(x) sin✓✓q2
◆
+ j bN3d(y) sin✓✓q2
◆
+ k bN3d(z) sin✓✓q2
◆ 
⇥
n
i bT3d(x) + j bT3d(y) + k bT3d(z)o
⇥
⇢
cos
✓
✓q
2
◆
  i bN3d(x) sin✓✓q2
◆
  j bN3d(y) sin✓✓q2
◆
  k bN3d(z) sin✓✓q2
◆ 
(4.65)
wherebB is the result of the quaternions rotation of bT around bN .
Furthermore, substituting all bN ’s (equations (4.54) to (4.56)) and bT ’s (equations (4.42) to (4.44))
terms into equation (4.65), then expanding the result with consideration of quaternions multi-
plication rule depicted in Table (4.3) yields
bB = in bRTio+ j n bRTjo+ kn bRTko (4.66)
wherebRTi is the magnitude of perpendicular unit vector in xl-direction,bRTj is the magnitude of perpendicular unit vector in yl-direction, andbRTk is the magnitude of perpendicular unit vector in zl-direction.
Expanding equation 4.65, then simplify the result with Quaternion rules depicted in Table 4.3.
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Table 4.3: Quaternion multiplication formula.
⇥ 1 i j k
1 1 i j k
i i -1 k -j
j j -k -1 i
k k j -i -1
Rearranging the result in terms bRTi, bRTj and bRTk yields
bRTi =
266664
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Furthermore, the magnitude length of bB is given as
    bB    = r⇣bRTi⌘2 + ⇣ bRTj⌘2 + ⇣ bRTk⌘2 (4.70)
Returning to the derivation operation flowchart in Figure 4.4, now we have a complete local axes
Cartesian system where tangent vector, binormal vector and normal vector denote the xl, yl and
zl respectively.
4.3.5 Rolling, Climbing and Turning Angles
In the previous section, vector fields associated with the desired mobile robot motion along the
desired trajectory have been investigated. Additionally, from Figure 4.5, it has been observed
that there are three potential rotational motions on an uneven surface which are: (1) rolling
angle; (2) climbing angle; and (3) turning angle. It is very important to analyse these angles
because it will reflect the physical behaviour of the mobile robot in order to negotiate with the
terrain. For a mobile robot such as VGTV proposed in Chapter 2, it will configure one side of
its track configuration to enhance stability in case of very step side-slope. Moreover, the mobile
robot can also replan its trajectory in case of climbing angle exceeding its climbing limit.
The rotational motions of mobile robot along the desired trajectory are referred as the diﬀer-
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Figure 4.12: Illustration of the unit tangent vector,
    bT   , the unit normal vector,     bN   , and the
unit binormal vector,
    bP    on 3-dimensional Cartesian space.
(a) 3-dimensional view. (b) Front view.
Figure 4.13: Formulation of rolling angle,  g. The geometric diagram on the right-hand-side
visualise the two-dimensional view of  g construction. Note that the arrow indicates the direction
of viewing.
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(a) 3-dimensional view. (b) Top view (XY )g-axis.
(c) Side viewXZ-axis. (d) View from front of mobile robot.
Figure 4.14: Free-body-diagram of mobile robot on 3-dimensional space. Kinematic analysis of
mobile robot on x, y, z planes. Subscript G and L are for ’global’ and ’local’ repectively. Mobile
robot is replaced by a ’box’ to simplify illustration.
ence between the desired local coordinate frame and the global frame. Therefore, the derivations
of each angle associated with the rotational motions are derived with respect to the global frame.
The definition of each rotational motion are graphically explained in Figure 4.14. Let the rolling
angle be denoted as  g, consider the projection of unit binormal vector, bB, onto (XY )g-plane
as depicted in Figure 4.13 as bB0 . Therefore,  g is an angle enclosed between bB and bB0 . Figure
4.13b shows a two-dimensional graphical explanation of  g formulation and the mathematical
relationship is given by
 g = tan
 1
0@ RTkq
R2Ti +R
2
Tj
1A (4.71)
On the one hand, Figure 4.14c explains the geometrical formation between ~T3d and ~T2d which
produces an angle of climbing designated as ✓g. Meanwhile, the turning angle,  g, is generated
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through an angle enclosed by ~T3d(x) and ~T3d(y). Considering equations (4.42) and (4.43), it can
be seen that  g is constant regardless of the type surface (flat or uneven). Therefore, ✓g and  g
are given by
✓g = tan
 1
 bT3d(z)
T2d
!
(4.72)
 g = tan
 1
 bT2d(y)bT2d(x)
!
(4.73)
In this section, the rolling, climbing and turning angles have been defined in order to complete
the derivation process for uneven surface as described in Figure 4.4. The next step is to derive
the kinematic model of the mobile robot for uneven surface as illustrated in Figure 4.5 with
consideration of assumptions in Table 5.1.
4.3.6 Kinematic Modeling of a Mobile Robot on Pre-planned Trajec-
tory
Now, consider the mobile robot configurations on an uneven surface as depicted in Figure 4.5.
At position 3, observe that the mobile robot produces rolling, climbing and turning motion as
well as changes in coordinates, (x, y, z), relative to the position 1 (initial position). Again, using
Figure 4.14 to illustrate free-body-diagrams associated only with the rotational motions. The
rolling motion is a rotational motion of the mobile robot when it traverses on a side slope. Figure
4.14d explains the rolling angle,  3d, is an angle developed by the rotational motion around xl-
axis. Additionally, the climbing angle, ✓3d, as illustrated in Figure 4.14c, is an angle when the
mobile robot is ascending or desending a slope. Furthermore, the turning angle,  3d, is an angle
constructed between xl and Xg, as described in Figure 4.14b. Examining Figure 4.6 and Figure
4.14b,  3d =  2d regardless of surface condition. Therefore, mobile robot configurations for an
uneven surface, q˙3d, is given by
q˙3d =

x˙3d y˙3d z˙3d  ˙3d ✓˙3d  ˙3d
 T
Now, let ~ p denote the velocity vector in forward direction of the mobile robot whereas the
projection of ~ p onto (XY )g-plane denoted by ~ pXY and explained in Figure 4.15, hence
~ pXY = ~ p cos ✓3d (4.74)
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Assume the mobile robot does not change forward direction whilst climbing the inclination, x˙3d
and y˙3d with reference to (XY )g-plane are given by
x˙3d = ~ pXY cos 3d (4.75)
˙y3d = ~ pXY sin 3d (4.76)
Note that deriving x˙3d and y˙3d with reference to (XY )g-plane are identical to equations (4.3)
and (4.4) because the projection ~ p onto (XY )g-plane is very much alike kinematic analysis in
Figure 4.6. Furthermore, substituting equation (4.74) into (4.75) and (4.76) yields
x˙3d = ~ p cos ✓3d cos 3d (4.77)
˙y3d = ~ p cos ✓3d sin 3d (4.78)
whereby
z˙3d = ~ p sin ✓3d (4.79)
The linear velocity components of mobile robot configuration, q˙3d, with respect to the global
frame has been described in equations (4.77), (4.78) and (4.79). Similar to derivation of kinematic
model of mobile robot on flat surface in Section (4.2.2), the relation between angular velocity
and mobile robot motion is required to complete the formulation of kinematic model of mobile
robot on uneven surface.
For a flat surface, we have seen that the turning angle rate is given by the angular velocity
with respect to the instantenous centre of rotation (ICR). In contrast, the angular rate for mobile
robot motion on uneven surface is more complex because the angular motion is decomposed of
rolling, climbing and turning motion. In order to solve the angular velocities part of q˙3d, assume
the rotational motions of the mobile robot immitates the roll, pitch and yaw motion of an aircraft
vehicle. Consider Euler rate in terms of Euler angles and body angular velocity in flight stability
study (Nelson (1998)), the angular velocities are written as
 ˙ = !x + !y sin  tan ✓ + !z cos  tan ✓ (4.80)
✓˙ = !y cos   !z sin  (4.81)
 ˙ = (!y sin + !z cos ) sec ✓ (4.82)
where
 ˙ is the angular rate for roll angle,
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✓˙ is the angular rate for pitch angle, and
 ˙ is the angular rate for yaw angle.
However, in mobile robot motion on uneven surface, it is more accurate to define these angular
rates as:
 ˙ is the rolling angle rate resulted by a side-slope,
✓˙ is the climbing angle rate resulted from climbing an inclination motion, and
 ˙ is the turning angle rate resulted from turning motion.
Rearranging equations (4.77) to (4.82) in the form of equation (4.1) yields
2666666666666664
x˙
y˙
z˙
 ˙
✓˙
 ˙
3777777777777775
3d| {z }
q˙
=
2666666666666664
cos ✓ cos 0
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3777777777777775
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2666666666666664
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0 0
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0 cos 
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3777777777777775
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!y
375
| {z }
unwanted motion(s)
(4.83)
where
!z is the angular velocity referring to the turning motion, and
!x and !y are the angular velocities with respect to rolling and climbing motion.
As described in Section 4.2, the nonlinear surface properties of an uneven surface model are
“unwanted” parameters in desired mobile robot motion. This means, !x and !y are inevitable
disturbances of kinematic model in equation 4.83 correspond to parameters   and ✓. Therefore,
  and ✓ are undesirable but measureable.
Eliminating terms !x and !y yields
2666666666666664
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y˙
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 ˙
3777777777777775
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0 cos  sec ✓
3777777777777775
| {z }
G(q)
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(4.84)
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and the pseudo-velocity is given by equation (4.2), hence
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Expanding equation (4.85) yields
264  p
!z
375 =
264  cos2 ✓ cos2  + cos2 ✓ sin2  + sin2 ✓  0
0
⇣
cos2   tan2 ✓ + sin2  + cos
2  
cos2 ✓
⌘
375
 1
⇥
264 x˙ cos ✓ cos + y˙ cos ✓ sin + z˙ sin ✓
 ˙ cos  tan ✓   ✓˙ sin +  ˙ cos  sec ✓
375 (4.86)
Calculating the determinant of
264  cos2 ✓ cos2  + cos2 ✓ sin2  + sin2 ✓  0
0
⇣
cos2   tan2 ✓ + sin2  + cos
2  
cos2 ✓
⌘
375
 1
,
then solving equation (4.86) yields
264  p
!z
375 =
264 x˙ cos ✓ cos +y˙ cos ✓ sin +z˙ sin ✓(cos2 ✓ cos2  +cos2 ✓ sin2  +sin2 ✓)
 ˙ cos  tan ✓ ✓˙ sin + ˙ cos  sec ✓⇣
cos2   tan2 ✓+sin2  + cos
2  
cos2 ✓
⌘
375 (4.87)
Consider the “unwanted” terms described earlier, terms  ˙’s and ✓˙’s in equation (4.87) are can-
celled. Substituting equation (4.14) into equation (4.87) to compute the approximation of the
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generalised input velocity vectors. Therefore
264  p
!z
375 ⇡
2664
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For a mobile robot that is supposed to cruise on horizontal flat surface, the parameters   and
✓ are not measureable. Therefore, consider and apply
 
cos2 +sin2 = 1
 
into equation (4.88)
yielding
264  p
!z
375 =
264 x˙ cos + y˙ sin 
y¨2dx˙2d x¨2dy˙2d
x˙22d+y˙
2
2d
375 (4.89)
which is identical to equations (4.12) and (4.14). Therefore, the inverse kinematic model de-
scribed by equation (4.89) is reliable based on assumptions made earlier.
Even though rolling and climbing motion are not considered in the higher level control layer,
the parameters associated with these motions are possible to measure via an appropriate sensor.
Consequently, equations (4.12) and (4.14) are applicable for the mobile robot in Figure 4.5 with
assumptions:
• high level control layer defines a two-dimensional pre-planned trajectory,
• the mobile robot traverse at a constant speed, and
• uneven surface is negotiable, meaning the mobile robot does not require any additional
mechanisms (e.g., stabiliser or transformable mechanism ability) to negotiate with inclina-
tion and side-slope.
As a summary for Section 4.3, we have described a complete mathematical derivation for mobile
robot kinematic behaviour especially associated with its motion on uneven terrain. Given a
pre-planned trajectory and a surface model (Section 4.2) the mobile robot is able to forecast
the appropriate velocity behaviour in order to negotiate with specific type of terrain. In the
next section, comprehensive computer programmed simulations is done to study the behaviour
of non-holonomic mobile robot moves along the desired trajectory on uneven surfaces.
4.4 Simulation Results
In order to assess the proposed direct and inverse kinematic model in equations (4.84) and (4.89),
the mobile robot motion is simulated along the desired trajectory on the uneven surface. The
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Figure 4.15: Projection of vector  p onto (XY )g- axis from Figure 4.14a.
objective of the computer simulation is to study the behaviour of the mobile robot that has to
travel on an uneven surface. In this section, the simulation is divided into three parts which are:
1. investigate the eﬀect of initial, (xi, yi,  i), final, (xf , yf ,  f ), configuration parameters
and “free parameter”, k, on the pre-planned path,
2. generate surface models of random uneven terrains utilising normal distribution function
defined in equation (4.29), then compute the vector fields over the surface to get the
gradient of the surfaces.,
3. synthesise the two-dimensional pre-planned path and the surface model in order:
(a) to compute linear and angular positions of along the path on the surfaces,
(b) to plot the local axes, (xl, yl, zl), with respect to right-hand-rule.
(c) to study the behaviour in term of generalised velocity (  and !), of the mobile robot
on the surfaces.
In Figure 4.16, the spline curvature of the two-dimensional pre-planned paths is studied with
respect to the timing-law, s, and a constant free parameter, k = 20. The first simulated
path, shown in Figure 4.16a is a spline with initial configuration (xi, yi, i) = (0, 0, 0) and
final configuration (xf , yf , f ) = (10, 10, 0). With the same free parameter, k = 20, the sec-
ond path in Figure 4.16b is set to initial configuration (xi, yi, i) =
 
0, 0, ⇡2
 
and final config-
uration (xf , yf , f ) = (10, 10,⇡). On the other hand, Figure 4.17a to 4.17d distinguish the
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(a)  i = 0,  f = 0, k = 20. (b)  i = ⇡2 ,  f = ⇡, k = 20.
Figure 4.16: Eﬀect of  i and  f in Cubic Cartesian.
two-dimensional pre-planned paths with diﬀerent “free parameter” values. Now, initial and final
configurations are fixed at (xi, yi, i) = (0, 0, 0) and (xf , yf , f ) = (10, 10, 0). The deeper spline
curvature is a result from increasing value of k as shown in Figure 4.17d (with k = 50) compared
to Figure 4.17a (with k = 0).
Further analyses are employed to the simulated surface model as depicted in Figures 4.18a
to 4.18d as well as two-dimensional path in Figure 4.17d. The simulated surface models are
generated via equation (4.29). Meanwhile, it is beneficial to compute the gradient of these
surfaces which gives orthogonal vector fields to the level curves as illustrated from Figure 4.19
to Figure 4.22. The gradient vector fields formulation in equation (4.46) is useful to derive the
normal and binormal vector of the path.
Kinematic synthesis between the surface models and the two-dimensional path produces
realistic 3-dimensional path to the surfaces curve where results are shown in Figures 4.23a to
4.23d. The calculation of tangent vectors along the 3-dimensional path resulting generalised
velocity vectors along the path. This calculation is important to compute normal and binormal
vectors. The plot of these vector fields is functional for the computation mobile robot rotational
behaviour along the path. As mentioned in previous assumptions, wheel slippage and angular
rate for rolling and climbing is beyond of the scope of this thesis. Therefore, the generalised
linear and angular velocity vectors (equation (4.89)) for the mobile robot are described in Figure
4.27.
4.5 Discussion and Concluding Remarks
This chapter was written with the objective to derive a kinematic model for a mobile robot that
can traverse on an uneven surface. This study set out with the aim of evaluating the mobile
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(a) k = 0. (b) k = 10.
(c) k = 25. (d) k = 50.
Figure 4.17: Eﬀect of free parameter, k, in parametric trajectory with (xi, yi) = (0, 0) and
(xf , yf ) = (10, 10).
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(a) Position in xyz-direction for surface 1. (b) Position in xyz-direction for surface 2.
(c) Position in xyz-direction for surface 3. (d) Position in xyz-direction for surface 4.
Figure 4.24: Position configuration on surface models.
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(a) Rotational motion of surface 1. (b) Rotational motion of surface 2.
(c) Rotational motion of surface 3. (d) Rotational motion of surface 4.
Figure 4.26: Rotational motion.
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(a) Velocity vectors, ( 3d,!3d),for surface model 1. (b) Velocity vectors, ( 3d,!3d),for surface model 2.
(c) Velocity vectors, ( 3d,!3d),for surface model 3. (d) Velocity vectors, ( 3d,!3d),for surface model 4.
Figure 4.27: Generalised velocity vectors.
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robot behaviour in terms of linear and angular velocities along a pre-planned path of an uneven
surface with the knowledge of two-dimensional kinematic problem laid by De Luca et al. (2001).
Even though the kinematic model for non-holonomic mobile robot is not unique by definition, the
proposed generalised model constructs a comprehensive and solid foundation of the framework
to study kinematic problem in real-world environment. The result in this study indicates:
• uneven terrain can be modelled by a the summation of several multivariate Gaussian
functions;
• surface model is beneficial for mobile robot to deal with terrain or obstacles rather than
avoiding it;
• unit quaternion rotation formulation is useful as an alternative to Euler angle; and
• input vector, u, for uneven surface can be reduced to two-dimensional case considering the
elimination of undesired rotational element from the equation.
It is interesting to note that in all four simulated uneven surface model used of this study,
the input velocity vectors are nearly equivalent (or approximate) to two-dimensional kinematic
problem.
This chapter proposed an extension of the existing solution for the problem of deriving
kinematic model for a mobile robot that is supposed to traverse on a flat surface as defined in
higher level control layer. However, due to the uncertain and highly complex surface of the real-
world environment, the mobile robot has to deal with an uneven terrain. With some assumptions
described earlier in this chapter, the real-world terrain is simulated into a surface model before it
is synthesised with the pre-defined path resulting in a new realistic path-on-terrain information
for the mobile robot to predict its motions along the surface. The proposed model has certain
advantages over existing two-dimensional kinematic model because:
1. it is capable to express mobile robot position in terms of altitude changes relative to zero-
ground level1;
2. it is capable to determine its orientation with respect to side-slope and inclination is ob-
served.
The kinematic model is tested on a two-dimensional pre-planned path with “free parameter”
k = 50 onto four random generated surfaces. Precisely, the direct kinematic model is relied
on angular orientation ( , ✓,  ) as well as input vectors to achieve the particular configuration
1Zero-ground level is a level that is defined by the zero height. This can be visualise by observing Zg-axis at
value zero (Zg = 0) in Figure 4.18 and constructing imaginary horizontal plane cutting through Zg = 0 at any
value of Xg and Yg .
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along the pre-planned trajectory. On the other hand, the inverse kinematic model is derived by
utilising pseudo-inverse method from Siciliano et al. (2009) to compute the generalised velocity
vectors (  and !) along the surfaces. Returning to the objective posed in the beginning in
this chapter, it is now possible to state that input vector for the proposed kinematic solution
is approximately equivalent to the two-dimensional case. Therefore, one can employ the input
vectors for a two-dimensional model on a further analysis of navigation problem such as tracking
the desired trajectory.
In the next chapter, we will again discuss the control of mobile robot navigation problem
in unknown, complex and unstructured environment. The knowledge from this chapter, in
particular the approximate input vectors, will become the reference input in the navigation
tracking problem. In two-dimensional domain, the tracking problem is solvable and converges
to the desired trajectory if one can identify the appropriate gains for the controller to drive
the mobile robot closer to the desired trajectory. Assumptions made in this chapter will be
forwarded to next chapter.
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Chapter 5
Trajectory Tracking Control of
Mobile Robot on Uneven Surface
5.1 Introduction
In Chapter 4, we investigated the kinematic behaviour of a mobile robot subject to the terrain
condition (flat or uneven surface) in which the solution of the kinematic model represented the
fundamental solution of the mobile robot navigation problem. This chapter presents a control
method of mobile robot trajectory tracking, modeling and control under the same mechani-
cal constraint explained in Chapter 4, while focusing on the utilisation of the classical control
technique of a flat surface for an uneven surface problem.
The basis of the navigation problem for mobile robot system is derived either from path
following or trajectory tracking . Path following, which emphasises the term following , by
definition is the competency of a mobile robot to follow the designated path and to keep a certain
distance with the path. This can be illustrated by a curb following mobile robot where it cruises
along the curb’s curvature and at the same time keeps a certain distance from the curb’s edge
(Samson, 1995). In contrast, trajectory tracking which emphasises the term tracking , is the
ability of a mobile robot to achieve convergence to the designated path/trajectory. This chapter
focusses on the trajectory tracking problem to achieve convergence to a desired trajectory.
Assume a pre-planned trajectory generated using an oﬄine “trajectory generator”, leading
to a series of desired velocity and acceleration vectors along the desired trajectory. The vectors
are fed into the “trajectory following algorithm” resulting in onboard computations to calculate
the appropriate velocities of the driving mechanism with respect to the generated trajectory.
Now, consider a mobile robot controlled purely based on these desired velocities. It will start
to cruise and produce an actual trajectory which is close to the desired trajectory. Imagine
if the mobile robot’s actual start position is accurately placed on the desired start point, the
actual trajectory will coincide with the desired trajectory as illustrated in Figure 5.1a. However,
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(a) Initial actual configurations are equal to the desired ini-
tial configurations.
(b) Initial actual configurations are diﬀerent from the
desired initial configurations.
Figure 5.1: Illustration of mobile robot motions with open-loop tracking control scheme. Figure
5.1a shows the actual trajectory overlapped with the desired trajectory when the actual initial
configurations matches the desired initial configurations. Meanwhile, in Figure 5.1b, the possible
actual trajectory is a reproduction of the desired trajectory. However, the actual trajectory does
not converge to the desired trajectory because the actual initial configurations are diﬀerent with
the desired configurations.
Figure 5.2: General flowchart of mobile robot trajectory tracking problem.
if the mobile robot starts further away from the desired start point, the actual trajectory will
only replicate but not converge to the desired trajectory as depicted in Figure 5.1b. Meanwhile,
mobile robot posture is being update between a constant time-interval in order to observe the
deviation between the desired and actual configuration. The sequence of this generic mobile
robot trajectory following process is illustrated in Figure 5.2.
Nonetheless, in the trajectory tracking problem, the mobile robot is required to cruise along
the desired trajectory regardless of the starting point or trajectory oﬀset due to disturbances
(noise). In order to derive the most suitable tracking controller, it is convenient to derive the
trajectory tracking problem of a non-holonomic mechanical system on flat surface and then
extend the solution to the uneven surface. In the environment of flat surface, the mobile robot
must follow the pre-planned Cartesian trajectory with a specified timing-law1. Although it is not
necessary, it is convenient to define the pre-planned path in a form of parametrised geometrical
path.
1See Section 4.2 in Chapter 4 for explanation about timing-law.
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5.1.1 Motivations
For many years, there has been a considerable amount of research interest in studying various
control methods for the trajectory tracking problem for non-holonomic mobile robot system.
A mobile robot (or vehicle) can be classified as a non-holonomic mechanical system when its
mobility is reduced by at least one mechanical constraint (Siciliano et al., 2009). A simple
explanation of non-holonomic mechanical system can be illustrated with the observation of a
car-like vehicle, where an appropriate turn angle via front-axle is required when the vehicle
needs to turn right (or left). Limitation to turn instantenously is an example of non-holonomic
mechanical constraint while turning angle developed via front-axle is associated with the vehicle’s
kinematics.
In general, the research activities have been motivated to achieve the desired motion be-
haviour associated with above mentioned constraint of specific kinematic model as explained in
Chapter 4. The first control of trajectory tracking problem for a non-holonomic mobile robot has
been proposed by Kanayama et al. (1988) using decomposition of errors between reference and
current posture and became a fundamental solution to this problem. The stability of tracking
control rule in this proposal is analysed using Lyapunov function while approximate linearisa-
tion approach is used to solve the nonlinear issue. In addition, the correction of mobile robot’s
posture errors are controlled through the desired linear and angular velocities (Kanayama et al.,
1990, 1991). The motivation has also contributed various control techniques derived from the
highly nonlinear tracking error dynamics. Some advanced control methods such as neural net-
work (Fierro and Lewis, 1995), fuzzy control (Blazic, 2010), adaptive control (Martins et al.,
2008), and model-based predictive control (Klancar and Skrjanc, 2007), also demonstrated the
capability to solve the nonlinear issue in mobile robot trajectory tracking problem. In case of
rough terrain (uneven surface), research activities are focussed on navigation problem rather
than trajectory tracking with the basis of visual odometry (Konolige et al., 2011). Therefore,
trajectory tracking of mobile robot motion on uneven surface remains unsolved.
5.1.2 Aim
The aim of this chapter is to solve the control problem of trajectory tracking motion for non-
holonomic mobile robot on uneven surface using particular feedback technique. Due to the
nonlinearity in error dynamics, a classical approximate linearisation technique as proposed in
Kanayama et al. (1990, 1991) is utilised. In this chapter, we make similar assumptions to Chapter
4 where the workspace on the uneven surface is obstacle-free. This means that the mobile robot
is able to cruise around the surface and is not required to configure its geometrical transformation
in case of negotiating obstacles. In addition, we will present our analysis to the case of 3 diﬀerent
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Figure 5.3: Geometric formulation of trajectory tracking for non-holonomic mobile robot cruising
on flat surface. The desired, (-), and actual trajectory, (-.-), are represented by spline-curves.
The global reference axis is denoted by (XG, YG) while the local axis acting on mobile robot’s
body and along the desired trajectory are denoted by subscript l. The origin of global axis is the
start point for the desired trajectory whereas the actual start point is label as ST. Configuration
errors of mobile robot’s posture with respect to the local axis are denoted as ex, ey and e .
Additionally, the heading direction of the mobile robot is indicated by the axis xlact .
examples of pre-defined trajectory.
The rest of this chapter is arranged as follows; in Section 5.2, comprehensive problem state-
ments for mobile robot motion on flat and uneven terrain are given, describing utilitisation of flat
surface formulation on an uneven terrain environment. Section 5.3 explains the control strategy.
The mathematical derivation of error tracking model based on Kalman filter position estimate
is derived in Section 5.4.1 and 5.4.2. Furthermore, Section 5.4.3 describes the control laws and
the controller performance and simulation results are presented in Section 5.5. The last two
sections (Section 5.6 and Section 5.7) provide some discussion and concluding remarks related
to the simulation results and controller performance.
5.2 Problem Statement
Assume a non-holonomic mobile robot exhibits a motion on a flat surface as depicted in Figure
5.3, where subscripts G and l denote the global and local axes acting on the centre of mass
of the mobile robot respectively. The orientation of the mobile robot is given by the angle of
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global axes and desired local axis (i.e., angle developed between XG and xlact represents the
yaw angle,  act, at specific time-interval). Therefore, configuration of mobile robot is given by
the parameters of xlact , ylact and  act. In spite of that, the Cartesian and orientation errors are
formulated through geometric diﬀerence between the actual local coordinate, (xlact , ylact), and
the desired local coordinate, (xldes , yldes). These errors are denoted by ex, ey and e . Let mobile
robot configuration be denoted as q, the desired, actual and configuration error are given by
qdes =

xdes ydes  des
 T
(5.1)
qact =

xact yact  act
 T
(5.2)
eq =

ex ey e 
 T
(5.3)
Let the similar mobile robot cruise on an uneven surface as shown in Figure 5.4. Here, mul-
tivariate Gaussian function is utilised to generate the uneven surface as discussed in Chapter
4. Three important assumptions are made: (1) the uneven surface is negotiable; (2) a simple
mobile robot is used; and (3) the surface is obstacle-free. Assumptions 1 and 2 describe that
the mobile robot unit does not require to vary its geometrical shape to negotiate the terrain.
Furthermore, assumption 3 explains that an “obstacle avoidance” algorithm is not required as
the mobile robot can roam freely on the surface.
Similar to the flat surface motion described in Figure 5.3, the desired and actual heading
direction of mobile robot are illustrated by the directions of xldes and xlact respectively. Literally,
these axes are the tangential components of the trajectories considering positive (ascending slope)
and negative (decending slope) direction. Due to the variation of surface height, there is a need
to consider mobile robot’s position in z-axis direction. Additionally, rotational motions due to
surface’s slope can be identified as rolling and climbing which derive roll angle,  , and climb
angle, ✓. Therefore, the desired and actual configuration parameters of mobile robot on an
uneven surface are x, y, z,  , ✓ and  (equations (5.4) and (5.5)). Furthermore, configuration
errors of trajectory tracking on uneven surface can be denoted as (ex, ey, ez, e , e✓, e ) as shown
in equation (5.6).
qdes =

xdes ydes zdes  des ✓des  des
 T
(5.4)
qact =

xact yact zact  act ✓act  act
 T
(5.5)
eq =

ex ey ez e  e✓ e 
 T
(5.6)
However, it is very useful to observe and transform the actual mobile robot configuration
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parameters, qact, into estimated parameters for further trajectory tracking derivation. This is a
more natural approach due to presence of noise especially in position’s sensor reading. Having
said that, qmea is the measurement data from position sensor,
✓
qmea
sensor(s)(= qact
◆
, and can be
written as 2666666666666664
xmea
ymea
zmea
 mea
✓mea
 mea
3777777777777775
sensor(s)(=
2666666666666664
xact
yact
zact
 act
✓act
 act
3777777777777775
(5.7)
Further computation of qmea will lead to the estimated configuration of mobile robot and
one could write the estimated configuration as
qest =

xest yest zest  est ✓est  est
 T
(5.8)
Note that there are three separate algorithms before trajectory tracking problem can be
solved. The first algorithm is the development of a 2-dimensional pre-planned path that is
generated using parametric equations given by x (s) and y (s) in equations (4.19) and (4.20),
and may vary depending on the shape of the desired trajectory as well as the timing-law. Then,
a surface (terrain) generator that computes and generates an appropriate surface to visualise
terrain condition, either flat or uneven surface. It employs a multivariate Gaussian function as
described by equation (4.29) in Chapter 4 in case of an uneven surface. The last process is to find
a set of appropriate desired configurations of the mobile robot (equation (5.4)) using kinematic
model with consideration of the pre-planned path and surface parameter. In the same process, a
series of desired mobile robot velocities (linear and angular) along the desired path is calculated
using either one from these two methods which are: (1) the pseudo-inverse-kinematic model;
or (2) reference velocity input equations in Siciliano et al. (2009) with of assumption constant
acceleration. These three algorithms are discussed in Chapter 4.
5.3 Control Strategy
A three layer control architecture is proposed as a framework for mobile robot control as described
in Chapter 4. The control architecture itself is a top-down approach in which the highest level
control layer defines the mobile robot’s mission, the intermediate level control layer focusses on
the mobile robot’s configuration control and the low level control layer executes instructions from
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Figure 5.4: Problem statement for trajectory tracking of mobile robot on uneven surface. The
solid spline-curve (-) is the desired trajectory while dashed spline-curve (- -) is the actual tra-
jectory. Consider similar mobile robot in Figure 5.3 travelling on this uneven surface. There are
three additional configurations added with respect to the global frame when the mobile robot
cruises towards the centre of the surface which are: (1) change in altitude due to elevation of
surface; (2) climbing motion; and (3) rolling motion. Even though mobile robot’s configuration
is computed with the reference of global coordinate system, the derivation of configuration error
is computed in local coordinate system regardless of the surface condition.
the intemediate level control layer and translates it into the actuators’ motion (i.e. wheel speed).
This can be illustrated briefly by the motion of a mobile robot on a flat surface. In this example,
the high level control layer only defines two important information which are the desired start
position and desired end position. The desired traveling time between start to end position is
not important. Then, an external path/trajectory planner suggests an appropriate travel plan
(2-dimensional pre-planned path) before the surface generator models a surface with respect to
the actual terrain (as described in Chapter 4). In the intermediate level control layer, the pre-
planned path is derived into a series of desired mobile robot configurations with respect to the
global coordinate, qdes, within a constant time-interval and considering the surface condition. In
the same control layer, qdes is set as the control setpoint for the trajectory tracking algorithm. In
Figure 5.5, the flowchart on the left-hand-side illustrates the hierarchical control layer in mobile
robot control framework while the control block diagram on the right-hand-side explains the
operations in the intermediate level control layer. The magnifier icon on the flowchart indicates
that this chapter will focus on the intermediate level control layer.
Now, let a mobile robot prepare to cruise on an uneven surface, Figure 5.4, where qdes has
been defined and set as the setpoint in the control block diagram as shown in Figure 5.5. The
actual start position is assumed to be diﬀerent to the desired start position. Additionally, the
desired velocities,  des and !des, are derived from the parametric equations of 2-dimensional
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pre-planned path (Siciliano et al., 2009),
 des = ±
q
x˙2des + y˙
2
des (5.9)
!des =
y¨desx˙des   x¨desy˙des
x˙2des + y˙
2
des
(5.10)
Note that a Kalman filter (block component 5 in Figure 5.5) is utilised to estimate the configura-
tion of the mobile robot, qest. The input to the Kalman filter is qmea, which is the measurement
of qact through position sensors (block component 4 in Figure 5.5). However, due to measure-
ment noise, the unwanted sensor noise should be filtered to get a more accurate estimate of the
mobile robot’s configuration, in this case qest.
At every time-interval, qest and qdes are compared, but rather than directly compute the
diﬀerence between qest and qdes, the configuration error, eq, can be computed as the transfor-
mation of qest onto qdes in local coordinate system. Therefore, the transformation exercise is the
multiplication of the rotational matrix, R, (block component 1 in Figure 5.5) with the diﬀerence
between qest and qdes, given by equation (5.11), as mentioned in Kanayama et al. (1990).
eq = R⇥ (qdes   qest) (5.11)
Configuration error, eq, the required velocities to drive the mobile robot to the next point are
calculated with consideration of the desired velocities ( des and !des) as well as eq. This operation
is shown in component 2 in Figure 5.5 with a goal to drive the mobile robot closer to the desired
trajectory at every time-interval. Then, the configuration of the mobile robot is determined using
multiplication of the calculated velocities and matrix coeﬃcient of the kinematic model (q˙ =
G (q)u), where u is the input transformation related to the velocities calculated in component 2
and G (q) is the matrix coeﬃcient of kinematic model in component 3. In the same component
block, integral operation of q˙ results in the actual configuration of mobile robot, qact. However,
rather than feeding back qact and comparing to the setpoint, qdes, it is more convenient to
improve the method by transforming qact into an estimate of the parameters by considering
Kalman filter block in feedback line.
Algorithm 5.1 describes the method of utilising the Kalman filter in mobile robot trajectory
tracking error control. Firstly, it is necessary to initialise  des, !des, qest, state vector, Xˆ (0|0),
and covariance matrix, P (0|0), of the Kalman filter. Then, measurement of mobile robot’s posi-
tion is observed at every iteration (k denotes the iteration index of discrete time-interval) before
executing the Kalman filter algorithm. In this algorithm, qest at every time-interval is calculated
via prediction and estimation operation, then the configuration error is computed using the mul-
tiplication of rotation matrix, R, and the diﬀerence of qest and qdes. The quantity of error at
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Figure 5.5: The flowchart on the left-hand-side is the mobile robot control architecture with
the magnifier indicating that the intermediate level control layer is the focus of this chapter.
Meanwhile, the block diagram inside the big arrow on the right-hand-side explains the control
operations embedded in the intermediate level control layer. In the control block diagram, the
grey line is the feedback line connected to control input as proposed by Kanayama et al. (1990,
1991) and Sun (2005). However, in the events of disturbance, Kalman filter is needed to filter
noise. Dotted black/grey arrow lines with closed arrow head (- -I) denote separate processes
outside intermediate level control layer to define qdes while dotted arrow lines with opened arrow
head (- ->) denote the application of desired velocities into equations of input transformation.
Each component in control block diagram is numbered and explained accordingly in Section 5.3.
each time-interval is very important to determine the parameter of  fb and !fb. Meanwhile, the
control inputs denoted by u1 and u2, are defined via the control gains of approximate linearisa-
tion of error dynamics. The loop continues until the last iteration number and as a result, the
actual trajectory will converge to the desired trajectory. The parameters of u1, u2,  fb and !fb
are utilised from Siciliano et al. (2009).
5.4 Derivation of Trajectory Tracking Error Model
The assumptions made in this chapter are summarised in Table 5.1. The trajectory tracking
error model encompasses operations in block components 1 and 2 as depicted in Figure 5.5.
With reference to Figure 5.3, equation (5.11) can be written in vector matrix form as shown in
equation (5.12) (Kanayama et al., 1990; Siciliano et al., 2009).
266664
ex
ey
e 
377775 =
266664
cos est sin est 0
  sin est cos est 0
0 0 1
377775⇥
266664
xdes   xest
ydes   yest
 des    est
377775 (5.12)
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Algorithm 5.1 Algorithm for trajectory tracking error control via approximation linearisation
with Kalman filter estimation.
k = 1
Initialise qest (k)
Initialise  des and !des
Initialise Kalman filter: (Xˆ (0|0)), (P (0|0))
for k  ! N
Position measurement, qmea (k)
)Go to Kalman filter algorithm in Algorithm 5.2.
qmea 99KPrediction, Xˆ (k + 1|k), Zˆ (k + 1)
qest L99Estimation, Xˆ (k + 1|k + 1), P (k + 1|k + 1)
Compute configuration error, eq = R⇥ (qdes   qest)
Approximate linearisation feedback of u1 and u2
Input transformation,  fb (k) and !fb (k)
q˙act (k + 1) = G (q)⇥
⇥
 fb (k) !fb (k)
⇤T
qact (k + 1) =
´
(q˙act(k + 1))
end
note : k is iteration index, N is numbers of iteration.
Based on the description in Sections 5.2 and 5.3, equation (5.12) only applies to a flat surface.
Meanwhile, the equation of eq for uneven surface can be derived by substituting equations (5.4),
(5.8) and (5.6) into (5.11) and multiplying by the six-degree-of-freedom rotation matrix, R6dof .
eq = R6dof ⇥ (qdes   qest)2666666666666664
ex
ey
ez
e 
e✓
e 
3777777777777775
=
2666666666666664
cos est cos ✓est A C 0 0 0
  sin est cos ✓est B D 0 0 0
  sin ✓est   cos ✓est sin est cos ✓est cos est 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3777777777777775
⇥
2666666666666664
xdes   xest
ydes   yest
zdes   zest
 des    est
✓des   ✓est
 des    est
3777777777777775
(5.13)
with R6dof given by the Euler angle rotation formulation multiplication2. Notation of A, B, C
and D in R6dof in given by,
A = sin est cos est   cos est sin ✓est sin est
B = cos est cos est + sin est sin ✓est sin est
2The R6dof derivation is given by the multiplication of the Euler angles R ( ), R (✓) and R ( ) as explained
in Siciliano et al. (2009).
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Table 5.1: List of assumptions for trajectory tracking.
No. Assumption
1 A simple non-holonomic mobile robot is used.
2 No slippage of wheels.
3 A pre-defined surface model is generated oﬄine.
4 Surface model is an uneven type but highly negotiable.
5 Surface is obstacle free, so that mobile robot can roam freely on the surface.
6 Trajectory tracking model derived with reference of local coordinate (Kanayama et al., 1991).
C = sin est sin est + cos est sin ✓est cos est
D = cos est sin est   sin est sin ✓est cos est
For any ground vehicle, changes in the Cartesian coordinate, in particular Z-axis direction,
are strictly bounded to surface’s contour (variation of height). Mobile robot’s motion associated
with Z-axis direction are climbing and rolling motions. This means, parameters of ez, e✓ and
e  in equation (5.13) are strictly non-controllable. Therefore, all the error terms related to z,
  and ✓ can be cancelled. As a result, equation (5.13) is reduced to the error configuration of
a flat surface equivalent (equation (5.12)) and valid for an uneven surface (✓ and   bounded)
provided a simple non-holonomic mobile robot is used. Mobile robot with “terrain negotiable”
capabilities such as Variable Geometry Tracked Vehicle is not considered in this solution.
The error configuration, eq, employs qest, which is determined from measurement of qact and
resulting qmea. This recursive computation is undertaken using a Kalman filter before further
derivation of trajectory tracking error model.
5.4.1 Kalman Filter to estimate mobile robot configuration, qest
Kalman filter (Welch and Bishop, 1995), is a recursive algorithm and very useful to solve many
tracking problems (Blackman and House, 1999). A standard Kalman filter consists of a plant
model with state vector, X (k + 1), (equation (5.14)) and an observation model with observer
state vector, Z (k), (equation (5.15)). For a general position tracking problem, the plant model
defines the Cartesian position of the system at each time-interval in response to control input (i.e.,
velocity or acceleration) and measurement noise. Meanwhile, the observation model describes
a position measurement via a sensor with certain quantity of measurement noise. In trajectory
tracking problem, state vector in equation (5.14) and observer state vector in equation (5.15) is
written with the reference mobile robot configuration and sensor observation respectively.
X (k + 1) = A (k)X (k) +B (k)u (k) +   (k) " (k) (5.14)
Z (k) = C (k)X (k) + ⌘ (k) (5.15)
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where
" (k) ⇠ N (0, Q (k)), and
⌘ (k) ⇠ N (0, R (k))
are uncertainties in probability density function (pdf).
Additionally, the interest of the control solution as discussed in Section 5.3 is to achieve con-
vergence to the desired trajectory with the basis of two conditions: (1) mobile robot cruises at
constant linear velocity; and (2) control input vector, u (k), is absent. The first condition is
made with the basis that the mobile robot travels at an adequate speed to deal with terrain
variation at every time-step along the trajectory. As a result, the acceleration or rate of velocity
changes is disregarded. Meanwhile, the second condition is made with the basis of the solution
for tracking problem is not necessarily required external control input resulting in, u (k) = 0.
Therefore, equation (5.14) can be rewritten as
X (k + 1) = A (k)X (k) +   (k) " (k) (5.16)
Consider the same conditions, and with reference to Figures 5.3, 5.5 and Algorithm 5.1, mobile
robot configuration and velocities (linear and angular) are described by state vector in equations
(5.17) at discrete time-interval k,
X (k) =
2666666666666664
Px (k)
Vx (k)
Py (k)
Vy (k)
 (k)
! (k)
3777777777777775
(5.17)
X (k + 1) =
2666666666666664
Px (k + 1)
Vx (k + 1)
Py (k + 1)
Vy (k + 1)
 (k + 1)
! (k + 1)
3777777777777775
(5.18)
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and observation state vector
Z (k) =
266664
Zx (k)
Zy (k)
Z (k)
377775 (5.19)
The state comprises the Cartesian position and heading angle relative to initial configuration
(start point). For a constant velocity system, we can write the changes of velocity with respect
to time, in the direction of driving, lateral and turning as
V˙x (k) = 0
V˙y (k) = 0
!˙ (k) = 0
However, a more “natural” approach especially in real environment, is to assume some slight
variation of the velocities. Therefore, rate of velocity change at every time-interval can be
expressed as
V˙x (k) = " (k) (5.20)
V˙y (k) = " (k) (5.21)
!˙ (k) = " (k) (5.22)
where " is uncertainty of state, model uncertainty given by " (k) ⇠ N (0, Q (k)).
Additionally, at each constant time-step,  , velocities of every direction are given by adding
the velocity’s error to the previous velocity, leading to
Vx (k + 1) = Vx (k) + " (k) (5.23)
Vy (k + 1) = Vy (k) + " (k) (5.24)
! (k + 1) = ! (k) + " (k) (5.25)
where a first order Euler approximation has been asssumed.
Meanwhile, Cartesian and angular position at each time-interval are derived considering
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velocity between k and k + 1 is equal to average,
Px (k + 1) = Px (k) + 
✓
Vx (k + 1) + Vx (k)
2
◆
(5.26)
Py (k + 1) = Py (k) + 
✓
Vy (k + 1) + Vy (k)
2
◆
(5.27)
 (k + 1) =  (k) + 
✓
! (k + 1) + ! (k)
2
◆
(5.28)
Substituting equations (5.26), (5.27) and (5.28) with equations (5.23), (5.24) and (5.25) respec-
tively results in the Cartesian and angular position at each time-step,  , in terms of velocities
disturbances,
Px (k + 1) = Px (k) + Vx (k) +
 2" (k)
2
(5.29)
Py (k + 1) = Py (k) + Vy (k) +
 2" (k)
2
(5.30)
 (k + 1) =  (k) + ! (k) +
 2" (k)
2
(5.31)
Rearranging equations (5.29), (5.30), (5.31), (5.23), (5.24) and (5.25) with consideration of
equations (5.15), (5.16), (5.17), (5.18) and (5.19), the plant and observation model (equations
(5.32) and (5.33)) can be rewritten as
2666666666666664
Px (k + 1)
Vx (k + 1)
Py (k + 1)
Vy (k + 1)
 (k + 1)
! (k + 1)
3777777777777775
| {z }
X(k+1)
=
2666666666666664
1   0 0 0 0
0 1 0 0 0 0
0 0 1   0 0
0 0 0 1 0 0
0 0 0 0 1  
0 0 0 0 0 1
3777777777777775
| {z }
A(k)
2666666666666664
Px (k)
Vx (k)
Py (k)
Vy (k)
 (k)
! (k)
3777777777777775
| {z }
X(k)
+
2666666666666664
 2
2
 
 2
2
 
 2
2
 
3777777777777775
| {z }
 
" (k) (5.32)
266664
Zx (k)
Zy (k)
Z (k)
377775
| {z }
Z(k)
=
266664
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
377775
| {z }
C(k)
2666666666666664
Px (k)
Vx (k)
Py (k)
Vy (k)
 (k)
! (k)
3777777777777775
| {z }
X(k)
+
266664
⌘x (k)
⌘y (k)
⌘ (k)
377775
| {z }
⌘(k)
(5.33)
where
A (k) is dynamics relation of X (k + 1) to X (k),
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C (k) is matrix coeﬃcient of state X (k) related to outputs,
  (k) is matrix coeﬃcient of model uncertainty, " (k),
" (k) is uncertainty of state, model uncertainty, and
⌘ (k) is measurement uncertainty given by ⌘ (k) ⇠ N (0, R (k)).
The next step is to utilise the Kalman filter algorithm (Algorithm 5.2) with the aim to get
robot position estimation for every time-interval while “smooth”ing the actual trajectory. After
initialising the state and state covariance, a cyclic process of predict next state and covariance,
compute gain and estimate occurs. The filter is very robust, therefore the ratio between plant
model uncertainty covariance matrix, Q (k), and observation model uncertainty covariance ma-
trix, R (k), can be accomplished through “trial and error” method. Covariance matrices for
Kalman filter are shown by equations (5.34), (5.35) and (5.36).
P (k) = |0.1⇥ PRNG|⇥ I6 (5.34)
Q (k) = 9555⇥ |I6 ⇥ PRNG| (5.35)
R (k) =
266664
1 0 0
0 1 0
0 0 1
377775 (5.36)
where
P (k) is state covariance matrix,
Q (k) is plant model uncertainty,
PRNG is normally distributed pseudorandom number generator,
I6 is 6⇥ 6 identity matrix,
R (k) is observation model uncertainty.
As a result of the Kalman filter algorithm, the estimated configuration, qest, of a mobile robot
is given by equation (5.37). At each time-interval, qest is computed and fed to the tracking
controller in order to get “smooth” estimate trajectory over a complete simulation time with
respect to the sensor observation.
266664
xest
yest
 est
377775 =
266664
Px
Py
 
377775 (5.37)
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Algorithm 5.2 Kalman Filter Algorithm as described in Welch and Bishop (1995).
for k  ! N
Start
Initial estimates Xˆ (0|0) , P (0|0)
Predict
Xˆ (k + 1|k) = A (k) Xˆ (k|k)
P (k + 1|k) = A (k)P (k|k)AT (k) +   (k)Q (k) T (k)
Zˆ (k + 1) = C (k) Xˆ (k + 1|k)
S (k + 1) = C (k)P (k + 1|k)CT (k) +R (k + 1)
Gain
G (k + 1) = P (k + 1|k)CT (k)S 1 (k + 1)
Estimate
Xˆ (k + 1|k + 1) = Xˆ (k + 1|k) +G (k + 1)
h
Z (k + 1)  Zˆ (k + 1)
i
P (k + 1|k + 1) = P (k + 1|k) G (k + 1)S (k + 1)GT (k + 1)
end
5.4.2 Error Dynamics
In Section 5.4, it has been described that the error configuration in equation (5.12) is valid for
uneven surface because the mobile robot’s motion is bounded to the height of the surface with
consideration of assumptions depicted in Table 5.1. Therefore, as stated in Siciliano et al. (2009)
the error dynamics, e˙q, of trajectory tracking problem are given by
e˙q =
266664
0 !des 0
 !des 0 0
0 0 0
377775 e+
266664
0
sin e 
0
377775  des +
266664
1  ey
0 ex
0 1
377775
264 u1
u2
375 (5.38)
where u1 and u2 are the control inputs. The input transformation (block component 2 in Figure
5.5) shown in equation (5.39) and (5.40) depends on eq as well as u1 and u2
 fb =  des cos e   u1 (5.39)
!fb = !des   u2 (5.40)
Input transformation,  fb and !fb, are set of appropriate velocities to drive the mobile robot
while converging to the desired trajectory.
5.4.3 Control Based Approximate Linearisation
Approximate linearisation as stated in Siciliano et al. (2009) is the simplest yet most eﬃcient
approach to solve the nonlinearity in the error dynamics in equation (5.38). Inspecting the terms
in the error dynamics of equation (5.38), there is a demand to solve the nonlinearity in the error
dynamics due to presence of a trigonometric term, “sin e ”, ex and ey. As stated in Siciliano
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et al. (2009), by eliminating “sin e ” in equation, the linearised closed-loop error dynamics can
be written as
e˙q =
266664
0 !des 0
 !des 0 0
0 0 0
377775 e+
266664
0
e 
0
377775  des +
266664
1 0
0 0
0 1
377775
264 u1
u2
375 (5.41)
The closed-loop error dynamics in equation (5.41) is still time-varying. Therefore, the linear
feedback with sign function, u1 and u2, are derived in equations (5.42) and (5.43) as suggested
by Siciliano et al. (2009)
u1 =  kxex (5.42)
u2 =  ky · sign ( des) ey   k e (5.43)
where, the feedback gains are defined by
kx = 2⇣
q
!2des + b 
2
des
ky = b | des|
k = kx
Note that the input transformation is based on parameters u1 and u2 in equations (5.39) and
(5.40). The actual configuration, qact, for specific time-interval is the result from integral oper-
ation of multiplication of kinematic model, G (q), and input tranformation whilst the estimated
configuration, qest , is the result of Kalman filter operation. Both qact and qest is summarised
by equations (5.44) and (5.45). The arrow in equation (5.45) indicates the measurement of qact.
qact =
ˆ  
G (q)⇥

 fb !fb
 T!
(5.44)
qest = Kalman Filter
⇢
qmea
sensor(s)(= qact
 
(5.45)
In this section, a comprehensive and systematic approach to derive the trajectory tracking
model for a mobile robot systems that is required to travel on an uneven surface has been
discussed. Describing this further, the simulations related to the tracking model is provided in
the next section.
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5.5 Simulation Results
In this section, the trajectory tracking controller as described in Section 5.4.3 is implemented
on three diﬀerent pre-planned paths3 as characterised in Table 5.2. Prior to this, four random
generated uneven surfaces are defined by multivariate Gaussian functions as illustrated in Figure
5.7. The objective of the computer simulation is to investigate the convergence to zero of the
closed-loop linearised error dynamics of trajectory tracking controller for non-holonomic mobile
robot system travel on an uneven surface. The simulation results for each type of simulated
pre-planned paths, are split into three sub-simulation environments which are:
1. trajectory tracking of three diﬀerent pre-planned paths on four random generated sur-
faces consisting of:
(a) noisy measurement data,
(b) mobile robot position estimate using Kalman filter without tracking controller, and
(c) mobile robot position estimate using Kalman filter with tracking controller.
2. trajectory tracking of three diﬀerent pre-planned paths on three diﬀerent initial con-
figurations, and
3. trajectory tracking of three diﬀerent pre-planned paths based on damping coeﬃcient,
⇣, value.
For convenient, the results of these sub-simulation environments are summarised in separate
tables as follows:
• Sub-simulation 1 (based on four random generated surfaces) is summarised in Table 5.3a,
• Sub-simulation 2 (based on three diﬀerent initial conditions) is summarised in Table 5.3b,
and
• Sub-simulation 2 (based on ⇣ condition) is summarised in Table 5.3c.
3These parametric paths are written in timing-law, s, as explained in Chapter 4
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Table 5.2: Simulated two-dimensional pre-planned trajectories used in the simulation environ-
ments. xc and yc is the centre Cartesian coordinate for circular and figure-eight trajectory in
metres. R and ! refer to radius [metres] and angular velocity [radian per unit timing-law] re-
spectively. For spline trajectory, xi, yi, xf and yf are initial and final position of the trajectory.
(a) Circular and figure-eight trajectory.
Path type Figure no. Parametric equation xc yc R !
circular Figure 5.6a xcir = xc +Rcir · cos (!cir · s) 5 5 4 6.2
ycir = yc +Rcir · sin (!cir · s)
figure-eight Figure 5.6b xf8 = xc +Rf8 · sin (2!f8 · s) 5 5 4 110
yf8 = yc +Rf8 · sin (!f8 · s)
(b) Spline trajectory.
Path type Figure no. Parametric equation xi yi xf yf
spline Figure 5.6c xsp =
0@ s3xf   (s  1)3 xi+↵xs2 (s  1)
+ xs (s  1)2
1A 0 0 10 10
ysp =
0@ s3yf   (s  1)3 yi+↵ys2 (s  1)
+ ys (s  1)2
1A
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Table 5.3: List of figures that correspond to each sub-simulation of trajectory tracking.
(a) Sub-simulation 1.
noisy measurement tracking performance
⇣ = 0.7
3D view 2D view 3D view 2D view
Surface 1
circular Figure 5.8a Figure 5.9a Figure 5.10a Figure 5.11a
figure-eight Figure 5.12a Figure 5.13a Figure 5.14a Figure 5.15a
spline Figure 5.16a Figure 5.17a Figure 5.18a Figure 5.19a
Surface 2
circular Figure 5.8b Figure 5.9b Figure 5.10b Figure 5.11b
figure-eight Figure 5.12b Figure 5.13b Figure 5.14b Figure 5.15b
spline Figure 5.16b Figure 5.17b Figure 5.18b Figure 5.19b
Surface 3
circular Figure 5.8c Figure 5.9c Figure 5.10c Figure 5.11c
figure-eight Figure 5.12c Figure 5.13c Figure 5.14c Figure 5.15c
spline Figure 5.16c Figure 5.17c Figure 5.18c Figure 5.19c
Surface 4
circular Figure 5.8d Figure 5.9d Figure 5.10d Figure 5.11d
figure-eight Figure 5.12d Figure 5.13d Figure 5.14d Figure 5.15d
spline Figure 5.16d Figure 5.17d Figure 5.18d Figure 5.19d
(b) Sub-simulation 2.
tracking performance
⇣ = 0.7
3D view 2D view
circular Figure 5.20a Figure 5.20b
initial condition 1 figure-eight Figure 5.20c Figure 5.20d
spline Figure 5.20e Figure 5.20f
circular Figure 5.21a Figure 5.21b
initial condition 2 figure-eight Figure 5.21c Figure 5.21d
spline Figure 5.21e Figure 5.21f
circular Figure 5.22a Figure 5.22b
initial condition 3 figure-eight Figure 5.22c Figure 5.22d
spline Figure 5.22e Figure 5.22f
(c) Sub-simulation 3.
tracking performance
3D view 2D view
circular Figure 5.23a Figure 5.23b
0 < ⇣ < 1 figure-eight Figure 5.23c Figure 5.23d
spline Figure 5.23e Figure 5.23f
circular Figure 5.24a Figure 5.24b
⇣ = 1 figure-eight Figure 5.24c Figure 5.24d
spline Figure 5.24e Figure 5.24f
circular Figure 5.25a Figure 5.25b
⇣ > 1 figure-eight Figure 5.25c Figure 5.25d
spline Figure 5.25e Figure 5.25f
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(a) Circular path.
(b) Figure-eight path.
(c) Spline path.
Figure 5.6: Simulated 2-dimensional pre-planned paths defined in path planner.
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Sub-simulation 1 The ⇣ and natural frequency, b, is set to be constant for all trajectory track-
ing simulations (⇣ = 0.7 and b = 10). Figures 5.8, 5.12 and 5.16 show the simulation results
of a mobile robot with noisy position measurement (black dot is noisy data) while Figures
5.9, 5.13 and 5.17 show the same results in 2-dimensional viewpoint. These noisy data is
filtered using Kalman filter recursive algorithm, resulting mobile robot system estimate its
configuration, qest, (dotted-solid line) to track the desired trajectory as plotted in Figures
5.10, 5.14 and 5.18. Improved results (dashed-line) are also plotted on the same figures
considering the orientation error between qdes and qest and linearised feedback. Again, for
convenience, these results are represented in two-dimensional viewpoint in Figures 5.11,
5.15 and 5.19.
Sub-simulation 2 To assess the performance of the controller, three diﬀerent initial configura-
tions are used in this sub-simulation. Figures 5.20, 5.21 and 5.22 are the trajectory tracking
response on three diﬀerent initial configurations on a similar random generated surface.
Results show that the convergence to the desired trajectory are accomplished regardless of
the initial configurations.
Sub-simulation 3 In order to compare the tracking performance of the controller, the last
simulation is done using diﬀerent ⇣ value which corresponds to each damping coeﬃcient.
Figures 5.23, 5.24 and 5.25 are the trajectory tracking response on three diﬀerent ⇣ values
on a random generated uneven surface. In addition, results in Figure 5.26 show a better
comparison of the average error dynamics response for diﬀerent ⇣ values where:
• Figure 5.26a plots the average error dynamics response for tracking in Figure 5.23,
• Figure 5.26b plots the average error dynamics response for tracking in Figure 5.24, and
• Figure 5.26c plots the average error dynamics response for tracking in Figure 5.25.
The results from sub-simulations 1 and 2 show the convergence to zero error is guaranteed
for linear time-invariant system with the choice of ⇣ = 0.7 and b = 10. For “poor” initial
configurations (Figure 5.20 to 5.22) resulting certain amount of initial configuration errors, the
Kalman filter and control law keep pushing the robot to desired trajectory and the tracking
performance is better. Although, this is not guaranteed for a time-varying trajectory tracking.
The error dynamics shown in Figure 5.26 are calculated by taking the average of error dy-
namics response for circular, figure-eight and spline trajectory for each ⇣ condition. The result
illustrates the zero convergence of spline path on comparison based on ⇣ value. An undamped ⇣
shows faster zero convergence approximately at sample point, s ⇡ 0.2.
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(a) Circular 3D. (b) Circular 2D.
(c) Figure-eight 3D. (d) Figure-eight 2D.
(e) Spline 3D. (f) Spline 2D.
Figure 5.20: Comparison of trajectory tracking on an uneven surface with diﬀerent initial con-
dition configuration 1. The initial configurations are given as follow: (1) Figure 5.20a and 5.20b
! (xi, yi, i) =
 
8, 4, ⇡2
 
; (2) Figure 5.20c and 5.20d ! (xi, yi, i) =
 
3.5, 5, ⇡2
 
; and (3) Fig-
ure 5.20e and 5.20f ! (xi, yi, i) =
  2, 2, ⇡2  . [Legend: Surf is surface, DesP is desired
path, ApLKF is approximate linearisation with Kalman Filter, KFpest is Kalman filter position
estimate and ActSTp is Actual start position.]
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(a) Circular 3D. (b) Circular 2D.
(c) Figure-eight 3D. (d) Figure-eight 2D.
(e) Spline 3D. (f) Spline 2D.
Figure 5.21: Comparison of trajectory tracking on an uneven surface with diﬀerent initial con-
dition configuration 2. The initial configurations are given as follow: (1) Figure 5.21a and 5.21b
! (xi, yi, i) = (5, 7, 0); (2) Figure 5.21c and 5.21d ! (xi, yi, i) = (5, 3, 0); and (3) Figure
5.21e and 5.21f ! (xi, yi, i) = (2, 2, 0). [Legend: Surf is surface, DesP is desired path, ApLKF
is approximate linearisation with Kalman Filter, KFpest is Kalman filter position estimate and
ActSTp is Actual start position.]
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(a) Circular 3D. (b) Circular 2D.
(c) Figure-eight 3D. (d) Figure-eight 2D.
(e) Spline 3D. (f) Spline 2D.
Figure 5.22: Comparison of trajectory tracking on an uneven surface with diﬀerent initial con-
dition configuration 3. The initial configurations are given as follow: (1) Figure 5.22a and 5.22b
! (xi, yi, i) =
 
10, 4, 3⇡2
 
; (2) Figure 5.22c and 5.22d ! (xi, yi, i) =
 
5, 7, ⇡2
 
; and (3)
Figure 5.22e and 5.22f ! (xi, yi, i) =
  2, 2, ⇡2  . [Legend: Surf is surface, DesP is desired
path, ApLKF is approximate linearisation with Kalman Filter, KFpest is Kalman filter position
estimate and ActSTp is Actual start position.]
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(a) Circular 3D. (b) Circular 2D.
(c) Figure-eight 3D. (d) Figure-eight 2D.
(e) Spline 3D. (f) Spline 2D.
Figure 5.23: Trajectory tracking on an uneven surface with 0 < ⇣ < 1. [Legend: Surf is
surface, DesP is desired path, ApLKF is approximate linearisation with Kalman Filter, KFpest
is Kalman filter position estimate and ActSTp is Actual start position.]
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(a) Circular 3D. (b) Circular 2D.
(c) Figure-eight 3D. (d) Figure-eight 2D.
(e) Spline 3D. (f) Spline 2D.
Figure 5.24: Trajectory tracking on an uneven surface with ⇣ = 1. [Legend: Surf is surface, DesP
is desired path, ApLKF is approximate linearisation with Kalman Filter, KFpest is Kalman filter
position estimate and ActSTp is Actual start position.]
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(a) Circular 3D. (b) Circular 2D.
(c) Figure-eight 3D. (d) Figure-eight 2D.
(e) Spline 3D. (f) Spline 2D.
Figure 5.25: Trajectory tracking on an uneven surface with ⇣ > 1. [Legend: Surf is surface, DesP
is desired path, ApLKF is approximate linearisation with Kalman Filter, KFpest is Kalman filter
position estimate and ActSTp is Actual start position.]
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(a) Undamped, 0 < ⇣ < 1.
(b) Critical damp, ⇣ = 1.
(c) Overdamp, ⇣ > 1.
Figure 5.26: Error dynamics response vs damping coeﬃcient, ⇣. Figure 5.26a, 5.26b and 5.26c
correspond to the average error dynamics from underlying computation of trajectory tracking
results shown by Figure 5.23, 5.24 and 5.25.
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5.6 Discussion
As mentioned in Section 5.1.1, the study of mobile robot motion on uneven surface focusses on
global navigation problem rather than solving a trajectory tracking problem. This study set out
with the aim of assessing the convergence to zero error of the trajectory tracking of mobile robot
motion on an uneven surface through utilisation of existing flat surface motion solution laid
out in Kanayama et al. (1990), Sun (2005) and Siciliano et al. (2009). The zero convergence is
guaranteed for time-invariant case and stability is bounded via Lyapunov analysis (Zhang et al.,
2007).
The results in this study show that:
• zero convergence of trajectory tracking error was performed successfully on an uneven
surface as well as flat surface; and
• an improved mobile robot configuration along the desired trajectory benefited from the
underlying Kalman filter algorithm through an acceptable ratio between covariance matrix
of Q (k) and R (k).
The most interesting finding was the accomplishment of zero convergence of trajectory tracking
error through utilisation of a simple approximate linearisation method to solve nonlinearity in
error dynamics in the event of mobile robot motion on an uneven surface environment. In
equation (5.35), Q (k) was defined through “trial and error” method and from result in Section
(5.5) we have seen a big value of Q (k) coeﬃcient guarantees zero convergence. Comparing the
results in Section (5.5) with related studies done in flat surface environment, the findings are
in agreement with Siciliano et al. (2009) where selection of control parameters (in particular,
control gain, k, and damping coeﬃcient, ⇣) are essential to improve convergence to the desired
trajectory. In spite of that, a mobile robot operating in unstructured environment, especially
in urban search and rescue (USAR) operation, often requires to replan the desired trajectory in
case of:
• avoiding unexpected hazard or non-negotiable obstacles such as big boulders or extreme
heat on the desired trajectory; or,
• locating and approaching potential sign of survivor but oﬀ the desired trajectory for further
rescue action.
On the one hand, it is very common for any uneven surface to have a steep slope where a variable
geometry tracked vehicle (VGTV) mobile robot is required to vary its shape in order to negotiate
with the terrain to prevent mishap overturn. Therefore, further work is required to establish
these limitations.
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5.7 Concluding Remarks
In this chapter, an extension of a solution for the trajectory tracking problem of a non-holonomic
mobile robot by extending the tracking error model of a flat surface to an uneven surface is
proposed. The proposed controller has certain advantages over existing trajectory tracking
controllers based on two reasons:
1. Kalman filter algorithm is used to compute the estimate of the mobile robot’s configuration
instead of direct integral operation of the dynamic part, q˙, before comparing with the
desired state of the global control input; and
2. Tracking controller is capable to execute mission on uneven surfaces as well as flat surfaces.
The proposed tracking control algorithm is tested on three examples of 2-dimensional pre-planned
trajectories projected onto uneven surfaces. The controller design relies on linear and angular
velocities ( des and !des) as input reference signals. This input reference signal concisely updated
the input transformation ( fb and !fb) part which improves the trajectory tracking performance.
Convergence to the desired trajectory was analysed and simulations were performed to illustrate
the behaviour of the proposed control scheme. The above comprehensive analysis shows that the
approximate linearisation control scheme based tracking controller is a good trajectory tracking
controller considering:
• The convergence to the desired trajectory (with zero tracking error or very small tracking
error) will be achieved regardless of:
– the type of pre-defined trajectory;
– the type of surface (flat or uneven); and
– mobile robot start configuration.
• A smooth actual trajectory of a mobile robot will be produced as a result of using the
Kalman filter algorithm in this control scheme which makes it relevant in practical appli-
cations due to sensor’s noisy measurements.
• A shorter settling time (time required to achieve convergence to desired trajectory) can be
accomplished with appropriate parameter selection of damping coeﬃcient, ⇣, which reflects
the controller’s gain (kx, ky and k ).
Simulation results verify the approximate linearisation approach yields global convergence of
desired trajectory of the closed-loop tracking system even with very poor initial start configura-
tion. Furthermore, the results show that the control objectives were accomplished and provide
substantial guidance to develop an actual trajectory tracking controller for practical systems.
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The next chapter will dedicated for the conclusion of this thesis. Additionally, recommenda-
tion and potential further research work related to this research topis will be provided.
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Chapter 6
Conclusions and Future Work
This thesis has investigated possible solution to the problems of implementing mobile robot
systems for a complex, uneven and unstructured environment, such as in USAR operation. The
results from this research work make several contributions to the current literature.
• First, the development of a new and novel design of a VGTV mobile robot configuration
has been made, by introducing the independent track control mechanisms. The eﬀects of
these independent track control mechanisms is associated with the mobile robot behaviour,
particularly when platform stability is required.
• Second, the development of a control framework which is arranged according to the degree
of control hierarchy, where the control flow is applied in the concept of a three-tiered layer
control architecture. It is shown that the outline of this control framework is beneficial for
systematic programming, simulation and modeling.
• Third, the development of a mathematical model to represent an actual terrain feature is
made, generated using summation of several Gaussian functions. The visualisation of the
terrain structure is incorporated with the interaction between the highest control layer and
intermediate control layer in the three-tiered layer control architecture.
• Fourth, the development of a comprehensive, full three-dimensional kinematic model for
mobile robots that are required to travel on complex and uneven terrain is derived. It is
shown that this model is suﬃciently concise as to provide the evaluation and prediction of
mobile robot behaviour when traversing on uneven terrain.
• Fifth, the development of trajectory tracking model to ensure the mobile robot is following
the designated three-dimensional path which is defined in three-tiered layer control archi-
tecture, extending the implementation of conventional two-dimensional trajectory tracking
solution onto three-dimensional problem.
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Prior to these, in Chapter 1, we have identified some of the key areas to focus in order to motivate
the methodologies employed in this thesis. In this chapter, we summarised and concluded the
research works presented thoughout this thesis. The structure of this chapter is arranged as
follows: in Section 6.1, we summarise and conclude all the main areas covered in this thesis. The
final section, Section 6.2, discusses some potential future work on this research topic.
6.1 Summary
Chapter 2 was written with the objective to develop a new mobile robot that is able to travel
on various types of terrain. Influenced by the Variable Geometry Tracked Vehicle configuration
proposed in Kim and Lee (2007) and iRobot (2010), the proposed mobile robot in this thesis
is driven by a pair of caterpillar tracks which can be controlled independently. Moreover, a
fundamental problem related to the track’s tension properties is discussed. A mathematical
formulation of the track tension model was also presented. This work contributes to existing
knowledge of VGTV mobile robot design by providing the independent track control method
which is very beneficial in complex terrain negotiation. The chapter then discussed the proposed
mechatronic design and at the same time previewed the control architecture by emphasising the
lowest control layer. This control architecture is important for the rest of the modelling and
simulation in this thesis, presented in Chapter 3.
Chapter 3 explained the importance of a control framework in defining the mobile robot
behaviour. This chapter began with the objective to develop a generic mobile robot control
architecture by focusing on the terrain negotiation scenarios. One of the significant advantages
of the proposed control framework is the arrangement of the three-tiered layer control architecture
which is based on the degree of control hierarchy. Moreover, the relevence of the layer architecture
system is improved by implementing the ’switch’ing ability which is responsible to dictate any
intervention over the prior defined global mission objective. Furthermore, the ’switch’ing ability
provides deeper understanding of the role of mission planner in the highest control layer. The
outcome of the proposed control framework supports the idea of a systematic control approach
and further formulation in the next chapter.
Chapter 4 was written with the objective to derive a higher degree-of-freedom kinematic
model for a mobile robot that is supposed to traverse on an uneven surface. This higher-degree-of-
freedom kinematic model is derived by extending the existing two-dimensional kinematic model
into a full three-dimensional kinematic model. This study set out with the aim of evaluating
the mobile robot behaviour in terms of linear and angular velocities along a pre-planned path
of an uneven surface with the knowledge of two-dimensional kinematic problem. Even though
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the kinematic model for non-holonomic mobile robot is not unique by definition, the proposed
generalised model constructs a comprehensive and solid foundation of the framework to study
kinematic problem in real-world environment. The study has gone some way towards enhancing
our understanding of mobile robots behaviour when it is required to traverse on uneven terrain.
The following conclusions can be drawn from the present study:
• uneven terrain can be modelled by a the summation of several multivariate Gaussian
functions;
• surface model is beneficial for mobile robot to deal with terrain or obstacles rather than
avoiding it;
• unit quaternion rotation formulation is useful as an alternative to Euler angle; and
• input vector, u, for uneven surface can be reduced to two-dimensional case considering the
elimination of undesired rotational element from the equation.
The outcome of this is significant for the derivation of tracking model derived in Chapter 5.
Chapter 5 has investigated a solution for the trajectory tracking problem of a non-holonomic
mobile robot by extending the tracking error model of a flat surface to an uneven surface. The
present study is designed to determine the eﬀect of the Kalman filter algorithm to estimate
the mobile robot configuration along the predefined path. In addition, this study also aims
to assess the capability of the tracking controller in mission execution especially on an uneven
surface. This work contributes to existing knowledge of conventional trajectory tracking method
by providing a solution for a mobile robot systems travel on complex terrain. Moreover, the
current findings add substantially to our understanding of Kalman filter ability in order to get
a smooth tracking trajectory whilst converging to the desired path. The most obvious finding
to emerge from this study are that the convergence to the desired trajectory can be achieved
regardless of:
• the type of pre-defined trajectory;
• the type of surface (flat or uneven); and
• mobile robot start configuration.
The results also shown that a smooth trajectory of a mobile robot will be produced as a result
of using the Kalman filter algorithm in this control scheme which makes it relevant in practical
applications due to sensor’s noisy measurements.
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6.2 Future Work
The work discussed in this thesis has identified and confirmed the feasibility of: (1) independent
track control mechanism on VGTV mobile robot to negotiate with various types of terrain;
and (2) control architecture framework classification in order to systematically simulate (and
program) the kinematic and tracking behaviour of mobile robot system on complex terrain.
Moreover, this research has thrown up many questions in need of further investigation. Further
experimental investigations are needed to improve the mechatronic design of the proposed mobile
robot system. More broadly, research is also needed to expand the scope of control architecture
in order to increase the mobile robot level of autonomy, towards more autonomous capability.
It is recommended that further research on themechatronic design needs to be undertaken
in order to improve the competency of the mobile robot platform on complex terrain. Further
research might explore:
• the optimisation of the chassis dimension to ensure suﬃcient chassis and terrain surface
clearance;
• the utilisation of full-drive-system (or four-wheel-drive system) on the prototype by imple-
menting four motors to drive four track sprockets; and
• the capability of standard DC motor to construct track angle, ✓cl, in order to overcome
servo mechanism limitations.
It would be more interesting to assess the eﬀects of surface side-slope angle onto the mobile robot
behaviour, which is associated with the mobile robot decision making ability. Furthermore, more
research is required on real-world implementation, particularly to investigate the eﬀectiveness of
mechatronic design on actual disaster site trials. However, this assessment is entirely depends
on the customisation of the control architecture.
Additionally, considerably more work on control architecture will need to be done to
upgrade to existing prototype into another level of autonomy. A further study on sensor fusion
topic could apply the surface model methodology explained in Chapter 4. It is suggested to
employ a Microsoft Kinect sensor instead of stereo vision camera in order to model the obstacle
feature. A future study investigating the incorporation of sensor fusion module embedded in
the higher control layers would be very interesting, particularly to determine the appropriate
behaviour of mobile robot on terrain model. It is forecasted that the future research will emerge
into SLAM domain.
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