Abstract. We revisit a recent bound of I. Shparlinski and T. P. Zhang on bilinear forms with Kloosterman sums, and prove an extension for correlation sums of Kloosterman sums against Fourier coefficients of modular forms. We use these bounds to improve on earlier results on sums of Kloosterman sums along the primes and on the error term of the fourth moment of Dirichlet Lfunctions.
Statement of results

1.1.
Preliminaries. This note is motivated by a recent result of I. E. Shparlinski and T. P. Zhang [7] concerning bilinear forms with Kloosterman sums. Given a prime q and m P F q , let or any ε ą 0, where the implied constant depends only on ε.
In light of the Weil bound for Kloosterman sums | Kl 2 pm; qq| ď 2, the estimate (1.1) is non-trivial as long as M N is a bit larger than q 1{2 . On the other hand, if M or N is close to q, other methods (e.g. the completion method) become more efficient. In particular, the restriction that M and N are ď q is not really restrictive for applications.
The aim of this paper is two-fold. On the one hand, we put Theorem 1.1 into a slightly more general context in Propositions 1.2 and 1.3; viewing it as a correlation estimate for Kloosterman sums and a divisor function (which itself is a Fourier coefficient of an Eisenstein series), it turns out to be a consequence of a version of the Voronoi summation formula. On the other hand, we give two applications of independent interest to the fourth moment of Dirichlet L-functions in Theorem 1.5 and sums of Kloosterman sums over primes in Theorem 1.8; these applications are discussed in Subsection 1.3.
1.2.
Variations on a theme. Our first result is a smoothed version of the bound (1.1). To state it, we use the following class of smoothing functions. For a modulus q ě 1 and a parameter Q ě 1, we will consider functions satisfying the following conditions:
W : r0,`8rÑ C is smooth, SupppW q Ă r1{2, 2s, W pjq pxq ! j,ε`q ε Q˘j for any x ě 0, j ě 0 and ε ą 0. (1.2) Proposition 1.2. Let q be a prime number and let Q ě 1 be a real number. Let W 1 , W 2 be functions satisfying (1.2). For any M, N ě 1 and any integer a coprime with q, we have
Furthermore, if W 3 also satisfies (1.2), then for any Y ě 1, we have
In both cases, the implied constant depends only on ε.
The inequalities (1.3) and (1.4) could be easily deduced from the result of Shparlinski and Zhang by summation by parts with respect to the variables m and n. In §2, we will give an alternative proof based on [4, Prop. 2.2]. The Q-dependence in Proposition 1.2 is presented in a compact form well suited for our applications but it is not fully optimized otherwise (in particular, for Theorem 1.5 we will be using Q " q ε ); our proof actually yields a better Q-dependence in some other ranges.
We can view the bounds (1.3) and (1.4) essentially as sums over a single variable weighted by the divisor function d. The advantage of our proof of Proposition 1.2 is that it provides naturally an automorphic generalization, where the divisor function is replaced with Fourier coefficients of modular forms. Proposition 1.3. Let pλ f pnqq ně1 be the Hecke eigenvalues of a holomorphic cuspidal Hecke eigenform f of level 1, normalized so that |λ f pnq| ď dpnq. Let q be a prime number, and let W be a function satisfying (1.2) with Q " 1. Let a be an integer coprime to q. For any N ě 1 and any ε ą 0, we have
here the implied constant depends only on f and ε.
Remark 1.4. This is by no means the most general statement that may be proved along these lines.
As pointed out in [7] , the estimates (1.1) and (1.3) are significant improvements of the bound
and likewise the estimate (1.5) improves significantly over 
The spectral theory of automorphic forms provides a good error term when M and N are relatively close in the logarithmic scale. Otherwise, assuming that N " N 1 N 2 ě M " M 1 M 2 , we apply the Poisson summation formula to both variables n 1 and n 2 (equivalently, the Voronoi summation formula applied to the variable n " n 1 n 2 ), getting two variables of dual size n1 " q{N 1 and n2 " q{N 2 and a smooth quadrilinear sum of Kloosterman sums ÿ ÿ
Kl 2 pm 1 m 2 n1n2; qq, which is evaluated by various means, in particular using the smooth bilinear sum bound (1.3). In our specific case, the bound (1.3) amounts to applying the Poisson formula to two of the four variables m 1 , m 2 , n1, n2. This leads back to a sum of the type (1.8), which is then bounded trivially. This argument is not circular, and allows for an improvement, because we (implicitly) apply the process to variables different from the ones we started from (for instance to m 1 and n1 instead of n1 and n2).
Our second application is an improvement of the first bound in [2, Cor. 1.13] for Kloosterman sums over primes in short intervals: Theorem 1.8. Let q be a prime number. Let Q ě 1 be a parameter and let W be a function satisfying (1.2). Then for every X such that 2 ď X ď q and every ε ą 0, we have
In addition, for every prime q, every X such that 2 ď X ď q and every ε ą 0, we have
In both cases, the implicit constant depends only on ε.
Remark 1.9. The range where these bounds are non-trivial is the same as that in [2, Cor. 1.13], namely the length of summation X should be greater than q 3{4`ε if Q is fixed. The improvement therefore lies in the greater cancellation in this allowed range. For instance, when X " q, we gain a factor q 1{18´ε over the trivial bound for the sum appearing in (1.10) instead of q 1{48´ε in [2, Corollary 1.13].
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Correlation sums of Kloosterman sums and divisor-like functions
In this section, we revisit Theorem 1.1 and establish Proposition 1.2. The idea behind the proof of Theorem 1.1 is that after applying the completion method twice over the m and n variables, the Kloosterman sum Kl 2 pamn;is transformed into the Dirac type function q 1{2 δ mn"a pmod, and taking the congruence condition into account one saves (in the most favourable situation) a factor q 1{2 {q " q´1 {2 over the trivial bound.
In our smoothed setting, the completion method is replaced by two applications of the Poisson summation formula or more precisely by a single application of the tempered Voronoi summation formula of Deshouillers and Iwaniec, in the form established in [4, Prop. 2.2].
Let q be a prime number, and let K : Z Ñ C be a q-periodic function. The normalized Fourier transform of K is the q-periodic function on Z defined by
Kpnqe q phnq and the Voronoi transform of K is the q-periodic function on Z defined by
Proposition 2.1 (Tempered Voronoi formula modulo primes). Let q be a prime number, let K : Z ÝÑ C be a q-periodic function, and let G be a smooth function on R 2 with compact support and Fourier transform denoted by p G. We have
The key point is that when K is a (multiplicatively shifted) Kloosterman sum, then q G is a normalized delta-function: Lemma 2.2. For pa," 1 and Kpnq " Kl 2 pan;one has
This lemma is proved by an immediate computation. We now begin with the proof of (1.3). Let q be a prime and let W be a function satisfying (1.2). By integration by parts, we then have x W ptq ! j,ε min`1, q jε |t{Q|´jf or t P R and for any integer j ě 0 and ε ą 0, where the implied constant depends only on j and ε. Defining Gpm, nq " W 1 pm{M qW 2 pn{N q, we deduce that for any A and any ε ą 0, we have
We next apply the Voronoi formula, Proposition 2.1, with Kpnq " Kl 2 pan;to the left-hand side of (1.3). The first term on the right-hand side of (2.1) vanishes since p Kp0q " 0. By Lemma 2.2 and (2.2), the contribution of mn ı a (mod q) in the second term is of order at most
Similarly, the remaining terms mn " a (mod q) are, up to a constant, bounded by
This completes the proof of (1.3). Next, we prove (1.4). We may suppose that
since otherwise the sum of interest is empty. Then we see that for M {2 ă x ă 2M and N {2 ă y ă 2N , we have the inequalities
for all non-negative integers i, j. Hence the function Gpx, yq " W 1 px{M qW 2 py{N qW 3 pxy{Y q satisfies the inequalities B i`j Gpx, yq For future reference we record the following bound for type II sums of Kloosterman sums [2, Thm. 1.17]. Proposition 2.3. Let q be a prime number. Let 1 ď M, N ď q and pα m q, pβ n q be sequences of complex numbers supported in rM, 2M s and rN, 2N s respectively. Let either Q " 1 and W be the constant function 1, or Q ě 1 and W be a function satisfying (1.2). Then, for every ε ą 0, we have ÿ ÿ
This is a special case of [2, Thm. 1.17] when W is the constant 1. For smooth W , the same proof applies, except that we apply partial summation in [2, (3. 2)] if m 1 " m 2 to remove the weight W pm 1 n{Y qW pm 2 n{Y q; this produces a factor Q that after taking square roots produces the above bound.
Correlation sums of Kloosterman sums and Hecke eigenvalues
In this section we prove Proposition 1.3. We replace the tempered Voronoi summation formula by the Voronoi summation formula for cusp forms, which we state in a form suited to our purpose. Proposition 3.1 (Voronoi summation formula for cusp forms with arithmetic weights modulo primes). Let q be a prime. Let W be a smooth function compactly supported in s0, 8r and let f be a holomorphic cuspidal Hecke eigenform of level 1 and weight k. Let εpf q "˘1 denote the sign of the functional equation of the Hecke L-function Lpf, sq and let
? uyqdu,
Then, for any q-periodic arithmetic function K :
In particular, for a coprime to q, we have ÿ
Proof. We expand Kpnq into additive characters
and apply the classical summation formula ÿ
valid for all N ą 0 and all a coprime to q ( [6, Theorem A.4 
]).
We can now easily prove Proposition 1.3: integration by parts shows that for any A ě 0 and ε ą 0 we have Ă W´n N q 2¯! k,A,ε q ε´1`n N q 2¯´A (see [1, Lemma 2.4] ), so that (using Deligne's bound |λ f pnq| ď dpnq ! ε n ε ), we get ÿ n λ f pnq Kl 2 pan; qqW´n N¯! ε,k pqN q ε´q1{2`N q 1{2¯. 
Application to the fourth moment of Dirichlet L-functions
In this section we prove Theorem 1.5. The general strategy of the proof has been explained in detail in our paper [1] . We assume some familiarity with this paper, and refer in particular to [1, §1.2, §6.1, §6.3] for notations.
We begin with the unconditional bound. Let
Our objective is to prove that for η " 1{20 one has
where MT od,Ȇ ,E pM, N q is a suitable main term (described in [8] ) and M, N range over a set of Oplog 2real numbers satisfying
(the first bound is by symmetry, the second is the length of the approximate functional equation). We set
In view of the bound [1, (3. 18)], which reads
nd which is proved using spectral theory, we may also assume that
for otherwise (4.1) is certainly true. Proceeding in the same way as in [1, §6.3], we apply Voronoi summation to reduced to the following bounds for Oplog 4sums of the shape
where the W i satisfy (1.2) with Q " q ε , and the M i written in the shape
By the trivial bound for Kloosterman sums (and recalling (4.2)), we may assume that otherwise, we find it more beneficial to group variables differently producing a bilinear sum of Kloosterman sums to which we apply Proposition 2.3.
Explicitly, using (1.3) we obtain that
p1`4ηq´1 ď q´η. We may therefore assume that (4.4) 0 ď µ 3`µ4´p µ 1`µ2 q ď 2η.
We now apply Proposition 2.3 with M " M 4 and
We claim that under the current assumptions both exponents on the right hand side are ď´η, which completes the proof. Indeed, since µ 4 ě µ i for i " 1, 2, 3, we obtain by (4.3) that 1`1 3¯p µ 1`µ2`µ3 q ď µ 1`µ2`µ3`µ4 ď 1`4η ùñ µ 1`µ2`µ3 ď 3 4`3 η, hence µ 1`µ2`µ3´1 2 ď´1 8`3 2 η ď´η.
Moreover, by (4.4) and (4.3) (since µ 1 ď µ 2 ď µ 3 ď µ 4 ) we have µ 4 ď 2η`µ 1`µ2´µ3 ď 2η`µ 1 ď 2η`1 3 p1`4η´µ 4 q " If the Ramanujan-Petersson conjecture is available, we can use [1, (1.7)] with θ " 0 in place of [1, (3. 2)] and replace (4.2) with µ`ν˚ď 1`2η. Then the same strategy leads to the numerical value η " 1{16. 5 . Sums of Kloosterman sums along the primes: proof of Theorem 1.8 5.1. Proof of inequality (1.9). We now recall the main ideas of the proof of [2, Thm. 1.5], since our proof will follow the same path until the moment we use Proposition 1.2. We will incorporate some shortcuts and combinatorial improvements to [2] , mainly due to the assumption X ď q. By [2, p. 1711-1716], we are reduced to proving the same bound as (1.9) for the sum 
