The whole-line version of the Gelfand-Levitan-Marchenko (GLM) equation for a Dirac system is studied. A new derivation of the GLM equation is given, under weaker hypotheses than Frolov's earlier treatment [ Sov. Math. Dokl. 13, 1468 1, and the complete inversion is carried out in some explicit cases in which a spectral gap is present. Previous calculations of this type are restricted either to a scalar potential or degenerate gap. Applications are discussed in connection with optical couplers and soliton equations.
INTRODUCTION
Dirac systems are two-component first-order systems of ordinary differential equations in the unknown 0 YI v= ' ly21 of the form p(x) where c > 0 is a constant and ,l is the spectral parameter. A prime denotes ordinary differentiation. A complete scattering theory of ( 1.1) exists '& in whichp(x) , U, (x), and u1 (x) are suitably small at f CO, resulting in a spectral gap ( -c,c) , i.e., the spectrum is discrete in ( -c,c) and continuous elsewhere. The definitions and properties of scattering quantities are given in Sec. II.
The origin of ( 1.1) is the Dirac equation in R3 given by' 3 -cjg,aj$+(Y(X) -a,d$=W (1.2) 3 which physically describes a relativistic electron in an electrostatic field V(x). In ( 1.2) tC, is the four-component wavefunction, aj are the Pauli spin matrices, m is the particle mass, E is the energy, and c is the speed of light. If V(x) is spherically symmetric, then ( 1.2) is spectrally equivalent to the more familiar system where k (integer) and h are constants. The separation of variables leading from (1.2) to (1.3) is given in Ref. 7 . In order to shed more light on purely spectral questions most modern investigations have placed ( 1.3) into the more general context ( 1.1); this is the point of view taken here.
Note in ( 1.3) that U, = u2 for the general system ( 1.1). For the purposes of inverse scattering, however, the case u, = v2 contains an inherit nonuniqueness, as will be explained in Sec. II. In fact, the more usual assumption is u1 = -v2 =v,sothat (1.1) becomes Jy System ( 1.4) has been associated with inverse scattering for nonlinear evolution equations and with certain waveguide problems. We are concerned with the inverse scattering theory associated with the whole-line version of ( 1.4)) -CO < x < CO, and specifically with two of its features. The first is the fundamental Gelfand-Levitan-Marchenko (GLM) equation (Sec. III), which relates scattering data to the potential terms p(x) and v(x), and the second is the machinery by which the GLM equation is actually solved (Sec. IV). Frolov* is usually credited with having derived the GLM equation for ( 1.4) on the full line. Frolov assumes, for differentiable u(x) andp(x), the power law growth ]u(x)]<C/(l + Ix])*+:
Ip(x)I<C/(l + wfs, (1.5) where C> 0 and E > 0 (arbitrary) are constants; however, his paper contains no proofs. Asano and Kate'*" have established forward and inverse scattering theories for a non-selfadjoint version of ( 1.4). Assuming, also, differentiable potentials, Asano and Kato derive the GLM equation by relying on a Parseval relation. The setting of Asano and Kato is very abstract, and it seems that simple proofs of the existence of transformation operators and the GLM equation, based on the ideas in Refs. 11 and 12, would be useful. We provide these proofs in Sets. II and III for system ( 1.4) under the following weaker assumptions that remove the differentiability hypotheses and allow some singular behavior of p and v. Let L ' denote the usual Lebesque class on (-CO,CO) andletLi ={hd,'l(l
is sometimes called the Faddeev class. For hd f let a,,(x) = I to lb(t) Id& * (T k"(x) = s co (1 + ltI)lhWldt.
x For system ( 1.4) we now assume that p and v are locally integrable and that there existsfd, f fE ' such that for all x, f(x)>O, f(x) =fC -xl, Iv(x) I sf-b)?
Ip(x)l<(l+ IxlMx), Ip( fX)l<cqf(XL s "f(t)* dt<.(a,(x)) '. x (1.6) (1.7) (1.8) (1.9)
Note that v(x) is allowed to have L '-type singularities, but that p(x) is bounded. The power law assumptions of Frolov* are more restrictive than ( 1.6)-( 1.9). We will make an additional assumption about reflection coefficients later.
Having the GLM equation in hand we take the simplest explicit case, namely, the rational reflection coeficient, and ask whether there is a machinery leading to a solution for p and v. Surprisingly, there do not appear to be any results in the literature that solve the inverse problem for ( 1.1) with rational scattering data and also with a nondegenerate spectral gap. As we shall see in Sec. IV, taking c = 0 in ( 1.1) simplifies the entire problem enormously. Our second contribution thus comes in Sec. IV, where we solve a prototype inverse problem with a rational reflection coefficient and nontrivial gap. Our method is adapted from an analogous algorithm for the Schrodinger equation suggested originally by Kay and Moses13.' and carried out further by Jordan14 for purposes of the design of optical waveguides.
The outline of this paper is as follows. In Sec. II we briefly review the literature, attempt to motivate the paper by indicating applications, give definitions, and prove the existence of transformation operators. In Sec. III we derive the GLM equation, and we close the paper in Sec. IV with the complete inversion of prototype problems generated by rational reflection coefficients.
II. BACKGROUND AND PRELIMINARIES
It was pointed out by Gasymov and Levitan'5"6 that inverse problems for the fully general system ( 1.1) are not uniquely solvable whether on the half-line or full line; instead, there are classes within which certain inverse scattering problems have only one solution. To describe the classes we assume first that p,u+L ' and recall that for Im(/2) > 0 there exist Jost sohtionsf ( * ' (x,R) of ( 1.1) which obey the asymptotics f ( f '(xJ)e~iwx, (
The existence of Jost solutions holds under much weaker hypotheses than ( 1.6)-( 1.9),1-3*5 but the stronger conditions ( 1.6)-( 1.9) will be needed for the existence of transfirmation operators I2 of ( 1.1)) which we discuss presently. The Jost functions of ( 1.1) are defined by3 2) where the subscript 1 denotes the first component. The socalled 5 matrix, or scattering matrix, is the scalar quantity given by
3) where the overbar represents the complex conjugate. This is the main scattering quantity for ( 1.1) on the half-line 0(x < GO (one can also define S ( -) = F' -j/F' -) and work on -CO <x(O) and corresponds to the analogous S matrix for the Schrijdinger operator. Now we introduce for osx< co the orthogonal transformation"~" v(x) = H(x)z(x), where
sin w(n) cos W(x) > and W(x) = .f,"(u, + v, )/2, so that the z(x) system is of the form then ( 1.1) and (2.4) have the same Jost function because of (2.3) andy(0) =z(O); thesameholdsforS(/Z).Thecorrespondence from S(/z ) back to ( 1.1) must therefore be inherently nonunique unless ( 1.1) and (2.4) coincide, which they in fact do if u, = -u, . Indeed, Gasymov'* has given (for a 2n-component system, actually) necessary and sufficient conditions on S(R) such that it should be the scattering matrix of a unique (half-line) potential in the class ( 1.5) with v* = -u, (see, also, Ref. 9) . This justifies in some sense working within the general restriction vz = -0,. Gasymov and Levitan15 go on to characterize the spectral function ~(1) for the half-line problem ( 1.1) under up = -vI. The same authors16 also characterize the scattering phase 6(il) under the same restriction and assuming also ( 1.5). On the other hand, Weiss et aLi considered the case u, = u, and p(x) singular on (0,~ ) and derived the GLM equation for this situation by means of an integral equation that contains a singular term. The present authors6 have recently shown existence of the transformation operator and derived the GLM equation for the general system ( 1.1) on the halfrline under (1.5) and (2.5). Frolov' also considered the restricted case u2 = -u, on -00 <x < 00 under condition ( 1.5) in establishing the equation for the transformation kernel of ( 1.1) . Frolov displays the GLM equation for the kernel, but gives no proof of its derivation. We will prove existence of the transformation operator and give our own derivation of the GLM equation (Sec. III) for the restricted case uz = -U, of ( 1.4) under (1.6)-( 1.9)+ We give the definitions of the reflection coefficient, transformation operator, GLM equation, etc. below.
Turning to the physical motivation for ( 1.4) we recall the method of Zakharov and Shabat,20~2' which obtains (soliton) solutions of iu, + U, + cIuJ*u = 0 by solving the inverse scattering problem for the Dirac system u; =iAu, + (I(X)&, 24; = -iAu, + q(x) u,, a system that is equivalent to ( 1.1) under the transformation u=2-l/'( Ii y)Y and in which q(x) = c + U, (x) + Q(x) and u2 = -0,. The first paper" takes q(x) +O, which means that a spectral gap is absent, but a gap appears if one allows q(x) to have asymptotic limits at + CO .21 Reference 2 1 is not a rigorous treatment; instead, it connects the nonlinear evolution equation to the Dirac system and proceeds to derive the Marchenko equation on a heuristic basis. For example, no specific hypothesis is placed on the reflection coefficient r(k), although it is necessary to have r(k) = O( l/k); see (2.17) and the proof of Theorem 3.1 below. Zakharov and Shabat then focus their discussion on the reflectionless case r(k) = 0, which is the pure soliton case, and proceed to describe a two-soliton interaction.
Grosse22 notes that solitons are similarly associated with a system
v(x;;;)*, -co <x-c co, but he allows v(x) to have asymptotic limits at f CO. This makes the above equivalent to (1.4) with v2 = -v, and c# 0. Grosse" performs an explicit inversion of the system, with a nondegenerate gap (c#O), but only in the reflectionless case (reflection coefficient = 0). In a related paper, Grosse and Opelt23 give another explicit (reflectionless) inversion based on a separation ansatz for the transformation kernel.
Recently Bava et al. 24, 25 have discussed a system of the Zakharov and Shabat type in connection with optical couplers: They begin with the system
which is used to model the coupling between two waveguide modes with the propagation constants /?, and fi2. The aj are complex modal amplitudes. Two waveguides with, say, their fundamental modes excited are brought into physical proximity so that an ensemble field is formed. If $r and lct2 are the separate fields in isolation, then coupling theory asserts that the ensemble field may be written as %4x,z) = a, (z,$, (xl + a2 ~z,~, (xl, (2.7) where time dependence is suppressed and the guide is taken to be planar so that there is no y dependence. The transverse axis is x and the longitudinal axis is z, so that (2.7) represents the interchange of power along the z axis of the fibers. The terms h, (z) are called coupling coefficients.26 In Refs. 24 and 25 the system (2.6) is transformed to the form
. db,
which is of the Zakharov and Shabat type, and then a program is presented for inverting (2.8) [i.e., solving for Q(Z) and R(z) ] when given a rational reflection coefficient; it is implicitly assumed that Q,R -+O, i.e., no gap is present.
It should be noted, however, that (2.6) is not the optical coupler model that is normally used. The self-coupling terms h , I (z) and h,, (z) are an order of magnitude smaller26 than the cross-coupling terms h 12 (z) and h,, (z) and so are usually ignored. Furthermore, the cross-coupling terms should be allowed to be complex and are nearly constant. Based on these observations we are led to introduce in (2.6) u, (z) = &eiB'z~, and u2 (z) = e -"zeia2z~2 with k = (@, -p, )/2. Then the u system is and if we incorporate these into the previous equation and drop the self-coupling terms h,, (z) and h,, (z) we obtain (; ;')f=b+ ( -cu(zp(z) 
I
For the rest of the paper we assume the reduced form of ( 1.1) , namely, the system
J= and where (unless stated otherwise) u(x) and p(x) are locally L 2 and satisfy conditions (1.6)-( 1.9). If v(x) =p(x) = 0, then (2.9) has constant coefficients and among its solutions are thefree Jost solutions where w = dm.
The branch of w (R ) is chosen so that w(~)>OforrealR>candw(/Z)<Ofor~< -c;inparticuIar,Im(w)>OiffIm(~)>Oand w(n) = -w(x), The free and perturbed Jost solutions (2.1) are connected through the transformation kernels K ( * ) (x,t) by means of f'+'(x,R) =f:,+'(x,A)
(2.12)
Existence of the kernels for differentiable potentials has been proved by Gasymov'* under conditions ( 1.5) ) by Asano and Kate,' and by Faddeev and Takhtajan27 for potentials in the Schwartz ("rapidly decreasing") class. Here we give a separate proof under conditions ( 1.6)-( 1.9). We give the proof only for K ( f '(x,t); a similar result holds for (2.12). TheoremZl:Supposethatv(x) andp(x) satisfy (1.6)-
and a(x) = 1 + max(O, -x). Then a function K ( + ) (x,?) exists for t)x such that (2.11) holds and such that IK I,+ '(XJ) ww '(x,t) (
(2.14)
where c1 and c, are constants. The kernel iy ( + ) satisfies the initial conditions
and is the uniform (in x) L ' limit of kernels K i + ) (x,t) ,'
where U, (x) andp, (x) are smooth and compactly supported potentials which converge to v(x) and p(x) in the L ' norm.
Before we give the proof of Theorem 2.1 we recall some notation from Gasymov" and prove two lemmas. Following Gasymov," we work with the following integral equation. Let
-pa) 1 -JpP(x) + cS;v(tMf and consider the following integral equation for an unknown function A (x,t) :
-plsM,,
The solution of (2.17) will yield the transformation kernel A = K ' + ), but the proof is unfortunately quite complicated and will be given in several stages. We will first show that (2.17) has a solution A (x,t) that satisfies the bounds (2.13 ) and (2.14). Then we will construct a sequence K i' ) (x,t) of kernels that are associated with smooth and compactly supported potentials pn -+p, u, -+p which satisfy (2.16). Following Gasymov (who assumes absolutely continuous p and v) it then follows that K L + ) satisfies (2.17). By our construction of K !, + ) it will follow that K I, + ) + K ( + ), where R ( + ) is the desired kernel. In general K ( + '(x,t) will not satisfy (2.16). Following Gasymov, for 0x we define
) + a-;+ t),*wMr and then successively A (' + I) (x,t) = (XA (n)) (xJ), where X is the operator on the right-hand side of (2.17) with the term D((x + t)/2) omitted. One then investigates convergence of the series A (') + A (*) + A c2) + . . . . We will obtain bounds on the terms IA p' (x,t) 1 by induction. The following lemma will give us useful flexibility in working with the operator X. Lemma2.2:(i) Letg(x) beapositivefunctioninL, nL, thatalsoobeys(1.9).SupposethatIA~)(x,t)I(a,((x+t)/2) and IA k"(x,t) I<g((x + t)/2) (i#j). Then for 01,
where c, = 4"( 2c + 1) "co and co is a constant.
(ii) Supposethat IA~'(x,t)I<C and IA$"'(x,t)I<C(IxI + I)-' (i#j).Then where we used (1.7), (1.8), and the inequality s -x<( IsI + l)cr(x>. For the second term in (2.20),
also by ( 1.7) and ( 1.8). By the same arguments, the third and fourth terms in (2.20) satisfy
Ip(sjl ~2stt-X"2g(r)drds <2c** (y)u;qq9.
For (3) we used t -x(2( 1st + l)cr(x). To estimate term (5) we use ( 1.9); thus
For the remaining terms we have (7) = 0 since A I'$ = A a:), by (1.8), and
Adding these terms implies that
and, similarly, IA ::'(x,Q IfCa,((X + f)/2)4')(X)(Y(X), where C is a constant and where in the inequalities for (3) and (4) we used a)*)((~ + t)/2)(aJ*)(x) since t)x. As regards A I; ' (xJ) 
because af(x>< [U )')<x)/( 1x1 + l)]cr(x) by an obvious argument, Similarly,
, where C is a constant. We have now verified (2.18) for n = 1. To obtain A I; + r) (nJ) we simply replace A$' in (2.18) by A jii;"; this leads to the terms ( 1 ), (2) ,..., ( 8)) which we can estimate as before but now do by using the induction hyp&& (2.18). For the first term,
using the derivative argument and the inequality s -x< ( Is] + l)a(x) again. For the third term,
where this time we used t -x<2( IsI + l)a(x). The fourth term satisfies
The fifth term is handled the same way after noting that a*(W + t -xV2)<a*((x + tm. A factor of 2 is introduced owing to the presence ofA II' and A i;'. Also, the factor a(x) accounts for the possibility that x < 0. Thus the bound for (5) is 1/2c times the bound for (4). In the sixth term a factor of 2 arises in the same way and we replacep( s) by ( 1 + Is] )f(s) , yielding the same bound as for (5). The seventh term bound is 1/2c times the fourth term bound because the factor 2 arises from the presence of terms A I!) and A iy', and we replace ]v(s)]/( IsI + 1) by fls)/( Is] + l)<( Is] + l)f(s) by (1.7). Finally, the bound for (8) is the same as for (5)- (7) because we replace b(s) 1 by ( 1 + IsI )f(s). Adding everything we find
and, noting that c, + 1 = 4(2c + l)c,, we obtain (2.18) for A ;;+ 1'
The proofs for A:,"+", A I; '", and A:;+" are handled in the same way, and we omit the details. Part (i) of Lemma 2.2 is now proved. Part (ii) follows in a similar way; the details are again omitted. The following lemma will be needed for the approximation by smooth potentials. It will also enable us to generalize Theorem 2.1 by allowing the coefficient p( x) to be singular as well. Prooj Note that on the basis of (2.20) we have that A(x,t) = 0 whenever x + t> 2R. Hence the inequality is only of interest in the region { (XJ) :x < t < 2R -x). First we consider n = 1. By (2.20) and the subsequent estimates, it follows that IA ~~'(x,t) I<Ca(x) for some C. Note that we may use the Schwarz inequality to estimate term (6) [as we did with (5) ] so as to accommodate singularities in p(x). Similar estimates hold for the other matrix elements of A (XJ) ; for all of them the constant C can be chosen. Considering n = 2 we conclude from (2.20) that
The factor 2ca (x) + 2 arises from fombining terms ( 1) and (2), (3)and (4), (5)and (6),and (7)and(8).Terms(l)- (4) give rise to the extra factor a(x). Hence we put E = 2c + 2. The assertion of Lemma 2.3 for n > 2 now follows by iteration.
n Proof of Theorem 2.1: We fix x0 arbitrary and assume that t>x~x,. If p(x) and v(x) satisfy conditions (1.6)-( 1.9)) then A r' satisfies the assumptions of Lemma 2.2 (i) with g(x) being an appropriate multiple of f(x). Then by (2.18), summing A (') + A (2) + 0.. yields an absolutely and uniformly (on x0 <x<t ) convergent series such that when the term A (') is included we obtain a solution of the integral equation (2.17).
Passing to the next phase of the construction, we will show that with K ( + ) = A the left-hand side of (2.11) represents the Jost function for (2.9). Now let R > 0 be arbitrary and define pR(X) = ;( (2.23) i#k which accounts for the first term on the right-hand side of (2.22). Looking at the term (F -X,)A, in (2.21), we will use the bounds (2.13) and (2.14) on A, in the form fAR,ii (X,t) (SC(xo )a/((X + t)/2),
Here the constant C( x0 ) absorbs the dependence on x0 that arises from the exponential factors in (2.13) and (2.14).
Note that pR and vR obey ( 1.6)-( 1.9) with the samefasp and v do and thatp -pR and v -uR obey ( 1.6)-( 1.9) withf replaced by f, . Define a matrix 3, (x,t) such that B,,, (x,t) and BRsik (x,t) are given by the right-hand sides of the inequalities in (2.24)) respectively. Then write BR = BX" + B (2) R , where
We can estimate (X -XrR )B k*' by means of part (i) .,(2+,, '(x) ]. Now (2.21) follows immediately from these estimates and the fact that f(x)& f upon letting R-t 00. The last stage of the proof will be to replace A, with a kernel arising from smooth cut-off potentials. Thus let R > 0 continue to be arbitrary and let E > 0. One way to approximate the cut-off potentialsp, and uR by smooth potentials is by means of the formulas PR,r(X) =e-' O" I 0 where X,,, refers to the potential terms pR,r and vR,<. We will now show that (x,t) are zero for x + t>2(R + E). Now go back to the solution A (x,t) of (2.17) and write it as A cAR,~ + (A -AR) + (AR -AR,c)* (2.30)
Then AR,, -+A (R--+ OO,E+ 0) in the L ' sense. The associated potentials pR,r and vRer are smooth and compactly supported. For these potentials, Gasymov's method shows that the PDE (2.16) with v, = vR,c andp, = pRsE has a unique solution K,,, (x,t), which furthermore satisfies (2.17)) with the smooth and cut-off potentials and which is such that the function f,t,c (x,2) =fO tx,a) + s a, &z,&,f)fo (x,a)dt (2.31) x solves the Dirac equation (2.9) with v = vR,s andp =P~,~. WithA,, = K, 6 and introducing A, into (2.30)) we can let R-CO and e-td in (2.31). By the boundedness off0 (x,/z), R # fcandA,,+A inL ', we see that in the limit (2.3 1) yields 32) where g is defined to be the limit. On the other hand, the function (2.31) is the Jost solution for the Dirac equation with the smooth cut-off potentials, so one has the variation of parameters formula m fR.< (x,/z) =f, (x,/z) -I Y, 'CGA) Yo (t,a) x X -PR,s (') vR,e(f)
vR,e(f) PR.a (') ( 2.33) where Y. is the fundamental matrix solution of (2.9) with Y. (0) = I and the perturbation terms p and v are dropped. Letting R+ 00 and e--r0 in (2.33) shows that the limit g(x,;l) satisfies (1.1); thus g(x,;l) =f(x,il) and (2.32) is equivalent to (2.11) with K = K + . Since A (x,t) satisfies the bounds (2.13) and (2.14), the proof of Theorem 2.1 is now complete. H The proof for K ( -) carries over. Note that from ( 1.6)) ( 1.8), and (1.9) it follows that b(x) 1 <.f"_ _f(t)dt and that in the estimates integrals of the form J? m [h(t) Idt and J?-,(l+ Itl)lh(t)ldt willreplacea,(x)anda~"(x),respectively.
Theorem 2.1 can be slightly generalized as follows. Corollary 2.4: Suppose that conditions ( 1.6)-( 1.9) are satisfied for IxI> R, and that for 1x1 <R, the coefficients v(x) and p(x) are in L '. Then Theorem 2.1 holds.
In other words, the coefficients p(x) and v(x) may be singular inside a bounded region. We only sketch the proof. First, we again write A -AR =A co) -A k"' + (X-X,)A, +X(A-AA,),whereRisacut-offradius such that R > R,. In order to control the term (X -X, )A, we write vR = vR,r + vR,*, where vR.l is supported in 1x(< R, and vR,2 is supported in R, < 1x1~ R. A similar decomposition is introduced for pR. Then we have that A, = A,,, + A R.2, where AR,k solves
The equation with k = 1 is now covered by Lemma 2.3 and the equation with k = 2 is covered by Lemma 2.2. It follows that A, +A as R + CQ (in the L ' sense with respect to t). The matrix A, can be approximated by one involving smooth potentials and the proof of Corollary 2.4 can be completed by following the proof of Theorem 2.1. n For real /z such that f( * )(x,2) exist, we note that {f'+'(x,;l), f'+'(x,;l)) and if '-'(x,il) , f'-'(x,il)) are fundamental sets of solutions to (2.9). Therefore,
for the scalar functions a@) and b(;l ) . Using a superscript T to denote transpose and recalling that (vTJz)' = 0 for two solutions of (2.9) we obtain, from the above equation,
for Im(/Z ) > 0. We also introduce
Im(il) > 0, where we have put x = -CO intof ( -'(x,il) 'J f ( -'(x,2) and used (2.1) . In fact, if we fix x in (2.11), substitute into (2.34)) and let }A [ + CO through real values, the RiemannLebesque theorem shows that a(R)-1, (2.37) It follows from (2.36) and (2.37) that r(/Z)-+O as In I -+ to through real values, but it is also true that r(a) =0(1//z), Ia l-*00.
(2.38) To prove (2.38) we evaluate the Wronskians in (2.34) and obtain If the potentials u(X) and p(x) in (2.9) satisfy the stronger growth condition v,pc.L i, then one can prove'* that r(A) is continuous for In [ >c.
We close the section with a corollary to Theorem 2.1 that asserts that the eigenvalues of (2.9) in ( -c,c) are finite in number.
Corollary: The number of eigenvalues of (2.9) in (-c,c) is finite.
Proofi-We base this proof on the method in Ref. 11. TO begin, the eigenvalues coincide with the zeros of the analytic function a(,%) in ( -c,c) . We want to show that these zeros do not cluster in [ -c,c] The argument may now be completed as in Marchenko" (pp. 300-301) by assuming a cluster point il, ( = rt_ c) of eigenvalues, letting /z,#%k +rZo, and then showing that the limit of (2.42) (and its counterpart fox-f' -) ) is inconsistent with orthogonality of the eigenfunctions.
III. THE GLM EQUATION
We assume ( 1.6)-( 1.9) and (2.40) and begin with the eigenvalue problem (2.9). The spectrum is continuous in (-co,--c ] and [c, CO ) , and there are at most finitely many eigenvalues /2, ,...,/ZN in ( -c,c). By (2.34) the eigenvalues arethe(simple) zerosofa (becausef'?'andf(') linearly independent: Note by ( 2.11) that f ( * ) (x,A ) is continuous and real in the gap -c < /2 <c, where w(/z ) is purely imaginary; thus a(n) is real analytic in the gap). Thus we can form the constants cj = l/a'(/Zi), l&h?
We also let wj = dv. Recalling the continuity of r(A ) , define t,(X)=~~~r(/2)(-(a~c"iW (A_Ic),iw) where we integrate with respect to w (w dw = A d/z) and view R = R(w) = dm.
Finally, let
for all x. Theorem 3.1: The transformation kernel K ( -'(xJ) of (2.9) subject to ( 1.6)-( 1.9) satisfies
for arbitrary x and y, x <y.
Remark: Theorem 3.1 is the matrix GLM equation for (2.9). A similar equation holds for the kernel K ( + ) (xJ), with the integral ranging over x < c < CO. To formally solve the inverse problem one starts with r(A), substitutes it into (3. 21, solves (3.3) , and obtains the potential in (2.9) via (2.16). The problem of characterizing the scattering data, i.e., giving necessary and sufficient conditions on r(il) such that it should be the reflection coefficient for an operator (2.9) with coefficients in some fixed class, such as that described by ( 1.6)-( 1.9)) has been discussed in Ref. 9. GasymoP , who has obtained the necessary and sufficient conditions for the corresponding half-line problem; those conditions, as is true for the Schriidinger case," are extremely complicated. We do not address the characterization question in this paper, but instead go through the formal inversion procedure (3.2) and (3.3) in Sec. IV with some explicit calculations.
Prooj Following the ideas in Ref. 11 we write
by (2.37) and the definitions ofa and b(il). Now substituting from (2.11) we obtain
(3.4)
In (3.4) x is arbitrary and 2 is a complex number not in the continuous spectrum -co<A<--c, c<A<co. Lety<x and multiply (3.4) by eeiUy((;l + c)/iw,l)p(;l), where
and integrate the result over the counterclockwise contour C, consisting of the circle 11 1 = R, for large R, indented with horizontal slits from -R to -c and from c to R. The slits should actually be parallel lines slightly above and below the real axis and capped at * c by small semicircles, so that the contour avoids the continuous spectrum. We will let R + CO and shrink the contour to horizontal slits. The result of multiplying the left-hand side of (3.4) by e -'Uy((;l+c)/iw,l)~(il)isrealinthegap -c</2<csince w = w( R ) = dm is imaginary there. Hence the new left-hand side continues analytically into the lower halfplane by reflection except for its only singularities, which are the zeros of a (;1) ( the eigenvalues ) in the gap. Summing the residues gives, for the integral [ f + (x,/z) is analytic], where we used a(Aj) = 0 and, consequently, f'+'(x,Aj) = b(;li)f '-'(x,Aj) and then (2.11). Eventually, the shrinking/expanding contour encloses all the eigenvalues in ( -c,c), so that (3.5) gives the value ofthe limit, as R + 00 and the capped horizontal segments approach slits, of the integral over C, . Hence ( 3.5) also equals the value of the integral of the right-hand side of (3.4), multiplied by e -i"'y((A + c)/iw,l)p(/z), over the rays IR I>c, where each ray /z < -c and il >c is integrated twice. The ray /z >c is integrated forward over the top edge and backward over the bottom edge, and similarly foril< -c. We have used the fact thata(R)--+1,1;1 I-+~,andthatf'+'(xJ)e-i"yisbounded for y <x and Im(/S) > 0 by (2.1), so that the contribution from the outer loop lil ( = R vanishes as R + CO. We also used the fact that r(;l) and the factor e-i"'Y((R + c)/iw,l)p(A) contain only integrable terms near il = f c, so that the contributions from the small semicircles around + c also vanish as the contour shrinks. Finally, the values of the integrand along the top and bottom edges of each ray )/z 1 >c are complex conjugates of each other.
The right-hand side of (3.4), including the multiplicative factor, is (3.7) --Lo after interchanging the order of integration that will now be justified. It will be sufficient to treat one component of (3.7) at a time, and we look only at 3026 J. Math. Phys., Vol. 32, No. 11, November 1991 e- '""'+Y' &dwe It is further sufficient to justify interchanging the order of integration for $: eD r(/Z).f"_ m k(x,t)e-w+Y) dt dw, where k(x,t) is a scalar function satisfying (2.13) and (2.14). This expression is the limit as M-CO of (3.8) with obvious notation, and GM (t + .P) has a limit G( t + v> as M+ 00 by (2.38) and the exponential factor. By the Plancherel theorem29 GM -+G in L ' and Gd, ', so that
Therefore, letting M-03 in (3.8) justifies the interchange and proves (3.7). Passing on to term III in (3.6) we have III = t, +& with
Here we will substitutea = f dm, taking the plus sign for A>c (w>O) and the minus sign for A< -c(w<O). Now introduce T(w) = .f"_ mK(-)(x,t)eiW ('-Y' dt and let s = jm be the positive square root. Then we have t, =p_, T(w) (+) ((-yw (_,_',,/,) x( -$dw+ba T(w) (+)
where we replaced A by s for A > c and R by -s for A < -c. Therefore, t3 +t, =I, T(W) (+)((-s;c)'iw ( -;j,iw)( -;)dw +b-T(w) ($) ('"+T: '" ,s_c:,iw) 
Replace w by -w in the fourth integral and combine the result with the first, and do the same with the second and third. The result is
by the inverse Fourier transform and noting that K ( -) (x,t) = 0 for t > x. Similar calculations for term IV in (3.6) result in IV=& +'i, with& +t, =2rK'+'(x,y) =Osincey<x. Equating (3.5) with terms I-IV, we have 2ni i cjb(Aj) e-i~ '"+y'I+ Kc -)(X,t)e-iwl ( 
IV. RATIONAL REFLECTION COEFFICIENT
In this section we obtain some explicit solutions to the GLM equation generated by a rational reflection coefficient r(R). We will consider the one-and two-pole cases.
For the one-pole case let -c <a < 0 and r(R) =-iu/( w -ia). The normalization r(0) = 1 corresponds to there being no "zero-energy bound state."' First let x < 0. For the function t, of ( 3.1) we have tdx+~)J~,~ [(, 3 +t(;' ",) +$(; ;)]dw =A (x) +fi (xl +A (xl, (4.1) with the obvious notation. We do the integration in (4.1) by the residue theorem using the semicircle IwI = R and the segment -R < w< R together with a vertical slit from w = 0 tow=ic;seeFig.
1. In actuality, the horizontal path is just above the real w axis and the vertical slit consists of two parallel segments on 3027 J. Math. Phys., Vol. 32, No. 11, November 1991 I either side of the imaginary axis and capped with a small semicircle about ic; then we let R -+ CO and shrink the contour. Owing to the term e-i"'X, which is small on the outer loop since x < 0, the contribution from the outer loop tends to zero as R -, CO by Jordan's gral over the slit, up the left side and down the right. The integral up and down slit is not zero because il changes signs, negative to positive, crossing over the slit. However, noting (4.1) we see that each fk (x) is purely imaginary since w and dw are purely imaginary on the slit. Checking with (3.2) it follows that t, (x) for x < 0 makes no contribution to R(x).
In the program of Ref. 14 for the Schrodinger operator the reflection coefficient is rational, with poles on the positive imaginary axis. The function that corresponds to t, (x) is evaluated by summing residues, so that it becomes a sum of exponentials. The same exponentials are fed into the discrete part of (3.2) and the norming constants cj are adjusted so as to cause R(x) to vanish identically for x < 0; this is crucial for the further evaluation of R (x) for x > 0 (see our calculation below). Thus in the present case we need to omit the discrete part of ( 3.2) in order to have R (x) = 0, x < 0. Thus the Dirac system (2.9) is in this context inherently different from the Schrijdinger equation.
Thus suppose we omit the discrete spectrum in (3.2)) so that R(x) = 0 for x < 0, and proceed to calculate R (x) for x > 0. Form in the lower half-plane the mirror image of the contour used in the x < 0 case except for the portion of a small circle about w = ia, traversed counterclockwise and connecting the nearby vertical paths that will become the slit from zero to -ic when the contour shrinks; see Fig. 1 . The radius of the small circle will approach zero as the contour shrinks. As in the former case the contribution to t, (x) from the vertical slit is purely imaginary, so that its contribution to R(x) vanishes. As the contour shrinks the contribution from the small circle about ia has a limit that may be evaluated by integrating around the full (small) circle, If we decompose the integrand as in (4.1) one may calculate that the contributions from the (c/A) and (iw//2) terms are purely imaginary. The residue from the remaining term is ($) eax ( -0' y) and, therefore, Turning now to the Marchenko equation (3.3) we can first put x <O and y = x, so that the terms R(x+y) =R(2x) ==O and R(t +y) =R(t +x) =O. Thus the solution is K ( -'(x,x) = 0 and it follows from (2.12) that p(x) = 0 and u(x) = 0 for x<O in (2.9). For x+y>O (3.3) becomes ea(x+y)(, T,) + Kc-'(x,y) e="+J" dt = 0, e""+F(y) +JIyF(t)c ~a)e '"'dt=O, (4.2) whereP(y) = K ( -'(x,y)e -ay with x > 0 fixed. It is the simplified lower limit -y in (4.2), a result of R(x) =0 for x < 0, that allows us to solve (4.2). Considering the (2,2) component of (4.2) the equivalent equation is FS2 (Y) -aFz2 ( -y)e-2ny = 0. Substituting this into its own derivative gives FF2 (y) + 2aF;, (y) f a2Fz2 (y) = 0, and we have the boundary conditions Fz2 ( -x) = aenX, F& ( -x) = a2eox. The general solution to the second-order equation is F,, (y) = c, (x)e-"* + c2 (x)ye-"Y, and the boundary conditions imply c, (x) = a/( I-2ax) and cZ (x) = 2a2/( 1 -2ax). Thus Fz2 (y) = aemQy( 1 -I-2ay)/ (1 -2ax), and then Kz2(x,y) =a(1 -t2ay)/ (1-2~~). The calculation for F,, is similar and leads to Kj,'(xy) = -a for all x and y. For the off-diagonal components 'of F we have the integral equations F@(y) 1. aI"_ ,,FG ( t)e2"' dt = 0, from which Fi, (x) = 0 follows, and, therefore, K I; '(x,y) = K i; "(x,y) = 0. Finally, (2.16) gives the solutions u(x) = 0, p(x) = -2a/( 1 -2ax), x>O.
As it happens, we can reverse the analysis in this example by starting with the computed potential u(x) =p(x) = 0 for x<o and u(x) = 0, p(x) = -2a/( 1 -2ax) for x > 0 and calculate in the "forward" direction that r(L) = -ia/(w -ia). Thus we are able to close the loop starting with the scattering data, going to the potential terms, and then going back to the scattering data.Infact,ifforx>O,u=Oandp= -2a/(l--ax), then (1.1) becomes y; =pyl + (/z+c)y,, ( ' -'(x&2) , that is, r(A) must exterminate the exponentially growing terms in rf' -) -7' -), and from the above expressions we easily obtain [r(A)(w -ia) -( -iu)]/w = 0, or r(A) = -iu/ (w -ia) as in the beginning.
It is worth noting that for Dirac systems, single-pole reflection coefficients result in finite, discontinuous potentials. For the Schriidinger case, the corresponding case leads to a S-function potential.
In the degenerate case c = 0 the slit contours described above are unnecessary; in fact, the theory proceeds much as in Ref. 14. Some examples with rational reflection coefficients are given in Bava et a1.24p25
Last, we turn to a two-pole case and work through an explicit solution when r(n) = ab /( w -iu) (w -ib) with -c<a<O and -c<b<O. Let r(A) = -ab/ (w-ia)(w-ib),
-cCaaO,and -ccb<O.According to (3.1), t!(X) =( -$)J;m (w-;;;-ib) +5(;' -"l)+$(y A)]dw =.A (xl +f2 (xl +A3 (xl, (4.3) with obvious notation. For x < 0 we integrate over the same contour as in the one-pole case for x < 0 with the result that t, (x) is purely imaginary. Again we omit the discrete part of (3.2),sothatR(x) =Oforx<Oby (3.2). Now consider x > 0. This time we evaluate (4.3 ) by integrating over a contour in the lower half-plane consisting of the real w axis from -R to R, where R > 0, and two vertical lines on either side of and near to the imaginary axis down to w = -ic and capped there with a small semicircle, together with small semicircles about each of w = ia and w = ib as in the previous case. The integral over the whole curve vanishes with its analytic integrand. Integrands over the vertical portions are purely imaginary for f2 (x) and f3 (x) and cancel forfi (x). Integrals over the circular "bubbles" are purely imaginary forf, (x) andf, (x). Therefore, the only contribution to R(x) comes from the integrals over the bubbles from fi (x) . Shrinking the contour and using the residue theorem for the two bubbles (B) we obtain As before, we consult (3.3) and put R(x + t) = 0 for x + t < 0 to conclude K '-'(x,t) =Oforx+t<O,sothat X [ -(a + 6) sinh yx + y cash 'yx] -'. For the ( 1,2) and (2,l) entries the nonhomogeneous terms in (4.4) vanish and we obtain K i2-'(x,y) =K:; '(x,y) =o. To determine u(x) andp(x) we use (2.12). Forx = y the expressions for K ( -) (x,y) reduce to (4.7) Checking (2.12) we have u(x) = 0, p(x) = K i'-)(x) -K;;'(x), x>o.
The asymptotic form ofp(x) is available upon retaining only the growing exponential terms in (4.7). In particular, the coefficient of x in p(x) vanishes and leaves p(x) E l/(x + a), x--r co, where CT is a constant.
