Introduction {#Sec1}
============

Charge carriers in crystal lattices may carry a valley isospin degree of freedom, in addition to their real spin. Recent theoretical and experimental works^[@CR1]--[@CR4]^ have predicted and demonstrated the existence of valley-dependent transport features in condensed matter systems, in which valley polarization has been demonstrated by using magnetic fields^[@CR5]--[@CR8]^, line defects^[@CR9]^, and optical helicity^[@CR10]^. A considerable amount of effort has been made to achieve valley dependent tunneling in condensed matter systems. One possible avenue is by applying a uniaxial strain to induce a relative shift of the two valleys at the corners of the hexagonal unit cell of the reciprocal lattice. As a result, the Fermi surfaces experience a shift in *k*-space, causing the electrons around different valleys to experience refractions in opposite directions at the interface between the strained and unstrained regions^[@CR11]^. Although the gradient of uniaxial strain results in the angular separation of electron trajectories according to the valley index, this in itself would not give rise to valley-polarized conductance since the contributions of both valleys to the overall conductance are still identical. To induce a valley-polarized transport, one needs to break the angular symmetry of transmission profile by means of transverse Lorentz displacement^[@CR12]--[@CR17]^, which may be achieved by applying a magnetic barrier. This forms the basis of various valley transport or filter applications in graphene and silicene^[@CR12]--[@CR17]^. However, such an approach does not provide a convenient mechanism to control or modulate the valley transport dynamically. This is because the modulation would entail either a change of the direction of the applied strain or switching of the magnetization direction of the magnetic material. Another way to achieve valley polarized tunneling is via the valley-dependent substrate-induced band gap, together with the application of gate voltage and inhomogenous magnetic field profile^[@CR18],[@CR19]^. In this approach, the lifting of valley degeneracy is strongly related to the valley-dependent band structure induced by a particular substrate (e.g., h-BN). Due to the fixed value of the Dirac band gap, this may entail precise tuning of parameters, such as the Fermi energy and applied gate voltage to achieve a finite valley polarization. Here, we show that valley dependent tunneling can be controlled solely by means of an electrical potential applied to a region of Weyl semimetal with tilted energy dispersion. Theoretically, the proposed valley polarization approach is not restrictive in that it does not require a precise range of parameter values. The mechanisms used to lift the valley degeneracy (i.e., electrical potential barrier) and to select the desired valley transmission (i.e., magnetic barrier) are both tunable. Besides, the previously reported methods for generating valley polarization have been applied to the specific context of graphene. These methods may be material-dependent, e.g. strain, or substrate induced band gap may not be directly applicable to three-dimensional Weyl and Dirac semimetals. Therefore, additionally our work proposes the realization of valleytronic applications in a new material platform, i.e., Weyl semimetals.

It has been previously shown that Weyl fermions that encounter a potential barrier experience an anomalous transverse momentum shift along the direction of the tilt^[@CR20],[@CR21]^. We focus on the simplest Weyl semimetal case where the time reversal symmetry is broken, which allows the presence of a single pair of Weyl nodes related by the inversion symmetry. Later we will comment on the validity of our calculations in the systems consisting of multiple pairs of Weyl nodes. The valley resolved angular dependence of transmission probability shows that the electrons around different valleys experience deflections along different directions at the barrier interface as illustrated in the Fig. [1(c)](#Fig1){ref-type="fig"} for an electron incident with momentum $\documentclass[12pt]{minimal}
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                \begin{document}$${k}_{\parallel }$$\end{document}$. We consider an additional magnetic barrier configuration applied to the central region to select a particular angle range allowed for transmission, which results in valley-polarized conductance. In this letter, as an example, the magnetic barrier is generated by a FM layer on the top of the barrier region as illustrated in Fig. [1(a)](#Fig1){ref-type="fig"}. While the role of the magnetic barrier is to extract a particular valley polarization, it plays no part in tuning the valley polarization (the magnetic barrier strength is kept constant). We will show that modulation of the valley polarization can be achieved by tuning the applied gate voltage, i.e., by changing the voltage, the valley isospin that contributes to the conduction can be switched.Figure 1(**a**) Weyl semimetal with one-dimensional rectangular electrical potential and magnetic barrier induced by ferromagnetic (FM) layer deposited on the central region. The black arrow shows the magnetization direction of the FM layer. (**b**) Shows the electron propagation angles outside and within the barrier region. (**c**) Illustrates the valley dependent refractions at the barrier interfaces. (**d** and **e**) Demonstrate the effect of applied electric potential on the central region and magnetic field induced by the FM layer respectively.

Model {#Sec2}
=====

The electronic states in Weyl semimetals consist of two different types, i.e., Weyl nodes separated in *k*-space and Fermi arc states connecting the projection of two Weyl nodes on a surface^[@CR22]--[@CR27]^. The contribution of the Fermi arc states to the tunneling conductance is negligible as shown in a Dirac semimetal Na~3~Bi^[@CR28]^, as well as the following sections. Total transmission of the system can be calculated by taking into account only Weyl nodes as considered in various previous works^[@CR29]--[@CR33]^. The robustness of the Weyl semimetal case strongly depends on the *k*-space distance of the Weyl nodes, i.e., the length of the Fermi arc. It has been shown that the Fermi arc length can be tunable^[@CR34]^, and specific materials (e.g. TA~3~S~2~) having robust widely separated Weyl nodes have been predicted^[@CR35]^. In terms of electron transport, these developments would lead to low intervalley scattering effects as long as transmission direction is chosen properly (i.e., discussed in the following sections). Weyl fermion comprises of two bands with linear dispersion along three dimensions, which are degenerate at a Weyl point. Since Weyl nodes usually occur at generic *k*-points in the Brillouin zone with lower symmetry, Weyl fermions generally possess tilted energy dispersion (as seen in TaP, and NbAs). A Weyl fermion can be described by a general low-energy Hamiltonian such as$$\documentclass[12pt]{minimal}
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                \begin{document}$$H={V}_{0}+\sum _{i}\,\hslash {k}_{i}\tau \,({v}_{i}{\sigma }^{i}+{w}_{i}),$$\end{document}$$where *σ*'s are Pauli matrixes, and *V*~0~ is external electrical potential. In general, the velocities *v*'s may be asymmetric in three-dimension, and their sign ($\documentclass[12pt]{minimal}
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                \begin{document}$$\tau =\pm $$\end{document}$) carry the chirality of Weyl nodes. However, we assume symmetric velocities equal to $\documentclass[12pt]{minimal}
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                \begin{document}$${v}_{F}={10}^{6}\,m/s$$\end{document}$ in the rest of the manuscript. The dispersion of Weyl fermion can be tilted along all three directions, and the strength of the tilt is denoted by *w*~*i*~. Based on the proposed approach, the tilt direction must be aligned along one of the transverse directions (*y*-direction in this letter unless otherwise stated). Therefore, the tilt vector is defined as $\documentclass[12pt]{minimal}
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                \begin{document}$$w=(0,\chi {w}_{y},0)$$\end{document}$, where $\documentclass[12pt]{minimal}
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                \begin{document}$$\chi =\pm $$\end{document}$ according to the valley index assuming the case where the energy dispersion is tilted along opposite directions in different valleys. We consider ballistic tunneling transmission along the *x*-direction and the incident angles are characterized by *γ* (the angle between *k* and the *x*-*y* plane) and $\documentclass[12pt]{minimal}
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                \begin{document}$$\varphi $$\end{document}$ (the azimuthal angle with respect to the *x*-axis), as shown in Fig. [1(b)](#Fig1){ref-type="fig"}. Two inequivalent valleys separated in *k*-space are represented by *K* and *K*′. The wave vectors are described by$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}{k}_{x} & = & {k}_{F}\,\cos \,\gamma \,\cos \,\varphi ,\\ {k}_{y} & = & {k}_{F}\,\cos \,\gamma \,\sin \,\varphi ,\\ {k}_{z} & = & {k}_{F}\,\sin \,\gamma ,\end{array}$$\end{document}$$where the Fermi wave-vector$$\documentclass[12pt]{minimal}
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                \begin{document}$${k}_{F}=({E}_{F}-{V}_{0})/\hslash ({v}_{F}+\chi {w}_{y}\,\cos \,\gamma \,\sin \,\varphi ).$$\end{document}$$

We consider a one-dimensional rectangular potential barrier, which is described by $\documentclass[12pt]{minimal}
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                \begin{document}$${V}_{(x)}={V}_{0}[{\rm{\Theta }}(x)-{\rm{\Theta }}(x-L)]$$\end{document}$, as illustrated in Fig. [1(d)](#Fig1){ref-type="fig"}. From the practical point of view, such a potential barrier can be induced in Weyl semimetals either by changing the carrier concentration locally by means of electrical gates, and/or doping with alkali metal atoms^[@CR36],[@CR37]^. Electrostatic gates have been commonly used to tune carrier concentration in two-dimensional materials. Recent experimental works show that dynamic tuning of the carrier concentration is achievable in three-dimensional materials as shown in Dirac semimetal Cd~3~As~2~^[@CR36]^ and Weyl semimetal WTe~2~^[@CR38]^. The electrostatic gating requires very thin material structure, whose thickness is restricted by the range of the screening effect. Another requirement is that the sample must reach sufficient thickness to allow formation of Weyl nodes in the bulk. For instance, gate bias tuning of the carrier concentration of bulk states has been demonstrated in 50-nm thick Cd~3~As~2~^[@CR36]^ and 14-nm thick WTe~2~^[@CR38]^.

The FM layer placed on the central region induces two spike-like magnetic fringe fields at the barrier boundaries, as illustrated in Fig. [1(e)](#Fig1){ref-type="fig"}. Note that a thin film dielectric layer is deposited between the Weyl semimetal and FM layer to avoid induced magnetization in the former due to the proximity effect. To derive an analytical solution of the problem, we first assume the simplified magnetic barrier^[@CR12]--[@CR15],[@CR39]--[@CR41]^ which can be approximately described by two asymmetric delta magnetic fields $\documentclass[12pt]{minimal}
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                \begin{document}$${B}_{z(x)}={B}_{0}[\delta (x)-\delta (x-L)]$$\end{document}$ along the *z*-direction. Later, we will discuss a more realistic magnetic field profile, which shows that the shape of the magnetic field profile does not play a vital role in the proposed method. By the choice of the Landau gauge, the delta magnetic fields give rise to a piecewise constant magnetic vector (gauge) potential $\documentclass[12pt]{minimal}
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                \begin{document}$${\overrightarrow{A}}_{B}={B}_{0}{l}_{B}[{\rm{\Theta }}(x)-{\rm{\Theta }}(x-L)]\hat{y}$$\end{document}$. The transverse wave vector experience a shift such that $\documentclass[12pt]{minimal}
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                \begin{document}$${k}_{y}\to {k}_{y}+e{A}_{B}/\hslash $$\end{document}$ within the barrier region. The same magnetic barrier structure can be achieved by various methods and configurations such as two FM strips with asymmetric perpendicular magnetic anisotropy deposited on the barrier boundaries^[@CR42]--[@CR48]^, as well as superconductor film fabricated with the desired pattern on the Weyl semimetal and applying uniform magnetic field^[@CR45],[@CR49],[@CR50]^. By considering both electrical and magnetic barriers, the momentum along the transmission direction within the barrier is given by$$\documentclass[12pt]{minimal}
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                \begin{document}$${q}_{x}=\frac{\sqrt{-{\hslash }^{2}{v}_{F}^{2}\,({({k}_{y}+\delta {k}_{y})}^{2}+{k}_{z}^{2})+{(-{E}_{F}+{V}_{0}+\hslash \chi {w}_{y}({k}_{y}+\delta {k}_{y}))}^{2}}}{\hslash {v}_{F}},$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$\delta {k}_{y}=e{A}_{B}/\hslash $$\end{document}$. Due to the conservation of energy and transverse momentum, electrons experience refractions at the barrier interface, and the propagation angles of the transmitted electrons are given by $\documentclass[12pt]{minimal}
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                \begin{document}$$\theta ={\tan }^{-1}\,(\frac{{k}_{y}}{{q}_{x}})$$\end{document}$and $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha ={\tan }^{-1}\,(\frac{{k}_{z}}{{q}_{x}}\,\cos \,\theta )$$\end{document}$ within the barrier region, as illustrated in Fig. [1(b)](#Fig1){ref-type="fig"}. Solving the Hamiltonian in Eq. [1](#Equ1){ref-type=""}, the wave functions of incident, propagated and transmitted electrons are found as$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\psi }_{\pm }\equiv \frac{1}{\sqrt{2}}{e}^{i\overrightarrow{k}\cdot \overrightarrow{r}}\,(\begin{array}{c}1\\ {e}^{i\varphi }\,\sec \,\gamma \,(\eta +\,\sin \,\gamma )\end{array})\equiv (\begin{array}{c}{\psi }_{a}\\ {\psi }_{b}^{\eta }\end{array})$$\end{document}$$

The wave function is composed of two spinor components $\documentclass[12pt]{minimal}
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                \begin{document}$${\psi }_{b}^{\eta }$$\end{document}$, where $\documentclass[12pt]{minimal}
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                \begin{document}$$\eta ={\rm{sign}}({E}_{F}-{V}_{0})$$\end{document}$ is the band index. To analyze the angular dependence of electron tunneling we calculate the transmission probability across the system by matching the top and bottom components of the wave functions at the barrier interfaces. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${T}_{(\varphi ,\gamma )}^{K}$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{(\varphi ,\gamma )}^{K^{\prime} }$$\end{document}$ denote the transmission probability of electrons around *K* and *K*′ respectively. Transmission between *K* and *K*′ is neglected based on the analysis presented in the sections below. We assume equilibrium system, where the source and drain are at the same chemical potential, and thus the Fermi level assumed to be level throughout. To derive the analytical solution, we have neglected the scattering mechanisms in our calculation. However, it has been shown that the angular refractions of electrons (which is a key component of our proposal) and the resultant transmission profile in tilted Weyl systems are robust against weak disorders^[@CR20]^. The Fermi surface of the tilted Weyl fermion is not a perfect sphere, which must be taken into account in the conductance integral. The infinitesimal element of the elliptical Fermi surface per unit variation of the coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$\varphi $$\end{document}$ and *γ* is found as$$\documentclass[12pt]{minimal}
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                \begin{document}$$d{S}_{FS}=\frac{{E}_{F}^{2}\,\cos \,\gamma \sqrt{{v}_{F}^{2}+{(\chi {w}_{y})}^{2}+2{v}_{F}\chi {w}_{y}\,\cos \,\gamma \,\sin \,\varphi }}{{\hslash }^{2}\,{({v}_{F}+\chi {w}_{y}\cos \gamma \sin \varphi )}^{3}}d\varphi d\gamma .$$\end{document}$$

The total valley dependent conductance can be calculated considering anisotropic band dispersion based on Landauer-Büttiker formalism. In systems with two or three dimensions, the conserved transverse momentum can be treated as a parameter with a given value. To calculate the transmission, one can sweep through the range of the transverse momentum covered by the source Fermi surface and integrate over the transmission contribution at each value of the transverse momentum. This is illustrated by the diagram (Fig. [2](#Fig2){ref-type="fig"}), which shows a two-dimensional system on the *xy* plane where the interface is along the *x* direction and *k*~*y*~ is conserved.Figure 2The solid ellipse represents a Fermi surface; and the dotted ellipse shows $\documentclass[12pt]{minimal}
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                \begin{document}$${E}_{F}+dE$$\end{document}$.
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                \begin{document}$$\hslash =1$$\end{document}$ in the following derivations. At each given value of *k*~*y*~, the *k*-space area between the $\documentclass[12pt]{minimal}
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                \begin{document}$$\tfrac{1}{{v}_{x}}dEd{k}_{y}$$\end{document}$. In the Landauer-Büttiker formalism $\documentclass[12pt]{minimal}
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                \begin{document}$$dE=e{V}_{B}$$\end{document}$ where the *V*~*B*~ is the applied bias between the source and drain. The number of states per unit real-space area per *dk*~*y*~ is then $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{1}{{(2\pi )}^{2}}\frac{1}{{v}_{x}}e{V}_{B}$$\end{document}$. Denoting the transmission at each value of *k*~*y*~, *T*(*k*~*y*~) the drain current for each state is $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\frac{e}{L}T({k}_{y}){v}_{x}^{d}({k}_{y})$$\end{document}$, and the total current would then be given by$$\documentclass[12pt]{minimal}
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                \begin{document}$$I/(e{V}_{B})=\int \,d{k}_{y}\frac{eW}{{(2\pi )}^{2}}\frac{{v}_{x}^{d}({k}_{y})}{{v}_{x}^{s}(d{k}_{y})}T({k}_{y})$$\end{document}$$where *W* is the width of the system. The above integration is over the Equal Energy Contours (EECs) between the Fermi surface and the EEC at $\documentclass[12pt]{minimal}
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                \begin{document}$${E}_{F}+e{V}_{B}$$\end{document}$ where *v*~*x*~ is positive. This is the shaded area in panel (a) of Fig. [3](#Fig3){ref-type="fig"} where the infinitesimal area element consists of horizontal strips. The panel (b) in Fig. [3](#Fig3){ref-type="fig"} shows the integration over the incident angle *d*$\documentclass[12pt]{minimal}
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                \begin{document}$$\varphi $$\end{document}$. In the limit that dE goes to zero, the shaded areas in (a) and (b) are identical. The infinitesimal area element in (b) is $\documentclass[12pt]{minimal}
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                \begin{document}$${k}_{F}(\varphi )d\varphi dE/v$$\end{document}$.Figure 3(**a**) Shows the integration over *dk*~*y*~ where the dimensions of the infinitesimal element are *dk*~*y*~ and $\documentclass[12pt]{minimal}
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                \begin{document}$$\tfrac{dE}{{v}_{x}}$$\end{document}$. (**b**) Shows the integration over $\documentclass[12pt]{minimal}
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                \begin{document}$$\varphi $$\end{document}$ where the dimensions of the infinitesimal element are $\documentclass[12pt]{minimal}
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                \begin{document}$$\tfrac{dE}{v}$$\end{document}$.

In our system, the coordinates($\documentclass[12pt]{minimal}
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                \begin{document}$$\varphi $$\end{document}$, *γ*) are defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}x & = & {k}_{F}\,\cos (\gamma )\,\cos (\varphi )\\ y & = & {k}_{F}\,\cos (\gamma )\,\sin (\varphi )\\ z & = & {k}_{F}\,\sin (\gamma )\end{array}$$\end{document}$$

Thus, the 3-dimensional analog of the Eq. [7](#Equ7){ref-type=""} would then be$$\documentclass[12pt]{minimal}
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                \begin{document}$$I/(e{V}_{B})=\int \,{\int }_{FS}\,d{k}_{y}d{k}_{z}\frac{eA}{{(2\pi )}^{3}}\frac{{v}_{x}^{d}({k}_{y},{k}_{z})}{{v}_{x}^{s}({k}_{y},{k}_{z})}T({k}_{y})$$\end{document}$$where the subscript FS stresses the fact that the *k*~*y*~ and *k*~*z*~ values are to be chosen from points lying on the Fermi surface only. The above equation can be re-written as follows in terms of $\documentclass[12pt]{minimal}
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                \begin{document}$$I/(e{V}_{B})=\int \,\int \,d{S}_{FS}\frac{eA}{{(2\pi )}^{3}}\frac{{v}_{x}^{d}}{v}T(\varphi ,\gamma )$$\end{document}$$

In the above, note that the density of the states is related to 1/*v* instead of 1/*v*~*x*~. The infinitesimal area element per unit variation of $\documentclass[12pt]{minimal}
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                \begin{document}$$\varphi $$\end{document}$ and *γ* is$$\documentclass[12pt]{minimal}
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The velocity operators are defined as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{v}}_{x}={v}_{F}{\hat{\sigma }}_{x}$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{v}}_{y}={v}_{F}{\hat{\sigma }}_{y}+\chi {w}_{y}{\hat{I}}_{\sigma }$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{v}}_{z}={v}_{F}{\hat{\sigma }}_{z}$$\end{document}$. Their corresponding expectation values of the velocity operators are given by$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{array}{rcl}\langle {\hat{v}}_{x}\rangle  & = & {v}_{F}\,\cos (\gamma )\,\cos (\varphi )\\ \langle {\hat{v}}_{y}\rangle  & = & {v}_{F}\,\cos (\gamma )\,\sin (\varphi )+\chi {w}_{y}\\ \langle {\hat{v}}_{z}\rangle  & = & {v}_{F}\,\sin (\gamma )\\ v & = & \sqrt{{\langle {\hat{v}}_{x}\rangle }^{2}+{\langle {\hat{v}}_{y}\rangle }^{2}+{\langle {\hat{v}}_{z}\rangle }^{2}}\end{array}$$\end{document}$$

Assuming identical source and drain and restoring the $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\hslash $$\end{document}$, the conductance can be found as$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$G={G}_{0}\,\int \,\int \,d\varphi d\gamma \frac{{\cos }^{2}\,(\gamma )\,\cos (\varphi )}{{(1+\tfrac{\chi {w}_{y}}{{v}_{F}}\cos (\gamma )\cos (\varphi ))}^{3}}T(\varphi ,\gamma )$$\end{document}$$where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${G}_{0}=\tfrac{{e}^{2}{E}_{F}^{2}A}{{(2\pi )}^{3}{\hslash }^{3}{v}_{F}^{2}}$$\end{document}$ is the quantum conductance, the integral being dimensionless. Finally, we define the valley polarization (e.g., for valley *K*) $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${P}_{K}=({G}_{K}-{G}_{K^{\prime} })/({G}_{K}+{G}_{K^{\prime} })$$\end{document}$.

Results and Discussions {#Sec3}
=======================

Valley-dependent conductance {#Sec4}
----------------------------

The analytical derivation of valley dependent conductance (Eq. [13](#Equ13){ref-type=""}) allows us to analyze the whole conductance profile of the system for varying applied potential barrier height. The Fig. [4](#Fig4){ref-type="fig"} shows the valley-dependent conductance profile of the system. The angular dependence of the transmission profiles of each valley at $\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{\varphi ,\gamma }^{K(K^{\prime} )}$$\end{document}$, as shown in Fig. [2(c--f)](#Fig2){ref-type="fig"}. The applied potential *V*~*K*~ combined with the effect of magnetic barrier suppresses the electron transmission for both valleys. However, the electrons around *K*′ possess much more restricted allowed transmission angle range compared to the electrons around *K* (see Fig. [4(c and d)](#Fig4){ref-type="fig"}). On the other hand, the applied voltage *V*~*K*′~ allows limited angle range for transmission at *K*, while the barrier allows transmission across almost the whole incident angle range at *K*′, as shown in Fig. [4(e and f)](#Fig4){ref-type="fig"}. This result indicates that the obtained valley polarization originates from electro-optical mechanisms, i.e., the refractions and reflections at the barrier interface.Figure 4Valley resolved tunneling profile of Weyl electrons around two distinct valleys *K* and *K*′. The normalized tunneling conductance of *K* and *K*′ is shown in (**a**), where the valleys exhibit different tunneling profiles in the case of varying external electrical potential *V*~0~. The difference between the conductance profile of *K* and *K*′ gives rise to valley-polarized conductance whose magnitude can be defined by *β*~*K*,*K*′~ as shown in (**b**). At two chosen external potentials *V*~*K*~ and *V*~*K*′~ \[denoted by doted lines in (**b**)\] which yield a high effective polarization *β*~*K*,*K*′~ for the *K* and *K′* valley, respectively, the angular dependence of tunneling probability for both valleys is shown in (**c**--**f**). The tilt velocity $\documentclass[12pt]{minimal}
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                \begin{document}$${w}_{y}/{v}_{F}=\chi 0.4$$\end{document}$, the Fermi energy *E*~*F*~ = 50 meV, barrier length *L* = 900 nm, magnetic field *B*~*z*(*x*)~ = 2 T, and the conductance is in unit of *G*~0~ for all configurations.

Fermi surface orientation {#Sec5}
-------------------------

To investigate the origins of the valley dependent tunneling shown above, we focus on the Fermi surface structure of the system at the barrier interface. The conservation of energy, momentum and chirality determines the ballistic electron transmission at the barrier interface. Therefore, one can predict the allowed incident angles that lead to high transmission by analyzing the matching of the Fermi surface and spin alignment at the barrier interface. In Fig. [5](#Fig5){ref-type="fig"}, the solid-lined (dashed) circle represents the Fermi surface in the presence (absence) of applied electrical potential $\documentclass[12pt]{minimal}
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                \begin{document}$${V}_{0}={V}_{K^{\prime} }=110\,{\rm{meV}}$$\end{document}$, which is the barrier height for high *β*~*K*′~. Due to the opposite direction tilt of the Weyl nodes at *K* and *K*′, the Fermi surfaces shift to opposite transverse directions as shown in Fig. [5(a and b)](#Fig5){ref-type="fig"}. At *K*, the wave vector along transmission direction within the barrier, *q*~*x*~ becomes imaginary for the electrons whose incident angle is between *π*/2 and $\documentclass[12pt]{minimal}
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                \begin{document}$$-{\varphi }_{a}$$\end{document}$ and −*π*/2 for the electrons around *K*′. This means that the electrons experience opposite direction deflections at the barrier interface according to their valley index. The magnetic barrier also causes a very similar shift of the Fermi surfaces. However, the effect of the magnetic barrier is valley-independent, which creates the same direction transverse shift for both valleys by means of transverse Lorentz displacement. As shown in Fig. [5(c and d)](#Fig5){ref-type="fig"}, this additional one-way shift constricts the allowed angle range at *K*, while it widens the allowed range at *K*′. That remarkably shows that the barrier selectively reflects the incident electrons according to their respective valley index, causing the valley-polarized tunneling at the barrier interface. Note that the allowed range shown by shaded angles in Fig. [5](#Fig5){ref-type="fig"} does not mean that all the incident angles in this range have high transmission since the tunneling at the barrier interface also requires the matching of the spin or pseudo-spin alignment. As can be seen in Fig. [4(c and d)](#Fig4){ref-type="fig"}, tunneling transmission occurs between Weyl nodes with the same chirality in the case $\documentclass[12pt]{minimal}
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                \begin{document}$${V}_{K^{\prime} } > {E}_{F}$$\end{document}$, which causes the different pattern of perfect transmission angles due to the different spin alignment of electron and hole states, as seen in Fig. [4(e and f)](#Fig4){ref-type="fig"}.Figure 5The dashed and solid-lined circles represent the Fermi surfaces of the first and second regions shown in Fig. [1](#Fig1){ref-type="fig"} respectively. The conservation of transverse wave vector *k*~*y*~ limits the allowed transmission range in angle-space in the case of external electrical and magnetic potentials. *K* and *K*′ are two inequivalent valleys which possess opposite chirality and opposite direction tilt ($\documentclass[12pt]{minimal}
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                \begin{document}$${V}_{0}=110\,{\rm{meV}}$$\end{document}$) gives rise to a valley dependent momentum shift, causing the valley dependent refraction and reflections at the barrier interface. (**c** and **d**) Demonstrate the further effect of external delta-magnetic field ($\documentclass[12pt]{minimal}
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                \begin{document}$${B}_{0(z)}=2\,{\rm{T}}$$\end{document}$) induced by FM layer on the central region, causing the contraction (at *K*) and extension to all possible angles in the forward direction (at *K*′) of the allowed transmission range (denoted by the shaded angles). The Fermi energy $\documentclass[12pt]{minimal}
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To analyze the mechanisms that generate the valley-polarized transmission, we focus on the tilt strength of the Weyl nodes and applied magnetic barrier strength. As shown in Fig. [6(a),](#Fig6){ref-type="fig"} the valley polarization highly depends on the tilt strength that generates the valley-dependent transverse shift at the barrier interface. Note that this anomalous momentum shift is caused by the combined effect of the electrical potential and tilted band structure. The presence of only one of these factors would not lift the valley degeneracy. This combined effect lifts the valley degeneracy and separates the electrons in the two valleys in angle-space. However, the contribution of the both valleys to the overall conduction would still be the same, leading to zero valley polarization in conductance. We require the use of magnetic barrier to cause a valley-selective electro-magnetic effect at the barrier interface. Thus, the strength of the valley-polarization of the conductance will be dependent on the magnetic field strength as well, as shown in Fig. [6(b)](#Fig6){ref-type="fig"}.Figure 6The effect of tilt strength and applied magnetic barrier on the polarization of *K*′. (**a**) Shows the *β*~*K*′~ for different tilt strength, where $\documentclass[12pt]{minimal}
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                \begin{document}$${B}_{0(z)}=2\,{\rm{T}}$$\end{document}$, (**b**) shows the *β*~*K*′~ for different strength of applied magnetic barrier, where $\documentclass[12pt]{minimal}
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                \begin{document}$${E}_{F}=50\,{\rm{meV}}$$\end{document}$, and barrier length *L* = 900 nm for all configurations.

Realistic magnetic barrier {#Sec6}
--------------------------

The magnetic barrier in our proposed system would only affect the electron momentum by means of fringe fields induced by the magnetization of the FM layer, and not via the induced exchange proximity effect. In the schematic diagram of the proposed system shown in Fig. [1](#Fig1){ref-type="fig"}, there is a dielectric layer placed between the Weyl semimetal and the FM layer. Hence the overlap between the wave functions of the FM layer and the Weyl semimetal which gives rise to the exchange proximity effect is effectively suppressed if the separation distance (dielectric thickness) is more than a few nanometers. However, the fringe fields induced by the magnetized FM layer would be effective along the device thickness. Here, we will delve deeper into the physics of the magnetic barrier structure and provide a detailed quantitative analysis based on a more realistic model. To calculate a more realistic magnetic barrier, we have considered the following magnetic field profile, which is consistent with the experimental results^[@CR48]^:$$\documentclass[12pt]{minimal}
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                \begin{document}$${B}_{z}(x)=\frac{{\mu }_{0}{M}_{s}}{4}\,\mathrm{ln}(\frac{{x}^{2}+{z}^{2}}{{(z+D)}^{2}+{x}^{2}}).$$\end{document}$$

In the above, *M*~*s*~ is the saturation magnetization of FM layer, *z* is the thickness of the dielectric layer between FM layer and Weyl semimetal, and *D* is the thickness of the FM layer.

Based on the above equation, the FM layer on top of the Weyl semimetal induces two asymmetric spike-like magnetic fields at the edges, which is plotted in Fig. [7(a)](#Fig7){ref-type="fig"}. The magnetic field strength at the peak reduces with increasing distance along *z*-direction, where the different colors represents different values of *z*. In addition to the change in the maximum value of the magnetic field strength, the field profile also spreads out over a wider extent in *x*. We note that the $\documentclass[12pt]{minimal}
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                \begin{document}$$\int \,{B}_{x}dx$$\end{document}$ is constant at all depth *z* even though the peak value *B*~*max*~(*z*) reduces along *z* (see Fig. [7(c)](#Fig7){ref-type="fig"}). Note that the maximum height of the *A*~*x*~ does not depend on the *B*~*max*~(*z*) but the integral $\documentclass[12pt]{minimal}
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                \begin{document}$$\int \,{B}_{(x)}dx$$\end{document}$. The proposed valley filtering method depends primarily on the Fermi surface overlap, and hence the maximum height of the *A*~*x*~ rather than the specific profile of *A*~*x*~ over different depth *z*. Thus, we envisage that the variation of the magnetic field strength along *z* would not have a strong influence on the valley dependent conductance of the system. To verify this, we perform numerical simulation by applying the realistic magnetic barrier profiles as shown in Fig. [7(a and b)](#Fig7){ref-type="fig"} and obtain the conductance profile of the system by considering different depths along *z*. The transmission probability is obtained by dividing the whole device into short segments where the magnetic gauge potential is spatially varying along *x*, and applying the transfer matrix method (ref.^[@CR51]^). The conductance is calculated by using Eq. [13](#Equ13){ref-type=""}. The results shown in Fig. [7(d)](#Fig7){ref-type="fig"} reveal that the valley dependent conductance is highly robust against variation in the magnetic field profile along both *x* and *z*. For comparison, the saturation magnetization of the FM layer is set to the value that induces the same gauge potential height with that considered in Fig. [4](#Fig4){ref-type="fig"}. The conductance profiles in (d) are quite consistent with the result \[Fig. [4(a)](#Fig4){ref-type="fig"}\] obtained by considering a square shape gauge potential as described above, and which can be calculated analytically by the wave-function matching method.Figure 7Realistic magnetic barrier configuration. (**a**) Shows magnetic field profile with two asymmetric peaks, induced at the edges of the FM layer shown in Fig. [1](#Fig1){ref-type="fig"}. Different colors represent the field profile at different points in the *z*-direction. (**c**) Shows the shift of the *k*~*y*~ due to the gauge potential *A*~*x*~ induced by the magnetic fields shown in (**a**). The maximum magnetic field strength *B*~*max*~(*z*) shown in (**a**) reduces with increasing distance along *z*, of which characteristic calculated for continuous distance in (**c**), while the integration of the magnetic field over *x* is constant as shown at the right axis in (**c**). Since the maximum height of the *A*~*x*~ does not depend on the field profile, the valley resolved conductance shows very similar profiles at varying depth of the proposed device, as shown in (**d**).

In our model, the ferromagnetic (FM) layer magnetization is the in-plane direction. In the case of out-of-plane magnetization, there would be an approximately square shape B-field profile effective within the barrier region adjacent to the FM layer. This would generate a linearly increasing gauge potential profile in the barrier region, which is distinct from the square shape gauge profile shown in Fig. [7(b)](#Fig7){ref-type="fig"}. In such case, there would still be non-zero valley polarization as the presence of valley dependent refractions does not depend on the specific B-field profile.

Ferromagnetic materials with high remanence and large bulk saturation magnetization would be appropriate in order to enhance the edge magnetic field and achieve high valley polarization. In previous experimental setups that possess similar magnetic barrier structures (see ref.^[@CR42]^), dysprosium has been selected as the FM material due to this attribute. Following ref.^[@CR42]^, one can set the thickness of the FM layer to 300 nm, which gives rise to 3.75 T bulk saturation magnetization.

As for the dielectric layer, it should be made as thin as possible to achieve a strong magnetic field with a sharp field profile, but it must be more than a few atomic layers in thickness in order to avoid magnetic proximity effect^[@CR52]--[@CR54]^. The upper limit is the thickness where the spread of B-field is larger than the half of the barrier length. A suitable range of thickness of the dielectric layer would approximately be between 1 nm and 45 nm, as analyzed in Fig. [7(a)](#Fig7){ref-type="fig"}.

Tuning the valley-polarization by gated potential barrier {#Sec7}
---------------------------------------------------------

One of the advantages of the proposed valley filter function is that its operation is not restricted to some specific parameter range. Theoretically, the application of electrical barrier in tilted band structures causes a transverse momentum shift at the Fermi level and this shift is generally valley dependent. Similarly, any magnetic field along a particular direction, regardless of its strength or profile would break the angular symmetry of transmission by means of transverse Lorentz displacement. Thus, as can be seen from the Fig. [4(a and c)](#Fig4){ref-type="fig"}, non-zero valley polarization can be achieved at any arbitrary applied gate voltage. However, the strength of the polarization can indeed be optimized by tuning the value of the gate voltage. As depicted in Fig. [1(d)](#Fig1){ref-type="fig"}, the *K* and *K*′ valley polarization can be optimized by setting the gate voltage at *V*~*K*~ and *V*~*K*′~. These optimal voltage values are dependent on the applied magnetic field, which is tunable, as well as the intrinsic Fermi level which can be set by, e.g., alkali metal doping^[@CR37]^. We believe that given the flexible parameter configuration for the operation of the proposed system, the generated valley polarization could be readily observed. Based on the parameter set demonstrated in Fig. [4](#Fig4){ref-type="fig"}, we require a change of the electrical potential of approximately 100 meV in order to switch the polarization between the two valleys. Such a change of potential can be achieved in a realistic system. For instance, let us consider gating by means of solid electrolytes^[@CR36]^ which is experimentally conducted in *Cd*~3~*As*~2~. The electron and hole densities have been tuned to values on the order of 10^12^ *cm*^−2^, where a change of Fermi level in excees 100 meV, i.e., between 143--254 meV, was achieved under an applied gate voltage change of 0 to 12 V, based on experimentally observed Shubnikov-de Haas oscillations^[@CR36]^. A similar experiment also confirmed that the carrier density rises up to values on the order of 10^12^ *cm*^−2^ by application of gate voltage in *WTe*~2~^[@CR55]^.

Effect of the finite device thickness on the valley polarization {#Sec8}
----------------------------------------------------------------

Thus far, we assumed the condition where the finite thickness along *z*-direction is much larger than the Fermi wavelength *λ*~*F*~. This allows us to use the continuum treatment without considering the quantization of *k*. However, having a small finite thickness may be a crucial factor if one requires the use of gated potential barriers due to the short range screening effect. Therefore, in this part, we consider the case where the system has a finite thickness along one of the directions and calculate the valley dependent conductance.

In this calculation, we apply the generic model (Eq. [15](#Equ15){ref-type=""}) that describes two Weyl nodes located at $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${k}_{x}={k}_{y}=0$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${k}_{z}=\pm \,{\rm{\Delta }}{k}_{z}/2$$\end{document}$, where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\rm{\Delta }}$$\end{document}$*k*~*z*~ is the *k*-space distance between the two nodes.$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$H={\varepsilon }_{0}+(\begin{array}{cc}M({\bf{k}}) & A{k}_{+}\\ A{k}_{-} & -M({\bf{k}})\end{array})$$\end{document}$$
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                \begin{document}$${k}_{\pm }={k}_{x}\pm i{k}_{y}$$\end{document}$. Since the parameters, i.e., *A*, *C*~*i*~, and *M*~*i*~ are material-specific; we take the example of Na~3~Bi~2~, except *C*~1~ which is modified to match the tilt velocity of our system for comparison with the analytical result presented.

Based on the requirements of the proposed valley filter, we chose the transmission direction along *y*-direction in this example, where the *k*~*z*~ is a good quantum number. The finite thickness *d*~*x*~ along the *x*-direction leads to sub-band dependent mass due to the quantization of *k*~*x*~ such that $\documentclass[12pt]{minimal}
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                \begin{document}$$\langle x|\psi \rangle =\sqrt{2/{d}_{x}}\,\cos (n\pi x/{d}_{x})$$\end{document}$ infinite quantum well eigenstates and diagonalizing the resultant matrix (a more detailed explanations has been presented in refs ^[@CR28],[@CR56],[@CR57]^). The energy dispersion and quantized sub-bands of a system consisting of two Weyl nodes are shown in Fig. [8(a)](#Fig8){ref-type="fig"}. The band structure also holds in the Dirac semimetal case with degenerate spins without coupling^[@CR58],[@CR59]^. Therefore, the proposed valley filter is not restricted to Weyl semimetals and it can be also realized in Dirac semimetals with tilted energy dispersion. As shown in Fig. [8(a)](#Fig8){ref-type="fig"}, the Weyl nodes exhibit tilted characteristic along the *z*-direction, which results in elliptical Fermi surfaces. When the energy shifts, the mismatch occurs between Fermi surfaces in the source and the drain regions, as shown in the illustration in Fig. [5](#Fig5){ref-type="fig"}. The conductance profile of a system depicted in Fig. [1](#Fig1){ref-type="fig"}, which consists of a 900-nm central barrier region sandwiched between the semi-infinite source and drain regions, is calculated numerically by matching of the wave functions at the barrier interfaces. A magnetic barrier is applied to the central region having the same profile as that described in Fig. [1](#Fig1){ref-type="fig"}. As plotted in Fig. [8(b)](#Fig8){ref-type="fig"}, there is an imbalance in the conductance profiles of *K* and *K*′ due to the combined effect of the electrical potential and the magnetic field. In the region between $\documentclass[12pt]{minimal}
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                \begin{document}$${V}_{0}\simeq 25\,{\rm{meV}}$$\end{document}$, the conductance of *K* is higher than *K*′. This region largely coincides with the homogeneous junction case (p-p\*-p). On the other hand, the conductance of *K*′ is higher than *K* in the remaining range, which mostly coincides with heterogeneous junction case (p-n-p). This result is in close agreement with the results obtained earlier by the continuum treatment (Fig. [4](#Fig4){ref-type="fig"}) where the finite thickness *d*~*x*~ is much larger than the Fermi wavelength *λ*~*F*~, and hence the quantization of *k* is ignored.Figure 8(**a**) The energy dispersion at $\documentclass[12pt]{minimal}
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Detection of the generated valley polarization {#Sec9}
----------------------------------------------

Valleytronic applications have been reported in graphene-based structures, and various detection schemes have been presented for detecting the valley current in such systems. It has been experimentally shown in graphene systems with broken inversion symmetry, that valley-polarized current may cause inverse valley Hall effect that can be measured as a transverse voltage drop^[@CR2],[@CR60],[@CR61]^. Alternatively, superconducting contacts can be used to detect valley polarized current based on Andreev reflection in systems where the valleys are related by time-reversal symmetry^[@CR62]^. These schemes may be adapted for Weyl semimetal materials where the inversion symmetry is broken, while time-reversal symmetry is preserved.

Besides, the valley-polarized current can also be detected in our present scheme by including a second barrier in series with the first (similar to that shown in ref.^[@CR63]^). Using the wave functions, and energy dispersion derived previously, the tunneling transmission can be calculated by the matching of the wave functions in the five regions at their respective barrier interfaces. The transmission probability is calculated numerically by the transfer matrix method. The (second) barrier that is used for detection must be set to a configuration where only one valley is allowed for transmission (e.g. 100 meV in Fig. [4(c)](#Fig4){ref-type="fig"}). To implement the detector scheme, valley polarized transmission is generated at the first barrier by tuning the electrical potential of the proposed valley polarizer. Figure [9(a and b)](#Fig9){ref-type="fig"} shows two different configurations where the valley polarizer is set to the polarization of *K* and *K*′ respectively. This can be achieved by tuning the electrical potential to −20 meV and 100 meV, which are the voltage values correspond to high polarization of *K* and *K*′ respectively, based on the conductance profiles shown in Fig. [4](#Fig4){ref-type="fig"}. In the Fig. [9](#Fig9){ref-type="fig"}, the detector is set to measure *K*-polarization. The total transmission of the system clearly shows larger transmission when the incident current is *K*-polarized \[see Fig. [9(c and d)](#Fig9){ref-type="fig"}\]. To prove that the transmission difference originates from the valley polarization, we test the same barrier structures \[Fig. [9(a and b)](#Fig9){ref-type="fig"}\] in the case of $\documentclass[12pt]{minimal}
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                \begin{document}$$({w}_{y}=0)$$\end{document}$, where the two valleys are degenerate in *k*-space. For the given parameters, two different configurations produce almost the same transmission profile.Figure 9Detection scheme for valley polarization, which is comprised of serially connected valley filters. Each one is identical to the scheme shown in Fig. [1(a)](#Fig1){ref-type="fig"}. The first barrier is used as polarizer, while the second barrier is used to detect generated valley polarization. (**a** and **b**) Shows two different configurations of the first barrier, i.e., set to the polarization of *K* and *K*′ respectively. (**c** and **d**) Show the angular dependence of transmission probability of the system illustrated in (**a** and **b**) respectively. (**e** and **f**) Show the transmission probability for the valley-degenerate system $\documentclass[12pt]{minimal}
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Existance of multiple pair of Weyl nodes {#Sec10}
----------------------------------------

Since the number of Weyl nodes, their respective chirality and tilt direction can vary according to the host materials, we have focused on the simplest Weyl semimetal case where there exists only one pair of Weyl nodes related by inversion symmetry. The presented scheme is applicable to this form of Weyl semimetals which have been widely investigated^[@CR64]--[@CR68]^. To generalize our valley polarization study to the case of multiple pairs of Weyl nodes, we have to consider the fact that it is only the component of the tilt vector perpendicular to the transmission direction that is responsible for the valley-dependent angular separation at the barrier interfaces.

Based on this, we analyze the possible cases of Weyl semimetals depending on their chirality and tilt direction. The Weyl semimetal phase requires either broken inversion symmetry (a) or time reversal symmetry (b). One can basically analyze these cases as follows:If one Weyl node exists at *K* whose energy dispersion is described by $\documentclass[12pt]{minimal}
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                \begin{document}$$H=\hslash ({v}_{F}k.\sigma +w.k)$$\end{document}$, another Weyl node must appear at −*K* with opposite chirality due to the inversion symmetry, and its dispersion will be described by $\documentclass[12pt]{minimal}
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                \begin{document}$$H=\hslash (\,-\,{v}_{F}k.\sigma -w.k)$$\end{document}$. Similarly, in the case of multiple pairs, as a result of inversion symmetry, Weyl nodes with different chiralities would possess tilt vectors in the opposite directions. In this case, the proposed filter serves a dual function, in that it would not only polarize the electrons according to their valley index, but also according to their respective chiralities.If one Weyl node is located at *K* described by $\documentclass[12pt]{minimal}
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                \begin{document}$$H=\hslash ({v}_{F}k.\sigma +w.k)$$\end{document}$, the other Weyl node must appear at −*K* related by time reversal symmetry, which may be described by $\documentclass[12pt]{minimal}
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                \begin{document}$$H=\hslash ({v}_{F}k.\sigma -w.k)$$\end{document}$. In this case, there exists at least another pair of Weyl nodes in the Brillouin zone. However, in this case, further information such as the position of the Weyl nodes in *k*-space, their respective energy levels, must be accounted for in calculating the net valley polarization. These properties of the Weyl nodes is dependent on the crystal symmetries and material structure of the Weyl semimetal.

Therefore, we take the example of HgTe class materials to demonstrate the possible configuration that generates valley dependent conductance based on our approach. Recent works have shown that the HgTe class of materials host four pairs of Weyl nodes which are type-I or type-II according to the strength of the applied compressive strain^[@CR69]^. By tuning the strain, the Weyl cones can be slightly tilted in the case of type-I, which is the case considered here.

Based on the Weyl node locations in HgTe shown in Fig. [10(a)](#Fig10){ref-type="fig"}, the following points are important considerations for the possible experimental realization of the proposed valley filter.(i)As the proposed approach is demonstrated by assuming ballistic tunneling transport, the Fermi surfaces around the Weyl nodes with different chirality must not be overlapping along *k* in the transmission direction. Otherwise, not only the momentum, but also the spin orientation in the vicinity of the valleys would influence the tunneling transmission. Although this may not totally suppress the valley dependent conductance, it may reduce the tunneling conductance due to the mismatch of the spin orientation. In this respect, HgTe is a suitable candidate for observing our proposed effect since there is no overlap between the valleys with different chiralities if one chooses the transmission direction to be along *k*~*x*~ or *k*~*y*~ or *k*~*z*~ as shown in Fig. [10(a--c)](#Fig10){ref-type="fig"}.(ii)The Weyl nodes with tilt vector pointing in opposite direction must not be overlapping along the transmission direction since the proposed method polarizes the valleys according to the tilt direction. HgTe would satisfy this under specific strain configuration that results in the ideal Weyl node distribution shown in Fig. [10](#Fig10){ref-type="fig"}, as discussed in ref.^[@CR69]^.(iii)The *k*-space distance of the Weyl nodes is a crucial factor due to the inter-valley scattering, which may reduce the valley polarization. However, the current Weyl semimetal candidates possess large enough *k*-space separation that effectively decouple the Fermi surfaces, and hence suppress the transmission between the valleys with opposite direction tilt. We analyze this in detail in a later section.Figure 10Weyl node configuration of HgTe under compressive strain that generate four pairs of type-I Weyl fermions, where the chirality of the Weyl nodes are represented by the red and blue colors. (**b** and **c**) Shows the reflection of the Weyl nodes on the (001) and (010) surface Brillouin zones. (**d**) Schematically illustrates the two groups of Weyl nodes classified according to their tilt directions. Each of the green and orange groups includes four Weyl nodes. (**e**) Shows the Fermi surface of the Weyl fermions, where the dashed-lined circle represents the Fermi surface of the same cone under electrical gate potential. The examplary configuration in (**e**) indicates the upper limit of the Fermi energy where there is no overlap between Fermi surfaces of different valleys. The proposed transport mechanisms is illustrated in (**f**), which effectively polarize, and filter the desired group of valleys \[i.e., orange or green shown in (**d**)\] by means of electrical and magnetic barriers. For simplicity, the magnetic and electrical barriers are illustrated sequantially., In the proposed model they operate simultaneously in the same barrier region.

Consequently, based on the above analysis, the Weyl nodes can be characterized into two groups according to the direction of their tilt vector, and are represented by the green and orange cones in Fig. [10(d)](#Fig10){ref-type="fig"}. Due to the opposite tilt direction of the nodes in the transverse direction, the electrons close to different valleys would experience a deflection in opposite directions according to their respective groups, as indicated by the green or orange arrows in Fig. [10(f)](#Fig10){ref-type="fig"}. The transverse Lorentz displacement due to the magnetic barrier additionally deflects the electrons along the transverse direction, which results in valley dependent conductance across the barrier. In Fig. [10(f)](#Fig10){ref-type="fig"}, for simplicity, the electric and magnetic barriers are illustrated sequentially. In actual fact, they are effective simultaneously in the same (central) region in the proposed model.

Based on the crystal structure of the materials, the two valley groups shown in Fig. [10(d and f)](#Fig10){ref-type="fig"} may be formed such that valleys in a group would share both the same tilt direction and chirality. In this case, our proposed model would yield electrons which are polarized according to the valley index, as well as chirality (i.e., they exhibit both valley and chirality polarization). This case occurs where tilt at a node is correlated with its chirality (e.g., the simplest Weyl semimetal phase with a single pair of nodes related by the inversion symmetry). We could also have the other scenario where valleys in each group only share the same tilt direction but not the chirality direction. In this case, our model would yield electrons which are only valley polarized. The detection scheme proposed in the manuscript (which is sensitive to the valley index) would be suitable for both cases. In the example of HgTe shown in Fig. [8](#Fig8){ref-type="fig"}, each orange and green group contains both chiralities (shown by blue and red). Thus the generated current would be polarized according to valley index, but not the chirality.

Consequently, even in such the case of multiple pairs of Weyl nodes, we would in general expect finite valley polarization to occur. Based on our proposed model, valleys that possess different tilt direction can be angularly separated with a single electrostatic barrier. Note that the tilt vectors of Weyl nodes does not need be exactly opposite to one another to allow valley polarization to occur. Valley polarization can be achieved as long as the transmission and tilt directions are not exactly parallel to each other. As a result, by choosing the transmission direction and the direction of the magnetic field according to the number and the position of the Weyl nodes, one can still generate valley-polarized transmission with multiple Weyl node pairs based on our proposed method.

*k*-space separation of the valleys {#Sec11}
-----------------------------------

As mentioned earlier, the robustness of the Weyl semimetal case strongly depends on the *k*-space distance of the Weyl nodes, i.e., the length of the Fermi arc. The clustering of Weyl points close in *k*-space would negatively affect the valley polarization in the proposed scheme due to the inter-valley transmission of Weyl fermions. However, in terms of ballistic transport, intervalley transmission requires Fermi surface (FS) overlap due to the conservation of the transverse momentum. To investigate the effect of the Weyl node separation on the presented results, we consider the limiting case of the FSs where the overlap starts to occur between the propagating states of the different Weyl nodes (assuming low energy approximation). Since the Weyl node orientation in *k*-space depends on the crystal structure of the material, we focus on the specific HgTe example shown in Fig. [10](#Fig10){ref-type="fig"}. The four Weyl nodes located at $\documentclass[12pt]{minimal}
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                \begin{document}$${k}_{z}=\pm \,{k}_{z}^{\ast }$$\end{document}$ are perfectly overlapping along the choosen transmission direction *k*~*z*~, which is a desirable condition as the momentum and the spin orientations are perfectly matched. The FS orientation is shown in Fig. [10(e)](#Fig10){ref-type="fig"}, where the solid-lined circles represent the FSs out of the barrier region, and dashed-lined circles represent the FSs within the barrier region. In HgTe, the Weyl points are located at $\documentclass[12pt]{minimal}
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                \begin{document}$${k}_{x}^{\ast }={k}_{y}^{\ast }={k}^{\ast }$$\end{document}$. Due the choice of transmission direction along *k*~*z*~, transmission between different Weyl nodes would be excluded if there is no overlap of the FSs on the *k*~*x*~-*k*~*y*~ plane. The limiting condition is shown in Fig. [10(e)](#Fig10){ref-type="fig"} where the FSs just touch each other with no overlap. Note that there is also relatively small momentum shift *dk* induced by the magnetic barrier (not visible in Fig. [10(e)](#Fig10){ref-type="fig"}), which shift the dashed-lined FSs further. To derive the analytical expression that describe the limitting condition, we consider without loss of generality on the specific Weyl node pair A and C \[see Fig. [10(e)](#Fig10){ref-type="fig"}\]. The touching point between the FSs of A and C can be found as $\documentclass[12pt]{minimal}
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In HgTe with the particular strain configuration, $\documentclass[12pt]{minimal}
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                \begin{document}$${w}_{y}=0.4{v}_{F}$$\end{document}$. We note that the inter-node separation can be much larger in other Weyl semimetals, e.g., in Ta~3~S~2~ it is as large as 1.5 nm^−1^ (see ref.^[@CR35]^), which implies that the Fermi energy can be as large as $\documentclass[12pt]{minimal}
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                \begin{document}$$\simeq $$\end{document}$496 meV without incurring overlap for the same configuration of *dk*, *w*~*x*~, and *V*~0~. These Fermi energy values are already higher or comparable to what we assume in our calculations. Furthermore, we note that the proposed scheme does not impose a tight restriction on the Fermi energy. The system can operate over a wide range of Fermi energy by optimizing other parameters such as the magnetic field.

Conclusion {#Sec12}
==========

In summary, we presented a new type of valley filter approach that is compatible with all the systems containing tilted band structure. The presented effect originates from the coupling of the applied potential gradient and valley dependent tilt of energy dispersion around the Weyl points. Further investigation of this valley polarization effect may pave the way for novel applications in electron optics of Weyl semimetals. Valley-polarized tunneling applications have been proposed in many systems under the influence of uniaxial strain, such as in graphene and silicene, but modulation of the applied strain is not so straightforward. Unlike previous works, our analysis shows that the possibility of controlling valley-polarized tunneling by means of electrical bias in Weyl systems possessing tilted band structure, which is more readily achieved in practice. The parameters used in this work can be further optimized to achieve higher valley polarization.
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