V. O. S. OLUNLOYO method, the adjoint equations are homogeneous and the nonhomogeneity is postponed to the algorithm (9) for obtaining the corrections. As to which method is faster or more efficient, it is not possible at this time to say. Some time later Brown [3], in connection with a problem in the theory of hydrodynamic stability, independently introduced a method using initial value problems, but convergence to the solution was achieved partially by trial and error so that the method is not fully automatic. This objection was overcome by Nachtsheim [4] who used a perturbation scheme and iterated to the final solution; he was compelled, however, to estimate more constants than are truly required. Although all of these investigators worked on the same problem, none of them seems to have been aware of his predecessors.
method, the adjoint equations are homogeneous and the nonhomogeneity is postponed to the algorithm (9) for obtaining the corrections. As to which method is faster or more efficient, it is not possible at this time to say. Some time later Brown [3] , in connection with a problem in the theory of hydrodynamic stability, independently introduced a method using initial value problems, but convergence to the solution was achieved partially by trial and error so that the method is not fully automatic. This objection was overcome by Nachtsheim [4] who used a perturbation scheme and iterated to the final solution; he was compelled, however, to estimate more constants than are truly required. Although all of these investigators worked on the same problem, none of them seems to have been aware of his predecessors.
The principles of the method presented (here may be applied to solve nonlinear eigenvalue problems, since, in solving initial value problems, the computer is indifferent to linearity. Of course, the equations of differential corrections are linear in any case, and so are their adjoints; but in this case the coefficients depend on the previous iteration of the eigenfunctions. In nonlinear cases the solution cannot be arbitrarily normalized because, in contrast to the linear case, the eigenvalues depend on the amplitude of the eigenfunctions (e.g., in determining the period of a cubic spring). In fact, for nonlinear cases, the eigenvalue problem would have to be solved many times in order to grasp this dependence, and the relation between the initial value of yr+i and the amplitude would have to be established from the eigenfunctions. It might be pointed out that nonlinear eigenvalue problems cannot be solved using methods involving a secular equation (except for periodic solutions when one frequency dominates, in which case the method of equivalent linearization can be used as an approximation), and, in this respect, the present method is superior.
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We specifically wish to avoid the eigenvalues of lower order. We may begin with a reasoned guess based partly on classical inequalities. The problem then boils down to the determination of the eigenvalue nearest a given number, a situation which was studied by Kryloff and Bogoliuboff [1] . One deals essentially with intervals containing the nearest eigenvalue as an interior point, the main task being to reduce these intervals as much as possible. When the guessed value is nearer another eigenvalue other than the specific one sought, there is, in general, a tendency to drift towards the nearest eigenvalue. It is shown here how this drift may be checked. In this paper, the theory of Kryloff and Bogoliuboff is examined. An error is pointed out and the theory is reduced to a numerical method. An interesting computational example involving Mathieu functions is constructed and treated.
2. On the Theory of Kryloff and Bogoliuboff. Details would be found in [1] . We consider the minimization of '
f is expanded in a Fourier trigonometric series of the exact eigenfunctions y¡.
On assuming the series is twice differentiable, one gets
where the eigenvalue nearest k is Xy, say. The co-ordinate functions employed,
where v is a Lagrange multiplier to be determined and
A string of inequalities based largely on Parseval's relation and the Cauchy-Schwarz inequality lead eventually to In the first, no real eigenvalue exists and, in the other, there is at least one. The neighbouring eigenvalues may then be isolated with m sufficiently large.
Asm-> oo, (I) and (II) approach and (13) y/dm -Vidm -Vm) < VVm-
The vital intervals are, therefore, (14) (fc -Vdm, k -Vidm -ij»)) and ik + Vdm, k + Vidm -Vm)).
The determination of the sign of the correction in [1] may, in certain circumstances, be replaced by the suggestions which follow.
3. Reduction of the Theory to a Numerical Method. We now examine how to decrease an interval containing an eigenvalue. We note that nm is not explicitly known, since A is unknown, and has to be estimated. An upper estimate, while logically safe, is, of course, not necessarily 'best'. When a > 0 and a" < 0, as, for example, in problems involving Mathieu functions, the case is clear. In any case, i.e., 0^1-w/2 < V(l -u) and 1 -u + u2/i < 1 -u and u < 0 for real u.
Moreover, this error is carried forward in the derivation of two inequalities for di,m and d2,m . In fact, with a specific value of k, one may calculate dm , ijm and hence ki, k2. One can then find di,m and d2,m and also tm . Upper bounds being needed for Vm and em , one has now two vital intervals. The sign of di,m -tm or d2,m -em is determined. Whichever is negative belongs to the relevant vital interval. The subsequent systematic reduction of that interval may be achieved as follows. Suppose the left-hand interval is the vital one; one calculates a value of Vidm -Vm) to define k3, etc., until, however, dm < Vm ■ This, therefore, establishes the feasibility of a practical use of the theory in [1] . Drift towards an unwanted eigenvalue can now be checked. If one made an upper estimate that was too high (or a lower one, too low) one would tend to drift towards the next higher (or lower) eigenvalue. This drift can be detected when di,m and d2,m are calculated. It can be rectified by reducing k somewhat arbitrarily until the left-hand interval becomes relevant. Care must, of course, be exercised to ensure that the reduction is not so drastic as to create a lower bound that is too small. 
46.74 é X5 á 246.74.
The weakness of this inequality shows the nontriviality of the chosen example. One may quickly obtain an upper bound by the simplest variation method, viz., Rayleigh principle. We choose y = Sin 5irx and get X5 < 147. Thus With m = 20, k = 100 we have Vm = 13170. Also, dm was found to be 14073.75. Here dm > vm, dm -Vm = 903.75, Vdm = 118.63, Vidm -Vm) = 30.062. Thus we have the interesting result that X6 lies either in ( -18,70) or (130,219 
