This paper explores a way to construct a new family of univariate probability distributions where the parameters of the distribution capture the dependence between the variable of interest and the continuous latent state variable (the regime). The distribution nests two well known families of distributions, namely, the skew normal family of Azzalini (1985) and a mixture of two Arnold et al. (1993) distribution. We provide a stochastic representation of the distribution which enables the user to easily simulate the data from the underlying distribution using generated uniform and normal variates. We also derive the moment generating function and the moments. The distribution comprises eight free parameters that make it very flexible. This flexibility allows the user to capture many stylized facts about the data such as the regime dependence, the asymmetry and fat tails as well as thin tails.
al. (2005) . 1 Its generalized form is
where is a real, ( ) = f 1 ( ) f 1 ( ) + f 2 ( ) , I fx60g is an indicator function, g(:) is a symmetric density around the origin in its standard form and f 1 ( ) and f 2 ( ) are known positive functions that govern the asymmetry and the behavior in the tails of the distribution.
The aim of this paper is to introduce a new family of univariate probability distributions capable of capturing a wide range of values of skewness and kurtosis. Our eight parameters distribution is a mixture of two asymmetric densities making it more flexible than its competitors. The most important contribution to the literature is the inclusion of a latent state variable with a continuum of states, unlike the traditional mixture distributions where the state variable is discrete with few number of states. This new class of distributions will henceforth be referred to as the hidden-threshold-skew-normal (HTSN).
This paper is outlined as follows. In section 2, the HTSN distribution is introduced. We give the stochastic representation of the proposed family of distributions which allows us to simulate data from HTSN distribution by only generating samples from the uniform and the normal distributions. Moreover, the moments generating function and formulas for centred moments are derived. In section 3, we use the HTSN distribution to model the physical distribution of US market returns and the height of Australian athletes. Our results show that the family of HTSN distributions outperforms the family of Skew-distributions introduced by Arnold et al. (1993) as well as a mixture of two normal and a class of split distributions. Section 4 concludes.
1 Similar approach can be found in Fernandez et al. (1995) , Fernandez and Steel (1998) , Mudholkar and Hutson (2000) , and Jones (2006) .
Definition
Definition 1 The random variable x follows a hidden threshold distribution if its probability density function is defined by
Also if x = = 0; we get a mixture of two Azzalini's skew-normal distributions with skewness parameters 11 and 12 , scaling parameters x1 and x2 and, with mixing probability = 1 2 . If in addition x1 = x2 = 1; we have a mixture of two Azzalini's standard skew-normal distributions with skewness
. Moreover, if we set x1 = x2 = 0 we get a mixture of two Azzalini's skew-normal distributions with location parameter x ; scaling parameters x1 and x2 and, skewness parameters 
Derivation and stochastic representation 2.2.1 Derivation
Consider the bivariate distribution who's density is given by
where Z = (x; ) 0 ; x is the observable random variable, is a latent random variable i.e., the hidden random threshold; I = 1 if x 6 and I = 0 otherwise, = ( x ; ) 0 is a vector of location parameters of the distribution, 1 and 2 are 2 2 symmetric and positive definite scaling matrices written as
and c is the normalizing parameter of the distribution as can be shown in appendix 1 to be,
The marginal distribution of the observable x is obtained by integrating out the latent variable . The following lemma gives the form of this marginal distribution.
Lemma 1 The marginal distribution of the observable x is given by (1).
For the Proof see Appendix 1
From (3) it is clear that the parameters x1 and x2 in (1) capture the dependence between the observable x and the latent regime (threshold) in the bad state and the good state, while is the location of the threshold. This property of the coefficient makes the distribution (1) more tractable since it departs from the traditional regime switching models in two ways. In one hand, the regime or state variable is a continuous process handling a good updating of the distribution if the regime changes. In the other hand, regimes of the distribution are also identifiable and hence the distribution doesn't suffer from the problem of label switching unlike the case of discrete mixtures.
Stochastic representation
In the proposition below we give a stochastic representation of the distribution (1). The proposed simple representation allows for easy simulation of random variables from (1). 
and
then x has a distribution with a density function (1).
For the Proof see Appendix 2
The marginal moments of x
The moments of (1) are given in the following proposition.
Proposition 2 Suppose x has a distribution with a density function (1). Let
The non-central moment of (1) of order K is given by,
where
For the Proof see Appendix 3
The four first moments are given in appendix 3.
The moment generating function and some properties
The moment generating function of (3) is given in the following theorem.
Theorem 1 The moment generating function of (3) is
For the Proof see Appendix 4
The following lemma gives the moment generating function of the marginal density of x in (1).
Lemma 2
The moment generating function of (1) is
For the proof we just set = 0 in (10).
We apply the HTSN to model the physical distribution of two real datasets. The first dataset consists of daily market excess return of the US stock market covering the period, July 1, 1926 to June 28, 2013. 2 The second set concerns the heights (in centimeters) of 100 Australian female athletes available from the Australian Institute of Sport (AIS dataset) extensively used in the literature by Azzalini (1986) and Arellano-Valle et al.
(2004). 3
Summary statistics of the AIS data are given in Table 1 and in Table 6 for the market excess return of the US stock market. These summarizes suggest leptokurtic densities for both examples with negative skewness in all cases. Based on these two sets of data, we estimate the parameters by numerically maximizing the loglikelihood function in ( (1), with respect to the parameter vector = ( x ; ; x1 ; x2 ; 1 ; 2 ; x1 ; x2 ) 0 .
For performance purposes, we also estimate three competing distributions namely, the hidden truncation normal, the mixture of two normals and Split-Normal distributions (densities of these mixtures are given bellow).
Hidden truncation normal distribution (HTN)
where (:) and (:) are the density and the CDF of the standard normal distribution.
The mixture of two normals (MN) where
: Figure 1 shows plots of the HTSN and standard normal distributions for different parameters values. We note that the HTSN distribution nests several density shapes starting from symmetric thin tails distribution to symmetric heavy tailed distributions. It also nests left and right truncated distributions as well as bimodal ones.
Tables 2 5 show our results using AIS dataset. According to the BIC and AIC information criteria reported at the bottom of Tables 2 5, we conclude that the HTSN model provides the best fit compared to the other distributions using this dataset. Tables 7 10 provide results using US market excess returns and show that using the same criteria (BIC and AIC), HTSN outperforms all the three competing distributions.
These results are interpreted as strong evidence in favor of the HTSN distribution.
In this paper we propose a new family of distributions which we referred to as hidden-threshold-skew-normal 
Appendix 1
Consider f (x) as the probability density function of a random variable x, we have that
where 8 > > > < > > > :
and c = 1
Noting that 
Y 0 1 1 Y = ! 11 y 2 + 2! 12 y x y + y 2
where $ = (! 12 y x )=! 11 = 2 x1 x1 y x = 2 x1 x1 (x x ). This implies that,
: It follows that
Similarly, we have v then the joint density of u and v given that 6 is,
We can similarly show that,
then it follows that
( 1 )
which is just the density function given by (1).
End of the proof

Appendix 3
The central moment of order K of (1)
where ! = 2 1 x1 y . It follows that
From the standard normal properties, we have
if j is even :
Let y = v 2 2 then from the first part of (49) we have,
where (a) = Z +1 0 y a 1 exp( y)dy:
The second part of (49) where we make use of y = v 2 2 , to get It can be shown, using the same procedure that,
Using (48), (??) and the fact that j 1 j = j 1 j = 2 x1 2 1 2 x1 1 2 2 1 1 2 , we get
Similarly we can show that = c(I 1 ( ) + I ;2 ( ));
where 8 > > > > > > > < > > > > > > > : 
