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Abstract 
It has been shown recently that iterative regularization using conjugate gradient type 
methods for image restoration Problems tan be effectively preconditioned with circulant 
approximations. Here it is shown that the theoretical properties of this approach are not 
restricted to circulant matrices. Specifically, a Toeplitz approximate inverse precondi- 
tioning scheme for discrete ill-posed Problems is considered. It is proved that the pre- 
conditioned System approximates the prolate matrix, and that this property implies 
that fast convergence of conjugate gradient type methods tan be expected. In addition, 
it is shown that these results tan be generalized to two-dimensional Problems. An image 
restoration application is used to demonstrate the properties of the 
preconditioner. 0 1998 Elsevier Science Inc. All rights reserved. 
AA4.S classi$cation: 65FlO; 65F15 
Keywords: Ill-posed Problems; Image restoration; L-curve; Preconditioner; Prolate matrix; Toeplitz 
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1. Motivation 
Let r, = [-z, ~1 be a subinterval of SZ = (-x, 7t), and define the orthogonal 
projector 
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Assume that q is a 27c-periodic trigonometric polynomial of known degree d, 
and consider the Problem of reconstructing q from given function values of 
<p within r7, i.e., of reconstructing q from $ = P,q. 
One possibility for doing this is the famous Gerchberg-Papoulis algorithm 
(cf., e.g., [4,14]), which goes as follows: 
1. Initialize x(O) = [t!J,. . . c$‘]’ E C2d+‘. 
2. For k = 0, 1,. ., define the trigonometric polynomial 
and compute the Fourier series of the residual $ - P,cp,, i.e., 
finally, set 
tlk+‘) = <y) + ly’. Ijl Gd. 
The Gerchberg-Papoulis iteration is easily seen to be the Richardson iteration 
(cf., e.g., [5]) for the linear System 
A,x = B*$ with A, = B*P,B, (2) 
where P, is as in (1) and B : @2d+’ + Y*(s2) is the isometric Operator which 
maps the 2d + 1 Fourier coefficients onto the corresponding trigonometric 
polynomial, i.e., 
B* : &j?‘x<,eiJo H [i-d? . , Ld’. 
(3) 
It follows that BB’ is the orthogonal projector onto the subspace of trigono- 
metric polynomials of degree d. Since A, is a selfadjoint Operator with spectrum 
in [0, l] it is usually recommended (cf., e.g., Rhebergen et al. [14]) to apply the 
conjugate gradient method [5] to the iterative Solution of (2) because this will 
converge much more rapidly than the Gerchberg-Papoulis algorithm in its 
original form. 
An easy computation reveals that the matrix A, in (2) is the symmetric Toep- 
litz matrix 
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where ao = r/n and aj = (sin jr)/(@) for j = 1, , . . ,2d. A, is called the prolate 
matrix, cf., e.g., Varah [18], and it has a number of fascinating spectral prop- 
erties. Most notable is the following Observation due to Slepian [17]. 
Theorem A. The prolate matrix A, ispositive dejnite with llArj12 < 1. Moreover, 
given any E > 0 there exist y = Y(E) > 0 and no = no(c) E N such that, for all 
d 2 no, at least 
(z/n)2d - y log d (1 -e,l) 
(1 - z/n)2d - y log d 
eigenvalues of A, belong to 
(0,e). 
In other words, given any cluster size E, only on the Order of log d eigenval- 
ues are outside the two eigenvalue clusters of size E around 1= 0 and A. = 1. See 
Fig. 1 for a plot of the eigenvalues of A, when d = 100 and z = x/4: note that 
48 z 50 = (z/n)2d eigenvalues cluster around one, and that only five to six ei- 
genvalues do not lie in either of the two clusters. 
The eigenvalue cluster near the origin reflects the fact that we are facing a 
Problem of analytic continuation which is known to be ill-posed. Consequent- 
ly, the classical convergence analysis of conjugate gradient type methods as 
presented in [5] cannot be used in this context. Rather, one has to resort to 
the analysis developed, e.g., in [6]. As is shown there, the conjugate gradient 
method tan safely reconstruct the information on cp in the so-called Signal 
0 
OO 
l 
50 100 150 200 
Fig. 1. Eigenvalues of the 201 x 201 prolate matrix with 5 = n/4. 
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subspace, i.e., the eigenspace corresponding to the eigenvalue cluster near 
1 = 1; note that the dimension of this subspace is roughly proportional to 
the length of r7. 
Opposed to this, the eigenspace corresponding to the eigenvalue cluster near 
zero is the so-called noise subspace because Signal components in this subspace 
are usually dominated by data errors. Consider Fig. 2 for an illustration: it 
Shows the eigenvectors for some of the eigenvalues of Fig. 1, namely i10 corre- 
sponding to the Signal subspace, As0 from the transient space, and AioO as a rep- 
resentative from the noise subspace. In this figure the left-hand side Plots show 
the 201 coefficients of the respective eigenvectors x of the prolate matrix where- 
as the right-hand side Plots show the absolute values of the corresponding trig- 
onometric polynomials Bx over Q. 
These Plots are representative for most elements from the three subspaces: 
approximate eigenvectors for /z = 1 correspond to polynomials which are es- 
sentially zero outside the interval Tr emphasized by the two dotted lines in 
the right-hand side Plots. In contrast, approximate eigenvectors from the noise 
subspace correspond to polynomials which are essentially zero inside the inter- 
val r,. Polynomials corresponding to eigenvectors from the transient space 
have sharp peaks near the endpoints fr of Tr. Concerning the eigenvectors it- 
self it follows that the components of eigenvectors from the Signal subspace 
(considered as a function of their index) are essentially bandlimited, whereas 
elements from the noise subspace are very rough and look like ‘white noise’. 
Because of the eigenvalue clustering the conjugate gradient method will re- 
quire at most 0( log d) iterations to extract the Signal subspace information, 
Ao: 
x50: 
x 100: 0 2 
-0.4 0 0 50 100 150 200 -= -d2 0 
a. Fourier coefficients. b. Trigonometrie polynomial. 
Fig. 2. Eigenvectors of the prolate matrix. 
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and then the influence of data noise sets in. Using FFT techniques the matrix 
vector multiplications tan be realized in only O(d log d) operations, see Sec- 
tion 4. Therefore useful approximations of cp tan be obtained with only 
O(d log* d) operations. 
Recently, many authors have worked on preconditioners for Toeplitz matri- 
ces to speed up conjugate gradient type methods for corresponding linear sys- 
tems, cf., e.g., the Survey by Chan and Ng [2]. The Performance of those 
preconditioners strongly depends on properties of the so-called Symbol of the 
Toeplitz matrix, i.e., the function 
The Symbol of the prolate matrix is the characteristic function xr of Tr, i.e., 
cf. [18]. It was shown by Yeung and Chan [20] that for Toeplitz matrices with 
discontinuous Symbol it is in general impossible to solve the matrix equation in 
o( log d) iterations by any preconditioned conjugate gradient type method. 
This means that the Gerchberg-Papoulis algorithm (or, in other words, a 
linear System with the prolate matrix) is ideally suited for conjugate gradient 
type iterations: it needs no further preconditioning. 
2. General ill-posed matrix equations 
Consider now the linear System 
Tx = y (6) 
originating from an ill-posed deconvolution Problem. We assume that T is a 
real symmetric Toeplitz matrix, i.e., 
r Co Cl t2 . . . tn_l 
and that T is the n x n principal submatrix (n even) of a semi-infinite (real sym- 
metric) Toeplitz matrix with entries t,, j 2 0. Consequently, 
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f(0) = 2 tbleti” = to + 2gtj COS Jl 
jz-m j=l 
is the Symbol associated with T. 
In many applications, e.g., in image reconstruction, the eigenvalues of T do 
not have the nice clustering property that we have seen for the prolate matrix. 
They do have a cluster near the origin since this is an inherent property for ‘dis- 
trete ill-posed Problems’; however, the eigenvalues of the matrix corresponding 
to the Signal subspace are not clustered. The purpose of preconditioning is to 
cluster those eigenvalues, but without mixing up Signal and noise subspace (cf. 
[7,8] for a more detailed exposition). One way to do this exploits the close con- 
nection of Toeplitz matrices and circulant matrices, cf. [7,8]; an alternative ap- 
proach has been suggested by Kilmer [lO]. 
Recall that a (hermitian) Toeplitz matrix (7) is called circulant if tj = tn-j for 
all j = 1, . , n - 1. Every n x n circulant matrix is diagonalized by the finite- 
dimensional (unitary) Fourier matrix 
-1 1 ... 1 7 
1 w ‘.. eJp1 
i.e., the columns of F; are eigenvectors of all n x n circulants. Therefore matrix 
vector multiplications with a circulant matrix are easily implemented using the 
FFT. For these and other properties of circulant matrices, the reader is referred 
to Davis [3]. 
While it makes sense to employ circulant matrices when the Solution x is (al- 
most) periodic it may be less efficient when this is not the case. Here we shall 
work out a different idea based on the observations from the previous section: 
we try to precondition the Toeplitz matrix T in such a way that the precondi- 
tioned matrix resembles the prolate matrix A, of size II, cf. (4). One way to 
achieve this relies on the following fact: if T is a Toeplitz matrix with Symbol 
f and Q another Toeplitz matrix with Symbol g then TQ is close to the Toeplitz 
matrix with Symbol fg. (Note that even if T and Q are Toeplitz matrices, the 
product TQ is usually not a Toeplitz matrix.) This approach goes back to a pa- 
per of Chan and Ng [l] who took g = l/f to achieve TQ z Z. 
While the choice g x l/f is useful for well-posed Problems, it is not a feasi- 
ble approach for ill-posed Problems since noise and Signal will mix up in the 
preconditioning Step. Rather, we suggest using g = g, with 
(10) 
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An appropriate choice of r is within the responsibility of the user; in this Paper 
we shall assume that z tan be Chosen such that, for a given threshold E with 
O<&<l, 
f(O) > &/2> OE TZ, 
If(e)lG&Y edqr,. (11) 
Usually, the threshold will depend on the noise level within the data, i.e., on the 
dimension of the Signal subspace. The larger the noise level is, the larger must 
be E. On the other hand, most of the convolution Operators arising in Signal and 
image processing filter out high frequencies, which means that their Symbols 
are essentially zero outside a certain neighborhood of the origin. The size of 
this neighborhood (i.e., the value of z we need to choose) therefore depends 
not only on E but also on the degree of ill-posedness of the deconvolution prob- 
lem we are looking at. In other words, there is no general a priori rule accord- 
ing to which we tan choose T. 
Once z is Chosen we tan define g, via (10) and Q = Qi as the associated 
Toeplitz matrix. Then fg, approximates the Symbol (5) of the prolate matrix, 
and hence, TQr approximates the prolate matrix itself. We therefore expect rap- 
id convergence of preconditioned conjugate gradient type methods. 
The results to be established in Section 3 do not require that the matrix T be 
positive (semi)definite. In fact, all that is required is that Qr be positive definite 
which is well-known to hold true if f satisfies the first inequality in (1 l), since 
then the Symbol g, of QT is a strictly positive function (see also Section 4). 
However, when T is indefinite then the conjugate gradient iteration may fail. 
Because of this, we recommend to use the MR-11 method that we have em- 
ployed already with success in [7]; MR-11 is a variant of the minimal residual 
method (called conjugate residual method in [5]) which is particularly well suit- 
ed for discrete ill-posed and possibly indefinite linear equations. Even if T is 
positive (semi)definite we strongly recommend to use the minimal residual 
method or MR-II over the classical conjugate gradient method. The main rea- 
son for this is the need for non-Standard stopping rules to maintain stability of 
the conjugate gradient iteration; with MR-II one tan base the stopping rule on 
the size of the residual according, say, to the discrepancy principle, which is the 
usual procedure in iterative algorithms (see [6] for these results and further de- 
tails, which go beyond the scope of the present Paper). 
When a Krylov subspace method like MR-II is applied to the preconditioned 
(or rather, postconditioned) Problem 
TQ,z =Y, x = Qrz, 
then the corresponding kth iterate Zk, k E N-,, belongs to the kth Krylov sub- 
space 
zk E ZO + van{Y, ?&Y, (TQd2Y,. . . , (TQr)“-‘Y} 
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and then Xk = Q$&. By construction of Q?, xk tan be viewed as approximate so- 
lution of the linear System Tx = zk, and zk in turn approximates the right-hand 
side y. Since Qr is Chosen in such a way that TQ7 resembles the prolate matrix A, 
we may expect that the above Krylov space is close to the corresponding Kry- 
lov space of A,. For moderate values of k, i.e., k = o( log n), this subspace es- 
sentially consists of (approximate) eigenfunctions of A, from the Signal 
subspace, a typical representative being in the top left plot of Fig. 2. Therefore, 
in case that y represents a Signal, it follows that xk is the Solution corresponding 
to a right-hand side zk, which is an (essentially) bandlimited approximation of 
y. If more iterations are carried out, noisy components like in the bottom left 
plot of Fig. 2 will corrupt the reconstructions. 
3. One-dimensional analysis of the preconditioner 
We now state and prove the main result on the preconditioned Problem. 
This refers to the one-dimensional setting as described in the previous section. 
A brief Sketch of how to extend these results to two-dimensional Problems tan 
be found in Section 5. 
Theorem 1. Let E be a positive threshold, 0 < E < 1, and f be a continuous real 
symmetric, 27c-periodic function which satisjies (11) for some z E (0, 7~). Dejine g, 
by (10). Zf T and Q7 are the n x n Toeplitz matrices corresponding to the symbols 
f and g,, respectively, then we have 
TQ,=A,+R+E, (12) 
where A, is the n x n prolate matrix of (4), IJEll < F, and the rank of R depends 
only on F but not on n. 
Proof. For the proof we cannot use the technique in [l] since in our 
applications the Symbol f is not strictly positive. Rather we resort to a 
technique developed by Malinen [l 11. To this end we need to introduce some 
additional notation: Given a 2rc-periodic function f E YW (SZ) we define the 
multiplication Operator 
MV‘] : Pp) + LP(sz), w,fl~ =f% (13) 
with norm 
IIMfIII G Ilf llR := ess vd. (14) 
Furthermore, with a slight abuse of the notation (3) from Section 1, we denote 
by B : C + _Y2(52) the Operator 
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B : [50,. . . , LIT - - 
B* : & ,z <je”” ++ [50,. . . , <,-,]‘. 
71 /--IX 
(15) 
With these definitions the Toeplitz matrix T of (7) with continuous Symbol f of 
(8) satisfies the identity 
T = B*Mlf]B, (16) 
To verify this, multiply both sides of (16) with the kth Cartesian basis vector 
cck) of F, k = 0, . . . , n - 1, which gives 
TC@) = B*MV‘]@ = - ’ B*f (B)eke 
AG 
= [tkr tk-Ir . ..,tl>tO,tl,...,tn-l-k]T. 
Using (16) we tan rewrite 
TQ* = B*Mr]BB*M[g,]B 
= B*Mlf]M[g,]B - B*Mlf](Z - BB*)M[g,]B. 
We have M[f]M[g,] = Mlfg,] = M[x,] + Mlg, - x,], where xT has the same 
meaning as in (5), and it follows from (14) and from the definition of g,, in par- 
ticular from (1 l), that 
IlMkT - XTIII 6 Ilfgr - XTllf2 = Ilflln,r, G &. 
Rewriting Er = B’Mlg, - x,]B we therefore conclude that 
TQr = B*M[x,]B + B*M[fg, - x,]B - B*Mlf](I - BB*)M[g,]B 
= A, + E, - B*Mlf](Z - BB*)M[g,]B, 
and /IE, II < E. 
(17) 
It remains to study B*Mr](Z - BB*)M[g,]B. To this end we approximate f 
by a trigonometric polynomial: since f is continuous and 2rc-periodic, We- 
ierstrass’ theorem yields the existente of a trigonometric polynomial p of de- 
gree r, say, such that 
Ilf - Plla G E2/2. 
Of course, Y depends on E. It follows that 
Ilw.fl - WPIII = Ilaf - Plll G E2/2, 
whereas 
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II~k~llI G Ilsrlln G 2/E 
by virtue of (11). Consequently, 
B’MV‘] (Z - BB*)M[g,]B 
= B*wPl v - fJ~‘)~[g,]B + B’MV - p] (Z - BB*)M[g,]B (18) 
=: R+E2, 
where the norm of the second term, E2, is again bounded by E. 
Concerning the matrix R it is clear that its rank is bounded by the rank of 
the factor (Z - BB*)Mlp]B of R*. However, for every Cartesian basis vector 
&) with Y <j < n - r we have (Z - BB*)M[p]Bc~) = 0, and hence, the rank of 
R is bounded by 2r, independent of the size of n. Combining this with (17) 
and (18)’ it follows that 
TQ7=A,-R+~, E = El - EZ> 
and llEll < llE1 II + llE2ll G 2 E and rank(R) < 2r, where r only depends on E. Re- 
placing E by 42 the result follows. 0 
With its different proof, Theorem 1 extends Lemma 3 of Chan and Ng [l] to 
the case of Toeplitz matrices with non-positive Symbols. In fact, if f were pos- 
itive and E is smaller than the minimum of f then this would lead to the limiting 
case z = rc by virtue of (1 l), and hence g = l/f throughout; moreover, since 
r = a, we have A, = Z in this special case. 
Another comment concerns matrix R in this theorem. It should be empha- 
sized that although the rank of R is independent of n this does not mean that 
the role of R in the decomposition (12) vanishes as n -+ 00. Rather, R represents 
a certain limitation within which the inverse of a Toeplitz matrix T (or its mod- 
ification) tan again be approximated by Toeplitz matrices, whatever the size of 
T may be. 
Using Theorem 1 and Slepian’s Theorem A on the spectrum of the prolate 
matrix, together with the Courant-Fischer minmax principle, we immediately 
obtain: 
Corollary 1. Given T and QZ us in Theorem 1 for some E E (0, l), then there are at 
most 0( log n) eigenvalues of theproduct matrix TQ7 outside two clusters of size E 
aroundA.=OandA.= 1. 
This means that MR-11 will require at most 0( log n) iterations to retrieve all 
relevant Signal components from the given data. 
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4. Implementation 
The key issue in the numerical implementation is the computation of g, - or 
an approximation of it - since f is rarely given analytically. Several possible 
settings have been described by Chan and Ng [l]; we restritt our attention to 
just one of these, which is the one we used in our own numerical computations. 
To begin, recall that the significant amount of work per iteration for precon- 
ditioned MR-11 Comes from the two matrix vector multiplications with the given 
matrix T and the preconditioner matrix QT. Both are Toeplitz matrices, and for 
moderate to large values of n the cheapest way of doing the matrix vector mul- 
tiplication is by embedding each Toeplitz matrix into a circulant matrix of 
twice the size. For example, given T as in (7) there is a uniquely defined matrix 
R E C”“’ with zero diagonal such that 
T R 
C= 
[ 1 2nx2n R T =FZ,AF&, EC (19) 
is a symmetric circulant matrix, i.e., C is the circulant matrix with first column 
c= [to,. ..,tn_,>o,t,_* )...> tilTEC2”. (20) 
To compute Tx for some x E UZ” one tan extend x by Zeros to a vector X E @2n, 
and then the first n components of C.? contain the desired vector Tx; the com- 
putation of CX tan be realized in O(n log n) operations using 2n-dimensional 
FFTS. When T is sparse, for instance banded, then it may be eheaper to imple- 
ment Tx in the usual way; however, even for a sparse matrix T the precondition- 
er Qr will not be sparse in general and therefore the preconditioner should be 
implemented in the aforementioned way. 
Since the columns of the adjoint F;, of the Fourier matrix F2n of (9) are the 
eigenvectors of C it follows that the corresponding eigenvalues are 
fl-1 n-l 
lk = t. + Ct,(e”knl” + ei(2n-jWn) = t. + Ct,(eijkn/n + e-ijkn/n) 
j=l j=l 
n-l 
=ta+2C1, cosjkn/n=f,(kZ/n), k=0,...,2n-1, 
j=l 
(21) 
where fn is the best trigonometric polynomial approximation of f of degree n. 
It is now a natura1 idea to use the values fn(k7t/n), k = 0, . . . ,2n - 1, instead 
of S(e) for the definition of an approximation g, of g in (lO), i.e., 
gn(kdn) = 
l/f,(kn/n), k < kl or k > k2, 
1 
> kl <k<kz, 
(22) 
where kl and k2 are such that 
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Ak > 4, k<k, ork>k2, 
l& < &, k,<k<kz. (23) 
Note that there is a unique trigonometric polynomial g, of degree n interpolat- 
ing the given function values g, (kn/n), k = 0, . . . ,2n - 1, and the correspond- 
ing 2n x 2n circulant matrix Z with those eigenvalues is easily obtained from C 
by taking gn(kn/n) instead of fn(kx/n) as its eigenvalues. It should be empha- 
sized at this Point that the eigenvalues gn(kn/n) of Z are all positive (in fact, 
they are bounded by 1 from below), and hence, the approximation of Qr is pos- 
itive definite as the (1,l) subblock matrix of the positive definite matrix Z. This 
means that the MR-11 iteration with the corresponding preconditioner is well- 
defined. 
In this way there is no need to store the Toeplitz matrix Qr or an approxi- 
mation of it. In fact, we do not even need to form C or any other circulant ma- 
trix since the eigenvalues of C tan easily be computed by doing an FFT of its 
first column c. This yields the following algorithm: 
?? Determine the first column c of C as defined in (20). 
?? Compute the eigenvalues & of C by doing an FFT of c. 
?? Determine kl and k2 from Eq. (23) and collect the corresponding numbers 
gn(kz/n), k = 0, . . ,2n - 1, in a vector z E c2”. 
?? The n x n principal submatrix of the circulant matrix Z E @2nx2n with first 
column z is an approximation of Qr. 
Note that the two vectors c and z as well as routines for the FFT and its in- 
Verse are all that is required to compute matrix vector multiplications with T 
and Qr. 
We conclude this section with a few comments on how to choose E in (23). Of 
course, this is a delicate issue of the algorithm, and we have to admit that we do 
not have a final answer for this Problem. One approach that has been used success- 
fully in [7] for circulant preconditioners, is based on the L-curve method (cf. [9]). 
A direct application of that approach to the Toeplitz preconditioner of this 
Paper would proceed as follows. Given the known right-hand side vector y, for 
each eigenvalue &, k = 0, 1, . . ,2n - 1, denote by Qck) the preconditioner ob- 
tained with E = Ak in (23) and compute \(x(~) 11: and l(r(k)]li, where 
X(k) = Q(k)y and y(k) = y _ Q;‘$k). 
(By Q= we mean the preconditioner obtained by taking t = n, i.e., no trunca- 
tion.) With these norm values, the L-curve then consists of a log-log plot of 
Ilx(kV2 versus ((Y(~)I(~. (24) 
For larger values of & = & the solutions x ck) have norm typically on the same 
Order as x, while the residual tends to decrease as Ak decreases. Thus, this part 
of the plot remains relatively flat. As E = & is further decreased, more compo- 
nents of the noise subspace begin to corrupt ~(~1, so that its norm begins to 
M. Hanke, J. Nagy l Linear Algebra and its Applications 284 (1998) 137-156 149 
grow large. Moreover, 1 Idk)l12 typically approaches the noise level where it es- 
sentially remains constant as E is further decreased. Therefore the plot begins to 
rise at some Point, and thus has a distinct L-shaped appearance. The value of 
Ak corresponding to the corner of the L typically provides a reasonable trunca- 
tion level E. 
We note that in the case of circulant preconditioners, the quantities 1 IX(~) 11: 
and IIr(“11~ tan be easily computed in O(n) arithmetic operations; see [7] for 
further details. In our case, however, Q @) is a Toeplitz matrix, and Q;’ is 
not known explicitly (and, more importantly, cannot be easily computed). 
Therefore we modify this approach as follows. Let C be the extended circulant 
matrix given in (19), and let E = &, k = 0, 1, . ,2n - 1. We then obtain an es- 
timate for a good truncation level by using the L-curve scheme based on the 
values: 
I(x@~I~ and Il@‘ll~, 
where 
with /i as in (19), and n (k) the diagonal matrix with entries 
f, A,>nk, 
0 otherwise, 
and jj is an appropriate extension of y. There are perhaps several choices for j. 
In our numerical tests, we tried the following approaches: 
where j = [y, ynpl . yl 1’. 
As will be demonstrated in our numerical experiments, each approach provid- 
ed a good approximation to E. 
5. Extension to two-dimensional Problems 
Consider next the Situation when the Symbol f is a continuous real symmet- 
rit, doubly 2n-periodic function of two variables, i.e., 
150 M. Hanke, J. Nagy 1 Linear Algebra and its Applications 284 (1998) 137-156 
f (0, 4) = 2 aj,&@eikd, Uj,k = U-j,k = Uj,-k. (25) 
This leads to hermitian block matrices of n x IZ blocks, the blocks being the 
same on each block-diagonal and being itself Toeplitz matrices of size iz x n. 
We cal1 these matrices block Toeplitz with Toeplitz blocks (BTTB). Problems 
with this structure appear frequently in image restoration, and one is tempted 
to ask whether the one-dimensional approach has a natura1 generalization to 
two dimensions. 
As far as the motivating example in Section 1 is concerned, there is indeed a 
Paper by Slepian [16] where he considers the spectra of BTTB matrices whose 
Symbol is the characteristic function of a circle centered at the origin. Some- 
what easier, however, and sufficient for the present purpose is the case when 
the Symbol is the characteristic function of a rectangle centered at the origin. 
This case is investigated in the following lemma. 
Lemma 1. Let the Symbol of the n2 x n2 BTTB matrix &, be the characteristic 
jiinction of [-z, ~1~. Then d, is symmetric and its spectrum is contained in (0, 1). 
Moreover, for each E E (0,l) there are only O(n log n) eigenvalues of d, which 
lie outside of two intervals of length E around 2 = 0 and A. = 1. 
Proof. Let x2 E Y2(-rc,~)2 be the characteristic function of [-z,r12, and 
xi E Y2(-x, rt) be the characteristic function of [-r, z]. As before we write 
x,(e) = 2 ableiJe, 0 E L-n, 4, j=-m 
where alji are the entries of the prolate matrix A, of (4). Then 
x2(& 4) = xi (0)~~ (44, and h ence, the expansion coefficients aj,k of x2 are given 
by aj,k = abla(kl. From this it follows that d, is the tensor product 
d, = A, ~3 A,, and the eigenvalues {P~,~} of ~2, are given by 
pj,k = jliAk, j,k=O ,..., n- 1, 
where S, j = 0, . . . , n - 1, are the eigenvalues of the prolate matrix A,. Since at 
most 0( log n) of these are outside the two intervals (0, E) and (1 - E, 1) by The- 
orem A, the assertion follows readily. 0 
We tan therefore proceed along similar lines as in Section 2. In particular, 
let 
SZ = (-71,rr)’ and TZ = [-r, r]’ c 52, 
and assume that for a given E > 0, r tan be Chosen such that 
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(27) 
the following theorem tan be proved. 
Theorem 2. Let E be a positive threshold, 0 < E < 1, and f be a continuous real 
symmetric, doubly 2n-periodic function which satisjies (26) for some z E (0,~). 
Define g by (27). If F and & are the n2 x n2 BTTB matrices corresponding to the 
symbols f and g, respectively, then there are integers q and r that depend on E but 
not on n, such that 
F9,=d4,+9+6, (28) 
where &, is the n2 x n2 two-dimensional Version of the prolate matrix described 
in Lemma 1, Il&ll GF, and the rank of 9 is bounded by 2(r + q)n. 
The proof of this theorem is analogous to that of Theorem 1, and so the de- 
tails are omitted. With this theorem, the following corollary is immediate. 
Corollary 2. Given F and 9, us in Theorem 2 and E E (0, l), then there are at 
most O(n log n) eigenvalues of the product matrix F9, outside two clusters of 
sizeEaroundA=Oandl= 1. 
Note that this corollary implies that MR-11 will require at most O(n log n) 
iterations to retrieve all relevant Signal components from the given data. We 
admit this is not a result one hopes to prove, since we would like the number 
of iterations to be independent of n. However, we note that our numerical ex- 
periments indicate that the bound is extremely pessimistic for the Problems in 
image restoration that we are considering. 
Finally, we remark that implementation for two-dimensional Problems is 
similar to the one-dimensional case: Efficient matrix-vector multiplications of 
BTTB matrices using two-dimensional FFTS is a fairly straightforward, and well 
known, extension of the one-dimensional case. Somewhat more intriguing is 
the application of the L-curve method for choosing E in two dimensions. In 
the one-dimensional case, discussed at the end of Section 4, we suggested three 
possibilities for extending y to j? 
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where j is the vector obtained by reversing the elements of y. In the two-dimen- 
sional Problem, let Y be the array containing the observed right-hand side im- 
age. Then the analogous extensions of Y to Y are: 
where r(Y) (resp., c(Y)) is the array obtained by reversing the rows (resp., col- 
umns) of Y. For further details, we suggest the tutorial description provided in 
[7], Section 5, and the references therein. 
6. Numerital results 
To illustrate the theoretical properties of the preconditioner, we use the 
MR-II method to restore a degraded 256 x 256 image, shown in Fig. 3(c). 
The true image is shown in Fig. 3(a), and the Point spread function represent- 
ing the blur is shown in Fig. 3(b). This data was developed at the US Air Forte 
Phillips Laboratory, Lasers and Imaging Directorate, Kirtland Air Forte Base, 
New Mexico, and has been used in several Papers to test image restoration 
techniques; see, for example [ 15,12,13,19]. 
In Order to solve this Problem using MR-11 with the Toeplitz approximate 
inverse preconditioner, we must first determine an appropriate truncation level 
E. We do this using the L-curve method, as described at the end of Section 4. 
Recall that we suggested three ways in which to extend Y to Y. The L-curves 
for each of these are shown in Fig. 4. 
The corners, indicated by small circles, were determined using the algo- 
rithms suggested by Hansen and O’Leary [9]. These corners correspond to 
E = &2,8 = 0.0202, E = 1673, = 0.0099, E = &,s2 = 0.0154, (29) 
respectively. 
a. True image. b. PSF. c. Degraded image. 
Fig. 3. Simulated ground-based telescope image data. 
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Fig. 4. L-curves for various approaches for choosing E. The corners that determine the value of E 
are indicated by small circles. 
To illustrate these thresholds, it is worthwhile to look at the eigenvalues Ak 
of the embedding block circulant matrix. Recall from (21) that those eigenval- 
ues are the values of a trigonometric polynomial fn of degree n which approx- 
imates the Symbol f of the BTTB matrix. The differente here is that everything 
is two-dimensional; in particular, the eigenvalues correspond to the values of fn 
over an equidistant mesh covering a two-dimensional interval of size 271 in ei- 
ther dimension. Fig. 5 Shows the values of fn over (-rc,r~)~ using a logarithmic 
scale. The interior of each one of the three solid lines in this figure is the region 
in which fn lies above the corresponding threshold E of (29). Since those regions 
are small neighborhoods of the origin it becomes clear that only high frequen- 
cies are tut out to build the preconditioner. 
Using each of the thresholds E of (29) to construct the Toeplitz approximate 
inverse preconditioner, we applied the MR-11 method to the blurred image. To 
determine the Performance of the preconditioner, and to see which choice of r 
produces the best value of E for this Problem, we plot the relative errors at each 
iteration of MR-11 using the Toeplitz approximate inverse preconditioner for 
Fig. 5. Values of fm with contour lines for the three thresholds E. 
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each of the three values of E along with the relative errors when no precondi- 
tioning is used. These are shown in Fig. 6; the bottom plot Shows the perfor- 
mance of the circulant preconditioner from [7] for the same Problem. 
We see that the best solution, in terms of relative errors, occurs at iteration 
17 when no preconditioning is used (the error at this Point is 0.3536). However, 
by using the Toeplitz approximate inverse preconditioner with any of the three 
values of E, we are able to reduce the error substantially in just two iterations. 
This is roughly the same as with the circulant preconditioner studied in [7], al- 
though the iteration with the latter diverges somewhat earlier than with the 
Toeplitz approximate inverse preconditioners. For completeness we list the rel- 
ative errors obtained at the second iteration for each of the preconditioners in 
the following table: 
No precondi- Preconditioning Circulant 
tioner E = 0.0202 E = 0.0099 & = 0.0154 preconditioner 
0.6944 0.3817 0.3806 0.3740 0.3744 
We see that, with E = 0.0154, two iterations of preconditioned MR-II yield a 
restoration with a relative error near that of the best unpreconditioned resto- 
0 5 10 15 2025 30 35 4045 50 0 5 101520253035404550 
0 5 101520253035404550 
iteration 
b.sO.0099. 
1.1 
1 
$ 0.9 "0 prec. 
5 0.8 : 
[i g> 0.7 : i 1 
kp ,I 
0 5 101520253035404550 
iteration 
d. Circulant Preconditioner. 
Fig. 6. Relative errors of MR-II with and without preconditioner 
Fig. 7. Computed restorations after two iterations, with and without preconditioning, as weh as the 
unpreconditioned Solution after 17 iterations. In the case of preconditioning, the truncation toler- 
ante is taken to be E = 0.0154. 
ration. In Fig. 7 we show the computed restorations after two iterations with 
and without preconditioning, as well as the best unpreconditioned Solution. 
7. Concluding remarks 
The Standard approach to preconditioning is to find an approximation of 
the coefficient matrix (or its inverse) so that the spectrum of the preconditioned 
System is clustered around one. For ill-posed Problems, though, this is a deli- 
cate Problem: if the preconditioner is a good approximation to the coefficient 
matrix, then it will be ill-conditioned, and hence each step of the iterative meth- 
od will be unstable. On the other hand, if the preconditioner is a poor approx- 
imation, then it will not be very effective in reducing the number of iterations. It 
was shown in [8] how to adapt a circulant preconditioner to structured ill- 
posed Problems by showing that the preconditioned System clusters only the 
spectrum associated with the so-called Signal subspace. The main contribution 
of the present Paper is to show that analogous theoretical properties tan hold 
for other types of preconditioners. In Order to accomplish this, we established a 
relationship between the preconditioned System and the prolate matrix (see 
Theorems 1 and 2), rather than the typical approach of showing that the pre- 
conditioned System approximates the identity matrix. Our numerical results 
verified the good theoretical convergence properties of the new preconditioner 
for a realistic test Problem. 
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