We show that the square Hellinger distance between two Bayesian networks on the same directed graph, G, is subadditive with respect to the neighborhoods of G. Namely, if P and Q are the probability distributions defined by two Bayesian networks on the same DAG, our inequality states that the square Hellinger distance, H 2 (P, Q), between P and Q is upper bounded by the sum, v H 2 (P {v}∪Πv , Q {v}∪Πv ), of the square Hellinger distances between the marginals of P and Q on every node v and its parents Π v in the DAG. Importantly, our bound does not involve the conditionals but the marginals of P and Q. We derive a similar inequality for more general Markov Random Fields.
Introduction
At the heart of scientific activity lies the practice of formulating models about observed phenomena, and developing tools to test the validity of these models. Oftentimes, the models are probabilistic; for example, one may model the effectiveness of a drug in a population as a truncated Normal, or the waiting times in a queuing system as exponential random variables. When a model is probabilistic, testing its validity becomes a distribution testing problem. In our drug example, one would like to measure the effectiveness of the drug in a sample of the population, and somehow determine whether these samples are "consistent" with a truncated Normal distribution. As humans delve into the study of more and more complex phenomena, they quickly face high-dimensional distributions. The goal of this paper is to advance our understanding of high-dimensional hypothesis testing.
Consider the task of testing whether a high-dimensional distribution P , to which we have sample access, is identical to some model distribution Q ∈ ∆(Σ n ), where Σ is some alphabet and n is the dimension. A natural goal, which we will call goodness-of-fit testing in the tradition of Statistics, is to distinguish P = Q from d(P, Q) > ǫ, and law. Our goal is to determine whether the basic tasks of goodness-of-fit and identity testing for these fundamental distributions are actually testable. To achieve this, we develop a deeper understanding into the statistical distance between Bayesian networks.
Results and Techniques. Given sample access to two Bayes nets P and Q on n variables taking values in some set Σ, we would like to decide whether P = Q vs δ(P, Q) ≥ ǫ, where δ(P, Q) denotes the total variation distance between P and Q. To build our intuition, suppose that P and Q are defined on the same DAG, and Q is given. Our goal is to test the equality of P and Q, with fewer than O(|Σ| n/2 /ǫ 2 ) samples required by standard methods, by exploiting the structure of the DAG. A natural way to exploit the structure of the DAG is to try to "localize the distance" between P and Q. It is not hard to prove that the total variation distance between P and Q can be upper bounded as follows:
where, as above, Π v denotes the parents of v in the DAG, if any. The sub-additivity of total variation distance with respect to the neighborhoods of the DAG allows us to argue the following:
• If P = Q, then P {v}∪Πv = Q {v}∪Πv , for all v.
• If δ(P, Q) ≥ ǫ, then there exists some v such that δ(P {v}∪Πv , Q {v}∪Πv ) ≥ ǫ/2n.
In particular, we can distinguish between P = Q and δ(P, Q) ≥ ǫ by running n tests, distinguishing P {v}∪Πv = Q {v}∪Πv vs δ(P {v}∪Πv , Q {v}∪Πv ) ≥ ǫ/2n, for all v. We output "P = Q" if and only if all these tests output equality. Importantly the distributions P {v}∪Πv and Q {v}∪Πv are supported on |{v} ∪ Π v | variables. Hence if our DAG has maximum in-degree d, each of these tests requires O(|Σ| (d+1)/2 n 2 /ǫ 2 ) samples. An extra O(log n) factor in the sample complexity can guarantee that each test succeeds with probability at least 1 − 1/3n, hence all tests succeed simultaneously with probability at least 2/3. Unfortunately the quadratic dependence of the sample complexity on n is sub-optimal.
A natural approach to improve the sample complexity is to consider instead the Kullback-Leibler divergence between P and Q. Pinsker's inequality gives us that KL(P ||Q) ≥ 2δ 2 (P, Q). Hence, KL(P ||Q) = 0, if P = Q, while KL(P ||Q) ≥ 2ǫ 2 , if δ(P, Q) ≥ ǫ. Moreover, we can exploit the chain rule of the Kullback-Leibler divergence to argue the following:
• If δ(P, Q) ≥ ǫ, then there exists some v such that KL(P {v}∪Πv ||Q {v}∪Πv ) ≥ 2ǫ 2 /n.
Hence, to distinguish P = Q vs δ(P, Q) ≥ ǫ it suffices to run n tests, distinguishing P {v}∪Πv = Q {v}∪Πv vs KL(P {v}∪Πv ||Q {v}∪Πv ) ≥ 2ǫ 2 /n, for all v. We output "P = Q" if and only if all these tests output equality. Unfortunately, goodness-of-fit with respect to the Kullback-Leibler divergence requires infinitely many samples. On the other hand, if every element in the support of Q {v}∪Πv has probability Ω ǫ 2 /n |Σ| d+1 , it follows from the χ 2 -test of [ADK15] that P {v}∪Πv = Q {v}∪Πv vs KL(P {v}∪Πv ||Q {v}∪Πv ) ≥ 2ǫ 2 /n can be distinguished from O(|Σ| d+1 2 n/ǫ 2 ) samples. An extra O(log n) factor in the sample complexity can guarantee that each test succeeds with probability at least 1 − 1/3n, hence all tests succeed simultaneously with probability at least 2/3. So we managed to improve the sample complexity by a factor of n. This requires, however, preprocessing the Bayesnets so that there are no low-probability elements in the supports of the marginals. We do not know how to do this pre-processing unfortunately. So, to summarize, total variation distance is subadditive in the neighborhoods of the DAG, resulting in O(n 2 /ǫ 2 ) sample complexity. Kullback-Leibler is also subadditive and importantly bounds the square of total variation distance. This is a key to a O(n/ǫ 2 ) sample complexity, but it requires no low probability elements in the support of the marginals, which we do not know how to enforce. Looking for a middle ground to address these issues, we study Hellinger distance, which relates to total variation distance and Kullback-Leibler as follows:
One of our main technical contributions is to show that the square Hellinger distance between two Bayesian networks on the same DAG is subadditive on the neighborhoods, namely:
The above bound, given as Corollary 2.4, follows from a slightly more general statement given in Section 2 as Theorem 2.1. Given the sub-additivity of the Hellinger distance and its relation to total variation, we can follow the same rationale as above to argue the following:
• If δ(P, Q) ≥ ǫ, then there exists some v such that H 2 (P {v}∪Πv , Q {v}∪Πv ) ≥ ǫ 2 /2n.
Hence, to distinguish P = Q vs δ(P, Q) ≥ ǫ it suffices to run n tests, distinguishing P {v}∪Πv = Q {v}∪Πv vs H 2 (P {v}∪Πv ||Q {v}∪Πv ) ≥ ǫ 2 /2n, for all v. Importantly goodness-of-fit testing with respect to the square Hellinger distance can be performed from O(n/ǫ 2 ) samples. This is the key to our testing results. While we presented our intuition for goodness-of-fit testing and when the structure of the Bayesnets is known, we actually do not need to know the structure and can handle sample access to both distributions. Our results are summarized below. All results below hold if we replace total variation with Hellinger distance.
• Given sample access to two Bayes-nets P, Q on the same but unknown structure of maximum in-degree d,Õ(|Σ| 3/4(d+1) · n ǫ 2 ) samples suffice to test P = Q vs δ(P, Q) ≥ ǫ. See Theorem 4.2. The running time is quasi-linear in the sample size times O(n d+1 ). If the DAG is known, the running time is quasi-linear in the sample size times O(n).
• Given sample access to two Bayes-nets P, Q on possibly different and unknown trees,Õ(|Σ| 4.5 · n ǫ 2 ) samples suffice to test P = Q vs δ(P, Q) ≥ ǫ. See Theorem 4.3. The running time is quasilinear in the sample size times O(n 6 ). The dependence of our sample complexity on n and ǫ is optimal up to logarithmic factors, as shown by [DDK16] , even when one of the two distributions is given explicitly.
Proving this result presents the additional analytical difficulty that two Bayes-nets on different trees have different factorization, hence it is unclear if their square Hellinger distance can be localized to subsets of nodes involving a small number of variables. In Section 3, we prove that given any pair of tree-structured Bayes-nets P and Q, there exists a common factorization of P and Q so that every factor involves up to 6 variables. This implies an useful subadditivity bound for square Hellinger distance into n subsets of 6 nodes. See Theorem 3.1, and the underlying combinatorial lemma, Lemma 3.1.
• Finally, our results above were ultimately based on localizing the distance between two Bayesnets on neighborhoods of small size, as dictated by the Bayes-net structure. As we have already mentioned, even if the Bayes-nets are known to be trees, and one of the Bayesnets is given explicitly, O(n/ǫ 2 ) samples are necessary. Pushing the simplicitly of the problem to the extreme, we consider the case where both P and Q are Bayes-nets on the empty graph, Q is given, and Σ = {0, 1}. Using a non-localizing test, we show that the identity of P and Q can be tested from O( √ n/ǫ 2 ) samples, which is optimal up to constant factors, as shown by [DDK16] . See Theorem 4.4.
The proof of this theorem also exploits the subadditivity of the square Hellinger distance. Suppose p 1 , . . . , p n and q 1 , . . . , q n are the expectations of the marginals of P and Q on the different coordinates, and without loss of generality suppose that q i ≤ 1 2 , for all i. We use the subadditivity of square Hellinger to show that, if δ(P, Q) ≥ ǫ, then i
Noticing that i
is an identical expression to the χ 2 divergence applied to vectors (p 1 , . . . , p n ) and (q 1 , . . . , q n ), we reduce the problem to a χ 2 -test, mimicking the approach of [ADK15] . We only need to be careful that i p i and i q i do not necessarily equal 1, but this does not create any issues.
Learning vs Testing.
A natural approach to testing the equality between two Bayes-nets P and Q is to first use samples from P and Q to learn Bayes netsP andQ that are respectively close to P and Q, then compareP andQ offline, i.e. without drawing further samples from P and Q. While this approach has been used successfully for single-dimensional hypothesis testing, see e.g. [ADK15] , it presents analytical and computational difficulties in the high-dimensional regime. While learning of Bayes nets has been a topic of intense research, including the celebrated ChowLiu algorithm for tree-structured Bayes-nets [CL68] , we are aware of no computationally efficient algorithms that operate withÕ(n/ǫ 2 ) samples without assumptions. In particular, using net-based techniques [DL01, DK14, AJOS14], standard calculations show that any Bayes-net on n variables and maximum in-degree d can be learned fromÕ(
ǫ 2 ) samples, but this algorithm is highlyinefficient computationally (exponential in n). Our algorithms are both efficient, and beat the sample complexity of this inefficient algorithm. On the efficient algorithms front, we are only aware of efficient algorithms that provide guarantees when the number of samples is >>
or that place assumptions on the parameters or the structure of the Bayes-net to be able to learn it (see e.g. [ATHW12, Bre15] and their references), even when the structure is a tree [CL68] . Our algorithms do not need any assumptions on the parameters or the structure of the Bayes-net.
Roadmap. In Section 2 we present our proof of the square Hellinger subadditivity for a general Markov structures, as Theorem 2.1. We give corollaries of this theorem to product measures, Markov Chains, tree structured Bayes-nets, and general Bayes-nets. Section 3 presents our combinatorial result that two tree-structured Bayes-nets on different graphs always have a common factorization, whose factors only involve up to 6 variables. Lastly, Section 4 presents all our testing results.
Localization Using Hellinger
We first define the Hellinger distance and its square.
Definition 2.1 (Hellinger). For two discrete distributions p = (p 1 , . . . , p K ) and q = (q 1 , . . . , q K ) over a domain of size K, their Hellinger distance is defined as
The squared Hellinger distance is therefore
The Hellinger distance always takes value in [0, 1]. Compared with the total variation distance δ(p, q) = 1 2 K k=1 |p k − q k |, Hellinger distance satisfies the following inequalities:
We now introduce our main techinical tool in full generality, showing that the squared Hellinger distance is subadditive across components in the factorization of the distributions into products of conditional probability distributions.
Theorem 2.1 (Squared Hellinger Subadditivity). Let X = {X 1 , . . . , X n } be a set of random variables that is partitioned disjointedly into a set of super random variables X S 1 , . . . , X S L , where X S l = {X i } i∈S l . Suppose that P and Q are joint distributions on the n variables with common factorization structure
where Π l ⊂ S 1 ∪· · ·∪S l−1 corresponds to the set of variables conditioned on which X S l is independent from everything else in the previous super variables. Then
where we use P and Q with subscripts to represent their marginalizations onto the corresponding set of variables.
Proof. We first prove a simple case. Suppose P and Q are joint distributions on (X, Y, Z) with Markov structure X → Y → Z, so that
Then we have
To show this, consider the following chain of (in)equalities (where we suppressed subscripts when it is clear):
≤1 by Cauchy Schwarz
Proving the theorem for general P and Q entails applying the simple case repeatedly. First consider the three-node Markov chain
We apply the simple case to get
Next consider the three-node Markov chain
We can similarly get
If we continue this process and assemble everything at the end, we obtain
proving the general case.
The subadditivity of the squared Hellinger distance across components immediately allows us to localize the discrepancy onto one component, a result that is crucial to our efficient identity tests for structured high-dimensional distributions in Section 4.
Theorem 2.2 (Localization).
Using the same notation as in Theorem 2.1, if P and Q satisfy H 2 (P, Q) ≥ ǫ, then there exists some l such that
In the rest of this section, we state several interesting special cases of our results. We first consider when P and Q are product distributions, recovering the well-known result that squared Hellinger is subadditive across individual variables.
Corollary 2.1 (Product). Suppose P and Q are joint distributions on X = {X 1 , . . . , X n } that factorize completely:
In particular, if H 2 (P, Q) ≥ ǫ, then there exists some i such that
Next, we consider when P and Q have a common Markov chain structure, or a common tree graphical model structure, for which we can localize the discrepancy onto an edge.
Corollary 2.2 (Markov Chain). Suppose P and Q are joint distributions on the Markov chain
Corollary 2.3 (Tree). Suppose P and Q are joint distributions on X = {X 1 , . . . , X n } with a common tree structure:
where we assume without loss of generality that the tree is rooted at X 1 and the nodes are ordered in a breadth first search manner away from the root, with X π i being the parent of X i . Then
Moreover, we have the more general case of Bayesian network.
Corollary 2.4 (Bayes-net). Suppose P and Q are joint distributions on X = {X 1 , . . . , X n } with a common Bayes-net structure:
where we assume the nodes are topologically ordered, and X Π i is the set of parents of X i . Then
Observe that if the Bayes-net structure has in-degree at most d, then we can localize the discrepancy onto a subset of at most d + 1 variables.
Finally, we have the important case in which both P and Q have tree structure, but with respect to different trees. Surprisingly, in this case we still can localize the discrepancy onto a subset of constant size. This will help us design efficient identity tests when the underlying tree structures are unknown and distinct. For this, we need to take a combinatorial detour.
Ordering Nodes For Two Trees
The main goal in this section is a combinatorial lemma stating that given any two trees on the same set of nodes, there is a way to order the nodes so that each node is "dependent" on only constantly many previous nodes, with respect to both trees. We start with a definition.
Definition 3.1 (Dependent Set). Suppose we have a tree T and an ordering of its nodes X 1 , . . . , X n . Let D T (X i ), the Dependent Set of node X i with respect to T , be the set of nodes X k , k < i, such that the (shortest) path between X i and X k in T does not pass through any other X j with j < i.
Notice that D T (X i ) separates X i from all the other nodes coming before it. If we regard the nodes as variables, and T as the underlying tree graphical model, then, conditioning on D T (X i ), X i is independent from all the other variables coming before it. We want those conditioning sets to be small, which motivates the following lemma.
Lemma 3.1 (Ordering). Given two trees T P and T Q on a set X of n nodes, we can order the nodes into X 1 , . . . , X n so that D T P (X i ) ∪ D T Q (X i ) has cardinality at most 5, for all i.
Proof.
We make an auxiliary definition: Given a tree T on X, and any S ⊂ X, T \ S consists of a set of connected components (subtrees, in fact). For each such component T ′ , we define its boundary to be the set of nodes in S adjacent to it.
First, we root T P and T Q , independently and arbitrarily. We then pick the nodes one by one, maintaining the following key invariant after each step i: Each component T ′ P of T P \ {X 1 , . . . , X i } and T ′ Q of T Q \ {X 1 , . . . , X i } has boundary size at most 2, apart from one exception (aggregated across both T P and T Q ), whose boundary size can be 3.
If this invariant is indeed maintained throughout the picking process, then the lemma is correct. To see why, for each i, suppose that X i+1 lies in the component T ′ P of T P \ {X 1 , . . . , X i }, and in the component
is exactly the boundary of T ′ P , and
) has size at most 5. So we only need to show that the invariant can always be maintained. This can be done inductively. Suppose the invariant holds after picking X 1 , . . . , X i . WLOG, suppose that component T * P of T P \ {X 1 , . . . , X i } is the single exception with boundary size allowed up to 3 (if there is no exception, then just pick T * P to be any component). Apart possibly from the parent (in T P ) of the root of T * P , each node in the boundary of T * P must be a child of some node in T * P . Consider the number of such nodes. If there is none, then we can pick X i+1 to be any node in T * P . If there is one, then we pick X i+1 to be its parent. If there are two, then we pick X i+1 to be their lowest common ancestor. Finally, if there are three, consider their pairwise lowest common ancestors. We pick X i+1 to be the lowest of those. In each case, T * P will be turned into one or more components each with boundary size at most 2, while the other components of T P \ {X 1 , . . . , X i } are undisturbed in passing to T P \ {X 1 , . . . , X i+1 }. Moreover, there will be at most one component of boundary size 3 of T Q \ {X 1 , . . . , X i+1 } (spawned from the component of T Q \ {X 1 , . . . , X i } containing X i+1 ). Thus, the invariant is maintained, and the proof of the lemma is complete.
Using Lemma 3.1, we can prove our discrepancy localization result when the two tree-structured distributions have distinct underlying trees.
Corollary 3.1 (Two Trees). Suppose P and Q are tree-structured joint distributions on a set X of n variables, with possibly distinct underlying trees. Then there exists an ordering of the nodes into X 1 , . . . , X n , and sets Π i ⊂ {1, . . . , i − 1} of cardinality at most 5 for all i, such that P and Q have the common factorization
Consequently,
In other words, we can localize the discrepancy onto a subset of at most 6 variables.
Proof. Let T P and T Q be the underlying tree structures of P and Q, respectively. We adopt the node ordering obtained from Lemma 3.1, and choose Π i to be set of indices corresponding to the nodes in
, which has cardinality at most 5 for all i.
we also have that conditioning on X Π i , X i is independent from {X 1 , . . . , X i−1 }\X Π i for P . Since this is true for all i, P has the desired factorization into a product of conditionals. The argument for Q is completely symmetric.
The rest of the Corollary follows from Theorem 2.1 and Theorem 2.2.
Applications to Identity Testing
In this section, we use the tools developed in Sections 2 and 3 to construct efficient identity tests for structured high-dimensional distributions. Even though we are ultimately interested in total variation distance, the bulk of our manipulations, as well as the tests administered after localization, are in (squared) Hellinger distance. So we first recall a test for (squared) Hellinger distance.
Lemma 4.1 (Hellinger Test [DK16] ). Suppose we have sample access to unknown distributions P and Q over the same set of size D. Then, fromÕ min D 2/3 /ǫ 8/3 , D 3/4 /ǫ 2 samples from each, we can distinguish between P = Q vs. H 2 (p, q) ≥ ǫ 2 with error probability at most 1/3. This probability can be made an arbitrary η at a cost of an additional factor of O(log 1/η) in the sample complexity.
We now have everything ready for our identity tests. Recall that δ denotes the total variation distance.
Theorem 4.2 (Identity-Testing for Bayes-nets). Suppose we have sample access to unknown joint distributions P and Q on variables X = {X 1 , . . . , X n } with a known and common Bayes-net structure:
where we assume the nodes are topologically ordered, X Π i is the set of parents of X i , and every variable takes values in some alphabet Σ of size K. Suppose each Π i has size at most
ǫ 2 ) time, we can distinguish between P = Q vs. δ(P, Q) ≥ ǫ with error probability at most Similarly, suppose that we are given sample access to unknown joint distributions P and Q on a common but unknown Bayes-net structure whose maximum in-degree d is known. From
ǫ 2 ) time, we can distinguish between P = Q vs. δ(P, Q) ≥ ǫ with error probability at most Proof. We first prove the first part of the theorem, where the shared structure of the Bayes-nets is known. For each i = 1, . . . , n, we run the Hellinger test to distinguish between
We return "P = Q" if and only if each of those n subtests returns equality.
Note that the domain size for each subtest is at most K d+1 . With the right choice of O(log n) factor in our sample complexity, Lemma 4.1 implies that each of the n sub-tests has error probability at most 1 3n . Consequently, with probability at least 2 3 , all those subtests give correct answers (when H 2 (P X i ,X Π i , Q X i ,X Π i ) is strictly between 0 and ǫ 2 2n , either answer is deemed correct). It suffices to show that our test is correct in this situation. If P = Q, then P X i ,X Π i = Q X i ,X Π i for every i. So every subtest will return equality, and we will return "P = Q".
, and so H 2 (P, Q) ≥ ǫ 2 2 . By Corollary 2.4, there exists some
2n . Consequently, the ith subtest will not return equality, and we will return "δ(P, Q) ≥ ǫ".
The running time bound follows from the fact that we perform n Hellinger tests, each of which takes time quasi-linear in the sample size.
The second part of our theorem follows similarly. From the argumentation above it follows that, if δ(P, Q) ≥ ǫ, then there exists some set S of variables of size |S| = d+1 such that
2n . On the other hand, it is obvious that, if P = Q, then for all sets S: P X S = Q X S . So we can run the Hellinger test on every set S of d + 1 variables to distinguish between:
We return "P = Q" if and only if all of these tests return equality. Since we are running O(n d+1 ) Hellinger tests, we want that each has success probability 1 − n (−Ω(d)) to do a union bound. This results in an extra factor of O(d) in the sample complexity compared to the known structure case analyzed above, where we only performed n Hellinger tests. The running time bound follows because we run O(n d+1 ) tests, each of which takes quasi-linear time in the sample. ǫ 2 ) time, we can distinguish between P = Q vs. δ(P, Q) ≥ ǫ with error probability at most Proof. For each subset X S of at most 6 variables, we run the Hellinger test to distinguish between
We return "P = Q" if and only if each of those Θ(n 6 ) subtests returns equality. Note that the domain size for each subtest is at most K 6 . With the right choice of O(log n) factor in our sample complexity, Lemma 4.1 implies that each of the sub-tests has error probability at most 1 3n 6 . Consequently, with probability at least 2 3 , all those subtests give correct answers. It suffices to show that our test is correct in this situation. If P = Q, then P X S = Q X S for every X S . So every subtest will return equality, and we will return "P = Q".
, and so H 2 (P, Q) ≥ ǫ 2 2 . By Corollary 3.1, there exists some X S of size at most 6 such that
2n . This will be detected by one of the subtests, and we will return "δ(P, Q) ≥ ǫ".
The running time bound follows from the fact that we perform Θ(n 6 ) Hellinger tests, each of which takes time quasi-linear in the sample size.
The tightness of the sample complexity follows directly from Theorem 18 and Remark 2 of [DDK16] . They show that, given sample access to a ferromagnetic Ising model P , which is known to have a tree structure, one needs Ω(n/ǫ 2 ) samples to distinguish whether P equals the uniform distribution over {0, 1} n vs P being ǫ-far in total variation distance from the uniform distribution. Since Ising models on trees and Bayes-nets on trees with binary alphabets are equivalent, the lower bound follows.
Theorem 4.4 (Goodness-of-fit for Product Distributions over the Hypercube). Suppose P and Q are product distributions over {0, 1} n . We are given sample access to P , while Q is known exactly. Then, from O Proof of Lemma 4.5: Suppose p = q + x for some x. From the definition of Hellinger distance we have that:
The inequality in the above derivation follows from the following lemma, whose simple proof is omitted, and the realization that the constraints p, q ∈ [0, 1] and p = q + x imply that Now let us turn to the proof of Theorem 4.4. Suppose distribution P samples a collection X = (X 1 , . . . , X n ) of mutually independent binary random variables, and Q samples a collection Y = (Y 1 , . . . , Y n ) of mutually independent binary random variables. Suppose that E[X i ] = p i and E[Y i ] = q i . It follows from Corollary 2.1 and Lemma 4.5
Next, we can assume without loss of generality that for all i: q i ∈ [ ǫ cn , 1/2], for some large enough constant c to be chosen later. Indeed: moreover the variables N 1 , . . . , N n are mutually independent. Finally, by the strong concentration of the Poisson distribution, max i M i ≤ 2em, with probability at least 1− 3·( . (If max i M i > 2em, we can have our test output a random guess to avoid asking more than 2em samples from P . As we are shooting for error probability 1/3 we can accommodate this.)
Let us now form the following statistic, mimicking [ADK15] :
. It was shown in [ADK15] , that E[Z] = m i
. It can easily be checked that this equality is unaffected by the values of i p i and i q i . Hence:
• if P = Q, then E[Z] = 0;
• if δ(P, Q) > ǫ, then E[Z] ≥ mǫ 2 /2.
It was also shown in [ADK15] , that This bound holds as long as m ≥ c ′ √ n/ǫ 2 and q i ≥ ǫ/cn, for all i, and c ′ , c are large enough. Again, the above bound remains true even if i p i and i q i do not equal 1. Hence: The tightness of our sample complexity follows directly from Theorem 17 and Remark 2 of [DDK16] .
