Introduction
The planetary energy and water cycles are fundamentally coupled (Trenberth and Stepaniak, 2004) meaning that biases in the Earth's radiative energy balance can profoundly affect the accuracy of model simulations of hydrological processes central to weather and climate prediction. While difficulties in the representation of cloud processe lead to substantial uncertainty in numerical weather and climate prediction (e.g. Bony et al., 2006; Allan et al., 2007) , the presence of aerosol confounds atmospheric modelling by impacting the radiative balance with additional influences on radiative feedbacks and microphysical processes (Forster et al., 2007) . While the influence of aerosol on shortwave radiative fluxes is of great importance to climate via their direct and indirect radiative impact (Forster et al., 2007) , their influence on the Earth's greenhouse effect has received less attention, in part due to the small long-wave (LW) radiative effect of fine-mode anthropogenic aerosol particles.
Recent work has suggested a substantial radiative impact of larger aerosol particles such as desert dust on the LW radiative balance at the top of the atmosphere (Zhang and Christopher, 2003; Haywood et al., 2005; Christopher et al., 2008) and at the surface (Slingo et al., 2006) over North Africa; this led to a more detailed investigation, both in situ and remotely sensed, as part of the Geostationary Earth Radiation Budget (GERB) Intercomparison of Longwave and Short-wave fluxes (GERBILS) field campaign during June 2007. In considering the processes operating at relatively small time and space-scales, it is informative to examine the nature of model radiative bias over the entire North Africa region across many years, thereby placing detailed measurements in the context of the long-term climatology. Based upon previous analysis of model and satellite data (Haywood et al., 2005; Allan et al., 2007) , the radiative bias was found to be maximum during the May-July period; by August, the increased occurrence of cloud as part of West African monsoon systems obscures the evaluation of dust radiative effect. Here we provide a broad context by evaluating a range of global atmosphere-only general circulation models over North Africa during May-July, centred upon the month of the GERBILS campaign, covering the period 1985-2009.
Models and satellite datasets

Climate models
In section 3 we examine output from eight atmosphereonly climate models, forced with the observed sea surface temperature (SST) record over the period . The models, listed in Table I , are described in detail by Randall et al. (2007) and at http://www-pcmdi.llnl.gov. Four of the models include parametrizations for the radiative impact of mineral dust (Table I) , prescribing climatological concentrations, although the LW radiative effects of dust aerosol were neglected in the CCSM3 model.
HiGEM model
In section 4 we explore in more detail the impact of mineral dust simulations within a high-resolution (1.25 • longitude×0.83
• latitude, 38 vertical levels) version of the Hadley Centre HadGEM1 climate model, HiGEM (Shaffrey et al., 2009) . We employed the atmosphere component of this model (HiGAM) which was supplied with SST boundary conditions generated from observations. Simulations were conducted over the period [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] . Over the Sahara, surface albedo over bare soil was prescribed, based upon data from the Moderate-Resolution Imaging Spectroradiometer (MODIS) satellite instrument (Houldcroft et al., 2009) . A prognostic dust scheme, based on that developed by Woodward (2001) , was employed, using six particle-size bins, a dust source ancillary file and a friction velocity threshold mobilisation scheme which depends upon particle diameter and soil moisture content in the top 10 cm soil layer. A full description is included in Woodage et al. (2010) ; some tuning of the dust emission parameters was required to produce realistic dust loadings in HiGAM. Note that the scheme is not the same as the HadGEM2 scheme described in Johnson et al. (2011) , although they are both stages along the development path from the original Woodward (2001) formulation. Dust is fully interactive with representation of direct dust radiative effects and feedbacks. Indirect feedbacks involving cloud microphysics were not considered.
Earth radiation budget satellite data
Climate model simulations of the top-of-atmosphere radiation budget are compared with global monthly mean satellite data from the Earth Radiation Budget Satellite (ERBS) and the Clouds and the Earth's Radiant Energy System (CERES) instruments (details in Wielicki et al., 2002 , and references therein). The satellite datasets convert measured radiance to radiative fluxes using angular dependence models and scene type information. The PFM CERES instrument on board the Tropical Rainfall Measurement Mission (TRMM) satellite was used to provide data for 1998. We considered version ES4 TRMM-PFM EDITION2 015013 which used a similar processing system to the ERBS data. We also considered the FM1 CERES instrument on board the Terra satellite for the period 2000-2005, employing an updated processing system including improved angular dependence models (version CER SRBAVG1 Terra-FM1-MODIS Edition2D 015026 with user-applied Revision 1 to account for spectral darkening of the short-wave channels). The main source of uncertainty in the CERES and ERBS radiative fluxes is absolute calibration which is quoted as being 2% in the short-wave (SW) channel and 1% in the total channel (Loeb et al., 2009) ; the LW error is estimated by Loeb et al. (2009) to be 1.5% of the mean flux, or around 4.5 W m −2 for a LW flux of 300 W m −2 , typical of desert conditions. (Matthews, 2009) argues, based upon consideration of ground calibration techniques and vicarious calibration using deep convective cloud tops, that current CERES products underestimate daytime LW by around 0.75% and SW albedo by 1-3.5%. We assume a monthlymean LW uncertainty of around 5 W m −2 for ERBS and CERES datasets.
Met Office global NWP model
Output from the global version of the Met Office numerical weather prediction (NWP) model is examined in sections 5-6; details of the model are described by Milton et al. (2008) Table I . Observed outgoing long-wave (LW) and clear-sky long-wave (LWc) radiation and mean model biases ( LW and LWc) relative to CERES/Terra climatology (2000) (2001) (2002) (2003) (2004) (2005) , ERBS (1985 ERBS ( -1989 , CERES/TRMM (1998) and CERES/Terra (2000) for May-July over the region shown in Figure 2 . Allan et al., 2007) . We utilize simulations of radiative fluxes based upon 1200 UTC analyses and 3 h forecasts, valid at 0900 and 1500 UTC, over the period provide further details of the methodology.
Geostationary Earth Radiation Budget (GERB) data
The NWP model simulations are compared with measurements from the GERB instruments on board the Meteosat-8 and Meteosat-9 satellites. We use averaged, rectified, geolocated (ARG) level-2 broadband flux products, provided at a frequency of approximately 17 min. We use the closest time to the NWP model time step (for 1200 UTC comparisons this is 1200-1220 UTC prior to 13 December 2005 and 1200-1215 UTC thereafter), interpolating the GERB data from its approximately 50 km grid to the NWP model resolution prior to 13 December 2005. The period March 2004 to May 2007 contains the validated Edition 1 GERB dataset which converted measured radiance to radiative flux using angular dependence models using a fixed processing system (Clerbaux et al., 2008a,b) . Prior to this period, the GERB data operated under a preliminary processing standard. From May 11 2007, a new GERB instrument using the second Spinning Enhanced Visible and Infra-Red Imager (SEVIRI) instrument for processing became operational. The GERBILS campaign is within this final period. Initial comparisons find that the new GERB instrument produces higher LW than the original GERB instrument of up to 1.5%, the difference being largest at midday (Bantges et al., 2010) . For LW=300 W m −2 , typical of clear-sky desert conditions for June, this corresponds to a difference of 4.5 W m −2 , which would tend to reduce positive model minus GERB LW bias for the latter period. The discrepancy between the GERB instruments relates to the quartz filter transmission which will be improved in the final release version of the GERB data from 2007 onwards (Bantges et al., 2010) . The estimated GERB uncertainty is 1% for LW and 2% for the SW channel, determined primarily by the spectral response characterization (Clerbaux et al., 2009) . Applying these estimated uncertainties to Eq. A2 of Loeb et al. (2009) with 1200 UTC GERB LW and SW averages for the region 10
• W-30
, and assuming a correlation between SW and total channel uncertainty of 0.9 based upon CERES measurements, the error in LW at 1200 UTC is estimated to be 4.6 W m −2 . GERB SW was found to be substantially larger than CERES, by 7.5% (Clerbaux et al., 2009) ; this discrepancy may be partially explained by CERES ground calibration issues (Matthews, 2009) . Clerbaux et al. (2009) also found LWc to be around 2% or 5 W m −2 lower than CERES. An additional uncertainty in the ERBS, CERES and GERB radiative fluxes arises because an angular dependence model for mineral dust aerosol is not available for converting radiances to fluxes. Given the additional uncertainty relating to radiance to flux conversion and issues with filter transmission mentioned above, we estimate a LW uncertainty of 10 W m −2 for instantaneous daytime GERB data.
Additional datasets
CRUTEM3 near-surface temperature
We also consider near-surface temperature measurements from the Climatic Research Unit surface air temperature observations (CRUTEM3; Jones et al., 1999; Brohan et al., 2006) . These are derived from homogenized, qualitycontrolled, monthly averaged temperature measurements, with additional removal of duplicate records and bad values based upon comparison with reanalysis data, augmented by visual inspection. Data are provided on a 5×5 degree grid, compiled from all-station anomalies within the domain but excluding station outliers in excess of five standard deviations. For comparisons with model values, the CRUTEM3 May-July mean temperature anomalies are added to the 1961-1990 climatological values at each 5×5 degree grid box.
SEVIRI imager data
The 10.8 µm and 12 µm channel brightness temperature from the SEVIRI imager are considered for June 2007. Additionally, for clear-sky comparisons between the NWP model and satellite data, we combine SEVIRI visible channel estimates of cloud cover (Ipe et al., 2004) with model cloud fraction diagnostics. These are combined to construct clear-sky estimates that are consistent in space and time, thereby avoiding inconsistent sampling present for the comparisons between the monthly mean ERBS and CERES data and climate model diagnostics. All SEVIRI-based data are considered here at the horizontal resolution of the NWP model.
Aerosol satellite data
We use monthly mean AOD estimates at 0.55 µm from version AM1 CGAS F15 0031 of the Multi-Angle Imaging Spectroradiometer (MISR; Diner et al., 2001 ). Additionally we use daily 1 • resolution level 3 Aerosol Index (AI) data based upon 0.36 µm radiance measurements from the Total Ozone Mapping Spectrometer (TOMS) Ozone Monitoring Instrument (OMI) (Torres et al., 2002) .
Climatological radiative bias
We first consider the difference in radiative fluxes between eight climate models, listed in Table I , and satellite data over the Africa-Atlantic region. In particular, first we assess whether LW radiative flux bias over the North Africa region is significant with respect to the larger region and relative to biases in SW radiative fluxes. Figure 1 shows the diurnally averaged radiative flux difference between the model ensemble mean and ERBS data over the period [1985] [1986] [1987] [1988] [1989] , for May-July monthly averages. The models overestimate outgoing LW radiation over central and western Africa (Figure 1(a) ). The LW discrepancy reaches up to 30 W m −2 over the Congo (30 • E, 0
• S) and is most likely to relate to model underestimation of cirrus outflow from convection since the LW bias is of opposite sign but of larger magnitude than the SW bias and is substantially smaller (<10 W m −2 ) for clear-sky LW comparisons. There is an overestimate in the reflected SW radiation over the subtropical Atlantic (Figure 1 trade cumulus cloud are prevalent. Similar differences were also documented by Allan et al. (2007) in comparisons between the Met Office global forecast model and GERB satellite data, and are thought to relate to convective parametrization and to an overestimate in stratocumulus cloud liquid water and reflectivity. Also evident is a model tendency to underestimate the reflected SW over land, in particular for the Sahara region, where surface albedo may be inaccurate. Similar results are obtained by comparing the model climatology with the CERES/Terra data for 2000-2005, although differences over the stratocumulus regions are around 10 W m −2 larger in magnitude (not shown), likely to relate to calibration uncertainty (Matthews, 2009) .
Also evident in Figure 1 (a) are LW differences greater than 20 W m −2 over the western Sahara region. Haywood et al. (2005) argued that a similar bias between the Met Office NWP model and geostationary satellite data related to mineral dust aerosol. While positive model LW bias over the subtropical Atlantic adds to the substantial positive SW bias, over the west Sahara the SW and LW biases are of opposite sign, resulting in a small net LW plus SW radiative bias (Figure 1(c) ). Over southern Africa, an overestimate in reflected SW radiation is consistent with a model cold bias relative to surface observations from CRUTEM3. On inspecting the clear-sky SW difference between models and satellite data (not shown), it was found that up to ∼10 W m −2 of this bias can be explained by the cloud-free comparisons. A model warm bias over southern Europe is also consistent with underestimations in reflected SW radiation by the models (Figure 1(d) ); on inspecting clearsky SW fluxes, it was found that this bias is most likely to be related to model errors in cloud cover. This is not the case for the majority of North Africa where the models are too cold by up to 2 K yet reflect too little SW radiation back to space due to an underestimation in surface albedo. Unrealistic sensible and latent heat fluxes may be of importance (e.g. Milton et al., 2008) , but this analysis is beyond the scope of the present study.
A model warm bias over the Black Sea region and the Atlas mountains is qualitatively consistent with too much LW emission to space over these regions. However, the model cold bias over North Africa (Figure 1(d) ) cannot explain the overestimation in model outgoing LW radiation here ( figure 1(c) ). To investigate further the causes of the LW discrepancy, we now consider the North Africa region in more detail. Figure 2 displays model minus observed differences in outgoing LW radiation for three periods and for all-sky LW and clear-sky LW (LWc) radiative fluxes. Clear-sky fluxes are computed in the models by ignoring the radiative effects of clouds in separate diagnostic calculations. This is not possible for the satellite data: here clear-sky radiative fluxes are estimated only for pixels determined to be cloud-free by imaging data. Allan and Ringer (2003) (Figure 2(e) ). This discrepancy could be explained by an underestimate in model cloud cover. However, when comparing LWc, to remove the effect of cloud (Figure 2(b, d, f) ), although the spatial structure of the model-observation differences is altered, the model overestimate remains. This is most pronounced for the region centred around 10
• W, 20
• N. For the region shown in Figure 2 , the model ensemble mean LW bias ranges from 9 to 12 W m −2 depending upon the observations used (Table I ). The LWc bias is of similar magnitude but smaller by up to 25%, depending upon which climate model is considered. The IPSL and HadGEM1 models exhibit the largest bias, greater than 10 W m −2 ; both models did not include mineral dust aerosol. The INMCM, MIROC medium resolution and MRI CGCM2 models produce the smallest differences, closer to 5 W m −2 , although of these models only MIROC includes mineral dust aerosol. Considering the smaller region 15 • W-15 • E, 15-30 • N increases the differences; LWc differences increase by about 5-10 W m −2 for the ensemble mean and are around 20 W m −2 for HadGEM1 and IPSL. In summary, comparisons between a range of atmosphere-only climate models and a variety of satellite measurements demonstrate a discrepancy in outgoing LW radiation of order 10-20 W m −2 over the west Sahara region. This bias remains when removing cloud radiative effects from the analysis and is significant compared to known model biases in the LW and SW radiative fluxes relating to cloud processes and surface properties. We now examine the causes of the LWc bias in more detail.
Examination of the LW radiative bias using a highresolution climate model
We now analyse in more detail the LW radiative bias using the HiGAM climate model, described in section 2. Simulations with and without the radiative effects of mineral dust aerosol are considered. Figure 3 shows May-July climatological differences in LWc for the North Africa region between HiGAM and CERES satellite data. When dust effects are not represented, the model overestimates monthly mean LWc by more than 20 W m −2 over the western Sahara (Figure 3(a) ). When interactive dust is included in the model, this discrepancy is removed (Figure 3(b) ). The model without dust minus the model with dust displays differences in LWc of around 20 W m −2 over the western Sahara, consistent with analysis by Woodage et al. (2010) .
Climatological radiative effect of dust aerosol
Model minus CERES climatological differences over the region considered in Table I are comparable with the lowerresolution HadGEM1 model when dust is not included (HiGAM minus CERES differences are 14.3 W m −2 for LW and 12.1 W m −2 for LWc). Mean differences over this region are smaller in magnitude than 2 W m −2 when dust is included.
Sensitivity of LW radiative bias to surface temperature and emissivity
Inclusion of the interactive dust scheme in the HiGAM model removes much of the LW radiative bias with respect to CERES measurements. However, model bias in surface temperature and emissivity also potentially influence the simulations of LW radiative fluxes over the North Africa region. To examine this, experiments were performed with HiGAM in which surface temperature and emissivity were perturbed separately, diagnostically calculating the effect on the top-of-atmosphere outgoing LW radiation over 1-10 July 2000. Although realistic SSTs are prescribed in these simulations, these dates are chosen to represent the seasonal conditions pertinent to the LW radiative bias rather than accurately capture the precise meteorology during this period.
We considered an increase in surface temperature of 1 K and a reduction in broadband surface emissivity from its prescribed value of 1.0 to 0.9. The dust radiative effects were turned off in these calculations. Using the resulting sensitivity of LWc to these perturbations, the estimated change in surface temperature or surface emissivity required to explain the model minus CERES LWc difference in Figure 3 (a) was computed (Figure 4 ). These calculations are simplistic since they do not account for feedbacks in response to the perturbations and may be unphysical. Nevertheless they serve as a useful guide to the magnitude of model errors required to explain the LWc discrepancy.
Figure 4(a) shows that an overestimate in surface emissivity greater than 0.15 (an absolute broadband surface emissivity of 0.85) would be required to explain the model LWc bias over the west Sahara region. Osborne et al. (2011) measured spectral surface emissivity as low as 0.7 in the window region of the LW spectrum (1070-1220 cm −1 ) although this rises to above 0.9 at 1300 cm −1 and below 1000 cm −1 . Haywood et al. (2005) argued that broadband surface emissivity less than 0.90 is uncommon and so therefore the emissivity error is unlikely to fully explain the LWc bias over the west Sahara region.
We also ask whether the model temperature bias can explain the LWc discrepancy. Based upon the sensitivity test in Figure 4 (b), overestimates in model surface temperature greater than 10 K are required to explain the model bias in LWc. Comparisons between 1.5 m temperature simulated by HiGAM and CRUTEM3 observations show that this is not the case (Figure 4(c) ). The model displays a cold bias over the Sahara rather than a warm bias, consistent with results from the fully coupled atmosphere-ocean version of HiGEM (Shaffrey et al., 2009 ) and also with the climate models considered in section 3 (Figure 1(d) ). Comparisons of HiGAM simulations for May to July 1983-2000 with data from Niamey in 2006 ) also suggest a cold bias: the model underestimates surface skin temperature by around 2 K and 1.5 m temperature by less than 1 K, although these are subject to substantial spatial sampling differences.
In summary, the models considered generally exhibit a cold bias over northern Africa rather than a substantial warm bias of more than 10 K required to explain excessive clear-sky LW emission to space. Unrealistic reductions in emissivity are necessary to explain the LWc bias over the west Sahara, although they may be important elsewhere. These findings are consistent with the analysis of Haywood et al. (2005) , who also estimated the impact of SW radiative flux errors upon surface temperatures and hence on the outgoing LWc.
Diurnal radiative effect of dust aerosol at the surface and top of atmosphere
The radiative impact of mineral dust aerosol was detected both at the top of the atmosphere and at the surface during a major dust storm in March 2006 by Slingo et al. (2006) . Using the HiGAM simulations, it is possible to estimate and assess the surface radiative impact of increasing dust aerosol concentration. A further experiment was performed, this time using the simulations containing fully interactive mineral dust arosol. In these experiments, in addition to standard radiative computations every 3 h, an additional 3 h diagnostic calculation was performed where dust concentration was increased by 10%. For the region considered in Figure 4 , the surface and top-of-atmosphere change in LW was calculated.
Figure 5(a) shows the change in surface downward and top-of-atmosphere upward LW radiation for grid points containing less than 5% cloud cover over the region [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] • N, 15
The relationship between surface and top-of-atmosphere LWc response to a 10% increases in aerosol concentration is displayed for 0000 and 1200 UTC. Reductions in outgoing LW radiation and increases in downward LW radiative flux of up to around 5 W m −2 are evident at 1200 UTC, the response at the surface and top of atmosphere being comparable. Applying a linear leastsquares fit to the data points indicates that a reduction in top-of-atmosphere LWc of 0.83 W m −2 is associated with a 1 W m −2 increase in surface downward LWc. At 0000 UTC, the sensitivity is smaller, approximately half the surface response.
The diurnal cycle of dust radiative effect is explained both by changes in temperature lapse rate and the evolution of the planetary boundary layer. Haywood et al. (2005) point out that the direct top-of-atmosphere LWc effect depends on the difference between the emitting temperature of the aerosol and that of the surface, becoming zero when the emitting temperatures are equal. For HiGAM, surface minus atmospheric emitting temperature is a maximum at 1200 UTC, with a substantial difference in temperature lapse rate in the lowest 500 m (Figure 5(b) ), so we would expect maximum impact on LWc at that time. In addition, the diurnal evolution of the boundary layer over the Sahara influences the magnitude of the dust loadings and its vertical distribution. Dust is emitted when surface wind speeds are high, and lofted higher in the atmosphere when turbulence in the boundary layer is sufficient to mix it upwards (e.g. N'Tchayi Mbourou et al., 1997; Chaboureau et al., 2007; Marsham et al., 2008) The HiGAM simulations show little diurnal variation in vertical dust concentration for the five smallest size bins. However, the area-mean vertical dust concentration for the largest size bin (> 10 µm), which exerts the largest influence on LW radiative transfer, displays substantial differences ( Figure 5(b) ). At 1200 UTC, dust concentration is up to an order of magnitude larger than at 0000 UTC in the lowest 1000 m. The reverse is true above ∼3000 m, albeit with substantially lower dust concentration than at lower levels (note the logarithmic scale). The lofting of the largest dust particles above 3000 m at 0000 UTC is most prominent around 0 • E, 25 • N (not shown). The largest diurnal variation in wind speed simulated by HiGAM occurred around 500 m, with maximum speed around 0000 UTC and minimum at 1500 UTC; the reverse is true near to the surface. In the model, dust emission is related to surface wind speed, so this will be maximum around 1200 UTC. Once lifted from the surface, dust concentration in the vertical depends on turbulent mixing, which will be greatest around 0000 UTC at 500 m. This explains the shapes of the dust profiles in Figure 5(b) .
The effect on atmospheric LW radiative cooling is of interest since this links the radiative and dynamical evolution of the atmosphere. At 1200 UTC, dust acts to reduce LWc emitted to space which is approximately balanced by enhanced downwelling LWc at the surface. Thus, reduced cooling to space is approximately compensated by enhanced radiative cooling to the surface. This is of course in addition to considerable atmospheric heating through absorption of SW radiation. Considering a larger dust storm in March 2006, Slingo et al. (2006) found top-of-atmosphere LW dropped by around 30 W m −2 at midday and downward surface LW increased by around 50 W m −2 ; this extra atmospheric LW radiative cooling only partially offsets the enhanced atmospheric absorption of SW radiation by the dust aerosol, leading to an overall additional heating at midday of around 100 W m −2 . However, at 0000 UTC, radiative cooling to the surface dominates over the greenhouse trapping effect on top-of-atmosphere LWc in the model simulations; thus the impact of mineral dust aerosol is to enhance atmospheric SW heating by day (stabilizing temperature profile) and to enhance atmospheric LW radiative cooling at night (destabilizing the temperature profile).
Comparison of GERB satellite data with an NWP model, 2003-2008
We now place the GERBILS mission in the context of the recent period, 2003-2008, using data from the GERB instrument (Harries et al., 2005) and simulations from the Met Office global NWP model. In contrast to the climate model simulations, considering an NWP framework enables a more direct and consistent comparison approach since data assimilation enhances the realism of the meteorology simulated by the model. Details of the methodology are discussed in Allan et al. (2005) and evaluation of cloud radiative effects in the NWP model is presented in Allan et al. (2007) . We focus on the North Africa region. Figure 6 shows a time series of model minus GERB LW and SW differences at 1200 UTC over the region 15-30
Throughout the whole time series, updates to model physics and ancillary files will also introduce inhomogeneity (Allan et al., 2007) . This is particularly evident in the SW comparisons with improvements in model surface albedo and convective cloud over Africa contributing to reduced model SW bias leading up to the GERBILS period (Milton et al., 2008) . The improvement in surface albedo is illustrated in Figure 7 (3rd column) which shows progressive reduction in model SWc bias. Model surface albedo was found to be unrealistically high over the Sahara prior to 2005 and was artificially increased to 0.4 on 18 January 2005. This change is evident in Figure 6 as a reduction in the magnitude of model minus GERB albedo, changing from approximately -0.05 up to -0.02. Less prominent in the time series, but more evident in the model minus GERB SWc bias maps in Figure 7 , is the improvement in the spatial (Figure 6(a) ), larger than the anticipated uncertainty in daytime LW of around 10 W m −2 . There is no evidence of a discontinuity at the end of the Edition 1 GERB period. The bias is systematically larger during the May-July period, one of the motivations for planning the timing of the GERBILS campaign. Figure 6 (a) also suggests a decline in the magnitude of the bias over time; there is also evidence of a longer-term decline in dust concentrations since the 1980s relating to increased rainfall (Foltz and McPhaden, 2008) . A decline in LW and LWc bias is also evident in spatial maps (Figure 7) , although it is not clear whether this relates to improvements in the model, inhomogeneity in the satellite data or reductions in aerosol LW radiative effect. There is little evidence for a decline in AOD at 0.55 µm from MISR satellite data.
Over the region 15 • W-15 • E, 10-30 • N, the model LWc bias (23 W m −2 ) and MISR AOD (0.54) are at maximum in 2003. The GERB data for this period are preliminary and should be viewed with caution, although analysis of Meteosat-7 data for July 2003 by Haywood et al. (2005) also highlighted a substantial LWc discrepancy of up to 50 W m −2 . For the remaining years, model minus GERB LWc of 10-15 W m −2 and MISR AOD of 0.47-0.52 were present for this region. The LWc bias may be underestimated for two reasons: (i) the GERB instrument during this period produces lower LW relative to the earlier GERB instrument due to deficiency in the characterization of the quartz filter transmission (Bantges et al., 2010) and (ii) the cloud-screening employed, based upon visible SEVIRI channels, may misclassify high AOD events as cloud. There is also evidence to suggest that satellite estimates of AOD are underestimated compared with in situ aircraft measurements (Christopher et al., 2009) .
GERB and NWP model comparisons for June 2007
We now focus in on the GERBILS period for June 2007. To estimate daily AOD, we combine satellite data from the TOMS OMI instrument with monthly mean MISR data. The TOMS aerosol index is sensitive to both the concentration and the altitude of the mineral dust aerosol; both of these properties are important to the outgoing LW radiation. We calibrate the TOMS data by regressing the monthly mean TOMS AI with MISR AOD at 0.55 µm (e.g. Haywood et al., 2005; Christopher et al., 2008) over the region shown in Figure 8 producing the least-squares linear relationship,
Estimated AOD 0.55 were then generated daily from the TOMS AI. We do not use the MISR daily data directly since the swath width is considered too narrow. Christopher et al. (2008) considered AI-AOD 0.55 relationships separately for 10 • × 10 • regions and found robust relationships for June-August poleward of 10 • N. Since the 0-10 • N region is dominated by cloud cover (Figure 8(a, b) ), it does not substantially contribute to the linear relationship shown in Figure 8 (c). Thus we adopt the relationship displayed in Eq.
(1) for the North Africa region with the caveat that computed AOD 0.55 values for 0-10 • N should be viewed with caution. Figure 9 shows the mean model minus GERB LW and LWc bias during the GERBILS campaign using 0900, 1200 and 1500 UTC data. Also shown is the average TOMS estimated cloud-screened AOD (Figure 9(c) ). Pixels containing above 1% cloud fraction in either the model or observed cloud cover maps were screened out to generate clear-sky AOD estimates and LWc comparisons. At least three valid comparisons out of the 30 possible over the period 18-27 June were required to generate a valid mean. Overlaid in Figure 9 (b, c) is a countour enclosing where SEVIRI cloud-screened average 10.8-12 µm brightness temperature difference ) is less than +1 K, symptomatic of detectable mineral dust aerosol loading.
Consistent with the May-July period for 2007 and other years, there is a model overestimation in LW of above 20 W m −2 over large portions of the North Africa region. While some of the model-GERB differences relate to cloud, when considering clear-sky comparisons the model bias is clearly evident, in particular over the Sahara. The region of largest bias shows some similarity with the highest AOD from TOMS, although agreement is not high. It is also interesting that the region in which SEVIRI BT 10.8−12 <+1 K does not coincide strongly with the TOMS AOD estimates. One difficulty is that the highest TOMS AOD values are found in the west Sahara equatorward of 20 • N, close to the cloudy regions. This is not surprising since many of the dust events were associated with disturbances generated by convective activity (e.g. Marsham et al., 2008) but they may reduce the number of comparisons contributing to the GERBILS period average. They decline over 19-23 June, remaining stable thereafter with LWc differences below 20 W m −2 and AOD of around 0.5. Correlation between TOMS AOD and LWc (r=0.61) and between SEVIRI BT 10.8−12 and LWc (r=0.48) are significant at the 95% level assuming 17 degrees of freedom, accounting for autocorrelation of the LWc timeseries using the method of Yang and Tung (1998) . Relationships for other regions are not found to be significant.
Maps of AOD and LW differences ( Figure 11 ) show regions of high AOD during 18-22 June coinciding with model minus GERB LW differences of around 30 W m −2 . The regions of largest difference track westward with lower AOD and LW differences thereafter. Negative SEVIRI brightness temperature differences (contours) match well with the highest AOD estimated by TOMS, in contrast to the comparisons of time-means in Figure 9 . Contours overlaid upon the LW differences enclose regions of cloud cover greater than 20% in either the model or the satellite estimates. Here LW differences are likely to be affected by discrepancies in cloud fraction and/or type and are associated with both positive and negative LW differences. Detected cloud cover in the satellite data at the heart of the dust event on 18-19 June is likely to be misclassified dust. Christopher et al. (2009) found AOD of around 1 on 21 June around 14 • N, 14 • W in OMI and MISR data, lower than in situ aircraft measurements. This is consistent with the identified dust region in Figure 11 , although the influence on LW is impacted by the presence of cloud. Johnson et al. (2011) identified this dust layer over southern Mali and found it to be mainly located between 2 and 4.5 km on 21 June. Osborne et al. (2011) found a LW radiative effect of dust aerosol of around 14 W m −2 on 25 June at and with systematic LW bias found in climate models (Figures 1-3 ).
Conclusions
Satellite data are used to quantify and examine an overestimation in the outgoing LW radiation over North Africa previously identified in the Met Office global forecast model (Haywood et al., 2005) . Simulations from an ensemble-mean of multiple climate models over the period 1985-2000 for May-July overestimate outgoing LWc radiation by more than 20 W m −2 relative to ERBS and CERES satellite observations over parts of the west Sahara and by around 10 W m −2 for the North Africa region (20 • W-30 • E, 10-40 • N). Models that did not represent mineral dust aerosol were found to contain the largest LW discrepancy. However considerable bias remained for many of the models that did represent the aerosol radiative effects, suggesting that the dust amount, distribution and radiative properties may be poorly parametrized for the May-July period.
A similar LW bias found in simulations from a highresolution atmosphere-only climate model (HiGAM) is reduced when mineral dust is explicitly included (Woodage et al., 2010) within the simulations. Only by reducing surface temperature and emissivity by unrealistic amounts in this model is it possible to reproduce the magnitude of the bias in the west Sahara. Elsewhere, it is likely that unrealistic surface emissivity and temperature contribute to differences in outgoing LW radiation. In these model simulations, the direct dust LW radiative effect at the surface and top of atmosphere are of comparable magnitude at 1200 UTC, reaching 5 W m −2 for a 10% increase in dust concentrations. Hansell et al. (2010) also found, using surface observations and modelling, a compensating surface and top-of-atmosphere LW radiative effect, increasing at the surface by 16 W m −2 per unit AOD and by 13 W m −2 per unit AOD at the top of atmosphere. The atmospheric LW radiative effect during the day is small but non-negligible compared to the heating effect through SW absorption (Slingo et al., 2006) . At 0000 UTC the top-of-atmosphere LWc effect of changes in dust concentration is around half Figure 11 . TOMS Aerosol Optical Depth (left column) and model minus GERB outgoing long-wave radiation ( LW, W m −2 ; right column) for 0900, 1200 and 1500 UTC averages over the period 18-27 June 2007. The left panels also show SEVIRI 10.8-12 µm brightness temperature differences (contours at -4, -2 and 0 K) and the right panels show contours where model or SEVIRI cloud fraction is equal to 20%, 50% and 80%.
of the surface LWc effect, for the HiGAM model, leading to a direct enhancement of atmospheric LW radiative cooling by dust aerosol at night.
Comparing simulations from the Met Office global forecast model with satellite observations from GERB instruments, overestimates in simulated LW of 20-40 W m −2 are evident during the summer over North Africa. The bias declines over the period 2003-2008; this is likely to relate to improvements in the model and inhomogeneity in the satellite time series. A change in GERB instrument early in 2007 introduced a change in LW fluxes although preliminary analysis suggests that this acts to reduce the model-GERB LW differences (Bantges et al., 2010) ; planned improvements in the calibration of the new GERB instrument will reduce this effect.
The bias in LWc coincides with high aerosol dust loading estimated from the OMI, including during the GERBILS field campaign (18-28 June 2007) where model overestimates in daytime mean LWc greater than 20 W m −2 and OMI-estimated AOD greater than 0.8 are concurrent around 20 • N, 0-20 • W. High daily AOD and LW model-GERB bias of up to 30 W m −2 coincide during the period 18-21 June 2007, although differences in cloud cover also impact the model-GERB differences; further work is required to improve the observed estimates of mineral dust radiative effects by better accounting for the influence of cloud cover sampling effects and the development of angular dependence models for mineral dust aerosol . It is anticipated that much of the remaining LW bias in the NWP model will be removed by the use of a monthly, three-dimensional, aerosol climatology generated from the HadGEM series of climate models.
In summary, there is evidence from a variety of satellite sensors that global models underestimate or neglect the LW radiative effect of mineral dust aerosol over the west Sahara during May-July as previously identified by Haywood et al. (2005) . Including mineral dust aerosol explicitly in model simulations reduces this bias considerably. Woodage et al. (2010) found that inclusion of mineral dust in HiGAM model simulations induced dynamical feedbacks on the atmospheric circulation which affected the dust production itself. This implies that models which include accurate dust parametrizations are likely to improve their forecast accuracy and their ability to correctly simulate weather patterns and climate over North Africa and the North Atlantic (Tompkins et al., 2005; Kim et al., 2010; Li and Min, 2010) ; improvement in the representation of mineral dust processes in models requires the careful analysis and combination of detailed in situ measurements with satellite data (e.g. Christopher et al., 2009; Osborne et al., 2011) .
