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Abstract	
This paper presents simulation results for future electricity grids using an agent-based model 
developed with MODAM (MODular Agent-based Model). MODAM is introduced and its use 
demonstrated through four simulations based on a scenario that expects a rise of on-site renewable 
generators and electric vehicles (EV) usage. The simulations were run over many years, for two areas 
in Townsville, Australia, capturing variability in space of the technology uptake, and for two charging 
methods for EV, capturing people's behaviours and their impact on the time of the peak load. Impact 
analyses of these technologies were performed over the areas, down to the distribution transformer 
level, where greater variability of their contribution to the assets peak load was observed. The 
MODAM models can be used for different purposes such as impact of renewables on grid sizing, or 
on greenhouse gas emissions. The insights gained from using MODAM for technology assessment are 
discussed. 
Keywords: Agent-based modelling, electricity demand, distribution network, decentralised 
generation. 
1 Software	
MODAM (MODular Agent Model) is a simulation environment that was developed to support 
building large-scale ABMs using a modular approach, with the aim of assessing the impact of 
different trajectories of consumption at different locations of the electricity distribution grid over 
many years. It has been developed as part of a research project led by Queensland University of 
Technology (QUT) since 2011, which was funded through a NIRAP (National and International 
Research Alliance Program) grant from the Queensland Government. This software is currently under 
review by the project partners to become open-source. 
This software has been developed using Eclipse technology, and is written in Java. It has been 
exported to be used on Windows and Linux environments. Table 1 shows statistics on the software 
tools. 
Table 1 - Development Statistics for the NIRAP Software Tools 
 Program Automated Tests 
 Number of Classes/Files 
Source Lines of 
Code (SLOC) 
Number of 
Classes/Files 
Source Lines of 
Code (SLOC) 
MODAM ABM Framework 
(Java) 84 13,160 46 4,650 
Electricity Network Assets 
and Agents (Java) 196 37,700 119 16,100 
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Visualisation Generation 
Programs (Java) 5 1,390 1 151 
  
The electricity grid model developed with MODAM supports more than 7,000 combinations of 
parameters and agents descriptions. We used the pairwise test design strategy to check that each pair 
of compatible modules and options were tested together. 
Two developers worked on this software:  
 Fanny Boulaire 
o QUT, P Block, 2 George Street, Brisbane, Qld 4000, Australia 
o +61 7 3138 4508  
o Fanny.Boulaire@qut.edu.au 
 Mark Utting 
o QUT, P Block, 2 George Street, Brisbane, Qld 4000, Australia 
o +61 7 3138 0773 
o Mark.Utting@qut.edu.au 
 
The data used in the simulations presented in this paper is not publicly available, as it is based on 
network data owned by Ergon Energy, which is the industry partner on this project. Only the 
exogenous scenarios, developed using R can be accessed. 
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2 Introduction	
Australia has seen a steady increase in electricity consumption over the last few decades, with an 
average of 2.8% a year over 2000-2010 in Australia (Cuevas-Cubria et al., 2010). Trends had been set 
to carry on increasing; however, they have reversed since 2010 and it seems they will continue 
decreasing or stabilise, at least in the near future. Could the measures taken by the government to 
reduce pollution and carbon emission have started to make an impact on the electricity consumption 
patterns? Measures have been introduced to encourage take-up of renewable technologies (Australian 
Government - Clean Energy Regulator, 2012; Australian Government, 2011) and have been well 
received by the population, which has resulted in an increase in the number of small-scale generators 
(Queensland Government - Office of Clean Energy, 2011), mainly rooftop photovoltaic (PV). 
However, according to (Saddler, 2013), the main drivers for this decline are changes in the economy 
away from electricity intensive industries (shutdown of some industries), and the response of 
electricity consumers to higher electricity prices (since 2010), which are more a reflection of the 
economy state than the result of active policies. However, the impact of energy efficiency programs 
(efficient appliances, solar water heaters…) was also mentioned as a large contributor to the 
reduction, and while not considered as the main driver of the reduction in national demand, 
decentralised generators might still have contributed to the reduction in energy required to be 
produced by the centralised system. Because of their decentralised nature and the fact that their 
production is consumed locally, their contribution is hard to quantify and is not accounted for at the 
national level. However as their number is still expected to increase, these technologies might become 
a bigger driver in the change of electricity consumption and the move away from coal-generated 
electricity to renewable sources. In addition to renewable energy, storage technology has been 
identified by (Manyika et al., 2013) as one of the 12 disruptive technologies that could have a big 
impact on the economic and societal landscape by 2025, leading to further changes to the electricity 
sector in the near future. While labelled disruptive, these technologies can however have a positive 
outcome on the environment and the electricity grid, if their characteristics are properly understood 
and their potential harnessed. 
Understanding how the introduction of decentralised technologies might impact their network is one 
of the aims Ergon Energy, one of the two electricity distribution companies in Queensland, had when 
commissioning us with a project. With an energy infrastructure transitioning from a centralised to a 
decentralised system, new patterns of consumption are starting to emerge. Customers who used to 
only consume are now producing thanks to the introduction of rooftop photovoltaic, and they might 
further modify the traditional consumption patterns with the use of batteries and electric vehicles 
which are starting to gain popularity. Understanding where, when and how peak consumption might 
be changing is important to ensure the distribution network is sized appropriately, so that electricity is 
distributed in a sustainable, safe and economic manner. Because of these new technologies, the past is 
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no longer a good predictor of the future, and new methods for predicting electricity consumption are 
required.  
We have been developing a simulation environment to assess the impact of different trajectories of 
consumption at different locations of the electricity distribution grid over many years. This simulation 
environment, called MODAM (Boulaire et al., 2013; 2015 ), is built using agent-based modelling 
where the different elements of the distribution network are represented in terms of their physical 
characteristics as well as the way they can be used, through explicit description. As new technologies 
(e.g. solar panels, batteries), new policies (e.g. time-of-use tariffs) or/and demand management are 
being introduced in the network, understanding how these changes will affect the assets at every node 
in the network can be done by developing scenarios of possible future using a whole-of-system 
approach. Through such an approach, the repercussion of one change on the rest of the network can be 
accounted for, as well as coincidental changes; this might give a very different picture of the future of 
the network than if considered separately. 
This paper introduces MODAM briefly, describing first the platform and the way it was built, using a 
modular approach. The different elements making up the system representation are then described, 
and how to build a simulation is also explained. An application of our simulation platform is then 
given, which is the main focus of this paper. For this, four simulations were performed based on 
scenario B developed by the Future Grid Forum (FGF) (CSIRO Future Grid Forum, 2013). This 
scenario, called "rise of the prosumer" expects to see a rise of on-site generation of electricity, using 
rooftop photovoltaic (reaching a capacity of 46% by 2050), and an increase in the number of electric 
vehicles (reaching 27% of the vehicle fleet by 2050). This scenario was used as an exogenous 
scenario to our agent-based model, whose development is explained. Information about the simulation 
runs is given followed by an impact assessment of these scenarios. Finally, the use of agent-based 
modelling for technology assessment is discussed with particular reference to the insights gained from 
the MODAM model. 
 	
 	 Page	6		
3 Related	work	
A vast number of forecast models of electricity demand have been developed using different methods. 
In (Shukla, 2013) the author compares two approaches that have been used to model the energy 
sector: top-down (macro-economic) and bottom-up (techno-economic) models. Some top-down 
models are based on computable general equilibrium theory, assuming perfect market equilibrium 
conditions, and often only representing monetary flows and no physical flows of energy or other 
commodities. Other types of top-down models are statistical models that forecast demand also based 
on economic variables but also other variables of interest. An example of this is the model of peak 
half-hourly electricity demand forecasts developed by (Fan and Hyndman, 2013) for Queensland. 
Using data from AEMO (Australian Energy Market Operator) over more than 10 years, the authors 
have developed a model that includes temperatures, calendar effects, demographic and economic 
variables. These forecast distributions are done using statistical methods based on understanding the 
past to predict the future over the whole of Queensland. While geographical variability is considered 
in terms of temperatures at three locations, no other local information is used. 
Bottom-up models that are based on techno-economic perspectives and often reflect technological 
progress follow two kinds of computational frameworks: optimisation and accounting (Shukla, 2013). 
Optimisation models such as MARKAL have been used for the purpose of energy technology 
research and development planning (Rath-Nagel and Stocks, 1982). Accounting models, which are 
driven by exogenous assumptions about the energy demand and supply, are often carried out to 
quickly assess the impact of policy options, as well as for back-casting, to find a pathway to achieve a 
set of future goals (Shukla, 2013). 
While technological change in infrastructure has traditionally been modelled using optimisation and 
equilibrium models, agent-based modelling, which is a bottom-up approach, has recently gained some 
popularity for its capacity to see "what could be" under different scenarios rather than "what should 
be" which is what optimisation brings (Ma and Nakamori, 2009; Veneman et al., 2011). Agent-based 
modelling is well suited to capture the actions and interactions of the different elements, or agents, 
that form a complex system. Different traditional approaches are commonly used for modelling 
complex systems which include but are not limited to systems dynamics, discrete-event simulations, 
participatory simulation, Bayesian networks, knowledge-based models, statistical modelling and risk 
analysis (Kelly et al., 2013; North and Macal, 2007). These techniques have different properties that 
are most suited to some applications; choosing which modelling technique to use can be guided by 
identifying the purpose of the modelling exercise (e.g. forecasting, system understanding, social 
learning), the type of data (qualitative or quantitative), and how space, time and entities (or structure) 
of the systems are conceptualised (Kelly et al., 2013). Using these criteria, agent-based modelling was 
identified as the choice modelling technique for our research for its capacity to capture information at 
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a fine level of detail over space and time using simple rules in the aim of understanding how the 
system responds to changes from the environment and the entities' responses and interactions. Initially 
described as swarms in (Bonabeau et al., 1999), this type of response of the system is described as 
emergence which is a key feature of ABMs. Such phenomenon can also be observed in the context of 
the electricity distribution. Indeed, the interactions of the different actors such as consumers, solar 
panels, and batteries at the premise level can influence the flow of electricity at the zone substation 
depending on their consumption, the environmental conditions and the battery control algorithms 
chosen which adapt to stimuli from the system. This characteristic of emergence is one of the key 
aspects to justify the use of ABM in our research. By describing what happens at the micro level and 
see what happens at a macro level we might be able to avoid "surprises" (Hall, 2011) by being more 
aware of the trajectory the system might take when people are adding more solar panels in some 
specific areas or when new technologies will start to really have an impact (e.g. with the introduction 
of electrical vehicles or small-scale batteries).  
Agent-based models have been mainly used to understand electricity markets when deregulation 
happened and to help better design them (Batten and Grozev, 2006; Conzelmann et al., 2005; Foley et 
al., 2010; Nikolic and Dijkema, 2010; North et al., 2002; Weidlich, 2008; Zhang et al., 2011), 
however its use has lately broaden, with applications investigating the impact different technologies 
and policies (Cai et al., 2011; Chappin and Dijkema, 2010) or demand-side management measures 
(Boait et al., 2013) might have on the system as a whole. In the context of this research, understanding 
the impact of technologies on the distribution network where the physical infrastructure is represented 
is important. Few studies have been published that model both the infrastructure of the distribution 
network and the actors impacting it using agent-based modelling (Cai et al., 2011; Institute for Energy 
and Transport, 2014), however in the case of (Institute for Energy and Transport, 2014) it is unclear at 
this stage how the agents and the infrastructure are modelled. The work presented in this paper 
belongs to this class of research, which it extends by assessing the impact of a larger range of 
technologies that can impact the functioning of the distribution grid. 
Rooftop photovoltaic (PV) and electric vehicles (EVs) are two technologies of interest when it comes 
to assessing the technologies that are impacting our distribution grid (e.g. PV), or have the potential to 
(e.g. EV). These two technologies can be used together in order to support the network, as 
demonstrated in (Alam et al., 2013) where storage devices, using adapted charging/discharging 
strategy, in partnership with PV can mitigate the impact of voltage rises when high levels of PV are 
installed as well as to support the evening peak load. As PV has been in place for some time now, it 
has been quite extensively studied (Pezeshki et al., 2011; Tonkoski et al.); however, EV is a more 
recent technology and less is known. Nonetheless, a few studies on the potential impact of EV in 
Australia and the necessary changes that will be required on the power networks exist (Dow et al., 
2010; Higgins et al., 2012; Paevere et al., 2014; Ustun et al., 2013). These show that EV will have a 
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significant impact on the distribution systems that the distribution companies need to take into 
account. Indeed, the addition of two EVs on the distribution network would correspond to the addition 
of one new house to the neighbourhood (Dow et al., 2010), and because 85% of Australians own a car 
with 60% of household having 2 or more cars, this means that a full migration to EV would 
correspond to a 30% rise in the number of houses in a neighbourhood. This is not negligable, 
especially since these EVs might influence the peak household electrical load in a greater manner, 
depending on the charging modes (Paevere et al., 2014), which in turn will impact the distribution 
grid (Ustun et al., 2013). Knowing where these EV might be taken up can be informed from uptake of 
EV studies over highly granular geographical areas (Higgins et al., 2012) which provide electricity 
providers with a better insight into where to focus their efforts. However, these results do not link to 
the infrastructure, which is important for the planners to size the network appropriately, as already 
noted back in 1999 in a report for the European Commission that calls on expanding models beyond 
energy-environment-economy models to include network structure and agent behaviour (Grohnheit, 
1999). Some work has been undertaken to understand the impact of EV using controlled and 
uncontrolled charging at the feeder level (Dow et al., 2010), showing that the distribution system 
started having problems at penetration levels of EV below 5% for the uncontrolled scenario. 
Following their results, the authors concluded that the impact of plugin electric vehicles (PEVs) on 
the different areas of service should be understood by the utilities, and that PEV adoption rates could 
be predicted to support planning of required additions, on a local-area basis. 
From these different studies, it is higlighted that there is a need to model the impact of technologies at 
a fine level of detail in terms of space and time, and that these models need to have their demand 
linked to the network infrastruture. The work presented in this paper fills this gap, where an analysis 
is done at a local level and the infrastructure is taken into account. The impact of two technologies 
(EV and PV) is assessed using agent-based modelling, which is a technique that has proven to be 
useful when modelling technological change in infrastructure. 
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4 Overview	of	the	agent‐based	model	framework	
MODAM, a simulation environment, has been developed to support agent-based modelling of the 
impact of different trajectories of consumption at different locations of the electricity distribution grid. 
This tool was built with the requirements of flexibility and extensibility so that a large number of 
models and simulations could be created during the research project, but also to permit existing 
models to be used, and new models to be created by others, beyond the timeframe of the project. 
Before deciding on the implementation of MODAM, two existing software systems, Repast (Argonne 
National Laboratory, 2014) and MASON (Luke et al., 2005) were used to implement our modelling 
and simulation application. They however showed limitations in regards to some of our requirements, 
especially in the way the simulations are setup. Both systems have a central location for the setup of 
their simulations where a modeller needs access to the code, when one of our aims was for a planner 
to run simulations on a daily basis without the need to program or access code. Further, our need for 
quick assessment of the impact of different technology and behaviour options on the network meant 
that many options needed to be handled not only for the data but also the sub models, which can 
quickly become complex when having all these options described in a central location. Additional 
details regarding our choice in developing MODAM and how this is done can be found in (Boulaire et 
al., 2015). A concise description of the system is given here. 
The simulations performed with MODAM are discrete time simulations, using synchronous (time-
stepped) time advance mechanisms where a model proceeds in half-hourly timesteps. The agents 
described in the models are heterogeneous agents, as they perform different roles and are subject to 
different objective functions, which are represented by simple rules. Individuals know their own 
characteristics that are influencing their own output values, as well as the environment they are in and 
the other agents they are interacting with. Agents are also influenced back by the environment they 
are in, and the agents they interact with. Interactions are modelled explicitly at the individual level 
and each entity knows what environment it is in, and the other entities it is connected to, through an 
underlying network structure representing the distribution network. 
As the model will evolve through the actions and interactions of the different agents, that is, in an 
endogenous manner, exogenous scenarios can also be implemented to influence the system. These can 
be developed as models to be input to the simulation, or they can simply be parameters to the model. 
MODAM's architecture and the models built using it were developed following a modular approach. 
This means that the software framework was developed following practices from component-based 
software engineering (Szyperski, 1997), where the different functionalities of the modelling and 
simulation framework were separated (e.g. separation of the simulator, the model, the user interface 
and the databases). Further, the development of the model representing the electricity network under 
study was built so that the different agents created in distinct components are weaved together to form 
 	 Page	
10		
a homogeneous model at simulation setup only. This is done in an automated manner within 
MODAM, and a modeller needs only calling the different components of interest for the study, which 
contain the description of the agents' characteristics and rules without having to code;  see (Boulaire et 
al., 2013, 2015), for details on the compositional implementation of MODAM. When extending the 
model, a programmer will implement new agents in independent components, or plugins, following 
the system's processes so that these can be weaved together in an automated manner at runtime. These 
agents can also have some of their information populated through data providers that can also be 
developed in separate plugins. This approach was taken so that a non-programmer could develop 
different models and simulations with different types of agents that not only have different input 
values but also different structures (agents placed differently over the networked structure, as well as 
with different behaviour logics). Further, it was developed so that the model follows the principle of 
"start simply, verify, validate and grow the model" as mentioned in (Banks and Chwif, 2011), where a 
base model can be built, verified and validated over smaller time intervals during the project life, 
continually extending as information becomes available while providing confidence on the way it is 
developed. This approach has the additional benefit that the model can continue on expanding beyond 
the timeframe of the project to make management decisions when new technologies are becoming 
adopted by consumers. In this case, a programmer would need to implement the new technologies as 
agents, but they would not need to go into the previously written code and would simply add the class 
of agents to the model, and if required, the data providers to populate them. 
Below, in Table 2, are described the different elements currently implemented in the network model 
within MODAM. Two entities can be distinguished here that compose an agent: the assets and the 
behaviours. The assets are the different physical entities that form the underlying network structure. 
The behaviours contain the sub models and private data on which they make their decisions. The 
behaviours are not bound by structure directly but access the underlying network through their asset. 
This separation of assets and behaviours resulted from the requirements of extensibility and 
flexibility, which allowed breaking down further the independence of the implementation of 
behaviour and data population. Each of these assets and behaviours can be defined within distinct 
plugins. Depending on the aim of a simulation, only the plugins of interest will be called upon at 
simulation setup, and within each of them only specific classes of behaviours, for example, may be 
selected. This is the case for example in this paper, where not all assets and behaviours described in 
Table 2 will be used. Battery agents (battery assets with their associated battery strategy and control 
behaviours) are not part of the simulation, for example; however, they are still available in the 
definition of the model and can be called upon for another type of simulation. The simulations can be 
populated using different datasets, which can inform the number of agents and their characteristics 
that will be part of a model on which to run simulations, as well as the network on which they will be 
performed. In addition to the agents' actions and reactions, these can also be subject to the 
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environment, described in Table 3. The weather information is used by a few agents to inform their 
behaviour, such as rooftop solar PV or premises whose consumption will vary depending on the use 
of technologies with seasonal influence (e.g. air-conditioners, or heaters). Finally, different types of 
networks can be modelled: medium or low voltage, as well as Urban (3 phase) or SWER (Single 
Wired Earth Return) networks. 
Assets Behaviours with sub models 
Network Assets: 
 Bus; 
 Transformer; 
 Switch; 
 Line 
Load model: 
 Load summation model; 
 Global voltage analysis algorithm (load flow) 
 
Premise Assets Load model: 
 Based on historical data from individual 
premises;  
 Weather-driven model; 
 Historical data from feeders; 
 Combination 
Battery Assets: 
 Grid Battery; 
 Premise Battery 
Battery Control 
 Fixed Time of charging and discharging; 
 Variable times learnt from previous data; 
 Communication to feeder; 
 Independent from network 
Battery Strategy 
 Constant Discharge; 
 Load Following 
Solar Assets: 
 Rooftop Solar PV Assets 
PV output model 
 Weather informed; 
 Based on historical data 
Electric Vehicles Assets 
 Battery EV, Plugin Hybrid EV 
Charging method 
 Controlled charging; 
 Uncontrolled Charging 
Table 2 - Assets and behaviours, forming the agents currently implemented in MODAM. An asset can have one or 
many behaviours to describe its rules that can be used in combination or independently. 
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Environment 
Weather information  Historical data from Bureau of Meteorology; 
 Typical Meteorological Year (TMY) 
Network Type  Low voltage, Medium voltage; 
 Urban network, SWER (Single Wired Earth 
Return) network 
Table 3 - Environment data the agents evolve in. 
 
Thanks to the separation into different plugins, the agent-based model can be extended quite easily 
when new technologies or policies need to be added; and many combinations of behaviours can also 
be trialled and compared to see the impact they might have on the system overall. At this stage of our 
implementation, more than 7,000 combinations of behaviours are possible, which is rather a large 
number to test. To ensure that we systematically tested these combinations, we used the pairwise test 
design strategy (see http://www.pairwise.org - we used the 'Jenny' tool) to check that each pair of 
compatible modules and options were tested together. In addition, unit tests are performed on every 
class created in their own plugin for model verification, ensuring the correctness of the implemented 
operations that each agent is subject to. Validation of the model is also performed using quantitative 
methods (Bennett et al., 2013) where simulation outputs are compared to recorded data for different 
metrics. This is done at the unit level for modules that can be used individually (e.g. for the solar 
panel module), or/and by combining some modules to represent a given system (e.g. for a low-voltage 
network, such as a street, for which household consumption and solar panels are modelled). In both 
cases, simulated outputs were compared to actual records, which are time-series of the state variable 
of interest. The assessment was done at the agent level, or at another point within the network which 
was the result of the aggregation of a pool of agents (e.g. at the transformer or feeder level). 
Quantitative methods such as direct value comparison were performed (scatter plots comparisons, or 
other metrics such as mean, range, variance) as well as qualitative methods where expert opinion was 
obtained from the project partners. This qualitative assessment had the additional benefit of enhancing 
communication with the partners and refining the requirements of the model. 
Depending on the simulation, the number of agents varies, but the framework is set as a large-scale 
ABM where thousands of agents can co-exist. As the simulation runs, population dynamics emerge, 
which are observable thanks to the definition of different types of state variables. Examples of these 
are the load, the real and reactive voltages, and the real and reactive currents, which inform the state 
of the network at each node in the network over a given period as chosen by the user. Stochasticity in 
the simulation is obtained through the allocation of load profiles for individuals, as well as location of 
some new technologies such as PVs, electric vehicles, batteries... Load profiles from actual records 
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were used as input to the model and allocated randomly to the consumers located at the leaves of the 
network. The random allocation was however guided according to some criteria so that it was as close 
to reality as possible. The location and type of technologies can also be done in a random manner, 
through the guidance of socio-economic criteria over the areas. 
The state variables can be observed as the simulation is running, via inbuilt facilities to graph any 
variable of interest, and they can further be used for different types of assessments post-simulation, as 
well as input to other types of models, because they can be saved in csv files. As an example, load 
data at each transformer over the simulation period is used as input to an optimisation program that is 
run as part of this project, to find out the most economical upgrade and extension of the distribution 
network.  
As can be seen here, many types of simulations can be performed. The following section describes in 
detail how four simulations were built using this framework, and details of the results are given. 
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5 Using	MODAM	to	model	technological	change	in	infrastructure	
This section gives a detailed example of the use of MODAM. A scenario, developed by the Future 
Grid Forum (FGF) (CSIRO Future Grid Forum, 2013), was chosen as our input to the ABM, and 
further developed into four simulations in the aim of understanding how this possible future might 
impact the distribution network, depending on where and how technologies are used. The initial 
scenario is first described in this section along with how it was extended to describe the four 
simulations, run on areas of Ergon Energy network in Townsville. Then, a description of the system is 
given and the simulation set up requirements, followed by an explanation of how the scenario from 
the FGF was interpreted to become input to our ABM simulations. A description of the system 
evolution and the impact assessment highlighting the benefit in using an ABM simulation for 
assessing the impact of new technologies on the electricity distribution grid are finally given. 
5.1 Description	 of	 four	 simulations	 derived	 from	 scenario	 "Rise	 of	 the	
Prosumer"	of	the	Future	Grid	Forum		
The Future Grid Forum was created in 2012 with 120 representatives of every segment of the 
electricity industry, government and community, to study and review the drivers of change in the 
electricity sector, in a whole-of-system approach for Australia. The outcome of the FGF consists of a 
report that describes 4 scenarios with distinct options, which are not mutually exclusive. The 
economic impact they will have as well as which sectors are most likely to be impacted by each of 
these is also given. Based on their output, we chose to use scenario B as input to our ABM. 
This scenario, called "Rise of the Prosumer", expects that customers will be more involved in the 
design of their product for their own needs. It was translated in terms of technology in the electricity 
sector to a rise of on-site generation of electricity, using rooftop photovoltaic (reaching a capacity of 
46% by 2050), and an increase in the number of electric vehicles (reaching 27% of the vehicle fleet by 
2050). This shift in attitude and technology uptake is expected to lead to a decline in centralised 
power generation and a rise of the importance of a distributed system, where the customer is at the 
centre of the system, where they consume, trade, generate and store electricity. 
This scenario was chosen for our case study because of its decentralised nature in terms of technology 
uptake, and the fact that individuals' behaviours in using these technologies might cause unexpected 
outcomes at the system level. The strength of the agent-based model lies in the fact that it is capable 
of taking into account individuals' decisions (the agents), which are here the customers behaviours, 
and seeing what might happen at the system level (the network or parts of it) when they all are acting 
and interacting with one another. Finally, because these are new technologies for which we have no 
data to draw from to understand what their impact might be, they suit very well a need to be modelled 
using ABM. 
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While scenario B only has one set of hypotheses, the impact of it unfolding might have different 
consequences depending on where it was to take place, as well as how these technologies might be 
used. As such, we created four simulations from it, where two different networks, and two types of 
charging methods, which could be the results of a policy, are considered. 
Simulations were done over two areas in order to understand the geographical implication of a 
variation in impact of the same behaviour. This illustrates the fact that the location of uptake of a 
technology in the network matters, as in some areas drastic changes might be observed, while another 
area might not be affected at all. The two areas that were selected in Townsville have distinct 
characteristics in terms of load profiles: 
‐ Townsville Central has its load dominated by commercial customers (residential premises 
represent 26.6% of the load, commercial ones 67.6%, and industrial ones 5.8%); 
‐ Townsville Residential has its load dominated by residential customers (residential premises 
represent 72.8% of the load, commercial ones 25.1%, and industrial ones 2.1%) 
Simulations were also run when changing the charging methods for the electric vehicles which might 
have a different impact on the peak load at each of these two locations: 
 Uncontrolled charging of EVs, where the EVs start charging as soon as the vehicle gets to 
the premise; 
 Controlled charging of EVs, where the charging will start only between 8pm and midnight. 
In both methods, it was assumed that the EV battery would be used for charging only, after the end of 
the vehicle trips for each day, and that the vehicles would charge through the night until the battery is 
full. The constraint on controlled charging start time (8pm to midnight) was chosen such that 
additional load to the peak load (between 4 and 8pm) would be avoided, and that charging would 
finish before 7am the following day, ensuring that EV users would have a full battery before starting 
their activities. 
In summary, from the initial scenario B of the FGF, four cases were further developed to capture the 
spatio-temporal characteristics of electricity consumption at a fine level of detail. Where and how the 
technologies are being used might impact the network in very different ways, leading to different 
planning and management requirements that the distribution network providers need to be aware of. 
5.2 System	Description	‐	Setting	up	the	simulations	
Setting up these four simulations was done using the plugins provided by MODAM. Different plugins 
and data providers were required to set up the agent-based model, based on the descriptions from 
Table 2 and Table 3. These can be summarised as follows: 
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 Baseline Information for Townsville  
o Baseline network information describing the assets on the network (transformers, 
switches, lines …) and the premises (of type residential, commercial, industrial) and how 
they are related to one another (topology) 
o Baseline load at individual premises that are informing the behaviours of the agents 
using three input parameters 
 Half-hourly interval demand curves chosen using a combination of historical 
records of individual premises, feeder profiles scaled to premise electricity 
consumption, and a weather-dependent model. This combination of load data will 
vary from one network to another, depending on the available data and their 
characteristics; 
 Yearly overall electricity consumption for each premise over the network; 
 Yearly growth rates. Overall demand growth was modelled using the expected 
peaks loads at 10 PoE as reported in (Ergon Energy, 2013) for the years 2013-
2019, and extrapolated for the remainder years of the simulation period. 
 Scenario specific information 
o Rooftop PV  
 The rooftop PVs were added to the base network, where individual devices were 
assigned to premises according to rates of uptake and socio-demographic 
characteristics at the premise location. A large number of PV types (with varying 
size, tilt and azimuth) were created with the view of capturing the diversity in the 
premise orientations and system installations over Townsville; 
 the half-hourly output for each system was calculated using a weather-dependent 
model where temperature and cloud passage over the device was modelled, as 
described in (Boulaire et al., 2012). 
o Electric Vehicle 
 Electric vehicles were added to the base network, where individual devices were 
also assigned to premises according to rates of uptake and socio-demographic 
characteristics of the premise location. Two types of EVs were considered: a 
plugin-hybrid (PHEV) with a capacity of 16kWh and a Battery EV (BEV) with a 
capacity of 25kWh; 
 Time-based load for each system was calculated using a probability function on 
time of arrival at the premise and state of charge prior to charging. Data on home 
arrivals were extracted from (Verdant Vision, 2012), using the Verdant data only 
for the case of uncontrolled charging. In the case of controlled charging, the start-
charging times were chosen randomly, spread between 8pm and midnight. Data 
on state of charge were extracted from (Smart Grid Smart City, 2012) which had 
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two datasets, one for residential fleet charging and one for commercial fleet 
charging. For both these parameters, probabilities for different times of arrival 
and state of charge were given. These were used to build a cumulative density 
function from which a value at each new day was obtained by applying the 
roulette wheel selection method. 
  The charging power was set at 3.6kW, being the level 1 for EV charging as 
described in (AEMC, 2012) which corresponds to a residential charging station 
(15 amps). 
 Weather information - weather data are used in a few of the models (baseline load, rooftop PV 
output) and influences the behaviours over time (seasons). Historic weather patterns for 
Townsville were replayed during the simulation to ensure realistic variations. 
A description of the creation of the input data specific to the scenario is given below. Pre-processing 
of data was performed and became the input to the model, which defined how the PV and EV 
allocation was done over the distribution network. 
5.3 Exogenous	 scenarios	 as	 input	 to	 the	 simulations	 ‐	 temporal	 and	
geospatial	allocation	of	rooftop	PVs	and	EVs	over	the	network.	
Two types of exogenous parameters from scenario B of the FGF were required. These parameters, 
which are models of uptake of technology over a certain region, were pre-processed and used as input 
to the simulation. 
Understanding where EVs are likely to be recharged is important from the point of view of the grid 
operator as they might have more or less impact on the planning of the grid. Indeed, if many EVs are 
purchased by people living in one area connected to the same distribution transformer, this 
transformer might become overloaded at times. This might lead to a need for network upgrade for its 
safe and reliable operation. However, if the EVs are uniformly distributed over the network, while 
charging might create a new distinct pattern in the daily or weekly load, their impact might not be as 
problematic for the distribution network. The same is true for PVs which might create rises in 
voltages if the output exceeds the consumption requirements in a low voltage network. 
5.3.1 Temporal	and	spatial	allocation	of	rooftop	PVs	to	premises	over	Townsville	
The temporal and spatial allocation of rooftop PVs to premises over Townsville was done following 
three steps: 
1. Creation of a map of the expected numbers of installations of rooftop PVs in Townsville at the 
SA1 level (Statistical Area level 1) for each year over the 2012-2050 period. 
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 An uptake curve of rooftop PV for Townsville was created using actual data extracted from 
(Clean Energy Regulator, 2014b) and forecasts for rooftop PV installed capacity from 
(AEMO, 2012) for Queensland. 
 These uptake rates were then applied to Townsville's statistical areas level 1 (SA1) as defined 
by the Australian Bureau of Statistics (Australian Bureau of Statistics, 2010) using criteria 
regarding the housing types. Further, using saturation criteria from which the uptake curves 
were derived (AEMO, 2012), the number of candidate houses for PV installations in each 
SA1 was calculated as "the number of occupied, detached houses, plus 30% of other dwelling 
types" multiplied by the percentage calculated in the uptake curves. Additional allowances 
were made for commercial premises from our data, where 30% of commercial premises 
became candidates for PV installations. 
 
Because the number of occupied detached houses varies from one SA1 to another, allocation of PVs 
following this criterion creates diversity across Townsville. Figure 5-1 shows two maps of installed 
rooftop PVs over the SA1s for 2020 and 2032. The different colours indicate the range of rooftop PVs 
that are expected to be installed over time, showing the diversity over space. 
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Figure 5-1 - Expected Number of Rooftop PV Installations for Townsville for 2020 and 2032 at the SA1 level 
 
2. Creation of the PV systems characteristics to be assigned to the premises over Townsville. A file 
of 1,000 rooftop PVs was created with the view of capturing the diversity in the premises 
orientations and systems installations. 
 PVs were created with varying values for their DC rating, their array tilt and azimuth which 
were sampled from distribution functions created from datasets using (Clean Energy 
Regulator, 2014a), (National Renewable Energy Laboratory, 2012) and (National Renewable 
Energy Laboratory, 2014). 
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3. Allocation of PV systems to premises within each SA1 over the 2012-2050 period. 
 Within each SA1, premises described in the topology file from Ergon were chosen randomly 
to match the expected number of PVs to be installed in each year. To those selected premises, 
a PV asset from the 1,000 different types created was allocated in a semi-random manner. The 
selection of the PV was done on its size influenced by the energy consumption of the premise, 
known from the annual billing data. The allocation of the PVs to the premises was done by 
separating the billing information into 4 groups of consumption, as well as creating four 
groups of PV installations according to their size. This followed the assumption that premises 
with higher electricity consumption, which are often those that are the biggest in size, will 
more likely have the biggest size solar panels (to offset their usage from the grid, but also 
because they are more likely to have more roof space on which to install more solar panels). 
While the pool of PVs for residential premises covered the four categories, those for 
commercial premises were limited to the class with the largest PV sizes. 
From these calculations, the input to the ABM simulation was a dataset containing the information 
about which PV was installed to which premise in which year over the simulation period. 
5.3.2 Temporal	and	spatial	allocation	of	Electric	Vehicles	to	premises	over	Townsville	
In a similar manner to the rooftop PV systems uptake, the input to the simulation for electric vehicles 
was created using a wide range of resources, and following three steps: 
1. Creation of a map of the expected numbers of EVs in service in Townsville at the SA1 level for 
each year over the 2012-2050 period. 
 The total number of EVs in service for each year for the whole area of Townsville was 
calculated. Take-up rates of EVs in Queensland were calculated, as a percentage of total sales 
using the predicted number of EV (BEV and PHEV) sales and all vehicle sales for 
Queensland based on the central scenario from (AECOM Australia Pty Ltd, 2012), 
information about demographics (expected population growth for Australia (Queensland 
Government, 2011)), and expected number of vehicles per 1,000 people in Australia 
(International Energy Agency, 2014). These rates were then applied to Townsville and 
converted to estimate the number of new EV sales in each year. The rate of vehicle renewal 
was then taken into account, which was chosen as 10 years, to get the total number of EVs in 
service in each year. Finally, this was converted to the number of new EVs and the percentage 
of EVs in service in each year. 
 The uptake of the EVs was modelled at the SA1 level using demographics information in the 
view of capturing those customers who might purchase EVs. From (AECOM Australia Pty 
Ltd, 2012) it is expected that EV purchases will be observed in spatial clusters in the early 
years, where take up will most likely happen in urban and major hub areas, followed by an 
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uptake by early adopters "who are typically characterised as having higher incomes, higher 
levels of education, and being more technologically and environmentally aware". 
Consequently, data about income was extracted from the ABS census data at the SA1 level, 
so that EVs were assigned first to these areas that are likely to have early adopters. According 
to Roger's Bell curve that captures the technology adoption lifecycle, early adopters are the 
first 16% buyers of the market. After 16% of EV uptake, which corresponds to year 2028 in 
our dataset, it was assumed that anyone, regardless of their income was a candidate to 
purchase an EV. Different models of uptake were trialled, and one was kept where EVs are 
taken up firstly in the SA1s that have the highest proportion of high incomes, and limited to 
the people who have high incomes; high income earners were chosen as those greater than 
$78,000 a year, which is above the average Australian wage. 
This model's map first shows spatial clusters of adoption, where the high income earners happen to 
be. Then the EV adoption spreads to the high income earners in the SA1s that have a lower proportion 
of high income earners, until all the SA1s become candidates to receive EVs, as they become widely 
adopted (43.9% of new sales). The allocation of the EVs over time is shown on Figure 5-2 for 2020 
and 2032. The clusters of EV adoptions are initially localised, as indicated by the light green regions 
in 2020, which also indicates where the high income earners are; then all the SA1s have EVs 
purchased, but clusters of higher numbers can still be distinguished, with red patches in 2032. 
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Figure 5-2 - Expected number of electric vehicles in Townsville for 2020 and 2032 at the SA1 level 
2. Creation of the EVs characteristics to be assigned to the premises over Townsville. Two types of 
EVs that are representative of a BEV and a PHEV were considered, similar to those described in 
(Paevere et al., 2014). One battery was assumed to have a capacity of 25kWh, representative of a 
BEV, and the other to be 16kWh, representative of a PHEV. For both, the charging power was set 
at 3.6kW, being the level 1 for EV charging as described in (AEMC, 2012) which corresponds to 
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a residential charging station. This value was set as the inverter rate for both batteries, to be used 
in the algorithm for the charging regimes. 
3. These two types of batteries were then allocated according to the proportions of expected EVs and 
PHEVs described in (AECOM Australia Pty Ltd, 2012) in a random manner to the premises that 
had previously been selected as candidates for an EV according to their income (step 1). 
A file was finally produced that contains the allocation of a BEV or PHEV battery to a given number 
of premises within a SA1 according to their likelihood of having purchased it from their income level. 
That file was later used as input to the ABM simulation. 
5.4 System	evolution	‐	running	the	simulations	
Four simulations were then run with the models for uptake of EV and PV described above as input.  
These simulations were done for Townsville over the 2013-2032 period. 
As the simulations were done over two distinct zones in Townsville, the number of agents varied from 
one simulation to the other. For Townsville Central, 16,365 premises were simulated using three 
modes of load where 65% of the load was based on historical individual premise load profiles, 10% of 
the load was simulated using feeder historical data and 25% using the weather-dependent model. This 
choice of model weight was based on the types of premises making up this area, so that most 
residential premises (representing 26.6% of the load) would be using the weather-dependent model 
that was developed from the analysis of residential consumption data, and the larger portion of the 
dataset would be using historical data. Finally, 10% of the loads were chosen to be using feeder 
historical data to provide some uniformity in the final simulated load. For any of these load modelling 
techniques, each premise had its half-hourly load scaled so that its yearly electricity load 
corresponded to the one reported in the billing information as supplied by Ergon Energy. A growth 
factor was also applied to these loads according to the expected average and peak load growth of each 
feeder over the simulation period, as provided by Ergon Energy. In addition, some of these premises 
had a PV and/or an EV influencing their base load. As such, 5,675 EVs and 5,853 PVs were assigned 
to the premises over the 20 years of the simulation period. In total, this network simulation resulted in 
56,288 agents having their load simulated either as it is consumed (e.g. at the premise) or flowing 
through (e.g. transformers, switches, lines…). 
Similarly, for Townsville Residential, 25,797 premise loads were simulated, with 11,009 PVs and 
11,987 EVs being added to the network over the years. The simulation resulted in 100,428 agents, 
including premises, PV and EV agents, as well as the different network agents (lines, switches, 
transformers, buses). 
The simulations were run as a sequential program on an i7-2620M CPU, and took between 20 and 75 
minutes per simulated year, depending on the network size and the EV charging method. 
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Outputs of the simulations were saved in csv files for various nodes of interest in the network for each 
of the years of the simulation period. As an example, the simulated data was aggregated for each of 
the areas of interest, as well as for each of the zone substations as described in the Ergon files, for the 
peak week and for each ½ hourly timestamp over the simulation period. Half-hourly load for each 
transformer was also saved to investigate the variation on the load over space and time. This data was 
used first for the model performance assessment discussed below, as well as the simulations 
assessments. 
5.5 Model	performance	assessment	
As mentioned in section 4, the different modules of the model have been subject to verification and 
validation with an initial set of data. However, because MODAM allows different types of input data, 
and a large number of modules combinations, these might influence greatly the output of the 
simulations and might lead to unreliable outcomes. Consequently, assessment of the model 
performance is required for each of the created models using MODAM. Because of the setup of the 
simulations described above, two types of validation were required: validation of the input data to the 
ABM model (exogenous model) and validation of the output of the ABM simulations. These were 
done following the different steps described in (Bennett et al., 2013). 
The validation of the exogenous model was done for PV installations by comparing data from our 
model to recorded data available from the Clean Energy Regulator website (Clean Energy Regulator, 
2014b) at the postcode level. Our model estimated the number of solar panel installation for each year 
and each SA1, which are contained within a postcode; an aggregation of our model data was then 
done over a table of SA1-postcode correspondence. The number and capacity of PV installations from 
our model were compared to the recorded ones for 2012-2014, and showed that our model 
underestimated the number of PV by 7.8% and capacity by 9.6%. This underestimation might be 
caused by the household data at the SA1 level from which our model was built, as only data for 
premises in 2011, which is the year of the census, was used. Townsville being a growing city, the 
number of newly built houses has increased over the last few years, with a majority of newly-built 
premises being individual houses, which would have been candidates for PV installation in our model. 
Despite this difference in results, this model was considered reasonable, keeping in mind that 
improvements for its next version will include newly built-houses. 
For EVs, however, it was not possible to validate the model with actual records because of the lack of 
data due to the still very limited take-up of these technologies. 
In both cases, the input data for EV and PV will gradually be replaced by actual data as they become 
available, while projections for future uptake will be refined over time with new models. Such update 
to our model is facilitated thanks to the modular approach to our implementation. 
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Validation of our ABM was done for the first year of our simulations which is the benchmark year, 
the other years being projections. This was done by comparing the state variable from the simulation 
to recorded data at the feeder level. While some of this feeder data is used for the calibration of the 
model, its ratio is of 10% to the rest of the data which is reasonable for meaningful comparison. 
Different metrics were used, which compared the simulated chronological demand curves and the 
load duration curves (curve of loads over a year ordered in decreasing order) aggregated at the feeder 
level with actual measurements for the same feeders, as well as their peak load.  
Figure 5-3 shows the simulated and actual load for one feeder over the month of January as a 
chronological curve, and the load duration curve for the whole year, for that same feeder. The degree 
of accuracy varies over the month in the chronological curve; however, the shape within the days and 
the weeks is respected, with the weekends having lower consumption intensity than the weekdays. 
While some peaks days during the month of January haven't been captured, the load duration curve 
shows that the general shape of the load has been quite well estimated. The difference between the 
model peak load and the actual one resulted in an underestimation of 11% from our model. 
 
Figure 5-3 - Comparison of load data measured at a given feeder and simulation output - chronological and load 
duration curves 
This type of validation was undertaken for all the feeders over the area of study, which highlighted 
problems in some of the data, with missing information about premises attached to a feeder for some 
areas, as well as unexpected changes in the collected data when load has been shifted from one feeder 
to another for example, for management reasons. Overall, our simulations underestimated the peak 
load by 33% for the benchmark year. While this variable shows a larger difference than hoped 
between the simulated and observed data, considering the difficulty in predicting peak consumption 
because of the many factors causing it, it was considered acceptable for now. Further, for future years 
in the simulation, a growth factor was added to the model to adjust the peak load. These were 
compared with the modelled peak load from Ergon Energy and differed by 2%, which is reasonable. 
Overall, while it would be beneficial to obtain more reliable input data as well as further refine the 
model to obtain more accurate peak load predictions, the current model has allowed understanding the 
current network better. Further, it allows having a discussion about the different areas of concerns in 
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one single picture where the interactions of the different components have been taken into account. 
From this broad view picture, areas of interest can be further investigated by the planners. 
5.6 Impact	assessment	of	the	simulations	
Large amounts of data were produced by the simulations, enabling many different assessments of the 
impact of scenario B of the FGF to be done. This section describes a few of these results, highlighting 
the capacity of these agent-based simulations to provide an understanding of what might happen over 
a system as a whole as it evolves, as well as at a fine level of detail over time and over space. 
5.6.1 Impact	assessment	at	the	system	level	
The simulation outputs provide overall trends over the years at the system level which can be useful to 
analyse in order to understand how the system as a whole has evolved. As an illustration, Figure 5-4 
shows the average daily load for each network in 2032, under the two EV charging methods. We can 
see the very distinct patterns of a commercial load and a residential load, which are dominating these 
areas. Also, the influence of the high penetration rate of PV (47%) and EV (19%) in 2032 is 
noticeable. The commercial load, whose pattern has the characteristic of being flat during the day, has 
had its shape slightly modified. The load has been reduced during the day in a flat manner thanks to 
the PVs, consequently lowering the peak load; however, a peak has started to appear in the evening as 
a greater number of electric vehicles are starting to charge around 6pm, in the case of uncontrolled 
charging. The residential load however has kept a similar pattern to its base load pattern (with and 
without these technologies), but the evening peak has been accentuated with the addition of EVs, in 
the case of uncontrolled charging. 
(a) (b) 
Figure 5-4 - Daily load overage over a zone with a predominantly commercial load (a), and a residential zone (b) 
Graphs like these are interesting to understand the overall behaviour of these technologies over a year 
and for the whole system under study and can provide different types of useful information. As an 
illustration, they can also be used to calculate the greenhouse gas emission reductions when a certain 
technology uptake increases, as the overall electricity consumption over a year can be calculated. 
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For other purposes, however, such as when planning a distribution network, the metric of interest is 
the peak load. Because we are interested in this purpose, the peak load was further analysed and 
discussed in the rest of this paper. 
Peak Load 
Similarly to the previous example, the peak load was investigated over both areas for each of the 
years. An example of the peak day for Townsville Central is shown in Figure 5-5 for three years that 
have increasing percentage of PV and EV uptake, comparing the two charging methods for EVs. 
Because these graphs are peak days and not an average, and because they are derived from actual 
records, they can show at times differing patterns, as is the case for example for 2030 which shows a 
sudden drop around 10am. This might be due to a sudden interruption in service delivery over a small 
area of the zone for example, as captured in the historical data, which could also happen in the future. 
 
Figure 5-5 - Peak load over Townsville Central Zone simulated for 2019, 2024 and 2032. 
In Figure 5-5, we can see that regardless of the charging method we have a reduction in the peak load 
for Townsville Central over all the years of the simulation period. A year of interest is 2030 which is 
starting to show EVs having an impact on the peak load with uncontrolled charging. While the peak is 
reduced with PV and EV (-6.63% of the base load, -5MWh over 30 minutes) , the benefit of PV is 
starting to be reduced as EV charging is starting to impact the peak time (+1.1%), causing the peak on 
that day, and displacing its time from 2.30pm to 5.30pm. 
Having the EVs on the network using the uncontrolled charging method will limit the benefit of the 
PVs in reducing the peak. This is important to understand when each of the technologies are going to 
stop being beneficial in reaching a goal. In this case, it shows that increasing the percentage of PV on 
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the network is beneficial for this area, until EVs are starting to reach higher percentages (19% of the 
fleet) and if there is no policy in place to constrain their charging to different times of the day. As 
such, incentives could be put in place to increase PV installations up to a certain percentage as long as 
another policy ensures that charging of EVs will only happen over certain periods during the day. 
While the shift in peak happened on the same day in the examples given in Figure 5-5, there are years 
for which the peak was not only shifted to a different time of the day but also a different time of the 
year. Understanding how far the peak can be reduced thanks to a policy or a technology is important 
so that their limitations can be understood. Because the simulations are done at a fine level of detail 
over time, it is possible to identify those times when another technology will limit the promised 
reduction of the first one. 
Similar graphs were also plotted for Townsville Residential, but are not shown here. A reduction in 
the peak load was also observed in all the years when using the controlled charging method. However, 
for the uncontrolled charging method, EVs impact was noticeable at lower percentages of EV 
penetration (in 2019, with only 2% of EV). In that case, the time of peak was not shifted to another 
time, but the peak load intensity was aggravated by the addition of the EV charging load. Depending 
on the nature of the system under study, different effects of the technologies can be observed. 
Further to these, graphs of the changes in peak load were drawn, Figure 5-6. These capture how the 
peak load over each area varies depending on the impact of the two technologies added (PV and EV), 
and the method of charging used for EV. In all these graphs, the percentage of variation from the base 
load for both technologies is given: in green is the reduction in peak load due to installations of PV, 
and in purple is the percentage of load increase due to EVs. The combination of the impact of the two 
technologies on the peak load is shown in red. 
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Figure 5-6 - Variation in load when the Zone peaks - Shifts in peak with addition of new technologies over the years: 
PV and EV, and when the electric vehicles have controlled and uncontrolled charging methods, over Townsville 
Central and Townsville Residential. 
We can see in Figure 5-6 that for Townsville Central, the peak of the zone has decreased, whether the 
EV charging method is controlled or uncontrolled, thanks to the presence of PVs. For controlled 
charging the peak changes by an average of -4.3% over all the years of the simulation (ranging 
between -2.9% and -7.6%) and for uncontrolled charging it changes by -3.4% (between -2.4% and -
5%). With the uncontrolled charging method, as the percentage of EVs increases over the network 
over the years, their contribution to the load is also noticeable. This is caused by the charging being 
allowed to happen at any time of the day when an EV gets to its premise and starts charging. In 
addition, the decrease in load thanks to the PVs contribution is constrained by the shift in time of the 
peak, which might now happen at 6.30pm. However, while the EV peaks are starting to be noticeable 
(+1.7% in 2031-32), their effect is sufficiently minor that overall, a decrease in peak load is still 
observed thanks to PVs. 
Different behaviours can be observed however for Townsville Residential. The peak load is always 
decreased over the simulation period with the controlled charging, but the variation in the decrease is 
much lower than the one observed for Townsville Central (average of -1.1% over all the years of the 
simulation). In some years, the change is very close to 0 as the PV contribution is not very strong, 
because the peak is happening around sunset. Further, because the time of the peak is between 5pm 
and 8pm for the residential zone, as soon as the EV charging method is switched to uncontrolled 
charging, the EV contribution to the load leads to an increase of the overall peak load at the zone. One 
important point here is that the influence of EVs on the peak load is happening at very low 
percentages of EV penetration. Indeed, in 2019, we have the first increase in the peak load caused by 
EV, however small (0.13%) and also because the PV contribution could not overcome it. In 2024, 
similarly, PV output has not helped reduce the peak much on that day (-0.14%), but the load increase 
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due to EV (+1.76%), led to an overall load increase of 1.6%. In 2030, again PV output only reduced 
the load by 0.4% and EV increased it by 4.4% which means that the overall increase was 4%, which is 
about an average of 7.5MWh. 
In conclusion, many useful insights into the impact of PV and EV can be gained by assessing the 
results of the simulation outputs over the whole area under study. Thanks to the versatility of our 
model, these results can be used for different purposes, such as to understand the overall reduction in 
electricity demand over a year, or the peak demand. Also, understanding how the reduction in peak 
load is obtained and how the time of peak is shifted gives insight as to how far a given technology is 
able to help reduce the load for a given case. 
5.6.2 Impact	assessment	at	the	asset	level	
While it is interesting to understand how the load is impacted over a whole area, it is also important to 
understand what happens at the different nodes within the network when the load peaks on individual 
assets. This peak might happen at a different time to the zone peak, which is important to know as 
sizing of the equipment by the distribution network planners will depend on the local peak value. In 
this paper, we have chosen to study the distribution transformers further. 
Because the simulation can give the load for each asset for each ½ hour of the simulation period, we 
were able to identify the peak of each transformer in both areas. In a similar way to the graph above, 
the variation in load at each transformer peak was calculated for each year, as a percentage of 
deviation from the base load. These variations were then averaged for each year, and the results are 
shown in Figure 5-7. 
 
Figure 5-7 - Average variation in peak load over the transformers when adding new technologies (PV and EV), for 
Townsville Central and Townsville Residential and two charging modes for EVs 
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Figure 5-7 shows that only in the "Townsville Central with controlled charging" scenario will the 
transformers see a reduction in their peak on average over all the years of the simulation. In the other 
three cases, while the EV penetration rate is still low, the average over all the transformers is negative 
thanks to the contribution of PV; but in the later years of the simulation, the EVs impact the peak of 
the transformers, leading them to increase. Both Townsville Central and Townsville Residential 
transformers see an increased peak on average in 2026 when the charging method is uncontrolled. In 
these cases, the benefit from PV is counteracted by the increase of EV, as it reaches 11.85% of the 
vehicles in service. For Townsville Residential, with controlled charging, EVs impact the load 
negatively in 2032 as the EV rate reaches 21.1%. 
While these observations are still averages over the transformer peaks, it is important to notice how 
wide the standard deviation bars are for all of the graphs, and more specifically for Townsville 
Residential, showing the disparity amongst the transformers within each year. Only partial standard 
deviation bars were shown for clarity reasons in this paper. But, in both the Townsville Residential 
scenarios the standard deviations of the peak shift with EV and PV (red bars) gradually decrease from 
179% in 2013 to around 70% in 2032, as EVs become more common and more uniformly distributed. 
This emphasises the importance of understanding the effect of technologies at the network asset level. 
Indeed, Figure 5-7 shows that even for Townsville Central with controlled charging, there will be 
transformers that will see their peak increasing, even at low percentages of EV penetration. These 
observations are even more important for Townsville Residential, which observes much wider 
variation around the mean because these transformers are peaking around 6pm and 8pm on average. 
Understanding this variation in peak at the transformer is important as this is what can create 
problems on the network, especially as the impact can be localised in terms of time of the day but also 
location in the network. Similar to the problem of voltage rises that have been observed on some low-
voltage networks due to PV outputs during some of the days when load is low, it can be expected that 
the impact of EV charging will be localised. This would further stress the network if they happened at 
the time of the currently existing peak load. Identifying the assets on which such problems might 
occur, and therefore their areas, is helpful to the planners as they can further investigate those areas 
and make more informed decisions. For this, visual assessment of the impact of the technology on the 
network has been done and is presented in the following section. 
 
5.6.3 Visual	assessment	of	the	impact	of	a	technology	on	the	network	
Thanks to the fine level of detail that the simulation output provides, not only over time but also over 
space, it is possible to visually represent how a simulation output evolves over the different assets 
over time. Figure 5-8 shows a map of Townsville Central where the expected number of EVs at the 
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SA1 level are drawn as the background layer, and the transformers are represented as the dots on top 
of these. The variation in the load for each transformer is shown for its peak time using different 
colours, where blue indicates little or no change in peak load and red indicates a large variation (up to 
84%). 
 
Figure 5-8 - Variation in peak load due to addition of EV on the network for each transformer for Townsville Central 
for 2020 and 2032 
As can be observed in Figure 5-8, in 2020 the percentage of EVs in service is still low (2%), and little 
or no change in peak load is observed for the controlled charging; however for the uncontrolled 
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charging there are a few transformers that are seeing a shift between 11 and 20% (in yellow). Stronger 
differences can be observed for 2032 however, when the EVs in service reach 21% of the total fleet in 
Townsville. Again, fewer changes in peaks are observable for the controlled charging than the 
uncontrolled charging, but some transformers see a 35% increase in their peak due to EV. For the 
uncontrolled charging, many more transformers have their peak increased due to PV, and a few reach 
up to 84% variation. 
One interesting thing to note is that, while some transformers are in a zone that has an expected 
number of EVs that is low to medium, the impact of those few EVs on the grid can still be 
measurable. An example of this is highlighted by the circles in the graphs in Figure 5-8. In that region, 
the expected number of EVs is between 28 and 66 in 2032. Depending on the charging method, very 
different results can be observed. With controlled charging the impact of the EVs is negligible on the 
peak load (between 0 and 3% increase), however, when using the uncontrolled charging method, the 
peak of the different transformers has shifted between 11 and 84%, and the 6 transformers in that 
region are behaving rather differently. This can be explained by the allocation of more EVs on an LV 
feeder leading to a given transformer, which might happen to have a low baseline peak load that is 
greatly aggravated by the arrival of EVs. 
Finally, these types of observations highlight the importance of modelling the network structure, 
because different assets (e.g. transformers) can be affected in very different ways, even under the 
same scenario. Indeed, because of the interrelationship of the other parameters, their effect can be 
very different at the asset level. 
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6 Discussion	
Throughout the impact assessment section, a few points have been highlighted that support the 
development of an agent-based model to assess the impact of technologies on a distribution network. 
Thanks to the fine spatial and time representation of the network, and because of the agent-based 
model nature of the simulation, the following remarks can be made: 
 Our system allows taking into account variability in space. The spatial influence of the 
introduction of a technology and/or a policy is represented 
o The network structure is represented in the model, ensuring the location-specific 
property of electricity delivery. The state variable (e.g. the load) is bounded to the 
physical network as it is in reality, and can better explain the impact a policy might have 
at a specific location, or over a specific area. 
o It is possible to analyse the system and draw conclusions at different scales (at the 
individual level, as well as over regions of aggregation). As an example, the 
simulations in the section above compared the 'load' state variable for two zones of 
different load nature (Townsville Central and Townsville Residential), while still being 
able to drill down to the individual transformers. This was further highlighted by the use 
of GIS mapping of the transformer variations in load. The assets that might have an 
impact due to the introduction of a given technology can then be identified at a glance and 
over large areas. 
 Our system allows taking into account variability in time. The time-dependent characteristics of 
the electricity delivery is captured through the fine time description of the agents' behaviours 
o Because peak load is the result of coincidental demand at a given time, the time of 
use of a new technology is critical to the effect on the peak load. As a technology is 
introduced, not only do its place and intensity with which it is used matter, but also the 
time at which it is used. As long as a technology usage does not coincide with the peak 
load, increasing its intensity in usage will not affect the peak load, until it has reached 
such a point that it is creating a new peak (if it is a positive load), or reaching an 
irreducible point (for a negative load). As an example, increasing the contribution of PV 
might be useful for commercial zones, but only until the peak load has been reduced to 
the load value at sunset. 
o Different usage types of a same technology can be assessed, with the view of 
informing policy settings. In addition to the point above, a policy might be better 
assessed by its limitation resulting from the impact of another load which is irreducible. 
As an example, for Townsville Central, increasing the amount of PV will not help 
reducing the peak as long as uncontrolled charging is allowed; however, if controlled 
charging is chosen, additional PVs would help reduce the peak further. 
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 Our system allows information at the individual level to be understood in a global context 
o A very large number of agents can be considered at once, with their actions and 
interactions accounted for. We have run simulations with more than 100,000 agents 
over 20 years period at ½ hourly intervals, and with a large number of agents of different 
nature. While the impact of a technology might be well understood at the individual level, 
the dynamics of the different behaviours over the system might result in an unexpected 
outcome at the system level because of the impact of one onto another. For example, 
expected reductions in the peak load due to the introduction of a technology might be 
limited by the behaviour of another. This restriction in some cases might even completely 
void the need for this technology. 
o The individual impact of a technology as well as the combination of many 
technologies can be assessed easily. Results showed the impact of PV and EV 
individually, on the distribution network of interest, as well as the coincidental impact of 
the two technologies. Looking at the interrelationship of the two technologies at once is 
powerful, as while one technology may promise a certain percentage of reduction to the 
peak, this might not be so, as it might be counteracted by the effect of another technology. 
 Our system is versatile, allowing the simulation state variable to be used for different analysis 
purposes. For example, the load variable which is an output of the simulation can be used to 
understand peak load, which is the metric used to design distribution networks; and it is also 
possible to use it to derive greenhouse gas emissions over a certain area and period when looking 
at overall load profile over a time period. 
 Our system is flexible in the way that many simulations can be trialled through different 
combinations of agents, but also thanks to its capacity to taking input parameters of different 
format. Not only can variables be set as input to the simulation, but complex input scenarios such 
as the uptake models of PV and EV presented in the previous section can easily be taken into 
account. 
While these remarks are specific to our application, they can be transferred to other applications in 
different sectors of the environment, and more specifically to systems that have a networked structure 
over which agents interact. MODAM is built for large-scale ABMS, and therefore can deal with large 
infrastructure subject to change (technological or behavioural). This is especially interesting when 
investigating possible futures over large geographical areas to highlight those that could be at risk in 
the future and to inform planning decisions. 
Examples of such applications are in the water domain as many similarities with the electricity sector 
can be observed. Indeed, pipes transport water to their points of consumption, and are subject to 
constraints in their size, connections and flow capacities within the network, similarly to electricity 
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networks. Further, water networks, while still predominantly centralised in Australia, are subject to 
decentralisation with the introduction of water tanks. These water tanks are very similar in principle to 
batteries which allow using the resource at different times of the day/year, either to avoid, or reduce 
reliance on the network. Further, because of the scarcity in water resources in many places and the 
recent drought over the whole country, policies and technologies have helped changed the way water 
is consumed in the recent years. Such behaviours have had an impact on the network overall with 
some areas having a greater impact than others. MODAM would be a possible platform to create 
scenarios of possible future to understand how water networks might evolve. While MODAM is 
currently implemented for the electricity sector it can be extended with ease to other domains (water 
as mentioned above but also gas) thanks to its modular architecture. New assets and agents would be 
added to the core model, and their behaviour implemented, keeping in mind the specificity of each of 
the systems.  
 
Finally, from the experience in building our ABMS a few lessons have been learnt regarding different 
aspects that are applicable to other sectors: 
 In a technically changing environment, having mechanisms in place that enable building the 
model in a flexible manner greatly facilitates the modelling task and allows it to be expanded, 
within but also beyond the project timeline. While this is not the main contribution of this 
paper, simulations that were performed and presented here were facilitated by the way the 
software environment was built, that is using a modular approach to building our ABMS. 
 Flexibility in the types of input data to the model is very important. As shown in this paper, 
the input data to our ABMS can either be raw data or data derived from an exogenous model. 
Flexibility in the type of input has the advantage to allow for different scenarios to be trialled 
that can also be quite complex, or to take data of the existing conditions, or using a mix of 
both. 
 Developing our model based on scenarios previously developed by another organisation, such 
as the FGF in our case, facilitated the discussion with the project partners regarding the use of 
the model. This created enthusiasm in the partners especially as they had been involved in the 
initial development of the scenarios and could see how these might impact differently their 
infrastructure. This also gave confidence in the type of simulations performed. 
 Visual assessment of the simulation results is also of great value, especially for 
communication purposes. Using GIS applications to display output of the ABM brings to the 
light the geographical component of the simulation, as well as its temporal component when 
the simulations are played over time. However, while this was possible, due to the large 
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amount of data, some displays were limited to shorter timeframes or smaller areas which is 
regrettable. 
 Validation of the model is still a challenging task, especially with such large and complex 
systems. However, thanks to better access to data, and especially because of the networked 
structure of the system, validation was possible. While some metrics, such as the peak load, 
showed an under prediction by the model, they also highlighted problems in the input data 
which was valuable to the overall modelling process.  
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7 Conclusion	and	Future	work	
This paper demonstrated how to use MODAM, an agent-based model platform that allows creating 
large-scale agent-based models in a fast and simple manner by assembling different components 
together. This was done through the implementation of one scenario from which four simulations 
were derived to represent the possible trajectories it might take. These simulations were run over two 
areas in Townsville, Australia, and highlighted the geographical implications of a variation in impact 
of a similar behaviour. In addition, two charging methods for the implementation of electric vehicles 
were investigated, to highlight how the way a technology is used might impact the state variable (e.g. 
the peak load) at each of these locations. 
Thanks to the fine spatio-temporal description of the model by the agent-based model, different 
insights can be gained at different levels of details. The impact of electric vehicles to the peak load 
varies depending on the nature of the load for the zone as well as the charging method: with a 
percentage of EV representing 19% of the vehicle fleet in 2032, a peak increase of 1.7% is observable 
due to EV in the commercial dominated area, compared to 5.1% for the residential area with 
uncontrolled charging. The increase in the number of PV could reduce the peak for the commercial 
area. However, with an uncontrolled charging method, even at a very low percentage of EV (2% of 
the fleet), the peak load actually increases, because the EV load occurs outside of the PV output 
hours. When investigating the impact of the technologies at the distribution transformer level, which 
is the level at which distribution network planners study, wider differences can be noticed. Depending 
on the charging method and the location, transformers can see an increase up to 84% in their peak 
load over the commercial area, and increases are even larger over the residential area (over 100%). 
Observation of these variations over space was made possible by mapping these loads on a GIS map. 
The impact assessment of the simulations highlighted a few of the benefits our platform brings to the 
analysis of the load modelling when modelling technological change in infrastructure. These include: 
1) realistic representation of the location-specific property of electricity delivery thanks to the 
representation of the network structure in the model, which can be analysed at the individual level or 
aggregated over large areas, 2) ability to capture time-dependent properties of technologies' usage, 
ensuring that coincidental usage is captured and peak load analysis is realistic, 3) information at the 
individual level can be understood in a global context, 4) inputs of the simulation can be informed 
from other models and outputs can be used for further analyses and different purposes. 
Finally, because this platform was built with extensibility and flexibility in mind, many simulations 
can be set up easily. Also many other technologies and behaviours can be added easily in order to 
extend the models and try many more scenarios. Finally, MODAM can further be extended to other 
domains that represent agents behaving over a networked structure, such as water or gas networks.  
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Future work includes extending further the model by adding more agents of technologies or policies 
that might impact the electricity network and automating the impact assessment of simulation output 
so that many simulations can be compared on the fly. MODAM can be downloaded for interested 
users. 
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