Biological sequence comparison algorithms that compute the optimal local and global alignments calculate a dynamic programming (DP) matrix with quadratic time complexity. The DP matrix H is calculated with a recurrence relation in which the value of each cell Hi,j is the result of a maximum operation on the cells' values Hi−1,j−1, Hi−1,j and Hi,j−1 added or subtracted by a constant value. Therefore, it can be noticed that the difference between the value of cell Hi,j being calculated and the values of direct neighbor cells previously computed respect well-defined upper and lower bounds. Using these bounds, we can show that it is possible to determine the maximum and minimum value of every cell in H, for a given reference cell. We use this result to define a generic pruning method which determines the cells that can pruned (i.e. no need to be computed since they will not contribute to the final solution), accelerating the computation but keeping the guarantee that the optimal result will be produced. The goal of this paper is thus to investigate and formalize properties of the DP matrix in order to estimate and increase the pruning method efficiency. We also show that the pruning efficiency depends mainly on three characteristics: (a) the order in which the cells of H are calculated, (b) the values of the parameters used in the recurrence relation and (c) the contents of the sequences compared.
INTRODUCTION
Pairwise Biological Sequence Comparison is a core operation in Bioinformatics, executed several times daily in research and industrial laboratories all over the world. Sequence comparison algorithms generate alignments which indicate regions of similarity between the sequences.
These similarity regions are very important since they are often used by biologists to infer functional, structural or evolutionary relationships between the organisms.
The exact algorithms that compute optimal global and local sequence alignments were proposed by Needleman-Wunsh (NW) [1] and Smith-Waterman (SW) [2] . Both algorithms receive as input sequences S 0 and S 1 and compute a two-dimensional dynamic programming matrix H in which the value of cell H i,j depends on the value of three previously calculated adjacent cells: H i−1,j−1 , H i−1,j and H i,j−1 . NW and SW consider three possibilities of pairing (matches, mismatches, gaps) and they both execute in two phases. In phase 1, the whole matrix H is calculated and the optimal score is obtained whereas in phase 2 the optimal alignment is retrieved. The time and space complexity of both algorithms is O(mn), where m and n are the sizes of sequences S 0 and S 1 , respectively. NW and SW assume a linear gap model in which each gap receives the same penalty.
E. Sandes, G. Teodoro, M. Walter, E. Ayguade, X. Martorell, A. Melo Gotoh [3] proposed an optimal global alignment algorithm that takes into account a more refined gap model called affine gap, using three DP matrices. In the literature, there are algorithms such as Hirschberg [4] and Myers-Miller (MM) [5] that compute optimal alignments in linear space by recursively obtaining the points that belong to the optimal alignment. The data dependency of the Gotoh, Hirshberg and MM algorithms is the same as the one expressed by NW and SW.
In the literature, there have been many efforts to reduce the number of DP cells calculated in biological sequence comparison problems. Most of these efforts were applied to the edit distance problem (ED) and its maximization counterpart, Longest Common Subsequence (LCS). These problems are formulated in such a way that, in the minimization problem (ED), the penalties for gaps and mismatches is +1 and the value for matches is +0. Therefore, the score computed for each DP cell H i,j differs from its direct neighbours H i−1,j−1 , H i−1,j and H i,j−1 in at most +1 and the values in each diagonal never decrease. Based on this observation, Ukkonnen [6] defined properties for the ED and LCS DP matrices and these properties were later used by Landau et al. [7] to define a pruning strategy for the ED or LCS matrices with a bounded number of differences between the sequences. The ideas of [7] were then used in [8] , [9] and [10] . Even though the work of Landau et al. [7] is able to prune the DP matrix in an interesting way, it relies on the edit distance formulation, which imposes severe restrictions on the values that a DP cell may assume. In the present paper, we assume that the value of a cell H i,j can be added or subtracted to/from the values of its neighbor DP cells and, thus, the monotonicity property explored by Landau et al. does not hold. Consequently, Landau's pruning strategy [7] and its further developments [8, 9, 10 ] cannot be applied to the NW or SW DP matrices.
Defining pruning strategies for the NW and SW recurrence relations is a more challenging problem and there are only a few pruning strategies proposed in the literature that can be applied to these cases. Fickett [11] proposed an algorithm that computes only a band of size k that encompasses the main diagonal of H and some diagonals nearby, with time complexity of O(kn). The size of band k is defined empirically and the band must be enlarged if k diagonals do not contain the whole optimal alignment [11] . In this case, the DP matrix H is recomputed with the new band.
The LBD-Align algorithm [12] calculates optimal global alignments in linear space with pruning capabilities using a modified version of Hirschberg's [4] .
In LBD-Align, the DP matrix is calculated diagonal by diagonal and two pruning tests are made in each diagonal, considering lower and upper bounds estimates. The prunability tests are made only in the first and last cells on each diagonal (pruning frontier), producing a window that is adjusted during the computation. The DP cells that are outside this window are not calculated, accelerating the computation. The lower bound is a score which is less than or equal to the optimal score. The author proposes two heuristics to compute reasonable lower bounds: diagonal and greedytriangular. It is also mentioned that an heuristic local alignment algorithm such as BLAST [13] may be used to obtain the lower bound. The upper bound can be found by assuming that the characters of the sequences are the same, i.e., a perfect match case.
Block pruning is a pruning strategy proposed in CUDAlign 2.1 [14] and further used in SW# [15] and [16] . It calculates optimal local sequence alignments with the affine gap model using GPU (Graphics Processing Unit). The DP matrix is processed by blocks of diagonals and, instead of testing each diagonal as in LBD-Align, CUDAlign makes the pruning test for a block of diagonals, with very low overhead. Block pruning also defines lower and upper bounds, which are adjusted each time a block of diagonals is calculated. Block pruning was modified in MASA [17] to work with different ways of processing the DP matrix and with different devices (GPU, CPU and Intel Phi). We noticed in this work that the order in which the cells of the DP matrix are processed has a significant impact on the pruning results. Nevertheless, these two previous papers on block pruning did not provide a detailed formalization nor a detailed analysis of the block pruning technique.
Investigating thoroughly the problem, we observed that the value of cell H i,j differs from the values of its adjacent cells by at most and at least a constant value, due to the recurrence relations. Using this observation and having the value of a reference cell, we noticed that it is possible to determine superior and inferior bounds to the values of cells in H which not have been calculated yet in a quite accurate way and this is the first contribution of this paper.
The second contribution of this paper is a generic pruning method based on the superior and inferior bounds given by the first contribution. With the generic pruning, cells that cannot contribute to the optimal alignment are not calculated. We show that, even though many blocks of cells of H may be pruned, it is guaranteed that the optimal alignment will be produced.
Analyzing in depth the proposed pruning method, we observed that three characteristics have significant influence on the pruning ratio: (a) the contents of the sequences compared, (b) the order in which the cells of the DP matrix are calculated, and (c) the values of the parameters used in the recurrence relation. This is the third contribution of our paper, where we present several simulation studies showing the impact of the variation on each characteristic on the pruning ratio.
Finally We also show that the reduction in the area processed of the DP matrix corresponds to almost the same reduction in execution time.
The remainder of this paper is organized as follows.
In section 2 we present the pairwise sequence comparison algorithms considered in this paper. Section 3 proposes the upper and lower bounds for the values of cells in the DP matrix H, using a given reference cell. In section 4, we propose our generic block pruning method and section 5 presents the impact of some characteristics of the problem/sequences on the pruning ratio. In section 6, five different pruning scenarios are discussed. Section 7 presents experimental results with real DNA sequences. Finally, section 8 concludes the paper and outlines future work.
EXACT BIOLOGICAL SEQUENCE COM-PARISON
Biological sequences are DNA, RNA or protein sequences which are treated as strings composed of elements of the alphabets Σ = {A, T, G, C}, Σ = {A, U, G, C} and Σ = {A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y }, respectively. Protein and RNA sequences are rather small and their sizes range from hundreds to tens of thousands of characters. On the other hand, DNA sequences can be very long, often composed of millions of characters (Millions of Base Pairs -MBP). Without loss of generality, we assume in this paper that DNA sequences are compared.
The goal of pairwise biological sequence comparison is to find an alignment between the sequences, placing one sequence above the other and making clear the correspondence between the characters [18] . In the alignment, spaces (gaps) may be introduced in one of the sequences, in order to improve the alignment quality. Each alignment has a score, which measures the similarity between the sequences. The goal of exact pairwise biological sequence comparison algorithms is to obtain the optimal alignment, which is the alignment with the highest score.
There are two basic types of comparisons: (a) global, where all the characters of the sequences belong to the alignment; and (b) local, where a subset of the characters belongs to the alignment. Depending on the analysis, the biologists may choose among the types of the sequences (DNA, RNA, protein), the comparison type (local, global) and the output produced (score, score and alignment).
Algorithms
Needeleman-Wunsh (NW) [1] proposed a Dynamic Programming (DP) algorithm to obtain the optimal global alignment in quadratic time and space. The algorithm receives sequences S 0 and S 1 , with sizes |S 0 | = m and |S 1 | = n, respectively, and executes in two phases: computation of the DP matrix H and alignment retrieval (traceback).
In phase 1, the DP matrix H is computed. Each matrix cell H i,j contains the score of the alignment of prefixes S[0..i] and S[0..j]. The first row and column of H are filled with −G * i and −G * j for every H i,0 , 0 ≤ i ≤ n and H 0,j , 0 ≤ j ≤ m, respectively, where G is the penalty for one gap. The remaining cells H i,j are computed with Equation 1, in which p(i, j) is calculated as follows. If S 0 [i] = S 1 [j] then ma else −mi, in which ma and mi are respectively the values assigned for match and mismatch. Each cell keeps an indication of the cell that was used to produce the value (arrows in Figure 1 ). The optimal global score is the value contained in H m,n .
The second phase is responsible for retrieving the alignment. A traceback procedure is executed from the bottom right cell, following the arrows until the top left cell is reached, as shown in Figure 1 (a) . In the figure, the DP matrix is shown on top and the alignment is shown at the bottom.
The algorithm Smith-Waterman (SW) [2] is used to obtain the optimal local alignment. It is similar to NW, with three differences. First, in phase 1, the first row and column are filled with zeroes. Second, also in phase 1, Equation 2 is used to compute the cells. Third, in phase 2, the traceback begins in the cell that has the optimal local score (highest value in H) and stops when a zero-valued cell is reached (Figure 1 (b) ).
NW and SW assign a constant cost G to gaps. However, gaps tend to occur in groups. So, a different approach called affine-gap model [19] associates a higher penalty to the first gap and a lower penalty to the remaining ones.
Gotoh [3] proposed a DP-based algorithm to compute alignments with the affine-gap model. In this algorithm, 3 DP matrices are calculated: H, E and F (Equations 3, 4 and 5), where E and F keep track of gaps in each sequence.
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The data dependency of these algorithms is the same, i. e., the value of cell (i, j) depends on previously calculated values (i − 1, j − 1), (i − 1, j) and/or (i, j − 1).
UPPER AND LOWER BOUNDS FOR CELL H I,J
The goal of this section is to define upper and lower bounds for the values of a cell in the DP matrix, using the value and coordinates of a given reference cell. In subsection 3.1, we will present the notations used in this paper and provide some definitions. In subsection 3.2, we present the lower and upper bounds on the values of two connected DP cells in H, computed with the NW equation (Equation 1 ). Subsection 3.3 presents the bound for any two cells, connected or not. In subsection 3.4 we show how the bounds defined for NW can be adjusted to the SW (Equation 2) and Gotoh equations (Equations 3, 4 and 5). Finally, subsection 3.5 presents the maximum and minimum derived scores, which are obtained with the bounds previously defined. Sequences S 0 and S 1 , with sizes m and n, respectively, will be compared with the NW algorithm, generating a DP matrix. Each matrix entry is a DP cell H i,j which has three adjacent DP cells: The traceback graph is defined as G = (V, E), where each node V represents some DP cell and the edges E indicate which adjacent cell(s) produced the max clause results in the recurrence relation (Equation 1). Figure 2 presents the traceback graph for sequences TTACACACTT and TGCACACAGG, with G = 2, ma = 1 and mi = 1. It can be noticed that each cell has 1, 2 or 3 edges, with the exception of cell H 0,0 , which has no dependency. The edges in bold represent the optimal global alignments.
Notations and Definitions
Since the value of cell H i,j is the maximum value calculated with one or more adjacent cells, there are three dependency cases (diag, up, left) as shown in Figure 3 . Each dependency case which generates the cell value is an edge in the traceback graph. It must be noted that more than one dependency case can generate the same cell value. Now, we will distinguish some types of cells that will be used in the explanation. A reference DP cell H i,j is a DP cell for which the value has already been calculated and will be used as a reference. The vertical and horizontal distances (∆ i and ∆ j , respectively) between a given Displaced DP cell H i+∆i,j+∆j and the reference cell H i,j are the minimum number of nodes which will be traversed from H i,j to H i+∆i,j+∆j , in the horizontal or vertical directions, respectively. We say that a displaced cellH i+∆i,j+∆j is connected with a reference cell H i,j if there is a directed path between them in the traceback graph. Figure 2 illustrates with a rectangle the cells H 0,0 and H m,n , which are connected cells. Given a reference cell H i,j and a displaced DP cell H i+∆i,j+∆j , δ i+∆i,j+∆j is the difference between the values of these DP cells, as shown in Equation 6 . Similarly,δ i+∆i,j+∆j is the difference between the values of these DP cells if H i,j andH i+∆i,j+∆j are connected. 
Assuming that the value of a given cell H i,j is known, the maximum derived score H max i,j is the highest possible score for the optimal alignment if it crosses cell H i,j . Analogously, the minimum derived score H min i,j is the lowest possible score for the optimal alignment if it crosses cell H i,j . The best provisory score is defined as best i,j and it is the highest value among the minimum derived scores H min i ,j of all cells H i ,j , which were calculated before calculating H i,j . At the end of the matrix computation, the value best m,n is the best real score (optimal score).
Finally, assuming that the DP matrix is calculated iteratively, we will call φ i,j the iteration in which cell H i,j was calculated. Therefore, φ i ,j < φ i,j if H i ,j was calculated in a previous iteration than the iteration in which H i,j was calculated.
Bounds on the Difference Between Values of Connected Cells (δ)
For adjacent cells which are connected, we calculate the differenceδ between the values of the cells using Equation 1, i.e.,δ i−1,j−1 = +mi or − ma,δ i−1,j = +G andδ i,j−1 = +G (Figure 4) . In order to calculate the maximum difference between DP connected cells which are not adjacent, we may consider all paths in the traceback graph that connect these cells. Due to the characteristics of Equation 1, a path between two DP cells H i,j and H i ,j only exists if (i ≤ i and j ≤ j ) or (i ≥ i and j ≥ j ). Note that the case in which (i = i and j = j ) must be excluded. Table 2 presents the maximum values forδ for the neighborhood of a reference cell H i,j , marked in the table by the symbol .
Inequality 7 generalizes the maximum differencē δ i+∆i,j+∆j between the values of reference DP cell H i,j and a given DP Cell H i+∆i,j+∆j (Section 3.1).
. Differenceδ between adjacent DP connected cells. 
By symmetry, the minimum value ofδ i+∆i,j+∆j is equal to the minimum value of −δ i−∆i,j−∆j . Thus, the valueδ i+∆i,j+∆j is defined by Inequality 8.
As an example, suppose that ma = 1, mi = 3 and G = 5. In this case, a given DP cell H i+∆i,j+∆j , connected to a reference cell H i,j and placed ∆ i = 100 rows below and ∆ j = 70 columns to the right of H i,j will have a difference of values in −360 ≤δ i+∆i,j+∆j ≤ −80. If we consider that the reference cell is H i,j = 1000, then the range of possible vaues lies in 640 ≤H i+∆i,j+∆j ≤ 920.
Bounds on the Difference Between Values of Any Two DP Cells
In this subsection, we determine inferior and superior bounds for the values of any DP cell, connected or not to a given reference cell. In order to do this, we first define the bounds for adjacent cells and then we present the limits for any two DP cells.
Superior Bound for Adjacent Cells
Applying directly the NW Equation (Equation 1), Inequalities 9, 10 and 11 are valid for the dependency cases (diag), (up) and (left).
Considering Equation 6, the superior bounds for the difference between neighbor cells are thus δ i−1,j−1 ≤ +mi, δ i−1,j ≤ +G and δ i,j−1 ≤ +G ( Figure 5 ). 
Inferior Bound for Adjacent Cells
In order to determine the inferior bounds, we rely on Theorem 3.1. It must be noted that, by definition, G, mi and ma have positive values. We will also assume that mi < 2G. If this condition does not hold, all mismatches would be replaced by two gaps, making therefore the mismatch case useless.
in the DP matrix, the following 3 cases must hold:
The proof by induction of Theorem 3.1 is provided in Appendix A.
By Theorem 3.1 and Equation 6, we get Corollary 3.1.
Corollary 3.1. The inferior bounds on the differences of adjacent cells are: 
Inferior Bounds of Adjacent Cells from Corollary (1) 3.3.3. Bounds on the differences on non-adjacent cells Using the bounds illustrated in Figures 5 and 6 , we can find the maximum difference between two non-adjacent cells of the DP matrix. Table 3 presents the upper bounds on the differences of DP cells (adjacent or not), where indicates the reference cell H i,j .
Inequality 12 presents the maximum difference δ i+∆i,j+∆j between the values of the reference DP cell H i,j and a given DP cell H i+∆i,j+∆j , in which ∆ i and ∆ j are the vertical and horizontal distances to H i,j .
By symmetry, the minimum value δ i+∆i,j+∆j is equal to −δ i−∆i,j−∆j . Thus, we express the minimum value δ i+∆i,j+∆j with Inequality 13.
As an example, suppose that ma = 1, mi = 3 and G = 5. We can state that a DP cell H i+∆i,j+∆j which is ∆ i = 100 rows below and ∆ j = 70 columns to the right of a reference cell H i,j will have a value whose difference is limited −360 ≤ δ i+∆i,j+∆j ≤ 250. If we consider that H i,j = 1000, then 640 ≤ H i+∆i,j+∆j ≤ 1250.
Bounds for SW and Gotoh
In Sections 3.2 and 3.3, we analyzed the maximum and minimum differences between cells of the DP matrix calculated with the NW equation (Equation 1). For the SW and Gotoh algorithms (Section 2.1), the analysis is very similar.
The SW equation (Equation 2) does not allow negative values (H i,j ≥ 0). Therefore, the difference between the reference cell H i,j and a given DP cell H i+∆i,j+∆j will always be less or equal than the value of H i,j , as shown in Inequality 14.
In order to apply the maximum and minimum differences to the Gotoh algorithm (Equations 3, 4 and 5), we must notice that the penalty for the first gap γ(1) = G f irst is greater than the penalty for the remaining gaps (i.e. G f irst > G ext ). Thus, equations 7, 8, 12 and 13 are also valid for the Gotoh algorithm if we replace G by G f irst . It must be noted that, in this case, the Gotoh bounds are less strict than the NW bounds.
Maximum and Minimum Derived Scores
(H max i,j
and H min i,j ) In order to find the superior and inferior bounds on the scores of a given DP cell (Table 1 ), we will consider global and local alignments separately.
Global Alignment The optimal global alignment ends, by definition, in the last DP cell H m,n . Using
is defined for the global alignment by Equation 15.
Analogously, with Inequality 8, H min i,j is defined by Equation 16 .
Local Alignment By definition, the optimal local alignment can end in any DP cell. In this case, we need to consider the maximum possible value of each DP cell which can be connected to H i,j . Using Inequality 7, H max i,j is defined for the local alignment by Equation 17 .
Since, in the local alignment, the optimal alignment may end in the DP cell H i,j which is being considered, then H min i,j of an alignment that passes through this cell is H i,j , as shown in Equation 18 . 
PRUNING METHOD
The pruning method proposed in this paper defines the conditions that determine if an entry in the DP matrix 
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for Local Alignment needs to be computed or can be skipped since it will not contribute to obtain the optimal alignment. In other words, a DP cell can be discarded if its maximum derived score H max i,j (Section 3.5) is less than the inferior bound on the optimal alignment (bound), shown in Inequality 19, which is called pruning condition.
The pruning condition can potentially reduce the number of DP cells calculated, reducing thus the execution time of the exact biological sequence comparison algorithms. In this section, we will first provide some definitions and then the algorithms that use the pruning condition. Finally, we present some formulae to estimate the effectiveness of the pruning algorithms.
Definitions
Definition 1 (Prunable Cell). If Inequality 19 holds for H i,j , then H i,j is a prunable cell. The computation of a prunable cell could have been discarded since no optimal alignment will pass through it.
Definition 2 (Pruned Cell). A pruned cell H i,j is a cell which has been identified as prunable before its computation.
The verification of a pruned cell is made by analyzing its adjacent DP cells. If all the adjacent cells (H i−1,j−1 , H i−1,j and H i,j−1 ) are prunable, then cell H i,j is also prunable and, in this case, it can be pruned. A special case occurs when the prunable cells are in the first row or column. If cell H y,0 is prunable, all the remaining cells in which H i>y,0 are also prunable and can be pruned. Analogously, if cell H 0,x is prunable, all the remaining cells in which H 0,j>x are also prunable. Figure 8 illustrates the pruning condition. Definition 3 (Inferior Bound bound). The inferior bound is used in Equation 19 . In our method, we will ignore alignments whose scores are less than bound.
Definition 4 (Initial Inferior Bound bound 0 ). The inferior bound has an initial value bound 0 , which may be defined in the following ways:
• Unrestricted: In this case, bound 0 = −∞. With this, all the possible alignments are considered in the beginning of the computation.
• Manual: The user defines that bound 0 is greater than a specific value. In this case, only alignments with score higher than this manually defined bound 0 are considered.
• Heuristic: An heuristic algorithm is used to find an alignment and the score of this alignment is set to bound 0 .
• Oracle: The optimal score is known before the beginning of the computation and bound 0 is set to the optimal score.
Updating the inferior bound
The inferior bound (bound) can be updated with new values bound 1 , bound 2 , · · · , in the following ways:
• by cell: The value of bound is updated with the highest minimum derived score H min i,j (Equations 16 or 18) immediately after the computation of each cell.
• by block: This kind of update uses the same equations as in the cell update. However, the computation of the highest minimum derived score is applied only to the cell which has the highest score in the block. With this, we are able to considerably reduce the computation overhead.
• by period of time: The value of bound is updated by time intervals. The highest minimum derived score
is calculated with the highest score found up to the moment.
• by execution: This type of update is applied when bound 0 is manually defined since, depending on the value specified by the user, the first execution of the algorithm may not find an optimal alignment. Thus, the DP matrix is computed again in possibly more than one execution until an alignment with a score greater than bound is found. In each execution, the value of bound is set to successively lower values (bound 0 > bound 1 > bound 2 > · · · ).
Pruning Algorithms
In this section we present three pruning algorithms (Algorithms 2 to 4). In the explanation, we will consider local alignments. The small modifications needed for global alignments were discussed in Section 3.4. The pruning algorithms are:
• (Algorithm 2) Specific by row: applied when the DP matrix is computed row by row or column by column. Memory complexity for this algorithm is constant O(1).
• (Algorithm 3) Specific by diagonal: applied when the DP matrix is computed diagonal by diagonal. Memory complexity is constant O(1).
• (Algorithm 4) Generic linear: applied to all possible ways of computing the DP matrix. Memory complexity is linear O(m + n). Figure 9 illustrates these three ways of computing the DP matrix.
In the beginning of the explanation, we will present a basic skeleton with characteristics which are common to 
return H max i,j ≤ bound 6: end function 7: function isPruned(i, j) 8:
... specific code ... 9: end function 10: procedure pruningUpdate(i, j, H i,j ) 11:
... specific code ...
12: end procedure
The initializations are made in the first lines of the algorithm. We assume, without loss of generality, that the initial inferior bound bound 0 (Definition 4) is initialized as bound 0 = −∞. In algorithms 2 to 4 we can observe initializations of variables which occur exclusively in each algorithm. It is clear from these initializations that the memory complexity of the specific algorithms is O(1) whereas the generic algorithm has linear memory complexity O(m + n).
Function
Algorithm Specific by Row
Assuming that the DP matrix is calculated row by row (or analogously column by column), the pruning algorithm acts on pruning windows. We call nonprunable window the interval [k s ..k e ] of columns which need to be processed in a given row. Initially, (k s , k e ) = (0, n). For each row i, the algorithm computes all cells in the non-prunable window (i, j ∈ [k s ..k e ]). Then, it updates the non-prunable window with values [k s ..k e ], in which k s and k e are, respectively, the first and last non-prunable cells in this row.
Algorithm 2 Algorithm Specific by Row
while ks < n and IsPrunable(i, ks, H i,ks , bound) do 5:
ks ← ks + 1 enlarging pruning area to the left 6: end while 7:
if ke < n and ¬IsPrunable(i, ke, H i,ke , bound) then 8:
ke ← ke + 1 9:
while ks < B and ¬IsPrunable(i, ke, H i,ke , bound) do 10:
ke ← ke + 1 reducing pruning area to the right 11:
end while 12: else 13:
ke ← ke − 1; 14:
while ke ≥ ks and IsPrunable(i, ke, H i,ke , bound) do 15:
ke ← ke − 1 enlarging pruning area to the right 16:
end while 17:
ke ← ke + 1; is prunable, then all cells (i, j ∈ [x + 1..m]) will also be prunable. If cell (i, k e + 1) is prunable, then the new value for k e is the last non-prunable cell in interval (i, j ∈ [k s ..k e ]), in which k e ≤ k e . Otherwise, we need to compute the remaining cells of row i until the first prunable cell (i, 
Algorithm Specific by Diagonal
while ks < n and 
Algorithm Generic Linear
To our knowledge, in the literature, the implementations of the algorithms presented in Section 2.1 either compute the DP cells by row, by column or by diagonal. However, the DP cells of these algorithms can also be computed in a dataflow-based or generic way. Algorithm Generic Linear (Algorithm 4) is a new algorithm, which allows the computation of DP cells in any order, as long as the data dependencies are respected. Instead of the non-prunable window, it maintains two linear vectors: k h (horizontal) and k v (vertical), which indicate the last prunable cell in a given column or row. Thus, memory complexity is O(m + n).
In However, it must be noted that the immediate cell in the diagonal (H i−1,j−1 ) must also be considered. In order to do this, we add the adjustment factor −ma−G 
return true; 8: else 9: return false; 10:
end if 11: end function 12: procedure PruningUpdate(i, j, H i,j ) 13:
bound ← max(bound, H i,j ) 14:
if IsPrunable(i, j, H i,j − G − ma, bound) then 15:
end if 18: end procedure
Block Pruning
A block is defined as a set of contiguous cells. In order to eliminate cyclic dependencies among blocks, the following rule must be respected: if cells H i,j and H i−1,j−1 belong to a given block, then cells H i−1,j and H i,j−1 also belong to this block. Figure 10 A grid is a matrix B h × B w of blocks placed in h rows and w columns. Each block B x,y has an (i , j ) minimum coordinate and an (i , j ) maximum coordinate, as illustrated in Figure 10 .
The dependency among the blocks of a grid depends directly on the shape of the blocks.
In Figure  11 (a) block dependencies are the same as the cell dependencies discussed previously. Nevertheless, blocks arranged as a parallelogram (Figure 11(b) ) have distinct dependencies, in which block B x,y depends on blocksB x−1,y , B x,y−1 and B x+1,y−1 . We will call differentiated dependency the dependency on B x+1,y−1 . The maximum derived score of an alignment that passes through a block B x,y may be defined by Equation 20 , which modifies Equation 17 .
However, in order to avoid the computation of H 
Even though the value H Bx,y is obtained after the full block computation, there is an additional overhead to compute min(m − i, n − j) · ma (Equation 21 ) for all cells which belong to the block. To avoid this, we will consider the minimum coordinate (i , j ) for the block and the maximum score of block H Bx,y . Equation 22 computes H max Bx,y in a less strict way than Equation 20 but it can be done in constant time, provided that H Bx,y is already known.
Algorithm 5 presents function isPrunable for blocks, implementing Equation 22.
Algorithm 5 Algorithm Block Pruning -Function isPrunable
1: function isPrunable(x, y, H Bx,y , bound) 2:
(i , j ) := GetMinCoord(Bx,y) 3:
return H max Bx,y ≤ bound 5: end function
METHODOLOGY FOR THEORETICAL EVALUATION
In this section, we propose a methodology for the theoretical evaluation of the pruning method, with a focus on its effectiveness. In this section, we will only consider local alignments and our methodology will take into account three characteristics: (a) the contents of sequences S 0 and S 1 , (b) the order in which the DP cells are computed and (c) the values of the match (ma), mismatch(mi) and gap (G) parameters. Even though the DP cells have integer values, our methodology uses real values for coordinates and DP values. With this approach, we can analyze and simulate the pruning method with mathematical formulae, instead of computing recurrence equations for each DP cell.
We will consider three special cases for the contents of sequences S 0 and S 1 , in order to define the values H i,j :
• Perfect Match with repeated characters (PM r ): In this scenario, the alphabet has a single character Σ = {c 1 } and both sequences are formed by a repetition of this unique character (i.e., S 0 = c 1 c 1 c 1 ...c 1 and S 1 = c 1 c 1 c 1 ...c 1 ). Thus, H i,j is defined by Equation 23 .
• Perfect Match with distinct characters (PM 1.0 ): We suppose in this scenario that the alphabet has an infinite number of characters Σ = {c 1 , c 2 , c 3 , ...} and that the sequences are formed by distinct characters (i.e., S 0 = c 1 c 2 c 3 ...c m and S 1 = c 1 c 2 c 3 ...c n ), in which m = n. In this case, H i,j is defined by Equation 24. Scenario Perfect Match with distinct letters is a generalization of scenario Perfect Match with similar and distanct characters (PM r ) if we consider G = 0.
• Partial Match (PM p ):
In this scenario, we define Partial Match as a case similar to Perfect Match with distinct letters, replacing some characters of sequence S 0 by a character that does not exist in sequence S 1 , in order to generate mismatches in these positions. Considering that the replacements are uniformly distributed along the sequence and the probability of keeping a nucleotide is ψ ∈ [0, 1] (i.e., the probability of replacing a nucleotide is 1-ψ), we define the values of the cells in an approximate way by Equation 25 , in which p = ψ − if we consider p = 1.
The second aspect considered in the proposed methodology is the order in which the DP cells are computed. Figure 12 shows the ways of processing the DP matrix considered in this paper: row by row ( Figure  12(a) ), column by column (Figure 12(b) ), by diagonal ( Figure 12(c) ), with inclination ( Figure 12(d) ), square ( Figure 12(e) ), anti-square (Figure 12(f) ) and generic ( Figure 12(g) ). Computing by inclination (considering an angle θ) generalizes computing row by row (θ = 0
• ), column by column (θ = 90
• ) and by diagonal (θ = 45 • ). Computing in a generic way will not be used in our analysis since the processing order may vary in each execution.
The order in which the DP cells are computed is directly related to the best provisory score best i,j (Table  1 ) which is produced when cell H i,j is computed. If we assume that H i,j is known, the score best i,j can be defined by a formula. The analysis of best i,j is simpler for the local alignment since H min i ,j = H i ,j for all DP cells (Equation 18 ).
Assuming that the optimal alignment lies on the main diagonal of the DP matrix for scenarios P M r , P M 1.0 and P M p , the value of best i,j may be defined for iteration φ i,j (Table 1) best i,j for different ways of processing the DP matrix, which may be applied to scenarios P M r , P M 1.0 or P M p . Then, the value of iteration φ i,j (Table 1) is defined for each DP processing way with Equations 27 to 32. We recall that the value φ i,j belongs to the set of real numbers. row by row:
column by column:
by diagonal:
by inclination θ:
square:
anti-square:
Effectiveness of the Pruning Method
We define Effectiveness of Pruning the ratio between the number of prunable cells and the total number of cells in the DP matrix, as shown in Equation 33.
We can also state that the pruning effectiveness is geometrically defined by the ratio between the area containing prunable cells and the total area of the DP matrix. The pruning area is the area in which the condition H max i,j < best i,j is true. This condition is called the prunable area condition. In the remainder of this section, we define the size of the pruning area for scenarios P M r , P M 1.0 and P M p (in which H i,j is defined by Equations 23, 24 and 25, respectively) and the different ways of processing the matrix (where the value φ i,j is defined by Equations 27 to 32). Only local alignments will be considered and we assume that the sequences have the same length
and H min i,j are defined by Equations 17 and 18. Figure 5 .1 presents the geometrical definitions of the pruning areas. We can distinguish two pruning areas, which are joined by the point (m, m) at the bottom right of the matrix. We will call A 1 and A 2 the areas which are respectively to the right and to the left of the main diagonal. These areas have 4 sides at most, limited by lines expressed by functions f 1 , f 2 , f 3 , f 4 and by the borders of the matrix. The definition of functions f 1 , f 2 , f 3 , f 4 is based on the prunable area condition and some premisses which will be defined in Equations 37. The vertices of the areas are defined as A 1 = (p11, p12, p13, p14) and A 2 = (p21, p22, p23, p24) and their coordinates are expressed in Equations 34. Vertices p 14 and p 24 are the intersection of lines f 1 ∩f 2 and f 3 ∩f 4 , respectively. 
In the definition of functions f 1 , f 2 , f 3 and f 4 , we will use a set of premises to select operands of functions max and min from Inequality 36. The premises used in each function are defined in (37): We then transform Inequalities 36 in four equations (Equations 38 to 41) based in the four premises defined in (37). 
For the four cases listed in Equations 38 to 41, we must define values for φ i,j . For instance, if the way of processing the matrix is row by row then φ i,j = i (Equation 27). Using this, functions f 1 , f 2 , f 3 and f 4 are defined as:
Assuming that p = 1, ma = 1 and G = 3, we find the following coordinates of the pruning area: 
In order to solve our equations in all analyzed scenarios, we used the Maxima tool [20] as presented in Appendix (Appendix B). Table 4 presents the 18 equations using variables ma, mi, G, p and θ. With these equations, it can be seen that, as expected, processing by row or by column presents exactly the same pruning effectiveness. An interesting result is that the pruning effectiveness obtained when processing by row/column corresponds to the median between the effectiveness of processing by square and anti-square ( Figures 16, 17 and 18 ).
Impact on Pruning Effectiveness
With the equations listed in Table 4 , we can analyze the impact of some variables on the pruning effectiveness. The graphics illustrated in Figures 15 to 18 present the effectiveness calculated when some parameters are varied. In these graphics, the following default values were used: G = 3, ma = 1, mi = 3. Figure 15 shows a variation in the θ angle from 0
• to 90
• in scenarios P M 1.0 , P M 0.6 , P M r and P M 0.2 . We can notice that the best result for all scenarios considered occurs when θ = 45
• (by diagonal), indicating that we discard more DP cells when the DP matrix is processed in a wavefront of 45
• . It may also be noted that the variation in the effectiveness of pruning is relatively small in the P M p scenarios. For instance, in the P M • ). The variation in the effectiveness for the P M r scenario ( Figure 15 ) is a little bit higher (8.33%), between 25% (0 • , 90 • ) and 33.33% (45 • ). Therefore, we may conclude that the variation on θ has more impact in scenario P M r and that the lower the value for p, the lower the impact of θ on the effectiveness of pruning. Figure 16 illustrates the pruning effectiveness in scenario P M 1.0 with the gap penalty G varying from 0 to 2000. It should be noted that the P M r scenario occurs when G = 0. It can be seen that the effectiveness of pruning grows quickly in the interval defined by G = 1 and G = 5, tending to a constant value when G ≥ 60. When G tends to infinity, the effectiveness is 75.00%, 66.67%, 62.50% and 50.00% for the square, diagonal (θ = 45 • ), by row/column and anti-square processing ways, respectively. We therefore conclude that the value of the gap penalty has a high impact on the pruning effectiveness. Moreover, varying G in a small interval ( [1, 5] ) produces a great variation on the pruning effectiveness. Figure 17 presents the pruning effectiveness in scenario P M p when we vary the similarity between the sequences (ψ). The value of p depends on ψ and it is obtained with Equation 25 (p = ψ − mi ma (1 − ψ)). It can be seen that, as expected, the effectiveness of pruning is zero when the sequences have no similarity at all (p = 0). We can also notice that the pruning effectiveness is always decrescent when we reduce the similarity ψ of the sequences, attaining zero when ψ = mi ma+mi . Thus, we can also say that, as expected, the similarity between the sequences has a huge impact on the pruning effectiveness. For instance, when we process the DP matrix by square, the pruning effectiveness varies from 68.8% (ψ = 1) to 0% (ψ = 0.75).
Figures 18(a) and 18(b) illustrate the pruning effectiveness in the perfect match scenario (P M 1.0 ) when we vary, respectively, the values for match (ma) and mismatch(mi). In this scenario of perfect match, increasing the value of ma is equivalent to reduce, proportionally, the gap penalty G. When ma tends 
to infinity, the effectiveness is the same of the one presented by the scenario P M r , in which G = 0. Thus, the shape of Figure 18 (a) is similar to the one in Figure 16 , even though in opposite directions. We therefore conclude that, if we increase the punctuation for matches, the effectiveness of pruning tends to be reduced, in the scenario of perfect match. On the other hand, Figure 18(b) shows that the punctuation of mismatches does not affect the pruning effectiveness in a perfect match scenario. Figures 18(e) and 18(f) show the effectiveness of pruning on scenario P M p with similarity ψ = 0.9 when we vary, respectively, the punctuations for matches (ma) and mismatches (mi). We must consider that
), thus the value p is also modified when ma or mi are modified. Here, we are considering a partial match scenario with ψ = 0.9. In this case, values for ma that are too small would make it impossible to obtain alignments, since the punctuation for mismatches (mi) would be proportionally much higher than the punctuation for matches (ma). For this reason, Figure 18 (e) shows that the pruning effectiveness is zero for small values. Effectiveness then grows to a peak and decreases up to a constant value in infinity. The peak in the graphic depends on the way in which the matrix is processed and the values of parameters ma, mi and G. In addition, Figure 18 (f) shows that the value of mi affects the effectiveness of pruning in the partial match scenario, since sequences which are not very similar will have scores close to zero when mi is much greater than ma. Figures 18(c) and 18(d) show the pruning effectiveness in an intermediate scenario of similarity (ψ = 0.95).
Block Pruning Effectiveness reduction
If the pruning is calculated in a per-block basis, a block will be prunable only if all its cells are prunable. In this scenario, the pruning effectiveness is reduced because there will exist prunable cells that will not be pruned because they are located in blocks that also contains non-prunable cells. The effectiveness reduction ratio is the number of such prunable cells divided by the matrix size. Figure 20 shows the pruning region with different grid sizes, where the gray blocks contains prunable and non-prunable cells. In the figure, the gray blocks are those that cross the edges of the pruning areas, and the area of gray blocks increases as the size of the blocks is increased.
In order to estimate the number of the blocks that cross the edges of the pruning area, we must note that the number of gray blocks in Figure 20 is the same as the number of horizontal and vertical grid lines that cross eff. reduction = α B n = α Grid , where Grid = n B
Thus, we can conclude that the block pruning effectiveness reduction is proportional to the block size (average block dimension), inversely proportional to the sequence size and inversely proportional to the grid size. For sufficiently large sequences (n B), the effectiveness reduction tends to be negligible.
The best selection of the block size depends on the implementation strategy. For instance, MASACUDAlign [17] uses GPUs to accelerate the alignment computation and the GPU parallelism is based on blocks. The performance of MASA-CUDAlign is highly dependent on the size of the blocks and a study of this effect was already made in [14] , where it was shown that using few large blocks reduces the parallelism whereas a great number of small blocks increases the synchronization overhead.
PRUNING SIMULATIONS
As shown in Sections 5.1 and 5.2, pruning effectiveness depends on characteristics of the sequences, on the way the DP matrix is processed and on the values used in some parameters. In this section, we present simulations in which the pruned area is plotted with the Gnuplot tool. With these simulations, we want to verify the appropriateness of the formulae proposed in Table 4 and the graphics shown in Section 5.2. Additionally, we present geometrically the effects that some parameters have on the pruning area. Like in Section 5.2, the default values used in the simulations are G = 3, ma = 1 and mi = 3.
Different Ways of Processing the DP Matrix
In the first simulation (Figure 19 ), we show the pruning area for different ways of DP processing in three different scenarios: perfect match with repeated characters P M r (Equation 23 ), perfect match with distinct characters P M pruning areas occur at scenario P M r , since matches occur in all the DP cells and the values of each cell are higher than in other scenarios. We can also notice that the anti-square processing presents the smaller pruning area. That happens because this way of DP processing slows down the computation of the higher scores in the matrix. Notwithstanding, square processing produces higher values earlier and thus presents a very good pruning effectiveness.
DP Processing Angles
In the second simulation (Figure 21 ), we considered several θ angles when processing by inclination. At scenarios P M r , P M 1.0 and P M p , the pruning area is higher when θ = 45
• , with symmetric areas when the angle is higher or lower than 45
• . For instance, the pruning area for angle θ = 15
• is equal to the pruning area produced when θ = 75
• . Particularly, angle θ = 0
• corresponds to processing row by row and angle θ = 90
• corresponds to processing column by column.
Similarity between the Sequences
In the third simulation (Figure 22 ), we used different values of p in the Partial Match scenario (PM p ). As expected, the pruning area is reduced when the value of p is reduced, i.e., when the sequences become less similar. It is also worth noticing that, as in the other simulations, square processing leads to the best results in all scenarios considered. This happens because, in the cases studied in this paper, the optimal alignment lies at the main diagonal and that coincides with the position of the vertex of the square in each iteration. We can also notice that pruning is ineffective for sequences in which p = 0.
Gap Penalty
In the forth simulation (Figure 23 ), we considered several values for the gap penalty G. The effectiveness of Block Pruning is higher when the value of G is big. We can notice that the angle formed by lines f 2 and f 4 ( Figure 5.1) is smaller when the value of G is higher, which means a higher decay in the values of the DP cells caused by the gap penalty. A scenario in which G = 0 is analogous to the perfect match with distinct characters scenario, where we can notice a smaller effectiveness of pruning.
Sequences with different lengths
Finally, in the fifth simulation (Figure 24 ), we consider sequences with different lengths, with a ratio n m varying from 1 to 3. In general, the effectiveness of pruning is higher when we augment the ratio n m . The only case when there was a reduction in the effectiveness happened when the longest sequences lies in the horizontal and the matrix is processed row by row. Analogously, pruning effectiveness is also reduced when the longest sequence is placed in the vertical and the matrix is processed column by column. 
EXPERIMENTAL RESULTS
In this section we present experimental results with real DNA sequences retrieved from the National Center for Biotechnology Information (NCBI) site (www.ncbi.nlm.nih.gov ). Table 5 presents the accession number of the sequences, as well as their names and sizes, ranging from 51 Thousands Base Pairs (KBP) to 1 Million Base Pairs (MBP). Table 5 also shows four pairs of sequences with their optimal local score and an adjusted p = score min(n,m) . The adjusted p is proposed as an approximation of the p parameter in the definition of partial match (PM p in Section 5) for the real cases.
Comparison 50K×50K is a case of perfect match, with p=1.
We used the MASA-Serial and MASA-OpenMP tools from the MASA architecture [17] since they implement the block pruning algorithm, and they do not impose restrictions on the size of the sequences. MASASerial allows different ways of processing the DP matrix (by row, by column, by diagonal, with inclination, square and anti-square). MASA-OpenMP uses the OpenMP framework to process the blocks in parallel (by diagonals). The experiments were made in a machine with an Intel i5-2310 CPU (4 cores) and 8GB of RAM. 
Predicted vs Real Pruning Effectiveness
In this first experiment, we measured the difference between the predicted and real pruning effectiveness (absolute error). Each comparison was made using the following processing orders: by row, by diagonal, by square, and by anti-square. The block size was set in such way that the grid contains 1000 × 1000 blocks.
The comparison between the predicted and real pruning effectiveness is presented in Figure 25 , in which the "Abs. Error" column presents the absolute error in percentage points. It can be noted that the highest differences occur in comparisons with less similar sequences (i.e. lower adjusted p ). For instance, comparison 200K×200K, which presents the lowest adjusted p , presents errors ranging from 0.56 to 1.09 percentage point. Comparison 1M×1M presents an intermediate error variation, ranging from 0.03 to 0.54 percentage point. On the other hand, comparisons 50K×50K and 100K×100K, which are the comparisons with highest adjusted p , presented much more stable errors as we vary the way of processing the DP matrix, ranging from 0.33 to 0.38 percentage point. In all cases, the absolute error of the predicted pruning effectiveness is very small (less than 1.1 percentage point), showing that our prediction is highly accurate. Table 25 also presents the execution times of each comparison with and without block pruning. It can be noticed that the execution time reduction is almost the same as the real pruning effectiveness, showing that the block pruning mechanism has a very low overhead. For instance, the execution time of the 100K×100K comparison was reduced from 51.75s (without block pruning) to 17.87s (with block pruning) with the square processing order, a reduction of 65.47%, whereas the pruning effectiveness was 65.97%.
Pruning Effectiveness vs Sequence similarity
In this experiment, the original sequence CP020060.1 (50K) was transformed into similar sequences CP020060.1 x based on parameter x ∈ [0.
.30] such that: a nucleotide is changed with x% probability; and an insertion or deletion is made with 0.02x% probability. The length of each insertion and deletion of gaps is limited to range [1. .200] and follows a power-law distribution with exponent −2.
Then, each sequence CP020060.1 x was compared with CP020060.1 and the optimal score was normalized as p = score n , where n is the size of sequence CP020060.1. The pruning was made in blocks of size 16 × 16. Figure 26 shows the pruning effectiveness for each comparison, with varied similarities. Using the formulae developed in Section 5, the absolute error on pruning effectiveness was, at most, 0.56 percentage point (Figure 27 ).
Pruning Effectiveness vs Size of the Block
In this experiment, we measured the pruning effectiveness varying the block size B from 50 to 3000. We compared the sequence CP020060.1 (50K) with itself (perfect match) using the following processing orders: by square, by row, by diagonal (45•), by inclination (20•) and by anti-square. Figure 28 presents the pruning effectiveness for this experiment. Along the x-axis, all the scenarios present an additional reduction of approximately 0.56 percentage points for every 100 cells increased in block size B, corresponding to the estimation of Equation 43 with α = 2.88.
Pruning Performance
MASA-OpenMP was executed with 4 threads and we compared sequence CP020060.1 (50K) with itself (perfect match). The block size B was varied from 10 to 1000 and the times are presented in Figure 29 , with and without block pruning, calculated as the average of 5 executions. In this figure, it is clear that block pruning can greatly reduce the execution time. For instance, using blocks of size B = 100, the comparison took 4.66 seconds without block pruning whereas it took 1.94 seconds with block pruning, with a reduction of 58.4% in the execution time.
We can see that the performance is very compromised when B < 100 due to the computation overhead of small blocks. For instance, the block pruning comparison with B = 50 was 27.7% slower compared with B = 100. E. Sandes, G. Teodoro, M. Walter, E. Ayguade, X. Martorell, A. Melo Without Block Pruning, the best runtimes occurred when B is between 300 and 1000. The performance decreases a little when B > 1000 since there are fewer blocks and the parallelism is reduced.
With Block Pruning, the best execution times occurred when B is between 100 and 300. When B > 300, the performance starts to decrease due to the block pruning effectiveness reduction.
CONCLUSION AND FUTURE WORK
In this paper we explored Block Pruning, which is a pruning optimization able to reduce significantly the execution time of algorithms that compute the optimal alignment of similar sequences. This optimization was originally developed for the CUDAlign 2.1 tool [14] using diagonal processing and, at that moment, it was already clear that it was able to attain high pruning efficiency. In a tool called MASA (Multi-Platform Architecture for Sequence Aligners) [17] , Block Pruning was extended to the dataflow (generic) processing, attaining in this case higher efficiency than the diagonal processing. This result motivated us to formalize the properties of the DP matrix and study the Block Pruning optimization in detail.
In this paper, we investigated the properties of the DP matrices used to compute optimal local and global alignments, with linear and affine gap models. As a result of this investigation, we formalized the inferior and superior bounds on the difference of the values of any two DP matrix cells. Using these bounds, we extended the Block Pruning optimization and proposed a Block Pruning method that uses these bounds to reduce the number of matrix cells calculated. In our pruning method, we defined a basic skeleton and proposed three different pruning algorithms that use the basic skeleton, processing the DP matrices row by row, by diagonal or in a generic order. In order to evaluate theoretically the effectiveness of the pruning method, we considered different scenarios of perfect match and partial match and six different processing orders, obtaining equations that calculate the area of a polygon defined by four lines. Solving the equations, we analyzed the impact of the similarity of the sequences, the punctuation of matches, mismatches, gaps and the processing order in the pruning effectiveness.
With the formulae and simulations, we observed that the square processing presented the best pruning results for cases in which the optimal alignment lies in the main diagonal. On the other hand, the anti-square processing presented the worst results for the same case. We also showed that the pruning results obtained when processing by rows/columns are on the median between the square and anti-square processing. In our results, we show that, when processing the DP matrix by square, up to 74.8% the DP matrices may be pruned when the gap penalties are high and up to 85% of pruning effectiveness may be reached when sequences are similar and have different lengths.
As future work, we plan to investigate other alignment patterns, such as: a) shifted alignments, which do not reside in the the main diagonal; b) overlapped alignments, in which two or more relevant alignments coexist; and c) truncated alignments, where the beginning/end of the alignment does not reside in the border of the DP matrix. Furthermore, we intend to investigate how to extend the block pruning method for the Multiple Sequence Alignment (MSA) problem, which was proven NP-hard when the alignments are scored with the sum-of-pairs function [21] . In this investigation, we will try to compare the pruning effectiveness of block pruning to other methods used to prune the search space of the MSA problem such as Carrillo-Lipman [22] and A-Star [23] . We also intend to adapt the block pruning method to problems usually solved with dynamic programming and have data dependency on the whole row and column such as RNA secondary structure prediction.
