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[1] The performance of 36 models (22 ocean color models and 14 biogeochemical ocean
circulation models (BOGCMs)) that estimate depth‐integrated marine net primary
productivity (NPP) was assessed by comparing their output to in situ 14C data at the
Bermuda Atlantic Time series Study (BATS) and the Hawaii Ocean Time series (HOT)
over nearly two decades. Specifically, skill was assessed based on the models’ ability to
estimate the observed mean, variability, and trends of NPP. At both sites, more than 90%
of the models underestimated mean NPP, with the average bias of the BOGCMs being
nearly twice that of the ocean color models. However, the difference in overall skill
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between the best BOGCM and the best ocean color model at each site was not significant.
Between 1989 and 2007, in situ NPP at BATS and HOT increased by an average of
nearly 2% per year and was positively correlated to the North Pacific Gyre Oscillation
index. The majority of ocean color models produced in situ NPP trends that were closer to
the observed trends when chlorophyll‐a was derived from high‐performance liquid
chromatography (HPLC), rather than fluorometric or SeaWiFS data. However, this was a
function of time such that average trend magnitude was more accurately estimated over
longer time periods. Among BOGCMs, only two individual models successfully produced
an increasing NPP trend (one model at each site). We caution against the use of models
to assess multiannual changes in NPP over short time periods. Ocean color model
estimates of NPP trends could improve if more high quality HPLC chlorophyll‐a time
series were available.
Citation: Saba, V. S., et al. (2010), Challenges of modeling depth‐integrated marine primary productivity over multiple decades:
A case study at BATS and HOT, Global Biogeochem. Cycles, 24, GB3020, doi:10.1029/2009GB003655.
1. Introduction
[2] Primary productivity is an essential component of both
terrestrial and aquatic ecosystems. Primary producers are at
the base of food webs and thus drive ecosystem dynamics
through bottom‐up forcing. Global biogeochemical cycles
of major elements, particularly the carbon cycle, are greatly
influenced by primary producers. Therefore, understanding
the spatial and temporal dynamics of primary productivity is
invaluable to multiple disciplines of earth and life sciences.
[3] In the marine environment, in situ measurements of
net primary productivity (NPP) (Table 1) are sparse through
space and time and can only represent minute fractions of
ecosystems. To assess NPP over large areas and annual to
decadal time‐scales, we must rely on models, some of which
use ocean color from satellite sensors while others couple
biogeochemistry and ocean circulation. These NPP models
have been applied to answer a wide range of scientific
questions pertaining to topics such as fisheries management
[Zainuddin et al., 2008], sea turtle population dynamics
[Saba et al., 2008], the biological pump (export flux) [Laws
et al., 2000], oxygen production [Reuer et al., 2007], and
contemporary changes in marine phytoplankton [Behrenfeld
et al., 2006].
[4] The frequent application and wide variety of model
estimates of NPP requires a context in which these models
can be evaluated to determine their accuracy; this also
facilitates further model development and improvement.
The Primary Productivity Algorithm Round Robin (PPARR)
provides this framework. Early PPARR studies compared
a small number of model estimates to in situ NPP data at
∼90 stations from various marine ecosystems [Campbell et
al., 2002]. Global fields of NPP estimated by 31 satellite‐
based ocean color models and coupled biogeochemical
ocean general circulation models were contrasted to under-
stand why and where models diverge in their estimates
[Carr et al., 2006]. A study comparing the NPP estimates of
30 models to in situ data from ∼1000 stations over 13 years
in the tropical Pacific Ocean revealed an overall increase in
ocean color model skill [Friedrichs et al., 2009] relative to
the first PPARR study [Campbell et al., 2002]. Scientists
used the comparative results from these PPARR studies, in
addition to their own research, to help refine and improve
their models, thus demonstrating the success of the PPARR
effort.
[5] The aforementioned studies evaluated NPP models at
multiple locations through various time periods, primarily
because in situ NPP data are typically measured along
cruise‐ship transects that are on a timescale of days or weeks,
or are the result of concentrated sampling in short‐term
process studies in a specific region. Time series projects,
including the Bermuda Atlantic Time series Study (BATS)
and the Hawaii Ocean Time series (HOT) located in the
subtropical gyres of the North Atlantic and North Pacific
Oceans respectively, provide a different sampling scheme. In
each time series project, monthly (sometimes inter‐monthly)
measurements of several oceanographic variables, including
NPP, are collected at the same location to produce a data
set now spanning almost two decades at these sites. These
invaluable data sets [e.g., Ducklow et al., 2009] enable
analysis of NPP model skill spanning nearly two decades.
[6] Most ocean color models estimate NPP from con-
centrations of surface chlorophyll‐a, which can be derived
from satellite sensors or in situ measurements. Since
September 1997, the Sea‐viewing Wide Field‐of‐View
Sensor (SeaWiFS) has been providing nearly global cover-
age of ocean color and surface chlorophyll‐a from space
[McClain et al., 2004]. At BATS and HOT, in situ mea-
surements of chlorophyll‐a are routinely derived from both
fluorometry and high‐performance liquid chromatography
(HPLC). Using these three estimates of surface chlorophyll,
we can assess how chlorophyll measurement type affects
ocean color NPP estimates.
[7] Given the locations of BATS and HOT, we can also
examine how models estimate NPP through multidecadal
climate forcing such as the North Atlantic Oscillation
(NAO), the North Pacific Gyre Oscillation (NPGO), the El
Niño Southern Oscillation (ENSO), and the Pacific Decadal
Oscillation (PDO). It has been suggested that these climate
indices are associated with trends in NPP in the respective
subtropical gyres of the North Atlantic [Bates, 2001; Krause
et al., 2009; Lomas et al., 2010] and the North Pacific
[Corno et al., 2007; Di Lorenzo et al., 2008; Bidigare et al.,
SABA ET AL.: MODELING MARINE PRIMARY PRODUCTIVITY GB3020GB3020
2 of 21
2009]; thus it is important to assess model performance
through these oscillations.
[8] Here we assess the performance of 36 models by
comparing estimated NPP to in situ data at BATS and HOT
over the course of nearly 20 years. Specifically, we examine
the models’ ability to estimate the mean, variability, and
trends of in situ NPP. We first describe the biological and
physical data from the two stations to better understand the
observed variability in NPP; we also consider the multi-
decadal climate oscillations that may be driving local eco-
system dynamics and influencing NPP variability. Model
performance is first assessed in terms of bias and variability
and presented using root‐mean squared differences and
illustrated using target diagrams. Next, linear regression is
applied to determine how well models estimate observed
NPP trends. This is followed by a sensitivity analysis that
compares how ocean color based models estimate NPP
when using different measurements of surface chlorophyll‐a
during the nearly 20 year BATS and HOT time series, as
well as during the shorter SeaWiFS (post‐1997) time series.
2. Methods
2.1. Data
[9] Both BATS (31°40′N, 64°10′W) and HOT (22°45′N,
158°00′W) began as part of the U.S. Joint Global Ocean
Flux Study (JGOFS); thus all sampling at the two stations
follows JGOFS protocols. Monthly 14C tracer measurements
of NPP at these stations were based on dawn to dusk (10 to
16 h) in situ incubations of samples collected at 20 m
intervals from 0 to 140 m at BATS and at 20–30 m intervals
from 0 to 125 m at HOT (0 to 175 m before the year 2000).
At BATS, incubations were performed using both light and
dark bottles for the entire time series, whereas at HOT, dark
bottles have not been used since 2000. We extracted data
at all depths from each project’s website (BATS: http://bats.
bios.edu; HOT: http://hahana.soest.hawaii.edu/hot/hot_jgofs.
html). For the BATS data, we used the mean light values of
NPP (N = 3) and subtracted the dark values to remove the
carbon produced by non‐photoautotrophs. Mean dark values
were 13.63% (±8%) of light values at BATS. For the HOT
data, we calculated the mean proportion of dark to light
bottle values from 1989 to 2000 (5.02% ± 2%) and then
used this proportion to calculate NPP for all light bottle
samples from 2000 onwards. The trapezoid method was
used to integrate daily NPP (mg C m−2 day−1) to the base of
the euphotic zone (long‐term estimated mean = 140 m; [e.g.,
Roman et al., 2002]).
[10] Additionally, we used surface (average value from
0 to 5 m because the first optical depth is typically between
5 to 10 m in these regions) and integrated chlorophyll‐a
(Chl‐a) (to 200 m) measured via fluorometry and high‐
performance liquid chromatography (HPLC), sea surface
temperature (SST), temperature at 100 m, salinity at 200 m,
and integrated nitrate/nitrite concentration to 150 m. Mixed‐
layer depths (MLDs) at HOT were derived using the surface
offset method (Ds = 0.125 kg m−3) based on potential
density profiles. The MLDs at BATS were derived from a
surface forced mixed‐layer model [Doney, 1996; Doney
et al., 2007] that matches MLD derived using the surface
offset method very closely [Ducklow et al., 2009]. To
compare ocean color model NPP estimates using in situ
measurements of surface Chl‐a to that of satellite sensors,
we used 8‐day level‐3 SeaWiFS 9 km Chl‐a data from
the Ocean Color Web (http://oceancolor.gsfc.nasa.gov).
SeaWiFS Chl‐a measurements were averaged for the 3 ×
3 pixel window (27 × 27 km) that encompassed each of the
time series stations. This was done for each 8‐day SeaWiFS
image that contained the respective date of in situ sampling.
Trend analysis of all data was conducted using linear
regression (95% confidence interval) of a 12‐month moving
average of each time series.
[11] We compared time series of the NAO index (http://
www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.
shtml), NPGO index (http://eros.eas.gatech.edu/npgo), Mul-
tivariate ENSO Index (MEI) (http://www.cdc.noaa.gov/
people/klaus.wolter/MEI), and PDO index (http://jisao.
washington.edu/pdo) to the NPP time series at the two sta-
tions. To determine the correlation between the observed
data and each of the four multidecadal climate indices, we
computed correlation coefficients between a 12‐month
moving average of each climate index and each station’s
time series of NPP data in monthly anomaly form (Am):
Am ¼ Om  Ot
where Om is the observed data during month m and Ot is
the average monthly value over the entire time series. The
12‐month moving average for each Am was calculated by
taking the average Am over months m to m + 11 months.
Correlation coefficients between observed data trends and
Table 1. Acronyms Used Throughout the Paper
Acronym Definition
1D‐ECO One‐dimensional ecosystem model
B Bias
BATS Bermuda Atlantic Time series Study
BBP Particulate backscatter
BOGCM Biogeochemical ocean general circulation model
CBSAT Carbon‐based satellite ocean color model
Chl‐a Chlorophyll‐a
DI Depth‐integrated
DR Depth‐resolved
ENSO El Niño Southern Oscillation
HOT Hawaii Ocean Time series
HPLC High‐performance liquid chromatography
JGOFS Joint Global Ocean Flux Study
MEI Multivariate ENSO Index
MLD Mixed‐layer depth
NAO North Atlantic Oscillation
NPGO North Pacific Gyre Oscillation
NPP Net primary productivity
PAR Photosynthetically active radiation
PDO Pacific Decadal Oscillation
PPARR Primary Productivity Algorithm Round Robin
RMSD Root mean square difference
SAT Satellite ocean color model
SeaWiFS Sea‐viewing Wide Field‐of‐view Sensor
SST Sea surface temperature
STMW Subtropical Mode Water
uRMSD Unbiased root mean square difference
WI Wavelength‐integrated
WR Wavelength‐resolved
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each of the four multidecadal climate indices were computed
using a 12‐month moving average of each climate index and
each station’s time series of NPP data in monthly anomaly
form. The 12‐month moving average was only applied to
the trend analyses (linear regression) and the climate index
correlation to filter out noise thus giving a clearer repre-
sentation of trends. The remaining statistics in this paper
were based on the raw data with no moving average.
2.2. Models
[12] Participants in this study contributed output from
36 NPP models (Table 2) including satellite‐based ocean
color models (SATs; N = 20), carbon‐based SATs (CBSATs;
N = 2), biogeochemical ocean general circulation models
(BOGCMs; N = 12), and one‐dimensional ecosystem
models (1D‐ECOs; N = 2). Although the CBSATs are
actually a type of satellite‐based ocean color model and
therefore are technically SATs, here they are separated for
this analysis because their behavior is very different from
the other SATs. Specific details for each of the 36 models
are given in Text S1.1 Among SATs and CBSATs, model
complexity ranged from less complex depth‐integrated/
wavelength‐integrated (DI,WI) and depth‐resolved/wave-
length‐integrated (DR,WI), to more complex depth‐resolved/
wavelength‐resolved (DR,WR). The BOGCMs varied in
terms of the number of phytoplankton functional groups,
number of nutrients, and forcing fields.
[13] All participants were provided with input data and
were asked to estimate integrated NPP to the 1% light‐level.
We provided BOGCMs with the latitude/longitude and date
of the BATS and HOT station samples. In addition to
position and date, SATs and CBSATs were also provided
with in situ surface fluorometric Chl‐a, in situ SST, modeled
photosynthetically active radiation (PAR) from the National
Centers for Environmental Prediction (http://www.cdc.noaa.
gov), day length, and MLD. Not all SATs and CBSATs
used all input variables provided though the use of surface
Table 2. Contributed Primary Productivity Modelsa
Model Contributer Type
Input Variables Used
ReferenceChl‐a SST PAR MLD BBP
1 Saba SAT,DI,WI x Eppley et al. [1985]
2 Saba SAT,DI,WI x x x x Howard and Yoder [1997]
3 Saba SAT,DI,WI x x x Carr [2002]
4 Dowell SAT,DI,WI x x x x M. Dowell et al.
(unpublished data, 2008)
5 Scardi SAT,DI,WI x x x x Scardi [2001]
6 Ciotti SAT,DI,WI x x x Morel and Maritorena [2001]
7 Kameda; Ishizaka SAT,DI,WI x x x Kameda and Ishizaka [2005]
8 Westberry; Behrenfeld SAT,DI,WI x x x Behrenfeld and Falkowski [1997]
9 Westberry; Behrenfeld SAT,DI,WI x x x Behrenfeld and Falkowski [1997]
10 Tang SAT,DI,WI x x x Tang et al. [2008]
11 Tang SAT,DI,WI x x x Tang et al. [2008]
12 Armstrong SAT,DR,WI x x x Armstrong [2006]
13 Armstrong SAT,DR,WI x x x Armstrong [2006]
14 Asanuma SAT,DR,WI x x x Asanuma [2006]
15 Marra; O’Reilly; Hyde SAT,DR,WI x x x Marra et al. [2003]
16 Antoine; Morel SAT,DR,WR x x x x Antoine and Morel [1996]
17 Uitz SAT,DR,WR x x x Uitz et al. [2008]
18 Mélin; Hoepffner SAT,DR,WR x x Mélin [2003]
19 Smyth SAT,DR,WR x x x Smyth et al. [2005]
20 Waters SAT,DR,WR x x x x Ondrusek et al. [2001]
21 Westberry; Behrenfeld CBSAT,DI,WI x x x x Behrenfeld et al. [2005]
22 Westberry; Behrenfeld CBSAT,DR,WR x x x x Westberry et al. [2008]
23 Bennington; McKinley BOGCM Bennington et al. [2009]
24 Aumont; Bopp BOGCM Aumont and Bopp [2006]
25 Lima; Moore; Doney BOGCM Moore et al. [2004]
26 Dutkiewicz BOGCM Dutkiewicz et al. [2009]
27 Gregg BOGCM Gregg [2008]
28 Gregg BOGCM Gregg and Casey [2007]
29 Tjiputra BOGCM Tjiputra et al. [2010]
30 Bruggeman BOGCM J. Bruggeman et al.
(unpublished data, 2008)
31 Yool BOGCM Yool et al., 2007
32 Buitenhuis BOGCM Buitenhuis et al. [2010]
33 Dunne BOGCM Dunne et al. [2005]
34 Vichi BOGCM Vichi et al. [2007a, 2007b]
35 Salihoglu 1D‐ECO x x x Salihoglu et al. [2008]
36 Salihoglu 1D‐ECO x x x Salihoglu et al. [2008]
aSpecific details for each model are described in Text S1.
1Auxiliary materials are available in the HTML. doi:10.1029/
2009GB003655.
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Chl‐a was universal (Table 2). We also provided SATs and
CBSATs with in situ surface Chl‐a measured via HPLC at
BATS and HOT to assess whether Chl‐a measurement‐
method affected model estimates. The sample sizes of the
two Chl‐a measurement‐methods were comparable at
BATS, whereas HPLC samples between 0 and 5 m were not
consistently taken at HOT (Figure 1). The CBSATs addi-
tionally required particulate backscatter data and these were
obtained from the SeaWiFS database (http://oceancolor.
gsfc.nasa.gov) using monthly composites. For sample dates
prior to the beginning of the SeaWiFS era (September 1997),
monthly composites of particulate backscatter were based on
the average for each month from September 1997 to Sep-
tember 2007.
[14] The two 1D‐ECO models used SST, PAR, and MLD
(Table 1) and only varied by the source of MLD. Model 35
used MLD estimated from BATS in situ potential density
profiles while Model 36 used MLD from the surface forced
model [Doney, 1996; Doney et al., 2007; Ducklow et al.,
2009] that we provided. Although in situ data in this
paper extend to 2007, models were only provided with data
extending to late 2003 for BATS and until late 2004 for
HOT due to data availability limitations at the start of this
study in 2007.
Figure 1. Twelve‐month moving average of the observed data at (a) BATS and (b) HOT. All data are in
situ with the exception of MLD that is modeled at BATS [Doney, 1996; Doney et al., 2007] and cal-
culated based on potential density profiles at HOT. Solid lines represent the fitted trend from linear
regression. Statistics for each time series are described in Table 3. Note that the y axis scales are different
for salinity.
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[15] An additional analysis was performed for the data
sampled during the SeaWiFS era (1997–2004). Ocean color
model estimates of NPP were compared using fluorometric,
HPLC, and SeaWiFS Chl‐a at BATS and HOT. The sample
sizes of surface fluorometric and HPLC Chl‐a samples (0 to
5 m) at HOT were more similar during the SeaWiFS era thus
we were able to compare model estimates using the different
measurement‐methods for this time period.
2.3. Model Performance
[16] To assess overall model performance in terms of both
bias and variability in a single statistic [Doney et al., 2009;
Stow et al., 2009], we used the root mean square difference
(RMSD) calculated for each model’s N samples of NPP at
each site:
RMSD ¼ 1
N
XN
i¼1
DðiÞ2
 !1=2
where model‐data misfit in log10 space D(i) is defined as:
D ið Þ ¼ log NPPm ið Þð Þ  log NPPd ið Þð Þ
and where NPPm(i) is modeled NPP and NPPd(i) represents
in situ data at each site. The RMSD statistic assesses
model skill such that models with lower values have higher
skill. The use of log normalized RMSD to assess overall
model performance is consistent with prior PPARR studies
[Campbell et al., 2002; Friedrichs et al., 2009]. To assess
model skill more specifically (whether a model over‐ or
underestimated NPP), we calculated each model’s bias (B)
where:
B ¼ log NPPmð Þ  log NPPdð Þ:
[17] We determined if certain groups of models had sig-
nificantly higher skill than others (based on RMSD) by
applying an ANOVA method with a 95% confidence
interval.
[18] Model performance was also illustrated using target
diagrams [Jolliff et al., 2009]. These diagrams are based on
the relationship:
RMSD2 ¼ B2 þ uRMSD2
Figure 1. (continued)
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where unbiased RMSD squared (uRMSD2) is defined as:
uRMSD2 ¼ 1
N
XN
i¼1
logNPPm ið Þ  logNPPm
 
 logNPPd ið Þ  logNPPd
 2
:
[19] In this way, Target diagrams break down RMSD to
show multiple statistics on a single plot: total RMSD as the
distance from the origin, bias on the y axis, and the unbiased
RMSD on the x axis. By convention, models with standard
deviations overestimating the observed standard deviation
are plotted on the right side of the plot and models with
standard deviations underestimating the observed standard
deviation are plotted on the left, i.e., the quantity on the x
axis represents signed uRMSD, where:
signed uRMSD ¼ uRMSDð Þ sign m  dð Þ
and sm = standard deviation of logNPPm and sd = standard
deviation of logNPPd. The target diagram thus enables one
to easily visualize whether or not a model over‐ or under‐
estimates the mean and variability of NPP. In addition, by
plotting a circle with radius equal to the standard deviation
of the data, the target diagrams illustrate whether models are
performing better than the mean of the observations [Jolliff
et al., 2009].
3. Results
3.1. In Situ and Satellite Data Trends
[20] From the late 1980s to the mid‐ to late 2000s, mean
in situ NPP at BATS and HOT was 461 (±201; standard
deviation) and 488 (±143) mg C m−2 day−1 respectively. At
both stations, NPP significantly increased (P < 0.05) at an
average trend of about +10 mg C m−2 day−1 year−1 (Table 3
and Figure 1). During the shorter time series for the model
estimates (ending in 2003 and 2004), NPP similarly
increased at HOT but increased at a higher rate at BATS
(+23 mg C m−2 day−1 year−1; see Table 4). At BATS, the
overall increase in NPP occurred primarily in the upper
20 m (35%) (Figure 2a) whereas at HOT, the greatest
increase was between 45 and 75 m (36%) (Figure 2b). Other
statistically significant trends at BATS included increasing
surface and integrated HPLC Chl‐a, increasing salinity at
200 m, and increasing integrated nitrate plus nitrite (Table 3
and Figure 1a). At HOT, both fluorometric and HPLC
surface and integrated Chl‐a increased, MLD increased
(deepened), SST and temperature at 100 m increased, salinity
at 200 m decreased, and integrated nitrate plus nitrite
Table 3. Linear Trends of the in Situ Data at BATS and HOT for the Entire Data Sets, Extending Past the Model Rangea
Station Parameter N Time Series
Trend
(12‐month
Moving Average) Annual Slope Overall Change
BATS NPP 239 1988–2006 Increasing +10.08 mg C m−2 day−1 year−1 +171.44 mg C m−2 day−1
Fluorometric Chl‐a (surface) 202 1988–2004 No trend ‐ ‐
Fluorometric Chl‐a
(integrated 200 m)
190 1988–2004 No trend ‐ ‐
HPLC Chl‐a (surface) 218 1990–2006b Increasing +0.006 mg m−3 year−1 +0.088 mg m−3
HPLC Chl‐a (integrated 200 m) 211 1990–2006b Increasing +0.740 mg m−2 year−1 +11.84 mg m−2
SeaWiFS Chl‐a (surface) 119 1997–2006 No trend ‐ ‐
MLDc 197 1988–2003 No trend ‐ ‐
SST 237 1988–2006 No trend ‐ ‐
Temperature (100 m) 233 1988–2006 No trend ‐ ‐
Salinity (200 m) 239 1988–2006 Increasing +0.002 ppt year−1 +0.027 ppt
Nitrate + Nitrite
(integrated 150 m)
213 1989–2006 Increasing +0.05 mmol m−2 year−1 +0.97 mmol m−2
HOT NPP 159 1989–2007 Increasing +10.23 mg C m−2 day−1 year−1 +173.97 mg C m−2 day−1
Fluorometric Chl‐a (surface) 142 1989–2007 Increasing +0.001 mg m−3 year−1 +0.012 mg m−3
Fluorometric Chl‐a
(integrated 200 m)
159 1989–2007 Increasing +0.15 mg m−2 year−1 +2.56 mg m−2
HPLC Chl‐a (surface)d 72 1995–2005 Increasing +0.003 mg m−3 year−1 +0.031 mg m−3
HPLC Chl‐a (integrated 200 m)d 83 1995–2006 Increasing +0.28 mg m−2 year−1 +3.41 mg m−2
SeaWiFS Chl‐a (surface) 98 1997–2007 No trend ‐ ‐
MLD 159 1989–2007 Increasing
(deepening)
+0.80 m year−1 +13.62 m
SST 159 1989–2007 Increasing +0.06°C year−1 +0.96°C
Temperature (100 m) 159 1989–2007 Increasing +0.06°C year−1 +1.00°C
Salinity (200 m) 159 1989–2007 Decreasing −0.008 ppt year−1 −0.136 ppt
Nitrate + Nitrite
(integrated 150 m)
158 1989–2007 Increasing +3.28 mmol m−2 year−1 +55.79 mmol m−2
aLinear regression is based on 12‐month moving averages of the in situ and estimated fields. Only statistically significant trends are shown (P < 0.05;
95% confidence interval) based on linear regression.
bHPLC Chl‐a (surface and integrated) similarly increased from 1990 to 2004.
cModeled MLD [Doney, 1996; Doney et al., 2007].
dExludes sample dates when measurements were not taken between 0 and 5 m.
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increased (Table 3 and Figure 1b). During the SeaWiFS era
from 1997 onwards, no significant trends were detected for
SeaWiFS Chl‐a at either station (Table 3 and Figure 1). By
contrast HPLC Chl‐a increased while fluorometric Chl‐a
had no significant trend at both sites during the SeaWiFS era.
[21] In situ NPP at BATS was negatively correlated to the
NAO (r = −0.22) while positively correlated to the NPGO
(r = 0.35) (Figure 3a). No significant correlations were
found between NPP at BATS and the MEI and PDO. NPP at
HOT was even more positively correlated to the NPGO
(0.61), but was slightly negatively correlated to the MEI
(−0.18) and PDO (−0.19), and had no correlation to the NAO
(Figure 3b). These correlations will be discussed in detail in
section 4.3.
3.2. Overall Model Performance: RMSD
[22] During the modeled time period (1989 to 2003/2004),
the average RMSD computed for the SATs was significantly
lower (higher skill) than that computed for the BOGCMs at
both stations (ANOVA, P < 0.05) although some individual
BOGCMs outperformed some SATs (Figure 4). Among all
models at BATS, the average CBSATs had the lowest skill
while the average 1D‐ECO models had the highest skill
(Figures 4a and 5a). At HOT, however, CBSATs performed
as well as the SAT models (Table 4 and Figures 4b and 5b).
Figure 2. Integrated depth profiles of the overall change in observed NPP at (a) BATS and (b) HOT.
The depth ranges for each station are based on where NPP is sampled in the water column. The x axis
is the proportion of the overall change in NPP integrated to 140 m.
Table 4. Observed and Estimated NPP Among All Model Types During the Modeled Time Period at BATS (1989–2003) and HOT
(1989–2004)a
Station NPP Source
Mean NPP
(mg C m−2 day−1)
Trend
(12‐month
Moving Average)
Annual Slope
(mg C m−2
day−1 year−1)
Overall
Change in NPP
(mg C m−2 day−1) RMSD
BATS (N = 162;
1989–2003)
In situ (modeled time period) 462.04 (±198) Increasing +23.69 +331.73 ‐
SAT estimate (fluorometric Chl‐a based) 327.64 (±170) Increasing +5.90 +82.63 0.37 (±0.10)
SAT estimate (HPLC Chl‐a based) 334.87 (±160) Increasing +12.21 +158.79 0.35 (±0.10)
CBSAT estimate (fluorometric Chl‐a based) 216.36 (±170) No trend ‐ ‐ 0.87 (±0.33)
CBSAT estimate (HPLC Chl‐a based) 206.61 (±155) Increasing +15.41 +200.34 0.86 (±0.37)
BOGCM estimate 289.98 (±116) No trend ‐ ‐ 0.47 (±0.24)
1D‐ECO estimate 406.60 (±174) Increasing +9.30 +130.14 0.23 (±0.00)
Model 23 estimate 126.50 (±133) Increasing +5.87 +82.24 0.81
Model 36 estimateb 440.72 (±234) Increasing +11.01 +154.19 0.22
HOT (N = 134;
1989–2004)
In situ (modeled time period) 487.33 (±150) Increasing +11.52 +161.33 ‐
SAT estimate (fluorometric Chl‐a based) 325.89 (±74) Increasing +0.84 +11.78 0.26 (±0.07)
CBSAT estimate (fluorometric Chl‐a based) 336.00 (±87) No trend ‐ ‐ 0.30 (±0.13)
BOGCM estimate 196.58 (±30) No trend ‐ ‐ 0.62 (±0.38)
Model 25 estimate 282.48 (±87) Increasing +10.66 +149.23 0.29
aLinear trends and overall model performance (RMSD ± standard deviation) of the various model types along with select individual models that
estimated the correct trends in NPP. Lower RMSD values signify higher model skill.
bModel 35 reproduced an increasing trend in NPP that was similar to that of Model 36 although the mean NPP of Model 35 was slightly lower.
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There was no significant difference in model skill between
the three types of SATs (Figure 4) and almost all models
underestimated NPP at both stations (Table 4 and Figures 5,
6, and 7). During the SeaWiFS time period (1997 to 2003/
2004), the skill of the various model types was similar (in
terms of RMSD) to that during the entire modeled time
period (1989 to 2003/2004) (Tables 4 and 5 and Figure 5).
The RMSD of SATs and CBSATs was not significantly
affected by the source of Chl‐a (fluorometric versus HPLC
versus SeaWiFS) (Tables 4 and 5 and Figure 5).
3.3. Detailed Model Performance
3.3.1. Model Bias and Variance
[23] The Target diagram (Figure 5) shows bias and signed
unbiased RMSD statistics to illustrate how well the models
estimate the mean and variability of NPP. At both sites, over
90% of the models underestimated mean NPP, with the
BOGCMs on average having a negative bias that was nearly
twice that of SATs. Regardless of time period or location,
BOGCMs typically estimated the observed variability of
NPP more accurately than the mean (i.e., uRMSD < B), thus
Figure 3. Multidecadal climate indices (12‐month moving average) that may be associated with the
variability of NPP at (a) BATS and (b) HOT. Observed NPP anomalies are also shown as a 12‐month
moving average (green line). Correlation coefficients are listed only for significant relationships (P < 0.05).
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their relatively low skill was driven by bias (Figures 5a–5d).
The SATs typically performed more equally in terms of
variability and bias (Figures 5a–5d). The CBSATs per-
formed equally in terms of variability and bias at BATS,
whereas at HOT they replicated NPP variability very well,
and their skill was just limited by bias. The difference in
overall skill between the “best” BOGCM and the “best”
SAT at each site, i.e., those with the lowest total RMSD,
was not significant (Figures 5e–5h). These “best” models,
unlike most others, typically overestimated mean NPP and
underestimated NPP variance (Figures 5e–5h).
[24] Regardless of time period, the BOGCMs with the
lowest RMSD at BATS and HOT were Models 33 and 32
respectively (Figure 4). Among SATs, Model 20 was the
overall highest performing model as it had the lowest
RMSD at both sites (Figure 4). Another SAT that had
relatively high performance at both sites was Model 3
(Figure 4). Although Chl‐a source did not significantly
affect ocean color model performance as measured by total
RMSD at either site during either time period, the SATs
estimated NPP variability at BATS much better (lower
uRMSD) when SeaWiFS Chl‐a was used as opposed to
fluorometric and HPLC (Figure 5b).
3.3.2. Trend Analysis
[25] During the modeled time period at BATS (1989–
2003), the average SAT model estimated a statistically sig-
nificant increasing trend in NPP, regardless of whether HPLC
or fluorometric Chl‐a was used (Table 4 and Figure 6a).
However, the magnitude of the NPP increase varied based
on Chl‐a source, with HPLC‐based estimates being closer to
the observed (Table 4 and Figure 6a). The CBSAT models
only estimated an increase in NPP at BATS when HPLC
was used. The average BOGCM model did not estimate
the increasing trend at either station (Table 4 and Figure 6)
although a few individual models were successful. At BATS,
Models 23 (BOGCM), 35 and 36 (1D‐ECO) produced
an increasing NPP trend (Table 4). At HOT, Model 25 was
the only BOGCM that produced a significantly increasing
NPP trend. Some individual models produced statistically
significant decreasing NPP trends, opposite to the observa-
tions. At BATS, Model 21 (CBSAT) and Models 26, 27, 28,
32, and 34 (BOGCMs) produced significantly decreasing
NPP trends. At HOT, Model 21 (CBSAT) and Models 27,
28, 31, 32, and 33 (BOGCMs) also produced decreasing
trends.
[26] The trends of in situ NPP during the SeaWiFS era
(post‐1997; see Table 5) differed from the trends observed
over the entire modeled time period discussed above
(Table 4). At BATS, the trend from 1997 to 2003 (+63.18 mg
C m−2 day−1 year−1) was nearly three times larger than the
trend from 1989 to 2003 (+23.69 mg C m−2 day−1 year−1).
On the contrary, at HOT no statistically significant trend
was observed from 1997 to 2004, whereas when computed
over the entire modeled time period (1989–2004), the
average NPP trend was +11.52 mg C m−2 day−1 year−1. At
BATS, the ocean color models produced the increasing NPP
trend only when HPLC Chl‐a was used, with the magnitude
of the trend being roughly 20% of the observed for the
SATs, and roughly 50% of the observed for the CBSATs
(Table 5). When fluorometric Chl‐a was used, opposite
(decreasing) trends of NPP were produced by both SATs
and CBSATs (Table 5), and when SeaWiFS Chl‐a was
used, neither SATS nor CBSATs produced a significant
trend. At HOT, both SATs and CBSATs correctly estimated
the lack of a trend when using HPLC Chl‐a. At this site
the CBSATs also correctly estimated the lack of a trend
when using SeaWiFS Chl‐a whereas on average the SATs
produced decreasing trends when either fluorometric or
SeaWiFS Chl‐a was used (Table 5).
3.3.3. Trends in Model‐Data Misfit
[27] The trends of model‐data misfit [D(i)] varied with
both time period (entire modeled time period versus SeaWiFS
time period) and Chl‐a source. On average, the model‐data
misfit of BOGCMs significantly increased (became more
negative) through time at BATS and HOT during the entire
modeled time period, i.e., the models underestimated NPP
more as time progressed (Figures 7a and 7b). These
BOGCMs had similar trends in model‐data misfit through
time at BATS during the more recent SeaWiFS years, yet
showed no change in misfit at HOT for this time period
(Figures 7c and 7d). The average 1D‐ECO had no change in
model‐data misfit at BATS during the entire model range
(Figure 7a) but had increasing misfit during the SeaWiFS
Figure 4. Overall model skill for each model at (a) BATS
and (b) HOT during the modeled time period (1989 to 2003/
2004). Lower RMSD values correspond to higher model
skill. SAT models 1 to 11 are DIWI, 12 to 15 are DRWI,
16 to 20 are DRWR. CBSAT model 21 is DIWI while 22
is DRWR. Models 23, 35, and 36 did not provide output
for HOT.
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range (Figure 7c). Among SATs, model‐data misfit signif-
icantly increased at BATS and HOT when the models used
fluorometric Chl‐a; however, when HPLC Chl‐a was used
at BATS, there was no trend in misfit even though the mean
misfits were similar (Figures 7a and 7b). This effect of Chl‐a
source on model‐data misfit, however, was only evident
during the entire modeled time period (Figure 7a). Finally,
the CBSATs only had significantly changing misfit during
the entire model range at HOT when using fluorometric
Chl‐a (Figure 7b).
4. Discussion
4.1. General Model Performance
[28] The primary goal of this study was to assess how the
36 models estimated the mean, variability, and trends of
NPP through multiple decades rather than to strictly critique
and compare individual models. A more rigorous assess-
ment of individual model skill at multiple regions, including
BATS and HOT, will be presented in a forthcoming paper
(V. S. Saba et al., Estimating depth‐integrated marine pri-
mary productivity in coastal and pelagic regions across the
globe: An evaluation of satellite‐based ocean color models,
manuscript in preparation, 2010). As found in the tropical
Pacific study [Friedrichs et al., 2009], there was no relation-
ship between ocean color model skill and model complexity:
ocean color models that resolved depth and wavelength did
not perform significantly better or worse than the integrated
models. These consistent results strengthen the argument
that increased model complexity does not always increase
model skill.
[29] The performance of the BOGCMs was more variable
than that of the SATs, but on average the SATs significantly
outperformed the BOGCMs (lower total RMSD) at both
sites. The skill of most BOGCMs was limited by their
inability to estimate mean NPP rather than NPP variability.
Figure 5. Target diagrams for the various model types and individual models that had high skill at
BATS and HOT. (a and e) BATS results for the modeled time period (1989 to 2003) and (b and f) for
the SeaWiFS time period (1997–2003). (c and g) HOT results for the modeled time period (1989 to
2004) and (d and h) for the SeaWiFS time period (1997–2004). The solid circle is the standard deviation
of the observed data (sd). The distance from the origin to each model’s symbol is the total RMSD. Refer
to section 3.3.1 and Figure 4 for details on individual model performance.
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In fact, the BOGCMs estimated NPP variability as well or
better than the SATs. Interestingly, CBSATs performed
significantly better at HOT than at BATS whereas the dif-
ference between the two sites for SATs and BOGCMs was
not as pronounced. It is not clear whether this is because the
CBSATs were particularly tuned for the Pacific, or whether
there is something inherent about these carbon‐based
models that make them much more applicable to HOT than
BATS. Model‐data misfit among CBSATs is highly corre-
lated to MLD (V. S. Saba et al., unpublished data, 2010) and
the sensitivity of Model 21 (DIWI CBSAT) to MLD is a
function of season and latitude [Milutinović et al., 2009].
Therefore, the deeper winter‐time MLDs at BATS and more
temperate nature of the ecosystem may explain why the
CBSATs had lower skill there. The 1D‐ECO models had
high skill at BATS; however, these two models were spe-
cifically tuned for the BATS station and are not applicable
on a regional or global scale.
[30] Almost all model types consistently underestimated
NPP at both BATS and HOT. A model skill assessment
done by Siegel et al. [2001] using fluorometric derived Chl‐a
measurements as input data showed that 7 of 11 models
underestimated NPP at BATS from 1992 to 1997. This is
consistent with our results, which show that the majority of
the 36 models (as well as the majority of ocean color
models) underestimated NPP during this same time period
(Figures 6a and 7a). Of the 30 models tested in the recent
tropical Pacific comparison exercise [Friedrichs et al.,
2009], only 20% underestimated NPP. It is not clear why
a greater percentage of models underestimated NPP in our
study; we can only surmise that these differences result from
the tropical Pacific study covering data from a wider range
of marine ecosystems whereas the results from this study are
from single station time series sampling representing two
individual ecosystems.
[31] High‐nitrate low‐chlorophyll marine ecosystems,
such as the equatorial Pacific, have been considered to be a
challenge for ocean color models [Carr et al., 2006].
Therefore it is surprising that the average skill among the
21 ocean color models tested in the tropical Pacific
(Friedrichs et al. [2009]; mean RMSD = 0.29 ± 0.05) was
significantly higher (P < 0.001) than the average of the
22 models tested in this study at BATS (0.41 ± 0.19) while
similar to those at HOT (0.27 ± 0.07). The poor skill at
Figure 5. (continued)
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BATS was partially driven by the CBSAT NPP estimates,
but even when these models were removed from the mean
RMSD, model skill was still significantly higher at HOT
and the tropical Pacific.
[32] Among ocean color models, the absolute value of the
bias computed by Friedrichs et al. [2009] for the tropical
Pacific (0.12 ± 0.09) was significantly lower (P < 0.01) than
at both BATS (0.25 ± 0.14) and HOT (0.20 ± 0.10). In the
tropical Pacific exercise, most ocean color models were
more limited by their ability to estimate NPP variability
rather than mean NPP. This was not true for many of the
ocean color models applied to the time series stations dis-
cussed here, where the models were equally limited by their
ability to estimate mean and variability of NPP.
[33] Mean RMSD from the BOGCMs at HOT (0.62 ±
0.38) was significantly higher (P < 0.05) than those found
by Friedrichs et al. [2009] using the tropical Pacific data-
base (0.34 ± 0.02) but more similar to the RMSD at BATS
(0.47 ± 0.24). This was because the absolute value of the
bias of BOGCMs was significantly higher at HOT (0.58 ±
0.39) than in the tropical Pacific (0.19 ± 0.12). It is not clear
whether this difference is due to something unique about the
HOT site, or whether it might result from the fact that dif-
ferent individual BOGCMs participated in this comparison
exercise than in the tropical Pacific exercise. As with ocean
color models, BOGCMs were also limited by their ability to
estimate the variability of NPP in the tropical Pacific when
compared to BATS and HOT. This may be due to the higher
rate of climate variability in the tropical Pacific derived from
multidecadal shifts in ENSO forcing [Chavez et al., 2003]
that the BOGCMs were not resolving.
4.2. NPP Trends: Ocean Color Models and Chlorophyll
Source
[34] Our results show that for the nearly 15 year BATS
and HOT time series analyzed here, the majority of ocean
color models estimated the observed increase in NPP at
BATS and HOT; however, the ability of ocean color models
to successfully estimate these NPP trends depended on time
period as well as the type of Chl‐a measurement. The
majority of SATs and CBSATs estimated the magnitude of
the NPP trends to within 50% and 65% respectively, when
Figure 6. Observed and estimated NPP trends at (a) BATS from 1989 to 2003 and (b) HOT from 1989
to 2004. Trends are shown as a 12‐month moving average, and trend lines derive from linear regression.
Estimated trends for each model type are based on mean model output for SATs (N = 20), CBSATs
(N = 2), BOGCMs, (N = 12 at BATS; N = 11 at HOT), and 1D‐ECOs (N = 2 at BATS).
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HPLC Chl‐a was used as an input field. In comparison,
when fluorometric Chl‐a was used instead, these models
estimated less than 25% of the magnitude of the NPP
increase.
[35] During the shorter SeaWiFS time series, the models
had much less success in estimating the observed trends.
The HPLC‐based SATs (CBSATs) estimated the magnitude
of the NPP trends at BATS to within 20% (50%), while
fluorometric‐based SAT and CBSAT estimates produced
decreasing trends, opposite of the observed. When SeaWiFS
Chl‐a was used, on average the ocean color models pro-
duced no trend at BATS. At HOT, where there was no
observed trend, the use of fluorometric Chl‐a led to a sig-
nificant decreasing trend. Among SATs, the use of SeaWiFS
Chl‐a did not estimate the correct sign of the observed NPP
trends at either site. Although the CBSATs behaved some-
Figure 7. Model‐data misfit [D(i)] trends for the various model types including ocean color models
using the various sources of Chl‐a. (a) BATS results for the modeled time period (1989 to 2003),
(b) HOT results for the modeled time period (1989 to 2004), (c) BATS results for the SeaWiFS time
period (1997–2003), and (d) HOT results for the SeaWiFS time period (1997–2004). Solid lines represent
the trend lines from linear regression (whether significant or not). Changes in model‐data misfit through
time are only shown for statistically significant trends (P < 0.05; 95% confidence), non‐significant trends
are noted as “No change in misfit.” Note the y axis scale difference for CBSATs between BATS and
HOT.
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what differently than SATs with regard to fluorometric and
SeaWiFS derived Chl‐a, they still consistently estimated
NPP trends more accurately when based on HPLC.
[36] The effect of Chl‐a source on SAT model NPP trend
estimates is best illustrated in Figure 7. These model‐data
misfit plots illustrate why HPLC‐based estimates improve
the ability of SATs to estimate NPP trends yet do not
improve overall model skill in terms of RMSD. During the
entire model range at BATS, the model‐data misfit of SATs
was relatively low in the early portion of the time series but
significantly increased as time progressed; when these
models used HPLC Chl‐a, misfit was consistent through
time. However, mean model‐data misfit did not change
using either source of Chl‐a thus explaining why overall
model skill (RMSD) was not affected. This relationship
between model‐data misfit trends and Chl‐a source was
dependent on time period. During the shortened SeaWiFS
range at BATS, model‐data misfit of SATs significantly
increased, regardless of Chl‐a source. As mentioned above,
this was also the time period during which SATs did not
estimate the NPP trends very well, even when using HPLC
Chl‐a.
[37] Time period also affected the trends of model‐data
misfit for the 1D‐ECO models. While no change in misfit
was observed among the average 1D‐ECO for the entire
model range at BATS (Figure 7a), misfit significantly
increased during the SeaWiFS range. Consequently, the
average 1D‐ECO did not estimate the NPP trends during the
SeaWiFS time period as it did during the entire modeled
time period and this is clearly illustrated in the misfit plots.
The limited ability of BOGCMs to estimate NPP trends is
also described in the model‐data misfit plots such that misfit
typically changed through time.
[38] Model‐data misfit among CBSATs using fluorometric
Chl‐a at HOT also increased, however, the lack of change
observed at BATS using either Chl‐a source appeared to be
due to outliers, although a shift in the direction of the trend
lines can still be discerned (Figure 7a).
[39] Therefore, our results suggest the following: 1) a
large discrepancy between the observed and estimated
magnitude of the NPP trends causes model‐data misfit to
significantly increase through time; 2) no change in model‐
data misfit through time exists when models estimate NPP
trends more accurately (to within 50%); 3) estimating NPP
trends more accurately may not yield greater overall model
skill (RMSD), therefore this statistic should be used with
caution when assessing a model’s ability to estimate NPP
trends.
[40] Although the difference between mean fluorometric,
HPLC, and SeaWiFS Chl‐a was not significant at BATS
(Figure 1a), ocean color models still estimated the NPP
trends more accurately when HPLC Chl‐a was used (Tables
4 and 5). Ocean color models are extremely sensitive to
perturbations in surface Chl‐a relative to other input vari-
ables [Friedrichs et al., 2009]. It has been reported that
HPLC measurements of Chl‐a are more accurate than spec-
trophotometric and fluorometric measurements [Pinckney
et al., 1994]. If satellite‐derived surface Chl‐a, SeaWiFS
in this case, can be parameterized using in situ measure-
ments via HPLC, ocean color models might resolve NPP
trends more accurately when using satellite data. This,
however, would require a large database of in situ HPLC
samples spanning multiple regions, which presently does
not exist.
4.3. Multidecadal Forcing and NPP Trends
4.3.1. BATS
[41] Previous studies have suggested that variability in
marine NPP at BATS is correlated to multidecadal climate
indices in the North Atlantic. For example, Bates [2001]
reported that NPP anomalies at BATS were inversely cor-
related with NAO variability because negative NAO phases
were associated with stronger winds, which resulted in
deeper MLDs, cooler SSTs and increases in NPP. Moreover,
Lomas et al. [2010] reported an increased abundance of
prokaryotic phytoplankton and particulate organic carbon
export (150 m) that coincided with a negative NAO phase.
A weak negative correlation between NPP and NAO was
Figure 7. (continued)
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also found in the present study. However, while the BATS
data time series from 1989 to 2006 showed an increasing
trend in NPP, no concomitant trends in SST or MLD
occurred. Mesoscale eddies also play a significant role in the
enhancement of NPP in the Sargasso Sea where BATS is
located [McGillicuddy et al., 2007]. The interannual vari-
ability of the winter‐time MLD and eddy activity at BATS
results in significant interannual changes in new nutrients
[Cianca et al., 2007], however, this may not be the case in
terms of multidecadal variability.
[42] Other observed parameters at BATS showed con-
comitant trends with NPP. The increasing trend of both
surface and integrated HPLC Chl‐a was consistent with the
increase in NPP. Salinity at 200 m also increased at BATS
suggesting a change in water masses in the deeper epipe-
lagic zone. Finally, integrated nitrate plus nitrite (to 150 m)
also significantly increased (statistically) although the aver-
age annual change was small at only 0.05 mmol m−2 year−1
(Table 3 and Figure 1).
[43] Palter et al. [2005] suggested that the nutrient supply
to the North Atlantic Subtropical Gyre is governed by the
nutrient concentrations of the underlying Subtropical Mode
Water (STMW). The STMW is found in a thick layer of
nearly uniform temperature of around 18°C [Talley and
Raymer, 1982]. During periods of more vigorous STMW
production, the mode water layer thickens and the nutrient
reservoir of the Gyre becomes depleted; the opposite occurs
during periods of reduced STMW formation [Palter et al.,
Figure 7. (continued)
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2005]. Indeed, Krause et al. [2009] reported that the
thickness of the STMW layer has been decreasing at BATS
since 1997, along with the core of the mode water deep-
ening. However, integrated nitrate plus nitrite (to 150 m) at
BATS did not increase substantially (although the increase
was still statistically significant) thus the STMW thinning
does not appear to result in substantially enhanced nitrate
plus nitrite into the euphotic zone on an annual basis to
support higher NPP.
[44] Krause et al. [2009] reported a 40% decline in inte-
grated biogenic silica and an increase in the abundances of
dinoflagellates and prasinophytes in the upper 120 m at
BATS; or essentially a reduction in the role of diatoms in the
ecosystem. Over the same 15‐year time period, the study
also reported an increase in density stratification in the upper
200 m. They conclude that a phytoplankton community
composition shift occurred which may reflect a change in
the biogeochemical processes at BATS [Krause et al.,
2009]. Additionally, Lomas et al. [2009] showed that
more frequent mixing from late‐winter storms contributed to
pulses of nitrate inputs causing new production that was not
accounted for in annual estimates. Indeed, winter storm
activity around the BATS station is enhanced during nega-
tive phases of NAO [Bates and Hansell, 2004]. Therefore,
the physical mechanisms that are responsible for the com-
munity shift and NPP increase at BATS may be a combi-
nation of the thinning STMW and more frequent mixing
events during a negative NAO phase. It is also important to
note that the increase in prokaryotic phytoplankton (spe-
cifically Synechococcus) being responsible for the increase
in NPP at BATS is counter to conventional theories on the
relationship between phytoplankton community composi-
tion and productivity [Lomas et al., 2010].
[45] Finally, NPP at BATS was also correlated to the
NPGO yet was not correlated to the MEI or the PDO. The
absolute magnitude of the correlation coefficients between
NPP at BATS and the NAO and NPGO were similar, thus it
is likely that either climate index could be used as a proxy
for NPP variability at BATS. The fact that the NPGO, a
Pacific Ocean climate index, can serve as a proxy for NPP at
BATS is not entirely surprising given the teleconnections
between Pacific‐Atlantic climate shifts [Müller et al., 2008].
4.3.2. HOT
[46] The scenario at HOT may be somewhat more straight-
forward. A study by Corno et al. [2007] reported that ENSO‐
and PDO‐related changes in stratification and vertical
Figure 7. (continued)
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nutrient dynamics were responsible for the increase in NPP
at HOT from 1989 to 2004. Their study showed that MLD at
HOT was deepening from increased wind‐forcing, which in
turn caused an increase in the availability of nutrients in the
euphotic zone.
[47] In the 1989–2007 HOT data examined here, MLD
similarly deepened. Other parameters with concomitant
trends as NPPwere: increasing fluorometric and HPLCChl‐a
(both surface and integrated), increasing SST and tempera-
ture at 100 m, decreasing salinity at 200 m, and increasing
integrated nitrate plus nitrite (to 150 m). The largest increase
in NPP at HOT occurred at depths between 45 and 75 m,
which is consistent with the integrated NPP increase being
caused by subsurface nutrient enhancement. Bidigare et al.
[2009] suggested that the availability of new nitrogen (in the
form of nitrate) was the explanation for the increase in
phytoplankton biomass at HOT. Moreover, Bidigare et al.
[2009] reported that the maximum increase of HPLC mea-
sured carotenoid pigments (associated with certain species of
chromophyte microalgae) was between 80 and 140 m while
concentrations in the upper 40 m were consistently low.
[48] In situ data at HOT was positively correlated to the
NPGO and negatively correlated to the PDO and MEI to a
much lesser extent (P < 0.05) (Figure 3b). Corno et al.
[2007] suggested that the relationship of NPP at HOT to
the ENSO and PDO was somewhat complicated in that it
depended on interaction between the two indices. The
NPGO is the second mode of SST and sea surface height
variability in the North Pacific Gyre whereas PDO is the
first mode [Di Lorenzo et al., 2008]. A positive NPGO cor-
responds to increased open‐ocean wind stress curl anoma-
lies in the North Pacific Subtropical Gyre [Di Lorenzo et al.,
2008] thus increasing MLD at HOT. Consequently, it is
not surprising that the NPGO was positively correlated to
NPP at HOT and may serve as a useful indicator of NPP
variability.
[49] Climatic regime shifts in the North Pacific Ocean
have been reported during the 20th century, occurring most
recently around 1989 and then again in 1998 [McFarlane
et al., 2000; Chavez et al., 2003; Kasai and Ono, 2007].
These regime shifts were identified by changes in SST of
the eastern Pacific and were accompanied by changes in the
dynamics of key commercial fishery stocks throughout the
North Pacific [McFarlane et al., 2000; Chavez et al., 2003].
The shift in 1989 represents the entry into a peak warm
period in the eastern Pacific while the shift in 1998 represents
the beginning of a cool period. During this cool phase,
wind‐forcing is stronger and sea surface height would be
lower at the HOT station [Chavez et al., 2003; Di Lorenzo et
al., 2008]. Bidigare et al. [2009] suggested that the rapid
ENSO/PDO shift in 1998 caused the upper ocean at the
HOT station to become more weakly stratified and more
susceptible to wind‐forced mixing. Therefore, the regime
shift in 1998 was associated with conditions at HOT that
favored increased NPP, which was maintained at above
average levels until 2006.
5. Summary and Conclusions
[50] In this paper we assessed the performance of 36
models by examining their ability to estimate the mean,
variability, and trends of NPP. Our results derived from just
two stations in the subtropical North Atlantic and Pacific
Oceans; thus our conclusions cannot necessarily be extrap-
olated to basin scales. Nonetheless, they are likely to be
relevant to marine ecosystems that are similar to the BATS
and HOT stations.
[51] The majority of the models applied in this study
underestimated NPP at BATS and HOT, unlike in the
tropical Pacific where NPP was typically overestimated
[Friedrichs et al., 2009]. This difference in the models’
Table 5. Observed and Estimated NPP Among Ocean Color Models at BATS and HOT During the SeaWiFS Time Period at BATS
(1997–2003) and HOT (1997–2004)a
Station NPP Source
Mean NPP
(mg C m−2 day−1)
Trend
(12‐month
Moving
Average)
Annual Slope
(mg C m−2
day−1 year−1)
Overall
Change in NPP
(mg C m−2 day−1) RMSD
BATS (N = 74;
1997–2003)
In situ (SeaWiFS time period) 500.68 (±178) Increasing +63.18 +252.71 ‐
SAT estimate (fluorometric Chl‐a based) 323.79 (±207) Decreasing −13.88 −55.51 0.39 (±0.10)
SAT estimate (HPLC Chl‐a based) 343.01 (±225) Increasing +10.78 +43.13 0.33 (±0.09)
SAT estimate (SeaWiFS Chl‐a based) 354.79 (±169) No trend ‐ ‐ 0.27 (±0.07)
CBSAT estimate (fluorometric Chl‐a based) 231.05 (±214) Decreasing −10.97 −43.88 0.90 (±0.30)
CBSAT estimate (HPLC Chl‐a based) 237.03 (±201) Increasing +30.65 +153.25 0.82 (±0.43)
CBSAT estimate (SeaWiFS Chl‐a based) 277.58 (±167) No trend ‐ ‐ 0.77 (±0.39)
HOT (N = 50;
1997–2004)
In situ (SeaWiFS time period) 530.76 (±154) No trend ‐ ‐ ‐
SAT estimate (fluorometric Chl‐a based) 336.63 (±142) Decreasing −9.12 −45.60 0.28 (±0.08)
SAT estimate (HPLC Chl‐a based) 346.63 (±70) No trend ‐ ‐ 0.26 (±0.08)
SAT estimate (SeaWiFS Chl‐a based) 316.56 (±129) Decreasing −4.41 −22.03 0.30 (±0.09)
CBSAT estimate (fluorometric Chl‐a based) 336.38 (±150) Decreasing −4.09 −24.55 0.30 (±0.15)
CBSAT estimate (HPLC Chl‐a based) 351.57 (±70) No trend ‐ ‐ 0.30 (±0.15)
CBSAT estimate (SeaWiFS Chl‐a based) 317.10 (±133) No trend ‐ ‐ 0.32 (±0.13)
aLinear trends and performance (RMSD ± standard deviation) of SAT and CBSAT models using various measurements of surface Chl‐a. Lower RMSD
values signify higher model skill.
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ability to estimate mean NPP based on ecosystem type needs
to be further explored so that algorithms can be revised to
estimate the magnitude of NPP more accurately on a global
scale.
[52] Ocean color models applied to BATS and HOT
estimated the sign of the observed NPP trend (or lack
thereof) when using HPLC‐derived measurements of Chl‐a.
To obtain global estimates of productivity, ocean color
models must use satellite‐derived Chl‐a; however, our
results demonstrate that using HPLC Chl‐a rather than
SeaWiFS or fluorometric Chl‐a improved the model esti-
mates of the NPP trends for these two locations. The cali-
bration of ocean color satellite sensors to in situ HPLC as
opposed to in situ fluorometric Chl‐a may enhance the
accuracy of NPP ocean color models aimed at estimating
marine NPP trends, at least in the subtropical gyres where
BATS and HOT are located.
[53] In general, surface physical fields, such as SST, did
not show as clear a relationship with depth‐integrated NPP
as did the deeper physical fields. Deep‐layer physical
dynamics are likely partially responsible for the increase in
NPP at BATS. Thus it is not surprising that ocean color
models using only surface fields substantially underestimate
the increasing NPP trend at this site. When the shorter post‐
1997 time series (SeaWiFS era) was examined, the models
generally had much greater difficulty estimating the NPP
trends, despite the fact that at BATS the observed NPP trend
was much stronger during this time period. This reiterates
the essential requirement for long‐term ocean carbon
observations and modeling to fully resolve multiannual
variability [e.g., Thomas et al., 2008].
[54] Some recent studies [Behrenfeld et al., 2006; Polovina
et al., 2008] have reported a decrease in subtropical surface
Chl‐a measured by satellite sensors suggesting that NPP is
decreasing. This is clearly not the case at BATS and HOT,
both in subtropical gyres, where trends in satellite‐derived
surface Chl‐a did not reflect the observed increase in inte-
grated phytoplankton biomass. This discrepancy between
satellite‐derived surface Chl‐a and observed trends in NPP
at BATS and HOT may not extrapolate to the entire northern
subtropical gyres of the Atlantic and Pacific Oceans
respectively; a much larger spatial coverage of in situ
observations is required to further understand the relation-
ship between satellite‐derived surface Chl‐a and in situ
depth‐integrated NPP. However, limited temporal and spa-
tial coverage for in situ data remains a major challenge. This
suggests the necessity, moving forward over the next
decade, for an integrated, multifaceted ocean observing
system that incorporates both in situ observations and sat-
ellite remote sensing in tandem.
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