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Let t h e  s igna l  and noise processes be given as so lu t ions  
t o  non-linear s tochas t ic  d i f f e r e n t i a l  equations. The optimal f i l t e r  
f o r  t h e  problem, derived elsewhere, i s  usua l ly  i n f i n i t e  dimensional. 
Several  methods of obtaining possibly usefu l  f i n i t e  dimensional approximations 
a re  considered here, and some of t h e  spec ia l  problems of simulation 
a re  discussed. The numerical r e s u l t s  i nd ica t e  a number of  u se fu l  
fea tures  of the approximating f i l t e r s  and suggest methods of i m -  
provement. The paper i s  concerned with problems where t h e  noise  
and non-linear e f f e c t s  a r e  much too l a rge  fo r  t h e  use of ' l i n e a r i z a -  
t ion '  methods, (which a t  l e a s t  fo r  t h e  simulated problem, was use less ) .  
I 
1. INTRODUCTION. T h i s  paper i s  concerned with t h e  problem of  f i n i t e -  
dimensional approximations of optimal f i l t e r s  f o r  a large c l a s s  of 
non-linear, large-noise and continuous time problems. The t r u l y  
optimal f i l t e r s ,  as given i n  [13,[2] a r e  i n f i n i t e  dimensional except 
f o r  a few spec ia l  cases (e.g.; t h e  usual  Gaussian-linear [33 problem 
and c e r t a i n  problems where the s t a t e  space of  t h e  s i g n a l  process has 
only f i n i t e l y  many points  [ 43,[ 5 3 ) .  
exact non-linear f i l t e r  i s  impossible. The paper discusses  an i n t e r  
A physical r e a l i z a t i o n  of  t h e  
e s t i n g  approach t o  a f i n i t e  approximation, which seems t o  preserve 
some of t h e  important q u a l i t a t i v e  propert ies  of t h e  optimal f i l t e r .  
Using some q u a l i t a t i v e  propert ies  of t h e  optimal f i l t e r ,  t h e  procedure 
gives canonical forms f o r  t h e  approximations. A c e r t a i n  amount of experi- 
mentation and guesswork i s  require2 t o  s e l e c t  a s p e c i f i c  f i l t e r .  
The approximations are  hard t o  evaluate t h e o r e t i c a l l y ,  but 
versions a r e  compared numerically. Although a numerical comparison 
of s t a t i s t i c a l  f i l t e r s  does not always provide enough information 
t o  determine t h e  ' b e t t e r '  one, i t  may point out some of t h e  possible  
sources of d i f f i c u l t y ,  methods of improvement, or des i rab le  propert ies .  
The f i l t e r s ,  as described herein, a r e  probably f a r  from 
It must be emphasized t h a t  i n  t h e  problems considered t h e  idea l .  
i n t e r a c t i o n  between the  non- l inear i t ies  and t h e  noise  i s  s u f f i c i e n t l y  
important f o r  ' l inear iza t ion '  t o  be useless  ( o r  so it appears from 
t h e  simulations).  The f i l t e r s  can undoubtly be improved, but t h i s  
appears t o  be t h e  f i r s t  work i n  which a systematic a t t a c k  i s  attempted 
2 
fo r  t he  c l a s s  of s igna l  and noise processes which a re  considered. 
A s  shown by the  numerical r e s u l t s ,  t h e  f i l t e r s  do seem t o  'work', 
and it i s  indeed unfortunate t h a t  there  a re  no o ther  methods w i t h  
which t o  compare the  r e s u l t s .  Given any spec i f i c  f i l t e r i n g  problem, 
the  method i s  t o  experimentally ( t h e o r e t i c a l l y ,  where possible)  
compare several  f i l t e r s  suggested by t h e  procedure o f  t h e  paper. 
Since t h e  development requi res  some published r e s u l t s ,  
which, regre t tab ly ,  a r e  not s u f f i c i e n t l y  wel l  known, backgroud ma te r i a l  
i s  given i n  Sections 2 and 3 .  The optimal f i l t e r  i s  discussed i n  
Section 4, and the  approximations, etc., i n  Section 5 and on. It 
should be understood t h a t  t he  work i s  exploratory,  hoping t o  he lp  
expose and c l a r i f y  some of  t he  spec i f i c  and d i f f i c u l t  problems i n  
t h e  r ea l i za t ion  of non-linear continuous time f i l t e r s .  
Notation. Throughout t h e  paper time indices  a r e  omitted 
when no confusion should a r i s e ,  and t h e  same symbols a r e  used f o r  
t he  approximations t o  condi t iona l  moments, and f o r  t h e  condi t iona l  
moments themselves. 
2. THE SYSTEM MODEL. The importance of  s t a t e  va r i ab le  representa-  
t i o n  i n  cont ro l  theory, suggests t h a t  t he  model f o r  t h e  s i g n a l  pro- 
cess  include a t  l e a s t  s p e c i a l  cases  of t h e  form 
where at i s  a Markov proceSs,, say, a Gaussian process w i t h  
e t 
1 '  : 
, , . (  
3 
corre la t ion  exp-@\ tl . Such an a i s  t h e  unique solut ion t o  t h e  
s tochast ic  d i f f e r e n t i a l  (16) equation 
t 
where z i s  a Wiener process ( 5  i s  formal Gaussian 'white noise ' ) .  t t 
The exact model i s  the s tochas t ic  d i f f e r e n t i a l  equation 
(2) dx = f ( x ) d t  + v(x)dz 
where t h e  components of z a r e  independent Wiener processes and 
E( zt-zs)( zt-zs)' = 11 t-sl . 
i s  a process s a t i s f y i n g  
t 
Equation (2 )  i s  meant t o  imply t h a t  
xt 
t t 
( 2 4  x t o  -X = J f ( x s ) d s  + v(xs)dzs 
0 0 
where the  l a t t e r  ( s t o c h a s t i c )  in tegra l ,  i s  given a prec ise  in te rper -  
t a t i o n  by I t 6  [ 6 ] , [ 7 ] , [ 8 ] .  The model (2)  i s  extremely v e r s a t i l e ;  it 
i s  the  subject of a large l i t e r a t u r e ,  and under broad conditions, t h e  solu- 
t i o n s  a r e  Markov processes. 
introduction t o  [ 93. 
For more d e t a i l  see [ 6 ] , [ 7 ] , [ 8 ] ,  o r  t h e  
To a n t i c i p a t e  questions i n  t h e  sequel concerning t h e  compu- 
t a t i o n  of t h e  sample paths of equations such as (2), t h e  following 
4 




f o r  fixed A > 0. Define t h e  process - "t - 't+A-'t 
i n  t h e  t i n t e r v a l  [nA ,(n+l)A) where qo = xo %A 
e + xt ( i n  mean square) as  A + 0. I f  v depends on x, then t h e  




qt. i s  not necessar i ly  t h e  l i m i t  o f  
loosely speaking, = O(JA) (E6ztGz\ = O(A)) and, hence 
The bas i c  reason i s  t h a t ,  
Xt = 6zt 
O(4A). I n  ( 3 ) ,  v ( k )  i s  independent of i t s  coe f f i c i en t  6 ~ ~ ;  
but  i n  (4 ) ,  v(rd) 
I n  f a c t  t h e  expectation of t h e  last terms of  (3)  and ( 4 )  a r e  zero 
i s  not  necessar i ly  independent of i t s  coe f f i c i en t .  
and O(A), respect ively.  These O(A) terms may add t o  give a s ig-  
n i f i c a n t  d i f fe rence  between the  limits of ( 3 )  and (4 )  ( a s  
(See t h e  excel lent  work i n  [lo],[ 11],[ 12],[ 13],[ 141 f o r  more d e t a i l s  .) 
(3) and ( 4 )  have the  same l i m i t s  ( i n  mean square) f o r  c o e f f i c i e n t s  
A + 0 ) .  
* 
~ ~ ~~~ 
* 
Although only [ lo],[ 111 a r e  rigorous,  [ 123 and [ 131 a r e  q u i t e  
plausable.  
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given by (1). 
Suppose now t h a t  the s igna l  process i s  t h e  s c a l a r  process 
yt, where 
where 
t h e  s e t  (-n,n) a.nd where / t n  t s d s  + n 2% ( i n  a su i t ab le  sense). ( I n  
t h i s  case, 5, 
(as A + O )  (3) o r  (4), where / n A n  t sds  replaces  z 
t: i s  a Gaussian process with a r e l a t i v e l y  f l a t  spectrum i n  
i s  t h e  l i m i t  of e i t h e r  sequence y: i s  continuous, and 
) A s  n +CQ, na' 
yy does not necessar i ly  converge t o  x i f  v depends on x. 
However, ( see [ u)] ,[ 11],[ 121 ,[ 131, f o r  d e t a i l s )  t he re  i s  another 
s tochas t ic  equation 
t 
,-" 
( 6 )  dx = (f(z)+v(z)vx(^x')/2)dt + v(z)dz 
n so t h a t  yt +jlt. The term wx/2  i n  (6) accounts f o r  t h e  effects 
of t h e  o(A) terms previously mentioned. 
On t h e  o ther  hand, suppose t h a t  an approximation t o  
a sample path o f  t h e  s tochas t ic  d i f f e r e n t i a l  equation (7) i s  desired 
(7) dx = f ( x ) d t  + B(x)dz 
but,  instead of z only a wide (but  f i n i t e )  bandwidth Gaussian 





argument implies t h a t  t h e  so lu t ion  of  
approximates the so lu t ion  of (7) ,  i n  a su i t ab le  s t a t i s t i c a l  sense. 
Now def ine the  funct ion st with values ('( n+l)A-'nA ) / A  
i n  t h e  t i n t e r v a l  [nA ,(n+l)A).  Then t h e  so lu t ion  of t h e  
ordinary equation 
(9) = f(y)-ByB/2 + Bq 
2 
i s  an approximation t o  (7 )  and E(xt-yt) = O(A)[13]. 
Now l e t  zt be a vector  valced Wiener process and 
t 1 e d s  a band-width 'n' approximation t o  
a re  supposed independent. Then 1131 t h e  so lu t ion  of t h e  ordinary 
equation 
zt; t h e  components of each 
i s  an approximation (E(yt-xt) '(yt-xt) = O(l/n),  [13]) t o  t h e  
solut ion of the  s tochas t ic  equation 
dx. = f . ( y ) d t  + B. .dz i = 1, ... . 
1 1 1~ j ' ( 11) j 
. * .  . 
L 
7 
I .  
For  more d e t a i l ,  see t h e  c i ted  references.  These r e s u l t s  
w i l l  be he lpfu l  i n  descr ibing t h e  numerical techniques required i n  
the simulation of t h e  approximate f i l t e r s .  
3. THE OBSERVATION MODEL. While t h e  wel l  known l inear ,  continuous 
time, Kalman-Bucy [ 3 ]  f i l t e r  theory can handle a more p r a c t i c a l  c l a s s  
of s i g n a l  processes than can the Wiener l i n e a r  f i l t e r  theory, t h e  
observation noise f o r  t h e  former i s  r e s t r i c t e d  t o  white Gaussian 9 
(not  necessar i ly  s ta t ionary) ,  while t h e  observation noise f o r  t h e  
l a t t e r  must only be s ta t ionary  Gaussian. The r e s t r i c t i o n  on t h e  
observation noise seems t o  be, a t  present, an unavoidable aspect 
of t h e  s t a t e  var iab le  formulation. It i s  supposed here t h a t  t h e  obser- 
vat ion i s  t h e  vector  process given by 
* ** 
** 
dy = g(x , t )d t  + adw 
t. t 
where a does not depend on x, aa' = E, a p o s i t i v e - d e f i n i t e  
matrix a t  each t, and w i s  a vector of independent Wiener process; t 
E(w -w )(wt-wS)l  = 1 t-s l .  Formally G i s  white Gaussian noise. t s  
* 
'whiteness' i s  always necessary f o r  t h e  exact optimal f i l t e r  t o  be 
r e a l i z a b l e  w i t h  causal  elements. ** 
Gaussianess i s  required for  t h e  f i l t e r  output t o  be a version 
of  t h e  condi t ional  mean, as opposed t o  being merely the  b e s t  l i n e a r  
estimator i n  t h e  mean square sense. 
. 
8 
For simplicity,  suppose t h a t  wt i s  independent of zt. AS 
suggested by the remarks i n  Section 2, and i n  t h e  sec t ion  on computa- 
t ion,  t h e  f i l t e r  may be modified t o  provide an approximation when 
G i n  (12) i s  replaced by a wide band Gaussian process. 
4. THE OPTIMUM FILTER. Some previous r e s u l t s  will be described 
b r i e f l y  and formally, Write E h(xt) f o r  t h e  condi t iona l  expectation 
E[h(xt)l ys, s 6 t] and, supposing t h a t  t he re  i s  a condi t iona l  density,  





L = C f . - + l  a c v . .  a2 
=J axiaxj i, j 1 axi 5- 
Then 
t t - l t  t t  
(13)  d(Eth(xt)) = E Lh(xt)dt + (dy-E gdt ) IC ( E  gh-E gE h) 
t -1 t 
( 14) dP(x,t)  = L*P(x,t)dt + P(x,t)(dy-E gdt) 'C (g-E g)  
where dy = gdt + adw and L* i s  t h e  formal ad jo in t  of L; 
1 
x 2  L*P = - c (fiP) + - c (vijP)x.x . 
1 3  i i i, j 
* 
Note t h a t  dP = L Pdt i s  Kolmogorov's forward equation f o r  t h e  
b 
- . -  
I *  
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evolution of t he  dens i ty  of  (2 ) .  
h,f ,  cy g and V, (13) i s  r igorously derived i n  [2].  (14) i s  
formally derived i n  [l]. (13) implies t h a t  ( a  version of )  t h e  
t condi t ional  expectation E h s a t i s f i e s  a s tochas t ic  d i f f e r e n t i a l  
equation. ( 14) i s  a ' p a r t i a l '  s tochas t ic  d i f f e r e n t i a l  equation*. 
The usua l  equations f o r  t h e  linear-Gaussian f i l t e r  a r e  a spec ia l  
case of (13). 
Under reasonable conditions on 
Equation (15), derived from (13) and (14) i n  Appendix 1, 
w i l l  be useful.  The version f o r  s ca l a r  x and y i s  wri t ten,  s ince 
it i s  t o  be used only f o r  i l l u s t r a t i v e  purposes. 
otherwise, def ine m = m = E x and m = m 
U n t i l  mentioned 
t = E ( x  -m ) i ;  then t t t  t t it i 
t t t t  2 
dm = E f ( x ) d t  + (dy-E gdt ) (E  gx-E g*m)/a 
dmi = [ - i m  E t f(x)+E tL(x-m)i]dt + i- 1 
t t 2 t t t t  + $ [i(i-l) mi - 2  ( E  gx-E g-m) - i ( E  gx-E gm)E (g-E g ) ( ~ - m ) ~ - l ] d t  
0 
L 
+ 4 , i m i - l (  ( d y- EL gd t E t t  gx-E gm)+E t t  (g-E g) ( x-m)i]. 
0 
* 
The work [ 2 ]  appears t o  be the  f i rs t  r igorous treatment of t h e  
continuous time non-linear f i l t e r .  
of t h e  p r i o r  work [15], whose r e s u l t s  a r e  not cons is ten t  with t h e  
I t 6  calculus.  See [ I23  f o r  a recent  discussion of t h i s  point.  For 
o ther  r e su l t s ,  p rec i se  i n  a s t a t e  space with only a f i n i t e  number 
of points,  and formal otherwise, see [ 41, [ 51 , [ 121 , [ 153 ,[ 161. The 
mathematical work [ 171 discusses a r e l a t ed  problem. 
The work [l] was independent 
10 
. 
The operator L a c t s  on x only. 
A t  l e a s t  formally (and r igorously under specif ied con- 
d i t i o n s  [ 2 ] ) ,  both (14) and (13)  represent  t h e  t r u l y  optimal non-linear 
f i l t e r .  The s e t s  (13) and (15 ) ( fo r  t h e  sca l a r  o r  vector  case) ,  
seem eas i e r  t o  work with and we w i l l  concentrate on them. 
5. 
U n t i l  mentioned otherwise, we l e t  t he  system and observation be 
THE F'ROBLFM OF PHYSICAL REALIZATION -- OF THE OPTIMAL FILTER. - - 
sca la r .  Also,suppose t h a t  t he  sample paths of  xt, given by 
dx = f (x)dt+v(x)dz,  a r e  computable (o r  su i t ab ly  approximatEble) 
i f  t h e  sample paths ( o r  su i t ab le  approximations) of zt were 
avai lable .  
Let g = xI and = u . Then (15) becomes 
(The l a t t e r  supposit ion w i l l  be t r ea t ed  subsequently. ) 
2 
t 2 
( 16) dm = E f ( x ) d t  + (dy-mdt)%/o 
dm2 = [ 2E t (x-m)f(x)+E t 2  v -%/a 2 2 ]dt+(dy-mdt)?/u 2 . 
(17) 
2 If f i s  l inear,  P(x,O) Gaussian, and v does not depend on x, 
then it i s  eas i ly  ve r i f i ed  t h a t  
Kalman-Bucy f i l t e r  f o r  t h e  sca l a r  case with uncorrelated system and 
observation noise. 
a r e  m and m2, and t h e  two equations can be solved f o r  mt and m 
3t 0 and (16),(17) reduce t o  t h e  usua l  
Then, t h e  only dependent va r i ab le s  i n  (16) and (17) 
2 t '  
t t 
I n  general, ( 16) and ( 17) involve E f (  x), E (x-m>f(x> , 
. 
11 
t 2  
and E v . I f  f and v a r e  polynomials, then the  r i g h t  s ides  "7, 
of (16) and (17) contain 3, ... 
m and m2t, unless  
(15) becomes(st i l1  g = x f o r  s implici ty)  
and, hence, cannot be solved f o r  
... , a r e  known. I n  t h e  polynomial case, 
I% t 
dm. = I?. (m, . . .,mi+N)dt + K. (m,. . .,mi+N )dt/cr2 ( 18) 1 1 1 
+ (dy-mdt)Gi(m, .. .,mi+N)/(J2 
Fi depends on t h e  dynamics of x and t h e  other  terms a re  where 
due t o  t h e  observations; i .e. ,  i n  general, t h e  moments are 'given' 
t' 
by a coupled i n f i n i t e  system of s tochas t ic  d i f f e r e n t i a l  equations. 
A f u r t h e r  d i f f i c u l t y  with (18) i s  t h a t  (un less  I x I 5 1 w.p.1.) t 
m + co as  i + 00. I n  any case, (18) cannot (unless  it reduces 
t o  a f i n i t e  problem, as  i n  t h e  linear-Gaussian case) be rea l ized  
it 
by a f i n i t e  system. 
The approximation of t h e  f i r s t  n equations of (18) by 
an n-dimensional system ( i n  n var iables ,  say m, m2,...,m and 
t h e  observation term (dy-mdt)), which may be termed t h e  'c losure '  
problem*, i s  t h e  subject  of  the sequel**, 
ny 
* 
The term i s  taken from ce r t a in  branches of physics. Typically, a 
p a r t i a l  d i f f e r e n t i a l  equation, such as Boltzman' s equation, i s  given, 
and an i n f i n i t e  s e t  of coupled d i f f e r e n t i a l  equations f o r  t h e  moments 
a r e  derived. Various schemes have been proposed f o r  t h e  t runcat ion 
of t h e  i n f i n i t e  system, while having t h e  so lu t ion  of  t h e  r e s u l t i n g  
f i n i t e  system preserve some des i rab le  property of  t he  t r u e  moments. 
See [18],[19],[20]. Unfortunately, t h e  techniques i n  these  references 
shed l i t t l e  l i g h t  on t h e  f i l t e r i n g  problem. 
** 
There a re  a v a r i e t y  of  expansions, based on e i t h e r  orthogonal 
systems -- o r  complete systems of funct ions and a Galerkin-like 
procedure. 
f i l t e r  t o  be of use. 
These appear t o  require  f a r  too  l a rge  an approximate 
6. LINEARIZATION AND ITS  SHORTCOMINGS. It appears t h a t  previously 
suggested approaches t o  t h e  closure problem f o r  var ious non-linear 
f i l t e r s  involve various forms of power s e r i e s  expansions and t runca t ions  
[ 21],[ 22],[ 231. 
f o r  i greater  than some n. A t y p i c a l  version of t h e  procedure 
follows ( f o r  the  sca la r  case of t h e  l a s t  sec t ion  and 
of x).  Write 
--




f ( x) = f (m+( x-m) ) Z f (  m) +( x-m) f '  (m) + F( x-m) f" (m)  
t and E f ( x )  f(m)+m2p'(m)/2 (with o r  without t h e  l a s t  term) and 
EL(x-m)f(x) 2 m f ' ( m ) ,  m3 = mq = ... = 0. Then 2 
2 
dm 2 f (m) d t  +m2f" (m)  dt/2+( dy-mdt )m2/a 
( 2 0 )  
2 2 2  
dm2 2 (2m2f'(m)+v -%/u - ) d t  , 
t h e  usua l  r e s u l t  of l i n e a r i z a t i o n  (with o r  without t h e  f" term). 
2 When f" i s  small', v = 0 and m2 not large,  then t h e  
e r ro r  process 
comings of (20) a r e  evident f o r  t r u l y  nsn-l inear  problems; (19) i s  not 
xt-mt (due t o  (20) )  may poss ib ly  converge t o  zero. Short- 
even a Taylor s e r i e s  w i t h  remainder ( then  t h e  l a s t  term would be 
(x-m) fl'( 0/2, where 
easy t o  construct  meaningful non-linear problems where (20) i s  
use less  ( t h e  example o f  Section 13). 
2 5. E [m,x] and a random var iab le) ,  and it i s  
A comparison of t h e  s t ruc ture  of (16) and (20)  i s  
in t e re s t ing .  The proper t ies  of (20) a r e  very sens i t i ve  t o  t h e  
proper t ies  of f a t  t h e  current  es t imate  m. If f i s  a function, 
such as  (I+€ s i n  bx)x f o r  la rge  b and small  E, then ( f o r  not 
s u f f i c i e n t l y  small m2) (20) w i l l  exhib i t  ' large '  undesirable 
osci l la t ions*.  I n  t h i s  case f" i s  not negligable, and perhaps 
no formal power s e r i e s  and t runcat ion w i l l  be  useful.  (20) i s  just  
t o o  sens i t i ve  t o  p' and f' t o  be o f  use except when f" i s  
s m a l l  over a s u f f i c i e n t l y  la rge  region. The l i n e a r i z a t i o n  method 
i s  even more questionable i f  m i s  not s u f f i c i e n t l y  c lose  t o  t h e  
condi t iona l  mode, or  .if t h e  variance of t h e  estimate i s  large,  i n  
which case t h e  s e n s i t i v i t y  of the f i l t e r  t o  t h e  l o c a l  s t ruc tu re  of 
f should be s m a l l .  
Now examine (16). The d i f f e r e n t i a t i o n s  i n  (20) a re  re -  
placed by a l o c a l  smoothing o r  averaging of t h e  dynamics about t h e  - -- -- 
* 
The l o c a l  s t ruc tu re  of f i n  t h e  example may not be typ ica l ,  never- 
t h e l e s s ,  t h e  concern here i s  w i t h  t h e  general  problems of  a non-linear 
theory, which. would, hopefully, be usefu l  on problems which a re  not 
near ly '  l i nea r .  
14 
estimate. The terms 
a r e  replaced by 
where u ( * , t )  i s  t h e  condi t ional  measure of x (u(dx, t )  = P(x,t)dx 
i f  a densi ty  e x i s t s ) .  
t h e  unsmoothing operation (21).  
t 
The smoothing operation (22) i s  opposed t o  
T h i s  d i s t i n c t i o n  between smoothing ( o r  averaging of 
dynamics), and unsmoothing i s  one of t h e  s a l i e n t  d i s t i n c t i o n s  be- 
tween t h e  exact and t h e  ' l inear ized '  procedures. The approximations 
of t h e  sequel a r e  devised t o  r e t a i n  t h i s  property,  
7. APPROXIMATION TO THE OPTIMAL FILTER 1: ASSUMED CONDITIONAL PROBABILITY 
DENSITY. Suppose t h e  form (18) temporarily. Generally, a 
f i n i t e  system approximation t o  the  system (18) requi res  some s o r t  
of subs t i tu t ion  Wi(m,%, . . .,mn) f o r  m i = 1, ... . (Linear- n+iy 
i z a t i o n  s e t s  wi = 0.)  Motivated by the  previous remarks concerning 
the  smoothing e f f e c t  of t h e  Et operation i n  (IS), severa l  types of 
subs t i tu t ions  w i l l  now be suggested. 
ru 
F i r s t  pick an n parameter p r o b a b i l i t y  d e n s i t y  P( x,m,n$, . ,mn) 
15 
ru 
Then, suppose, a r b i t r a r i l y ,  t h a t  a t  time t, P i s  t h e  condi t iona l  
dens i ty  of  xt. Then t h e  terms E g, E f, mn+l,... can be computed 
immediately from P, and mn+i = Wi (m,m2 ,..., mn) f o r  a known Wi. 
Under t h i s  supposition, e i the r  (13) and (15), (16) o r  (18) becomes 
t t  
N 
a system of  n equations i n  n unknowns, and can be solved. 
t 
Note t h a t  E i s  replaced by a l o c a l  averaging operation. -- - --- 
Set n = 2, consider equations f o r  m and m2 only, 
and l e t  ?(x,m,m2) = (h2)-1/2exp-(x-m) 2 /2m2.  Then odd moments 
a r e  replaced by zero, m4 by 3 5 ,  2 mg by 15% 3 , e tc .  
m2n+1 
N 
The choice of P i s ,  of course, important, and a general ly  
s a t i s f a c t o r y  algorithm f o r  choosing it i n  any given problem i s  not yet  
avai lable .  Let E correspond t o  in t eg ra t ion  w i t h  respect  
4 
N 
t o  ?. P should r e t a i n  t h e  important q u a l i t a t i v e  proper t ies  of 
t h e  t r u e  P; f o r  example, considering i t s  method of use here, 
t h e  q u a l i t a t i v e  e f f ec t s  of E g, etc. ,  on t h e  approximations , 
t 
should be similar t o  those of  E g, etc., on t h e  t r u e  estimates.  
Actually, a primary concern was with P forms t h a t  a r e  easy t o  
--t 
N 
compute with, while s t i l l  providing usefu l  f i l t e r s .  
From another point  of view, l i n e a r i z a t i o n  i s  equivalent 
h t t o  t h e  replacement of  P( in  E ) by a funct ion P which i s  not 
a p robab i l i t y  density.  
cases, it could of ten  be disastrous.  
--
While t h i s  may work i n  some ' nea r ly  l i n e a r '  - 
Appendix 2 contains  some fu r the r  discussion of  t h e  r e l a t i o n  
N 
between t h e  meaning of t h e  estimates, and t h e  form of  P. 
16 
EXAMPLE. The general  p r inc ip l e  i s  i l l u s t r a t e d  by t h e  t r i v a l  case 
2 = cos x, g = x and where P i s  t h e  uniform density,  P = 1/2A 
- N 
i n  [m+A,m-A] and 0 outside, where A =J3m, . The exact equations 
a re  
t 2 
dm = E cos xdt+(dy-mdt)%/a 
t 2 2  2 
dm2 = [2E (x-m)cos x - m,/u ] d t  + (dy-mdt)?/U . 
= 0 (by symmetry). ns The approximations requi re  2 replacing Et and 
Let t h e  t r u e  i n i t i a l  9 
d i t i o n s  on 
t 
by 
on t h e  estimates. 
m decreases, t h e  e f f e c t  of  t h e  dynamics on t h e  est imate  of m 
increases .  For  'very  s m a l l '  m2, t h e  equations reduce t o  those  
of l inear iza t ion .  
be large,  then, under reasonable con- 
P(x,O), t h e  immediate e f f e c t s  of t h e  dynamics, represented 
E cos x, e tc .  a r e  small compared t o  t h e  e f f e c t s  of t h e  observation 
E"t accomplishes t h i s ,  and, as t h e  est imate  of 
2 
8. A - RESULT - ON MOMENT SEQUENCES. The sequence 
i s  s a i d  t o  be a moment sequence if the re  i s  a non-decreasing 
SN = {m,m2, 1 
function a(t) ,  with a(-..) = 0, a(..> = 1 and 
m = /xda(x) = 3 
i /x da(x)  = mi . 
Set m = 0 here. If m # 0, a i s  sh i f t ed  t o  t h e  r i g h t  m - -
un i t s .  Clearly, an a i m  of Section 7 i s  t o  replace m by n+i  
functions W so  t h a t  m2,. . . ,mn, W1,. . . i s  a moment sequence. 
Given S o r  SOD, t h e  question of t h e  existence of such an a ( x )  
i s  t h e  c lass ical  Hamburger moment problem [ 243, [25]. 




(23) L m 5 . 5 .  > O  . . i + j  1 J 
f o r  a l l  6 with p o s i t i v e  norms (5 i s  t h e  complex conjugate of 
Ej). 
j 
Alternatively,  t h e  pos i t i ve  de f in i tnes s  of (23) i s  implied i f  
t h e  p r i n c i p a l  minors of (24) a re  pos i t i ve  
O m  2 
m2 9 
m3 m4 
4 ’ m p  
. . 
2 
- . . .  
. . .  
. . .  . . ‘1 
2 m6 > m4/m2, ... . 
Replacing > by 2 i n  (23) y ie lds  an a! which changes a t  
poss ib ly  only a f i n i t e  number of points. 
9. APPROXIMATION TO THE OPTIMAL FILTER 2: MOMENT SEQUENCES. If 
are given, then (24) gives conditions on m2,. . . m 
9 mn n+l’ 9 %  
18 
so t h a t  
subs t i tu t ions  f o r  mi+l,.. . 
SN i s  a moment sequence: (24) gives a l l  allowable 
,mN. 
Except f o r  a few spec ia l  cases, it i s  hard t o  f ind  usefu l  
forms P which depend on only n moments. (24) charac te r izes  a l l  
such 
A method of choosing t h e  proper sequences m ..., i s  discussed 
i n  connection with t h e  numerical example. 
of a su i tab le  family of sequences a r e  compared by means of s h u l a -  
t ion ,  i.e., t h e  method y ie lds  a f a m i l y  of f i l t e r s  which have t h e  
smoothing property, and one i s  sele&ed experimentally. 
cv 
Iu 
P, and each moment sequence corresponds t o  some l o c a l  smoothing. 
n+l’ 
Generally severa l  members 
10. COMPUTATIONAL METHOD. Let the  f i l t e r ,  approximating t h e  
optimal f i l t e r  (15) o r  (18), be 
dmi = Fi(m,. . . ,m ) d t + K . ( m , .  . . ,mn)dt /u  2 
n 1 
+ (dy-E(m, . . .,mn)dt)Gi(m,. . . ,mn)/u 2 
2 2 
dm = Fldt+Kldt/u +(dy-Edt)G/U , 
t where E = E(m,. . .,mn) i s  t he  approximation of E g, e tc .  
Since the re  does not appear t o  be a f i n i t e  device which 
w i l l  generate e i t h e r  an exact Wiener process, o r  solve (25) exac t ly  
i f  such a process were ava i lab le ,  two approaches t o  t h e  numerical 
r e a l i z a t i o n  of t h e  f i l t e r  (25) a r e  out l ined .  The first approach 
supposes a type of d i s c r e t e  time f i l t e r ;  t h e  second i s  e s s e n t i a l l y  
equivalent t o  the  supposition t h a t  
wide band process. 
w t i s  replaced by a s u i t a b l e  
APPROACH 1. Suppose t h a t  observations a r e  taken a t  t h e  d i s c r e t e  
times t = nA , n=l,  ..., where A i s  small, and suppose t h a t  the  
observation 6y can be approximated by t h e  expression a€jwnn + 
( n+l)  A 
g(xn*)A , o r  by ,in ' ( asdws+ g( xs)ds) . Divide t h e  computation 
of ( 2 5 )  i n t o  2 parts .  I n  the  time between observations, the  dynamics 
alone a r e  involved and dm = Fidt, dm = Fldt. To compute 
m 
a t  nA , use t h e  d i s c r e t e  approximation t o  ( 2 3 )  
i 
t h e  change i n  t h e  moment due t o  t h e  observation i, ~A+o- mi,  MI 9 
where t h e  arguments of Ki, E and Gi a r e  evaluated a t  nA4.  
nA u ( s ) d s  i n  ( 2 6 ) .  If u depends on s, replace u by x/(n-l)A 
The procedure i s  consis tent  with the  i n t e r p r e t a t i o n  of ( 2 5 )  based 
on t h e  discussion of t h e  l i m i t  p roper t ies  of  ( 3 ) ,  and w i l l  
converge t o  the  correct  solut ions of ( 2 5 )  ( i n  some s t a t i s t i c a l  
sense) as A + O .  
2 2 2 
APPROACH 2. Suppose, temporarily, t h a t  g(xt) i s  available,  and 
t h a t  an approximation t o  t h e  sample paths of ( 2 5 )  i s  desired when 
t h e  values of w n = 1,. . ., a r e  available.  Write ( 2 5 )  as nL? 
20 
2 2 
( 2 7 )  dmi = Fidt+Kidt/a +( g( xt)dt-Edt+odw)Gi/u 
and similarly for 
presented in Section 2 (here 
equation (28) is an approximation to (27). 
[ "( n+l)A-wnA 
dm. By those results of [lo],[ 11],[ 12],[ 131 which are 
B = [Gl/U,. . .,Gn/U]'), the ordinary 
st is equal to 
]/A in the interval [nA , (n+l)A). 
Finally, (28) is equivalent to the supposition that the observation 
is really t = g(xt)+u\ for a wide band Gaussian process qt 
Approach 2 appears to be advantageous from the computational point 
of view and (the vector version) is used in the simulation. 
More sophisticated, and hopefully better, numerical 
methods are being studied. 
11. A FILTER FOR THE VAN DER POL EQUATION. The system of the 
simulation is the V a n  der Pol  oscillater 
= x2 € = 3  
(29) 2 22 = -xl + €X2(l-X 1 ) 
dy ='x dt+Udw . 1 
= t t t Define P1 = E xl, p2 = E x2, Pij E (xi-Pi)(xj-pj), Pijkr 
t 
E (Xi-Pi)(Xj-pj)(xk-p,)(xl-pl). For simplicity of design of the 
. . .  . I 
I 
I '  
2 1  
i 
f i l t e r ,  s e t  t h e  est imates  of p equal t o  zero. Then, by i j k  
(131, 
2 2  
h, = -PIJU + 2P12 
If Pijk were not s e t  equal t o  zero, then (31) would 
contain an observation term. (30) and (31) represent  t h e  f i l t e r  
and a subs t i t u t ion  f o r  p 1112 and p1122 i s  required. (Note tha t ,  
i f  a Gaussian P were used, then p 
2 Iu 
1122 = PllP22+*P12 and 
= 3pllpl2.) Since (31) does not depend on t h e  observation 
noise, and t h e  c o e f f i c i e n t s  o f  t h e  noise  i n  ( 3 0 )  depend on pij, 
then the  vector  vers ion of  (28) ( s ee  a l so  (lO),(ll)) i s  exac t ly  
(30) and (31) with a d iv is ion  by d t  and 9 replaced by g -9; 
p1112 
i . e . ,  no cor rec t ion  t e r n s  are needed i f  t h e  observation noise  i s  
'wide band' . 
12. TWO DIMENSIONAL MOMENT SEQUENCES. The apparant lack  of a 





t h e  l imited c l a s s  of two dimensional moment sequences which can be 
derived from (23),(24).  We shoose a spec ia l  subclass.  Let y1,y2 
be independent random var iab les  with corresponding moment sequences 
Syl = ( u,ul,. . .) and Sy2 = (v,v2, ...). (23) and (24) hold for  syl 
and Sy2. Define t h e  d i s t r ibu t ion ,  and moment sequences of  x by 
t h e ortho gona 1 t r a n s  f orma ion 
Since it i s  supposed t h a t  pijk = 0, we may l e t  u ~ ~ + ~  = v  2n+l = 0,  
n = O , l ,  ... . From (32) 




pll = a u + (1-a )v2 





= a3 41-a  2 u4+3a L 7 ( 2 a 2 - l ) u 2 v 2 - a ( l - a  v4 p1112 
p1122 = a (1-a )u4+[a -4a (1-a )+(1-a ) ]u2v2+a (1-a )v4 
2 2 4 2  2 2 2  2 2 
fo r  t h e  f i l t e r  (30),(31), make t h e  admissible To compute 
subs t i t u t ions  u4 = bu2,v4 = cv where b 2 1, c B 1, determine 2' 
t he  f i l t e r  and a re  t o  be chosen. Via (33) and (34),  pi j  and 
' i jk l  a r e  specif ied by 3 quan t i t i e s ,  U2,V2 and a. Conversely, 
' ijkl '  
2 2  2 
. - .  . 
23 
given a l l  p t h e  u2, v2 and a can be computed, then u4, v4 can i j '  




' p1112 and p1122 
T = p11+p22 = u2+v2, A = Pl1P22.-P12 = U2V2' 
Then 
u2 = T + r T 4 A / 2  
v2 = T-u2 
s ign a = sign (v u )am = sign p12 . 2- 2 
- 
p11 - p22 = Note t h a t ,  i f  5 = v2, then a i s  not important and 
13. NUMERICAL DATA. A REMARK ON THE METHOD. The methods described 
i n  Sections 7 and 9 do not account f o r  t h e  i n i t i a l  dens i ty  
- -  -- 
P(x,O), 
which may be pa r t  of t h e  problem data. 
P(x,O) 
sequence coincides with t h a t  of P(x,O) a t  t = 0. For t h e  moment 
method, t h i s  implies t h a t  the b, c of Section 12 should be funct ions 
of time, whose i n i t i a l  values a r e  determined by 
Consistency with the  given - 
requi res  t h a t  P(x,O) = P(x,O), o r  t h a t  t he  chosen moment 
P(x,O), and whose 
l a t e r  values a re  chosen f o r  qua l i t y  of t h e  f i l t e r .  The procedure 
taken here i s  not consis tent  with these  statements. 
t h e  numerical work i s  t h e  study of general  qua l i t a t ive  proper t ies  
The goal  of 
24 
of the f i l t e r s  as  they appear i n  t h e  several  computer runs, r a t h e r  
than t o  do a s t a t i s t i c a l l y  correct  evaluation of a f i l t e r .  
The values of b, c a r e  fixed f o r  the  e n t i r e  run. The 
r e s u l t s  stand by themselves, but i f  desired,  it can be supposed t h a t  
e i t h e r  P(x,O) i s  consis tent  with t h e  choice of b, c, o r  take  t h e  
following ' p r a c t i c a l '  ra t iona l iza t ion :  Data on P( x,O) may not be 
r e l i a b l y  known. Although the  f i l t e r s  of Section 4 a r e  optimal f o r  
a spec i f ic  Baysian problem formulation, t h e  Baysian approach can 
be considered as merely a suggestive device used t o  obtain a 
family of possibly usefu l  f i l t e r s  f o r  some non-Baysian problem, and 
t h e  i n i t i a l  data  adjusted f o r  convenience of t h e  f i l t e r .  I n  any 
case, t h e  f i l t e r s  must be checked under a v a r i e t y  of conditions. 
DYNAMICS OF THE SIGNAL. 
Figures 1,2 and the l i m i t  cycle i n  Figure 6 .  
each half  cycle has 2 p a r t s ;  a near ly  l i n e a r  p a r t  i n  which t h e  
ve loc i ty  i s  nearly constant a t  about .26, and a non-linear p a r t  i n  
which t h e  veloci ty  changes by a la rge  amount i n  a r e l a t i v e l y  short  
time. 
ve loc i ty  changes, helps explain some of t h e  s a l i e n t  points  of t h e  
data. 
The s i g n a l  system paths a r e  p lo t ted  i n  
Roughly speaking, 
The non-l inear i ty  of  t h e  system, as re f lec ted  i n  these  l a r g e  
Errors i n  t h e  est imates  change r a p i d l y  during t h i s  period*. 
* 
For example, t h e  p a i r  of i n i t i a l  conditions of t h e  Van der  Pol  
equation (xl = 1.59, x2 = - .32) ,  (xl = 1 . 7 , ~ ~  = -.28) a r e  mapped 
i n t o  t h e  p a i r  
a t  t = 2. 
(xl  = .63,x2 =-1.42) , (x1 = -.38,x2 = 4.24), resp., 
. ' .  . 
t h  A ' l inear ized '  f i l t e r  was simulated by dropping t h e  4 
moments i n  (Sl)", but t h e  estimates of  
extremely unstable and were completely use less  within a f r a c t i o n  
o f  a un i t  o f  time. 
pi, p i j  were, i n  a l l  cases, 
- DATA. A l l  t h e  runs f o r  t h e  conditions pl1(0) = 5 ,  p12(0) = 0, 
P22(0) = 20, 0 
were r a t h e r  similar and w i l l  be described i n  detail**. 
= 4, b = c = 3 (corresponding t o  a Gaussian densi ty)  
Note t h e  
r e l a t i v e l y  la rge  noise ( v i r t u a l l y  masking t h e  s igna l )  and t h e  la rge  
i n i t i a l  values of pii9 
Refer t o  Figures 1-3. The la rge  values of b and c, 
and corresponding la rge  i n i t i a l  value of p 1122, caused P22 t o  
decrease extremely rap id ly  at f i r s t .  p2 decreased r a p i d l y  t o  about 
0.4 and remained t h e r e  f o r  about 4 u n i t s  of time. I n i t i a l l y ,  t h e  
f i l t e r  i s  e s s e n t i a l l y  t racking a moving point which, it supposes, 
moves with a constant velocity.  By the  start  of t h e  second ha l f  
cycle, t h e  estimates a r e  ra ther  good, and t h e  magnitude of the  
e r r o r s  a re  consis tent  with the values of t h e  p The i n i t i a l  
ve loc i ty  estimate of 0.4 i s  consis tent  with the  estimate t h a t  the  
i j '  
i n i t i a l  posi t ion i s  about 2 and i s  slowly decreasing. The signal 
point spends most time i n  the near ly  l i n e a r  region (where I x2) ", .26). 
* 
T h i s  i s  equivalent t o  expanding the  optimal f i l t e r  and r e t a i n i n g  
only t h e  f i r s t  and second moments. 
** 
This sequence of runs was generally t h e  best .  
26 
By t = 0.4, the  f i l t e r  has decided t h a t  one of these near ly  l i n e a r  
regions i s  a much more l i k e l y  locat ion of x than the  other ;  t h e  
large r a t e  of decrease i n  p2* i s  due i n  p a r t  t o  t h e  f a c t  t h a t  x2 
changes r e l a t i v e l y  l i t t l e  i n  the  near ly  l i n e a r  region, and t h e  
t 
i n i t i a l  estimate 
averaging of the  dynamics ( a  des i rab le  e f f e c t ) .  
t h i s  time should (it seems) suppress large changes i n  the  v e l o c i t y  
p2 2 0.4 i s  very l i k e l y  an e f f e c t  of the  
The averaging a t  
(p2), yet  follow t h e  moving 
l i n e a r  regions. 
x and catch up w i t h  it i n  the  nearly 
p2) 
1 
To do t h i s ,  the  required v e l o c i t y  changes ( i n  
must be spread out i n  time. See Figure 2. 
The s h i f t  t o  t h e  r igh t ,of  t h e  f i rs t  peak of p2, i s  
i s  pll possibly due t o  an i n i t i a l  conservatism; i. e., i n i t i a l l y ,  
l a rge  and the  f i l t e r  ' r equi res '  more evidence concerning t h e  change 
Of the  'near ly  l i n e a r '  region i n  which x i s  located before moving 
p1 
1 
rap id ly  t o  a d i f f e r e n t  region. This e f f e c t  decreases i n  l a t e r  
cycles (provided t h a t  t h e  estimates Pt a r e  c lose  t o  q*. 
When t h e  es t imate  ( p g (  increases  rapidly,  t h e  e r r o r s  a r e  
changes accordingly. P i  j presumed t o  increase, and t h e  variances 
When pt changes rapidly,  the  observations contain more information 
on t h e  values of x s ince t h e  observation component i s  x l - p l  t' 
* 
For smaller b,c t h e  f i r s t  peak of p2t usua l ly  occurs t o  t h e  
l e f t  of t h a t  i n  Figure 2. A s  b,c decrease t o  1, t h e  corresponding 
densi ty  degenerates t o  one concentrated a t  4 po in ts  ( 2  on y axis ,  
2 on y axis) ,  and it appears t h a t ,  f o r  t h e  same i n i t i a l  variance, 
t h e  f i f t e r  supposes t h a t  more information concerning t h e  t r u e  loca t ion  
of xt i s  avai lable  i n  t h e  observations. 
1 
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larger .  
rapid increase i n  
i n  t h e  observation ( r e c a l l  t h a t  the observation e f f e c t s  on 
The variances I p. . I  a l l  increase,during the periods of 
1 J  
pt, t o  take advantage of the  added information 
pi a r e  
proportional t o  pli). The depression a t  8.2 i n  the  p22 curve of 
Figure 3 i s  due t o  t h e  f a c t  t h a t  
a t  t h i s  time (see  a l so  Figure 6, f o r  t h e  same run), and t h e  r a t e  
p2t i s  close t o  a l o c a l  maximum 
of change of t h e  estimate of veloci ty  i s  near a l o c a l  minimum; 
hence, t h e  'magnification' of estimate e r r o r s  i s  near a 1oca.l minimum 
( i .e . ,  loosely speaking, two points on t h e  phase space path of the  estimate 
which a r e  c lose a t  
a t  t = 8.3, and spread again a t  t = 8.6, e tc . ) .  The two peaks of 
m i n  the  i n t e r v a l  [7.5,8.5] appear t o  be des i rab le  (and i n t u i t i v e l y  
expected i n  t h e  optimum f i l t e r ) .  
t = 7.5, a re  f u r t h e r  apar t  a t  t = 8, a r e  c loser  
22 
2 
For t grea te r  than about 0.5, and i n  a l l  runs, P12 Pl1PZ2 
(cor re la t ion  coef f ic ien t  2 1). This i s  not completely understood, 
but i s  one of t h e  most important fea tures  of t h e  data. While not 
expected i n  the  optimal f i l t e r ,  it does serve usefu l  purposes. 
which, implies t h a t  ( xlt-plt) = k( x ~ ~ - P ~ ~ ) ;  i n  par t icu lar ,  t h e  
f i l t e r  supposes t h a t  t h e  p robab i l i t y  i s  concentrated on a l i n e  
28 
( i n  phase space) through p with slope (p22/p11) 112 s ign  p12. t 
Figures 4,5 give da ta  on another run f o r  l a rge  time, and 
t h e  same b,c and i n i t i a l  p values. This run w a s  not q u i t e  as 
successful as  t h a t  of Figures 1,2~,6, but  i l l u s t r a t e s  some important 
i j  
propert ies  of t he  f i l t e r .  
corresponding 
I n  Figure 4 t he re  a r e  p lo t ted  seve ra l  p a i r s  of 
po in ts  of one cycle. The l e t t e r s  i d e n t i f y  values of Xt’Pt 
a t  the same time. The arrows ind ica t e  t h e  general  d i r e c t i o n  ( , the Xt’Pt 
d i r ec t ion  of po in ts  on t h e  graph i s  i n  t h e  same quadrant as t h e  
t r u e  d i rec t ion)  o f  t h e  e f f e c t s  of t h e  bias term 
observation a t  t h e  indicated times. The regions of p o s i t i v i t y  and 
p 11 . ( x  1- p 1 ) i n  t h e  
nega t iv i ty  of P12 a r e  a l s o  indicated.  Although not p lo t ted ,  t h e  
Pij p a t t e r n  of va r i a t ion  was not t oo  much d i f f e r e n t  from t h e  pa t t e rn  
i n  the  las t  p a r t  of Figure 3, so t h a t  t h e  observations s t i l l  do 
have a cor rec t ive  e f f ec t .  I n  Figure 5 ,pa r t s  of two cyc les  of t h e  same run 
a r e  plot ted.  The estimates on t h e  l a s t  cycle a r e  b e t t e r ,  and t h e  path of 
t h e  estimate on the  l a s t  cycle i s  c lose r  t o  t h e  l i m i t  cycle. 
Putting Figures 4,>,6 together,  t h e  following p i c t u r e  
emerges. 
dynamics considerably. The path ( i n  phase space) of t h e  est imate  
( a s  a t rend)  i s  an outward s p i r a l  tending slowly t o  t h e  l i m i t  
cycle of t h e  o s c i l l a t o r .  
are  good, and degenerate when t h e  v e l o c i t y  ( p  I o r  I x21 increase 
rapidly.  The observation b i a s  p i j (  xl-pl) serves as a co r rec t ive  
force. The change i n  t h e  v e l o c i t y  p2  i s  smaller than t h e  change 
The f i l t e r  i s  i n i t i a l l y  conservative and averages t h e  
A t  t h e  nea r ly  l i n e a r  regions, t h e  estimates 
2 
'ij 
11 ' O, 
i n  x2, since when p2 tends t o  change rapidly,  t h e  increased 
and consequent averaging of the dynamics holds t h e  r a t e  of change 
down. This conservatism decreases as time increases.  Since p 
t h e  instantaneous e f f e c t  of the non-noise par t  of t h e  observation, 
i s  t o  reduce the  e r r o r  (xl-pl). 
Figure 4 i l l u s t r a t e s  t h e  d e s i r a b i l i t y  of the  change i n  
sign of p12 a t  c e r t a i n  points, so t h a t  t h e  b i a s  term (x -p ) p  
has a cor rec t ive  e f fec t .  Consider points  d,e,f. A t  a l l  t h r e e  
points,  x1 > pl, but between e and f ,  t h e  sign of  (x2-p2) changes, 
and it seems reasonable t h a t  
region, which it does. 
1 1 12 
p12 should also change sign i n  t h i s  -
The system i s  ra ther  non-linear, and it i s  hard t o  compare 
the  r e s u l t s  t o  any absolute standard. (Also, t h e r e  i s  no other f i l t e r ,  
su i tab le  f o r  t h i s  problem, known t o  t h e  author.)  The asymptotic 
propert ies  a r e  unclear, although it i s  suspected t h a t  t h e  estimates for  
t h e  described runs would converge t o  t h e  t r u e  values. Several  
2 
runs were l e s s  successful, i n  p a r t i c u l a r  f o r  u = 4 and smaller 
values of b,c ( f o r  l a r g e r  u , t h e  data suggest t h a t  b = c = 3 
i s  not as good as some smaller values), but the  general  fea tures  
2 
described above were retained, except t h a t  t h e  sign of 
a l i t t l e  more of ten  from t h a t  which would allow 
instantaneously decrease the  e r r o r  i n  t h e  v e l o c i t y  estimate. 
p12 
p12(x1-p1) 
d i f fe red  
t o  
A number of spec i f ic  d i r e c t i o n s  f o r  f u r t h e r  inves t iga t ion  
2 
12 11 22 a r e  suggested. The degeneration of t h e  cor re la t ion  p / p  p t o  
. . .  . 
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1 implies t h a t  only one of t he  y. (Sect ion 12) was non-zero, and 
1 
suggests t h a t  t he  method of Section I2 be r e e a t e d  f o r  
independent but skew d i s t r ibu t ions .  The spec i f i ca t ion  of non-zero 
yi w i t h  
3 r d  moments f o r  t h e  
independent 3rd  moments i n t o  t h e  f i l t e r ,  with t h e  corresponding 
yi would allow t h e  introduct ion of two 
ex t r a  f i l t e r  equations. I n  the  event t h a t  t h e  degeneracy of t h e  
co r re l a t ion  s t i l l  obtained, t h e  skewness would seem t o  provide f o r  
a more na tu ra l  averaging of t h e  dynamics. 
12) could be su i t ab le  non-linear funct ions of t h e  
o f '  t h e  q u a l i t a t i v e  asymptotic proper t ies  of t h e  f i l t e r  equations 
Also, t h e  xi ( i n  Section 
yi. An ana lys i s  
(29),(30),(31) could be attempted, but  t h i s  seems r a the r  hard. It 
i s  des i rab le  t o  simulate another non-linear problem, and t o  obta in  
more da t a  on t h e  example of  t h e  paper i n  order  t o  improve t h e  under- 
standing of t h e  e f f e c t s  of various types of averaging assumptions. 
The r e l a t i o n  between t h e  q u a l i t y  of t h e  f i l t e r  and t h e  s ign of 
must be fu r the r  c l a r i f i e d  f o r  t h e  example o f  t h e  paper. 
p12 
A c a r e f u l  
study of t he  evolut ion of t h e  t r u e  moments, when t h e r e  a r e  no ob- 
servations,  should y ie ld  some use fu l  guides. I n  f a c t ,  some computa- 
t i o n s  of these moments have suggested t h a t  t h e  p rope r t i e s  of  t h e  
covariance estimates a r e  general ly  cor rec t  -- except f o r  t h e  pos- 
s i b i l i t y  t h a t  a t  t h e i r  'low' points,  they  a r e  too  small. F ina l ly ,  
it would be qui te  he lp fu l  t o  have independent es t imates  of t h e  
proper t ies  of t h e  optimal f i l t e r  (e.g., u s e f u l  bounds on t h e  var iance 
of t h e  optimal pi). 
L 
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APPENDIX 1. DERIVATION OF (15). 
i s  presented and i s  based on I t a ' s  calculus  f o r  d i f f e r e n t i a l s  of 
funct ions of solut ions of s tochas t ic  d i f f e r e n t i a l  equations. 
dx = f ( x ) d t  + u(x)dz. 
funct ion g(x) i s  
For brevity,  a formal der iva t ion  - 
Let 
Then, t h e  s tochas t ic  d i f f e r e n t i a l  of a su i t ab le  
1 
dg = gkdx + - c dx. dx 2 'x.x 1 j 
= j  
where dxidx j i s  wr i t ten  for  E[dx.dx.Ix 1 J t  ] = c uijukjdt ( U  = 
( u i j ) ) .  
.ftfdzs, [ 7 ] , [ 8 ]  ( see  these  references and also [ 6 ]  fo r  t h e  de f in i -  
t i o n  of  t he  s tochas t ic  i n t e g r a l  
Then, w.p.1. w i t h  t he  I t6  in t e rp re t a t ion  o f  t h e  i n t e g r a l  
t .f f d z s ) ,  I t s ' s  Lemma y ie lds  
Define m = E t x and m = E t (xj-m) i ; j i s  fixed. 3 i 
Then, v i a  a formal appl icat ion of I t 6 ' s  Lemma, 
dmi = d J (x.-m) i P(x,t)dx 
J 
= -dm J i(xj-m) i- ,-P(x,t)dx 1 
( A - 2 )  
(dm) 2 i(i-1) J (xj-m)i-2P(x,t)dx 
+ 
2 
+ J (x.-m)idP(x,t)dx - i/ (x.-m) i- 1 dmdP(x,t)dx , 
J J 
2 where (dm)  and dndP a r e  t o  be replaced by t h e i r  expectat ions 
conditioned on m P(x,t)  . Recal l  t h a t  (13), (14), t' 
t t t t t -1 
d m  = dE x = E f . ( x ) d t  + (dy-E g a t ) '  ( E  gxj-E gm) j J 
( A - 3 )  
-1 t dP = L*Pdt + P(dy-E gdt) ( g-Etg) 
and tha t ,  formally, f o r  s u i t a b l e  q(x), 
Subs t i t u t ing  (A-3) i n t o  ( A - 2 )  g ives  
(A-4) + E t L(x.-m) i -i(Etgx -Egm)'C E t (g-E t g ) ( ~ ~ - r n ) ~ - l ]  J j 
. I -  . 
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APPENDIX 2. DISCUSSION OF THE SIGNIFICANCE OF A SELECTED 
A loose and formal descr ipt ion of an a l t e r n a t i v e  and suggestive 
view of t h e  s ignif icance of 
with no observations. 
procedure. The limits on a l l  i n t e g r a l s  a r e  5 00. x i s  a s c a l a r  and 
subscr ipts  x, t denote d i f fe ren ta t ion .  Let 
5. - -  --
cy 
P w i l l  be  given f o r  a s c a l a r  problem 
The observation terms can be added t o  t h e  
( B- 1) Pt = L*P L = (L*)* , P(X,O) given 
where L i s  given i n  Section 4. Suppose t h a t  a l l  cp(x) of  t h e  sequel 
a r e  such t h a t  t h e  operations have meaning, and t h a t  
P( x , t )  
F(x, t )  and 
I X I  -j a. a r e  such t h a t  a l l  terms i n  (B-2)  go t o  zero as 
Then if P(x,t)  i s  t h e  solut ion t o  ( B - l ) ,  f o r  any cp(x),(B-3) holds. 
(B-3) implies t h a t  
- E  d t  V ( X )  = E t Q ( X )  . 
d t  
Let (cpi(x)) be a complete ( i n  a s u i t a b l e  sense) family. 
, . .  . 
Then under su i tab le  conditions on P(x,O) and L, t h e  procedure of 
Galerkin [ 261, [ 271, can be used t o  obtain a sequence 
converging t o  P(x,t):  Let P"(x,t) = c ay(t)(Pi(x) and choose 
t h e  a r ( t )  so t h a t  




( B- 4) I[<(x,t)-L*~(x,t)]rpi(x)dx = 0, i = 1 ,..., n . 
(B-4 )  gives a s e t  of l i n e a r  d i f f e r e n t i a l  equations f o r  t h e  
and t h e  i n i t i a l  conditions of t h i s  s e t  a r e  determined by 
A la rge  n may be required f o r  P"(x,t) t o  be 'c lose '  t o  P(x,t)  
but, i n  any case t h e  ' er ror '  
ay( t ) ,  
P(x,O). 
n Pt-L*Pn i s  orthogonal t o  (Pl(x), . . . ,Tn( x).  
'v 
Now wri te  P f o r  any approximation t o  P. A t  l e a s t  
c v c v  
formally, 
where m = I xF(x,t)dx and ri a r e  other  parameters ( t h e r e  a r e  no 
exact r e s u l t s  f o r  t h e  non-linear parameterization).  
P = P( x,m, r2,. . . , rn) may be non-linearly parameterized 
Equations f o r  
fi and Fi are  obtained by imposing t h e  condition t h a t  t h e  e r r o r  
o r  
--t If 'pl = x and r = E (pi, i = 2,. . .,n, then  (B-5)  gives equations i 
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" .  
f o r  t h e  Ci. Otherwise, t h e  ?i a r e  obtained from 
For any given form ?( x,m,r2,. . .,rn) t h e r e  a r e  many 
s e t s  of 
t h e  ri depend on t h e  {(pi]. For example, consider 
{qi], (pl = x, which can be used, and t h e  equations f o r  
2 
% = X  , r l = m  
2 
Let 'P1 = x, 'p2 = x , then 
i., = r2 + r 1 =$Lx 
F2 = 4rlr2 . 
Here t h e  e r r o r  is orthogonal t o  x, x 2 and (x-rl) 2 . Now, l e t  
4 q2 = x , then 
2 
1 E, = r2 + r 
1 r2 ?, = 4r r [1 +- 
r l+r2  
1 2  2 
. . .  . 
4 2 
Owing t o  the use of x i n  l i e u  of x , t h e  computation of (B-8)  
weighs the  e r ror  a t  l a r g e r  values o f  1x1 more heavily. The use 
of (p, = (x-rl) 
4 
gives (B-7) .  
The der ivat ion with the  inclusion of observation terms, 
i s  similar. The author has not  been successful  a t  exploi t ing t h e  pos- 
s i b i l i t i e s  offered by t h e  various choices of r.= m 
i L 2 and the observation terms a r e  included. 
f o r  t h e  dm and dm a r e  those which would be obtained by t h e  
above procedure (with observations) f o r  (pl = x, (pi = x , i 2 2. 
The estimates m and m a r e  such t h a t  t h e  function P -L"P 
i s  orthogonal t o  x , i = 1 ,..., n, for each t, where 
( ( p i ) .  I n  t h e  t e x t  
1 i' 




t it t t  
i 
N c v  
P = P(x,mt,. . .,mnt) ( t h e  t subscript  on m,mi, denotes time.) 
. - .  i 
I .  
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CONCLUSION 
A c l a s s  o f  f i n i t e  dimensional approximations t o  t h e  
optimal f i l t e r  has been discussed. 
but t h e  procedure i s  suggestive and t h e  numerical r e s u l t s  i nd ica t e  
t h a t  some of  t h e  approximations have r a the r  des i rab le  propert ies .  
The paper is, i n  a sense, exploratory. Since the re  do not appear 
t o  be a l t e r n a t i v e  f i l t e r s  f o r  t h e  non-linear problems of concern 
here, comparison of our r e s u l t s  i s  impossible. Linear izat ion appears 
t o  be useless  f o r  our problems ('linearized' f i l t e r s  'blew' up). 
The problems of r ea l i z ing  usefu l  non-linear f i l t e r s  f o r  t h e  c l a s s  
of  s igna l  and noise  processes considered here a re  d i f f i c u l t ,  but 
t h e  numerical r e s u l t s  ind ica te  t h a t  t h e  methods (and problems) 
i so la ted  here  merit  much fu r the r  study. 
An ana lys is  would be d i f f i c u l t ,  
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