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A version of the Berglund–Hu¨bsch–Henningson
duality with non-abelian groups
Wolfgang Ebeling and Sabir M. Gusein-Zade ∗
Abstract
A. Takahashi suggested a conjectural method to find mirror symmetric
pairs consisting of invertible polynomials and symmetry groups generated by
some diagonal symmetries and some permutations of variables. Here we gener-
alize the Saito duality between Burnside rings to a case of non-abelian groups
and prove a “non-abelian” generalization of the statement about the equiv-
ariant Saito duality property for invertible polynomials. It turns out that the
statement holds only under a special condition on the action of the subgroup
of the permutation group called here PC (“parity condition”). An inspec-
tion of data on Calabi–Yau threefolds obtained from quotients by non-abelian
groups shows that the pairs found on the basis of the method of Takahashi
have symmetric pairs of Hodge numbers if and only if they satisfy PC.
1 Introduction
Mirror symmetry in mathematics started from the celebrated observation by physi-
cists that there existed pairs of Calabi–Yau manifolds with symmetric sets of Hodge
numbers. P. Berglund, T. Hu¨bsch and M. Henningson ([2], [1]) found a method to
construct mirror symmetric Calabi–Yau manifolds using so-called invertible poly-
nomials: see details below. They considered pairs (f,G) consisting of an invertible
polynomial f and a (finite abelian) group G of diagonal symmetries of f . To a pair
(f,G) one associates the Berglund–Hu¨bsch–Henningson (BHH) dual pair (f˜ , G˜).
These pairs are also considered as orbifold Landau–Ginzburg models. The construc-
tion in [2], [1] involves the quotient stacks of the hypersurfaces defined by f = 0 and
f˜ = 0 in weighted projective spaces by the groups G and G˜ respectively. There were
found a number of symmetries of invariants corresponding to BHH dual pairs. For
example, in [9] and [1], there was discovered a duality of certain elliptic genera of
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dual pairs. In [3], there were constructed isomorphisms between certain Chen–Ruan
orbifold cohomology groups of dual pairs of Calabi–Yau type. There were also found
symmetries between invariants related to the Milnor fibres of f and f˜ . In [4], it was
shown that the reduced orbifold Euler characteristics of the Milnor fibres of dual
pairs coincide up to sign. In [6], it was shown that the orbifold E-functions (gen-
erating functions for the exponents of the monodromy actions on orbifold versions
of the mixed Hodge structures on the Milnor fibres) of dual pairs possess a certain
symmetry property. In [5], there was constructed a duality between the Burnside
rings of a finite abelian group and of its group of characters which was interpreted as
the Saito duality in some cases. For the groups of diagonal symmetries of invertible
polynomials this duality is related to the BHH duality. In [5], it was shown that the
reduced equivariant Euler characteristics of the Milnor fibres of dual invertible poly-
nomials with the actions of their groups of diagonal symmetries defined as elements
of the Burnside rings of the groups are Saito dual to each other up to sign.
In [12] and [15], there were presented many Calabi–Yau threefolds obtained as
crepant resolutions of quotient varieties of smooth quintic threefolds by non-abelian
symmetry groups. The data computed for them indicates that there might be mirror
dual pairs. The majority of these threefolds are defined by invertible polynomials
with the symmetry groups generated by subgroups of the groups of diagonal sym-
metries and subgroups of the group S5 of permutations of variables.
A. Takahashi (personal communication) suggested a conjectural method to find
mirror symmetric pairs. The method associates to a pair (f, Ĝ) with a non-abelian
group Ĝ of a certain type (namely, a semi-direct product G ⋊ S of a subgroup G
of the group Gf of the diagonal symmetries of f and a subgroup S ⊂ Sn of the
group of permutations of variables) a dual pair (f˜ ,
˜̂
G). An analysis of the data in
[15] shows that in some cases the method detects pairs which can be considered as
mirror symmetric ones, whereas in some other cases it fails.
Here we generalize the Saito duality between Burnside rings to a case of non-
abelian groups and prove a “non-abelian” generalization of the statement from [5].
Namely, we compute the equivariant Euler characteristic of the Milnor fibre of an
invertible polynomial with the action of the semidirect product of the group Gf of
the diagonal symmetries of f and of a subgroup S of the group Sn of permuta-
tions of variables as an element of a version A⋊(Gf ⋊ S) of the Burnside ring. We
define a non-abelian version of the Saito duality as a group isomorphism between
A⋊(Gf ⋊ S) and A
⋊((Gf)
∗ ⋊ S) ((Gf)
∗ = Hom (Gf ,C
∗) = Gf˜ ) and compare the
reduced equivariant Euler characteristics of the Milnor fibres for Berglund–Hu¨bsch–
Henningson–Takahashi dual pairs. We show that these reduced equivariant Euler
characteristics are up to sign Saito dual to each other only under a special condition
on the action of the subgroup of the permutation group called here PC (“parity
condition”). We try to analyze a relation of the PC-condition with the mirror sym-
metry. An inspection of [15, Table 5] shows that the pairs found on the basis of the
method of Takahashi (there are 13 of them with non-trivial groups S) might be con-
sidered as mirror symmetric ones (have symmetric pairs of Hodge numbers) if and
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only if they satisfy PC. This indicates that the condition PC seems to be necessary
for the mirror symmetry of Berglund–Hu¨bsch–Henningson–Takahashi dual pairs.
The authors are grateful to A. Takahashi for explaining his ideas on non-abelian
mirror symmetry and to the referees of the paper for a number of useful suggestions.
2 Invertible polynomials and their symmetry groups
An invertible polynomial in n variables is a quasihomogeneous polynomial f with
the number of monomials equal to the number n of variables (that is
f(x1, . . . , xn) =
n∑
i=1
ai
n∏
j=1
x
Eij
j ,
where ai are non-zero complex numbers and Eij are non-negative integers) such that
the matrix E = (Eij) is non-degenerate and f has an isolated critical point at the
origin.
Remark 1 The condition detE 6= 0 is equivalent to the condition that the weights
q1, . . . , qn of the variables in the polynomial f are well defined (if one assumes the
quasidegree to be equal to 1). In fact they are defined by the equation
E · (q1, . . . , qn)
T = (1, . . . , 1)T .
Without loss of generality one may assume that all the coefficients ai are equal to
1.
A classification of invertible polynomials is given in [10]. Each invertible polyno-
mial is the direct (“Sebastiani–Thom”) sum of atomic polynomials in different sets
of variables of the following types:
1) chains: xp11 x2 + x
p2
2 x3 + . . .+ x
pm−1
m−1 xm + x
pm
m , m ≥ 1 ;
2) loops: xp11 x2 + x
p2
2 x3 + . . .+ x
pm−1
m−1 xm + x
pm
m x1, m ≥ 2 .
The group of the diagonal symmetries of f is
Gf = {λ = (λ1, . . . , λn) ∈ (C
∗)n : f(λ1x1, . . . , λnxn) = f(x1, . . . , xn)} ,
where C∗ = C \ {0} is the set of non-zero complex numbers. One can see that Gf
is an abelian group of order | detE |. The Milnor fibre Vf = {x ∈ C
n : f(x) = 1}
of the invertible polynomial f is a complex manifold of dimension n − 1 with the
natural action of the group Gf .
The Berglund–Hu¨bsch transpose of f is
f˜(x1, . . . , xn) =
n∑
i=1
n∏
j=1
x
Eji
j .
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The group Gf˜ of the diagonal symmetries of f˜ is in a canonical way isomorphic to
the group G∗f = Hom(Gf ,C
∗) of characters of Gf (see, e. g., [5, Proposition 2]).
For a subgroup G of Gf , the Berglund–Hu¨bsch–Henningson (BHH) dual to the pair
(f,G) is the pair (f˜ , G˜), where G˜ ⊂ Gf˜ = G
∗
f is the subgroup of characters of Gf
vanishing (i. e. being equal to 1) on the subgroup G.
Let the permutation group Sn act on the space C
n by permuting the variables.
If an invertible polynomial f is invariant with respect to a subgroup S ⊂ Sn, then it
is invariant with respect to the semi-direct product Gf ⋊ S (defined by the natural
action of S on Gf). Here the operation on Gf ⋊ S is defined as follows. For
(λ, σ), (µ, τ) ∈ Gf ⋊ S we define
(λ, σ) · (µ, τ) := (λσ(µ), στ) ,
where
σ(µ) := (σ(µ1), . . . , σ(µn)) = (µσ−1(1), . . . , µσ−1(n))
and the action of the product of σ, τ ∈ S on µ ∈ Gf is defined as
(στ)(µ) := (µτ−1σ−1(1), . . . , µτ−1σ−1(n)).
The semi-direct product Gf⋊S acts on C
n in the following way. For (λ, σ) ∈ Gf⋊S
and x = (x1, . . . , xn) we have
(λ, σ)x = (λ1xσ−1(1), . . . , λnxσ−1(n)).
The action of the group Gf ⋊S can be restricted to the Milnor fibre Vf = {x ∈ C
n :
f(x) = 1} of the polynomial f .
Let G be a subgroup of Gf invariant with respect to the group S, i. e., σG = G
for any σ ∈ S. In this case the semidirect product G ⋊ S is defined and the BHH
dual subgroup G˜ is also invariant with respect to S.
Definition: The Berglund–Hu¨bsch–Henningson–Takahashi (BHHT) dual to the pair
(f,G⋊ S) is the pair (f˜ , G˜⋊ S).
The Burnside ring A(H) of a finite group H is the Grothendieck ring of finite
H-sets. This means that A(H) is the abelian group generated by the classes [(Z,H)]
of finite H-sets modulo the relations
1) if (Z,H) is isomorphic to (Z ′, H), i. e., if there exists a bijection between Z
and Z ′ preserving the H-action, then [(Z,H)] = [(Z ′, H)];
2) if [(Z1, H)] and [(Z2, H)] are finite H-sets, then [(Z1 ⊔ Z2, H)] = [(Z1, H)] +
[(Z2, H)].
The multiplication in A(H) is defined by the Cartesian product of the sets with
the natural (diagonal) H-action. As an abelian group, A(H) is freely generated by
the classes [H/K] of the quotient sets H/K for representatives K of the conjugacy
classes [K] of subgroups of H . For an H-space X and for a point x ∈ X the isotropy
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subgroup of x is Hx := {g ∈ H : gx = x}. For a subgroup K ⊂ H the set of fixed
points of K (that is points x with Hx ⊃ K) is denoted by X
K ; the set of points
x ∈ X with the isotropy subgroup K is denoted by X(K), the set of points x ∈ X
with the isotropy subgroup conjugate to K is denoted by X([K]). The equivariant
Euler characteristic of a topologicalH-space X was introduced in [13] as the element
of the Burnside ring A(H) defined by
χH(X) :=
∑
[K]∈ConjsubH
χ(X([K])/H)[H/K] , (1)
where ConjsubH is the set of conjugacy classes of subgroups of H . The reduced
equivariant Euler characteristic χH(X) is χH(X)− χH(pt) = χH(X)− [H/H ]. The
equivariant Euler characteristic is a universal additive topological invariant of va-
rieties or manifolds with H-actions: see, e. g., [7]. Therefore it determines other
additive topological invariants, in particular, the standard Euler characteristic, the
Euler characteristic of the quotient and the orbifold Euler characteristic. It does
not determine analytic or algebraic invariants, say, (orbifold) Hodge numbers.
If H is a subgroup of a finite group G, one has the reduction and the induction
operations RedGH and Ind
G
H which convert G-spaces to H-spaces and H-spaces to
G-spaces respectively. The reduction RedGHX of a G-space X is the same space
considered with the action of the subgroup. The induction IndGHX of an H-space
X is the quotient space (G × X)/ ∼, where the equivalence relation ∼ is defined
by: (g1, x1) ∼ (g2, x2) if (and only if) there exists h ∈ H such that g2 = g1h,
x2 = h
−1x1; the G-action on it is defined in the natural way. Applying the reduction
and the induction operations to finite G- and H-sets respectively, one gets the
reduction homomorphism RedGH : A(G) → A(H) and the induction homomorphism
IndGH : A(H)→ A(G). For a subgroup K of H , one has Ind
G
H [H/K] = [G/K]. The
reduction homomorphism is a ring homomorphism, whereas the induction one is a
homomorphism of abelian groups.
For a finite abelian group H , let H∗ = Hom(H,C∗) be its group of characters.
Just as for a subgroup of Gf above, for a subgroupK ⊂ H , the (BHH) dual subgroup
of H∗ is
K˜ := {α ∈ H∗ : α(g) = 1 for all g ∈ K} .
The equivariant Saito duality (see [5]) is the group homomorphism DH : A(H) →
A(H∗) defined by DH([H/K]) := [H
∗/K˜]. In [5], it was shown that the reduced
equivariant Euler characteristics of the Milnor fibres of Berglund–Hu¨bsch dual in-
vertible polynomials f and f˜ with the actions of the groups Gf and Gf˜ respectively
are Saito dual to each other up to the sign (−1)n.
3 Non-abelian equivariant Saito duality
Let G be a finite abelian group and let S be a finite group with a homomorphism
ϕ : S → AutG. These data determine the semi-direct product Ĝ = G ⋊ S. Let
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A⋊(G⋊ S) be the Grothendieck group of finite Ĝ-sets with the isotropy subgroups
of points conjugate to H ⋊ T ⊂ G ⋊ S, where H and T are subgroups of G and
of S respectively such that, for σ ∈ T , the automorphism ϕ(σ) preserves H . (The
semidirect product structure on H ⋊ T is defined by the homomorphism ϕ|T : T →
AutH .) The group A⋊(G ⋊ S) is a subgroup of the Burnside ring A(Ĝ) of the
group Ĝ. It is the free abelian group generated by the elements [G⋊ S/H ⋊ T ]
corresponding to the conjugacy classes of the subgroups of the form H ⋊ T . An
element of A⋊(G⋊ S) can be written in a unique way as∑
[H⋊T ]∈Conjsub Ĝ
aH⋊T [G⋊ S/H ⋊ T ]
with integers aH⋊T .
Proposition 1 Subgroups H1⋊ T1 and H2⋊ T2 are conjugate in G⋊ S if and only
if they are conjugate by an element σ ∈ S ⊂ Ĝ, i. e. T2 = σ
−1T1σ, H2 = ϕ(σ)H1.
Proof. Each element of G⋊ S is the pair of an element of G and an element of S.
To prove the statement, we have to show that, if the conjugation by an element of
G ⊂ G⋊S sends a subgroup H⋊T to a subgroup of the form K⋊T , then K = H .
We have
g−1(h, σ)g =
((
g−1ϕ(σ(g)
)
h, σ
)
.
The set (g−1ϕ(σ(g))H is a coset of the subgroup H . Thus it is a subgroup K of G
if and only if it coincides with H . ✷
Let G∗ = Hom (G,C∗) be the group of characters on G. One has G∗∗ ∼= G
(canonically). The homomorphism ϕ : S → AutG induces a natural homomorphism
ϕ∗ : S → AutG∗: 〈ϕ∗(σ)α, g〉 = 〈α, ϕ(σ−1)g〉, where 〈α, g〉 := α(g). Let Ĝ∗ :=
G∗ ⋊ S be the semidirect product defined by the homomorphism ϕ∗. One can
see that, if ϕ(σ) preserves a subgroup H ⊂ G, then ϕ∗(σ) preserves the subgroup
H˜ ⊂ G∗. Thus for a semidirect product H ⋊ T ⊂ G ⋊ S one has the semidirect
product H˜ ⋊ T ⊂ G∗ ⋊ S.
Proposition 2 Subgroups H1⋊ T1 and H2⋊ T2 are conjugate in G⋊ S if and only
if the subgroups H˜1 ⋊ T1 and H˜2 ⋊ T2 are conjugate in G
∗ ⋊ S.
Proof. This is a direct consequence of Proposition 1: if the subgroups H1 ⋊ T1 and
H2⋊T2 are conjugate by an element σ ∈ S, then the subgroups H˜1⋊T1 and H˜2⋊T2
are conjugate by this element as well. ✷
Definition: The (“non-abelian”) equivariant Saito duality corresponding to the
group Ĝ = G ⋊ S is the group homomorphism D⋊
Ĝ
: A⋊(G ⋊ S) → A⋊(G∗ ⋊ S)
defined (on the generators) by
D⋊
Ĝ
([G⋊ S/H ⋊ T ]) = [G∗ ⋊ S/H˜ ⋊ T ] .
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By Proposition 2, the homomorphism D⋊
Ĝ
is well-defined. One can see that D⋊
Ĝ
is an isomorphism of the groups A⋊(G ⋊ S) and A⋊(G∗ ⋊ S) and D⋊
Ĝ∗
D⋊
Ĝ
= id
(Ĝ∗ = G∗ ⋊ S) .
For a subgroup S ′ ⊂ S one has the natural homomorphism Ind G⋊SG⋊S′ : A
⋊(G ⋊
S ′)→ A⋊(G⋊S) sending the generator [G⋊ S ′/H ⋊ T ] to the generator [G⋊ S/H ⋊ T ].
This homomorphism commutes with the Saito duality, i. e the diagram
A⋊(G⋊ S ′)
D⋊
G⋊S′
−−−−→ A⋊(G∗ ⋊ S ′)yIndG⋊SG⋊S′ yIndG∗⋊SG∗⋊S′
A⋊(G⋊ S)
D⋊
G⋊S
−−−→ A⋊(G∗ ⋊ S)
is commutative.
4 Equivariant Euler characteristic of the Milnor
fibre
Let f be an invertible polynomial in n variables, let Gf be the group of the diagonal
symmetries of f , and let S be a subgroup of Sn preserving f .
An atomic polynomial of chain type is not preserved by a permutation of variables
different from the identical one. An atomic polynomial of loop type may have non-
trivial symmetries by permutations of variables. This may happen in two ways.
First, a loop
xp11 x2 + x
p2
2 x3 + . . .+ x
pm−1
m−1 xm + x
pm
m x1 (2)
can be such that its lengthm is divisible by an integer ℓ, ℓ < m, (that ism = kℓ with
k > 1) and the sequence p1, . . . , pm of its exponents is ℓ-periodic, i. e. pi+ℓ = pi for
i = 1, . . . , m. Here and below the indices (i and i+ ℓ in this case) are taken modulo
m. A symmetry sends the variable xi to the variable xi+sℓ for some s = 1, . . . , k−1.
Symmetries of this sort will be called rotations. Besides that one may have a flip of
a loop (2) which sends the variable xi to the variable xr−i for some r = 1, 2, . . . , m
(again the indices are considered modulo m). A permutation of variables of this
sort preserves the loop if and only if all the exponents pi are equal to 1. In this case
either (2) is not an invertible polynomial (since it has a non-isolated critical point
at the origin) or it has a non-degenerate critical point (i. e. of type A1) at the origin.
Therefore we will exclude this type of symmetries of loops from consideration.
The invertible polynomial f is the direct (Sebastiani–Thom) sum of atomic poly-
nomials (blocks). In these terms the action of its symmetry group S ⊂ Sn can be
described in the following way. There are some blocks which are permuted by the
group S (all permuted blocks are isomorphic). This means that, if a block goes to
itself under the action of an element σ ∈ S, then σ acts on the block identically.
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We shall say that these blocks are of the first type. All chain blocks are of the first
type. Other blocks will be said to be of the second type. All of them are loops and
if σ ∈ S sends a block to itself, then it acts on the block (a loop) by a rotation.
One can see that the dual polynomial f˜ is invariant with respect to the group S
as well.
To have the possibility to discuss a non-abelian equivariant Saito duality for dual
invertible polynomials, one has to know that the equivariant Euler characteristic of
the Milnor fibre Vf of a polynomial f with the Gf⋊S-action belongs to the subgroup
A⋊(Gf ⋊ S) ⊂ A(Gf ⋊ S). This will be proved in Section 6 with the use of the
following statement.
Proposition 3 If, for a conjugacy class [Tˇ ] ∈ Conjsub (Gf ⋊ S), one has
((C∗)n)([Tˇ ]) 6= ∅, then the class [Tˇ ] contains a representative of the form {e} × T .
Moreover, subgroups {e} × T1 and {e} × T2 are conjugate in Gf ⋊ S if and only if
T1 and T2 are conjugate in S.
Proof. Let T = π(Tˇ ) where Tˇ is a representative of the conjugacy class [Tˇ ] and
π : Gf ⋊ S → S is the quotient map. Since the action of Gf on (C
∗)n is free and
((C∗)n)(Tˇ ) 6= ∅, for any σ ∈ T there exists a unique λ = λ(σ) ∈ Gf such that
(λ(σ), σ) ∈ Tˇ . (If λ′x = λ′′x = x for x ∈ (C∗)n, then (λ′1xσ−1(1), . . . , λ
′
nxσ−1(n)) =
(λ′′1xσ−1(1), . . . , λ
′′
nxσ−1(n)), what is impossible for λ
′ 6= λ′′ since the action of Gf on
(C∗)n is free.) One has (λ(δ), δ) · (λ(σ), σ) = (λ(δ) · δ(λ(σ)), δσ) and therefore
λ(δσ) = λ(δ)δ(λ(σ)) . (3)
Let x ∈ ((C∗)n)(Tˇ ), i. e. (λ(σ), σ)x = x for all σ ∈ T . We shall show that there exists
a µ ∈ Gf such that
µ · y ∈ ((C∗)n)Tˇ for all y = (y1, . . . , yn) ∈ ((C
∗)n)T . (4)
Here y ∈ ((C∗)n)T means that yσ−1(i) = yi, i = 1, . . . , n, for all σ ∈ T .
The condition µ · y ∈ ((C∗)n)Tˇ , i. e. (λ(σ), σ)µ · y = µ · y, means that
λ(σ)σ(µ) = µ . (5)
This will imply that ((C∗)n)(µ
−1Tˇµ) is contained in ((C∗)n){e}×T and, in particular,
µ · x ∈ ((C∗)n)({e}×T ), i. e. {e} × T ∈ [Tˇ ].
It is sufficient to prove the existence of µ for a set of blocks from the same T -
orbit. The action of the group T on blocks of the polynomial f was described above.
Each element of T sends a block of any type to an isomorphic block. Moreover, if a
block is of loop type with a rotation (i. e. there are some elements of T which rotate
the block), then any element of T sends it to an isomorphic block with a rotation.
According to the description above, an orbit of T consists either of blocks which are
permuted (blocks of the first type) or of blocks (of loop type) which are permuted
with a rotation (blocks of the second type). Let us consider these two cases.
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Case 1. Suppose that the orbit consists of blocks Bα, α ∈ A, of the first type.
Here A is a certain indexing set. The group G⊞Bα of the diagonal symmetries of
the direct sum of these blocks is the direct sum of the groups GBα of symmetries of
the block Bα (all of them are isomorphic). Let us denote an element λ ∈ G⊞Bα by
{λα} with λα ∈ GBα. Let (C
∗)⊞Bα be the torus corresponding to the variables of
the blocks Bα, α ∈ A. We shall also write points y ∈ (C
∗)⊞Bα as {yα}. Let us fix
α0 ∈ A. A point y ∈ (C
∗)⊞Bα invariant with respect to the T -action is determined
by its part y
α0
. The condition (5) can be written as
λα(σ)µσ−1(α) = µα (6)
for all α. For α = α0 we have
λα0(σ)µσ−1(α0)
= µ
α0
. (7)
Thus we can take µ
α0
= 1,
µ
σ−1(α0)
= λα0(σ)
−1. (8)
We have to check (6) for arbitrary α = δ(α0). Substituting µ from (8) we get
λδ(α0)(σ) ·
(
λα0(δσ)
)−1
=
(
λα0(δ)
)−1
, i. e. λα0(δσ) = λα0(δ) · λδ(α0)(σ)·. This is a
particular case of (3).
Case 2. Suppose that the orbit consists of blocks Bα, α ∈ A, of the second type
(all of them are loops). The coordinates in the block Bα will be denoted by xα,i.
For a fixed α0 ∈ A, the subgroup Tα0 of T sending the block Bα0 to itself acts on
this block in the following way. We shall omit the index α0, i. e. we shall denote
xα0,i by xi for short. The block Bα0 is of the form
kℓ∑
i=1
xpii xi+1, (9)
where the index i is considered modulo kℓ and pi = pi+ℓ for all i = 1, . . . , kℓ. An
orbit of the action of the group Tα0 on the variables x1, . . . , xkℓ consists of all xi
with i congruent to each other modulo ℓ. An element y invariant with respect to
the action of Tα0 is determined by its coordinates y1, . . . , yℓ. Let us first define the
components µi of µ for i = 1, . . . , kℓ. Let σ ∈ Tα0 be the rotation i 7→ i + ℓ. Let
λi[s] := λi(σ
s) for i = 1, . . . , , kℓ and s = 0, 1, . . . , k−1. A point (y1, . . . , ykℓ) is fixed
with respect to Tˇ ∩ π−1(Tα0) if
λi[s]yi−sℓ = yi for all integers i taken modulo ℓ. (10)
Let λi := λi[1], P := p1 · · · pℓ. The fact that λ ∈ GBα0 is equivalent to λ
pi
i λi+1 = 1 for
all i taken modulo ℓ. The condition (4) on µ is λi[s]µi−sℓyi = µiyi for i = 1, . . . , kℓ,
s = 1, . . . , k. It is sufficient to have λi[1]µi−ℓ = µi for i = 1, . . . , kℓ. This follows
from the equation
λi[s] = λi[1]λi−ℓ[1] · · ·λi−(s−1)ℓ[1]. (11)
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The condition that µ ∈ GBα0 means that
µp11 µ2 = µ
p2
2 µ3 = · · · = µ
pℓ
ℓ µℓ+1 = µ
p1
ℓ+1µℓ+2 = · · · = µ
pℓ
kℓµ1 = 1. (12)
In particular, µℓ+1 = µ
(−1)ℓP
1 . On the other hand, λℓ+1µ1 = µℓ+1. Thus
µ
(−1)ℓP−1
1 = λℓ+1. (13)
Therefore µ1 should be a root of degree ((−1)
ℓP − 1) of λℓ+1. Let us define µ1 as
any fixed root of this type. The equations (12) (µpii µi+1 = 1) for i = 1, . . . , kℓ − 1
determine all the components µi of µ as powers of µ1. In particular, they give
µpℓkℓ = µ
(−1)kℓ−1P k
1 . (14)
One has to verify the last equation
µ
1−(−1)kℓP k
1 = 1. (15)
The conditions (10) imply that
λℓ+1 · · ·λ(k−1)ℓ+1λ1 = 1, i. e. λℓ+1 = (λ2ℓ+1 · · ·λ(k−1)ℓ+1λ1)
−1. (16)
The conditions λpii λi+1 = 1 (λ ∈ GBα0 ) imply that
λ2ℓ+1 = λ
(−1)ℓP
ℓ+1 ,
λ3ℓ+1 = λ
(−1)2ℓP 2
ℓ+1 ,
...
...
...
λ(k−1)ℓ+1 = λ
(−1)(k−2)ℓP k−2
ℓ+1 ,
λ1 = λ
(−1)(k−1)ℓP k−1
ℓ+1 .
Therefore we have
λ
1+(−1)ℓP+(−1)2ℓP 2+···+(−1)(k−2)ℓP k−2+(−1)(k−1)ℓP k−1
ℓ+1 = 1. (17)
Together with (13) this gives (15).
Just as in Case 1, we must have (6) and thus (7). This means that for an arbtrary
α we shall define µ by µ
σ−1(α0)
= λα0(σ)
−1µ
α0
. The condition (6) for an arbitrary α
is obtained literally as in Case 1. ✷
5 Condition PC
Let f be an invertible polynomial invariant with respect to a subgroup S ⊂ Sn. In
Section 6, it will be shown that χĜf (Vf) ∈ A
⋊(Gf ⋊ S) (and similarly χ
Ĝ
f˜ (Vf˜) ∈
A⋊(Gf˜ ⋊ S)). If S = {e}, one has the equivariant Saito duality
χĜf (Vf) = (−1)
nD⋊
Ĝ
f˜
χĜf˜ (Vf˜) . (18)
Let us show that Equation (18) does not hold in general for S 6= {e}.
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Example 1 Let
f(x) = f˜(x) = xm1 + x
m
2 + x
m
3 + x
m
4 , S = 〈(12)(34), (13)(24)〉
∼= Z2 × Z2.
The group Gf (∼= Gf˜) is isomorphic to Z
4
m. The isotropy subgroup of a point with
respect to the Gf ⋊ S-action on the Milnor fibre Vf is conjugate to Z
r
m ⋊ T , where
T is one of the subgroups S, {e}, Z′2, Z
′′
2, Z
′′′
2 of the group S (Z
′
2, Z
′′
2, and Z
′′′
2 are
the cyclic subgroups of S of order 2), 0 ≤ r ≤ 3. Here r < 4, since the action
of Z4m on Vf is effective. We shall compute the coefficients of [Gf ⋊ S/Z
r
m ⋊ T ]
in χĜf (Vf) with r = 0. Only these summands can be Saito dual to the summand
−[Gf˜⋊S/Gf˜⋊S] in χ
Ĝ
f˜ (Vf˜). The coefficient of [Gf⋊S/{e}⋊T ] in χ
Ĝf (Vf ) is equal
to the Euler characteristic of the quotient space V
([{e}⋊T ])
f /Gf ⋊S (see Equation (1)
for the equivariant Euler characteristic).
The isotropy subgroups conjugate to {e} ⋊ T can be met only for points from
Vf∩(C
∗)4. The points with the isotropy subgroup {e}⋊S are of the form (x, x, x, x).
There are m of them. The points with the isotropy subgroup Sˇ conjugate to {e}⋊S
are obtained from these ones by the action of the group Gf ∼= Z
4
m since µ
−1Sˇµ =
{e}⋊S for some µ ∈ Gf . Thus there are m
4 of them (m elements of Gf permute the
m points described above). Therefore the coefficient of [Gf ⋊S/{e}⋊S] in χ
Ĝf (Vf)
is equal to 1.
The points with the isotropy subgroup {e}⋊Z′2 with Z
′
2 = 〈(12)(34)〉 are of the
form (x, x, y, y) with x 6= y. The Euler characteristic of the space {x ∈ Vf ∩ (C
∗)4 :
x1 = x2, x3 = x4} is equal to −m
2. Therefore the Euler characteristic of the union of
the shifts of this set by the elements of the group Gf is equal to −m
4 (m2 elements of
Gf leave this set invariant). The Euler characteristic of V
([{e}⋊Z′2])
f is obtained from
this one by subtracting the Euler characteristic of V
([{e}⋊S])
f (equal tom
4) and thus is
equal to −2m4. Therefore the coefficient of [Gf ⋊S/{e}⋊Z
′
2] in χ
Ĝf (Vf) is equal to
−1. The same holds for the coefficients of [Gf ⋊S/{e}⋊Z
′′
2 ] and [Gf ⋊S/{e}⋊Z
′′′
2 ].
In the same way one can show that the coefficient of [Gf ⋊S/{e}⋊ {e}] is equal
to 1. Thus all these terms sum up to
[Gf ⋊ S/{e}⋊ S]− [Gf ⋊ S/{e}⋊ Z
′
2]− [Gf ⋊ S/{e}⋊ Z
′′
2]
−[Gf ⋊ S/{e}⋊ Z
′′′
2 ] + [Gf ⋊ S/{e}⋊ {e}].
The first term in this expression is Saito dual to [Gf˜ ⋊ S/Gf˜ ⋊ S] (though with
the non-expected sign), whereas the other terms do not have dual counterparts.
The reason for these terms not to vanish is the following one. For an invertible
polynomial f in n variables with the symmetry group Gf ⋊ S, the sign of the Euler
characteristic of the set (Vf ∩ (C
∗)n)T (T ⊂ S) is (−1)dim(C
n)T−1. This follows, e. g.,
from the formula of [14, Theorem (7.1)] (see Equation (29) below).
In the example above dim(Cn)S = 1 is odd while dim(Cn)Z
′
2 = 2 and dim(Cn){e} =
0 are even. In a vague way, one can say that if the latter dimension would be odd as
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well, the Euler characteristic of V
([{e}⋊Z′2])
f would vanish (being equal to m
4 −m4).
This gives a hint that the Saito duality for dual invertible polynomials can only hold
if the dimensions of the subspaces (Cn)T for all subgroups T ⊂ S have the same
parity.
Remark 2 We might present a simpler example with f(x) = xm1 + x
m
2 , S = 〈(12)〉,
however, in this case the group S is not contained in SL(2,C) what is the usual
condition in mirror symmetry.
The example above and the discussion of it motivate the following condition on
the action of the group S.
Definition: We say that a subgroup S ⊂ Sn satisfies the parity condition (“PC”
for short) if for each subgroup T ⊂ S one has
dim(Cn)T ≡ n mod 2 ,
where (Cn)T = {x ∈ Cn : σx = x for all σ ∈ T}.
Proposition 4 A subgroup S ⊂ Sn satisfying PC is contained in the alternating
group An ⊂ Sn.
Proof. Let σ be an element of S. The dimension of the subspace (Cn)〈σ〉 (〈σ〉
is the (cyclic) subgroup generated by σ) is equal to the number of cycles in the
decomposition of the permutation σ into disjoint cycles. This yields the statement.
✷
Examples. 1. The proof of Proposition 4 implies that a cyclic subgroup of Sn
satisfies PC if and only if its generator (and therefore each element) is an even
permutation. In particular, the subgroup A3 ⊂ S3 satisfies PC.
2. The subgroup A4 ⊂ S4 does not satisfy PC since dim(C
4)A4 = 1. This implies
that, for n ≥ 4, the subgroup An ⊂ Sn does not satisfy PC (since An contains the
subgroup A4 permuting the first four coordinates).
3. The group A4 contains the subgroup S = 〈(12)(34), (13)(24)〉 isomorphic to
Z2×Z2. The space (C
4)S is one-dimensional and therefore the subgroup S does not
satisfy PC. (This was used in the example above.)
4. The group 〈(12345), (12)(34)〉 ⊂ S5 coincides with A5 and therefore does not
satisfy PC. The group 〈(12345), (14)(23)〉 ⊂ A5 is isomorphic to the dihedral group
D10 and satisfies PC.
6 Non-abelian Saito duality for invertible polyno-
mials
Let f , f˜ and S be as in Section 4 and also let Ĝf = Gf ⋊S, Ĝf˜ = Gf˜ ⋊S. We shall
first show that the equivariant Euler characteristic of the Milnor fibre Vf with the
Gf ⋊ S-action belongs to the subgroup A
⋊(Gf ⋊ S) ⊂ A(Gf ⋊ S).
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Proposition 5 One has χĜf (Vf) ∈ A
⋊(Gf ⋊S) (and similarly χ
Ĝ
f˜ (Vf˜) ∈ A
⋊(Gf˜ ⋊
S)).
The proof of Proposition 5 will be postponed. Now we are ready to state our
main result.
Theorem 1 If the subgroup S ⊂ Sn satisfies PC, then one has
χGf⋊S(Vf) = (−1)
nD⋊G
f˜
⋊Sχ
G
f˜
⋊S(Vf˜) . (19)
For the proofs of Proposition 5 and Theorem 1 we consider a decomposition of
Cn into certain unions of tori.
For a subset I ⊂ I0 = {1, 2, . . . , n}, let C
I := {(x1, . . . , xn) ∈ C
n : xi = 0 for i /∈
I}, (C∗)I := {(x1, . . . , xn) ∈ C
n : xi 6= 0 for i ∈ I, xi = 0 for i /∈ I}. One has
Cn =
⊔
I⊂I0
(C∗)I . Each torus (C∗)I is invariant with respect to the actions of the
groups Gf and Gf˜ . Let G
I
f ⊂ Gf and G
I
f˜
⊂ Gf˜ be the isotropy subgroups of these
actions on (C∗)I . (The isotropy subgroups are the same for all points of (C∗)I .)
The group S acts on the set 2I0 of subsets of I0. For a subset I ⊂ I0, let
SI := {σ ∈ S : σI = I} be the isotropy subgroup of I for the action of S on 2I0 .
One has SI = SI where I := I0 \ I.
One has the decomposition
Cn =
⊔
I∈2I0/S
(⊔
I∈I
(C∗)I
)
,
where the unions are over the orbits I of the S-action on 2I0, and over the elements
I of the orbit, and therefore
Vf =
⊔
I∈2I0/S
(⊔
I∈I
(
Vf ∩ (C
∗)I
))
.
The subset
⊔
I∈I
(
Vf ∩ (C
∗)I
)
⊂ Vf is (Gf ⋊ S)-invariant. Therefore
χGf⋊S(Vf) =
∑
I∈2I0/S
χGf⋊S
(⊔
I∈I
(
Vf ∩ (C
∗)I
))
. (20)
It is easy to see that
χGf⋊S
(⊔
I∈I
(
Vf ∩ (C
∗)I
))
= Ind
Gf⋊S
Gf⋊SI
χGf⋊S
I (
Vf ∩ (C
∗)I
)
. (21)
For I ⊂ I0, let f
I := f|CI ; for I ⊂ I0 and for a subgroup T ⊂ S
I , let f I,T :=
f|(CI )T . Here the set (C
I)T of fixed points of T in the coordinate subspace CI consists
13
of the points whose coordinates are equal if and only if they can be sent one to the
other by an element of T . If f I has an isolated critical point at the origin, then f I,T
has an isolated critical point as well. For short we shall denote f I0,T by fT .
The polynomial f I = f|(Cn)I has not more than |I| monomials. It has |I| mono-
mials if and only if the polynomial f˜ I has |I| monomials. We treat the case that f I
has less than |I| monomials in the following lemma.
Lemma 1 With the notations above, let f I have less than |I| monomials. Then
χGf⋊S
I (
Vf ∩ (C
∗)I
)
= 0 .
Proof. We shall construct a free C∗-action on (C∗)I which preserves f|(C∗)I and
commutes with the S-action. The existence of such an action implies the statement
of Lemma 1. One can see that f I is the Sebastiani–Thom sum of some chains, some
loops and some polynomials of the form
xp1i1 xi2 + x
p2
i2
xi3 + . . .+ x
pm−1
im−1
xim (22)
(in different sets of variables). The group SI permutes isomorphic blocks and (pos-
sibly) rotates loops (and also permutes variables which do not participate in f I).
Moreover, either there are some variables (say, xj1 , . . . , xjℓ , ℓ > 0) which do not par-
ticipate in f I or there are some blocks of the form (22). In the first case let λ ∈ C∗
act on (C∗)I by multiplying all the variables xj1, . . . , xjℓ by λ and keeping all the
other variables fixed. In the second case one may have several blocks isomorphic
to (22) permuted by the group SI . Let q = (q1, . . . , qm) ∈ Z
m \ {0} be such that
qirpi + qir+1 = 0 for 1 ≤ r ≤ m − 1. (Such q exists since it is defined by (m − 1)
linear equations with respect to m variables.) The action of C∗ on the variables xi1 ,
. . . , xim defined by
λ ∗ (xi1 , . . . , xim) = (λ
q1xi1 , . . . , λ
qmxim)
(and keeping all the other variables fixed) preserves f I . If we define its action on
the other m-tuples of variables obtained from these ones by the action of SI in the
same way, we get a C∗-action which preserves f I and commutes with SI . ✷
Proof of Proposition 5. According to Proposition 3 one has
χGf⋊S(Vf ∩ (C
∗)n) =
∑
[T ]∈ConjsubS
χGf⋊S((Vf ∩ (C
∗)n)([{e}⋊T ])) ∈ A⋊(Gf ⋊ S) . (23)
Let I ⊂ I0 be a proper subset. If f
I has less than |I|monomials then χGf⋊S
I (
Vf ∩ (C
∗)I
)
=
0 according to Lemma 1. Otherwise f I has |I| monomials. In this case f I is an
invertible polynomial in the variables xi with i ∈ I. Proposition 3 applied to f
I
implies
χGfI⋊S
I
(VfI ∩ (C
∗)I) =
∑
[T ]∈ConjsubSI
χGfI⋊S
I
((VfI ∩ (C
∗)I)([{e}⋊T ])) . (24)
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The last sum lies in A⋊(GfI ⋊ S) ⊂ A
⋊(Gf ⋊ S). Therefore, Equations (20), (21),
(23), and (24) imply the statement. ✷
For the proof of Theorem 1 we need two lemmas.
Lemma 2 Under the imposed conditions one has
χGf⋊S (Vf ∩ (C
∗)n) = (−1)n−1 [Gf ⋊ S/{e} × S]
= (−1)n−1D⋊G
f˜
⋊S
[
Gf˜ ⋊ S/Gf˜ ⋊ S
]
. (25)
Lemma 3 Under the imposed conditions one has, for the orbit I of a non-empty
proper subset J ⊂ I0,
χGf⋊S
(⊔
I∈I
(
Vf ∩ (C
∗)I
))
= (−1)nD⋊G
f˜
⋊Sχ
G
f˜
⋊S
(⊔
I∈I
(
Vf˜ ∩ (C
∗)I
))
. (26)
Proof of Theorem 1. Theorem 1 follows from Lemma 2 and Lemma 3 (together with
(25) with f and f˜ interchanged). ✷
Lemma 2 will follow from the following two lemmas.
Lemma 4 Under the imposed conditions one has
χGf⋊S
(
Vf ∩ ((C
∗)n)([{e}⋊S])
)
= (−1)n−1 [Gf ⋊ S/{e}⋊ S] . (27)
Lemma 5 Under the imposed conditions one has, for a proper subgroup T of S,
χGf⋊S
(
Vf ∩ ((C
∗)n)([{e}⋊T ])
)
= 0 . (28)
Proof of Lemma 4. For short, let X := Vf ∩ (C
∗)n. By Equation (23) it suffices to
compute χGf⋊S(X([{e}⋊T ])) for a subgroup T of S. For T = S we have
X([{e}⋊S]) = Ind
Gf⋊S
NGf⋊S({e}⋊S)
XS ,
where XS = X(S) is considered as an NGf⋊S({e}⋊ S)-space. (Remember that the
operation Ind was defined for spaces as well.) The normalizer NGf⋊S({e} ⋊ S) is
the semidirect (in fact direct) product GSf ⋊ S, where G
S
f ⊂ Gf is the subgroup of
Gf consisting of the elements g on which S acts trivially, i. e. ϕ(σ)g = g for all
σ ∈ S. This means that the subgroup GSf consists of the elements (λ1, . . . , λn) ∈ Gf
such that λi = λj for i and j in the same S-orbit. Therefore G
S
f coincides with the
symmetry group GfS of the function f
S which is again an invertible polynomial.
Since GSf acts freely on X
S and S acts trivially on it, one has
χG
S
f
⋊S(XS) = χ
((
VfS ∩ ((C
∗)n)S
)
/GSf
)
·
[
GSf ⋊ S/{e}⋊ S
]
.
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Let ES be the exponent matrix of the invertible polynomial fS. The formula of [14,
Theorem (7.1)] implies that
χ
(
VfS ∩ ((C
∗)n)S
)
= (−1)dim(C
n)S−1 · detES = (−1)dim(C
n)S−1 · |GSf |. (29)
But the PC property of S implies
(−1)dim(C
n)S−1 = (−1)n−1.
Therefore
χ
((
VfS ∩ ((C
∗)n)S
)
/GSf
)
= (−1)n−1,
χG
S
f
⋊S
(
(Vf ∩ (C
∗)n){e}⋊S
)
= (−1)n−1
[
GSf ⋊ S/{e}⋊ S
]
.
This implies the statement. ✷
Proof of Lemma 5. We keep the notation X := Vf ∩ (C
∗)n. We have
χGf⋊S
(
X([{e}×T ])
)
= Ind
Gf⋊S
NGf⋊S({e}×T )
χNGf⋊S({e}×T )
(
X(T )
)
.
The normalizer of {e} × T in Gf ⋊ S coincides with GfT ⋊ NS(T ). The group
GfT ⋊NS(T )/{e} × T acts freely on X
(T ). Therefore
χGfT ⋊NS(T )
(
X(T )
)
= χ
(
X(T )/
(
GfT ⋊NS(T )/{e} × T
))
·
[
GfT⋊NS(T )/{e} × T
]
=
|T | · χ
(
X(T )
)
|GfT ⋊NS(T )|
·
[
GfT⋊NS(T )/{e} × T
]
.
Let us show that
χ
(
X(T )
)
= 0 . (30)
Assume that for all subgroups U such that T  U  S one has χ
(
X(U)
)
= 0.
(In particular, this holds if T is a maximal proper subgroup of S.) The equation
χ
(
X(U)
)
= 0 implies that, for g ∈ GfT , χ
(
X(g
−1Ug)
)
= 0 (since X(g
−1Ug) = gX(U)).
Moreover, for g1, g2 ∈ GfT , the spaces X
(g−11 Ug1) and X(g
−1
2 Ug2) either coincide (if
g−11 Ug1 = g
−1
2 Ug2) or do not intersect.
One has
XT \
⋃
g∈G
fT
Xg
−1Sg = X(T ) ∪
⋃
U :T U S
⋃
g∈G
fT
X(g
−1Ug). (31)
Due to the assumption one has
χ
 ⋃
U :T U S
⋃
g∈G
fT
X(g
−1Ug)
 = 0 .
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Therefore χ(X(T )) = 0 if and only if χ
(
XT \
⋃
g∈G
fT
Xg
−1Sg
)
= 0. For g1, g2 ∈ GfT ,
g−11 Sg1 = g
−1
2 Sg2 if and only if g1g
−1
2 ∈ GfS . This implies that
χ
XT \ ⋃
g∈G
fT
Xg
−1Sg
 = χ(XT )− |GfT |
|GfS |
χ
(
XS
)
.
The same formula of [14, Theorem (7.1)] gives
χ(XT ) = (−1)dim(C)
T−1|GfT | , χ(X
S) = (−1)dim(C)
S−1|GfS | .
The condition PC gives that signs in these equations are equal to (−1)n−1. Therefore
χ
XT \ ⋃
g∈G
fT
Xg
−1Sg
 = (−1)n−1(|GfT | − |GfT ||GfS | |GfS |
)
= 0 .
This proves the statement. ✷
Now we shall proceed to the proof of Lemma 3. Let f I have |I| monomials. In
this case f I is an invertible polynomial in the variables xi with i ∈ I. If the action of
SI on CI satisfies PC (in this case the action of SI = SI on CI satisfies PC as well),
one can explicitly compute both sides of (26) (and in this way prove it) repeating
the arguments of the proof of Lemma 2 for I = I0. However, in general, the action
of SI on CI does not satisfy PC. Nevertheless for any subgroup T ⊂ SI , one has
dim(CI)T − dim(CI)S
I
≡ dim(CI)T − dim(CI)S
I
mod 2 . (32)
We shall consider the poset of subgroups T of SI . It is represented by a graph
which is called the Hasse diagram. We colour this graph by the parities of the
codimensions of (CI)T in CI . We call this graph the coloured Hasse diagram of SI
and denote it by ΓI . Lemma 3 will then follow from the following lemma.
Lemma 6 Under the imposed conditions one has, for a non-empty proper subset
I ⊂ I0 such that f
I has |I| monomials,
χGfI⋊S
I (
VfI ∩ (C
∗)I
)
=
∑
[T ]∈ConjsubSI
a[T ]
[
GfI ⋊ S
I/{e}⋊ T
]
(33)
for some coefficients a[T ], which depend only on the coloured Hasse diagram Γ
I .
Proof of Lemma 3. Consider the function f I . If f I has less than |I| monomials,
then Lemma 1 implies that χGf⋊S
I (
Vf ∩ (C
∗)I
)
= 0. Otherwise, Lemma 6 implies
the following equation for the orbit I of the subset I
χGf⋊S
(⊔
J∈I
Vf ∩ (C
∗)J
)
=
∑
[T ]∈ConjsubSI
a[T ]
[
Gf ⋊ S/G
I
f ⋊ T
]
. (34)
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By Lemma 6, the coefficients a[T ] depend only on the coloured Hasse diagram Γ
I .
But ΓI = ΓI , since the poset of subgroups T of SI is the same for SI = SI and the
parities of the codimensions of (CI)T in CI and of (CI)T in CI are also the same due
to the condition PC: see Equation (32). This together with the fact that GI
f˜
= G˜If
(see [5, Lemma 1]) implies (26). ✷
Proof of Lemma 6. By Equation (24), it suffices to compute
χGfI⋊S
I
(
VfI ∩
(
(C∗)I
)([{e}⋊T ]))
for a subgroup T ⊂ S. But this is just the summand a[T ]
[
GfI ⋊ S
I/{e}⋊ T
]
in
(33). For T = SI this summand is computed in the same way as the corresponding
summand for I = I0 above and thus is equal to
(−1)dim(C
I)S
I
−1
[
GfI ⋊ S
I/{e}⋊ SI
]
.
(Pay attention that we do not substitute (−1)dim(C
I )S
I
−1 by (−1)dim(C
I )−1 because,
in general, the action of SI on CI does not satisfy PC.) We shall show that, for
a proper subgroup T of SI , the Euler characteristic χ
(
VfI ∩
(
C∗)I
)([{e}⋊T ]))
is a
multiple of |GfI,T | with the factor depending only on the coloured Hasse diagram
ΓI .
For short, let XI := VfI ∩ (C
∗)I . Assume that for all subgroups U such that
T  U  S the Euler characteristic χ
(
X
(U)
I
)
is a multiple of |GfI,U |. The union⋃
g∈G
fI,T
X
(g−1Ug)
I contains |GfI,T |/|GfI,U | different homeomorphic spaces. Therefore
the Euler characteristic of it is a multiple of |GfI,T |. Using an analogue of Equa-
tion (31), it is sufficient to show that χ
(
XTI \
⋃
g∈G
fI,T
Xg
−1Sg
I
)
is a multiple of
|GfI,T | with the factor depending only on the coloured Hasse diagram Γ
I . As above
we have
χ
XTI \ ⋃
g∈G
fI,T
Xg
−1SIg
I
 = χ(XTI )− |GfI,T ||GfI,SI |χ
(
XS
I
I
)
,
χ(XTI ) = (−1)
dim(CI )T−1|GfI,T |, χ(X
SI
I ) = (−1)
dim(CI )S
I
−1|GfI,SI |. Therefore
χ
XTI \ ⋃
g∈G
fI,T
Xg
−1SIg
I
 = ((−1)dim(CI )T−1 − (−1)dim(CI )SI−1) · |GfI,T | ,
i. e. it is a multiple of |GfI,T | with the factor (equal either to 0 or to ±2) only
depending on the coloured Hasse diagram ΓI . Now
a[T ] = χ
(
X
(T )
I /GfI,T ⋊NSI (T )
)
=
|T |
|NSI (T )|
·
χ
(
X
(T )
I
)
|GfI,T |
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which shows that the coefficients a[T ] only depend on the coloured Hasse diagram
ΓI . ✷
7 Examples of BHHT dual pairs with and without
PC
In [15], one has a list of some Calabi–Yau threefolds defined in CP4 by homogeneous
polynomials of degree 5 with actions of certain (in general non-abelian) finite groups
with the pairs of orbifold Hodge–Deligne numbers (h1,1, h2,1) (and the orbifold Euler
characteristics equal to 2(h1,1− h2,1)). These pairs are equal to the Hodge numbers
of the crepant resolutions of the corresponding threefolds. The majority of these
threefolds are defined by invertible polynomials f and by groups of the form G⋊S,
where G ⊂ Gf , S ⊂ Sn.
In [11], the corresponding computations were made for the same polynomials and
the liftings of the corresponding groups to the so-called Landau–Ginzburg orbifolds,
i. e. to the quantum cohomology groups in terms of [8]. The corresponding Hodge–
Deligne numbers (h1,1, h2,1) appeared to be symmetric to those for the corresponding
Calabi–Yau threefolds in [15]. The table from [15] is reproduced in [11]: Table 1
therein. We shall use it for reference since it is more convenient: in this table
the examples are numbered. In the course of a thorough analysis of the table we
have found that (up to possible renumbering of the variables) it contains 13 pairs
of BHHT dual invertible polynomials with non-abelian symmetry groups. They
are listed below in Table 1. (The pairs 21 ↔ 58 and 11 ↔ 43 were detected by
Takahashi.)
We use the following notations (partially taken from [15]). The numbers of the
examples (the first column) correspond to their numbering in [11, Table 1]. The
names of the polynomials f refer to:
X1 : x
5
1 + x
5
2 + x
5
3 + x
5
4 + x
5
5 ;
X14 : x
4
1x2 + x
4
2x1 + x
4
3x4 + x
4
4x3 + x
5
5 ;
X15 : x
4
1x2 + x
4
2x3 + x
4
3x4 + x
4
4x5 + x
4
5x1 .
These polynomials are self-dual, i. e. f˜ = f (up to a permutation of the variables in
the latter case). Elements of the group Gf (generators of the subgroups G in the
Table) are denoted by 1
m
(a1, . . . , a5) with integers ai which is a short notation for
the operator
diag
(
exp
(
2πa1i
m
)
, . . . ,
(
2πa5i
m
))
.
The element J is the exponential grading operator J = 1
5
(1, 1, 1, 1, 1) (represented
by the monodromy transformation of the polynomial f).
The first example in each pair was copied from [15] (or from [11]). The descrip-
tions of the dual ones differ from those in [15] by permutations of the coordinates
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N f G S (h1,1, h2,1)
2
83
X1
J{
1
5
(k1, . . . , k5) : 5|
∑
ki
} Z2 : (12)(34) (3, 59)(59, 3)
3
84
X1
J{
1
5
(k1, . . . , k5) : 5|
∑
ki
} Z3 : (123) (5, 49)(49, 5)
20
57
X1
1
5
(1, 4, 1, 4, 0), J
1
5
(0, 0, 1, 1, 3), 1
5
(1, 4, 4, 1, 0), J
Z2 : (12)(34)
(13, 17)
(17, 13)
21
58
X1
1
5
(1, 4, 0, 0, 0), J
1
5
(1, 1, 0, 0, 3), 1
5
(0, 0, 1, 4, 0), J
Z2 : (12)(34)
(5, 33)
(33, 5)
22
59
X1
1
5
(1, 4, 2, 3, 0), J
1
5
(0, 0, 1, 1, 3), 1
5
(1, 4, 2, 3, 0), J
Z2 : (12)(34)
(3, 19)
(19, 3)
42
73
X1
1
5
(0, 1, 2, 3, 4), J
1
5
(0, 1, 4, 4, 1), 1
5
(0, 1, 2, 3, 4), J
Z5 : (12345)
(1, 5)
(5, 1)
11
43
X14
1
3
(1, 2, 0, 0, 0), J
1
15
(3, 3, 5, 10, 9), J
Z2 : (12)(34)
(5, 33)
(33, 5)
12
44
X14
1
3
(1, 2, 1, 2, 0), J
1
15
(13, 8, 2, 7, 0), J
Z2 : (12)(34)
(5, 25)
(25, 5)
13
47
X14
1
3
(1, 2, 1, 2, 0), J
1
15
(13, 8, 2, 7, 0), J
Z2 : (13)(24)
(11, 19)
(19, 11)
80
∗
X15
1
41
(1,−4, 16, 18, 10), J
J
Z5 : (12345)
(21, 1)
(1, 21)
82
∗
X1
1
5
(0, 1, 4, 4, 1), 1
5
(0, 1, 2, 3, 4), J
1
5
(3, 1, 4, 2, 0), J
D10 : (12345), (25)(34)
(11, 3)
(3, 11)
7
86
X1
J{
1
5
(k1, . . . , k5) : 5|
∑
ki
} Z2×Z2 : (12)(34), (13)(24) (7, 35)(41, 1)
25
90
X1
J{
1
5
(k1, . . . , k5) : 5|
∑
ki
} A4 : (123), (12)(34) (7, 27)(29, 5)
62
91
X1
J{
1
5
(k1, . . . , k5) : 5|
∑
ki
} A5 : (12345), (123) (5, 13)(15, 3)
26
63
X14
1
3
(1, 2, 1, 2, 0), J
1
15
(13, 8, 2, 7, 0), J
Z2×Z2 : (12)(34), (13)(24)
(11, 15)
(21, 5)
Table 1: BHHT dual pairs
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(this was made to have BHHT dual groups) and by presentations of the correspond-
ing groups G. In particular, in Examples 44 and 47 we give other generators of
the groups to make explicit that the groups are the same as in Example 63. The
description of Example 73 is adapted to our notations: we have listed generators of
G explicitly.
In this table, the first 9 pairs satisfy PC and the last 4 pairs do not satisfy it:
see Section 5. There are added two more pairs: Examples 80 and 82 (satisfying
PC) plus their BHHT duals which are not in [15, Table 5]. The Hodge numbers
are easily computed in the way used in [15]. (In the case dual to Example 80, the
corresponding Calabi–Yau threefold is the quotient of the smooth Klein quintic by
a free action of the cyclic group Z5.) One can see that in all the cases satisfying PC
the Hodge numbers of the dual pairs are symmetric to each other, whereas in all the
other cases (not satisfying PC) they are not. Moreover, almost all pairs of Hodge
numbers indicated in [15, Theorem 3.20] without mirror ones correspond to the
Calabi–Yau threefolds in [15, Table 5] defined either by non-invertible polynomials
or by semi-direct products of groups not satisfying PC. This indicates that the
condition PC seems to be necessary for the mirror symmetry of BHHT dual pairs.
Remark 3 The pair (3, 11) of Hodge numbers of the threefold BHHT dual to Ex-
ample 82 shows that the list of pairs in [15, Theorem 3.20] is not complete (in
contradiction to [15, Remark 3.21]).
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