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Abstract
We show that the Parisi formula of the mixed p-spin model is a concave function
of the squared inverse temperature. This allows us to derive a new expression for the
Parisi formula that involves the inverse temperature and the Parisi measure as Legendre
conjugate variables.
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1 Introduction and Main results
The Sherrington-Kirkpatrick (SK) model is one of the most fundamental models of spin
glasses. Based on the so-called replica method, an attempt to fully describe the behavior of
the system was proposed in the astounding work of Parisi [17, 18]. In Parisi’s theory, the
thermodynamic limit of the free energy can be computed through a minimization problem,
known as the Parisi formula. Over the past decades, in a series of groundbreaking works
by Guerra [10], Talagrand [20, 21], and Panchenko [16], the Parisi formula was proved in a
general class of mean-field spin glasses, the mixed p-spin model. Its Hamiltonian is defined as
−HN (σ) =
∞∑
p=2
cp
N (p−1)/2
∑
1≤i1,...,ip≤N
gi1,...,ipσi1 · · ·σip
for σ = (σ1, . . . , σN ) ∈ ΣN := {−1,+1}N , where gi1,...,ip’s are i.i.d. standard Gaussian for all
1 ≤ i1, . . . , ip ≤ N and p ≥ 2. Here the real sequence (cp) is assumed to decay fast enough,
e.g.,
∑∞
p=2 2
pc2p <∞ so that the covariance of HN can be computed as
EHN (σ
1)HN(σ
2) = Nξ(R1,2),
where ξ(t) :=
∑∞
p=2 c
2
pt
p and R1,2 := N
−1∑N
i=1 σ
1
i σ
2
i is the overlap between two spin configu-
rations σ1 and σ2. In particular, the SK model is ξ(t) = t2/2.
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The Parisi formula is described as follows. LetM be the space of all distribution functions
on [0, 1] endowed with the Lebesgue L1-norm on [0, 1]. For each α ∈ M and β ≥ 0, let Φα,β
be the solution to the Parisi PDE,
∂tΦα,β(t, x) = −β
2ξ′′(t)
2
(
∂xxΦα,β(t, x) + α(t)(Φα,β(t, x))
2
)
(1)
for (t, x) ∈ [0, 1] × R with terminal condition Φα,β(1, x) = log cosh x. We remark that this
equation is solvable in the classical sense by performing the Hopf-Cole transformation when
α is a step function, while in the general case, the solution Φα,β should be understood in the
weak sense, see [8]. Define the Parisi functional by
P(α, β) = log 2 + Φα,β(0, 0)− β
2
2
∫ 1
0
α(s)sξ′′(s)ds
and the Parisi variational problem by
P(β) = min
α∈M
P(α, β). (2)
The famous Parisi formula says that the thermodynamic limit of the free energy can be
computed through
lim
N→∞
1
N
E log
∑
σ
exp(−βHN(σ)) = P(β). (3)
Following Guerra’s discovery of replica symmetry breaking bound [10], the first rigorous proof
of this formula was given by Talagrand [19] in the setting of the mixed even p-spin model.
The proof was later extended to the mixed p-spin model with odd p-spin interactions by
Panchenko [15]. Recently, the authors proved in [3] that Φα,β(0, 0) defines a strictly convex
functional in α with respect to the Lebesgue L1-norm on [0, 1]. In particular, this result
established uniqueness of the minimizer in the Parisi variational problem (2). Throughout
this paper, we shall call such minimizer the Parisi measure and denote it by αP,β. For the
qualitative properties of the Parisi measure, we refer the readers to [2].
Despite the facts that the Parisi formula was formulated 35 years ago and Talagrand’s
proof has appeared for more than a decade, Parisi’s solution remains puzzling and counter-
intuitive in many aspects. The well-known entropic principle in statistical mechanics suggests
that the thermodynamic limit of the free energy should be written as a maximization problem
in terms of the entropy and the internal energy over the generic thermodynamic states. Sim-
ilarly, in large deviation theory, the Laplace-Varadhan formula advocates for a maximization
involving an energy functional and a rate function. Nonetheless, these two methods fail short
in providing a representation for the limiting free energy. As far as we know, a LDP approach
was only successful in the study of the Random Energy Model (REM) and the Generalized
Random Energy Model (GREM) as well as their variants in the papers of Bolthausen and
Kistler [5, 6].
More importantly, these theories indicate that both pairs (entropy and free energy in ther-
modynamics, energy functional and rate function in large deviation limits) should be related
through a Legendre transformation. The aim of this paper is to establish such Legendre struc-
ture within the framework of Parisi’s solution; we derive a new representation for P(β) that
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exhibits a Legendre duality, where the square of the inverse temperature and the functional
order parameter are conjugate variables. This work is motivated by a recent ingenious talk
given by Guerra at the institute of Henri Poincare´. He first conjectured that the thermody-
namic limit of the free energy is concave in the squared inverse temperature. Second, if such
concavity was indeed valid, the Parisi formula could be written as a new minimization (4) in
Legendre form. In this paper, we give an affirmative answer to both Guerra’s conjectures.
Our first main result establishes the concavity of the reparametrized Parisi PDE solution in
the squared inverse temperature.
Theorem 1. For each α ∈M, Φα,√γ(0, 0) is concave in γ.
It is well understood that the original Parisi PDE solution Φα,β is convex in β. Theorem
1 goes in the completely opposite direction when the inverse temperature is reparametrized.
Consider the Parisi variational problem (2) associated to the squared inverse temperature
γ = β2, that is,
Pˆ(γ) := P(β).
Likewise, we set the reparametrized Parisi functional as
Pˆ(α, γ) = P(α, β) = log 2 + Φα,√γ(0, 0)− γ
2
∫ 1
0
α(s)sξ′′(s)ds.
From Theorem 1, one sees that Pˆ(α, γ) is concave in γ and consequently induces the concavity
of Pˆ(γ). Set the Legendre transform of Pˆ(α, γ) as
Γˆ(α) = sup
γ∈(0,∞)
(
Pˆ(α, γ)− γ
2
∫ 1
0
α(s)ξ′(s)ds
)
, ∀α ∈M.
Note that Γˆ(α) could be infinite, for instance, when α is induced by a Dirac measure at 1. As
Φα,√γ(0, 0) is strictly convex in α [3], Γˆ is convex on M and this convexity is strict along any
linear path connecting two distinct α and α′ with finite Γˆ(α) and Γˆ(α′). Denote by Mξ the
collection of all Parisi measures associated to any β > 0. Our next main result below says
that the functionals Pˆ(γ) and Γˆ(α) are related through a Legendre variational principle and
α and γ are conjugate variables.
Theorem 2 (Legendre structure). We have that
Pˆ(γ) = inf
α∈M
(
Γˆ(α) +
γ
2
∫ 1
0
α(s)ξ′(s)ds
)
, (4)
where the infimum is uniquely attained by the Parisi measure αP,√γ. Conversely, if α ∈Mξ,
then
Γˆ(α) = sup
γ∈(0,∞)
(
Pˆ(γ)− γ
2
∫ 1
0
α(s)ξ′(s)ds
)
, (5)
where the supremum is reached by some γ with αP,√γ = α.
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Equations (4) and (5) together describes a good Legendre structure as the second terms
on the right-hand sides are both bilinear. From a numerical simulation, it seems to indicate
that both Theorems 1 and 2 still hold if one adds an external field of the form,
√
γh, for some
h ∈ R to the model, but they will be invalid if the external field is simply h.
We add a few remarks here. First the maximization problem in (5) could have infinitely
many maximizers. For instance, consider the SK model ξ(t) = t2/2 and let α = 1 on [0, 1]. It
is known in [1, 9] that αP,β = 1 on [0, 1] if β ∈ (0, 1]. This and (14) below imply that the set
of maximizers contains the interval (0, 1]. Next note that the Parisi variational formula P(β)
is a convex function, which can be deduced from the equality of (3) and the convexity of the
free energy, but it is by no means clear how to justify this property directly from the variation
formula itself. In this regard, the new expression (4) for the reparametrized Parisi formula
seems to be more natural as it not only retains the uniqueness of the minimizer, but also
straightforwardly leads to the concavity of Pˆ(γ). Alternatively, one may derive the Legendre
duality by considering the Legendre transform of Pˆ(γ) rather than using Pˆ(α, γ), but one
will then lose the uniqueness of the minimizer, see Remark 2 after the proof of Theorem 2.
Now we give two direct consequences of Theorem 2.
Proposition 1. Let 0 < β1 < β2 and let αP,β1, αP,β2 be the associated Parisi measures for
P(β1),P(β2), respectively. Then we have
lim
N→∞
E 〈ξ(R1,2)〉β1 =
∫ 1
0
ξdαP,β1 ≤
∫ 1
0
ξdαP,β2 = lim
N→∞
E 〈ξ(R1,2)〉β2 ,
where 〈·〉β1 and 〈·〉β2 are the Gibbs averages corresponding to the Boltzmann weights e−β1HN
and e−β2HN and R1,2 is the overlap between σ1 and σ2, two i.i.d. samplings from these Gibbs
averages.
Heuristically, one would expect some kind of stochastic monotonicity of the Parisi measures
in the inverse temperature. Proposition 1 gives a partial manifestation in this direction. Next,
we show that the mixed p-spin model does not have a first order phase transition.
Proposition 2. The mapping β 7→ αP,β is continuous and P(β) is continuously differentiable.
The rest of the paper is organized as follows. In next section, we will discuss the analogue
of Theorems 1 and 2 for the REM discovered by Guerra [12]. In Section 3, we compute the
derivative of the Parisi PDE solution in temperature. The main novelty and crucial tool of
the section is the use of the variational representation of the Parisi PDE solution obtained in
authors’ previous work [3]. In Section 4, we provide some auxiliary technical lemmas while in
Section 5, we build on the computations of Sections 3 and 4 to provide the proof of Theorems
1, 2 and Proposition 1.
Acknowledgements. W.-K. C. is indebted to Francesco Guerra for motivating this re-
search work and conducting several enlightening discussions while he was participating in the
trimester event “Disordered Systems, Random Spatial Processes and Some Applications” at
the institute of Henri Poincare´ in March 2015. A. A. and W.-K. C. thank Nicola Kistler
for many fruitful discussions and bringing [5, 6] to their attention and Dmitry Panchenko
for valuable suggestions regarding the presentation of the paper. The research of A. A. is
supported by NSF grant DMS-1517864. The research of W.-K. C. is supported by NSF
grant DMS-1513605, NSF-Simons Travel Grant, NSF Travel Support for IHP Trimester in
Probability and Hong Kong Research Grants Council GRF-14302515.
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2 The Legendre formulation in the REM
Recall that the REM is defined on the hypercube ΣN and its Hamiltonian (XN(σ) : σ ∈ ΣN)
is a collection of i.i.d. standard Gaussian random variables. In this section, we will explain the
Legendre structure in the REM model following Guerra [12]. Note that the thermodynamic
limit of the free energy in the REM has a Parisi-type variational representation (see [12]),
lim
N→∞
1
N
E log
∑
σ
exp(−β
√
NXN(σ)) = PREM(β),
where for a given standard Gaussian random variable z,
PREM(β) := inf
m∈[0,1]
( log 2
m
+
1
m
logEemβz
)
= inf
m∈[0,1]
( log 2
m
+
β2m
2
)
.
From the last equation, if one considers the reparametrized Parisi formula,
PˆREM(γ) := PREM(β)
for γ = β2, then PˆREM is a concave function of γ. In fact, there is an interpolation argument of
obtaining such concavity without knowing the explicit form of the Parisi-type formula, which
is due to Guerra [12] and the argument runs essentially in the same way as [10]:
Proposition 3. PˆREM(γ) is concave in γ.
Proof. Let γ1, γ2 ≥ 0 and γ = (1 − λ)γ1 + λγ2. For M,N ≥ 1, write ΣM+N = ΣM × ΣN .
Let (XM+N(τ) : τ ∈ ΣM+N), (XM(ρ) : ρ ∈ ΣM) and (XN(σ) : σ ∈ ΣN ) be i.i.d. standard
Gaussian random variables. Consider partition functions,
ZM+N(γ) =
∑
τ
e−
√
γ(M+N)XM+N (τ),
ZM(γ1) =
∑
ρ
e−
√
γ1MXM (ρ),
ZN(γ2) =
∑
σ
e−
√
γ2NXN (σ).
Set the interpolated Hamiltonian,
XN,t(τ) =
√
tγ(M +N)XM+N(τ) +
√
1− t(
√
γ1MXM(ρ) +
√
γ2NXN(σ))
for τ = (ρ, σ) ∈ ΣM+N and define
ϕ(t) =
1
M +N
E log
∑
τ
expXN,t(τ),
where the summation is over all τ = (ρ, σ) ∈ ΣM+N . In particular,
ϕ(0) =
M
M +N
(
1
M
E logZM(γ1)
)
+
N
M +N
(
1
N
E logZN(γ2)
)
,
ϕ(1) =
1
M +N
E logZM+N(γ).
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Now from Gaussian integration by parts formula, one may compute
ϕ′(t) = −1
2
E
〈(
γδρ1,ρ2δσ1,σ2 − γ1M
M +N
δρ1,ρ2 − γ2N
M +N
δσ1,σ2
)〉
t
, (6)
where 〈·〉t is the Gibbs expectation with respect to Hamiltonian XN,t and δa,b is the Dirac
measure. If now we take N/(M +N)→ λ, then the huge term inside the Gibbs expectation
will be non-positive when M,N tends to infinity. Consequently,
PˆREM (γ) = lim
N+M→∞
ϕ(1) ≥ lim
N,M→∞
ϕ(0) = (1− λ)PˆREM(γ1) + λPˆREM (γ2).
Remark that the proceeding approach does not work in establishing the concavity of the
reparametrized Parisi formula in the mixed p-spin model as now one sees no clear way why
in the limit the derivative of the corresponding interpolation should have a nonnegative sign
in this case. The Legendre structure of PˆREM is established as follows. Consider the Legendre
transform of PˆREM(γ) by
ΓˆREM(m) = sup
γ≥0
(
PˆREM(γ)− γm
2
)
.
Note that a straightforward computation gives
PˆREM(γ) =


γ
2
+ log 2, if γ ≤ 2 log 2,
√
2γ log 2, if γ > 2 log 2,
which implies that for 0 < m ≤ 1,
(
PˆREM(γ)− γm
2
)′
=


1
2
(1−m), if γ ≤ 2 log 2,
1
2
√
2 log 2
γ
− m
2
, if γ > 2 log 2.
As a result, one sees that the maximizer of the variational problem ΓˆREM is any γ ≤ 2 log 2 if
m = 1 and γ = 2 log 2/m2 if 0 < m < 1. Consequently, ΓˆREM(m) = log 2/m and thus, from
the Parisi-type formula, the Legendre conjugacy holds
PˆREM(γ) = inf
m∈[0,1]
(
ΓˆREM(m) +
γm
2
)
,
where as in the case of the mixed p-spin model, ΓˆREM(m) is a convex function and the second
term is both linear in m and γ.
3 Derivative of the Parisi PDE solution in temperature
For the rest of the paper, we denote
Ψα,γ = Φα,√γ and ζ = ξ′′.
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Our first step to prove the concavity of Ψα,γ is to get a nice expression for the derivative of this
function in γ. For technical purpose and simplicity, we shall take advantage of the variational
representation for the Parisi PDE solution established in [3], which we describe now. Let W
be a standard Brownian motion. For any α ∈ M and γ ≥ 0, recall from [3, Theorem 2] that
the Parisi PDE solution Ψα,γ admits the following variational representation,
Ψα,γ(0, x) = max
u
E
[
log cosh
(
x+ γ
∫ 1
0
αζuds+ γ1/2
∫ 1
0
ζ1/2dW
)
− γ
2
∫ 1
0
αζu2ds
]
, (7)
where u is taken over all progressively measurable processes with respect to the filtration
generated by W . Here the maximum is realized by the process
uxα,γ(s) := ∂xΨα,γ(s,Xα,γ(s)), ∀s ∈ [0, 1]
for Xα,γ = (Xα,γ(s))0≤s≤1 satisfying
dXα,γ = γαζ∂xΨα,γ(s,Xα,γ)ds+ γ
1/2ζ1/2dW
with initial condition Xα,γ(0) = x. Originally introduced in [3], the variational representation
(7) was used to establish the strict convexity of the Parisi PDE solution in α. The argument
therein relies on some further properties about the maximizer and we found that those are
equally useful in our computation. More precisely, from [3, Lemma 2], one has two identities,
for 0 ≤ t ≤ t′ ≤ 1,
∂xΨα,γ(t
′, Xα,γ(t′))− ∂xΨα,γ(t, Xα,γ(t)) = γ1/2
∫ t′
t
ζ1/2∂xxΨα,γ(s,Xα,γ)dW (8)
and
∂xxΨα,γ(t
′, Xα,γ(t′))− ∂xxΨα,γ(t, Xα,γ(t))
= −γ
∫ t′
t
αζ(∂xxΨα,γ(s,Xα,γ))
2ds+ γ1/2
∫ t′
t
ζ1/2∂3xΨα,γ(s,Xα,γ)dW.
(9)
Proposition 4. For any γ > 0, we have that
∂γΨα,γ(0, x) =
1
2
(
ξ′(1)−
∫ 1
0
ξ′E(uxα,γ)
2dα
)
. (10)
Proof. Since one may approximate the Parisi PDE solution Ψα,γ as well as the process Xα,γ
by using the distribution functions induced by atomic probability measures (see the proof of
[3, Theorem 2]), we consider without loss of generality that α satisfies
α(s) = mℓ for s ∈ [qℓ, qℓ+1) for 0 ≤ ℓ ≤ k and α(1) = 1, (11)
where
0 = q0 ≤ q1 ≤ · · · ≤ qk ≤ qk+1 = 1,
0 = m0 ≤ m1 ≤ · · · ≤ mk−1 ≤ mk = 1.
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From [7, Lemma 2], we compute by using (7) and then (8) to get
∂γΨα,γ(0, x) = E
[
uxα,γ(1)
(∫ 1
0
αζuxα,γds+
1
2
√
γ
∫ 1
0
ζ1/2dW
)]
− 1
2
∫ 1
0
αζE(uxα,γ)
2ds
=
1
2
∫ 1
0
αζE(uxα,γ)
2ds+
1
2
√
γ
Euxα,γ(1)
∫ 1
0
ζ1/2dW. (12)
Using integration by parts and (8), the first term can be computed as
∫ 1
0
αζE(uxα,γ)
2ds =
k∑
ℓ=0
mℓ
∫ qℓ+1
qℓ
ζE(uxα,γ)
2ds
=
k∑
ℓ=0
mℓ
(
ξ′E(uxα,γ)
2
∣∣qℓ+1
qℓ
−
∫ qℓ+1
qℓ
ξ′
d
ds
E(uxα,γ)
2ds
)
=
k∑
ℓ=0
mℓξ
′
E(uxα,γ)
2
∣∣qℓ+1
qℓ
− γ
∫ 1
0
αξ′ζE∂xxΨα,γ(s,Xα,γ)
2ds.
As for the second term, we use (8), integration by parts, and then (9),
Euxα,γ(1)
∫ 1
0
ζ1/2dW = γ1/2E
∫ 1
0
ζ1/2∂xxΨα,γ(s,Xα,γ)dW ·
∫ 1
0
ζ1/2dW
= γ1/2E
∫ 1
0
ζE∂xxΨα,γ(s,Xα,γ)ds
= γ1/2
(
ξ′E∂xxΨα,γ(s,Xα,γ)
∣∣1
0
−
∫ 1
0
ξ′
d
ds
E∂xxΨα,γ(s,Xα,γ)ds
)
= γ1/2
(
ξ′(1)(1− Euxα,γ(1)2) + γ
∫ 1
0
αξ′ζE∂xxΨα,γ(s,Xα,γ)2ds
)
,
where the last equality used ∂xxΨα,γ(1, y) = 1 − tanh2(y) = 1 − ∂xΨα,γ(1, y)2 and ξ′(0) = 0.
Putting these into (12) yields
∂γΨα,γ(0, x) =
1
2
( k∑
ℓ=0
mℓξ
′
E(uxα,γ)
2
∣∣qℓ+1
qℓ
+ ξ′(1)(1− Euxα,γ(1)2)
)
,
which implies (10) since
k∑
ℓ=0
mℓξ
′
E(uxα,γ)
2
∣∣qℓ+1
qℓ
=
k−1∑
ℓ=0
mℓξ
′(qℓ+1)Euxα,γ(qℓ+1)
2 −
k−1∑
ℓ=0
mℓ+1ξ
′(qℓ+1)Euxα,γ(qℓ+1)
2
+ ξ′(1)Euxα,γ(1)
2 − ξ′(0) · Euxα,γ(0)2
= −
∫ 1
0
ξ′E(uxα,γ)
2dα+ ξ′(1)Euxα,γ(1)
2,
where again we used ξ′(0) = 0 in the second equality.
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Remark 1. Applying (10) with x = 0 and the identity
∫ 1
0
α(s)sξ′′(s)ds = ξ′(1)−
∫ 1
0
α(s)ξ′(s)ds−
∫ 1
0
sξ′(s)dα,
one obtains
∂γPˆ(α, γ) = 1
2
(∫ 1
0
α(s)ξ′(s)ds−
∫ 1
0
ξ′(s)(E(u0α,γ(s))
2 − s)dα
)
. (13)
In particular, if α is the Parisi measure αP,√γ, then from [7, Proposition 1],
Eu0αP,√γ ,γ(s)
2 = s
for any s in the support of α and thus, (13) and [7, Lemma 2] together yields
Pˆ ′(γ) = ∂γPˆ(αP,√γ , γ) = 1
2
∫ 1
0
αP,√γ(s)ξ′(s)ds. (14)
Note that a similar equation for P was also derived in Panchenko [14], where heavily using
the property of αP,β being the minimizer of the Parisi functional, he presented an elementary
argument to obtain
P ′(β) = β
∫ 1
0
αP,β(s)ξ
′(s)ds. (15)
In our situation, (13) holds for arbitrary α and the derivation is more delicate using the
variational formula for the Parisi PDE. Another possible approach to justifying Proposition 4
could be a direct computation via the Gaussian integration by parts formula. However, this
leads to extensive computations and it seems unclear to the authors how to simplify the final
expression into a simple formula as in Proposition 4.
Now by the virtue of (10), it is clear that the concavity of Ψα,γ will follow if one could
establish that Eu0α,γ(s)
2 is nondecreasing in γ for any s ∈ [0, 1]. To this end, we shall perform
a change of variables to express Eu0α,γ(s)
2 in terms of Gaussian random variables as follows.
Let α satisfy (11). Set independent Gaussian random variables
z0, z1, . . . , zk (16)
with mean zero and variance Ez2j = ξ
′(qj+1)− ξ′(qj) and define for any 0 ≤ a ≤ b ≤ k + 1,
ζa,b =
b−1∑
j=a
zj , η
x
a,b =
√
γ(x+ ζa,b). (17)
Here, the case a = b should be understood as ζa,a = 0 and η
x
a,a =
√
γx.
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Proposition 5. Assume that α satisfies (11). Let f be a bounded measurable function on R.
For 0 ≤ a ≤ b ≤ k + 1, we have that
Ef(Xxa,b(qb)) = Ef(η
x
a,b) exp
b−1∑
ℓ=a
mℓ(Ψα,γ(qℓ+1, η
x
a,ℓ+1)−Ψα,γ(qℓ, ηxa,ℓ)), (18)
where Xxa,b(r) for qa ≤ r ≤ qb is the solution to the following SDE,
dXxa,b = γαζΨα,γ(r,X
x
a,b)dr + γ
1/2ζ1/2dW
with Xxa,b(qa) = x.
Proof. Obviously if a = b, the announced equation holds. Assume that (18) is true for some
1 ≤ a ≤ b. Let u be an arbitrary progressively measurable process on [qa, qb]. Set
Z = exp
(
−γ
2
∫ qa
qa−1
m2a−1ζu
2dr − γ1/2
∫ qa
qa−1
ma−1ζ1/2udW
)
.
Define dP˜ = ZdP and
W˜ (s) = γ1/2
∫ s
qa−1
ma−1ζ1/2udr +W (s).
Then the Girsanov theorem says that W˜ is a Brownian motion under P˜. Denote
Y (t) = x+ γ1/2
∫ t
qa−1
ζ1/2dW.
Let (Y˜ (t))qa−1≤t≤qa be the solution to
Y˜ (t) = x+ γ
∫ t
qa−1
ma−1ζ∂xΨα,η(r, Y˜ )dr + γ1/2
∫ t
qa−1
ζ1/2dW
with Y˜ (qa−1) = x. We now take u(r) = ∂xΨα,γ(r, Y˜ ) and express
Y˜ (t) = x+ γ1/2
∫ t
qa−1
ζ1/2dW˜ .
Then the induction hypothesis gives
Ef(ηxa−1,b) exp
b−1∑
ℓ=a−1
mℓ(Ψα,γ
(
qℓ+1, η
x
a−1,ℓ+1)−Ψα,γ(qℓ, ηxa−1,ℓ)
)
= Ef
(
X
Y (qa)
a,b (qb)
)
expmℓ(Ψα,γ
(
qa, Y (qa))−Ψα,γ(qa−1, x)
)
= E˜f
(
X
Y˜ (qa)
a,b (qb)
)
expmℓ(Ψα,γ
(
qa, Y˜ (qa))−Ψα,γ(qa−1, x)
)
= Ef
(
X
Y˜ (qa)
a,b (qb)
)
expmℓ(Ψα,γ
(
qa, Y˜ (qa))−Ψα,γ(qa−1, x)
)
· exp
(
−γ
2
∫ qa
qa−1
m2a−1ζu
2dr − γ1/2
∫ qa
qa−1
ma−1ζ1/2udW
)
. (19)
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Here clearly X
Y˜ (qa)
a,b (qb) = X
x
a−1,b(qb). On the other hand, from Itoˆ’s formula and (1),
Ψα,γ
(
qa, Y˜ (qa))−Ψα,γ(qa−1, x)
=
∫ qa
qa−1
∂tΨα,γ(t, Y˜ )dt+
∫ qa
qa−1
∂xΨα,γ(t, Y˜ )dY˜ +
1
2
∫ qa
qa−1
∂xxΨα,γ(t, Y˜ )d
〈
Y˜
〉
=
∫ qa
qa−1
∂tΨα,γ(t, Y˜ )dt+
∫ qa
qa−1
u(γma−1ζudr + γ1/2ζ1/2dW ) +
γ
2
∫ qa
qa−1
ζ∂xxΨα,γ(t, Y˜ )dt
=
γma−1
2
∫ qa
qa−1
ζu2dr + γ1/2
∫ qa
qa−1
ζ1/2udW,
where the last equality used (1). These and (19) conclude the announced result for the case
when a is replaced by a− 1.
Letting f(y) := ∂xΨα,γ(qb, y)
2 and a = 0, Proposition 5 reads
Corollary 1. For 0 ≤ b ≤ k + 1,
Euxα,γ(qb)
2 = E∂xΨα,γ(qb, η
x
0,b)
2 exp
b−1∑
ℓ=0
mℓ(Ψα,γ(qℓ+1, η
x
0,ℓ+1)−Ψα,γ(qℓ, ηx0,ℓ)).
4 Some Auxiliary Lemmas
This section is a preparation for establishing the monotonicity of Eu0α,γ(s)
2 in γ for any
s ∈ [0, 1], which is consisted of three lemmas. The first gathers a few properties about the
expectations for functions of Gaussian random variables as well as two covariance inequalities,
one is a special case of the FKG inequality, while the other is taken from [13].
Lemma 1. Suppose that f, f1, f2 are real-valued functions on R and z is a centered Gaussian
random varaible with Ez2 = c2.
(i) If f1, f2 are odd with f1 ≤ f2 on [0,∞) then Ef1(x+ z) ≤ Ef2(x+ z) for all x ≥ 0.
(ii) Let D be a nonnegative function on R with ED(x+ z) = 1 for some x ≥ 0. If either
f1, f2 are even and nondecreasing on [0,∞) (20)
or 

f1 is even and f2 is odd,
f1, f2 are nondecreasing on [0,∞),
D is even,
(21)
then we have
Ef1(x+ z)f2(x+ z)D(x+ z) ≥ Ef1(x+ z)D(x+ z)Ef2(x+ z)D(x+ z). (22)
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Proof. Note that
Efl(x+ z) =
∫ ∞
−∞
fl(u)ρ(u, x) exp
(ux
c2
)
du,
where ρ(u, x) = (2πc2)−1/2 exp(−(u2 + x2)/2c2). If we first split this integral into two parts
[0,∞) and (−∞, 0] and then using change of variables v = −u and the assumption that fl is
odd, it follows that
Efl(x+ z) =
∫ ∞
0
fl(u)ρ(u, x) exp
(ux
c2
)
du−
∫ ∞
0
fl(v)ρ(v, x) exp
(−vx
c2
)
dv
= 2
∫ ∞
0
fl(u)ρ(u, x) sinh
(ux
c2
)
du.
Since sinh(ux) ≥ 0 for x, u ≥ 0 and f1 ≤ f2, this equation gives (i).
As for (ii), let z′ be an independent copy of z. Denote zx = x+ z and z′x = x+ z
′. Using
ED(zx) = ED(z
′
x) = 1, we write
Ef1(zx)f2(zx)D(zx)− Ef1(zx)D(zx)Ef2(zx)D(zx)
= ED(zx)D(z
′
x)(f1(zx)− f1(z′x))(f2(zx)− f2(z′x))I(z ≥ z′).
Applying change of variables (s, t) = (zx, z
′
x), this integral equals∫
{s≥t}
K(s, t) exp
(
− 1
2c2
((s− x)2 + (t− x)2)
)
dsdt, (23)
where
K(s, t) :=
1
2πc2
D(s)D(t)(f1(s)− f1(t))(f2(s)− f2(t)).
Assume that (20) holds. Clearly,
(f1(s)− f1(t))(f2(s)− f2(t)) = (f1(|s|)− f1(|t|))(f2(|s|)− f2(|t|)) ≥ 0
for all s, t ∈ R since f1, f2 are even and are nondecreasing on [0,∞). Thus, (22) holds. To
prove (22) under the assumption (21), let us split the integral region of (23) into two parts
Ω1 = {(s, t) : s ≥ t, |s| ≥ |t|} and Ω2 = {(s, t) : s ≥ t, |s| < |t|}. Using change of variables
(u, v) = (−t,−s) and the assumptions that f1 is even, f2 is odd and D is even, we obtain∫
Ω2
K(s, t) exp
(
− 1
2c2
((s− x)2 + (t− x)2)
)
dsdt
= −
∫
Ω1
K(u, v) exp
(
− 1
2c2
((u+ x)2 + (v + x)2)
)
dudv
and thus, (23) becomes
∫
Ω1
K(s, t)L(x, s, t)dsdt, where
L(x, s, t) := exp
(
− 1
2c2
((s− x)2 + (t− x)2)
)
− exp
(
− 1
2c2
((s+ x)2 + (t+ x)2)
)
.
Note that from (21), it implies K ≥ 0 on Ω1. Also since x ≥ 0 and s+ t ≥ 0 on Ω1, this gives
(s+ x)2 + (t+ x)2 − (s− x)2 − (t− x)2 = 4x(s+ t) ≥ 0 and thus, L ≥ 0 on Ω1. These imply
(22).
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The second one is a comparison lemma.
Lemma 2. Let 0 ≤ γ1 ≤ γ2 and m > 0. Suppose that A1, A2 are even convex with
A′1(
√
γ1x) ≤ A′2(
√
γ2x), ∀x ≥ 0.
Define
B1(x) :=
1
m
logE expmA1(x+
√
γ1z),
B2(x) :=
1
m
logE expmA2(x+
√
γ2z)
for some centered Gaussian random variable z. Then
B′1(
√
γ1x) ≤ B′2(
√
γ2x), ∀x ≥ 0. (24)
Moreover, if C1, C2 are even with
C1(
√
γ1x) ≤ C2(√γ2x), ∀x ≥ 0
and C ′1, C
′
2 ≥ 0 on [0,∞), then
EC1(
√
γ1(x+ z)) expm
(
A1(
√
γ1(x+ z))−B1(√γ1x)
)
≤ EC2(√γ2(x+ z)) expm
(
A2(
√
γ2(x+ z))− B2(√γ2x)
)
, ∀x ∈ R. (25)
Proof. Denote z1 =
√
γ1(x+ z) and z2 =
√
γ2(x+ z). For (24), we consider
ρ(λ) :=
EA′1(z1)Sλ
ESλ
, ∀λ ∈ [0, 1],
where Sλ = exp(m((1− λ)A1(z1) + λA2(z2))). Then
ρ′(λ) = m
EA′1(z1)(A2(z2)− A1(z1))Sλ · ESλ − EA′1(z1)Sλ · E(A2(z2)− A1(z1))Sλ
(ESλ)2
.
Let f1(y) = A2(
√
γ2y)−A1(√γ1y) and f2(y) = A′1(
√
γ1y). Using the even convexity of A1, A2
and A′2(
√
γ2y) ≥ A′1(
√
γ1y) for y ≥ 0, one sees that f1 is even and
f ′1(y) =
√
γ2A
′
2(
√
γ2y)−√γ1A′1(
√
γ1y)
= (
√
γ2 −√γ1)A′2(
√
γ2y) +
√
γ1(A
′
2(
√
γ2y)− A′1(
√
γ1y)) ≥ 0, ∀y ≥ 0,
and that f2 is odd with nonnegative derivative on [0,∞). In addition, note that
Dλ(y) :=
expm((1− λ)A1(√γ1y) + λA2(√γ2y))
ESλ
is even and EDλ(x+ z) = 1. Consequently, plugging f1, f2 and Dλ into (21) and (22) leads to
ρ′ ≥ 0. So
B′1(
√
γ1x) = EA
′
1(z1) expm
(
A1(z1)− B1(√γ1x)
)
= ρ(0)
≤ ρ(1)
= EA′1(z1) expm
(
A2(z2)− B2(√γ2x)
)
. (26)
13
Finally, since A′1(
√
γ1y)D1(y) ≤ A′2(
√
γ2y)D1(y) for all y ≥ 0 and the two sides of this
inequality are odd functions, we use Lemma 1 (i) to get
EA′1(z1) expm
(
A2(z2)− B2(√γ2x)
) ≤ EA′2(z2) expm(A2(z2)−B2(√γ2x))
= B′2(
√
γ2x).
This inequality and (26) together gives (24). As for (25), since C1, C2 are even, it suffices to
prove (25) only for x ≥ 0. Define
ρˆ(λ) =
EC1(z1)Sλ
ESλ
, ∀λ ∈ [0, 1].
Computing directly gives
ρˆ′(λ) = m
EC1(z1)(A2(z2)−A1(z1))Sλ · ESλ − EC1(z1)Sλ · E(A2(z2)−A1(z1))Sλ
(ESλ)2
Set f3(y) = C1(
√
γ1y). Note that f1, f3 are both even and have nonnegative derivatives on
[0,∞). These allow us to apply (20) and (22) to obtain ρˆ′ ≥ 0 for λ ∈ [0, 1]. As a result, (25)
follows from
EC1(z1) expm
(
A1(z1)−B1(√γ1x)
)
= ρˆ(0)
≤ ρˆ(1)
= EC1(z1) expm
(
A2(z2)− B2(√γ2x)
)
≤ EC2(z2) expm
(
A2(z2)−B2(√γ2x)
)
,
where the last inequality used the assumptions that C1, C2 are even and C1(
√
γ1y) ≤ C2(√γ2y)
for y ≥ 0. This completes our proof.
Lemma 3. Let A be even convex and C be even with C ′ ≥ 0 on [0,∞). Then
F (x) :=
EC(x+
√
γz) expmA(x+
√
γz)
E expmA(x+
√
γz)
is even and is nondecreasing for x ≥ 0.
Proof. Easy to see that F is even. Denote zx = x+
√
γz. We compute directly to get
F ′(x) =
EC ′(zx)emA(zx)
EemA(zx)
+m
EC(zx)A
′(zx)emA(zx) · EemA(zx) − EC(zx)emA(zx) · EA′(zx)emA(zx)
(EemA(zx))2
Here since C ′emA is odd and ≥ 0 on [0,∞), Lemma 1 (i) implies that the first term is
nonnegative. As for the second term, since C is even with C ′ ≥ 0 on [0,∞), A′ is odd with
A′′ ≥ 0 on [0,∞) and emA is even, the application of (21) and (22) implies that it is also
nonnegative. So F is nondecreasing for x ≥ 0.
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5 Proof of Main Results
We will first prove that Ψα,γ(s) is concave in γ for any s ∈ [0, 1] and then establish the
Legendre structure of the Parisi formula. Before we start, note that from [2, Proposition 2],
Ψα,γ is a twice differentiable even convex function in the spacial variable, which will be used
over and over again in our argument. Assume that α is of the form (11). Recall z0, . . . , zk+1
from (16) and ζa,b, η
x
a,b from (17). Let 0 ≤ γ1 ≤ γ2. We set
ηi,xa,b = γ
1/2
i (x+ ζa,b)
for 0 ≤ a ≤ b ≤ k + 1 and i = 1, 2.
Lemma 4. For 0 ≤ b ≤ k + 1, ∂xΨα,γ1(qb,
√
γ1x) ≤ ∂xΨα,γ2(qb,
√
γ2x) for x ≥ 0.
Proof. We proceed by induction in b. Since Ψα,γ1(1, x) = log cosh(x) = Ψα,γ2(1, x) and
(log cosh x)′ = tanh x is increasing, Lemma 4 follows with b = k + 1. Assume that (4) is
true for some 1 ≤ b ≤ k + 1. Letting Ai(x) := Ψα,γi(qb, x), we have
Bi(x) :=
1
mb−1
logE expmb−1Ai(x+
√
γizb−1) = Ψα,γi(qb−1, x).
It is known thatAi is even and convex. From the induction hypothesis, we also getB
′
1(
√
γ1x) ≤
B′2(
√
γ2x). Thus, (24) concludes our statement in the case that b is replaced by b− 1 and we
are done.
Lemma 5. For any 0 ≤ a ≤ b ≤ k + 1, the following is nondecreasing in x ≥ 0,
E∂xΨα,γi(qb, x+
√
γiζa,b)
2
· exp
b−1∑
ℓ=a
mℓ(Ψα,γi
(
qℓ+1, x+
√
γζa,ℓ+1)−Ψα,γi(qℓ, x+
√
γiζa,ℓ)
)
.
(27)
Proof. We argue by induction in a. If a = b, then the announced inequality reads
∂xΨα,γi(qb, x)
2 ≤ ∂xΨα,γi(qb, y)2
for any 0 ≤ x ≤ y since we have known that Ψα,γi(qb, ·) is even and convex. Assume that (27)
holds for some 1 ≤ a ≤ b. Define A = Ψα,γi(qa, ·) and denote (27) by C(x). Now we express
E∂xΨα,γi(qb, x+
√
γζa−1,b)2
· exp
b−1∑
ℓ=a−1
mℓ(Ψα,γi
(
qℓ+1, x+
√
γζa−1,ℓ+1)−Ψα,γi(qℓ, x+
√
γζa−1,ℓ)
)
=
EC(x+
√
γiza−1) expma−1A(x+
√
γiza−1)
E expma−1A(x+
√
γiza−1)
,
where we used
Ψα,γi(qa−1, x) =
1
ma−1
logE expma−1Ψα,γi(qa, x+
√
γiza−1).
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Since A is even convex and C is even with C ′ ≥ 0 on [0,∞) from the induction hypothesis,
Lemma 3 shows that (27) is valid with a replaced by a− 1. This completes our proof.
Proof of Theorem 1. From Proposition 4, we only need to show that
Eu0α,γ1(q)
2 ≤ Eu0α,γ2(q)2, ∀q ∈ [0, 1] and 0 ≤ γ1 ≤ γ2. (28)
By an approximation argument, it is sufficient to consider α’s of the form (11) and establish
(28) for q = q0, . . . , qk+1. To this end, we claim that for 0 ≤ a ≤ b ≤ k + 1,
E∂xΨα,γ1(qb, η
1,x
a,b )
2 exp
b−1∑
ℓ=a
mℓ
(
Ψα,γ1(qℓ+1, η
1,x
a,ℓ+1)−Ψα,γ1(qℓ, η1,xa,ℓ )
)
≤ E∂xΨα,γ2(qb, η2,xa,b )2 exp
b−1∑
ℓ=a
mℓ
(
Ψα,γ2(qℓ+1, η
2,x
a,ℓ+1)−Ψα,γ2(qℓ, η2,xa,ℓ )
)
, ∀x ∈ R.
(29)
If this holds, taking x = 0 and a = 0 and applying Corollary 1 to this inequality gives (28)
for q = qb with 0 ≤ b ≤ k + 1 and therefore ends our proof. To justify (29), we again argue
by induction on a. Note that from Lemma 4,
∂xΨα,γ1(qb,
√
γ1x)
2 ≤ ∂xΨα,γ2(qb,
√
γ2x)
2, ∀x ∈ R.
This gives the base case a = b of (29). Assume that (29) holds for some 1 ≤ a ≤ b. Set
Ai(y) = Ψα,γi(qa, y),
Bi(y) =
1
ma−1
logE expma−1Ai(y +
√
γiza−1) = Ψα,γi(qa−1, y)
and
Ci(y) = E∂xΨα,γi(qa, x+
√
γiζa,b)
2
· exp
b−1∑
ℓ=a
mℓ
(
Ψα,γi(qℓ+1, y +
√
γiζa,ℓ+1)−Ψα,γi(qℓ, y +
√
γiζa,ℓ)
)
.
Note that A1, A2 are even convex with A
′
1(
√
γ1y) ≤ A′2(
√
γ2y) for y ≥ 0 by Lemma 4 and that
C1, C2 are even and nondecreasing for y ≥ 0 by Lemma 5. Applying (25), we obtain
EC1(
√
γ1(x+ za−1)) expma−1
(
A1(
√
γ1(x+ za−1))−B1(√γ1x)
)
≤ EC2(√γ2(x+ za−1)) expma−1
(
A2(
√
γ2(x+ za−1))− B2(√γ2x)
)
,
which gives (29) in the case that a is replaced by a− 1 since
ECi(
√
γi(x+ za−1)) expma−1
(
Ai(
√
γi(x+ za−1))−Bi(√γix)
)
= E∂xΨα,γi(qb, η
i,x
a−1,b)
2 exp
b−1∑
ℓ=a−1
mℓ
(
Ψα,γi(qℓ+1, η
i,x
a−1,ℓ+1)−Ψα,γi(qℓ, ηi,xa−1,ℓ)
)
.
So our claim follows.
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Proof of Theorem 2. It is clear from the definitions of Γˆ that
inf
α∈M
(
Γˆ(α) +
γ
2
∫ 1
0
α(s)ξ′(s)ds
)
≥ Pˆ(γ).
Assume that αP,√γ is the minimizer of the problem Pˆ(γ). Use of (14) implies
∂γ
(
Pˆ(αP,√γ, γ)− γ
2
∫ 1
0
αP,√γ(s)ξ′(s)ds
)
=
1
2
∫ 1
0
αP,√γ(s)ξ′(s)ds− 1
2
∫ 1
0
αP,√γ(s)ξ′(s)ds
= 0.
Since Pˆ(αP,√γ, ·) is concave from Theorem 1, γ is a maximizer for the variational problem
Γˆ(αP,√γ). As a result,
Γˆ(αP,√γ) +
γ
2
∫ 1
0
αP,√γ(s)ξ′(s)ds
= Pˆ(αP,√γ , γ)− γ
2
∫ 1
0
αP,√γ(s)ξ′(s)ds+
γ
2
∫ 1
0
αP,√γ(s)ξ′(s)ds
= Pˆ(γ)
and thus,
inf
α∈M
(
Γˆ(α) +
γ
2
∫ 1
0
α(s)ξ′(s)ds
)
≤ Pˆ(γ).
This gives (4) and the infimum for (4) is attained by the Parisi measure αP,√γ, while the
uniqueness can be concluded from the fact, derived from the strict convexity of Φα,√γ(0, 0)
in α [3], that Γˆ is strictly convex along any linear path joining two distinct α and α′ with
finite Γˆ(α) and Γˆ(α′). As for (5), clearly the left-hand side is no less than the right-hand side.
The other direction could be obtained by a similar argument as above and using the crucial
assumption that α is now a Parisi measure. We omit this part of the argument.
Remark 2. Another Legendre duality Pˆ(γ) one could also have is to consider the Legendre
transform of Pˆ(γ) instead of Pˆ(α, γ),
Lˆ(α) = sup
γ≥0
(
Pˆ(γ)− γ
2
∫ 1
0
α(s)ξ′(s)ds
)
.
Note that it is known from [2, Equation (43)],
∫ 1
0
αP,√γ(s)ξ′(s)ds ≤
√
2ξ(1) log 2
γ
,
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which implies from (14),
(
Pˆ(γ)− γ
2
∫ 1
0
α(s)ξ′(s)ds
)′
=
1
2
(∫ 1
0
αP,√γ(s)ξ′(s)ds−
∫ 1
0
α(s)ξ′(s)ds
)
(30)
≤ 1
2
(√2ξ(1) log 2
γ
−
∫ 1
0
α(s)ξ′(s)ds
)
. (31)
From (30), if α(s) = 0 on [0, 1), then this derivative is positive for all γ > 0 and thus
Lˆ(α) =∞; otherwise the derivative is eventually negative when γ is large enough from (31),
in which case Lˆ(α) <∞. Now following exactly the same argument as Theorem 2 concludes
Pˆ(γ) = inf
α∈M
(
Lˆ(α) +
γ
2
∫ 1
0
α(s)ξ′(s)ds
)
. (32)
It is clear that Lˆ is convex by definition, but it is not strict and the minimizer in (32) is not
unique. Indeed, for any γ > 0, assume that α0 ∈M satisfies∫ 1
0
α0(s)ξ
′(s)ds =
∫ 1
0
αP,√γ(s)ξ′(s)ds. (33)
From this and (14), we have
(
Pˆ(γ)− γ
2
∫ 1
0
α0(s)ξ
′(s)ds
)′
=
1
2
(∫ 1
0
αP,√γ(s)ξ′(s)ds−
∫ 1
0
α0(s)ξ
′(s)ds
)
= 0.
Thus, by the concavity of Pˆ,
Lˆ(α0) = Pˆ(γ)− γ
2
∫ 1
0
α0(s)ξ
′(s)ds,
which allows us to conclude two facts. First, Lˆ is not strict convex since any convex combina-
tion of two probability distributions satisfying (33) also fulfills (33). Second, α0 is a minimizer
of (32) since
Pˆ(γ) ≤ Lˆ(α0) + γ
2
∫ 1
0
α0(s)ξ
′(s)ds = Pˆ(γ).
So as long as αP,√γ is not induced by a Dirac measure at {0}, or equivalently, αP,√γ is not
identically equal to 1 on [0, 1], one can easily construct infinitely many minimizers through
(33).
Proof of Proposition 1. Let γ1 = β
2
1 and γ2 = β
2
2 . From the concavity of Pˆ(γ) and the
formula (14), one sees that
1
2
∫ 1
0
αP,√γ1(s)ξ
′(s)ds = Pˆ ′(γ1) ≥ Pˆ ′(γ2) = 1
2
∫ 1
0
αP,√γ2(s)ξ
′(s)ds,
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which from integration by parts implies that∫ 1
0
ξ(s)dαP,√γ1 ≤
∫ 1
0
ξ(s)dαP,√γ2 .
Replacing
√
γ1 and
√
γ2 respectively by β1 and β2 and using the fact that
lim
N→∞
E 〈ξ(R1,2)〉βi =
∫ 1
0
ξ(s)dαP,βi
from [14] complete our proof.
Proof of Proposition 2. Note that P(β) is continuous for all β > 0 and from Theorem 2,
it can be written as
P(β) = Γˆ(αP,β) + β
2
2
∫ 1
0
αP,β(s)ξ
′(s)ds.
To prove the continuity of αP,β in β > 0, let (βn) be any positive sequence with limit β. From
compactness of M, it suffices to assume that αP,βn converges to some α0 ∈M. Thus,
P(β) = lim
n→∞
P(βn)
= lim
n→∞
(
Γˆ(αP,βn) +
β2n
2
∫ 1
0
αP,βn(s)ξ
′(s)ds
)
= Γˆ(α0) +
β2
2
∫ 1
0
α0(s)ξ
′(s)ds,
from which we conclude α0 = αP,β by the uniquensss of the minimizer in the problem (4) and
this gives the continuity of β 7→ αP,β. Finally, using (15) completes our proof.
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