Recently we have introduced a new technique for combining classical bivariate Shepard operators with three point polynomial interpolation operators (Dell'Accio and Di Tommaso, On the extension of the Shepard-Bernoulli operators to higher dimensions, unpublished). This technique is based on the association, to each sample point, of a triangle with a vertex in it and other ones in its neighborhood to minimize the error of the three point interpolation polynomial. The combination inherits both degree of exactness and interpolation conditions of the interpolation polynomial at each sample point, so that in Caira et al. This paper is co-financed by the European Commission, European Social Fund and the Region of Calabria. The authors are solely responsible for this paper and the European Commission and the Region of Calabria are not responsible for any use that may be made of the information contained therein.
where the weight functions A μ,i (x) in barycentric form are 
and |·| denotes the Euclidean norm. As well known S N,μ [f ](x) interpolates f at each sample point since
but has cusps or flat spots in the neighborhood of data points if μ < 1 or μ > 1 respectively. By substituting in (1) each value f (x i ) with the value P [f, x i ] (x) of an interpolation polynomial at x i we obtain the combined Shepard operator [13] 
which improves the original operator in the following sense:
(1) it increases the algebraic degree of exactness 0 of the original operator (1) to min 
(the algebraic degree of exactness, i.e. the maximum degree of polynomials reproduced by (3) , is here abbreviated to dex); (2) it inherits interpolation conditions of polynomial P [f, x i ] at each sample point, i.e. In addition, by multiplying euclidean distances x − x j , j = 1, . . . , N in (2) by Franke-Little weights [5] we obtain compact support basis functions 
∂ r+s ∂x r ∂y s S P (x i
Accordingly the combined Shepard operator (3) becomes a local one and then very useful to the interpolation of scattered data:
in (6) R w i is the radius of influence about node x i and in practice it is taken to be just large enough to include N w nodes in the ball B(x i , R w i ) := {x ∈ R s : |x − x i | < R w i }. In the following we refer to the operator (7) as local combined Shepard operators. The use of three point interpolation polynomials instead of Taylor polynomial [19] or its modifications [26] in combination with Shepard operators is a new approach recently introduced by us (Dell'Accio and Di Tommaso, unpublished) in order to extend the Shepard-Bernoulli operators [9] to higher dimensions. This approach is particularly useful since it allows also the definition of generalized interpolation operators for scattered data sets. With the term generalized interpolation we mean the process of recovering of a function from data which can differ from the functional ones and which can present some lacunas as in Hermite-Birkhoff interpolation [14, 23, 31] . A first important example is provided by the Shepard-Lidstone operators [10, 11] , which generalize the notion of Lidstone Interpolation (LI) [2] to scattered data sets, interpolating functional evaluations and all even order derivatives up to a fixed order at each sample point. As pointed out in [28, Ch. 16, p . 289] generalized interpolation operators become interesting if partial differential equations are considered.
Despite classical Lidstone interpolation has a long history [6-8, 20, 22, 29, 30] Complementary Lidstone Interpolation (CLI) was only recently introduced by Costabile et al. in [18] and drawn on by Agarwal et al. in two successive papers [1, 3] . CLI naturally complements LI: both interpolation polynomials are based on two points (say them a and b) and interpolate all data required for their definition, but while the LI polynomial requires the use of odd order Bernoulli polynomials, functional evaluations and even order derivative data in both points, the CLI polynomial requires even order Bernoulli polynomials, functional evaluation at a (or b) and odd order derivative data in both points. To generalize this kind of interpolation in the context of scattered data by the above mentioned technique we need firstly to extend the CLI polynomial to a three point bivariate polynomial. The target polynomial will be realized by the well known extension technique [15] [16] [17] opportunely modified taking in major account the interpolation conditions satisfied by the three point polynomial, rather than its property to be univariate CLI polynomial when restricted to the axes as in [17] . Therefore we introduce new interpolation polynomials on the standard simplex with the following properties: (1) they reproduce polynomials of total degree not greater than 2n; (2) they interpolate the functional evaluation in a vertex, all odd order derivatives up to order 2n − 1 at (0, 0) and some odd order derivatives at the remaining vertices for a total of 2n 2 + 3n + 1 = dim P 2n
x,y interpolation conditions (there P 2n
x,y denotes the space of polynomials in x, y of total degree not greater than 2n). The last feature allows us to extend the notion of CLI to scattered data sets by combination with Shepard operators: the local combined Shepard-CLI operator has algebraic degree of exactness 2n and uses functional evaluations in some points and odd order derivative data in all points up to the order 2n − 1, interpolating them.
The paper is organized as follows. We start Section 2 by briefly recalling the definition of the univariate LI and CLI polynomials. In Section 3 we extend the CLI polynomials to bivariate three point polynomials and we provide new results concerning: error of approximation, limit behaviour and interpolation conditions of the given extensions. In Section 4 we use these results to define the bivariate Shepard-CLI operators and to study their remainder terms and rate of convergence. In Section 5 we test the accuracy of the bivariate Shepard-CLI operators. Numerical results show that the operator introduced here maintains a good accuracy even in presence of strongly lacunary data. Finally, in Section 6 we draw conclusions.
Preliminaries
In the following we will use in combination univariate LI and CLI polynomials; for this reason we briefly recall their definitions and some useful properties.
The LI polynomial was introduced independently by Lidstone [22] in 1929 and Poritsky [24] in 1932 as a generalization of the Taylor series that approximates a given function in the neighborhood of two points instead of one. More precisely, if a, b ∈ R and f is of class C 2n−2 in the closed interval with end-points a, b the LI problem
where we set h = b − a and k (x), k = 0, . . . , n − 1 are odd degree polynomials, called Lidstone polynomials [2] , defined recursively by
The CLI polynomial was recently introduced by Costabile et al. [18] . For a function f of class C 2n−1 in the closed interval with end-points a, b the CLI problem
where v j (x), j = 1, ..., n are even order degree polynomials, called Lidstone second type polynomials [18] , defined recursively by
We note that while 
Agarwal et al. drawn on researches in [18] in two successive papers [1, 3] ; in particular they used the terms Complementary Lidstone polynomials and CLI polynomials for polynomials v j (x) and CL n [f, a, b](x) respectively; we find this terminology more appropriate and we shall adopt it in the paper.
Three point CLI polynomials in R 2
In [3] the univariate CLI polynomial (9) has been extended to a bivariate polynomial based on the vertices of a rectangle of R 2 by using classical tensor extension technique [12] . The purpose of the paper was to develop piecewise CLI in one and two variables and to establish explicit error bounds for the derivatives in L ∞ and L 2 norms. In this section we extend univariate CLI polynomial to bivariate polynomials based on the vertices of a simplex of R 2 and, in line with the idea presented in [17] , we use univariate Lidstone and Complementary Lidstone polynomials in combination. However, while in [17] , in analogy with papers [15, 16] , the main goal was to get an intrinsic bivariate polynomial in the standard simplex 2 which is univariate CLI polynomial when restricted to the axes x and y, here, in the extension process, we pay attention mainly in the data that these polynomials use and in the interpolation conditions that they satisfy as well. Moreover, since we will use these polynomials in combination with Shepard operators for interpolation of scattered data, we develop they in a more general context than the standard simplex. Therefore, we suppose that 
so that the barycentric coordinates of a generic point V = (x, y) ∈ R 2 with respect to the simplex 2 (V 1 , V 2 , V 3 ) are then given by
We set also
where as usual
The following expansions hold:
where CL
x,y are defined by
and
The restriction of f to S is the univariate function f (x (λ) , y(λ)) in [0, 1] and we expand it by univariate CLI polynomial (9) with a = 0, b = 1. In this expansion we replace the parameter λ by the value [2, 18] in combination, as in [17] . These expressions are in terms of the derivatives of order 2n of f and 
therefore expansions (14) reproduce exactly polynomials of total degree not greater than 2n − 1. However, to give bounds for remainders R
We also set r = max
and therefore, by the CauchyBunyakovsky-Schwarz inequality, we get
Then we have
where
is the Taylor polynomial of order 2n for f at V 1 and
Proof For α = β = 0, by applying the Taylor theorem with integral remainder to all derivative evaluations at V 2 , V 3 in (15) and rearranging we get
To prove that
is the Taylor polynomial of order 2n for f at V 1 we can, for simplicity, specialize to the standard simplex 2 ; then, using the exactness of the polynomial expansion (15), we recover all terms of the Taylor polynomial by rearranging (24) in analogy with the proof line described in [10, Theorem 6] . The various formulas are algebraically complicated and the reader could be spared of these. To get bound (22) in the considered case we use repetitively the Mean-Value Theorem:
for each k, j = 1, . . . , n. By taking the modulus of both sides of (23) and by using identities (25)- (27) and Whittaker identities
By using relations (19) and (20) it results
The result follows by distinguishing the case |(x − x 1 , y − y 1 )| ≤ r from the case |(x − x 1 , y − y 1 )| > r and by setting
The cases α +β > 0 can be obtained analogously by starting from explicit expression of derivatives of (23) . Results concerning equations (21) and bounds (22) for i = 2, 3 can be obtained in analogous manner.
Corollary 1 In the hypothesis of Theorem 2 (14) holds for all (x, y) ∈ D by setting
R 2 (V 1 ,V 2 ,V 3 ;V 1 ) i,n [f ](x, y) = R T 2n [f, V 1 ](x, y) − δ 2 (V 1 ,V 2 ,V 3 ;V 1 ) i,n [f ] (x, y) (28) where R T 2n [f, V 1 ](x, y
) is the remainder term in Taylor expansion; moreover
Proof The proof of equation (28) is straightforward; bounds (29) follow from the triangular inequality with the Taylor remainder bounded in classic way (Dell'Accio and Di Tommaso, unpublished).
Corollary 2 Let f ∈ C 2n,1 (D) . For all non-collinear
Proof The result follows from (21) and (22) .
The similarities among polynomials (15), (16) and (17) involve also the interpolation conditions that they satisfy. All these polynomials are unisolvent in P 2n
x,y with respect to these interpolation conditions. For example (15) is the unique polynomial such that
It is not difficult to see that (15) interpolates at V 1 functional evaluation and all odd derivative evaluations up to the order 2n − 1. Polynomials (16) and (17) on their own, interpolate functional evaluation at V 2 and V 3 respectively and all odd derivative evaluations up to the order 2n − 1 at V 1 .
The bivariate Shepard-CLI operator
Let V i = (x i , y i ), i = 1, . . . , N be fixed points of the convex domain D and let N = {V i , i = 1, . . . , N}. We suppose that functional data of one of the following type
k=1,...,n j =0,...,2k−1 (33) are associated to each point V i . Such data, clearly, generalize classic Complementary Lidstone univariate data to the bivariate case. Now we introduce an explicit interpolant of these data, by using local Shepard operators in combination with three point CLI polynomials (15) , (16) and (17) . For the nature of the three point polynomial interpolants we need to associate to each sample point V i , i = 1, . . . , N a triangle with a vertex in V i and other ones in its neighborhood; we propose to do the choice by the following priority criteria: let R w i be the smallest positive real number such that the ball B(V i , R w i ) includes at least N w nodes and at least a node with associated data (32) 
where CL , y), i = 1, . . . , N is one of CLI polynomials (15), (16) or (17) according to the above rules. The remainder term is
Convergence results can be obtained by following the known approaches ([28, § 15.4], Dell'Accio and Di Tommaso, unpublished, [32] ). We set:
Theorem 3 Let (x, y) ∈ D.
The following bound holds:
Proof By property (4) we get easily
and therefore from (29) and (4)
Theorem 4 Let f be a function of class C 2n,1 (D).
Then for each α, β ∈ N such that 0 < α + β < μ the following bound holds:
Proof By differentiating α times with respect to x and β times with respect to y, 0 < α + β < μ, both sides of (37), by using Leibniz' rule, we get , y) indicates that in the node V j we used the three point polynomial expansion CL The following statements can be easily checked.
Theorem 5 The operator S CL n [·] interpolates at
V i , i = 1, .
.., N if the functional data in V i are of type (32).
Proof If the functional data in V i are of type (32) then CL
. . , N and the modified Shepard basis is cardinal:
(38)
Theorem 6
The degree of exactness of the operator
Proof The degree of exactness of CL
(i) n
[f ] is 2n for i = 1, ..., N and the modified Shepard basis is a partition of unity:
In [5] is given the continuity class of the Shepard operators, and consequently we can deduce the continuity class of the Shepard-CLI operators.
Theorem 7
If μ ∈ N, μ > 0 the continuity class of the operator (34) is μ − 1.
Theorem 8 For each
Proof It follows from the known relation [21] Gentle:
Sphere: F 6 = 64 − 81((x − 0.5) 2 + (y − 0.5) 2 ) 9 − 0.5, F 7 = 2 cos(10x) sin(10y) + sin(10xy), [19, 33] :
is the Taylor polynomial of second order for f at V i
In the following we set μ = 2. According to Theorem 6 both operators have degree of exactness 2 and class of differentiability 1 in virtue of Theorem 7. We note that the operator S T 2 uses functional evaluations and all partial derivatives up to the order 2 in each sample point while the operator S CL 1 is a lacunary interpolation operator which uses functional evaluations and partial derivatives of order not greater than 1. In achieving the numerical comparisons between the two operators we compute maximum, mean, mean square interpolation errors and the theoretical bound for the error (36) for the parameter values N w = 19 for the operator S T 2 [26] and N w = 7 for operator S CL 1 . To estimate the theoretical bound for the error of the operator S T 2 we follow Zuppa approach [32] . We compute numerical approximations by using a 33 × 33 sparse set of uniformly distributed interpolation nodes in the unit square R.
To better show the accuracy of operator S CL 1 by varying the number of lacunas, we compute approximations in cases of: (a) 100 % of data of type (32) coupled with 0 % of data of type (33); (b) 66 % of data of type (32) coupled with 34 % of data of type (33); (c) 33 % of data of type (32) coupled with 67 % of data of type (33) (Fig. 3) . (32) coupled with 67 % of data of type (33) We compute the resulting approximations at the points of a regular grid of 101 × 101 points of R. The results are given in Tables 1, 2 
Conclusion
Complementary Lidstone Interpolation (CLI) was only recently introduced by Costabile et al. in [18] and drawn on by Agarwal et al. in two successive papers [1, 3] . CLI naturally complements Lidstone Interpolation (LI) [6, 22, 29, 30] : both interpolation polynomials are based on two points (say them a and b) and interpolate all data required for their definition, but while the LI polynomial requires the use of odd order Bernoulli polynomials, functional evaluations and even order derivative data in both points, the CLI polynomial requires even order Bernoulli polynomials, functional evaluation at a (or b) and odd order derivative data in both points. To generalize this kind of interpolation in the context of scattered data we extended the CLI polynomial to three point bivariate polynomials. These polynomials are realized by the well known extension technique [15] [16] [17] by taking in major account the interpolation conditions satisfied by the three point polynomials: they reproduce polynomials of total degree not greater than 2n; they interpolate all odd order derivatives up to order 2n−1 at the referring vertex, some odd order derivatives at the remaining vertices and the functional evaluation just in one of the vertices, for a total of 2n 2 +3n+1 = dim P 2n
x,y interpolation conditions. The last feature allowed us to extend the notion of CLI to scattered data sets by combination with Shepard operators by a technique recently introduced by us (Dell'Accio and Di Tommaso, unpublished): the local combined Shepard-CLI operator has algebraic degree of exactness 2n and uses lacunary data (functional evaluations in some points and odd order derivative data in all points up to the order 2n − 1) interpolating them. Numerical results show that the operator introduced here maintains a good accuracy of approximation even in presence of strongly lacunary data; moreover, the theoretical bound for the error of the combined Shepard-CLI operator is comparable with that of the Shepard-Taylor operator [32] .
Further researches will be carried out to realize analogue interpolation operators for scattered data of Hermite-Birkhoff type [4] .
