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ABSTRACT
Causal inference with observational data has drawn attention across various fields.
These observational studies typically use matching methods which find matched
pairs with similar covariate values. However, matching methods may not directly
achieve covariate balance, a measure of matching effectiveness. As an alternative,
the Balance Optimization Subset Selection (BOSS) framework, which seeks the
optimal covariate balance directly, has been proposed. This dissertation extends
the BOSS framework in various ways and is composed of the following five parts.
The first part of the dissertation investigates all the possible cases that may
lead to bias in the context of BOSS and tries to mitigate the bias. Second, this
dissertation then extends the BOSS by estimating and decomposing a treatment
effect as a combination of heterogeneous treatment effects from a partitioned set
using the BOSS. Third, the dissertation generalizes the BOSS framework from a
binary treatment setting to a multi-treatment setting. A treatment effect estimate
with multiple treatments can be computed by combining estimates obtained from
BOSS with binary treatments. The fourth part discusses on how to handle missing
data with BOSS. It includes a sensitivity analysis of BOSS studying how the esti-
mated values are affected by violation of the conditional independence assumption
and methods to apply BOSS after multiple imputation on missing covariates. In
these discussions, the performances of BOSS estimators are compared to those
of matching estimators. In the last part, BOSS is formulated as an LP by relax-
ing integer constraints in the original mixed integer programming formulation and
properties of its dual problem are investigated.
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NOTATION
u Unit
U Population; Set of all possible units (Note: u ∈ U)
Zu Treatment level of unit u ∈ U
Z Treatment level of a a unit selected randomly from population U
where the random selection is uniform
L Number of treatment levels
L = 2 in a binary treatment setting and
L ≥ 2 in a multi-treatment setting
L Set of treatment levels
L = {0, 1, · · · , L − 1}
(Note: U = {u : Zu ∈ L})
U i Set of units in population whose treatment level is i
U i = {u ∈ U : Zu = i} for i ∈ L
(Note: U = U0 ∪ U1 ∪ · · · ∪ UL−1)
S i Samples drawn from U i for i ∈ L
t Treated unit
c Control unit; Untreated unit
T Treatment group; Set of all the treated units
T = S 1 under a binary treatment setting
C Control pool; Set of all the control units
C = S 0 under a binary treatment setting
C′ Control group; Set of control units selected from the control pool
under a binary treatment setting
(Note: C′ ⊂ C)
xii
N Number of observed units
N = |T | + |C′| under a binary treatment setting
N = |S 0| + |S 1| + · · · + |S L−1| under a multi-treatment setting
N Set of all the observed units
N = {u1, · · · , uN}
N = T ∪C under a binary treatment setting
N = S 0 ∪ S 1 ∪ · · · ∪ S L−1 = ∪L−1i=0 S i under a multi-treatment setting
S Set of some observed units (Note: S ⊂ N)
Xu,k The k-th covariate value of unit u ∈ U
K Number of covariate indices
P Set of all covariate indices
P = {1, 2, · · · ,K}
K Set of some covariate indices (Note: K ⊂ P)
D Set of all possible clusters of covariate indices;
Power set of P
Xu Vector of covariates of unit u ∈ U
Xu = (Xu,1, Xu,2, · · · , Xu,K)
X Vector of K covariate values for a unit selected randomly from
populationU where the random selection is uniform
X Set of possible values for X (Support of X)
Xk(S ) Set of possible values for the k-th covariate value for all units u ∈ S
Xk(S ) = {Xu,k : u ∈ S }
I Imbalance measure
(Note: Under a binary treatment setting, it denotes an imbalance
measure between a treatment group T and a control group C′ for
all covariates whose incides are in P if not noted otherwise.)
IDOM Imbalance measure balancing the difference of means
Under a binary treatment setting, the imbalance measure between
sets G1 and G2 is given by
IDOM(G1,G2) =
∑K
k=1
∣∣∣∣ 1|G1 | ∑u∈G1 Xu,k − 1|G2 | ∑u∈G2 Xu,k∣∣∣∣
Under a multi-treatment setting,
IDOM
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= IDOM
(
S l, (S m)′
)
+
IDOM
(
S m, (S l)′
)
+IDOM
(
S −, (S m)′′
)
+IDOM
(
S −, (S l)′′
)
xiii
IDOM:K Imbalance measure balancing the difference of means for covari-
ates whose indices are in K
Under a binary treatment setting, the imbalance measure between
sets G1 and G2 is given by
IDOM:K (G1,G2) =
∑
k∈K
∣∣∣∣ 1|G1 | ∑u∈G1 Xu,k − 1|G2 | ∑u∈G2 Xu,G2 ∣∣∣∣
IDOM+DOV Imbalance measure balancing the difference of first and second
moments
Under a binary treatment setting, the imbalance measure between
sets G1 and G2 is given by
IDOM+DOV(G1,G2) = IDOM+
∑K
k=1
∣∣∣∣ 1|G1 | ∑u∈G1 (Xu,k)2 − 1|G2 | ∑u∈G2 (Xu,k)2∣∣∣∣
Under a multi-treatment setting,
IDOM+DOV
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= IDOM+DOV
(
S l, (S m)′
)
+
IDOM+DOV
(
S m, (S l)′
)
+IDOM+DOV
(
S −, (S m)′′
)
+IDOM+DOV
(
S −, (S l)′′
)
(P
2
)
Set of all the possible covariate index pairs(P
2
)
= {(k1, k2) | k1, k2 ∈ P}
IDOM2 Imbalance measure balancing the bivariate moment
Under a binary treatment setting, the imbalance measure between
sets G1 and G2 is given by
IDOM2(G1,G2) = IDOM+DOV(G1,G2) +∑
(k1,k2)∈(P2)
∣∣∣∣ 1|G1 | ∑u∈G1 Xu,k1 Xu,k2 − 1|G2 | ∑u∈G2 Xu,k1 Xu,k2 ∣∣∣∣
Under a multi-treatment setting,
IDOM2
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= IDOM2
(
S l, (S m)′
)
+
IDOM2
(
S m, (S l)′
)
+IDOM2
(
S −, (S m)′′
)
+IDOM2
(
S −, (S l)′′
)
ICorr:K Imbalance measure balancing the correlation terms of the form∏
k∈K (Xu,k)pk for covariates whose indices are in K and pk ∈ R
Under a binary treatment setting, the imbalance measure between
sets G1 and G2 is given by
ICorr:K (G1,G2) =
∑
k∈K
∣∣∣∣ 1|G1 | ∑u∈G1 ∏k∈K (Xu,k)pk − 1|G2 | ∑u∈G2 ∏k∈K (Xu,k)pk ∣∣∣∣
F̂k(T, x) Empirical distribution function of the treatment group T
F̂k(T, x) =
∣∣∣{u ∈ T : Xu,k ≤ x}∣∣∣/|T |
F̂k(C′, x) Empirical distribution function of the control group C′
F̂k(C′, x) =
∣∣∣{u ∈ C′ : Xu,k ≤ x}∣∣∣/|C′|
IKS Imbalance measure balancing the Kolmogorov-Smirnov test statis-
tic
Under a binary treatment setting, the imbalance measure between
sets G1 and G2 is given by
xiv
IKS(G1,G2) =
∑K
k=1 maxx∈Xk(G1∪G2)
∣∣∣∣F̂k(G1, x) − F̂k(G2, x)∣∣∣∣
Under a multi-treatment setting,
IKS
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= IKS
(
S l, (S m)′
)
+
IKS
(
S m, (S l)′
)
+IKS
(
S −, (S m)′′
)
+IKS
(
S −, (S l)′′
)
Iecdf:D Imbalance measure balancing the difference of joint empirical cu-
mulative distribution functions of clusters in D using the Kolmogorov-
Smirnov test statistic
Under a binary treatment setting, the imbalance measure between
sets G1 and G2 is given by
Iecdf:D(G1,G2) =
∑
D∈D maxx∈XD(G1∪G2)
∣∣∣∣F̂D(G1, x) − F̂D(G2, x)∣∣∣∣
Under a multi-treatment setting,
Iecdf:D
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= Iecdf:D
(
S l, (S m)′
)
+
Iecdf:D
(
S m, (S l)′
)
+Iecdf:D
(
S −, (S m)′′
)
+Iecdf:D
(
S −, (S l)′′
)
ICvM Imbalance measure balancing the Cramer-von Mises test statistic
Under a binary treatment setting,the imbalance measure between
sets G1 and G2 is given by
Iecdf:D(G1,G2) = |G1 |·|G2 |(|G1 |+|G2 |)2
∑K
k=1
(∑
x∈Xk(G1∪G2)(F̂k(G1, x) − F̂k(G2, x))2
)
ICvM:D Imbalance measure balancing the difference of joint empirical cu-
mulative distribution functions of clusters in D using the Cramer-
von Mises test statistic
Under a binary treatment setting, the imbalance measure between
sets G1 and G2 is given by
ICvM:D(G1,G2) = |G1 |·|G2 |(|G1 |+|G2 |)2
∑
D∈D
(∑
x∈XD(G1∪G2)(F̂D(G1, x) − F̂D(G1, x))2
)
Nk Set of values that the k-th covariate can have
Ek, j Set of units in N whose k-th covariate is equal to j
ηk, j(G) Number of units in G whose k-th covariate is equal to j
ηk, j(G) = |Ek, j ∩G| for G ∈ {T,C′}
IK Imbalance measure for K using binning
Under a binary treatment setting,
IK (T,C′) =
∑
k∈K
∑
j∈Nk |ηk, j(T ) − ηk, j(C′)|
Mk Set of histogram bin indices for covariate k
Bk,b Set of units whose k-th covariate value is in the b-th bin for b ∈ Mk
Ihist Imbalance measure for P using histogram binning
Under a binary treatment setting,
Ihist(T,C′) =
∑K
k=1
∑
b∈Mk
∣∣∣∣ |T∩Bk,b ||T | − |C′∩Bk,b ||C′ | ∣∣∣∣
xv
hz(Xu) Response function for u in treatment level z
Under a binary treatment setting, h1(Xu) denotes a treatment re-
sponse function h0(Xu) denote a control response function
zu Error term in a responses for treatment level z of a unit u
Yzu Response of unit u for treatment level z
Yzu = h
z(Xu) + zu for z ∈ L
(Note: Under a binary treatment setting, Y1u is a treated response
value which is observable for u ∈ T and unobservable for u ∈ C
while Y0u is a control response value which is observable for u ∈ C
and unobservable for u ∈ T . )
E(Yz) Average population response for treatment level z
τ1 Population average treatment effect for the treated (PATT) under a
binary treatment setting
τ1 = E[Y1 − Y0|Z = 1]
τ1T Sample average treatment effect for the treated (SATT) under a
binary treatment setting
τ1T =
1
|T |
∑
t∈T
(
Y1t − Y0t
)
τ˜1T (C
′) BOSS Estimator of SATT τ1T in a binary treatment setting
τ˜1T (C
′) = 1|T |
∑
t∈T Y1t − 1|C′ |
∑
c∈C′ Y0c
τ(m, l) Population average treatment effect (PATE) between treatment level
l and treatment level m
τ(m, l) = E[Ym] − E[Y l]
τm,l Sample average treatment effect (SATE) between treatment level l
and treatment level m
τm,l =
1
|S |
∑
u∈S
(
Ymu − Y lu
)
= τm,l =
1
|S 0 |+|S 1 |+···+|S L−1 |
∑L−1
i=0
∑
u∈S i
(
Ymu − Y lu
)
ν(m, l) Population average treatment effect which only considers a pair of
treatment levels under a multi-treatment setting
ν(l,m) = E [Ym | Z ∈ {l,m}] − E
[
Y l | Z ∈ {l,m}
]
νˆ(m, l) Estimator of ν(l,m)
τ˜BOS S (m, l) BOSS estimator of E[τm,l]
τ˜BOS S (m, l) = 1|N|
{∑
u∈(S m)′ Ymu −
∑
u∈S l Y lu +
∑
u∈S m Ymu −
∑
u∈(S l)′ Y lu +∑
u∈(S m)′′ Ymu −
∑
u∈(S l)′′ Y lu
}
f (u, j) f (u, j) = arg minv:Zv= j ||Xv − Xu||
τ˜GNN(m, l) Generalized Nearest Neighbor covariate matching estimator of τ(m, l)
τ˜GNN(m, l) = 1|N|
∑
u∈N
(
Ymf (u,m) − Y lf (u,l)
)
xvi
p(z | Xu) Generalized propensity score for a unit u whose covaraite vector is
given by Xu
p( j | x) = Prob(Zv = j | Xv = x)
g(u, j) g(u, j) = arg minv:Zv= j |p( j|Xv) − p( j|Xu)|
τ˜GPS (m, l) Generalized Propensity Score (GPS) matching estimator of τ(m, l)
τ˜GPS (m, l)] = 1|N|
∑
u∈N
(
Ymg(u,m) − Y lg(u,l)
)
Y1T Average treated response of units in a treatment group T
Y0C′ Average untreated (control) response of units in a control group C
′
P Partition of T
P = {T1,T2, · · · ,TP}
B(T,C′) Bias term in the estimator τ˜1T (C′) for τ1T
B(T,C′) = 1|T |
∑
t∈T h0(Xt) − 1|C′ |
∑
c∈C′ h0(Xc)
E(T,C′) Error term in the estimator τ˜1T (C′) for τ1T
E(T,C′) = 1|T |
∑
t∈T 0t − 1|C′ |
∑
c∈C′ 0c
B B(T,C′) − |T1 ||T | B(T,C′1) − |T2 ||T | B(T2,C′2)
E E(T,C′) − |T1 ||T | E(T1,C′1) − |T2 ||T | E(T2,C′2)
A Set of treated responses for units in T
A = {Y1t | t ∈ T }
B Set of untreated responses for units in C′
B = {Y0c | c ∈ C′}
µA Mean of observed responses in A
µA = Y1T =
1
|T |
∑
t∈T Y1t
µB Mean of observed responses inB
µB = Y0C′ =
1
|C′ |
∑
c∈C′ Y0c
H0 Null hypothesis
H1 Alternative hypothesis
M Number of iterations in the bootstrap procedure
δ Difference in means of elements in A and B
δ = Y1T − Y0C′
Γ Set of observed responses of units in T and C′
Γ = A ∪B = {Y1t | t ∈ T } ∪ {Y0c | c ∈ C′}
xvii
Y1T,m Set of |T | observations drawn from Γ in the m-th iteration
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CHAPTER 1
INTRODUCTION
1.1 Introduction
Identifying causal relationships is an important task in many scientific research. In
randomized experiments, units to be treated are selected at random from a pool of
subjects. As a result, characteristics of treated units and those of control units are
balanced stochastically. Hence, an estimator of treatment effects (the difference
in average treated response and average control response) that are unbiased can
be obtained. However, randomized experiments are often not available because of
reasons such as high cost, impracticality, and ethical issues.
Rubin (1973) took a study on the effect of seat-belt usage on a human sub-
ject’s damage after car crash as an example where using the observational data
is inevitable. One cannot conduct experiment after randomly assigning a human
subject to a group with seat-belt and another group without seat-belt. Using a hu-
man subject when conducting an experiment to study the effect of exposure to a
harmful material like toxin or radiation is also unethical. In such cases, analyzing
an observational data is essential.
Historically, matching methods have been used extensively to analyze observa-
tional data. Matching finds a control unit that has similar covariate values with a
treated unit for all the treated units. By doing so, a bias that arises from systematic
differences in covariate distribution between the treated and the control can be re-
duced. Depending on how to compare the difference between the treated unit and
the control unit, there are several types of matching. Propensity score matching
uses the probability of being treated given covariates as a single dimensional sum-
mary of each unit’s covariates. Mahalanobis matching uses Mahalanobis metric
when comparing the units.
One of the reasons matching methods have been popular is that matching min-
imizes the total distances between the matched units given a metric and it is solv-
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able in polynomial time (See Section 1.2.2). However, matching methods have
some drawbacks. One significant drawback is that they do not directly optimize
the imbalance measure while they aim to reduce the imbalance between covariate
distributions of a treatment group and a control group. Hence, researchers should
repeat the steps of finding matches and checking balance iteratively.
To overcome the drawback, Balance Optimization Subset Selection (BOSS)
which directly minimizes a given imbalance measure using mixed integer pro-
gramming (MIP) was suggested by Nikolaev et al. (2013). Previously, Zubizarreta
(2012) also suggested to solve an MIP containing a term directly minimizing the
imbalance for optimal matching. However, BOSS is different from matching in
that it focuses on balancing and estimating at the group level while all the match-
ing methods focus on unit level responses.
The purpose of this dissertation research is to analyze and extend the BOSS
framework so that it can be applicable to a more broad area. The first chapter
of this dissertation is organized as follows. In Section 1.2, the BOSS framework
will be reviewed. Section 1.3 provides an overview of topics to be covered in the
dissertation. In the overview in Section 1.3, each subsection will briefly review
the related research that has been done in the field and introduce the analysis and
experimentation methods used in each Capter of this dissertation.
1.2 Background on Balance Optimization Subset
Selection Framework
1.2.1 Randomized Experiments and Observational Data
Scientists have used randomized experiments to identify causal relationships. Ran-
domization allows the treatment effect to be isolated from potential confounding
factors. However, there are circumstances where one cannot conduct randomized
experiments because of ethical issues or impracticality as mentioned in the pre-
vious section. In many cases where randomized experiments are not available,
researchers should rely on observational data. For comparison of randomized ex-
periments and observational studies in medical settings, see Hannan (2008), Hartz
et al. (2005), Jepsen et al. (2004), and Port (2000).
Optimization can be used as a pre-processing step in experiments, as noted in
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Bertsimas et al. (2015), to overcome limitations of randomization: When only a
small number of samples can be used because of subjects’ rarity or high cost, the
imbalance between the treatment and control groups constructed by randomiza-
tion may be severe. The groups obtained by solving an optimization problem may
be more balanced.
When analyzing observational data, it is important to post-process the data so
that one can find treatment and control groups offering an estimate of the treatment
effect with minimal bias. The value of interest is the “average treatment effect
for the treated” (ATT) and the objective is to the selection bias from inherent
differences in covariates. Both matching and BOSS can serve as a post-processing
step for the analysis of observational data.
1.2.2 Matching
One approach that has been used for analyzing observational data is the matching
method which tries to match each unit in the treatment group with a unit from the
control pool with the same or similar covariates in order to reduce differences in
the covariate distribution (Rubin, 2006). There are several types of matching such
as propensity score matching and Mahalanobis matching.
Matching appeals to many researchers because of its attractive features. It is a
combinatorial optimization problem which has been extensively studied. The tra-
ditional matching problem, which is also known as an optimal assignment prob-
lem minimizing the total distances between the matched units, is solvable in poly-
nomial time since its constraint matrix is totally unimodular (Zubizarreta, 2012).
The treatment effect can be estimated without bias if exact matches between
treatment and control groups are obtained. However, it is difficult to have exact
matches for all units in the treatment group when the number of covariates is not
small. In such cases, researchers have to use inexact or incomplete matching.
Inexact matching adopts a notion of distance measure to identify good matches
having small distances. Incomplete matching is not desirable since it may leave
some important treatment units unmatched. In addition, with inexact matching,
the quality of the resulting matches is difficult to evaluate because it is unknown
whether another metric would result in a control group with more balance.
3
1.2.3 Balance Optimization Subset Selection (BOSS)
Nikolaev et al. (2013) introduces a new approach: BOSS. This approach is moti-
vated from the hypothesis that bias in the estimate of the treatment effect can be
minimized by optimizing covariate balance directly. In this process, it is not re-
quired to find individually matched samples and it can be guaranteed that optimal
balance is achieved.
BOSS was introduced as a way of estimating a sample average treatment effect
for the treated (SATT) under a binary treatment setting whether each unit is either
treated or not treated. Denote a population of units byU. Let T be a set of treated
units (i.e., treatment group) and C be a set of control units (i.e., control pool).
Let N be a set of observed samples and u ∈ N be an observed unit. Let Zu be a
treatment indicator for a unit u such that
Zu =
1 if u is treated0 otherwise (1.1)
under a binary treatment setting where there are 2 treatment levels. Later, in
Chapter 4, the notion of the treatment indicator will be extended so that it can have
a value in {0, 1, · · · , L − 1} under a multi-treatment setting where there are L ≥ 2
treatment levels. The treatment group T can be written as {u |Zu = 1, u ∈ N}, the
control pool C can be written as {u |Zu = 0, u ∈ N}, andN = T ∪C holds under a
binary treatment setting.
Let Z be a treatment indicator (which is equal to 1 if treated and 0 if not) of
a unit that is selected at random from the population U with a uniform random
selection. Denote a unit u’s treated response by Y1u and its control response by Y
0
u .
Let Y1 be a treated response of a unit selected at random from the population U
and Y0 be a control response of such a unit.
The population average treatment effect for the treated (PATT) is defined as
τ1 ≡ E[Y1 − Y0|Z = 1] (1.2)
and SATT is defined as
τ1T ≡
1
|T |
∑
t∈T
(
Y1t − Y0t
)
. (1.3)
Note that one cannot observe the control response of a treated unit Y0t for t ∈ T as
Y0u is not observable for u < C. Hence Y
0
t should be estimated using the observed
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values.
BOSS estimates the SATT with
τ˜1T (C
′) ≡ 1|T |
∑
t∈T
Y1t −
1
|C′|
∑
c∈C′
Y0c . (1.4)
using a control group C′ obtained by solving an imbalance minimization problem
to balance covariate distributions of T and C′. Various forms of imbalance mea-
sures can be used for the imbalance minimization problem. A difference of means
(DOM) imbalance measure,IDOM in (1.5), is one example. Let P = {1, 2, · · · ,K}
be a set of covariate indices where K is a total number of covariates in each unit.
Let Xu = (Xu,1, Xu,2, · · · , Xu,K) be a set of unit u’s covariates where Xu,k denotes
the k-th covariate of the unit u. The imbalance measure IDOM is defined as
IDOM(T,C′) ≡
K∑
k=1
∣∣∣∣∣∣∣ 1|T |∑t∈T Xt,k − 1|C′|
∑
u∈C′
Xc,k
∣∣∣∣∣∣∣ . (1.5)
Many more imbalance measures and their relationship will be introduced in Chap-
ter 2.
To obtain a control group C′ that is balanced with a treatment group T using the
DOM imbalance measure, BOSS method computationally solve for the following
optimization problem:
C′ = arg minC′⊂C,|C′ |=sIDOM(T,C
′). (1.6)
for a positive integer s ∈ N where the control group is composed of discrete (full)
control units. Equivalently, BOSS method solves the following mixed integer
programming in (1.7) to get C′ = {c ∈ C : vc = 1} which minimizes the IDOM
between T and C′ (Sauppe, 2015).
min
∑
k∈P
wk
s.t. 1s
∑
c∈C
vcXc,k − 1|T |
∑
t∈T
Xt,k ≤ wk ∀k ∈ P
1
|T |
∑
t∈T
Xt,k − 1s
∑
c∈C
vcXc,k ≤ wk ∀k ∈ P∑
c∈C
vc = s
vc ∈ {0, 1} ∀c ∈ C
wk ≥ 0 ∀k ∈ P.
(1.7)
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Nikolaev et al. (2013) showed that, under a relaxed version of strong ignora-
bility assumption which will be discussed below in Assumption 1’ (and in more
detail in Chapter 5), the BOSS estimator is unbiased if full covariate balance,
{Xu}u∈T ={Xu}u∈C′ , is given. This condition can be relaxed when the functional
form for the response function is known.
Responses can be written as Yzu = h
z(Xu) + zu for z ∈ {0, 1} with a response
function hz(·) and error term zu. When the response functions are linear in covari-
ates (i.e., h0(Xu) = βT Xu + α =
∑
k∈P βkXu,k + α for all α ∈ R and β ∈ RK where
the set of covariate is P = {1, 2, · · · ,K}), then the BOSS estimator is unbiased if
IDOM(T,C′) = 0 (Sauppe and Jacobson, 2017). This can be extended to higher
order functional forms of the response functions given that appropriate imbalance
measures are zero. It will be discussed again when defining the balance hierarchy
and correct imbalance measure in Section 1.3.1 and Chapter 2.
In Nikolaev et al. (2013), the authors assume Strong Ignorability. As Sekhon
(2009) mentioned, this assumption is composed of two conditions known as un-
confoundedness and common overlap. The first condition states that, given the
covariate values, potential outcomes and assignment to treatment are indepen-
dent. The second condition is that each unit, given its covariate values, has a
positive probability of belonging to either the treatment pool or the control pool.
The Strong Ignorability assumption is also used for matching methods. It is a
common assumption made by most researchers working with observational data.
Assumption 1. (Strong Ignorability)
Y1u ,Y
0
u y Zu
∣∣∣ Xu and 0 < P(Zu = 1|Xu) < 1 (1.8)
Assumption 1’. (relaxed version of Assumption 1 for ATT)
Y0u y Zu
∣∣∣ Xu and P(Zu = 1|Xu) < 1 (1.9)
In this dissertation, the notation for the treatment group, T , is the same as the
treatment pool, T since all treatment units are used for matching and BOSS. The
terminologies, a treatement pool and a treatment group, are used interchangeably.
On the other hand, the control group C′ is not the same as the control pool C in
general as the control group is chosen from the control pool by solving an imbal-
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ance minimization problem. The objective of the BOSS problem is to minimize
the difference of the control and treatment groups’ covariate distributions as mea-
sured by some imbalance measure I . The benefits of having closely balanced
groups with a small imbalance measure are discussed in Zubizarreta (2012): a
closely balanced group is more robust to misspecifications of the model and it
offers more precise estimates when a model of covariance adjustment is used.
1.2.4 Comparison between Genetic Matching and BOSS
Diamond and Sekhon (2013) proposes Genetic Matching, a multivariate match-
ing method which generalizes existing matching methods such as the ones using
propensity score and Mahalanobis Distance. Diamond and Sekhon (2013) ar-
gues that while there is no dispute that covariate imbalance should be minimized,
many researchers who use matching method for empirical studies fail to report
whether covariate balance is achieved or not. This is because manually checking
and modifying the specification of the matching method is tedious and prone to
error. To overcome this challenge, the Genetic Matching method utilizes a ge-
netic algorithm to find the matching metric that minimizes covariate imbalance
after the matching. Sekhon and Grieve (2008) shows that the resulting covariate
balance with the Genetic Matching method is better than that of propensity score
matching, and leads to less bias in the treatment effect estimate.
This key idea of moving to the computational domain to overcome the chal-
lenges and human bias that may arise during sequential modifications to the match-
ing metric is what is common between Genetic Matching and the BOSS frame-
work. The main difference is that Genetic Matching still focuses on unit-level
matching in order to minimize the following distance metric.
The generalized Mahalanobis distance from p.934 of Diamond and Sekhon
(2013):
GMD(Xu1 ,Xu2 ,W) =
√
(Xu1 − Xu2)T (S −1/2)T WS −1/2(Xu1 − Xu2) (1.10)
Note that Xui (i = 1, 2) in the above equation can contain the propensity score
in addition to covariate values. In the Genetic Matching, the diagonal matrix W
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is determined with the genetic algorithm adjusting the weights on each covariate
so that it maximizes balance. On the other hand, BOSS method finds a subset
that directly minimizes the imbalance by computationally solving an optimization
problem without requiring units to be matched. Determining which imbalance
measure to use is one of the issues that both of these methods are confronting.
1.3 Overview
This dissertation is composed of five parts. In the first part of my dissertation,
cases that may result in bias in BOSS will be investigated and the way that the
bias can be reduced will be discussed. While analyzing the cases that may lead
to bias, notions of balance hierarchy and correct imbalance measure will be intro-
duced. In the second part, treatment effect of the entire set is decomposed into a
combination of heterogeneous treatment effects from its partition. Additionally,
how researchers can conduct a bootstrap hypothesis testing to check the statistical
significance of the treatment effect values obtained by BOSS will be explained.
In the third part, BOSS framework which was originally introduced and discussed
under a binary treatment setting will be extended so that it can be applied in a
multi-treatment setting where there are more than two treatment levels. In the
fourth part, how to handle missing data with BOSS is discussed. It includes a
sensitivity analysis of BOSS studying how the estimated values are affected by vi-
olation of the conditional independence assumption and methods to apply BOSS
after multiple imputation on missing covariates. Last part of the dissertation will
discuss about duality (the relationship between a primal and its dual in the BOSS
framework) after formulating the BOSS as an LP.
1.3.1 Bias in BOSS
Researchers often confront with bias resulted from differences in treatment units’
and control units’ covariate distributions when dealing with observational data.
Observational studies using BOSS is not an exception. The bias issues have been
extensively dealt with many researchers in studies using matching (e.g., Rubin
(1973), Rosenbaum and Rubin (1985), Heckman et al. (1998), Abadie and Imbens
(2012)). Investigating the bias and reducing it are also necessary for BOSS.
8
First, understanding how bias and imbalance measures are related is needed.
Note that the difference between the estimated SATT and the true SATT can be
expressed as a sum of selection bias and error terms.
To understand the relationship between bias and imbalance measures, define a
notion of “ranking” between imbalance measures. An imbalance measure I1 has
a higher rank in balance hierarchy than an imbalance measureI2 ifI2 = 0 is im-
plied by I1 = 0. For example, IDOM+DOV(T,C′) = 0 implies that IDOM(T,C′) =
0 where IDOM+DOV(T,C′) is defined as
IDOM+DOV(T,C′) = IDOM(T,C′) +
K∑
k=1
∣∣∣∣∣∣∣ 1|T |∑t∈T (Xt,k)2 − 1|C′|
∑
c∈C′
(
Xc,k
)2∣∣∣∣∣∣∣ (1.11)
with IDOM given in (1.5).
The balance hierarchy among the imbalance measures are given in Chapter 2.
In the graphical representation of a balance hierarchy, there is a directed path from
an imbalance measure ranked lower to an imbalance measure ranked higher.
As discussed earlier, there exists an imbalance measure which is sufficient to
guarantee an unbiasedness of a BOSS estimator given a functional form of the
response functions (e.g., IDOM for linear response functions). If an imbalance
measure is ranked higher than what is required by the response functions’ func-
tional form, then the imbalance measure is said to be correct. In the dissertation,
it is be shown that Iecdf:D for a full joint distributional balance is correct for any
functional form of response functions. Two additional imbalance measures ware
introduced using a Cramer-von Mises test statistic.
Even with a correct imbalance measure, there can be a non-zero bias if the op-
timization problem for BOSS has non-zero optimum. For the optimization prob-
lem to have its optimal value zero, sufficient data with enough overlap are needed.
In the dissertation, notions of “more overlap” and “enough overlap” are defined
based on homogeneity of T and C.
Lastly, sub-optimality, which may occur from ineffective algorithm or time con-
straints, can also lead to bias in BOSS. If all the three issues (1.Use of incorrect
imbalance measure; 2.Insufficient data; 3.Sub-optimality) are resolved, then there
will not be any bias. In the dissertation, it is illustrated with numerical examples.
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1.3.2 Treatment Effect Decomposition and Bootstrap Hypothesis
Testing in BOSS
Heterogeneous treatment effects refer different treatment effects from different
subgroups (Imai et al., 2013; Xie et al., 2012). Treatment effect estimate can be
decomposed as a combination of heterogeneous treatment effects from its subsets,
in particular, sets in a partition of the entire treated unit set and corresponding sets
of control units. The decomposition technique that is proposed is my dissertation
are different from the sub-classification when using observational data while the
two methods coincide when using experimental data. Finding treatment effects of
specific subgroups and understanding how those heterogeneous treatment effects
are related with the treatment effects of an entire set are of interest.
Propensity score sub-classification, which is also known as stratification, uses
propensity score to divide units into several groups so that units in the same strata
can have similar propensity scores. Then the treatment effect estimate can be
found by using a weighted average of the estimates from the sub-groups. On
the other hand, the new method of decomposition with BOSS estimators for ob-
servational data use BOSS method to find control groups that is balanced with
partitioned sets of the treatment group.
As a next step, a two-sample bootstrap hypothesis test is conducted to check
the statistical significance of the BOSS estimators from the subsets. Denote the
set of treated responses of units in T and the set of control responses of units in C′
by A = {Y1t | t ∈ T } and B = {Y0c | c ∈ C′}, respectively. Recall that there will be no
bias if C′ is from BOSS with zero IDOM where the response functions are linear
and the BOSS estimator of SATT is given by (1.4). If SATT estimate is zero,
then µA = µB should hold where µA = 1|T |
∑
t∈T Y1t and µB =
1
|C′ |
∑
c∈C′ Y0c . Hence,
the following hypothesis H0 and H1 can be constructed to test for zero/non-zero
treatment effect estimate given that C′ is from BOSS with IDOM = 0 and no bias.
H0 : µA − µB = 0 and H1 : µA − µB , 0. (1.12)
In the dissertation, the testing procedure is then applied to LaLonde (1986)
data. LaLonde (1986) analyzed a dataset from National Supported Work (NSW)
Demonstration program. It is a labor training program conducted in 1970s and the
dataset has been used by numerous researchers. In addition to the entire sample
analysis described above, a sub-sample analysis is done. The p-values obtained by
entire sample analysis and sub-sample analysis obtained by Bootstrap hypothesis
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tests will be provided.
The technique developed here enables to identify whether a specific subgroup
has a significant treatment effect. It can be also applied to any program evalua-
tion data not only restricted to this labor training program which was taken for a
demonstration in my dissertation.
1.3.3 BOSS under a Multi-Treament Setting
Matching method was introduced in a binary treatment setting (Cochran and Ru-
bin, 1973; Rubin, 1973) and later it was extended in a multi-treatment setting (Im-
bens, 2000; Lechner, 2001; Yang et al., 2016). On the other hand, so far, BOSS
estimators were only applied to datasets having binary treatment with treatment
indicator 0 for control units and 1 for treated units. In this section, BOSS estima-
tor that is applicable to datasets having multiple treatments is proposed. As in the
binary treatment setting, BOSS under a multi-treatment setting is a non-matching
technique which directly minimizes an extended imbalance measure and it does
not require to find a matched pair for each treated unit.
Before introducing a new BOSS estimator for multiple treatments, a matching
method for the multi-treatment setting by Yang et al. (2016) is reviewed. Then
a new BOSS estimator for multiple treatments is proposed and it is shown that
the proposed estimator is unbiased for the expected value of the sample average
treatment effect under certain conditions.
In the dissertation, a computational result demonstrating that the proposed BOSS
estimator outperforms the other matching estimators in terms of the size of bias
on a simulated dataset is provided.
1.3.4 Handling Missing Data in Observational Studies with BOSS
In this part of the dissertation, methods that are applicable when there is a miss-
ing covariate vector or some missing entries in the set of covariates are discussed.
Both matching and BOSS relies on strong ignorability assumption as mentioned
earlier. In this dissertation, a sensitivity analysis of BOSS estimators is conducted
to investigate how the estimated values change when the conditional independence
(unconfoundedness) assumption is violated because of a missing covariate vector.
To conduct a sensitivity analysis, a number of hidden/unmeasured covariate vec-
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tors were generated based on some parameter values using the method proposed
and implemented by Ichino et al. (2008) and Nannicini (2007). How this addition
affects the BOSS estimates and its standard error compared to matching estimates
are investigated.
In addition, two different BOSS methods that are applicable after multiple im-
putation on a dataset with missing entries in covariates are compared. Mitra and
Reiter (2016) studied two propensity score matching methods (namely, Across
and Within approaches) and showed that Across approach leads to a smaller bias
than Within approach. Across approach estimates the propensity score, averages
the propensity scores from the multiple datasets whose missing values are im-
puted, and finds a single treatment effect estimate. On the other hand, Within ap-
proach conducts the propensity score matching to find a treatment effect estimate
on each imputed dataset and finds a mean of the estimates. Similar approaches in
estimation using BOSS are defined and examined. The performance of two BOSS
methods are compared to each other as well as to the corresponding methods in
matching.
1.3.5 Duality in BOSS
Last part of the dissertation studies a dual problem of the BOSS formulation. As
stated earlier, BOSS can be formulated as an MIP. The integer constraints in the
MIP can be relaxed and the BOSS can be formulated as an LP if a fractional
contribution of control units in the optimal control group is allowed. Accordingly,
a dual problem of the LP can be found. Since understanding the meaning of the
variables and constraints in the dual problem is important, it is investigated as a
last part of the dissertation.
1.3.6 Outline
This dissertation is organized in the order that is mentioned above: Chapter 2 dis-
cusses on bias in Balance Optimization Subset Selection, Chapter 3 discusses on
treatment effect decomposition and bootstrap hypothesis testing in observational
studies, Chapter 4 discusses on BOSS under a multi-treatment setting, Chapter 5
discusses on handling missing data with BOSS, Chapter 6 discusses on duality in
BOSS, and Chapter 7 concludes.
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CHAPTER 2
BIAS IN BALANCE OPTIMIZATION
SUBSET SELECTION
2.1 Introduction
The Balance Optimization Subset Selection (BOSS) framework was proposed by
Nikolaev et al. (2013) as an alternative to matching methods for causal inference
using observational data. Due to advances in computing technology, this opti-
mization approach using Mixed Integer Programming (MIP) was enabled. This
approach directly minimizes an imbalance measure while traditional matching
methods do so indirectly.
Recently, Zubizarreta (2012) formulated a matching method as an MIP with a
term directly minimizing imbalance which differs from traditional matching meth-
ods. The formulation for BOSS is similar to this matching method as an MIP but
it differs in that BOSS does not require each treatment unit to be matched with a
control unit.
BOSS finds a control group that is more balanced (i.e., a control group that is
more similar to the treatment group in its covariate value distribution) than those
identified by traditional matching methods because BOSS directly minimizes a
given imbalance measure. In this chapter, selection bias is defined as the differ-
ence in mean control response of the treatment units and that of the selected con-
trol units. Within the BOSS framework, eliminating this bias as much as possible
is one of the aims of this chapter.
There have been numerous papers that have studied bias in causal analysis.
Unlike randomized experiments which select treated and control units at random,
bias from systematic differences in these two different groups of units is inevitable
in observational studies. Rubin (1973) viewed matching as a way of removing and
controlling the bias. Rosenbaum and Rubin (1985) explored the bias which arises
from incomplete matching. Heckman et al. (1998) characterized the selection bias
by decomposing it. They tested assumptions for matching methods and showed
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which component of the bias is associated with matching. Abadie and Imbens
(2012) introduced matching estimators that are bias-corrected.
As stated, bias associated with the matching estimator has been studied by many
researchers. However, a study of the bias in the treatment effect estimator based
on the BOSS framework is also necessary. What causes bias in BOSS and how to
reduce it are considered in this chapter.
When using Balance Optimization Subset Selection, bias in the treatment ef-
fect estimator occurs as a result of the following cases. First, it can occur when
an incorrect imbalance measure that does not comply with a functional form of
the response function is used. Second, even with a correct imbalance measure,
bias can be generated when there are insufficient data leading to residual imbal-
ance between the outcome groups. Non-zero bias can also result when an optimal
value of zero cannot be found because of technical issues like ineffective algo-
rithms and time constraints. It is called suboptimality in this chapter. Examples
corresponding to each of these cases generating bias will be provided.
The chapter is organized as follows. Section 2.2 investigates the relationship
between bias and the imbalance measure used by BOSS. Section 2.3 defines the
concept of the Balance Hierarchy and discusses how to identify the correct imbal-
ance measure. Section 2.4 provides examples illustrating the relationship between
bias and imbalance measures. Section 2.5 further studies the cases where residual
balance remains after optimization due to insufficient data and/or suboptimality
from technical issues. Section 2.6 combines the requirements to guarantee zero
bias from the BOSS estimator. Section 2.7 provides concluding comments.
2.2 Relationship between Bias and Imbalance
Measure
2.2.1 Role of Covariate Balance for Reducing Bias in the
Treatment Effect Estimator
This section studies the relationship between bias and an imbalance measure. Ex-
amples illustrating this relationship is provided in this section and Section 2.4.
Before going on to the examples, first recall that the sample average treatment
effect for the treated (SATT) is defined as (1.3).
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Further recall that the treated and untreated responses for unit u are of the forms
Y1u = h
1(Xu) + 1u and Y1u = h0(Xu) + 0u for a treatment response function h1(·)
and a control response function h0(·). Then the difference between the estimated
treatment effect, τ˜1T (C
′), and the SATT, τ1T , as the sum of selection bias and the
error terms can be written as follows.
τ˜1T (C
′) − τ1T =
 1|T |∑
t∈T
Y1t −
1
|C′|
∑
c∈C′
Y0c
 −  1|T |∑
t∈T
(
Y1t − Y0t
)
=
 1|T |∑
t∈T
Y0t −
1
|C′|
∑
c∈C′
Y0c

=
 1|T |∑
t∈T
h0(Xt) − 1|C′|
∑
c∈C′
h0(Xc)
︸                                     ︷︷                                     ︸
B(T,C′) : selection bias
+
 1|T |∑
t∈|T |
0t −
1
|C′|
∑
c∈C′
0c
︸                         ︷︷                         ︸
E(T,C′): error terms
(2.1)
Here it is assumed that the error term 0u for any unit u is zero in expectation.
Hence, in expectation, the difference of the estimated treatment effect and the
SATT, τ˜1T (C
′) − τ1T , is reduced to the selection bias, B(T,C′), which is defined as
the control response function mean of the treatment units minus that of the control
units.
On the response functions h0(Xu) and h1(Xu), the BOSS framework does not
have any specific requirements other than those required for unbiasedness based
on imbalance measures. These two response functions need not be the same.
Heterogeneity in the effects for treatment and control units will be identified after
conducting BOSS from a non-zero treatment effect estimate.
In the special case where the treatment response function is the same as the
control response function, the following relationship between the estimated ATT
and selection bias holds. Under this case that h0(Xu) = h1(Xu), the SATT, τ1T , is
zero in expectation. Accordingly, the expected value of the estimated treatment
effect is the same as the expected value of selection bias. That is,
E
[˜
τ1T (C
′)
]
= E
 1|T |∑
t∈T
Y1t −
1
|C′|
∑
c∈C′
Y0c

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= E
 1|T |∑
t∈T
h1(Xt) − 1|C′|
∑
c∈C′
h0(Xc)
 + E  1|T |∑
t∈T
1t −
1
|C′|
∑
c∈C′
0c

(2.2)
= E
 1|T |∑
t∈T
h0(Xt) − 1|C′|
∑
c∈C′
h0(Xc)

= E
[B(T,C′)]
In BOSS, the objective function of the optimization problem is defined as some
measure of covariate imbalance. A non-zero objective value, in general, leads to
non-zero bias. However, zero bias may be obtained even though there is residual
imbalance in the full joint distribution. Examples 1 and 2 illustrate those possibil-
ities.
Example 1. Consider the three covariate case with the untreated response function
h0(Xu) = 1.4Xu,1 + 1.3Xu,2 + 0.9Xu,3 for both treatment and control individuals.
Then the bias is defined by
B(T,C′) ≡
∑
t∈T h0(Xt)
|T | −
∑
c∈C′ h0(Xc)
|C′| . (2.3)
Given the linear response function,
B(T,C′) =
∑
t∈T (1.4Xt,1 + 1.3Xt,2 + 0.9Xt,3)
|T | −
∑
c∈C′(1.4Xc,1 + 1.3Xc,2 + 0.9Xc,3)
|C′|
=1.4(XT,1 − XC′,2) + 1.3(XT,2 − XC′,1) + 0.9(XT,3 − XC′,3),
(2.4)
where XG,k =
∑
u∈G Xu,k/|G| for G ∈ {T,C′}.
Under some generic form for the response function, it is common to have both
non-zero objective value and non-zero bias. To illustrate this case of non-zero
objective with a particular objective function as defined in (2.6), it is necessary to
introduce some additional notation.
Let P = {1, 2, 3} be the set of covariate indices. Denote the set of values that
the k-th covariate can have by Nk and suppose that the possible values for each
covariate are 1 and 2: Nk = {1, 2} for k ∈ P. Let Ek, j denote the bin of units whose
k-th covariate is equal to j, i.e., Ek, j is the set of units that have the value j for
their k-th covariate where k ∈ P, and let ηk, j(G) ≡ |Ek, j ∩ G| for G ∈ {T,C′}. For
each covariate, the first bin with j = 1 is for covariate value 1 and the second bin
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with j = 2 is for covariate value 2. Assume that the distributions of the treatment
group T and the selected control group C′ satisfy the following:
η1,1(T ) = 100, η1,2(T ) = 50,
η2,1(T ) = 50, η2,2(T ) = 100,
η3,1(T ) = 75, η3,2(T ) = 75,
η1,1(C′) = 100, η1,2(C′) = 50,
η2,1(C′) = 48, η2,2(C′) = 102,
η3,1(C′) = 76, η3,2(C′) = 74.
(2.5)
For a subset of covariate indices, K ⊂ P, use the objective function from
Sauppe et al. (2014) p.551:
IK (T,C′) =
∑
k∈K
∑
j∈Nk
|ηk, j(T ) − ηk, j(C′)| (2.6)
Here K = P = {1, 2, 3}. The objective value that is computed based on (2.6) is
given by 0+0+2+2+1+1 = 6 and the bias is given byB(T,C′) = −17/1500 since
XT,1 = XC′,1 = (100+2·50)/150, XT,2 = (50+2·100)/150, XC′,2 = (48+2·102)/150,
XT,3 = (75 + 2 · 75)/150, and XC′,3 = (76 + 2 · 74)/150.
Example 2. Note that sometimes zero bias may be obtained even in the case when
the objective value is not zero. To illustrate, consider an example with the same
ηk, j as above but with a different response function h0(Xu) = 1.4Xu,1 + 1.3Xu,2 +
2.6Xu,3. In this case, a zero-bias is obtained although the objective function is
non-zero.
The relationship between the bias and the objective function value after opti-
mization is summarized in Table 2.1. All four scenarios can happen as indicated.
Example 3 and 4 corresponding to zero-objective value will be introduced later in
Section 2.4.1.
Table 2.1: Relationship between objective function value and the bias
zero objective value non-zero objective value
zero bias
With a correct imbalance measure:
Example 3 on page 25
Example 2 on page 17
non-zero
bias
With an incorrect imbalance measure:
Example 4 on page 27
Example 1 on page 16
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Sauppe and Jacobson (2017) shows that covariate balance can be used to guar-
antee unbiasedness of treatment effect estimates under certain assumptions on the
control response function which relates the covariates to the control responses.
The required imbalance measures for several different functional forms of the con-
trol response function are summarized below.
Let K denote a subset of the set of all the covariate indices P = {1, 2, · · · ,K}.
If the response function has a term of the form
∑
k∈K βkXu,k for a unit u, then an
imbalance measure that includes the following term is needed:
IDOM:K (T,C′) =
∑
k∈K
∣∣∣∣∣∣∣ 1|T |∑t∈T Xt,k − 1|C′|
∑
c∈C′
Xc,k
∣∣∣∣∣∣∣ . (2.7)
If the response function has a term of the form γK
∏
k∈K (Xu,k)pk for some con-
stants pk ∈ R for k ∈ K and γK ∈ R, then an imbalance measure that includes
the difference in corresponding correlation terms as in the following equation is
needed:
ICorr:K (T,C′) =
∑
k∈K
∣∣∣∣∣∣∣ 1|T |∑t∈T
∏
k∈K
(Xt,k)pk − 1|C′|
∑
c∈C′
∏
k∈K
(Xc,k)pk
∣∣∣∣∣∣∣ . (2.8)
When a response function is separable for each covariate, an imbalance mea-
sure that balances the marginal distribution of those covariates such as IKS or
ICvM, which will be discussed in Section 2.3.1, will be needed. (Definition of
a separable response function and a non-separable response function will be ex-
plained in page 21.)
2.3 Balance Hierarchy and Correct Imbalance
Measure
In this section, correct and incorrect imbalance measures will be defined. First, a
concept of balance hierarchy is introduced.
Definition 1. An imbalance measure I1 is said to have a higher rank in the bal-
ance hierarchy than an imbalance measure I2 if I1 = 0 implies I2 = 0. In other
words, I1 is more highly ranked than I2 if I1 requires more balance than I2.
Consider the following imbalance measures including the ones used in the pre-
vious examples.
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For covariates k = 1, 2, · · · ,K,
• Difference of Means:
IDOM(T,C′) =
K∑
k=1
∣∣∣∣∣∣∣ 1|T |∑t∈T Xt,k − 1|C′|
∑
c∈C′
Xc,k
∣∣∣∣∣∣∣ (2.9)
• Difference of First and Second Moments:
IDOM+DOV(T,C′) = IDOM +
K∑
k=1
∣∣∣∣∣∣∣ 1|T |∑t∈T (Xt,k)2 − 1|C′|
∑
c∈C′
(
Xc,k
)2∣∣∣∣∣∣∣
(2.10)
• Bivariate Moment:
IDOM2(T,C′) = IDOM+DOV+
∑
(k1,k2)∈(P2)
∣∣∣∣∣∣∣ 1|T |∑t∈T Xt,k1 Xt,k2 − 1|C′|
∑
c∈C′
Xc,k1 Xc,k2
∣∣∣∣∣∣∣
(2.11)
where
(P
2
)
denotes a set of all the possible covariate index pairs.
• Kolmogorov-Smirnov Test Statistic:
IKS(T,C′) =
K∑
k=1
max
x∈Xk(T∪C′)
∣∣∣∣F̂k(T, x) − F̂k(C′, x)∣∣∣∣ (2.12)
where Xk(S ) ≡ {Xu,k : u ∈ S } denotes the set of possible values for
the k-th covariate value for all units u ∈ S , and F̂k(T, x) is the empirical
distribution function of the treatment group T while F̂k(C′, x) is that of
the control group C′. That is, F̂k(T, x) =
∣∣∣{u ∈ T : Xu,k ≤ x}∣∣∣/|T | and
F̂k(C′, x) =
∣∣∣{u ∈ C′ : Xu,k ≤ x}∣∣∣/|C′|.
• Joint Distribution:
Iecdf:D(T,C′) =
∑
D∈D
max
x∈XD(T∪C′)
∣∣∣∣F̂D(T, x) − F̂D(C′, x)∣∣∣∣ (2.13)
where D denotes the set of all possible covariate clusters. A covariate
cluster denotes a set of covariate indices and thus D is the power set of
P = {1, 2, · · · ,K}.
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According to Definition 1, the imbalance measure IDOM+DOV is more highly
ranked in the balance hierarchy than the imbalance measure IDOM because it re-
quires more balance between the matched groups to achieve zero objective value
when using this imbalance measure as an objective. Similarly, IDOM2 is more
highly ranked than both IDOM and IDOM+DOV. As additional terms to be bal-
anced are included, the corresponding imbalance measure will be ranked higher
and higher.
In addition, IKS is more highly ranked in the balance hierarchy than both im-
balance measures IDOM+DOV and IDOM since IKS requires the entire marginal
distribution of the covariates to be balanced while the others only require a bal-
ance in first and second moments.
In that sense, the imbalance measureIecdf:D in (2.13) would be among the most
highly ranked imbalance measures since it requires a balance in joint distributions
while the other measures such as IDOM, IDOM+DOV, and IKS require balance on
marginal distributions only and IDOM2 balances bivariate moments only among
the many other possible combinations of clusters for balancing.
Note that some ranks of imbalance measures are not comparable. For example,
there does not exist a strict ranking between a middle ranked imbalance mea-
sure and an imbalance measure created by combining a low ranked imbalance
measure with a high ranked imbalance measure. Additionally, among the above
examples, the rank of IDOM2 and IKS cannot be compared since IDOM2 has a
correlation term that IKS does not balance while the former does not balance the
entire marginal distribution as the latter does.
Figure 2.1: Balance Hierarchy Example
The ranks of the above imbalance measures are summarized in Figure 2.1. The
arrow indicates a direction from a low ranked imbalance measure to a high ranked
imbalance measure. If there does not exist a directed path from one imbalance
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measure to another imbalance measure, then the ranks of the two imbalance mea-
sures are not comparable.
From the way that each balance measure is defined, it can be easily shown that
the following relation holds:
Iecdf:D = 0 =⇒ IKS = 0 (2.14a)
Iecdf:D = 0 =⇒ IDOM2 = 0 (2.14b)
IKS = 0 =⇒ IDOM+DOV = 0 (2.15)
IDOM2 = 0 =⇒ IDOM+DOV = 0 (2.16)
IDOM+DOV = 0 =⇒ IDOM = 0 (2.17)
Equivalently, the following holds and it motivates a definition of correct balance
measure.
IDOM , 0 =⇒ IDOM+DOV , 0 =⇒ IDOM2 , 0 =⇒ Iecdf:D , 0 (2.18)
IKS , 0 =⇒ Iecdf:D , 0 (2.19)
Definition 2. An imbalance measure is said to be correct for a given problem if
it is equally or more highly ranked in the balance hierarchy than the imbalance
measure that is required by the functional form of the response function to ensure
that the bias equals zero.
In addition, consider a case with a non-separable response function. A response
function is said to be separable if it can be written in the form f (Xu,k1) + f (Xu,k2) +
· · ·+ f (Xu,km) for individual covariates in a setK = {k1, · · · km} ⊂ P = {1, 2, · · · ,K}
where K is the set of covariate indices that constitutes the response function. The
response function is non-separable if it is not separable.
If the response function is non-separable and is a function of covariates that
belong to a certain covariate cluster K , it is necessary to balance the joint distri-
bution of those covariates using the more generalized version ofIKS like (2.13) or
that ofICvM like (2.22) defined with a power set ofK in the next section, Section
2.3.1.
Theorem 1. (Corollary 13 on p.332 of Sauppe and Jacobson, 2017) If the imbal-
ance measure for the entire joint distribution of covariates is 0, then zero bias is
guaranteed for any functional form of the response function. That is,
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Iecdf:D(T,C′) =
∑
D∈D
maxx∈XD(T∪C′)
∣∣∣∣F̂D(T, x) − F̂D(C′, x)∣∣∣∣ = 0 (2.20)
will imply that B(T,C′) = 0 regardless of the response function’s form, where
XD(S ) is the set of possible values of the covariate combination D for all units u
in S , F̂D(T, x) is the empirical cumulative density function of the treatment group
T , and F̂D(C′, x) is that of the control group C′.
Theorem 2. Assuming that there are no unobserved covariates, the imbalance
measure Iecdf:D, which is the most highly ranked in the balance hierarchy, is cor-
rect for any functional form of the response function where D includes all possible
covariate clusters.
Proof. This follows from Definition 2 and Theorem 1. 
The above theorems are discussed with the full joint distribution because bal-
ance on the joint distribution ensures balance on any other sub-joint distributions.
For example, balance on the joint distribution of covariates P = {1, 2, 3} en-
sures balance on the entire set K1 = {1, 2, 3}, and balance on the pairwise-joints
K2 = {1, 2}, K3 = {1, 3}, and K4 = {2, 3} in addition to balance on the marginals
K5 = {1}, K6 = {2}, and K7 = {3}.
2.3.1 Another Imbalance Measure for Balancing the Distribution
This section introduces a new imbalance measure using the Cramer-von Mises
criterion, to compare the resulting covariate distributions of the treatment group
and the control group in addition to various imbalance measures used in Nikolaev
et al. (2013), Sauppe et al. (2014), and Sauppe and Jacobson (2017).
The following test statistic for two sample comparison is taken from Anderson
(1962). If this value is greater than a certain tabulated value, then reject the hy-
pothesis that the empirical distributions of the two samples are the same. Hence it
can be a criterion testing whether covariate balance is achieved between the two
groups.
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• Cramer-von Mises Test Statistic
ICvM(T,C′) =
|T | · |C′|
(|T | + |C′|)2
K∑
k=1
 ∑
x∈Xk(T∪C′)
(F̂k(T, x) − F̂k(C′, x))2

(2.21)
where F̂k denotes the empirical distribution function as in (2.12).
In addition, consider the joint distribution version of this Cramer-von Mises
Test Statistic using the empirical cumulative density functions for all possible
covariate clusters D ∈ D :
ICvM:D(T,C′) =
|T | · |C′|
(|T | + |C′|)2
∑
D∈D
 ∑
x∈XD(T∪C′)
(F̂D(T, x) − F̂D(C′, x))2
 (2.22)
The following theorem shows the relationship betweenIKS andICvM: they are
equally ranked in the balance hierarchy.
Theorem 3. The imbalance measure IKS is equal to zero if and only if ICvM is
equal to zero.
Proof.
IKS(T,C′) =
K∑
k=1
max
x∈Xk(T∪C′)
∣∣∣∣F̂k(T, x) − F̂k(C′, x)∣∣∣∣ = 0 (2.23)
⇐⇒ F̂k(T, x) − F̂k(C′, x) = 0 ∀x ∈Xk(T ∪C′) (2.24)
⇐⇒ (F̂k(T, x) − F̂k(C′, x))2 = 0 ∀x ∈Xk(T ∪C′) (2.25)
⇐⇒ ICvM(T,C′) = |T | · |C
′|
(|T | + |C′|)2
K∑
k=1
 ∑
x∈Xk(T∪C′)
(F̂k(T, x) − F̂k(C′, x))2
 = 0.
(2.26)

Similarly, Theorem 4 demonstrates that Iecdf:D and ICvM:D are equally ranked
in the balance hierarchy.
Theorem 4. The imbalance measure Iecdf:D is equal to zero if and only if the
imbalance measure ICvM:D is equal to zero.
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Proof. The proof of Theorem 4 is the same as the proof of Theorem 3 when
x ∈Xk(T ∪C′) is replaced by x ∈XD(T ∪C′). 
Theorem 3 tells that ICvM has the same rank in the balance hierarchy as IKS.
Similarly, from Theorem 4, Iecdf:D is ranked the same as ICvM:D. Accordingly,
the balance hierarchy in Figure 2.1 can be extended to the directed graph as in
Figure 2.2.
Figure 2.2: Another Balance Hierarchy Example
As in Theorem 4, the imbalance measure ICvM:D is also correct for any func-
tional form of the response function. However, the imbalance measure ICvM:D as
well asIecdf:D is not often used in practice since it is extremely difficult to achieve
an objective value of zero with these measures. In particular, as the number of
covariates increases, the number of possible covariate clusters increases exponen-
tially and thus it becomes more difficult to achieve an optimal value of zero. Such
cases yielding a non-zero optimal value although the imbalance measure is correct
will be discussed in Section 2.5. Before that, examples with incorrect imbalance
measures are provided in the following section.
2.4 Examples
2.4.1 Examples with Incorrect Imbalance Measures
Use of DOM Imbalance Measure When The Response Function Is Not Linear
The first example provided in this section corresponds to a case with a correct
imbalance measure where zero objective value implies zero bias.
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Example 3. Consider the Difference of Means (DOM) imbalance measure in
(2.9):
IDOM(T,C′) =
K∑
k=1
∣∣∣∣∣∣∣ 1|T |∑t∈T Xt,k − 1|C′|
∑
c∈C′
Xc,k
∣∣∣∣∣∣∣ (2.27)
Suppose that K = 1, and both the treatment group and the control group are
composed of 100 units respectively. Say, T = {t1, · · · , t100} and C′ = {c1, · · · , c100}.
Moreover, suppose that
Xt,1 =

50 for 1 ≤ i ≤ 90, ti ∈ T
25 for 91 ≤ i ≤ 95, ti ∈ T
75 for 96 ≤ i ≤ 100, ti ∈ T
(2.28)
and
Xc,1 =

50 for 1 ≤ i ≤ 10, ci ∈ C′
25 for 11 ≤ i ≤ 55, ci ∈ C′
75 for 56 ≤ i ≤ 100, ci ∈ C′
(2.29)
Then
IDOM(T,C′) =
∣∣∣∣∣∣∣ 1|T |∑t∈T Xt,1 − 1|C′|
∑
c∈C
Xc,1
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
(
50 · 90 + 25 · 5 + 75 · 5
100
− 50 · 10 + 25 · 45 + 75 · 45
100
)∣∣∣∣∣∣
= 0
(2.30)
When the response function is of the form h(X) = βT X +α then an objective value
of zero will imply zero bias. This is a direct consequence of Theorem 5.
Theorem 5. (Theorem 7 on p.330 of Sauppe and Jacobson, 2017) Having the
DOM imbalance measure equal zero is necessary and sufficient for the bias to
equal to zero for all possible linear response functions (i.e., h0(Xu) = βT Xu + α =∑
k∈P βkXu,k + α for all α ∈ R and β ∈ RK where the set of all the covariate indices
is P = {1, 2, · · · ,K}).
Note that the condition IDOM = 0 is sufficient but not necessary for B(T,C′) =
0 when the response is linear with fixed α and β. As an example, consider the
following case with two covariates (K = 2). Suppose that there are 100 units
respectively in the treatment group T and the selected control group C′. Denote
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the treatment units as t1, t2, · · · , t100 and the control units as c1, c2, · · · , c100. Let
the covariate values be given by
Xti =

(1, 0) for 1 ≤ i ≤ 45
(0,−1) for 46 ≤ i ≤ 90
(2, 3) for 91 ≤ i ≤ 95
(−3,−2) for 96 ≤ i ≤ 100
(2.31)
for the treatment units and
Xci =

(1, 0) for 1 ≤ i ≤ 5
(0,−1) for 6 ≤ i ≤ 10
(2, 3) for 11 ≤ i ≤ 55
(−3,−2) for 56 ≤ i ≤ 100
(2.32)
for the control units.
Suppose that h0(Xu) = Xu,1 + Xu,2 is the response function of both groups (i.e.,
α = 0 and β = (1, 1) ∈ R2). Then
1
|T |
∑
t∈T
Xt,1 − 1|C′|
∑
c∈C′
Xc,1
=
1 · 45 + 0 · 45 + 2 · 5 − 3 · 5
100
− 1 · 5 + 0 · 5 + 2 · 45 − 3 · 45
100
= 0.8 , 0
(2.33)
and
1
|T |
∑
t∈T
Xt,2 − 1|C′|
∑
c∈C′
Xc,2
=
0 · 45 − 1 · 45 + 3 · 5 − 2 · 5
100
− 0 · 5 − 1 · 5 + 3 · 45 − 2 · 45
100
= −0.8 , 0
(2.34)
hence
IDOM = 1.6 , 0. (2.35)
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However,
B(T,C′) = 1|T |
∑
t∈T
(
Xt,1 + Xt,2
) − 1|C′|∑
c∈C′
(
Xc,1 + Xc,2
)
=
1 · 45 − 1 · 45 + 5 · 5 − 5 · 5
100
− 1 · 5 − 1 · 5 + 5 · 45 − 5 · 45
100
= 0.
(2.36)
Now consider the case when the response function is not linear (e.g., h0(X) =∑
k∈K βkXu,k +
∑
k∈K γk(Xu,k)2 +
∑
(k1,k2)∈(K2 ) γk1,k2 Xu,k1 Xu,k2 + α). In that case, a value
of zero from the DOM imbalance measure does not imply zero bias.
Example 4. Consider the response function of the quadratic form:
h0(Xu) =
∑
k∈K
Xu,k +
∑
k∈K
X2u,k = Xu,1 + X
2
u,1 (2.37)
where the covariates are given by (2.28) and (2.29) as above. Then the bias is
given by
B(T,C′)
=
1
|T |
∑
t∈T
h0(Xt) − 1|C′|
∑
c∈C′
h0(Xc)
=
2550 · 90 + 650 · 5 + 5700 · 5
100
− 2550 · 10 + 650 · 45 + 5700 · 45
100
= −2285
(2.38)
When the response function is not linear, an appropriate imbalance measure is
needed to be set. The following theorem for the case with the second moment
terms in the response function has been stated on p.34 of Sauppe (2015) without
proof and the detailed proof is provided here.
Theorem 6. Let P = {1, 2, · · · ,K} and
(P
2
)
denote a set of all the possible covari-
ate index pairs. Then the biasB(T,C′) equals zero for all response functions of the
second-order form h0(Xu) =
∑
k∈P βkXu,k+
∑
k∈P γk(Xu,k)2+
∑
(k1,k2)∈(P2) γk1,k2 Xu,k1 Xu,k2+
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α if and only ifIDOM2 = 0 whereIDOM2 is the imbalance measure given in (2.11):
IDOM2(T,C′) =
∑
k∈P
∣∣∣∣∣∣∣ 1|T |∑t∈T Xt,k − 1|C′|
∑
c∈C′
Xc,k
∣∣∣∣∣∣∣ + ∑k∈P
∣∣∣∣∣∣∣ 1|T |∑t∈T X2t,k − 1|C′|
∑
c∈C′
X2c,k
∣∣∣∣∣∣∣
+
∑
(k1,k2)∈(P2)
∣∣∣∣∣∣∣ 1|T |∑t∈T Xt,k1 Xt,k2 − 1|C′|
∑
c∈C′
Xc,k1 Xc,k2
∣∣∣∣∣∣∣ .
(2.39)
Proof. The sufficiency part can be proved as follows. Note that IDOM2 = 0 is
equivalent to the following three conditions in (2.40) to (2.42):
1
|T |
∑
t∈T
Xt,k − 1|C′|
∑
c∈C′
Xc,k = 0 ∀k ∈ P, (2.40)
1
|T |
∑
t∈T
X2t,k −
1
|C′|
∑
c∈C′
X2c,k = 0 ∀k ∈ P, (2.41)
and
1
|T |
∑
t∈T
Xt,k1 Xt,k2 −
1
|C′|
∑
c∈C′
Xc,k1 Xc,k2 = 0 ∀(k1, k2) ∈
(P
2
)
. (2.42)
It implies that
B(T,C′) = 1|T |
∑
t∈T
h0(Xt) − 1|C′|
∑
c∈C′
h0(Xc)
=
1
|T |
∑
t∈T
∑
k∈P
βkXt,k +
∑
k∈P
γk(Xt,k)2 +
∑
(k1,k2)∈(P2)
γk1,k2 Xt,k1 Xt,k2 + α

− 1|C′|
∑
c∈C′
∑
k∈P
βkXc,k +
∑
k∈P
γk(Xc,k)2 +
∑
(k1,k2)∈(P2)
γk1,k2 Xc,k1 Xc,k2 + α

=
∑
k∈P
βk
 1|T |∑
t∈T
Xt,k − 1|C′|
∑
c∈C
Xc,k
 + ∑
k∈P
γk
 1|T |∑
t∈T
X2t,k −
1
|C′|
∑
c∈C′
X2c,k

+
∑
(k1,k2)∈(P2)
γk1,k2
 1|T |∑
t∈T
Xt,k1 Xt,k2 −
1
|C′|
∑
c∈C′
Xc,k1 Xc,k2
 = 0
To prove necessity, suppose to the contrary that at least one of the three condi-
tions (2.40), (2.41), and (2.42) is not satisfied. Then
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1
|T |
∑
t∈T
Xu,k∗ − 1|C′|
∑
c∈C′
Xc,k∗ , 0 for some k∗ ∈ P, (2.43)
1
|T |
∑
t∈T
X2t,k∗∗ −
1
|C′|
∑
c∈C′
X2c,k∗∗ , 0 for some k
∗∗ ∈ P, (2.44)
or
1
|T |
∑
t∈T
Xt,k˜1 Xt,k˜2 −
1
|C′|
∑
c∈C′
Xc,k˜1 Xc,k˜2 , 0 for some (k˜1, k˜2) ∈
(P
2
)
. (2.45)
As in the proof for Theorem 5, take one of the cases among (2.43), (2.44),
and (2.45) that do not satisfy (2.40), (2.41), and (2.42). Let βk∗ = 1 and all the
other coefficients be 0 in case of (2.43) is selected. Moreover, let γk∗∗ = 1 and
all the other coefficients be 0 in case of (2.44), and let γk˜1,k˜2 = 1 and all the other
coefficients be 0 in case of (2.45).
Then it becomes one of the following cases.
B(T,C′) = 1|T |
∑
t∈T
Xt,k∗ − 1|C′|
∑
c∈C′
Xc,k∗ , 0, (2.46)
B(T,C′) = 1|T |
∑
t∈T
X2t,k∗∗ −
1
|C′|
∑
c∈C′
X2c,k∗∗ , 0, (2.47)
or
B(T,C′) = 1|T |
∑
t∈T
Xt,k˜1 Xt,k˜2 −
1
|C′|
∑
c∈C′
Xc,k˜1 Xc,k˜2 , 0. (2.48)
Hence, the bias is not equal to zero for such choice of coefficients. 
Note that for fixed α and β, the condition IDOM2 = 0 is sufficient but not nec-
essary for B(T,C′) = 0. The following is an example where B(T,C′) = 0 while
IDOM2 , 0.
Suppose that there are two covariates, P = {1, 2}, and the response function is
given by h0(Xu) = Xu,1 + Xu,2 + X2u,1 + X
2
u,2 + Xu,1Xu,2 for both the treatment group
and the control group. That is, α = 0 and
βk = γk = γk1,k2 = 1 ∀k ∈ P, (k1, k2) ∈
(P
2
)
(2.49)
in the second-order response function.
Let the covariate values for units in T = {t1, t2, · · · , t100} and C′ = {c1, c2, · · · , c100}
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be given by
Xti =

(1,−52 ) for 1 ≤ i ≤ 45
(0, 0) for 46 ≤ i ≤ 95
(−1+
√
57
4 ,
−1−√57
4 ) for 96 ≤ i ≤ 100
(2.50)
and
Xci =

(1,−52 ) for 1 ≤ i ≤ 5
(0, 0) for 6 ≤ i ≤ 55
(−1+
√
57
4 ,
−1−√57
4 ) for 56 ≤ i ≤ 100
(2.51)
for i = 1, 2, · · · , 100. Then
1
|T |
∑
t∈T
Xt,1 − 1|C′|
∑
c∈C′
Xc,1 =
5 − √57
10
, 0, (2.52)
1
|T |
∑
t∈T
Xt,2 − 1|C′|
∑
c∈C′
Xc,2 =
−9 + √57
10
, 0, (2.53)
1
|T |
∑
t∈T
X2t,1 −
1
|C′|
∑
c∈C′
X2c,1 =
−21 + √57
20
, 0, (2.54)
1
|T |
∑
t∈T
X2t,2 −
1
|C′|
∑
c∈C
X2c,2 =
21 − √57
20
, 0, (2.55)
1
|T |
∑
t∈T
Xt,1Xt,2 − 1|C′|
∑
c∈C′
Xc,1Xc,2 =
2
5
, 0. (2.56)
Hence, IDOM2 , 0 but
B(T,C′) =
2∑
k=1
 1|T |∑
t∈T
Xt,k − 1|C′|
∑
c∈C′
Xc,k
 + 2∑
k=1
 1|T |∑
t∈T
X2t,k −
1
|C′|
∑
c∈C′
X2c,k

+
 1|T |∑
t∈T
Xt,1Xt,2 − 1|C′|
∑
c∈C′
Xc,1Xc,2

=
5 − √57
10
+
−9 + √57
10
+
−21 + √57
20
+
21 − √57
20
+
2
5
= 0.
(2.57)
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Use of Imbalance Measure Balancing Only the Marginal Distribution When
Covariates Are Correlated
Consider the case that the two groups have an identical marginal distribution but
not identical joint distributions. Suppose that K = 2 and the covariate values for
the treatment units are given by
Xti =

(i, 101 − i) for 1 ≤ i ≤ 100
(i − 100, i − 100) for 101 ≤ i ≤ 200
(i − 200, i − 200) for 201 ≤ i ≤ 300
(2.58)
while those of the control units are given by
Xci =

(i, 101 − i) for 1 ≤ i ≤ 100
(i − 100, 201 − i) for 101 ≤ i ≤ 200
(i − 200, i − 200) for 201 ≤ i ≤ 300
(2.59)
for T = {t1, t2, · · · , t300} and C′ = {c1, c2, · · · , c300}
Then the imbalance measure derived from the Kolmogorov-Smirnov Test Statis-
tic in (2.60) equals zero,
IKS(T,C′) =
K∑
k=1
max
x∈Xk(T∪C′)
∣∣∣∣F̂k(T, x) − F̂k(C′, x)∣∣∣∣ (2.60)
whereXk(S ), F̂k(T, x), and F̂k(C′, x) are defined as in (2.12).
On the other hand, if the response function is not separable so that it contains
an interaction term, then having the same marginal distribution is insufficient to
ensure zero bias. For example, suppose that the response function is given by
h0(Xu) = h1(Xu) = Xu,1Xu,2. It implies
B(T,C′) = 1|T |
∑
t∈T
h0(Xt) − 1|C′|
∑
c∈C′
h0(Xc)
=
∑100
i=1
(
i(101 − i) + 2i2
)
300
−
∑100
i=1
(
2i(101 − i) + i2
)
300
=
1111
2
.
(2.61)
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2.4.2 Example with An Improper Bin Size
Insufficient Granularity in Coarsened Binning Method
Consider the following histogram binning imbalance measure (Nikolaev et al.,
2013):
Ihist(T,C′) =
K∑
k=1
∑
b∈Mk
∣∣∣∣∣ |T ∩ Bk,b||T | − |C′ ∩ Bk,b||C′|
∣∣∣∣∣ (2.62)
where Bk,b denotes the set of units whose value for the k-th covariate is in the b-th
bin, for b ∈ Mk, the set of indices for covariate k’s bins.
Let K, the number of covariates, be 1 for the following example. Suppose
further that there are 300 treatment units {t1, · · · , t300} in the treatment group and
300 control units {c1, · · · , c300} in the control group where the treatment units have
covariate values given by
Xti,1 =

4i + 1 for 1 ≤ i ≤ 100
4(i − 100) + 1 for 101 ≤ i ≤ 200
4(i − 200) + 3 for 201 ≤ i ≤ 300
(2.63)
and the control units have their covariate values given by
Xci,1 =

4i + 3 for 1 ≤ i ≤ 100
4(i − 100) + 3 for 101 ≤ i ≤ 200
4(i − 200) + 1 for 201 ≤ i ≤ 300.
(2.64)
Form the coarsened bins so that the b-th bin of the single covariate represents
an interval [4b, 4b + 4] for b ∈ Mk = {1, 2, · · · , 100}. For the single covariate,
there are 100 bins in total and each bin contains exactly three treatment units and
three control units.
Then
Ihist(T,C′) =
1∑
k=1
100∑
b=1
∣∣∣∣∣ |T ∩ Bk,b||T | − |C′ ∩ Bk,b||C′|
∣∣∣∣∣ = 0 (2.65)
since |T ∩ B1,b| = |C′ ∩ B1,b| = 3 for each b and |T | = |C′| = 300. In other words,
with this particular coarsened binning for the imbalance measure, an objective
value of zero is obtained. On the other hand, the bias need not be zero.
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Suppose that the response function is defined as follows:
h0(Xu) = 1.5Xu,1. (2.66)
Then the bias is given by
B(T,C′) = 1
300
100∑
i=1
[1.5 · (4i + 1) · 2 + 1.5 · (4i + 3)]
− 1
300
100∑
i=1
[1.5 · (4i + 3) · 2 + 1.5 · (4i + 1)]
=
1
300
100∑
t=1
(−3) = −1.
(2.67)
Note that this case with a single covariate corresponds to a coarsened matching
method – matching the units that lie in the same bins.
2.5 Non-zero Optimum under Correct Imbalance
Measure
The optimal value from BOSS may not be zero if there is either insufficient data
and/or optimization issues, regardless of whether the chosen imbalance measure
is correct for the problem. These cases in general lead to non-zero bias.
2.5.1 Insufficient Data
This section provides an example of insufficient data. Let K = 1. Suppose that
the covariate values of treatment units {t1, t2, · · · , t300} are distributed as
Xti,1 =
i for 1 ≤ i ≤ 200i − 200 + 50 for 201 ≤ i ≤ 300 . (2.68)
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Suppose that the pool of control units C = {c1, · · · , c400} have covariates given by
Xci,1 =

i for 1 ≤ i ≤ 100
i − 100 for 101 ≤ i ≤ 200
i − 200 + 50 for 201 ≤ i ≤ 300
i − 300 + 50 for 301 ≤ i ≤ 400
. (2.69)
Suppose that h1(Xu) = h0(Xu) = Xu and thusIDOM is a correct imbalance mea-
sure. However, an imbalance measure of zero cannot be achieved in this case.
When restricting to the case that the size of the selected control group is the same
as that of the treatment group (i.e., |C′| = 300), the minimum value in the imbal-
ance measure is obtained by choosing
C′ = {c51, c52, · · · , c100, c151, c152, · · · c400}. (2.70)
(Note that there are many alternate optima in this problem.) In this case, the bias
is equal to the following:
B(T,C′) = 1|T |
∑
t∈T
Xt,k − 1|C′|
∑
c∈C′
Xc,k =
25
3
. (2.71)
This example corresponds to the case of “non-zero objective – non-zero bias”
in Table 2.1. In this case, the bias can be corrected by adding appropriate control
units to the data so that there exists sufficient overlap between the treatment group
and control pool and thus balanced groups can be chosen for estimation.
How Much Overlap Is Needed to Be Sufficient?
In this section, how much overlap is needed to achieve a zero objective value in
the imbalance minimization problem of BOSS is investigated. To achieve a zero
objective value, there does not need to be complete overlap between the two inter-
vals that the treatment and control groups are laid on. For example, an objective
value of zero for the DOM imbalance measure can be achieved in the follow-
ing case where treatment units are in [1, 100] and units in the control pool are in
[2, 101].
Let K = 1. Suppose that the covariate values of treatment units t ∈ T are
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distributed as
Xti,1 = i ∀ti ∈ T = {t1, · · · , t100} (2.72)
while the control units c ∈ C = {c1, · · · , c200} have
Xci,1 = i + 1 for ci ∈ {c1, · · · , c100}
Xci,1 = i − 99 for ci ∈ {c101, · · · , c200}
(2.73)
and the response function is given as above: h0(Xu) = h1(Xu) = Xu. Then the value
of 0 in the imbalance measure can be achieved by choosing C′ = {c1, · · · , c98, c101, c198}
so that 1|T |
∑
t∈T Xt,k = 1|C′ |
∑
c∈C′ Xc,k = 50.5 and thus 1|T |
∑
t∈T Xt,k− 1|C′ |
∑
c∈C′ Xc,k = 0.
There are many alternative optima to this problem. For example, all of the follow-
ing sets for C′ satisfy the condition for zero optimum:
{c1, · · · c98, c102, c197}, {c1, · · · c98, c103, c196}, · · · , {c1, · · · c98, c149, c150},
{c2, · · · , c97, c148, c149, c150, c151}, · · · , {c25, · · · c74, c125, · · · c174}.
Given the information on the response function, how much they should be over-
lapped to achieve zero imbalance measure can also be computed. As an illustra-
tion, consider the same setting as above except that the control pool’s covariate
value distribution is given by
Xci,1 = i + z for ci ∈ {c1, · · · , c100}
Xci,1 = i + z − 100 for ci ∈ {c101, · · · , c200}.
(2.74)
Figure 2.3: Range of Covariate Values
Here the control pool size is twice as large as the treatment group. If the control
group is chosen without replacement and with a condition that |C′| = |T | as done
so far, then any integer z ∈ [−25, 25] would be sufficient to have optimal value
0 when minimizing the DOM imbalance measure. Any z values outside of this
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interval (i.e., z > 25 or z < −25) will result in insufficient overlap. Extreme
cases with an insufficient overlap would be the cases without any overlapping
interval between the range of the treatment group covariate values and the range
of the control pool covariate values (here in this example, that is when z > 100 or
z < −99).
However, zero objective value may not be achieved even though the z is in the
interval [−25, 25]. If z = 23.002, then the sum of control units’ covariate values,∑
c∈C′ Xc,k, is fractional for any selection of a control group C′ from the pool C
while the the sum of the treatment units’ covariate values,
∑
t∈T Xt,k, is integral.
Accordingly, with such a value for z, a zero bias cannot be achieved since any
fractional number cannot be equal to an integer while |T | and |C′| are the same.
This suggests that, although it is not necessary to have a complete overlap be-
tween the treatment and control values, merely having a large overlapping region
between covariate value range of the treatment group and that of the control pool
may not be very informative about whether an objective value of zero is achiev-
able or not. Sufficient overlap between the treatment pool and the control pool
should be defined based on homogeneity of the two sets.
Definition 3. Given an imbalance measure I , a treatment group T is has more
overlap with C than with C˜ if
min
C′⊆CI (T,C
′) < min
C˜′⊆C˜
I (T, C˜′) (2.75)
In addition, there is enough overlap between the treatment pool T and the control
pool C if a control group C′ ⊆ C such that I (T,C′) = 0 can be found.
Note that a stricter overlap condition is required when using an imbalance mea-
sure with a higher ranking in the balance hierarchy. Suppose that there are im-
balance measures I1 and I2 where I1 has a higher rank than I2. Then from
Definition 1, I1 = 0 implies that I2 = 0. As such, the amount of overlap that is
necessary to ensure that I1 = 0 is at least as large as (and almost certainly larger
than) the amount of overlap necessary to ensure that I2 = 0.
From Theorem 1 and Definition 3, the best data to add to the control pool is data
that provides enough overlap forIecdf:D, so that it is possible to find a C′ ⊆ C that
satisfies Iecdf:D(T,C′) = 0. Such a control group would then provide a treatment
effect estimate with zero bias regardless of the functional form of the response
function. In order for the optimal value of Iecdf:D to equal zero, it is necessary to
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have a unit c to C that is identical to a unit t for each t ∈ T .
2.5.2 Suboptimality from Technical Issues in Optimization
In many simulations of the BOSS method using a large number of covariates and
large treatment and control pools, an optimal value of zero could not be obtained
due to time constraints. See Sauppe et al. (2014) for examples. This issue could
potentially be resolved by adopting a more effective algorithm to solve the prob-
lem, by assigning more time for computation, or by using a more powerful com-
puter. However, this is not always possible because the general BOSS problems
are computationally intractable. Sauppe et al. (2014) shows that BOSS is NP-hard
except in some special cases.
2.6 Conditions for Zero Bias in BOSS
Putting all the discussions from earlier sections together, the earlier discussions
can be summarized with the following theorem.
Theorem 7. Suppose that the BOSS problem satisfies all of the following three
conditions:
1. Given the functional form of the response functions, a correct imbalance
measure that corresponds to it is used.
2. There are sufficient data to ensure that an optimal value of 0 in the correct
imbalance measure can be obtained.
3. There is an effective algorithm as well as a fast enough computer that can
solve the problem to optimality without hitting the time constraints.
Then there is no bias in the estimate derived from the solution identified by BOSS.
Proof. Condition 2 implies that there are enough data to achieve an optimal value
of zero in theory. And this zero imbalance measure is achievable in practice since
there is not any optimization issues from Condition 3. Lastly, having an opti-
mal value equal to zero implies that there is zero bias since a correct imbalance
measure is used from Condition 1. 
37
In other words, the three cases 1, 2, and 3 listed below exhaust all the possible
cases that may lead to bias. When these bias issues are resolved, then there is not
any bias when estimating the average treatment effect for the treated.
1. Incorrect imbalance measure
2. Insufficient data (data without enough overlap)
3. Suboptimality
While finding an exact functional form is a huge challenge, case 1 is easy to
resolve since it is known which imbalance measure will be correct from Defini-
tions 1 and 2, and Theorems 5 and 6 after identifying the functional form of the
response function. However, when there are limited observational data, it is very
likely to confront case 2. Additionally case 3, suboptimality, may arise when there
are a large number of covariates to be balanced. When the number of covariates
increases, it is not only difficult to have an optimal value of zero but also it is
difficult to actually find an optimal solution given the computational intractability
of the problem.
2.7 Concluding Remarks
The three conditions guaranteeing zero bias, which is the exact opposite of the
three cases for generating bias as discussed in the previous section, can be elabo-
rated as follows.
First, a correct imbalance measure is needed. Researchers should understand
the concept of the Balance Hierarchy and use an imbalance measure that is correct.
As an example, a linear response function requires a DOM imbalance measure,
IDOM, as in (2.9). As another example, when there is a correlation term in the re-
sponse function, a correspondingICorr:K term like (2.8) in the imbalance measure
for the set of covariate indices, K , is needed.
The imbalance measures that are highest in the balance hierarchy for separable
response functions,IKS in (2.12) andICvM in (2.21), and those for non-separable
case,Iecdf:D in (2.13) andICvM:D in (2.22) were also discussed. Note that, because
the general non-separable case includes the separable case, Iecdf:D and ICvM:D
are more highly ranked than IKS and ICvM. Further recall that, although the
imbalance measures Iecdf:D and ICvM:D are ranked the highest and are correct for
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any functional form of the response function, they are not often used in practice
as it is difficult to obtain sufficient data to ensure that an objective value of zero
can be achieved.
Second, there should be sufficient data. The control pool data that is available
for solving the optimization problem should have enough overlap with the treat-
ment group data.
Lastly, there should not be any issues in optimization. That is, an effective
algorithm is needed to solve the problem and a computer that is able to solve the
problem to optimality within a reasonable time limit.
Preliminary work on the balance hierarchy comparing the various imbalance
measures and identifying which imbalance measure should be used for various
cases had been done by Sauppe and Jacobson (2017). The hierarchy presented
in this chapter provides an alternate perspective. The hierarchy defined in this
chapter aggregates the terms in the control response function and uses it to rank
the various imbalance measures while Sauppe and Jacobson (2017) focuses on the
individual terms and the relationship between them.
In addition, imbalance measures likeICvM andICvM:D are newly adopted using
the concept of the Cramer-von Mises test statistic. Furthermore, the discussion in
this chapter provides additional value since it exhausts all possible cases for bias
and provides many examples.
In this chapter, when bias can occur in the BOSS method was considered. As
noted, it may be difficult to eliminate all bias. Even though zero bias may not be
achieved, it is always important to select a control group whose distribution is as
similar to that of the treatment group because closely balanced groups offer many
benefits.
39
CHAPTER 3
TREATMENT EFFECT DECOMPOSITION
AND BOOTSTRAP HYPOTHESIS
TESTING IN OBSERVATIONAL STUDIES
3.1 Introduction
Determining whether a treatment causes a certain effect is essential in many fields.
In randomized experiments, researchers can easily estimate the treatment effect.
Units under study are randomly assigned to either a treatment pool or a control
pool in an experimental setting. This ensures that there will be no systematic
difference in their characteristics on average. However, in many cases where ran-
domized experiments cannot be implemented, researchers have to rely on obser-
vational data. For example, when examining whether radiation exposure causes
cancer, researchers cannot conduct a randomized experiment because assigning
individuals to be exposed to (possibly harmful) radiation would be unethical. Sim-
ilarly, verifying a causal relation between smoking and cancer must rely on obser-
vational data as one cannot force some randomly selected individuals to smoke.
Matching is a common method for causal inference with observational data.
Each unit has a set of attributes called covariates. Recall that a treatment pool (or
a treatment group) is a set of units who were treated and a control pool is the set of
units who were not treated. The objective of matching methods is to find exact or
close matches from the control pool having similar covariate values for each unit
in the treatment pool. The chosen units from the control pool constitutes a control
group. Covariate balance, a function of the treated units’ and control units’ co-
variate vectors, measures the similarity between the covariate distributions of the
treatment group and the control group and thus the effectiveness of the matching.
However, matching methods have limitations in that they aim to achieve covariate
balance indirectly. To overcome this drawback, the Balance Optimization Subset
Selection (BOSS) framework was proposed by Nikolaev et al. (2013).
This chapter uses BOSS to estimate the treatment effects with a new perspec-
tive. First, the treatment group T and control pool C are partitioned into several
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subsets depending on specific covariate values of interest. Partitioning the set
based on specific covariate values is not a new idea. Subclassification is a term
that has been used in the literature to subdivide units into smaller groups based
on certain covariates or propensity score (Cochran, 1968; Rosenbaum and Rubin,
1985). The propensity score subclassificiation method is also known as Stratifi-
cation as it forms strata where units in each stratum have approximately the same
propensity score. The method introduced in this chapter coincides with subclassi-
fication in the case of experimental data but it differs in the case of observational
data in that within each subclass BOSS method is used to find a subset of control
units that is most balanced with the treatment group.
After partitioning these sets, the size of a treatment effect by each of the com-
ponents in the partition of the treatment group is computed. Treatment effects that
differ across diverse sub-populations are referred as Heterogeneous Treatment Ef-
fects (Xie et al., 2012; Imai et al., 2013). Since “effects vary across individuals,
between groups, over time, and across space” as noted in Elwert and Winship
(2010), it is important to understand the treatment effect heterogeneity that arises
from different subsets. The purpose of this chapter is to identify heterogeneous
treatment effects in a certain partition of the entire set of units. How the treatment
effects from the subsets are related to the treatment effect of the entire set will be
investigated and their statistical significance will be checked.
Consider investigating whether a power toothbrush is effective in removing
plaque (Grender et al., 2013). Possible covariate values for the study include gen-
der, age, and dietary pattern. The set of units for the study may be divided into two
groups (by gender) or several groups (by the age of the participants). Would the
treatment effect of the power toothbrush differ by gender? Would it be different
for different age groups? Would the identified treatment effects be significant?
To answer such questions, the treatment effect of the entire treatment and con-
trol units is decomposed first. In particular, Balance Optimization Subset Selec-
tion (BOSS) is used to compute the treatment responses. Denote a treatment group
by T and a control pool by C. In BOSS, a control group C′ ⊂ C, as set of units that
minimizes covariate imbalance is chosen. Then the treatment effect can be esti-
mated with a difference in average treated response value of the treated units in T
and the average untreated response value of the control units in C. (See Nikolaev
et al. (2013) and Sauppe et al. (2014) for a detailed explanation of BOSS.) As a
next step, how a bootstrap hypothesis test can be conducted on the results obtained
by BOSS is introduced to determine statistical significance of the effects. These
41
methods are applied to the LaLonde (1986) dataset for a labor program evaluation.
Lastly, the dataset is re-analyzed by creating sub-samples composed of a subset
of units from a treatment group and a corresponding control pool.
The chapter is organized as follows. Section 3.2 reviews the BOSS framework.
Section 3.3 introduces decomposition of the treatment effect. Section 3.4 dis-
cusses how to apply the two-sample bootstrap hypothesis test to check statistical
significance of the heterogeneous treatment effects. Section 3.5 applies the theory
to the LaLonde data. Section 3.6 provides concluding remarks.
3.2 Balance Optimization Subset Selection (BOSS)
In the following sections, the methods of treatment effect decomposition and boot-
strap hypothesis testing which can be applied on the estimates obtained by BOSS
are introduced.
Matching methods find pairs for each treated unit with a control unit and try
to achieve balance in the distribution of the covariates indirectly. BOSS finds the
best control group by directly minimizing a covariate imbalance measure chosen
by researchers. That is, BOSS selects a control group C′ from the control pool
C that has similar covariate values in aggregate (i.e., that maximize balance) with
the treatment group T through BOSS.
Recall that Y1t and Y
0
t denote the treated and untreated responses of a treated unit
t ∈ T respectively and the SATT is defined as (1.3). Since Y0t is unavailable, the
SATT is estimated through an estimator in (1.4) using a control group C′ obtained
by BOSS.
BOSS solves a minimization problem that has an imbalance measure as an ob-
jective function. There are many possible choices for imbalance measures. If
some assumptions are made on the functional form of the response functions,
then a full joint distribution balance is not needed to construct an unbiased treat-
ment effect estimates. In this chapter, a particular form of the imbalance measure,
IDOM, defined in (2.9) using difference of means will be used. Note that the de-
composition and bootstrap hypothesis testing methods which will be explained
in the following sections can be applied to BOSS estimators obtained with any
imbalance measure.
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3.3 Decomposition of the Treatment Effect
This section considers decomposing the treatment effect as a weighted average
of treatment effects from sets in a partition of T and corresponding subsets of C.
First, consider a base case that the treated group T is partitioned into two sets T1
and T2. Define the sample average treatment effect for the treated in T1 and that
in T2 by τ1T1 in (3.1) and τ
1
T2 in (3.2) respectively:
τ1T1 =
1
|T1|
∑
t∈T1
(Y1t − Y0t ) (3.1)
and
τ1T2 =
1
|T2|
∑
t∈T2
(Y1t − Y0t ). (3.2)
Then the sample average treatment effect for the treated in the entire treatment
pool, τ1T , can be decomposed as follows.
Theorem 8. Suppose that T denotes the set of treated units. Then
τ1T =
|T1|
|T | τ
1
T1 +
|T2|
|T | τ
1
T2 (3.3)
where {T1,T2} is a partition of T .
Proof. Since T1 ∪ T2 = T and T1 ∩ T2 = ∅, then
τ1T =
1
|T |
∑
t∈T
(Y1t − Y0t )
=
1
|T |
∑
t∈T1
(Y1t − Y0t ) +
∑
t∈T2
(Y1t − Y0t )

=
|T1|
|T | τ
1
T1 +
|T2|
|T | τ
1
T2

Corollary. Let P = {T1,T2, · · · ,TP} be a partition of the set of treated units, T .
Then the following relationship holds:
τ1T =
P∑
j=1
|T j|
|T | τ
1
T j (3.4)
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Theorem 8 states the treatment effect of an entire sample T can be written as
a weighted average of the treatment effects of its partition T1 and T2 where the
weights are proportional to the cardinality of those sets in the partition. Note that,
while discussion in this chapter will focus on two subset case, it can be generalized
into a case with multiple subsets in the partition.
Suppose that the control pool C is also partitioned into two sets C1 and C2 using
the same criteria with covariates used for partitioning the treated set T . Recall
that the responses of each unit u are given by Yzu = h
z(Xu) + zu for z ∈ {0, 1} with
response function hz(·) and error term zu from Strong Ignorability assumption.
Define B(T,C′) and E(T,C′) as
B(T,C′) = 1|T |
∑
t∈T
h0(Xt) − 1|C′|
∑
c∈C′
h0(Xc) (3.5)
E(T,C′) = 1|T |
∑
t∈T
0t −
1
|C′|
∑
c∈C′
0c (3.6)
Then the SATT, τ1T , can be written as
τ1T = τ˜
1
T (C
′) − B(T,C′) − E(T,C′). (3.7)
as noted in (2.1). The term B(T,C′) is the selection bias that arises from the
difference in distributions of the covariate values between the treatment group and
the control group. Recall that C′ is a control group obtained by
C′ = arg minC′⊂CI (T,C
′). (3.8)
Similarly, for i = 1, 2, the control groups C′i can be found from
C′i = arg minC′i⊂CiI (Ti,C
′
i ). (3.9)
Define B(Ti,C′i ) and E(Ti,C′i ) by replacing T and C′ to Ti and C′ respectively in
(3.5) and (3.6).
Using these terms, how and why the estimates from a single control group C′
differ from the estimates from the partitioned sets C′1 and C
′
2 can be analyzed.
From Theorem 8:
τ˜1T (C
′) =
|T1|
|T | τ˜
1
T1(C
′
1) +
|T2|
|T | τ˜
1
T2(C
′
2) + B + E (3.10)
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whereB = B(T,C′)− |T1 ||T | B(T1,C′1)− |T2 ||T | B(T2,C′2) and E = E(T,C′)− |T1 ||T | E(T1,C′1)−
|T2 |
|T | E(T2,C′2).
Alternatively, the the sum of bias and the error terms in (3.10), B + E, which
is the ATT estimator for the entire group T minus the weighted average of the
estimators from sets in its partition {T1,T2}, can be written as a function of T , T1,
T2, C, C1, C2, Y0c using the definition of the estimators: See (3.11). Let D1 be
the portion of the difference that arises from discrepancy in |Ti|/|T | and |Ci|/|C| for
i = 1, 2 and D2 be a term that arises from the difference in C′1 ∪C′2 and C′.
τ˜1T (C
′) − |T1||T | τ˜
1
T1(C
′
1) −
|T2|
|T | τ˜
1
T2(C
′
2)
=
 1|T |∑
t∈T
Y1t −
1
|C′|
∑
c∈C′
Y0c
 − |T1||T |
 1|T1|
∑
t∈T1
Y1t −
1
|C′1|
∑
c∈C′1
Y0c

− |T2||T |
 1|T2|
∑
t∈T2
Y1t −
1
|C′2|
∑
c∈C′2
Y0c

=
1
|C′1|
( |T1|
|T | −
|C′1|
|C′|
) ∑
c∈C′1
Y0c +
1
|C′2|
( |T2|
|T | −
|C′2|
|C′|
) ∑
c∈C′2
Y0c︸                                                              ︷︷                                                              ︸
,D1
+
1
|C′|
∑
c∈C′1
Y0c +
∑
c∈C′2
Y0c −
∑
c∈C′
Y0c
︸                                  ︷︷                                  ︸
,D2
(3.11)
In the next two sub-sections, it will be shown that D2 = 0 and D1 is small in case
of experimental data while D1 = 0 and D2 , 0 in observational data.
3.3.1 Experimental Data
In the experimental setting, units were randomly assigned to either a treated pool
(treatment group) or a control pool. Hence, it was possible to assume that the
covariate distribution of the treated units and that of the control units are stochas-
tically balanced, given that the size of the groups are large enough. Randomization
provides an unbiased estimate of the treatment effect as it gives stochastic balance.
Hence, in the experimental setting, the entire control pool C can be taken as
the control group C′ without using BOSS to find a control group from the pool of
control units having the same distribution with the treated units. Similarly, C1 in-
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stead of C′1 and C2 instead of C
′
2 can be used in the analysis with the experimental
data. Note that randomization ensures stochastic balance while BOSS is designed
to achieve empirical balance in a particular sample.
Further recall that {C1,C2} is a partition of the control pool C from definition.
As a result, in (3.11),
D2 = 0 (3.12)
when using C′ = C, C′1 = C1, and C
′
2 = C2.
Hence (3.11) can be simplified as
τ˜1T (C) −
|T1|
|T | τ˜
1
T1(C1) −
|T2|
|T | τ˜
1
T2(C2) = D1 (3.13)
Therefore, the difference between the treatment effect estimate using the entire
control pool and the estimate obtained as the weighted average of estimates from
the partition in (3.14)
τ˜1T (C) −
( |T1|
|T | τ˜
1
T1(C1) +
|T2|
|T | τ˜
1
T2(C2)
)
(3.14)
can be computed from the following expression:
1
|C1|
( |T1|
|T | −
|C1|
|C|
) ∑
c∈C1
Y0c +
1
|C2|
( |T2|
|T | −
|C2|
|C|
) ∑
c∈C2
Y0c . (3.15)
Note that the estimate from the entire control pool and the weighted estimate
will be identical when T1 and C′1 are equally proportioned with respect to the
entire pool (i.e., |T1|/|T | = |C1|/|C|). As a result, if these ratios are different,
the procedure of partitioning the treatment group, computing estimates for each
part, and then averaging would give a different estimate than just computing the
estimate for the entire treatment group at once. However this difference would
be small since it is likely that |T1|/|T | is similar to |C1|/|C| and at the same time
|T2|/|T | is similar to |C2|/|C| from randomization when the sample sizes are large
enough.
Note that the approach that is taken here with experimental data is simply the
subclassification method as partitioning the set based on covariate values of inter-
est was used. However, in case of observational data, the approach is no longer
coincides with the traditional subclassification method.
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3.3.2 Non-experimental Data
When analyzing observational data with a partition of size two (that is, {T1,T2}
of T ), the two control groups C′1 and C
′
2 are selected from C1 and C2 respectively
and C′ is selected from C by solving imbalance minimization problems. While C1
and C2 form a partition of the control pool C, the set {C′1,C′2} does not necessarily
constitute a partition of C′. Hence, in general the term D2 in (3.11) is not equal to
zero unlike the case with experimental data.
Assume that the control group is found from the control pool with additional
condition that the control group size is equal to the treatment group size. Since
under this assumption, the following holds:
|T | = |C′|, |T1| = |C′1|, and |T2| = |C′2|. (3.16)
It implies that
|T1|
|T | −
|C′1|
|C′| = 0 and
|T2|
|T | −
|C′2|
|C′| = 0. (3.17)
Note that general BOSS method does not require the control group and the treat-
ment group to be of the same size and even in the case (3.17) will hold since in
BOSS the control groups are chosen in a way that |C′| = γ|T | and |C′i | = γ|Ti| for
i = 1, 2 hold for some fixed γ. Hence D1 = 0 and thus (3.11) becomes
τ˜1T (C
′) − |T1||T | τ˜
1
T1(C
′
1) −
|T2|
|T | τ˜
1
T2(C
′
2) = D2. (3.18)
Unlike the case with experimental data, with observational data the new method
is different from subclassification in that the BOSS approach is used to find a sub-
set of control units from each subclass that is formed by simple partitioning. As
mentioned, the subgroups C′1 and C
′
2 in the new method are not necessarily a parti-
tion of the set C′. The subgroups are guaranteed to have the best possible balance
with respective treatment groups since they are found by solving imbalance min-
imization problems. In this sense, the new method overcomes the drawback of
the propensity score subclassification method which requires units in the same
stratum to have (approximately) the same propensity score.
In both cases with experimental and non-experimental data, the decomposition
method adds value in that it enables to check the composition of treatment effects
that arises from the partition of the entire treated set. In the next section, whether
these estimated treatment effect values are significantly greater than zero will be
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investigated by applying bootstrapping.
3.4 Applying the Two-Sample Bootstrap Hypothesis
Testing
In this section, the two-sample bootstrap hypothesis testing is applied to results
from BOSS. See MacKinnon (2009) for a reference on Bootstrap hypothesis test-
ing. Recall the two sets of units that are considered: a treatment group, T, and
a control group, C′. As assumed in the previous section, it will be assumed that
|T | = |C′| in case of non-experimental data when C′ is a set of units selected by
solving BOSS. Let A = {Y1t | t ∈ T } be a set of treated responses for units in T ,
andB = {Y0c | c ∈ C′} be a set of untreated responses for units in C′.
Consider the means of response values in the two sets A andB:
µA
(
= Y1T
)
=
1
|T |
∑
t∈T
Y1t (3.19)
and
µB
(
= Y0C′
)
=
1
|C′|
∑
c∈C′
Y0c (3.20)
Note that the estimated treatment effect is given by
τ˜1T (C
′) =
1
|T |
∑
t∈T
Y1t −
1
|C′|
∑
c∈C′
Y0c = µA − µB. (3.21)
Suppose that the control group C′ is obtained by solving the optimization prob-
lem from BOSS with zero DOM imbalance measure where the response functions
are linear. If there is no treatment effect, then the responses of T and the responses
of C′ should have the same mean. Hence, the following one-sided hypothesis test
on whether there is a treatment effect can be constructed given that the control
group is obtained by optimization with a zero objective value with zero bias.
H0 : Elements of A and those of B have the same mean. (i.e., There is no
treatment effect: µA − µB = 0).
H1 : Elements of A and those of B do not have the same mean (i.e., µA > µB).
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Bootstrap Procedure
1. Set M to a large number. Set the iteration number m = 1.
2. Compute δ = Y1T − Y0C′ , difference in means of {Y1t }t∈T and {Y0c }c∈C′ .
3. Combine the two sets of observed response values into one set:
Γ = A ∪B = {Y1t | t ∈ T } ∪ {Y0c | c ∈ C′} (3.22)
4. Draw a sample of |A | = |T | observations with replacement from Γ and
denote the mean of the sample by Y1T,m. Similarly, draw a second sample
of |B| = |C′| observations with replacement from the set Γ and denote
the mean of this sample by Y0C′,m.
5. Compute δm = Y1T,m − Y0C′,m.
6. Increase the iteration number m by 1. Repeat Step 4 and Step 5 for
m = 1, 2, · · · ,M. Obtain M values of δm: δ1, δ2, · · · , δM.
7. Compute the p-value for the one-sided hypothesis test H0 versus H1
p =
∑M
m=1 1[δm ≥ δ]
M
(3.23)
Note that the Bootstrap procedure can also be applied for the two-sided hypoth-
esis test H0: µA = µB vs H1 : µA , µB by replacing δ and δl in Step 7 by their
absolute values |δ| and |δl|. The p-value is then computed as
p =
∑M
m=1 1[|δm| ≥ |δ|]
M
(3.24)
3.5 Application: LaLonde Data
LaLonde used a dataset from National Supported Work Demonstration (NSW),
an employment program conducted in the United States during the mid 1970s
(LaLonde, 1986). Since then, this dataset has been analyzed by many researchers
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(e.g., Heckman and Hotz (1989), Dehejia and Wahba (1999, 2002), Imbens (2003),
Smith and Todd (2005), Abadie and Imbens (2012), and Colson et al. (2016)). In
LaLonde (1986), LaLonde argues that the non-experimental estimates have spec-
ification errors as they fail to replicate the estimates from experimental data. He
critiqued the use of non-experimental data by noting that the estimator from the
non-experimental data differs greatly when compared to an estimator from the ex-
perimental data. The argument was later disputed by other researchers using his
data. Heckman and Hotz (1989) discusses how to select a proper estimator from
a wide range of non-experimental estimators. To overcome LaLonde’s critique on
the non-experimental results, Dehejia and Wahba (1999, 2002) used a propensity
score matching method. Using this matching method for estimating the SATT
with non-experimental data, the SATT value was comparable to what is obtained
from the benchmark case with experimental data. The effectiveness of the match-
ing method for program evaluation is further discussed in Smith and Todd (2005).
Colson et al. (2016) compares various matching methods using simulated data and
the LaLonde data.
An analysis of the LaLonde (1986) data using BOSS was first conducted by
Cho et al. (2013). The analysis in this chapter differs from theirs in that this
chapter consider a treatment effect estimator from decomposed parts of the data
and conduct bootstrap hypothesis tests and a sub-sample analysis.
3.5.1 Entire Sample Analysis
The decomposition in Theorem 8 is applied to the LaLonde (1986) data. Specifi-
cally, the Dehejia and Wahba (1999) sample of the NSW Data is used as an exper-
imental benchmark. The dataset includes information on earnings in 1974 (RE74)
in addition to those in 1975 (RE75) and 1978 (RE78). This dataset is composed
of 185 treated units and 260 control units. The observational dataset from Pop-
ulation Survey of Income Dynamics (PSID) by LaLonde (1986) is also obtained
from the webpage of Rajeev Dehejia. The PSID dataset contains information on
2490 control units.
There are eight covariates in each dataset – age, education level, Black, His-
panic, marital status, no-degree, RE74, RE75 – and 1 response variable, RE78. In
these datasets, RE74 and RE75 are pre-intervention earnings and RE78 are post-
intervention earnings. BOSS balances these covariates. Then the response values
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of the treatment group and that of the control group are compared to estimate the
treatment effect. The dataset also has a treatment indicator showing whether a unit
is treated.
Among the set of 185 treated units in the Dehejia-Wahba Sample, there are
52 units who were employed in both of the years investigated – 1974 and 1975.
The remaining 133 units were unemployed in one or both of the years. The former
group of 52 treated people is composed of those who were employed at some point
as indicated by their nonzero total annual income. Denote the set of units who
were employed in both years as the Nonzero Income dataset and the remaining as
the Zero Income dataset. The latter group, Zero Income dataset, can also be noted
as those who had a gap year since those units had zero income in 1974 or 1975
(or both). Using the same definition, all the other datasets are also partitioned into
two sets – a Nonzero Income dataset and a Zero Income dataset. Among the units
in the experimental control pool, there are 58 units in the Nonzero Income dataset
and 202 units in the Zero Income dataset. In the PSID control pool, there are 2188
Nonzero Income units and 302 Zero Income units.
It is of interest to see how the treatment effects from the subsets of T and the
corresponding subsets of C are related to the treatment effect of the entire set. The
treatment effect of the entire NSW data can be decomposed using the treatment
effects from the Nonzero Income dataset and the Zero Income dataset.
Suppose that T denotes the set of treated units in the NSW dataset. The sample
average treatment effect for the treated in the NSW program, τ1T , can be decom-
posed as
τ1T =
|T1|
|T | τ
1
T1 +
|T2|
|T | τ
1
T2 (3.25)
where T1 ⊂ T is a set of Nonzero Income units who were employed in both years
(1974 and 1975) and T2 ⊂ T is a set of Zero Income units who were unemployed
in 1974 or 1975.
While τ1T is the value of interest, it cannot be observed directly from the data
since the untreated responses of the treated units are unavailable. The outcome of
the treated units in 1978 after treatment, not the untreated outcome of those units
(i.e., the income level they would have gotten in 1978 if they were not treated),
can be observed.
Throughout this chapter, DOM imbalance measure is used for the Balance Op-
timization Subset Selection. Time limits for solving the optimization problem are
set to 300 seconds for each run of the BOSS method in a dual-core Windows lap-
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top with Intel Core i7-4500U at 1.80GHz and a quad-core Windows desktop with
Intel Core i5 at 2.67GHz. The estimated values of the SATT is rounded to the
nearest integer.
In this section, p-values for one-sided hypothesis testing are reported to see
whether the treatment effects are greater than zero. The p-values listed in Table
3.1 are obtained by taking the average of p-values after applying bootstrapping
with M = 3000 for 100 replications for each specification. (In each simulation,
3000 samples of |T | and |C′| observations are drawn by repeating the Step 4 and
Step 5 in section 3.4 for 3000 times. The same process is repeated for 100 times
to find the p-values reported in the tables.)
Table 3.1: One-sided p-values of the Estimated Average Treatment Effects for
the Treated
Using C from Experimental
NSW Control Data
Using C′ from
Non-experimental
PSID Control Data
Estimated ATT p-values Estimated ATT p-values
τ˜1T (C) 1794 0.003 τ˜
1
T (C
′) 1190 0.063
τ˜1T1(C1) -572 0.665 τ˜
1
T (C
′
1) -2711 0.977
τ˜1T2(C2) 2563 <0.001 τ˜
1
T (C
′
2) 3493 <0.001
For comparison, the SATT is also estimated using a control group C′ that was
obtained by propensity score matching with an R package Matching. The esti-
mated values that are computed from PSID control data by using Match function
without replacement are τ˜1T (C
′) = −85 (one-sided p-value = 0.543), τ˜1T (C′1) =
−4529 (0.999) and τ˜1T (C′2) = 2899 (0.001). The estimates from BOSS τ˜1T (C′) and
τ˜1T1(C
′
1) were closer to the benchmark values from experimental data than those of
matching while the estimate τ˜1T2(C2) from matching was closer to the benchmark
that that of BOSS. Note that |1190 − 1794| < | − 85 − 1794|, | − 2711 − (−572)| <
| − 4529 − (−572)|, and |3493 − 2563| > |2899 − 2563|. In addition, the values
of matching estimates were not consistent in that they varied a lot when using
different types of software implemented for matching.
The null hypothesis is rejected if the p-value is less than or equal to an α
for some significance level α (e.g., α = 0.05). In Table 3.1, the p-values from
Nonzero Income datasets, 0.67 and 0.98, are greater than 0.1. Hence the null hy-
pothesis that there is no treatment effect in the case of the Nonzero Income datasets
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is not rejected under the significance level α = 0.05 or α = 0.1. In other cases,
there was enough evidence supporting the alternative hypothesis since p-values
are smaller than the given significance level α = 0.1 or α = 0.05.
The NSW program was effective when seeing the entire units that were the
subjects of the experiment. However, that significant effect comes from the Zero
Income dataset, not the Nonzero Income dataset. The program was not effective
in increasing the salary earned in 1978 for those who were already employed in
1974 and 1975 when compared with what they would have earned if they were not
participating in the NSW program. The significant effect observed is from those
who were unemployed in at least one year among the investigated years – 1974
or 1975. A larger number of units in the Zero Income treated dataset who were
unemployed in 1974 or 1975 became employed in 1978 and earned more when
compared to those in Zero Income control dataset with similar covariates who did
not receive the NSW program’s training.
3.5.2 Sub-sample Analysis
In this section, the analyses in Section 3.5.1 are redone each with a thousand
sub-samples. A sub-sample is constructed by combining 30 treated units that are
randomly selected from the (all / Nonzero Income / Zero Income) NSW treatment
data and the corresponding (all / Nonzero Income / Zero Income) controls from
either the NSW control data or PSID control data.
The control group of size 30 which minimizes the DOM imbalance measure
is selected through BOSS from those sub-samples with the results reported in
the Figures 3.1a to 3.2c. The estimator values for SATT are different from the
estimated SATT obtained in earlier sections. There is such a difference because
the same control units can be chosen several times for different sub-samples. In
the previous discussion, one control unit can only be chosen once since there
was a single control group for each estimate. However, this sub-sample analysis
provides valuable information on what can be expected as SATT values when
BOSS is conducted with a treated sample of size 30.
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Results with Experimental (NSW) Control Data
An estimated SATT is computed for each of the 1000 sub-samples and the signifi-
cance of those values are examined using the Bootstrap Hypothesis testing method
explained in the previous section. The treatment groups, T , used to compute p-
values in Figure 3.1a are sets of 30 treated units randomly taken from the entire
treatment group of the experimental NSW treated data. The treatment groups, T1,
used in Figure 3.1b are chosen in a similar manner as in Figure 3.1a. However,
the treatment groups, T1, are from the Nonzero Income treated dataset defined in
Section 3.3, not the entire treated dataset. Similarly, treatment groups, T2, used in
Figure 3.1c are drawn from the Zero Income dataset.
The entire units in the experimental NSW control data are used as a control pool
for the first set of experiments with BOSS whose results is depicted in Figure 3.1a.
When computing p-values the figure, selected control groups respectively of the
same size with sub-sample’s treatment group size (i.e., 30 units in the experiment)
are used. For Figures 3.1b and 3.1c, the units in the Nonzero Income dataset
and the Zero Income dataset respectively are used among the experimental NSW
control data as their corresponding control pools.
In the first set of experiments depicted in Figure 3.1a, the average value of the
τ˜1T (C
′) is $1564. There are 177 observations with p-value smaller than a signif-
icance level 0.05 and 298 observations with p-value smaller than a significance
level 0.1 out of 1000 sub-samples investigated. The significance of the treatment
effect of the entire treated dataset is mainly from some sub-population which has
large treatment effect values.
In the experiments depicted in Figure 3.1b, the average of the estimated treat-
ment effects τ˜1T1(C
′
1) from 1000 different choices of T1 and the corresponding C
′
1
is −$579. There were only 11 observations whose p-values were smaller than the
significance level 0.1 (none for the significance level 0.05). This small number of
significant cases is likely to be what might have seen just because of repeated tests
since some will be significant by chance when repeating. These results illustrate
that there was no significant effect for most choices of T1 when selecting T1 of
size 30 from the units who were employed in both 1974 and 1975.
In the experiments of Figure 3.1c, the average τ˜1T2(C
′
2) is $2428 and 356 out of
1000 observations had their p-values smaller than 0.05 and 570 out of 1000 had
their p-values smaller than 0.1.
The three figures demonstrate that the units that showed significant increase in
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their response values are from the Zero Income dataset, a group of people who
were not employed in at least one of the two years, not the Nonzero Income
dataset. This result with sub-samples is consistent with the result from the previ-
ous section. Also note that the distribution of p-values are skewed to the right in
case of the first experiment with entire treatment units and the third experiment
with Zero Income units while that of the second experiment with Nonzero Income
units are skewed to the left.
Results with Non-experimental (PSID) Control Data
Now the treatment effect estimate is computed using BOSS on the NSW treated
units and the PSID control units. In Figure 3.2a, results of p-values obtained after
conducting BOSS with 1000 sub-samples composed of the treatment groups T
of size 30 randomly drawn from the entire NSW treated units and all the PSID
control units are depicted. Similarly, Figures 3.2b and 3.2c contain results from
1000 sub-samples composed of T1’s of size 30 randomly drawn from the Nonzero
Income / Zero Income NSW treated units and the Nonzero Income / Zero Income
PSID control units respectively. These results from Figures 3.2a to 3.2c and earlier
results in Figures 3.1a to 3.1c are also summarized in Table 3.2.
These results in Figures 3.2a, 3.2b, and 3.2c are consistent with the results in
Figures 3.1a, 3.1b, and 3.1c in that the significant positive effect was derived from
sub-samples which contain Zero Income units mainly. There were zero treatment
groups having a significant positive treatment effect among the 1000 treatment
groups T1 selected from the Nonzero Income dataset with the one-sided p-value
less than the significance level 0.1. In the Nonzero Income dataset, all the others
had no significant positive effect from the training of the NSW program.
Furthermore, general skewness pattern of the density function depicted in Fig-
ures 3.2a, 3.2b, and 3.2c coincides with those in Figures 3.1a, 3.1b, and 3.1c:
Figures 3.2a and 3.2c are right-skewed while Figure 3.2b is left-skewed. Left-
skewness indicates that there were many observations with insignificant (i.e., large)
p-values.
The average estimated SATT is $1441 in the fourth set of experiments depicted
in Figure 3.2a. In the set, there were 148(285) observations whose p-values were
smaller than 0.05(0.1). The average estimated SATT is −$4127 in the fifth set of
experiments in Figure 3.2b. Among the values in the fifth set, zero observations
had their p-value smaller than 0.1. In the last set of experiments used to generate
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Figure 3.2c, the average estimated SATT is $3030. In the last case, 432 observa-
tions had their p-values smaller than 0.05 and 658 observations had their p-values
smaller than 0.1.
3.6 Concluding Remarks
Firstly, in this chapter, a method for decomposition of the treatment effect as a
weighted average of effects from its partition was introduced. The difference be-
tween the entire set’s estimate and the weighted average of estimates from the
partitioned sets is explained. The general expression for the difference is given by
D1 + D2 as in (3.11). This is equal to D1 in case of experimental data and to D2 in
case of non-experimental data. Secondly, a bootstrap hypothesis testing procedure
which can be applied to get the p-values giving information on the significance of
the treatment effect values was provided.
As an application of the theoretical results, the LaLonde (1986) data was ana-
lyzed. In the partition {T1,T2} of T that was considered, T1 is the Nonzero Income
dataset defined as the set of units who were employed in both years (1974 and
1975) and T2 is the Zero Income units defined as those who are not. Though par-
titioning of the units under consideration into Nonzero Income and Zero Income
units was used, the methods discussed in this chapter can be applied with the same
logic to any other partition and the effects from those subsets can be checked.
Using two-sample bootstrap hypothesis testing, the significance of the treat-
ment effect values was tested. From the literature, it is well known that the sample
average treatment effect of the treated value is about $1800. On the other hand,
none of the previous studies focused on checking the significance of the heteroge-
neous treatment effect from decomposed parts. The new method proposed in this
chapter suggests that the treatment effect from those who were employed in both
years investigated was not significantly greater than zero and the significant effect
is from those who were not employed in at least one of those years.
Additionally, the above results were confirmed by taking 6 sets of 1000 sub-
samples with 30 treated units and the corresponding control units. The results
obtained by analyzing the sub-samples are consistent with those with the entire
sample.
When applying BOSS in this chapter, one specific imbalance measure, namely
IDOM, was used. Using other imbalance measures that are more highly ranked in
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the balance hierarchy as defined in Chapter 2 is also possible. However using other
imbalance measures will increase the computational cost although more balance
in the covariate distributions may be obtained.
This way of evaluating the labor program’s effectiveness would be able to shed
light on related future research – not only for the evaluation of the labor training
program but also for other program evaluations as well. In particular, it is possi-
ble to identify whether a specific subset of the groups under consideration has a
significant treatment effect by using the approach proposed in this chapter.
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Figure 3.1: Histogram and Density of 1000 p-values of Bootstrap Hypothesis
Testing with a Treatment Group from Experimental NSW Treatment Data and
the Corresponding Control Group from Experimental NSW Control Data
(a) Simulation 1: p-values with T of size 30 and Corresponding C′
(b) Simulation 2: p-values with Nonzero Income T1 of size 30 and Corresponding
Nonzero Income C′1
(c) Simulation 3: p-values with Zero Income T2 of size 30 and Corresponding Zero
Income C′2
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Figure 3.2: Histogram and Density of 1000 p-values of Bootstrap Hypothesis
Testing with a Treatment Group from Experimental NSW Treatment Data and
the Corresponding Control Group from Non-experimental PSID Control Data
(a) Simulation 4: p-values with T of size 30 and Corresponding C′
(b) Simulation 5: p-values with Nonzero Income T1 of size 30 and Corresponding
Nonzero Income C′1
(c) Simulation 6: p-values with Zero Income T2 of size 30 and Corresponding Zero
Income C′2
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Figure 3.3: Empirical CDF of One-sided p-values
(a) Simulations 1, 2, and 3 (respectively S1, S2, and S3)
(b) Simulations 4, 5, and 6 (respectively S4, S5, and S6)
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CHAPTER 4
BALANCE OPTIMIZATION SUBSET
SELECTION WITH MULTIPLE
TREATMENT LEVELS
4.1 Introduction
Health-care professionals often encounter data having multiple treatments. For
example, pharmaceutical scientists may be interested in testing the effect of dif-
ferent doses of pills and comparing the treatment effects between different dosages
(e.g., control units, treated units with one dose of pills, and treated units with two
doses of pills). Furthermore, the treatment levels may not be hierarchical: phar-
maceutical scientists may be interested in the comparative effectiveness of two
different types of pills on patients.
Matching methods for causal inference were introduced under a binary treat-
ment setting where units are either treated or non-treated (Cochran and Rubin,
1973; Rubin, 1973). Extensions of matching methods on multi-treatment data
where there are more than two treatments have been made (Imbens, 2000; Lech-
ner, 2001; Yang et al., 2016). Evaluation of the European labor market program
was provided as an example having multiple treatments by Lechner (2001). In
the European labor market program, there are a number of training programs and
individuals can participate in one of them. Additional applications of the earlier
theoretical results on dose responses can be found in Wang et al. (2001) and Foster
(2003).
The purpose of this chapter, Chapter 4, is to develop a non-matching technique
that is applicable to multi-treatment data using the Balance Optimization Sub-
set Selection framework, which was introduced in a binary treatment setting by
Nikolaev et al. (2013). To date, BOSS has been discussed only under the binary
treatment settings (e.g., level 0 for control units and level 1 for treated units). In
this chapter, the earlier result is extended to multiple treatments. In particular,
after reviewing the theoretical results discussed in Yang et al. (2016), compara-
ble results on average treatment effects with multi-treatments are developed using
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BOSS.
Chapter 4 is organized as follows. Section 4.2 defines population average treat-
ment effect and sample average treatment effect under the multi-treatment setting.
Section 4.3 discusses the strong and weak ignorability assumptions. Section 4.4
reviews the theory for matching under multiple treatments. Section 4.5 provides
some theoretical results for BOSS under multiple treatments. Section 4.6 repro-
duces the simulation study that was conducted by Yang et al. (2016) to compare
their estimator with a multi-treatment BOSS estimator and provides additional
simulation results. Section 4.7 provides concluding remarks and directions for
future research.
4.2 Average Treatment Effect
In this section, definitions of Population Average Treatment Effect (PATE) and
Sample Average Treatment Effect (SATE) and their relationship are provided. Let
U be a population, or set of all possible units. Suppose that there are L treatment
levels, 0, 1, · · · , L − 1. Let random variable Z denote a treatment level of a ran-
domly selected unit where the random selection is uniform and let Zu denote a
treatment level for unit u ∈ U. Note that, while Z and newT I could have only a
value that is either 0 or 1 in the previous chapters, now they can have any value in
{0, 1, · · · , L − 1}. Let L = {0, 1, · · · , L − 1} be a set of possible treatment levels.
Then, Zu ∈ L. Denote the set of units with treatment level i as
U i ≡ {u ∈ U : Zu = i} for i ∈ L (4.1)
withU = U0 ∪ U1 ∪ · · · ∪ UL−1. By design, Um ∩ U l = ∅ for any m, l ∈ L, m ,
l. Suppose that sets S 0, S 1, · · · , S L−1 are samples drawn from U0,U1, · · · ,UL−1
respectively, with the observed unit set N given by S 0 ∪ S 1 ∪ · · · ∪ S L−1.
As defined under a binary treatment setting, let Y iu denote the response of unit
u for treatment level i. Note that hypothetically each unit u has a response Y iu for
each treatment levels i ∈ L. However, the response Y iu of unit u can be observed
only if Zu = i. Let Y i denote the response for treatment level i for a unit that is
selected uniformly from population U. Then E[Ym] denotes the average popu-
lation response for treatment level m. The value of interest is the difference of
the average population responses – PATE between treatment level l and treatment
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level m, which is defined as
τ(m, l) ≡ E[Ym − Y l] = E[Ym] − E[Y l]. (4.2)
The SATE between treatment level l and treatment level m is defined as
τm,l ≡ 1|N|
∑
u∈N
(
Ymu − Y lu
)
. (4.3)
Since S 0, S 1, · · · , S L−1 are mutually exclusive and exhaustive sets, (4.3) can be
written as
τm,l =
1
|S 0| + |S 1| + · · · + |S L−1|
L−1∑
i=0
∑
u∈S i
(
Ymu − Y lu
)
. (4.4)
Note that τm,l cannot be directly computed since the values Y lu for u < S
l and Ymu
for u < S m cannot be observed. The objective is to find an unbiased estimator for
τm,l using the observed values.
Assumption 2. Assume that the sets S i, i ∈ L are random samples drawn uni-
formly without replacement from the corresponding populations U i, i ∈ L, re-
spectively.
Assumption 3. Suppose that the probability of a unit being at treatment level i is
given by
Prob(Z = i) =
|S i|
|S 0| + |S 1| + · · · + |S L−1| for all i ∈ {0, 1, · · · , L − 1}. (4.5)
Under Assumptions 2 and 3, Theorem 9 shows that E[τm,l], the expected value
of the sample average treatment effect, is equal to τ(m, l), the population average
treatment effect.
Theorem 9. Under Assumptions 2 and 3,
E[τm,l] = τ(m, l). (4.6)
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Proof.
E[τm,l] = E
 1|S 0| + |S 1| + · · · + |S L−1|
L−1∑
i=0
∑
u∈S i
(
Ymu − Y lu
)
=
1
|S 0| + |S 1| + · · · + |S L−1|
L−1∑
i=0
∑
u∈S i
E
[
Ymu − Y lu
]
=
1
|S 0| + |S 1| + · · · + |S L−1|
L−1∑
i=0
|S i| · E
[
Ym − Y l|Z = i
]
=
L−1∑
i=0
( |S i|
|S 0| + |S 1| + · · · + |S L−1|
)
E
[
Ym − Y l|Z = i
]
=
L−1∑
i=0
Prob(Z = i) · E
[
Ym − Y l|Z = i
]
= E[Ym − Y l] = τ(m, l).
(4.7)
From the second line to the third line, equation (4.8) is used:
E[Y iu] = E[Y
i|Z = j] for all u ∈ S j. (4.8)
which holds by Assumption 2 for uniform random sampling. 
In the binary treatment case with L = 2 (i.e., in the observational data there
are two sets of samples, S 0 and S 1, with treatment level 0 and treatment level 1
respectively), S 0 is referred to as C, a set of control units, while S 1 is referred as
T , a set of treated units. Then SATE in (4.3) reduces to
τ1,0 =
1
|S 0| + |S 1|
∑
u∈S 0
(Y1u − Y0u ) +
∑
u∈S 1
(Y1u − Y0u )

=
1
|C| + |T |
∑
c∈C
(Y1c − Y0c ) +
∑
t∈T
(Y1t − Y0t )
 .
(4.9)
It coincides with the definition of SATE for binary treatment case stated in Sauppe
(2015).
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4.3 Strong Ignorability and Weak Ignorability
Assumptions
Strong ignorability and weak ignorability assumptions are reviewed in this sec-
tion. Denote a vector of K covariates for unit u ∈ U by Xu = (Xu,1, Xu,2, · · · , Xu,K).
Let X be a vector of K covariate values for a unit selected randomly from popu-
lationU where the random selection is uniform. Let X denote the set of possible
values for X.
A strong ignorability condition and a weak ignonrability condition are said to
be satisfied if the following statements in Assumptions 4 and 5 hold, respectively
(Yang et al., 2016). Assumption 4, which is discussed in Imbens (2000) and Lech-
ner (2001), is a generalized version of the strong ignorability assumption for bi-
nary treatment case introduced in Rosenbaum and Rubin (1983b).
Assumption 4. Strong Ignorability: The random variables Y0,Y1, · · · YL−1,Z and
X satisfy
(Y0,Y1, · · · YL−1) y Z | X (4.10)
and
0 < P(Z = i | X = x) < 1 for all i ∈ L and x ∈ X. (4.11)
where the notation y denotes conditional independence.
Assumption 5. Weak Ignorability (Yang et al., 2016)
The random variables Y i,Z and X satisfy
Y i y Z | X for all i ∈ L (4.12)
and
0 < P(Z = i | X = x) < 1 for all i ∈ L and x ∈ X. (4.13)
Strong ignorability (Assumption 4) is stronger than the weak ignorability (As-
sumption 5) since mutual independence implies pairwise independence and not
vice versa.
4.4 Matching with Multiple Treatment Levels
This section reviews the matching method with more than two treatment levels
(Yang et al., 2016). The estimator of PATE in Yang et al. (2016) was constructed
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by matching under weak ignorability (Assumption 5).
Consider a conventional method that compares a pair of treatment levels in a
setting with multiple treatment levels. The method leads to an estimator νˆ(m, l)
of ν(m, l) in (4.14) which focuses on a specific sub-population composed of units
whose treatment level is either m or l.
ν(m, l) = E
[
Ym − Y l | Z ∈ {l,m}
]
= E [Ym | Z ∈ {l,m}]−E
[
Y l | Z ∈ {l,m}
]
. (4.14)
However, ν(m, l) , τ(m, l) since the sub-population, U l ∪ Um, is different from
the set of all units, U = {u : Zu ∈ L}. Furthermore, the estimators νˆ(m, l)
and νˆ(m′, l′) are not comparable for (m′, l′) , (m, l) since they use different sub-
populations for estimation (Yang et al., 2016).
To avoid the issue that arises from using a different sub-population, Yang et al.
(2016) proposes a method that estimates E[Y l] for l ∈ L based on the entire pop-
ulation. As a result, they can estimate PATE between a treatment level l and a
treatment level m, defined as E[Ym] − E[Y l]. Yang et al. (2016) proposes the fol-
lowing methods of estimating PATE with multi-treatment levels.
• Generalized Nearest Neighbor Covariate Matching
– The estimator of τ(m, l) is given by
τ˜GNN(m, l) =
1
|N|
∑
u∈N
(
Ymf (u,m) − Y lf (u,l)
)
(4.15)
where the function f (·, ·), which takes a unit and a treatment level as its
arguments, is given by f (u, j) ≡ arg minv:Zv= j ||Xv − Xu||. The notation
|| · || denotes a metric used (e.g., Mahalanobis metric).
• Generalized Propensity Score (GPS) Matching
– The estimator of τ(m, l) is given by
τ˜GPS (m, l) =
1
|N|
∑
u∈N
(
Ymg(u,m) − Y lg(u,l)
)
(4.16)
where the function g(·, ·) is given by g(u, j) ≡ arg minv:Zv= j |p( j|Xv) −
p( j|Xu)|. The notation p(· | ·) denotes a generalized propensity score,
defined as
p( j | x) = Prob(Zv = j | Xv = x). (4.17)
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Under Assumptions 2 and 5, both τ˜GNN(m, l) and τ˜GPS (m, l) are consistent esti-
mators of τ(m, l) as both estimators are asymptotically normally distributed (Yang
et al., 2016).
This chapter uses the BOSS method to define an estimator for τ(m, l). Further-
more, the resulting generalized BOSS method subsumes the estimator τ˜GNN(m, l)
from generalized matching method in that the BOSS method with imbalance mea-
sure that balances the full joint distribution is equivalent to matching.
4.5 BOSS with Multiple Treatment Levels
This section extends the BOSS framework to a multiple treatment setting. The
BOSS framework, which is used to estimate the sample average treatment effect
for the treated (SATT) for the entire population in a binary treatment setting, is
reviewed in Section 4.5.1. The BOSS method is applied to estimate PATE and
expected value of SATE under multiple treatment setting in Section 4.5.2.
4.5.1 BOSS Method on Estimating ATT in a Binary Treatment
Setting
First, the conventional BOSS method under a binary treatment setting is reviewed
in this subsection. As described in Section 4.2 and earlier chapters, the control
pool is denoted by C
(
= S 0
)
and the treatment group is denoted by T
(
= S 1
)
. In
the BOSS method under a binary treatment setting, the objective is to find a control
group C′ from the control pool C that minimizes an imbalance measure. Then the
estimator for the sample average treatment effect for the treated (SATT) is given
by
τ˜1T (C
′) ≡ 1|T |
∑
t∈T
Y1t −
1
|C′|
∑
c∈C′
Y0c . (4.18)
Note that SATT is defined as
τ1T ≡
1
|T |
∑
t∈T
(
Y1t − Y0t
)
(4.19)
while PATT is defined as τ1 ≡ E[Y1 − Y0|Z = 1].
Note that, under Assumption 2, the expected value of SATT is equal to PATT
(Sauppe, 2015). Furthermore, suppose that a subset of control units C′ ⊂ C is
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selected in a way that the covariate distributions of the treatment group and the
control group are identical (i.e., {Xu}u∈C′ = {Xu}u∈T ). Then, under the strong ig-
norability assumption (Assumption 4), E[˜τ1T (C
′)] = τ1 (Nikolaev et al., 2013).
4.5.2 BOSS Method to Estimate ATE in a Multi-Treatment
Setting
In this section, the new BOSS method under a multi-treatment setting is stated
and a proof on the unbiasedness of the new estimator will be provided. Recall that
N ≡ ∪L−1i=0 S i. The set of observed units, N = {u1, · · · , uN}, can be written as a
union of S l, S m, and N \ (S l ∪ S m). Hence, the matching estimator τ˜GNN(m, l) in
(4.15) can be written as
τ˜GNN(m, l)
=
1
|N|
∑
u∈N
(
Ymf (u,m) − Y lf (u,l)
)
=
1
|N|
{∑
u∈S l
(
Ymf (u,m) − Y lu
)
+
∑
u∈S m
(
Ymu − Y lf (u,l)
)
+
∑
u∈(N\(S l∪S m))
(
Ymf (u,m) − Y lf (u,l)
) }
(4.20)
where f (u, j) ≡ arg minv:Zv= j ||Xv−Xu|| returns a unit v in S j whose covariate value
is the closest to u. Following facts are used when going from the first line to the
second line in (4.20): f (u, l) = u for u ∈ S l and f (u,m) = u for u ∈ S m.
Estimating τ(m, l) requires Ym to be estimated for units in S l, Y l for units in
S m, and both Ym and Y l for units outside of S l and S m. In the binary treatment
setting, BOSS shifts from estimating unit-level responses (as done in matching)
to estimating group-level responses. A similar approach can be done here. Rather
than estimating the unit-level responses Ymu for each unit u ∈ S l by matching, the
average response
∑
u∈S l Ymu /|S l| is estimated. To do this, a group of units (S m)′ are
obtained from S m that is balanced with respect to S l. A similar process is used to
estimate the other parts as well.
Equation (4.21) is the BOSS estimator of E[τm,l],
τ˜BOS S (m, l) =
1
|N|
 ∑u∈(S m)′ Ymu −
∑
u∈S l
Y lu +
∑
u∈S m
Ymu −
∑
u∈(S l)′
Y lu +
∑
u∈(S m)′′
Ymu −
∑
u∈(S l)′′
Y lu

(4.21)
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where (S l)′, (S l)′′, (S m)′, and (S m)′′ are optimal groups that minimizes the BOSS
imbalance measures (e.g., imbalance measures given in (4.22) to (4.25)). These
groups (S l)′, (S l)′′, (S m)′, and (S m)′′ are selected from S l and S m, respectively,
while allowing multiple instances of each unit in each set so that (S l)′, (S l)′′, (S m)′,
and (S m)′′ become multisets.
Denote the union of sampled units other than those belonging to S m and S l by
S − ≡ N \ (S l ∪ S m). Consider various forms of imbalance measures that compare
the following pairs:
• S l and (S m)′ where |S l| = |(S m)′|
• S m and (S l)′ where |S m| = |(S l)′|
• S − and (S m)′′ where |S −| = |(S m)′′|
• S − and (S l)′′ where |S −| = |(S l)′′|
Solve for a set of units (S m)′ ⊂ S m that is balanced with S l and a set of units
(S l)′ ⊂ S l that is balanced with S m by minimizing the imbalance measures for
binary treatment case, I
(
S l, (S m)′
)
and I
(
S m, (S l)′
)
, respectively. In addition,
solve for two sets of units (S m)′′ ⊂ S m and (S l)′′ ⊂ S l that are balanced with S −
by minimizing I
(
S −, (S m)′′
)
and I
(
S −, (S l)′′
)
.
Recall that Chapter 2 provided several imbalance measures for the binary treat-
ment case. The two sets (T,C′) in (2.9) to (2.13) can be replaced with an appro-
priate pair of sets such as (S l, (S m)′), (S m, (S l)′), (S −, (S m)′′), and (S −, (S l)′) to
minimize imbalance between them.
The imbalance measures given in (4.22) to (4.25) for the multi-treatment case
can be obtained by combining the imbalance measures,IDOM,IDOM+DOV,IDOM2,
and IKS for the binary treatment case.
•IDOM
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= IDOM
(
S l, (S m)′
)
+IDOM
(
S m, (S l)′
)
+IDOM
(
S −, (S m)′′
)
+IDOM
(
S −, (S l)′′
)
(4.22)
•IDOM+DOV
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= IDOM+DOV
(
S l, (S m)′
)
+IDOM+DOV
(
S m, (S l)′
)
+IDOM+DOV
(
S −, (S m)′′
)
+IDOM+DOV
(
S −, (S l)′′
)
(4.23)
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•IDOM2
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= IDOM2
(
S l, (S m)′
)
+IDOM2
(
S m, (S l)′
)
+IDOM2
(
S −, (S m)′′
)
+IDOM2
(
S −, (S l)′′
)
(4.24)
•IKS
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= IKS
(
S l, (S m)′
)
+IKS
(
S m, (S l)′
)
+IKS
(
S −, (S m)′′
)
+IKS
(
S −, (S l)′′
)
(4.25)
When responses have certain functional forms, an unbiased estimator exists
when an appropriate imbalance measure is zero. Note that, from the weak ignora-
bility assumption, the response values Y iu are of the form h
i(Xu)+ iu where hi(·) is a
response function and  iu is an error in the response value for unit u ∈ N with level
i ∈ L. The error term  iu is assumed to have mean 0 and variance 1 for any unit u.
Theorem 10 shows that τ˜BOS S (m, l) in (4.21) is unbiased for linear response values
when the DOM imbalance measure under a multi-treatment setting in (4.22) is
zero.
Theorem 10. Under Assumptions 2 and 5, the BOSS estimator τ˜BOS S (m, l) is an
unbiased estimator for E[τm,l] between treatment level l and treatment level m, if
the DOM imbalance measure,IDOM, is zero and the response functions are linear.
In other words, if IDOM
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= 0, then
E[˜τBOS S (m, l)] = E[τm,l] (4.26)
holds when level-l and level-m response functions are linear, namely,
hi(Xu) = βTi Xu + αi =
K∑
k=1
βi,kXu,k + αi (4.27)
for i ∈ {l,m}, βi = (βi,1, βi,2, · · · , βi,K) ∈ RK , Xu = (Xu,1, Xu,2, · · · , Xu,K) ∈ RK , and
αi ∈ R.
Proof. It will be shown that E[˜τBOS S (m, l) − τm,l] = 0. (See (4.3) and (4.21).)
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First, note that
τ˜BOS S (m, l) − τm,l
=
1
|N|
 ∑u∈(S m)′ Ymu −
∑
u∈S l
Y lu +
∑
u∈S m
Ymu −
∑
u∈(S l)′
Y lu +
∑
u∈(S m)′′
Ymu −
∑
u∈(S l)′′
Y lu

− 1|N|
L−1∑
i=0
∑
u∈S i
(
Ymu − Y lu
)
=
1
|N|
 ∑u∈(S m)′ Ymu −
∑
u∈S l
Y lu +
∑
u∈S m
Ymu −
∑
u∈(S l)′
Y lu +
∑
u∈(S m)′′
Ymu −
∑
u∈(S l)′′
Y lu

− 1|N|
∑
u∈S l
(
Ymu − Y lu
)
+
∑
u∈S m
(
Ymu − Y lu
)
+
∑
u∈S −
(
Ymu − Y lu
) .
=
1
|N|
{  ∑
u∈(S m)′
Ymu −
∑
u∈S l
Ymu
 −
 ∑
u∈(S l)′
Y lu −
∑
u∈S m
Y lu

+
 ∑
u∈(S m)′′
Ymu −
∑
u∈S −
Ymu
 −
 ∑
u∈(S l)′′
Y lu −
∑
u∈S −
Y lu

}
.
(4.28)
By substituting Y iu = h
i(Xu) +  iu to (4.28), and taking expectation,
E[˜τBOS S (m, l) − τm,l]
=
1
|N|
{  ∑
u∈(S m)′
hm(Xu) −
∑
u∈S l
hm(Xu)
 −
 ∑
u∈(S l)′
hl(Xu) −
∑
u∈S m
hl(Xu)

+
 ∑
u∈(S m)′′
hm(Xu) −
∑
u∈S −
hm(Xu)
 −
 ∑
u∈(S l)′′
hl(Xu) −
∑
u∈S −
hl(Xu)

}
.
(4.29)
since the error terms have zero-mean.
By the linearity of the response functions stated in (4.27),
E[˜τBOS S (m, l) − τm,l]
=
1
|N|
{
βTm
( ∑
u∈(S m)′
Xu −
∑
u∈S l
Xu
)
− βTl
( ∑
u∈(S l)′
Xu −
∑
u∈S m
Xu
)
+ βTm
( ∑
u∈(S m)′′
Xu −
∑
u∈N\(S l∪S m)
Xu
)
− βTl
( ∑
u∈(S l)′′
Xu −
∑
u∈N\(S l∪S m)
Xu
)}
.
(4.30)
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From (4.22) and the condition thatIDOM
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= 0,
IDOM
(
S l, (S m)′
)
=
K∑
k=1
∣∣∣∣∣∣∣ 1|S l|∑
u∈S l
Xu,k − 1|(S m)′|
∑
u∈(S m)′
Xu,k
∣∣∣∣∣∣∣ = 0, (4.31)
IDOM
(
S m, (S l)′
)
=
K∑
k=1
∣∣∣∣∣∣∣∣ 1|S m|
∑
u∈S m
Xu,k − 1|(S l)′|
∑
u∈(S l)′
Xu,k
∣∣∣∣∣∣∣∣ = 0, (4.32)
IDOM
(
S −, (S m)′′
)
=
K∑
k=1
∣∣∣∣∣∣∣ 1|S −| ∑u∈S − Xu,k − 1|(S m)′′|
∑
u∈(S m)′′
Xu,k
∣∣∣∣∣∣∣ = 0, (4.33)
and
IDOM
(
S −, (S l)′′
)
=
K∑
k=1
∣∣∣∣∣∣∣∣ 1|S −|
∑
u∈S −
Xu,k − 1|(S l)′′|
∑
u∈(S l)′′
Xu,k
∣∣∣∣∣∣∣∣ = 0. (4.34)
Moreover, as the multisets (S l)′, (S l)′′, (S m)′, and (S m)′′ are chosen in a way
such that |S l| = |(S m)′|, |S m| = |(S l)|, and |S −| = |(S m)′′| = |(S l)′′|,
∑
u∈S l
Xu,k −
∑
u∈(S m)′
Xu,k = 0 ∀k ∈ P, (4.35)
∑
u∈S m
Xu,k −
∑
u∈(S l)′
Xu,k = 0 ∀k ∈ P, (4.36)
∑
u∈S −
Xu,k −
∑
u∈(S m)′′
Xu,k = 0 ∀k ∈ P, (4.37)
and ∑
u∈S −
Xu,k −
∑
u∈(S l)′′
Xu,k = 0 ∀k ∈ P. (4.38)
Substituting (4.35), (4.36), (4.37), and (4.38) into (4.30) leads to the desired
result. 
Corollary. Under Assumption 3, the BOSS estimator τ˜BOS S (m, l) is an unbiased
estimator of τ(m, l) between treatment level l and treatment level m if the condi-
tions in Theorem 10 are satisfied.
Proof. From Theorem 9, E[τm,l] = τ(m, l). In addition, from Theorem 10,
E[˜τBOS S (m, l)] − E[τm,l] = 0. (4.39)
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Hence E[˜τBOS S (m, l)] = τ(m, l) holds. 
Note that these results can be extended to higher-order functional forms of the
response functions provided that the appropriate imbalance measures are used.
For example, the multi-level BOSS estimator for ATE will be unbiased if level-l
and level-m response functions are of the form
hi(Xu) =
∑
k∈P
βi,kXu,k +
∑
k∈P
γi,k(Xu,k)2 +
∑
(k1,k2)∈(P2)
γi,k1,k2 Xu,k1 Xu1,k2 + αi for i ∈ {l,m}
(4.40)
and IDOM2
(
S l, (S l)′, (S l)′′, S m, (S m)′, (S m)′′
)
= 0.
4.6 Simulation Results
In this section, BOSS estimator τ˜BOS S (m, l) is computed using simulated data.
Its bias and Root Mean Squared Error (RMSE) values are compared to those of
matching estimators. For comparison, in Section 4.6.1, one of the simulations that
Yang et al. (2016) conducted in their paper is reproduced first. In Section 4.6.2
additional simulation results under a different setting are presented.
4.6.1 First Experiment
In this reproduction of a simulation study that was proposed by Yang et al. (2016),
there are seven covariates and three levels for each unit. Response functions are
linear for all three levels i = 0, 1, and 2, where βi = (βi,1, · · · , βi,K) ∈ RK are given
by β0 = (−1.5, 1, 1, 1, 1, 1, 1), β1 = (−3, 2, 3, 1, 2, 2, 2), and β2 = (1.5, 3, 1, 2,−1,−1,−1)
and αi = 0 ∈ R for all i ∈ {0, 1, 2}. The responses Y iu are of the form hi(Xu) +  ju
where  iu is the normally distributed error term with mean 0 and variance 1.
Covariate values for each unit are constructed using a constant, multivariate
normal distribution, uniform distribution, Chi-square distribution, and a Bernoulli
random variable. The first covariate Xu,1 is equal to 1 for every unit u while
(Xu,2, Xu,3, Xu,4) follows the multivariate normal distribution with the following
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mean µ and covariance matrix Σ:
µ =

0
0
0
 and Σ =

2 1 −1
1 1 −0.5
−1 −0.5 1
 (4.41)
In addition, Xu,5 is uniformly distributed in the interval [−3, 3], Xu,6 follows a Chi-
square distribution with 1 degree of freedom, Xu,7 is a Bernoulli random variable
with p = 0.5.
Assignment of the treatment levels is done using a multinomial distribution with
pi = p(i | Xu) for i ∈ {0, 1, 2} where p(i | Xu) denotes a generalized propensity
score defined in (4.17) and is computed by
p(i | Xu) = exp(γ
T
i Xu)∑2
j=0 exp(γTj Xu)
(4.42)
with values of γ0, γ1, and γ2 given in Yang et al. (2016):
γ0 = (0, 0, 0, 0, 0, 0, 0),
γ1 = (0, 0.7, 0.7, 0.7,−0.7, 0.7, 0.7),
γ2 = (0, 0.4, 0.4, 0.4, 0.4, 0.4, 0.4, 0.4).
(4.43)
Sample sizes were set to |S 0| = |S 1| = |S 2| = 500.
One hundred datasets were generated using the method mentioned above. BOSS
was applied to each dataset with 300 second time limit. This time limit was cho-
sen because most objective values of the BOSS instances in this experiment with
the DOM imbalance measure become lower than 0.1 within 300 seconds. Simu-
lation results are reported in Table 4.1. In the table, MCOV denotes the nearest
neighbor covariate matching with multiple treatment levels described in Section
4.4 and GPSM denotes a matching estimator under a multi-treatment level using
a generalized propensity score. GPSS is an estimator under multi-treatment levels
that is obtained using sub-classification on the generalized propensity score.
To calculate the MCOV, GPSM, and GPSS estimator values, an R code that is
made available by Yang et al. (2016) is used. To compute the BOSS estimator,
Python is used to do post-processing for multi-treatment levels using the control
groups obtained by C++ program by Sauppe et al. (2014) for BOSS method with
two treatment levels.
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As a pre-processing step, auxiliary data is first constructed by combining each
combination of two treatment levels. Then, for each pair, the DOM imbalance
measure with two treatment levels is minimized. For each run, time limit was set
as 300 seconds. For the simulation, a desktop equipped with a quad-core Intel
i7-6700 at 3.40GHz is used.
True SATE values for each treatment level pairs for the simulated data are given
by τ1,0 = −0.292, τ2,0 = −0.397, and τ2,1 = −0.104. These values are computed
using what each unit in a certain level would have gotten for its outcome from the
data construction. It is different from the true PATE values which are given by
τ(m, l) = 0 for any l,m ∈ {0, 1, 2} since Assumption 3 does not hold. Bias values
which are computed by subtracting the true SATE values from estimated SATE
are reported in Table 4.1. In the table, RMSE values are also reported.
Table 4.1: Comparison of Estimators (The First Experiment)
Estimation Method
Bias RMSE
τ1,0 τ2,0 τ2,1 τ1,0 τ2,0 τ2,1
MCOV 0.220 0.191 -0.030 0.258 0.227 0.155
GPSM 0.173 0.032 -0.140 0.533 0.363 0.586
GPSS 0.174 0.003 -0.171 0.463 0.261 0.500
BOSS <0.001 -0.014 -0.015 0.294 0.268 0.313
Random Selection 1.379 0.556 -0.823 1.428 0.593 0.904
Note that the BOSS estimator outperforms the other estimation methods in
terms of the bias in all the cases except for the estimator of E[τ2,0] in GPSS.
The BOSS estimator has similar or smaller RMSE value than GPSM and GPSS
estimators while it has slightly larger RMSE than covariate matching. The covari-
ate matching method shows the smallest RMSE value. However, it is known that
the covariate matching estimator leads to a lower coverage rate when compared
to GPSM and GPSS method (Yang et al., 2016). For the entire simulation of 100
datasets, BOSS took approximately 30000 seconds while the matching methods
took 577 seconds. Estimates generated by randomly selecting the control groups
instead of optimally selecting them showed the worst values in the size of the bias
and RMSE.
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4.6.2 Second Experirment
This second experiment was conducted using the same program written from the
previous simulation with different input data under the same computing environ-
ment as before. The data generation process is described below.
In this setup for the generation of the input data, there are three treatment lev-
els denoted by i and three covariates for each unit: i = 0, 1, and 2 and K = 3.
In the response functions hi(Xu) for i ∈ {0, 1, 2} used in the simulation, βi =
(βi,1, · · · , βi,K) ∈ RK are given by β0 = (1, 2, 3), β1 = (4, 5, 6) and β2 = (7, 8, 9) and
αi = 0 ∈ R for i ∈ {0, 1, 2}. As before, the responses Y iu are of the form hi(Xu) +  iu
where the error term  iu follows a normal distribution with mean 0 and variance 1.
The covariates are constructed using a normal distribution. Xu,1, Xu,2, Xu,3 are
independent random variables that follows a normal distribution with mean 0 and
variance 5, 2, and 7 respectively. That is, the covariate vector (Xu,1, Xu,2, Xu,3)
follows the multivariate normal distribution with the following mean µ and co-
variance matrix Σ:
µ =

0
0
0
 and Σ =

5 0 0
0 2 0
0 0 7
 (4.44)
Sample sizes were set to |S 0| = 400, |S 1| = 600, |S 2| = 500. Assignment of
the treatment levels is done using a multinomial distribution with p0 = 4/15,
p1 = 6/15, and p2 = 5/15 = 1/3 so that Assumption 2 holds in this case.
Hence, for each treatment level, the expected value of the true SATE values is
equal to 0 which is the true PATE value. For the simulation, 1000 datasets are
generated using the method described above and the time limit for each BOSS
simulation with DOM imbalance measure was set to 30 seconds as the objective
value falls below 0.02 within 30 seconds.
The true SATE values obtained in the generated data were
τ1,0 = −0.003, τ2,0 = −0.010, and τ2,1 = −0.006 (4.45)
Bias and RMSE values from this experiment are reported in Table 4.2.
In this second experiment, BOSS with DOM imbalance measure performed
similarly compared to that of matching estimators. Note that the estimates by
BOSS can be improved by imposing an imbalance measure that are ranked higher
with a cost of longer computational time. As seen in the first experiment, both
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Table 4.2: Comparison of Estimators (The Second Experiment)
Estimation Method
Bias RMSE
τ1,0 τ2,0 τ2,1 τ1,0 τ2,0 τ2,1
MCOV -0.002 0.006 0.008 0.125 0.186 0.204
GPSM -0.013 -0.004 0.009 0.483 0.796 0.864
GPSS -0.013 >-0.001 0.012 0.140 0.210 0.220
BOSS -0.016 -0.008 0.007 0.395 0.416 0.363
Random Selection 1.379 0.556 -0.823 1.428 0.593 0.904
matching and BOSS performed better than the random selection in terms of bias
and RMSE value sizes.
4.7 Concluding Remarks and Future Research
Direction
In this chapter, the BOSS framework was extended to a multi-treatment setting.
The simulation results in this chapter demonstrate that the BOSS estimator pro-
vides comparable results when compared to matching estimators when consider-
ing the size of the bias. Estimation using BOSS is an alternative way to get an
unbiased estimate of the expected value of the SATE which can be used under a
multi-treatment setting. When using the real-world data where the true vales of the
estimates are not known, computing the BOSS estimates in addition to matching
estimates will allow to have more reliable results.
When applying the BOSS estimator to a dataset having multiple treatments,
checking that the optimal objective value is small enough is necessary since the
Theorem 10 of unbiasedness holds only when the BOSS instances are fully op-
timized to zero objective value. If there does not exist close enough samples
between the treatment level groups, the optimal value 0 may not be achieved.
Hence, one should be aware when dealing with datasets with small and dissimilar
treatment level groups.
A possible future research direction is extending this BOSS method so that it
can be applicable to estimating the average treatment effect of a dataset having
a continuous treatment. One way of applying the multi-treatment BOSS to con-
tinuous treatment setting is by dividing the continuous treatments into multiple
treatments based on their treatment values. For example, when the continuous
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treatment is years of education, units can be divided into multiple levels based on
the discrete years that are rounded to the nearest integers or their education level
(e.g., elementary school, middle school, high school, college) depending on what
is needed in the analysis.
The proposed BOSS estimator has a broad application area. It will be applica-
ble to any study involving the assessment of comparative effectiveness of many
different types of treatments such as a various medicine or policy effectiveness
test as BOSS estimator can now be applied to a data having multiple treatments.
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CHAPTER 5
HANDLING MISSING DATA IN
OBSERVATIONAL STUDIES WITH
BALANCE OPTIMIZATION SUBSET
SELECTION
5.1 Introduction
In observational studies, researchers often encounter incomplete data which con-
tains missing values. Missing data can occur from non-response of respondents or
loss of data in the data collection or storage process. In longitudinal studies, fail-
ure to collect responses from the same set of participants because of unavailability
of some participants after a certain amount of time can also result in missing data
(Graham, 2012). This chapter considers two possible cases of missing data: [Case
1] some covariates are not included at all and [Case 2] all covariates that affect the
responses are included but some entries are missing.
In Case 1, some covariate vectors that affect responses for the units are not
observed while all the other covariates are fully observed. Such a situation may
occur from a failure to record all the covariates. The conditional independence
assumption in strong ignorability does not hold since the assumption states that,
given the observed covariates, response values are conditionally independent of
whether the units are treated or not. Sensitivity analysis on violations of the con-
ditional independence assumption is necessary for all estimators based on strong
ignorability. Suppose instead that the conditional independence assumption holds
once a previously unobserved covariate is included. The sensitivity of the Balance
Optimization Subset Selection (BOSS) estimators is examined by simulating such
binary unobserved confounders. This result is then compared to that of matching
estimators on two datasets – the LaLonde (1986) data and the Pri.DE (Stampf,
2014) data. For the LaLonde data, it will be shown that BOSS estimators are
less sensitive to the addition of a covariate and the BOSS estimators have much
more stable variances compared to matching estimators. With the Pri.DE data,
comparable sensitivity results are obtained for BOSS and matching.
In Case 2, datasets with all covariates known but with missing entries for some
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units are considered. Imputation of missing values is a method that is frequently
used to apply causal inference methods such as BOSS or matching, whose theo-
ries were developed with complete data in mind. In particular, multiple imputation
generates multiple complete datasets by imputing the missing values using the ob-
served values. With these datasets after multiple imputation, two approaches of
applying BOSS - Within and Across - are considered as studied by Mitra and Re-
iter (2016) for matching. The Within approach applies inference methods to each
dataset first and then combines the estimates afterwards. The Across approach first
aggregates information from the multiple datasets and then applies the method to
a single dataset with aggregated information. Through an example, it is illustrated
that the method using the Across approach has smaller bias than the method using
the Within approach in BOSS. The better performance of the Across approach
over the Within approach is consistent with results by Mitra and Reiter (2016) for
matching. Furthermore, in the example, the BOSS method with each approach
gives smaller bias compared to the corresponding matching method.
This chapter is organized as follows. The first type of missing data considered
is Case 1. Section 5.2 discusses sensitivity analysis that can be done by simu-
lating a missing covariate in the first case of missing data. Section 5.2.1 reviews
the concept of strong ignorability. Section 5.2.2 summarizes the sensitivity anal-
ysis method of matching estimators using simulation proposed by Ichino et al.
(2008) and implemented by Nannicini (2007) in Stata. Section 5.2.3 introduces
how to compute standard errors for each estimator and applies the method of sen-
sitivity analysis to BOSS estimators. Sensitivity analysis results for matching
and BOSS estimators are discussed in Section 5.2.3 (with the LaLonde data) and
Section 5.2.3 (with the Pri.DE data). Section 5.3 focuses on Case 2 with miss-
ing entries in some covariate vectors where all the covariate vectors are included
in the dataset. Section 5.3.1 discusses the Across and the Within approaches in
BOSS on multiply-imputed data and reviews those approaches in propensity score
matching. Section 5.3.2 describes the data generation method for an experiment
with these approaches and Section 5.3.2 presents simulation results. Section 5.4
provides concluding comments and future research directions.
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5.2 Simulating an Unobserved Covariate
When evaluating estimation methods, researchers need to check whether the un-
derlying assumptions hold. As stated in the standard matching literature (e.g.,
Rosenbaum and Rubin (1983b)), the validity of matching estimators depends on
a strong ignorability assumption. Similarly, as Nikolaev et al. (2013) showed, the
validity of Balance Optimization Subset Selection (BOSS) estimators for causal
inference relies on the same assumption.
As stated in Chapter 1, the strong ignorability assumption is composed of two
parts – conditional independence and common overlap (Sekhon, 2009). The con-
ditional independence assumption, also known as unconfoundedness, states that,
given the measured covariate values, the treatment assignment is conditionally in-
dependent with the distribution of the potential outcomes. This assumption means
that all the covariates affecting the response values are measured or controlled in
order not to affect the treatment effect estimates and thus there is no confounding
factor that is uncontrolled.
In practice, the strong ignorability assumption may not always hold. The first
part of this chapter focuses on a sensitivity analysis of how the estimator value
changes when deviating from the conditional independence assumption. There
have been several parametric approaches for sensitivity analyses of matching es-
timators (Rosenbaum and Rubin, 1983a; Imbens, 2003; Brumback et al., 2004;
Greenland, 2005; Li et al., 2011). In addition, Ichino et al. (2008) and Nannicini
(2007) provide simulation-based, non-parametric, sensitivity analysis approaches.
Cosistent with what Nannicini (2007) has done on matching estimators, a sen-
sitivity analysis of BOSS estimators will be conducted by simulating possible
unmeasured covariates. By comparing the sensitivity of BOSS estimators to that
of matching, how the estimators produced by matching and BOSS are affected
when deviating from the conditional independence assumption will be examined.
5.2.1 Strong Ignorability Assumption
Consider a binary treatment setting again. Suppose that Z is a treatment indicator
which is equal to 1(0) if (not) treated. Let Y1 and Y0 be treated and untreated
outcome values and let X (with support X) be a vector of K covariates for a unit
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that is selected uniformly at random. Then the strong ignorability assumption is
Y1,Y0 y Z
∣∣∣ X (5.1a)
and
0 < P(Z = 1|X = x) < 1 for all x ∈ X. (5.1b)
By definition, Y1 y Z
∣∣∣ X (Y0 y Z ∣∣∣ X) implies that the distribution of Y1 (Y0),
given the covariate values X, is the same regardless of the treatment indicator Z.
Hence,
E
[
Y1 | X,Z = 0
]
= E
[
Y1 | X,Z = 1
]
= E
[
Y1 | X
]
(5.2a)
and
E
[
Y0 | X,Z = 0
]
= E
[
Y0 | X,Z = 1
]
= E
[
Y0 | X
]
. (5.2b)
under this assumption.
Recall that the treated and untreated outcome values of a specific unit u were
denoted by Y1u and Y
0
u , respectively. As done in Chapters 1 to 3, the value of
interest is the sample average treatment effect for the treated (SATT) defined in
(1.3).
Propensity score matching (Rosenbaum and Rubin, 1983b) and Balance Opti-
mization Subset Selection (Nikolaev et al., 2013, BOSS) are two methods used
to estimate SATT. Let e(Xu) denote the propensity score of unit u under a binary
treatment setting, the probability that unit u receives treatment given its covariate
values. Note that e(Xu) can be expressed as
e(Xu) = p(1|Xu) (5.3)
using the notation p( j|Xu) from previous chapter, which is the generalized propen-
sity score for treatment level j, since the “treatment” in a binary treatment setting
corresponds to a treatment level 1. Rosenbaum and Rubin (1983b) show that, un-
der the strong ignorability assumption, the following relationship of conditional
independence given the propensity score values holds:
Y1,Y0 y Z
∣∣∣ e(X). (5.4)
By matching each treated unit t ∈ T with a control unit c ∈ C that has the same
propensity score, an unbiased estimate of τ1T can be obtained under the strong
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ignorability assumption. If there does not exist an exact matching for each t ∈ T ,
then inexact matching is used. The inexact matching method considered in this
chapter is Nearest-Neighbor Matching (Rubin, 1973), which uses the following
propensity score matching estimator for τ1T ,
τˆ1T =
1
|T |
∑
t∈T
Y1t − ∑
c∈C(t)
1
|C(t)|Y
0
c
 , (5.5)
where C(t) ≡ arg minc∈C |e(Xt) − e(Xc)|.
BOSS estimates τ1T using the estimator given in (1.4). It has been shown that
τ˜1T (C
′) is an unbiased estimator of τ1T under the strong ignorability assumption
when appropriate covariate balance is achieved given some functional form of the
response function (Sauppe and Jacobson, 2017). BOSS can incorporate various
imbalance measures as studied in Chapter 2. For the simulations reported in Sec-
tions 5.2 and 5.3, the DOM imbalance measure under a binary treatment setting
given in (2.9) is used. As stated in Theorem 5, BOSS yields an unbiased estimator
of SATT if the response functions are linear and the DOM imbalance measure is
minimized to zero.
5.2.2 Sensitivity Analysis of Matching Estimators using
Simulation
This section summarizes the simulation-based sensitivity analysis method pro-
posed by Ichino et al. (2008) and Nannicini (2007). Consider the scenario that the
assumption stated in (5.1a) does not hold because there exists a missing covariate
(for all units in the dataset). Suppose that the conditional independence assump-
tion holds given the observed covariate values X and an additional (previously
unobserved) binary variable U. Suppose that the Assumption 6 holds hereafter.
Assumption 6. Treatment assignments are conditionally independent with the
outcome values, given the new set of covariates including both the observed co-
variates X and the unobserved binary variable U:
Y1,Y0 y Z
∣∣∣ (X,U). (5.6)
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Note that (5.2a) and (5.2b) does not hold. Instead,
E
[
Y1 | X,U,Z = 0
]
= E
[
Y1 | X,U,Z = 1
]
(5.7a)
and
E
[
Y0 | X,U,Z = 0
]
= E
[
Y0 | X,U,Z = 1
]
. (5.7b)
hold under Assumption 6.
Define B to be a binary outcome variable. Define the following four probabili-
ties
pi j = Prob{U = 1 | Z = i, B = j} for i, j ∈ {0, 1}. (5.8)
Either 0 or 1 is assigned to a binary variable U using the pi j values. Then, in
addition to existing covariates which were observed, a set U composed of the
new binary values U is attached to the given data to form an augmented set of
covariates. Note that, when generating one covariate vector for all the units with
U , the number of elements in the set U is equal to the number of observed units
(i.e., |U | = ||). Then the standard Matching and BOSS methods can applied to
this augmented dataset since the strong ignorability assumption holds with this
new (augmented) dataset.
Sensitivity analysis of a propensity score matching estimator is conducted using
the Stata code (Nannicini, 2007), by simulating many different U with different
sets of pi j values. In Section 5.2.3, the sensitivity of matching and BOSS estima-
tors are examined with the National Supported Work Demonstration (NSW) pro-
gram data (LaLonde, 1986). In Section 5.2.3, wthe sensitivity of the estimators
are examined with the Pediatric Respiratory Infection in Deutschland (Pri.DE)
data from Stampf (2014).
The Stata code (Nannicini, 2007) uses the propensity score matching algorithm
attnd (Becker and Ichino, 2002). The simulation results obtained using match-
ing are presented in Sections 5.2.3 and 5.2.3 and these results are compared to the
BOSS results. In addition to replicating the three scenarios considered in Nan-
nicini (2007), additional 36 scenarios are simulatd using pi j values listed in Table
5.4 and Figure 5.1 for the LaLonde data following the method in Ichino et al.
(2008). In a similar manner, additional simulations of 34 scenarios were con-
ducted with various pi j values reported in Table 5.7 and Figure 5.2 for the Pri.DE
data.
The pi j values in Table 5.4 and Table 5.7 are obtained by varying d = p01 − p00
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and s = p1· − p0· where
pi· = Prob(U = 1 | Z = i)
=
Prob(U = 1,Z = i)
Prob(Z = i)
=
Prob(U = 1,Z = i, B = 0)
Prob(Z = i)
+
Prob(U = 1,Z = i, B = 1)
Prob(Z = i)
= Prob{U = 1 | Z = i, B = 0} · Prob(B = 0 | Z = i)
+ Prob{U = 1 | Z = i, B = 1} · Prob(B = 1 | Z = i)
= pi0 · Prob(B = 0 | Z = i) + pi1 · Prob(B = 1 | Z = i)
(5.9)
for i ∈ {0, 1}. To generate the values of pi j in the Table 5.4 and Table 5.7, it was
assumed that p11 − p00 = 0 and Prob(U = 1) = 0.4 (Nannicini, 2007). Fixing
α and β results in the following system of four equations with four variables pi j,
i, j ∈ {0, 1}:
0 = p11 − p00 (5.10)
0.4 = Prob(U = 1) =
1∑
i=0
1∑
j=0
pi j · Prob(B = j | Z = i) · Prob(Z = i) (5.11)
α = d = p01 − p00 (5.12)
β = s = p1· − p0· =
1∑
j=0
p1 j · Prob(B = j | Z = 1) −
1∑
j=0
p0 j · Prob(B = j | Z = 0).
(5.13)
From (5.10) to (5.13), the values of p11, p10, p01, and p00 are determined and used
to simulate the binary unobserved confounder.
5.2.3 Sensitivity Analysis and Comparison of Estimators Using
Simulation
Sensitivity analysis of BOSS estimators is conducted using the same approach
used for sensitivity analysis of matching estimators discussed in Section 5.2.2.
The hidden/unmeasured covariate were generated to see how this addition affects
the treatment effect value (the estimator of the SATT) and its standard error.
Let τˆ1T,k and τ˜
1
T,k(C
′
k), respectively, denotes the matching estimator and the BOSS
estimator obtained from the k-th estimation out of M repetitions. These estimates
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are computed by
τˆ1T,k =
1
|Tk|
∑
t∈Tk
Y1t − ∑
c∈Ck(t)
1
|Ck(t)|Y
0
c
 , (5.14)
and
τ˜1T,k(C
′
k) =
1
|Tk|
∑
t∈Tk
Y1t −
1
|C′k|
∑
c∈C′k
Y0c (5.15)
where Ck(t) ≡ arg minc∈Ck |e(Xt) − e(Xc)| and C′k ⊂ Ck is the control group that
minimizes an imbalance IDOM(Tk,C′k) between the treatment group Tk and the
control group C′k.
Note that units composing the k-th treatment group Tk and the k′-th treatment
group Tk′ (k , k′) are the same but the augmented set of covariates possessed
by the units are different. Similarly, units composing the k-th control pool Ck
and the k′-th control pool Ck′ (k , k′) are the same but the augmented set of
covariates are different. However, note that, in matching, Ck(t) , Ck′(t) thus
∪t∈TkCk(t) , ∪t∈Tk′Ck′(t) and, in BOSS, C′k , C′k′ since the fact that the augmented
set of covariates for the control pool and the treated group are different for k and
k′ (k , k′) results in different control groups for k and k′ (k , k′). At each time the
augmented data is different because of randomness in the data generation process
for the unobserved confounder U although the same data generation method is
used with the same pi j values for a given scenario. Hence, the estimator values
for the k-th estimation is different from the k′-th estimation for k , k′.
In the Stata program sensatt, the matching estimator of SATT is found using
the average estimated values across several repetitions (say, M). Likewise, the
average value of the BOSS estimators are found from the M repetitions for each
scenario:
τˆ1T =
1
M
M∑
k=1
τˆ1T,k (5.16)
and
τ˜1T (C′) =
1
M
M∑
k=1
τ˜1T,k(C
′
k). (5.17)
For BOSS estimation, Python is used to generate U to construct an augmented
dataset together with the original set of covariates.
For the simulation results reported in Section 5.2.3 and 5.2.3, the number of
repetitions in each scenario was set to M = 100 for both matching and BOSS. For
the simulation of BOSS, each individual run was given a time limit of 300 seconds
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since most of the decreases in objective values occurred within 300 seconds. All
the simulations were done using a quad-core Windows desktop with an Intel Core
i7-6700 CPU at 3.40GHz.
Additionally, to compute standard errors for BOSS estimators, the method which
used to compute standard errors for matching estimators in the sensatt pack-
age was adopted as follows. The notion of within-imputation variance se2W and
between-imputation variance se2B (Nannicini, 2007) for matching methods are
given by
se2W =
1
M
M∑
k=1
se2k , (5.18)
and
se2B =
1
M − 1
M∑
k=1
(
τˆ1T,k − τˆ1T
)2
, (5.19)
where se2k is the variance estimate for the k-th matching estimator τˆ
1
T,k in (5.14).
For BOSS, (5.18) was also used for se2W and the following in (5.20) is used for se
2
B
se2B =
1
M − 1
M∑
k=1
(˜
τ1T,k(C
′
k) − τ˜1T (C′)
)2
, (5.20)
where se2k is the variance estimate for the k-th BOSS estimator τ˜
1
T,k(C
′). The vari-
ance estimate se2k for the k-th BOSS estimator τ˜
1
T,k(C
′) in (5.15) is computed by
se2k =
1
|T |2 · |T | · Vart∈T (Y
1
t ) +
1
|C′k|2
· |C′k| · Varc∈C′k(Y0c ) =
Vart∈T (Y1t )
|T | +
Varc∈C′k(Y
0
c )
|C′k|
(5.21)
while assuming independent outcomes over units (Becker and Ichino, 2002). Us-
ing the within-imputation variance se2W and the between-imputation variance se
2
B,
the total variances se2T for the matching estimator τˆ
1
T and the BOSS estimator
τ˜1T (C′) are computed with
se2T = se
2
W +
(
M + 1
M
)
se2B. (5.22)
Simulation Result – LaLonde Data
This section discusses a sensitivity analysis of matching and BOSS estimators for
the LaLonde (1986) data. In the LaLonde dataset, there is a set of eight observed
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covariates and one outcome variable. As described in earliery chapter, real earn-
ings in year 1978, RE78, is the outcome (response) variable used in the dataset
and denoted as Y . Furthermore, it is assumed that there is a binary, unmeasured
confounder U that should have been included in the set of covariates, as it satis-
fies the Assumption 6 when included in the set of covariates. The three possible
scenarios that were considered in Nannicini (2007) was followed as a first step of
the analysis.
To generate the binary covariate vector U , take the following four probabil-
ities into account: p11, p10, p01, and p00 defined in (5.8) after transforming the
continuous outcome variable Y to a binary outcome variable B using the indicator
function:
Bu = 1{Yu > Y}, (5.23)
where N is the set of all units and Y = ∑u∈N Yu/|N| is the sample mean of the
outcome values Y .
Note that in the LaLonde data
Prob(B = 0 | Z = 1) = 176
185
, Prob(B = 1 | Z = 1) = 9
185
,
Prob(B = 0 | Z = 0) = 1198
2490
, Prob(B = 1 | Z = 0) = 1292
2490
.
The values of the original propensity score matching estimator and BOSS es-
timator before including any additional binary confounder are as follows. The
estimated SATT value using matching was 2126 with a standard error of 1542 and
that of BOSS was 1117 with standard error 784. These values are rounded to the
nearest integers.
The three scenarios examined are described below. For the analysis in this chap-
ter, the following covariates are used: [1] age in years, [2] education in years, [3]
whether the individual is black as a binary variable, [4] whether he/she is Hispanic
as a binary variable, [5] whether the individual is married as a binary variable, [6]
whether the individual has no high school degree as a binary variable, [7] earnings
in 1974, and [8] earnings in 1975. Note that, in Nannicini (2007), they used age,
age2(squared age), educ, educ2(squared education years), marriage, black, His-
panic, RE74, RE75, RE742(squared 1974 earnings) RE752(squared 1975 earn-
ings) as their set of existing covariates.
In the first scenario, the new variable U was set so that it has the same pi j
values obtained from the unemployment rate in year 1974, namely U74. The four
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probabilities p11, p10, p01, and p00 from the dataset are
p11 = Prob{U74 = 1 | Z = 1, B = 1} = 0.78,
p10 = Prob{U74 = 1 | Z = 1, B = 0} = 0.70,
p01 = Prob{U74 = 1 | Z = 0, B = 1} = 0.02,
p00 = Prob{U74 = 1 | Z = 0, B = 0} = 0.15.
(5.24)
In the second scenario, the following pi j values were considered:
p11 = 0.8, p10 = 0.8, p01 = 0.6, p00 = 0.3 (5.25)
In the third scenario, the following values were used to simulate the unmeasured
covariate U:
p11 = 0.8, p10 = 0.8, p01 = 0.6, p00 = 0.1 (5.26)
Note that the only difference in generating the unmeasured covariate values in
Scenarios 2 and 3 is the value of p00, while all the other probabilities are the same.
Under the three scenarios, the estimated value for SATT has been changed to those
that are reported in Table 5.1. The values reported in Table 5.1 are rounded to the
nearest integers. Note that the resulting values are different from those reported
in Nannicini (2007) for the corresponding scenarios because a different set of
covariates is used.
Table 5.1: Simulation Results under Three Scenarios
Scenario 1 Scenario 2 Scenario 3
Estimate
Standard
Error Estimate
Standard
Error Estimate
Standard
Error
Matching 1175 3103 996 2746 -1408 6306
BOSS 1065 811 935 840 929 836
Now the same dataset is tested under 36 different scenarios with pi j (i, j ∈
{0, 1}) reported in Table 5.4 obtained by varying the values of d and s. Again in
Tables 5.2 and 5.3, the values are rounded. For both matching and BOSS esti-
mators, increasing both d and s made the added (previously unobserved) binary
variable work as a confounder reducing the estimated values. In the BOSS estima-
tor table, there were a few deviations from this tendency. It might have occurred
since the computationally optimization problem with a given time limit did not
return fully optimized solutions because of the time limit for each run while the
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added covariate with high d and s indeed worked as a variable reducing the esti-
mates compared to the one with smaller values for d and s.
The results in Tables 5.2 and 5.3 are different. Matching estimators have shown
a decrease in their estimator values along with an increase in their variance. On the
other hand, in the case of BOSS estimators, stable variances are observed across
various values of d and s. Furthermore, the variances of the BOSS estimators are
smaller than those of the matching estimators.
Table 5.2: Matching Estimators (and Corresponding Standard Errors)
s = 0.1 s = 0.2. s = 0.3 s = 0.4 s = 0.5 s = 0.6
d = 0.1 1403 (1859) 1392 (1916) 1287 (2216) 1201 (2591) 1162 (2705) 1051 (3283)
d = 0.2 1447 (1840) 1269 (2147) 1270 (2409) 1116 (2580) 934 (3400) 879 (3723)
d = 0.3 1284 (2224) 933 (2681) 1010 (2654) 787 (3453) 655 (3798) 344 (4496)
d = 0.4 1228 (2319) 880 (2979) 884 (3000) 529 (4181) −323 (5480) −182 (5739)
d = 0.5 481 (3338) 661 (3205) −327 (4712) −300 (4963) −616 (5457) −888 (6988)
d = 0.6 499 (3904) −1241 (5409) −1087 (5965) −2810 (7833) −3515 (9938) −3373 (11264)
Table 5.3: BOSS Estimators (and Corresponding Standard Errors)
s = 0.1 s = 0.2 s = 0.3 s = 0.4 s = 0.5 s = 0.6
d = 0.1 979 (834) 998 (825) 972 (832) 960 (836) 988 (830) 975 (831)
d = 0.2 972 (833) 939 (837) 987 (830) 943 (837) 976 (832) 986 (831)
d = 0.3 929 (845) 959 (836) 933 (840) 918 (843) 944 (837) 953 (834)
d = 0.4 910 (842) 909 (843) 903 (840) 936 (838) 897 (843) 907 (844)
d = 0.5 890 (843) 880 (845) 903 (845) 894 (845) 884 (841) 878 (842)
d = 0.6 901 (842) 847 (846) 878 (842) 855 (844) 830 (847) 866 (845)
Simulation Result – Pri.DE Data
In this section, a sensitivity analysis of matching and BOSS estimators was con-
ducted using Pri.DE data (Stampf, 2014). Pri.DE data is used to investigate
whether or not current respiratory syncytial virus (RSV) infection in infants and
young children causes severe lower respiratory tract infections (LRTI).
In this dataset, in addition to the information on RSV infection and severe LRTI
(respectively, the treatment T and the outcome B) as binary variables, there are 13
covariates: gender, ethnic group, preterm delivery, former RSV infection, congen-
ital heart defect, region in Germany, age, breast feeding, siblings, passive expo-
sure to smoking at home, external care, parental atopy, and number of diagnosed
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LRTI. Among the 3078 infants and young children considered, 1031 of them had
a current RSV infection and 2047 of them did not.
From the data, the following probabilities can be computed:
Prob(B = 0 | Z = 1) = 343
1031
, Prob(B = 1 | Z = 1) = 688
1031
,
Prob(B = 0 | Z = 0) = 932
2047
, Prob(B = 1 | Z = 0) = 1115
2047
.
By using the above values together with various d and s in the system of four
equations in (5.10) to (5.13), the values for the four unknowns p11, p10, p01, and
p00, can also be computed and these values are reported in Table 5.7.
In the case of matching, the default estimator values for SATT before adding
any unobserved confounder is 0.092 with standard error 0.027. In the case of
BOSS, the default estimated value is 0.179 with standard error 0.021. By vary-
ing d and s, the sensitivity analysis results as reported in Tables 5.5 and 5.6 are
obtained for matching and BOSS, respectively .
Unlike the previous case with the LaLonde dataset, the sensitivities to the viola-
tion of the conditional independence assumption were comparable in the matching
and BOSS estimators for the Pri.DE data. The sizes of the standard errors for both
matching and BOSS estimators were similar. In most simulations for BOSS with
this dataset, the optimal solutions were found within a few seconds which is much
earlier than the time limit, 300 seconds. Specifically, 99.1% of the 3400 simula-
tions were finished within 3 seconds and 99.6% of them were finished within 4
seconds.
5.3 Missing Values in Covariates and Multiple
Imputation
In this section, two methods that are applicable to multiply-imputed data sets are
compared. The multiple imputation is used to impute values where there are miss-
ing entries in the data while all the relevant covariate vectors are observed (This
is Case 2 mentioned in the introduction of this chapter).
There are several methods to handle the missing entries. Appropriate methods
should be used depending on the missing data mechanism. According to Little and
Rubin (2002), the missing data mechanisms can be classified into three categories
92
based on how the missing values are related to the other data values. If missing
values are independent of both observed and unobserved values, then the missing
values are missing completely at random (MCAR). Missing at random (MAR) is
when the missing data mechanism does not depend on unobserved values given
the observed data while missing not at random (MNAR) is when the missing data
mechanism does depend on unobserved values and thus the missing values cannot
be accounted by only using observed values.
A possible method one can consider when handling missing data is to abandon
all the units which have missing values. However, if the missing data mechanism
is not MCAR, then this approach will lead to bias. When the number of units that
are ignored is large, other types of information loss such as a reduction in preci-
sion may occur. Another method for handling the missing data is imputation(i.e,
filling in missing values). There are many types of imputation methods – mean
imputation using the average values, regression imputation using predicted values
through regression, and hot deck imputation using other unit’s data with similar
values (Gelman and Hill, 2006).
In this section, a specific multiple imputation method, which uses Bayesian
linear regression to fill in missing data values, is used. Recently, Mitra and Re-
iter (2016) compared two different propensity score matching methods for causal
inference with datasets after multiple imputation – namely, the Across approach
and the Within approach. Similar approaches are developed in the second half
of Chapter 5 using a non-matching technique called BOSS and the BOSS esti-
mates’ performance measures on simulated datasets are provided. Two different
BOSS methods will be applied to multiply-imputed datasets, and the performance
measure of estimates from the two methods will be compared.
5.3.1 Within Approach and Across Approach
Multiple imputation generates multiple complete datasets by imputing missing
values. Using these datasets, two ways to apply the BOSS method - Within ap-
proach and Across approach - are explained here. For each dataset containing
missing values, the multiple imputation method outputs m datasets with different
sets of imputed values for entries that were missing. Note that, given a complete
dataset, the BOSS method finds a control group that minimizes an imbalance mea-
sure such that the control group is balanced with respect to the treatment group,
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so bias from the differences of the two groups can be reduced when estimating the
treatment effect.
Suppose that there are N units in the set of samples N , namely u1, u2, · · · , uN .
Denote a vector of K covariates for unit u ∈ N by Xu = (Xu,1, Xu,2, · · · , Xu,K) ∈ RK .
For each unit u ∈ U, let Mu = (Mu,1,Mu,2, · · · ,Mu,K) ∈ RK be a vector of K
indicator variables for missing entries, where
Mu,k =
1 if Xu,k is missing0 otherwise (5.27)
Let X = [Xu1 Xu2 · · · XuN ]′ ∈ Rn×K be the matrix of covariate values of N units in
N and M = [Mu1 Mu2 · · · MuN ]′ ∈ Rn×K be the corresponding missing indicator
matrix. Then M = {Xu,k|Mu,k = 1 for u ∈ N , k ∈ P} is a set of missing covariate
values and O = {Xu,k|Mu,k = 0 for u ∈ N , k ∈ P} is a set of observed covariate
values. Assume that missing entries only occur among the covariates (i.e., the
treatment indicator and responses are fully observed for all the units).
Multiple imputation fills in missing covariate values multiple times (say, L)
using a predictive distribution of the missing covariate values given observed co-
variates and the treatment indicators. Denote the complete datasets obtained by
using multiple imputation with X by X<1>,X<2>, · · · ,X<L>. Two approaches – the
Within approach and the Across approach – that are applicable with the multiply
imputed datasets will be introduced.
The Within approach finds L different control groups for L different complete
datasets, estimates L treatment effects using those control groups, one by one, and
computes the average of the L treatment effect estimates that are obtained to get
a single value for the estimated treatment effect given the original dataset with
missing values. A detailed implementation of the Within approach is given below.
Divide the set of observed units, N , into a treatment group T = {u ∈ N|Zu = 1}
and a control pool C = {u ∈ N|Zu = 0}. For the i-th complete dataset X<i>, to
reduce the bias from differences in covariate distributions of the treatment group
and the control pool, BOSS first finds a control group C
′,<i> ⊂ C that minimizes
an imbalance measureI (T,C
′,<i>) as a function of covariate values in X<i>. Then
BOSS estimates the sample average treatment effect for the treated (SATT) using
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the i-th complete dataset, with
τ˜1T (C
′,<i>) ≡ 1|T |
∑
t∈T
Y1t −
1
|C′,<i>|
∑
c∈C′ ,<i>
Y0c . (5.28)
As a next step, the information from these estimated values for all the complete
datasets is aggregated by taking the average:
τ˜1,WT =
∑
i=1,2,··· ,L τ˜1T (C
′,<i>)
L
, (5.29)
Equation (5.29) is the SATT estimate for X after multiple imputation using the
Within approach.
The Across approach first aggregates the information of the L different com-
plete datasets by taking an average of those datasets, finds a single control group
using the dataset obtained by averaging, and then obtains an estimated value for
the treatment effect by applying BOSS to the averaged dataset.
Denote the average of L complete datasets by XA:
XA =
X<1> + X<2> + · · · + X<L>
L
. (5.30)
Then SATT can be estimated with
τ˜1,AT = τ˜
1
T (C
′,A) ≡ 1|T |
∑
t∈T
Y1t −
1
|C′,A|
∑
c∈C′ ,A
Y0c (5.31)
using a control group C
′,A ⊂ C minimizing an imbalance measure I (T,C′,A),
which is a function of covariate values in XA. The value τ˜1,AT obtained from (5.31)
is the SATT estimate for X after multiple imputation using the Across approach.
The propensity score matching method can also be applied to the L complete
datasets using both the Within approach and the Across approach. The Within ap-
proach in the context of the propensity score matching does the following: it finds
L vectors of propensity scores respectively for the L complete datasets and com-
putes L treatment effect estimates using the propensity score matching method for
each dataset and the average of the L treatment effects to obtain a single treatment
effect estimate for the original dataset. The Across approach in the context of the
propensity score matching denotes a method which estimates a treatment effect
using a single vector of propensity scores obtained by taking the average of the
95
L propensity score vectors. The Across and Within approaches were investigated
by Mitra and Reiter (2016) and it was shown that the Across approach results in
smaller bias compared to the Within approach when applied with propensity score
matching. The details for implementation of these two approaches are as follows.
For the i-th complete dataset X<i> = [X<i>u1 X
<i>
u2 · · · X<i>uN ]′ ∈ Rn×K , denote the
estimated propensity score for unit u ∈ N by e(X<i>u ) = Prob(Zu = 1 | X<i>u ) ∈ R1
which is a function of X<i>u ∈ RK . Construct a vector of estimated propensity
scores for each complete dataset X<i>: e(X<i>) = [e(X<i>u1 ) e(X
<i>
u2 ) · · · e(X<i>uN )]′ ∈
RN
Obtain a set of matched control units through propensity score matching using
e(X<i>) for the i-th complete dataset, denoted by Cˆ<i>. In this chapter, a nearest
neighbor matching (Rubin, 1973) is used with Cˆ<i> = {c | c ∈ arg minc∈C ||e(X<i>c )−
e(X<i>t )|| for some t ∈ T }. Then SATT can be estimated using Cˆ<i> from the i-th
complete dataset with
τˆ1T (Cˆ
<i>) ≡ 1|T |
∑
t∈T
Y1t −
1
|Cˆ<i>|
∑
c∈Cˆ<i>
Y0c . (5.32)
Matching method is applied for each complete dataset Cˆ<i> (i = 1, 2, · · · ,L).
Then, as for the Within approach for BOSS, the Within approach for matching
also aggregates the information by taking the average.
τˆ1,WT =
∑
i=1,2,··· ,m τˆ1T (Cˆ
<i>)
m
, (5.33)
Equation (5.33) is the Within approach matching estimator for X after multiple
imputation.
While the Within approach performs separate matching procedures for each of
the L complete datasets, the Across approach first combines the information from
the L propensity score vectors into one propensity score by averaging them:
eA(X<1>,X<2>, · · · ,X<L>) = 1
L
∑
i=1,2,··· ,L

e(X<i>u1 )
e(X<i>u2 )
· · ·
e(X<i>uN )
 =

1
L
∑
i=1,2,··· ,L e(X<i>u1 )
1
L
∑
i=1,2,··· ,L e(X<i>u2 )
· · ·
1
L
∑
i=1,2,··· ,L e(X<i>um )
 ∈ R
N
(5.34)
Using the aggregated estimated propensity score vector, eA(X<1>,X<2>, · · · ,X<L>),
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a nearest neighbor matching is performed to obtain a set of control units,
CˆA = {c | c ∈ arg min
c∈C ||e(X
A
c ) − e(XAt )|| for some t ∈ T }. (5.35)
which are used to estimate estimate SATT,
τˆ1T (Cˆ
A) ≡ 1|T |
∑
t∈T
Y1t −
1
|CˆA|
∑
c∈CˆA
Y0c (5.36)
given the the Across approach matching estimator of the given dataset after mul-
tiple imputation. Equation (5.36) is the Across approach matching estimator for
X.
One of the objectives of this chapter is to compare these two approaches in the
context of BOSS framework. It is of interest to see whether the better performance
of the Across approach is still observed (as observed with matching method) when
the two approaches were applied using BOSS method. In addition, a comparison
of BOSS and matching methods to estimate the treatment effect with multiply-
imputed datasets will be provided. The study in this chapter will be useful in that
it helps to better understand and assess which method(s) should be used in the
presence of missing data.
5.3.2 Simulation
This section provides data generation process and simulation results to compare
the Within and the Across approaches in matching and BOSS. The two approaches
will be compared within the BOSS framework and the difference between the
BOSS estimates and the matching estimates will be also be investigated.
Data Generation
Simulated datasets are generated using the method described in Mitra and Reiter
(2016). Each unit has two covariates (i.e., K = 2) which are normally distributed
with mean and variance,
Xu =
Xu,1Xu,2
 ∼ N 1010
 ,  5 2.52.5 5
 (5.37)
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Repeat the process of generating the covariates for N = 1100 units to generate
the set of covariates for each unit. The value of N was chosen as 1000 in order
to make the approximate number of the treated units and that of the control units
which will be determined later be 100 and 1000 respectively. Suppose that both
treatment response functions and control response functions are of the form
Y1u = Y
0
u = Yu =
∑
k=1,2
Xu,k + u ∀u ∈ N , (5.38)
where u are error terms in the response values for each unit u ∈ N that are
normally distributed with mean 0 and variance 1. Since Y1u = Y
0
u for all u ∈ N ,
then he true value of SATT is 0 (see (1.3)).
Assume that all the values of Xu,1, Zu, and Yu are fully observed for all u ∈ N
and missing values are in the second covariates Xu,2 for some u ∈ N . Depending
on the treatment assignment mechanism, three scenarios can be considered. In the
first scenario (Scenario 1), whether Zu is equal to 0 or 1 is determined by Xu,1 only.
In the second scenario (Scenario 2), whether Zu is equal to 0 or 1 is determined
by Xu,2 only. In the third scenario (Scenario 3), the contributions of Xu,1 and Xu,2
in determining assignment to treatment are identical.
Scenario 1
The assignment to treatment for a unit u depends only on the first covariate
of the unit, Xu,1. Suppose that the treatment indicator value is assigned using a
logistic function for the propensity score:
e(Xu) = Prob(Zu = 1 | Xu) = e
αe+βeXu,1
1 + eαe+βeXu,1
, (5.39)
where αe = −7.8 and βe = 0.5.
Two sub-scenarios, Scenario 1-1 and Scenario 1-2, can be constructed based
on the assignment of the missing data. In Scenario 1-1, the values for the second
covariate are missing only for some control units u ∈ C. The probability of Xu,2
being missing is again given by a logistic function:
Prob(Mu,2 = 1 | Zu = 0,Xu) = e
αm+βmXu,1
1 + eαm+βmXu,1
(5.40)
where αm = −10.1 and βm = 0.9. Note that in Scenario 1-1,
E[Prob(Mu,2 = 1 | Zu = 0,Xu)] = e
αm+βmE[Xu,1]
1 + eαm+βmE[Xu,1]
=
e−1.1
1 + e−1.1
≈ 0.3 (5.41)
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since E[Xu,1] = 10 from (5.37).
In Scenario 1-2, the values for the second covariate are missing for both treated
units and control units. The control units’ covariate values are missing using the
same equation (5.40) as in Scenario 1-1 and treated units’ covariate values are
missing completely at random with
Prob(Mu,2 = 1 | Zu = 1,Xu) = 0.3, (5.42)
so that approximately 30% of the control units’ second covariate values and ex-
actly 30% of the treated units’ second covariate values are missing in this scenario.
The covariate values that were originally assigned to those covariates, which
happened to be missing, are discarded and the missing covariate values are im-
puted multiple times (L = 5 times) using a Bayesian linear regression of XN ,2 ≡
(Xu1,2, Xu2,2, · · · , XuN ,2) on XN ,1 ≡ (Xu1,1, Xu2,1, · · · , XuN ,1) and ZN ≡ (Zu1 ,Zu2 , · · · ,ZuN ).
For the multiple imputation, mice (Multiple Imputation by Chained Equations; an
R package) is used. After obtaining m complete datasets through multiple imputa-
tion on missing covariates, the Within and Across approaches of both BOSS and
propensity score matching are applied as described in Section 5.3.1. The outputs
of those methods are τ˜1,WT and τ˜
1,A
T for BOSS and τˆ
1,W
T and τˆ
1,A
T for propensity score
matching.
For all the scenarios, the same process is repeated 100 times while the values
of X = [Xu1 Xu2 · · · Xu1100]′ ∈ R1100×2, Z = (Zu1 ,Zu2 , · · · ,Zu1100) ∈ R1100, Y =
(Yu1 ,Yu2 , · · · ,Yu1100) ∈ R1100 and M = [Mu1 Mu2 · · · Mu1100]′ ∈ R1100×2 are newly
generated each time.
Scenario 2
Assignment to treatment for a unit u depends only on the second covariate of
the unit, Xu,2, following
e(Xu) = Prob(Zu = 1 | Xu) = e
αe+βeXu,2
1 + eαe+βeXu,2
(5.43)
where αe = −7.8 and βe = 0.5.
Consider the two sub-scenarios, Scenario 2-1 and Scenario 2-2, based on the
missing entry assignment. The values for the second covariate are missing only for
some control units u ∈ C in Scenario 2-1, while they are missing for some control
and treated units in Scenario 2-2. The probability of the control units having a
missing covariate in Scenario 2-1 and Scenario 2-2 is given by (5.40). In Scenario
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2-1, There are no missing covariates among treated units and the probability of
Xu,2 of the treated units being a missing covariate is 0. In Scenario, the probability
of Xu,2 of the treated units being a missing covariate is given by (5.42) as before.
After multiple imputations of the missing covariates using the Bayesian linear
regression implemented in mice, compute τ˜1,WT , τ˜
1,A
T , τˆ
1,W
T , and τˆ
1,A
T . Repeat the
above process for 100 times each with newly generated values for X, Z, Y , and
M.
Scenario 3
The following equation is used for determining assignment to treatment so
that the first covariate and the second covariate can have the same impact on the
propensity score:
e(Xu) = Prob(Zu = 1 | Xu) = e
αe+βe,1Xu,1+βe,2Xu,2
1 + eαe+βe,1Xu,1+βe,2Xu,2
(5.44)
where αe = −7.8 and βe,1 = βe,2 = 0.255.
The missing data mechanism for the two sub-scenarios, Scenarios 3-1 and 3-2,
is the same as for the Scenarios 1-1 and 2-1, and Scenario 1-2 and 2-2, respectively
as described above. Multiple imputation of the missing covariates is conducted
using the Bayesian linear regression and the four estimates for SATT (˜τ1,WT , τ˜
1,A
T ,
τˆ1,WT , and τˆ
1,A
T ) are computed for 100 times each with newly generated values of X,
Z, Y , and M.
Simulation Results
The simulation results of the four estimates for the six scenarios (Scenarios 1-1,
1-2, 2-1, 2-2, 3-1, and 3-2) are given in Tables 5.8 and 5.9. All the values reported
in Table 5.9 for BOSS are those that are obtained after the 300 second time limit.
This time limit was chosen because after this amount of time there was not a
significant decrease in the objective value when solving BOSS instances.
Note that the point estimate values equal to bias values because the true SATT
value is equal to 0 for all scenarios while bias is defined as the point estimate
minus the true value. The point estimates for the matching and BOSS estimators
reported in Tables 5.8 and 5.9 are obtained by taking an average of the matching
estimates τˆ1,WT,k , and the BOSS estimates τˆ
1,A
T,k , τ˜
1,W
T,k , and τ˜
1,A
T,k from the k-th repetition
100
for k = 1, 2, · · · , 100 (See Section 5.3.1). That is,
τˆ1,WT =
1
100
100∑
k=1
τˆ1,WT,k , τˆ
1,A
T =
1
100
100∑
k=1
τˆ1,AT,k , (5.45)
and
τ˜1,WT,k =
1
100
100∑
k=1
τ˜1,WT,k , τ˜
1,A
T,k =
1
100
100∑
k=1
τ˜1,AT,k . (5.46)
The variance of the estimates reported in Table 5.8 and 5.9 are computed using
1
100 − 1
100∑
k=1
(
τˆ1,WT,k − τˆ1,WT
)2
,
1
100 − 1
100∑
k=1
(
τˆ1,AT,k − τˆ1,AT
)2
, (5.47)
and
1
100 − 1
100∑
k=1
(˜
τ1,WT,k − τˆ1,WT
)2
,
1
100 − 1
100∑
k=1
(˜
τ1,AT,k − τˆ1,AT
)2
, (5.48)
respectively for the Within/Across approach matching estimators and the Within/Across
approach BOSS estimators. Note that the above form of variance corresponds to
the between-imputation variance in Section 5.2.3. The mean squared error (MSE)
is computed using
1
100
100∑
k=1
(
τˆ1,WT,k − 0
)2
,
1
100
100∑
k=1
(
τˆ1,AT,k − 0
)2
, (5.49)
and
1
100
100∑
k=1
(˜
τ1,WT,k − 0
)2
,
1
100
100∑
k=1
(˜
τ1,AT,k − 0
)2
. (5.50)
since the true value for these estimates is 0.
As one can see from the Tables 5.8 and 5.9, the Across approach outperforms
the Within approach for both BOSS and matching methods: the magnitude of the
point estimate for SATT (i.e., the magnitude of the bias) is smaller in the Across
approach when compared to the Within approach. Simulation results reported
in this chapter confirm the results of Mitra and Reiter (2016) for matching and
additionally one can see that the simulation for BOSS exhibit the same pattern.
Furthermore, the performance of BOSS estimators and corresponding match-
ing estimators can be compared. In all six scenarios, the BOSS does better than
matching for both approaches in that the Within approach for BOSS shows smaller
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magnitude of bias compared to the Within approach for matching and the Across
approach for BOSS shows smaller magnitude of bias compared to the Across
approach for matching. However, BOSS takes a longer computational time than
matching since matching problems are poly-time solvable while the general BOSS
problems are computationally intractable (Sauppe et al., 2014). The time limit that
was chosen for solving BOSS instances can be reduced but that will result in less
accurate point estimate values. There is a trade-off between getting a better result
with smaller bias and using less time in computation.
5.4 Concluding Remarks
This chapter applied sensitivity analysis method using additional simulated con-
founder to BOSS estimators. The chapter also discussed two methods after mul-
tiple imputation of missing values in observed covariates. Advantages and dis-
advantages of BOSS estimators over matching estimators in these analyses were
discussed. Note that, when strong ignorability assumption is involved for the es-
timation of causal effects, conducting the sensitivity analysis provides valuable
information on sensitivity of the estimators. Further note that BOSS methods
have potential for greater performance over matching when dealing with missing
entries through multiple imputation. With advances in computing techniques for
faster computation, longer computational time for BOSS will become less of an
issue if a smaller bias can be obtained with the method.
When comparing the matching and the BOSS estimators using simulation of
unobserved confounders, BOSS estimators are less sensitive compared to match-
ing estimates to the violation of the conditional independence assumption in the
sensitivity analysis using LaLonde data. In addition, BOSS estimators provide
stable standard errors when adding a binary confounder with large d and s values
while the standard errors of matching estimators increased dramatically. A pre-
cise information on estimated values from matching for large d and s could not
be obtained because the large standard errors generated a very wide confidence
interval for SATT.
BOSS estimators are better than matching estimators as BOSS estimators show
more robustness to failure of the conditional independence assumption when esti-
mating SATT with this dataset. However, BOSS estimators also have some draw-
backs – computing them takes much longer than matching and the estimated val-
102
ues from BOSS can be biased if the objective is not optimized to zero because
of the time limit or insufficient data. These shortcomings were also observed in
BOSS simulations reported in this chapter. Note that matching estimators can also
be biased because of their use of inexact matches when exact matches are unavail-
able. Therefore, researchers should decide which estimator to use considering
both their strengths and weaknesses depending on their situation.
For the Pri.DE data, the sensitivity results for matching and BOSS are compa-
rable. In case of BOSS, while the computational time required was greater than
that of matching, it was much shorter for Pri.DE dataset than for LaLonde dataset
because most optimal solutions were found within the time limit that was set.
The examples discussed in this chapter may not be appropriate to be general-
ized to all the settings. However, the simulation study that is conducted in this
chapter provides a sensitivity analysis results of BOSS estimators and suggests
that the Across approach outperforms the Within approach for BOSS as well as
for matching under the cases that are examined.
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Table 5.8: Propensity Score Matching Estimators after multiple imputation with
L = 5 and 100 repetitions
Within approach Across approach
Scenario Estimate (τˆ1,WT ) Variance MSE Estimate (τˆ
1,A
T ) Variance MSE
Only control units have the missing covariates Xu,2 such that Mu,2 = 1
1-1 0.060 0.059 0.062 0.034 0.075 0.075
2-1 0.811 0.042 0.699 0.540 0.075 0.367
3-1 0.520 0.043 0.313 0.377 0.056 0.197
Both treated and control units have the missing covariates Xu,2 such that Mu,2 = 1
1-2 0.068 0.060 0.064 0.038 0.092 0.093
2-2 0.850 0.053 0.774 0.287 0.111 0.192
3-2 0.525 0.046 0.321 0.314 0.073 0.171
Table 5.9: BOSS Estimators after multiple imputation with L = 5 and 100
repetitions
Within approach Across approach
Scenario Estimate (˜τ1,WT ) Variance MSE Estimate (˜τ
1,A
T ) Variance MSE
Only control units have the missing covariates Xu,2 such that Mu,2 = 1
1-1 −0.037 0.049 0.050 0.022 0.058 0.058
2-1 0.728 0.035 0.565 0.227 0.039 0.090
3-1 0.414 0.044 0.214 0.137 0.046 0.065
Both treated and control units have the missing covariates Xu,2 such that Mu,2 = 1
1-2 −0.031 0.056 0.056 0.022 0.064 0.064
2-2 0.734 0.035 0.574 0.228 0.064 0.115
3-2 0.411 0.044 0.213 0.142 0.066 0.085
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CHAPTER 6
DUALITY IN BALANCE OPTIMIZATION
SUBSET SELECTION
6.1 Introduction
The Balance Optimization Subset Selection (BOSS) framework by Nikolaev et al.
(2013) is a causal inference method to estimate treatment effects through a mod-
ern optimization lens. It is known that certain instances of BOSS (depending on
the imbalance measures used) can be formulated as a mixed-integer linear pro-
gramming problem.
The mixed integer programming (MIP) formulation of the problem (1.6) with
IDOM is provided in (6.1) of Section 6.2. As mentioned earlier, with the difference
of imbalance measure, the treatment effect estimator is guaranteed to be unbiased
for linear response functions given that the strong ignorability assumption is sat-
isfied and that all imbalance is removed (Sauppe and Jacobson, 2017).
BOSS has been discussed with integral control groups where each unit from the
control pool is either included in the control group or not. However, the earlier
results developed with control groups that are integral can be extend to fractional
control groups where the control units are weighted in their contributions to both
the balance constraints and the average control response of the control group.
With such a change of allowing a fractional contribution of the control units (i.e.,
through a relaxation of the integrality constraints), the mixed integer linear pro-
gramming problem can be transformed into a linear programming (LP) problem.
See Section 6.2 for details.
With an LP, duality theory can be applied to this problem. In Section 6.2, how
the LP can be formulated for the BOSS problem with IDOM will be shown and
its dual problem will be constructed. After having a look at basic properties of
the primal and dual problems, additional properties will be studied in Section 6.3.
Section 6.4 concludes the chapter with thoughts on future research direction.
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6.2 Basic Properties of the Primal and Dual Problems
of BOSS
In this section, the BOSS is formulated as an LP with the DOM imbalance mea-
sure, IDOM. Before having a look at the LP problem, consider the mixed integer
programming formulation of the BOSS problem. The following formulation as
an MIP is applicable to some specific (e.g., moment-based) forms of imbalance
measures.
Recall that the vector of covariates for unit u is denoted by Xu = {Xu,1, Xu,2, · · · , Xu,K}
for covariate indices 1, 2, · · · ,K. As stated in Chapter 1, BOSS with the DOM im-
balance measureIDOM can be formulated as the mixed integer program in (6.1) to
get C′ = {c ∈ C : vc = 1} which minimizes IDOM between T and C′ (Sauppe,
2015). Since C is a pool of discrete control units, the units in C can be denoted by
c1, c2, · · · , c|C| without loss of generality.
min
∑
k∈P
wk
s.t. 1s
∑
c∈C
vcXc,k − 1|T |
∑
t∈T
Xt,k ≤ wk ∀k ∈ P
1
|T |
∑
t∈T
Xt,k − 1s
∑
c∈C
vcXc,k ≤ wk ∀k ∈ P∑
c∈C
vc = s
vc ∈ {0, 1} ∀c ∈ C
wk ≥ 0 ∀k ∈ P.
(6.1)
The integer constraints in the MIP can be relaxed and BOSS can be formulated
as an LP if a fractional contribution of control units in the optimal control group
is permitted.
min
∑
k∈P
wk
s.t. 1s
∑
c∈C
vcXc,k − 1|T |
∑
t∈T
Xt,k ≤ wk ∀k ∈ P
1
|T |
∑
t∈T
Xt,k − 1s
∑
c∈C
vcXc,k ≤ wk ∀k ∈ P∑
c∈C
vc = s
vc ≥ 0, ∀c ∈ C
wk ≥ 0 ∀k ∈ P.
(6.2)
In this LP, vc (for c ∈ C) and wk (for k ∈ P) are primal variables. The values s,
Xc,k, Xt,k for c ∈ C, t ∈ T, k ∈ P are constants given before solving the problem.
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Note that the formulation after relaxation of the integer constraints allows repeti-
tion in inclusion of units in the control group selection as there is no upper bound
on vc (and thus vc can be greater than zero).
To simplify the notation, replace the average values of each covariate in the
treatment group 1|T |
∑
t∈T Xt,k by µT,k. In addition, by rearranging the order so that
primal variables appear in the left-hand side of the constraints and constants ap-
pear in the right-hand side of the constraints, the primal LP can be written as
follows.
Primal Problem
min
∑
k∈P
wk
s.t. 1s
∑
c∈C
vcXc,k − wk ≤ µT,k ∀k ∈ {1, 2, · · · ,K}
−1s
∑
c∈C
vcXc,k − wk ≤ −µT,k ∀k ∈ {1, 2, · · · ,K}∑
c∈C
vc = s
vc ≥ 0 ∀c ∈ C
wk ≥ 0 ∀k ∈ {1, 2, · · · ,K}.
(6.3)
Primal Problem (in Canonical Form)
min
∑
k∈P
wk
s.t. −1s
∑
c∈C
vcXc,k + wk ≥ −µT,k ∀k ∈ {1, 2, · · · ,K}
1
s
∑
c∈C
vcXc,k + wk ≥ µT,k ∀k ∈ {1, 2, · · · ,K}∑
c∈C
vc ≥ s
− ∑
c∈C
vc ≥ −s
vc ≥ 0 ∀c ∈ C
wk ≥ 0 ∀k ∈ {1, 2, · · · ,K}
(6.4)
Denote the dual variables corresponding to the first K constraints (for k =
1, 2, · · · ,K) in (6.3) by y1+ , y2+ , · · · , yK+ , the dual variables corresponding to the
next K constraints by y1− , y2− , · · · , yK− , and the dual variable corresponding to the
equality constraint vc = s by ys. The the dual problem of the LP in (6.3) can be
written as
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Dual Problem
max
K∑
k=1
µT,kyk+ +
K∑
k=1
µT,kyk− + s · ys
s.t.
K∑
k=1
1
s Xc,kyk+ −
K∑
k=1
1
s Xc,kyk− + ys ≤ 0 ∀c ∈ C
−yk+ − yk− ≤ 1 ∀k ∈ {1, 2, · · · ,K}
yk+ , yk− ≤ 0 ∀k ∈ {1, 2, · · · ,K}.
(6.5)
Note that, in the primal problem, there are |C|+ K primal variables: vc1 , vc2 , · · · ,
vc|C| , w1, w2, · · · , wK . In the dual problem, there are 2K + 1 dual variables: y1+ ,
y2+ , · · · , yK+ , y1− , y2− , · · · , yK− , ys.
Suppose that a primal optimal solution with optimal objective value 0. Then,
from strong duality, the following holds:
K∑
k=1
µT,ky
∗
k+ +
K∑
k=1
µT,ky
∗
k− + s · y∗s = 0 (6.6)
Dual variables with values 0, i.e., (y∗1+ , y
∗
2+ , · · · , y∗K+ , y∗1− , y∗2− , · · · , y∗K− , y∗s) =
(0, 0, · · · , 0), satisfy all the dual constraints and have optimal value 0. Hence,
if the primal optimal solution has the objective value 0, then an optimal dual so-
lution is given by (y∗1+ , y
∗
2+ , · · · , y∗K+ , y∗1− , y∗2− , · · · , y∗K− , y∗s) = (0, 0, · · · , 0) with
objective value 0.
Note that there are “corner cases” where the average covariate values for the
treatment group are zero (i.e, µT,k = 0 for some k ∈ P). In these corner cases,
the corresponding dual variables yk+ and yk− need not be zero in an optimal dual
solution with objective value zero.
In such a case when the primal and dual optimal solutions have objective opti-
mal value 0, the wk values in the primal optimal solution are 0. That is, (w∗1,w
∗
2, · · · ,w∗K) =
(0, 0, · · · , 0). From the first and second type constraints in the primal problem, the
following holds:
1
s
∑
c∈C
v∗cXc,k − µT,k ≤ 0 ∀k ∈ P (6.7)
and
µT,k −
1
s
∑
c∈C
v∗cXc,k ≤ 0 ∀k ∈ P. (6.8)
Equivalently,
0 ≤ 1
s
∑
c∈C
v∗cXc,k − µT,k ≤ 0 ∀k ∈ P (6.9)
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implies
1
s
∑
c∈C
v∗cXc,k − µT,k = 0 ∀k ∈ P. (6.10)
In the following section, more properties of the primal and dual solutions of the
BOSS problem will be discussed.
6.3 Relationship between Primal and Dual Solutions
of BOSS
This section investigates how the optimal solutions of the primal and dual prob-
lems for BOSS are related. Both general results and examples are provided. The
Theorem 11 shows the properties of the dual solutions that correspond to a primal
solution satisfying a certain condition.
Theorem 11. In the dual problem of the BOSS with IDOM, the dual solutions
should have y∗k+ = 0 or y
∗
k− = 0 for each k ∈ P for k such that w∗k > 0. That is,
y∗k+ · y∗k− = 0 for k ∈ {1, 2, · · · ,K} such that w∗k > 0.
Proof. Suppose that the optimal objective value of the primal problem is 0. Then
an optimal dual solution is given by y∗1+ = y
∗
2+ = · · · = y∗K+ = y∗1− = y∗2− = · · · =
y∗k− = 0 and thus it satisfy the statement that y
∗
k+ = 0 or y
∗
k− = 0 for each k ∈ P. In
fact in this case there is no k ∈ P such that w∗k > 0 since w∗k = 0 ∀k ∈ P.
Now assume that the optimal objective value of the primal problem is positive.
Suppose that the first and second types of constraints hold with strict inequalities
for a given k ∈ P: That is,
1
s
∑
c∈C
v∗cXc,k − w∗k < µT,k (6.11)
and
−1
s
∑
c∈C
v∗cXc,k − w∗k < −µT,k (6.12)
This contradicts that (v∗c1 , v
∗
c2 , · · · , v∗c|C| ,w∗1,w∗2, · · · ,w∗K) are optimal solution of the
primal problem because one can decrease the optimal value by replacing w∗k which
is greater than
∣∣∣∣∣1s ∑
c∈C
v∗cXc,k − µT,k
∣∣∣∣∣ by w˜∗k = ∣∣∣∣∣1s ∑
c∈C
v∗cXc,k − µT,k
∣∣∣∣∣ since the set of values
(v∗c1 , v
∗
c2 , · · · , y∗c|C| ,w∗1,w∗2, · · · ,w∗k−1, w˜∗k,w∗k+1, · · ·w∗K) will still satisfy all the primal
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constraints while giving smaller objective value:
w1 + w2 + · · · + wK ≥ w∗1 + w∗2 + · · · + w∗k−1 + w˜∗k + w∗k+1 + · · ·w∗K . (6.13)
Hence, at least one of the first and second types of constraints should hold with
equality. The above argument holds for all k ∈ P. As a result,
1
s
∑
c∈C
v∗cXc,k − w∗k = µT,k (6.14)
or
−1
s
∑
c∈C
v∗cXc,k − w∗k = −µT,k (6.15)
for all k ∈ P.
Consider k such that w∗k > 0. Since it was assumed that the optimal objective
value of the primal problem is positive, there exist k such that w∗k > 0 among
k ∈ P.
If both (6.14) and (6.15) hold, then
w∗k =
1
s
∑
c∈C
v∗cXc,k − µT,k = −
1
s
∑
c∈C
v∗cXc,k + µT,k =
∣∣∣∣∣∣∣1s ∑c∈C v∗cXc,k − µT,k
∣∣∣∣∣∣∣ = 0 (6.16)
Hence it cannot be the case for k such that w∗k > 0.
In other words, only one of (6.14) and (6.15) holds with equality and the other
one holds with strict inequality. If (6.14) is the constraint with strict inequality,
then by complementary slackness condition, y∗k+ = 0. If (6.15) is the constraint
with strict inequality, then again by complementary slackness condition, y∗k− =
0. 
The previous result can be demonstrated with an example. Consider a primal
problem stated in (6.3) with one unit in the treatment group (namely, T = {t1};
|T | = 1) two units in the control pool (|C| = 2; C = {c1, c2}) and two covariates for
each unit (K = 2). Then the primal problem becomes (6.17).
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min
∑
k∈P
wk
s.t. 1s
(
vc1 Xc1,1 + vc2 Xc2,1
) − w1 ≤ Xt1,1
1
s
(
vc1 Xc1,2 + vc2 Xc2,2
) − w2 ≤ Xt1,2
−1s
(
vc1 Xc1,1 + vc2 Xc2,1
) − w1 ≤ −Xt1,1
−1s
(
vc1 Xc1,2 + vc2 Xc2,2
) − w2 ≤ −Xt1,2
vc1 + vc2 = s
vc1 , vc2 ≥ 0
w1,w2 ≥ 0.
(6.17)
Let the covariate values for each unit be Xt1 = (1, 1),Xc1 = (1, 2),Xc2 = (1, 3)
and the constant s be given by s = 1. Then the primal LP can be written as (6.18).
min w1 + w2
s.t. vc1 + vc2 − w1 ≤ 1
2vc1 + 3vc2 − w2 ≤ 1
−vc1 − vc2 − w1 ≤ −1
−2vc1 − 3vc2 − w2 ≤ −1
vc1 + vc2 = 1
vc1 , vc2 ,w1,w2 ≥ 0.
(6.18)
Note that the optimal solution of the primal problem in (6.18) is
(
v∗c1 , v
∗
c2 ,w
∗
1,w
∗
2
)
=
(1, 0, 0, 1) with objective value V∗ = 1. The dual of the above primal problem in
(6.18) is given by
min y1+ + y2+ − y1− − y2− + ys
s.t. y1+ + 2y2− − y1− − 2y2− + ys ≤ 0
y1+ + 3y2+ − y1− − 3y2− + ys ≤ 1
−y1+ − y1− ≤ 1
−y2+ − y2− ≤ 1
y1+ , y2+ , y1− , y2− ≤ 0
ys free.
(6.19)
Solving the dual problem gives
(
y∗1+ , y
∗
2+ , y
∗
1− , y
∗
2− , y
∗
s
)
= (0,−1,−1, 0, 1). One can
check the result of Theorem 11 that y∗k+ · y∗k− = 0 holds for k = 2
(
i.e., y∗2+ · y∗2− = 0
)
where w∗2 > 0. Here, y
∗
1+ · y∗1− = 0 also holds but only k values such that wk > 0 are
of interest since, for k˜ such that wk˜ = 0, the k˜-th covariate is already balanced.
How the optimal value is affected by the change of the covariates that are not
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Table 6.1: Changing the RHS of the First Constraint in (6.18)
γ1 = RHS − RHS0 RHS v∗c1 v∗c2 w∗1 w∗2 V∗ ∆V∗ = V∗ − V∗0
−3 −2 1 0 3 1 4 3
−2 −1 1 0 2 1 3 2
−1 0 1 0 1 1 2 1
0 RHS0 = 1 1 0 0 1 V∗0 = 1 0 = γ1 · 0
1 2 1 0 0 1 1 0 = γ1 · 0
2 3 1 0 0 1 1 0 = γ1 · 0
3 4 1 0 0 1 1 0 = γ1 · 0
balanced will be assessed. Specifically, how the optimal value changes as the
right-hand side of the first 2K constraints which is equal to µT,k for the first K
constraints and −µT,k for the following K constraints in the general primal problem
given in (6.3) change will be investigated. These values can be explained by using
the dual variables for an interval of perturbation values that are sufficiently small.
Such an interval will be explained precisely in Theorem 13.
Before stating the theorem, revisit the example given above. With the primal
LP in (6.18), the sensitivity analysis of the optimal values can be conducted on
the change of the right-hand side values. The following four tables show how the
objective value changes as γi values added to the i-th constraint changes while
keeping the other coefficients and the right-hand side values.
To compute the values in Table 6.1, consider the modified LP given in (6.20):
min w1 + w2
s.t. vc1 + vc2 − w1 ≤ 1 + γ1
2vc1 + 3vc2 − w2 ≤ 1
−vc1 − vc2 − w1 ≤ −1
−2vc1 − 3vc2 − w2 ≤ −1
vc1 + vc2 = 1
vc1 , vc2 ,w1,w2 ≥ 0.
(6.20)
Similarly, one can construct the modified problem when changing the RHS
value of the second, third, and fourth constraints respectively and get the following
Tables 6.2 to 6.4.
Recall that
(
y∗1+ , y
∗
2+ , y
∗
1− , y
∗
2− , y
∗
s
)
is given by (0,−1,−1, 0, 1). Additionally note
that in Table 6.1,
∆V∗ = γ1 · y∗1+ for γ1 ≥ 0. (6.21)
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Table 6.2: Changing the RHS of the Second Constraint in (6.18)
γ2 = RHS − RHS0 RHS v∗c1 v∗c2 w∗1 w∗2 V∗ ∆V∗ = V∗ − V∗0
−3 −2 1 0 0 4 4 3 = γ2 · (−1)
−2 −1 1 0 0 3 3 2 = γ2 · (−1)
−1 0 1 0 0 2 2 1 = γ2 · (−1)
0 RHS0 = 1 1 0 0 1 V∗0 = 1 0 = γ2 · (−1)
1 2 1 0 0 0 0 −1 = γ2 · (−1)
2 3 1 0 0 0 0 −1
3 4 1 0 0 0 0 −1
Table 6.3: Changing the RHS of the Third Constraint in (6.18)
γ3 = RHS − RHS0 RHS v∗c1 v∗c2 w∗1 w∗2 V∗ ∆V∗ = V∗ − V∗0
−3 −4 1 0 3 1 4 3 = γ3 · (−1)
−2 −3 1 0 2 1 3 2 = γ3 · (−1)
−1 −2 1 0 1 1 2 1 = γ3 · (−1)
0 RHS0 = −1 1 0 0 1 V∗0 = 1 0 = γ3 · (−1)
1 0 1 0 0 1 0 0
2 1 1 0 0 1 0 0
3 2 1 0 0 1 0 0
In Table 6.2,
∆V∗ = γ2 · y∗2+ for γ2 ≤ 1. (6.22)
In Table 6.3,
∆V∗ = γ3 · y∗1− for γ3 ≤ 0. (6.23)
In Table 6.4,
∆V∗ = γ4 · y∗2− for γ4 ≥ −2. (6.24)
These range of values can be computed as follows. First convert the LP in
Table 6.4: Changing the RHS of the Fourth Constraint in (6.18)
γ3 = RHS − RHS0 RHS v∗c1 v∗c2 w∗1 w∗2 V∗ ∆V∗ = V∗ − V∗0
−3 −4 0.5 0.5 0 1.5 1.5 0.5
−2 −3 1 0 0 1 1 0 = γ4 · 0
−1 −2 1 0 0 1 1 0 = γ4 · 0
0 RHS0 = −1 1 0 0 1 V∗0 = 1 0 = γ4 · 0
1 0 1 0 0 1 1 0 = γ4 · 0
2 1 1 0 0 1 1 0 = γ4 · 0
3 2 1 0 0 1 1 0 = γ4 · 0
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(6.18) into a standard form as in (6.25).
min w1 + w2
s.t. vc1 + vc2 − w1 + z1 = 1
2vc1 + 3vc2 − w2 + z2 = 1
−vc1 − vc2 − w1 + z3 = −1
−2vc1 − 3vc2 − w2 + z4 = −1
vc1 + vc2 = 1
vc1 , vc2 ,w1,w2, z1, x2, x3, x4 ≥ 0.
(6.25)
Two-phase simplex method will be applied to find the optimal solution and ba-
sis in the optimal tableau of the problem. To find the initial basic feasible solution,
construct the following auxiliary problem in (6.26).
min z5 + z6 + z7
s.t. vc1 + vc2 − w1 + z1 = 1
2vc1 + 3vc2 − w2 + z2 = 1
vc1 + vc2 + w1 − z3 + z7 = 1
2vc1 + 3vc2 + w2 − z4 + z6 = 1
vc1 + vc2 + z5 = 1
z1, z2, · · · , z7 ≥ 0.
(6.26)
This auxiliary problem has the optimal solution with z5 = z6 = z7 = 0 with
optimal value 0 and hence one can start the Phase 2 using the feasible solution
obtained at the end of Phase 1. The simplex method in Phase 2 gives the final
tableau with
(
z1, z4,w1, vc1 ,w2
)
= (0, 2, 0, 1, 1) as basic variable and
(
vc2 , z2, z3
)
=
(0, 0, 0) as non-basic variable. The basis matrix B is given by
B =

1 0 −1 1 0
0 0 0 2 −1
0 0 −1 −1 0
0 1 0 −2 −1
0 0 0 1 0

. (6.27)
Theorem 12. (p.207 of Bertsimas and Tsitsiklis (1997))Consider an LP of the
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form
max cTx + 0Txs
s.t.
[
A Im
]  xxs
 = b
x ≥ 0
xs ≥ 0.
(6.28)
with an m×n matrix A, an m×m identity matrix Im, an n×1 vector x, an m×1 vector
xs and an m × 1 vector b. Then, given that the optimal basis B doesn’t change for
a small enough perturbation, any constraint has its shadow price which is equal
to the optimal value of the dual variable that corresponds to the constraint. Fur-
thermore, the tolerance interval of perturbation factor γk for the k-th constraint
can be computed using the inequalities from the optimal tableau:
B−1b + γkB−1ek ≥ 0 (6.29)
where B is an optimal basis and ek ∈ Rm is the k-th unit vector.
Consider applying the perturbation to first constraint in the standard form which
was found in (6.25) as in (6.30).
min w1 + w2
s.t. vc1 + vc2 − w1 + z1 = 1 + γ1
2vc1 + 3vc2 − w2 + z2 = 1
−vc1 − vc2 − w1 + z3 = −1
−2vc1 − 3vc2 − w2 + z4 = −1
vc1 + vc2 = 1
vc1 , vc2 ,w1,w2, z1, x2, x3, x4 ≥ 0.
(6.30)
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Then for γ satisfying the
B−1b + γ1B−1e1 =

1 0 −1 0 −2
0 −1 0 1 4
0 0 −1 0 −1
0 0 0 0 1
0 −1 0 0 2


1
1
−1
−1
1

+ γ1

1 0 −1 0 −2
0 −1 0 1 4
0 0 −1 0 −1
0 0 0 0 1
0 −1 0 0 2


1
0
0
0
0

=

0 + γ1 · 1
2 + γ1 · 0
0 + γ1 · 0
1 + γ1 · 0
1 + γ1 · 0

≥

0
0
0
0
0

.
(6.31)
yields the tolerance interval γ1 ≥ 0 coinciding with (6.21) reported in the table.
Similarly, the following inequalities hold:
B−1b + γ2B−1e2 =

0 + γ2 · 0
2 + γ2 · (−1)
0 + γ2 · 0
1 + γ2 · 0
1 + γ2 · (−1)

≥

0
0
0
0
0

, (6.32)
B−1b + γ3B−1e3 =

0 + γ3 · (−1)
2 + γ3 · 0
0 + γ3 · (−1)
1 + γ3 · 0
1 + γ3 · 0

≥

0
0
0
0
0

, (6.33)
B−1b + γ4B−1e4 =

0 + γ4 · 0
2 + γ4 · 1
0 + γ4 · 0
1 + γ4 · 0
1 + γ4 · 0

≥

0
0
0
0
0

. (6.34)
For the perturbation in the second, the third, and the fourth constraint, the toler-
ance interval that the optimal basis doesn’t change is given by γ2 ≤ 1, γ3 ≤ 0, and
γ4 ≥ −2 respectively as in (6.22), (6.23), and (6.24).
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Theorem 13. The following relationship holds between the means of treated units’
k-th covariate values the corresponding dual variables (yk+ , yk−) for k ∈ P such
that wk > 0: When µT,k increases by γ˜k, for γ˜k that lies in the tolerance interval,
the optimal objective value of the primal problem increases by γ˜k(y∗k+ − y∗k−). In
addition, the tolerance interval for γk is given by set of inequalities given in (6.35)
and (6.36).
B−1b + γ˜kB−1ek ≥ 0 (6.35)
B−1b − γ˜kB−1ek+K ≥ 0 (6.36)
Proof. From Theorem 12, note that yk+ for k ∈ P are shadow prices for the k-
th constraint where γk · yk is an increment in the objective function value given a
relaxation of a corresponding primal constraint by γk within the tolerance interval.
Likewise, yk− for k ∈ P are shadow prices corresponding to (k + K)-th constraint
of the primal problem and hence the objective value increases by γk+K · yk− when
increasing the right-hand side of the (k + K)-th constraint of the primal problem
by γk+K where γk+K likes within the tolerance interval. Additionally, the tolerance
interval is given by the following inequalities:
B−1b + γkB−1ek ≥ 0 (6.37)
and
B−1b + γk+K B−1ek+K ≥ 0. (6.38)
Note that increasing µT,k by γ˜k is equivalent to increasing the RHS of the k-th
constraint by γ˜k and decreasing the RHS of the (k + K)-th constraint by γ˜k (i.e.,
γk = γ˜k and γk+K = −γ˜k). Hence the tolerance interval is given by combining
(6.35) and (6.36) together.
Furthermore, note that while the increment of the RHS of the k-th constraint
and the decrement of the RHS of the (k + K)-th constraint by the same amount
occurs simultaneously, one can consider them sequentially. Furthermore, recall
that from Theorem 11, at least one of y∗k+ and y
∗
k− for k ∈ P such that wk > 0 is
zero.
Suppose that y∗k+ = 0. Then apply the increment by γk in RHS of the k-th
constraint first. Since the optimal basis doesn’t change with the change by amount
of γ˜ within the tolerance interval, the value of the dual variable doesn’t change
and the change in objective value is 0 = γ˜ky∗k+ . Hence, in the second step, the
increment in the objective value by the decrement by γ˜k in RHS of the (k + K)-th
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constraint is still given by −γ˜ky∗k− where y∗k− is the optimal value of the (k + K)-th
dual variable of the original problem.
Similarly, if y∗k− = 0, then apply change in RHS to the (k + K)-th constraint first.
Within the tolerance level, the optimal basis remains the same and the optimal dual
solution doesn’t change. Hence, in the second step when applying the increment
by γ˜k to RHS to the k-th constraint the objective value increases by γ˜ky∗k.
As a result, in both cases, the optimal objective value increases by γ˜k(y∗k+ − y∗k−)
when increasing the value of µT,k by γ˜k for γ˜k within the tolerance interval given
above. 
In the above example in (6.17), if the Xt1,2 changes from 1 to 1 + γ˜2, then the
optimal objective value will change by γ˜2y∗2 − γ˜2y∗4 = γ˜2 · (−1) − γ˜2· = 0 for γ˜2
satisfying γ˜2 ≤ 1 since
γ2 = γ˜2 ≤ 1
γ4 = −γ˜2 ≥ −2
⇒ γ˜2 ≤ 1. (6.39)
Indeed one can check that the optimal objective value decreases by 1 from 1 to 0
when Xt1,2 increases by 1 from 1 to 2 (and the optimal objective value increases
by 1 from 1 to 2 when decreasing Xt1,2 by 1 from 1 to 0.)
Furthermore, more things can be said about dual solution of those variables y∗k
and y∗k+K for k ∈ P such that w∗k > 0.
Theorem 14. In dual problems of the BOSS, if k ∈ P is a covariate index such that
w∗k > 0, then the dual solutions should satisfy (y
∗
k+ , y
∗
k−) = (−1, 0) or (y∗k+ , y∗k−) =
(0,−1).
Proof. Suppose that k ∈ P is a covariate index such that w∗k > 0. Then from the
complementary slackness condition,
−yk+ − yk− = 1 (6.40)
for such k.
Recall that y∗k+ = 0 or y
∗
k− = 0 for each k ∈ P for k such that w∗k > 0 from
Theorem 11. If y∗k+ = 0, then y
∗
k+− = −1 from (6.40). Similarly, if y∗k− = 0, then
y∗k+ = −1 from (6.40). Hence, the dual solution should satisfy (y∗k+ , y∗k−) = (−1, 0)
or (y∗k+ , y
∗
k−) = (0,−1). 
124
Again, recall the example in (6.18). It was discussed that the dual solution
is given by
(
y∗1+ , y
∗
2+ , y
∗
1− , y
∗
2− , y
∗
s
)
= (0,−1,−1, 0, 1) where the primal solution of
the problem is given by
(
v∗c1 , v
∗
c2 ,w
∗
1,w
∗
2
)
= (1, 0, 0, 1). Note that w∗2 > 0 and the
corresponding dual variables (y∗2+ , y
∗
2−) have the values (−1, 0) as stated in Theorem
14.
Note that the condition of w∗k being greater than zero is necessary in the above
theorem. While (y∗1+ , y
∗
1−) = (0,−1) with k = 1,K = 2, and w∗1+ = 0 holds in
the example of (6.18), this is a special case that is happened by coincidence. In
general, (y∗k+ , y
∗
k−) is neither (−1, 0) nor (0,−1) for w∗k = 0. See the following
primal problem (6.41) and its dual problem (6.42) for an example:
Primal Problem
min w1 + w2
s.t. 2vc1 + 0vc2 − w1 ≤ 1
0vc1 + 1vc2 − w2 ≤ 1
−2vc1 − 0vc2 − w1 ≤ −1
−0vc1 − 1vc2 − w2 ≤ −1
vc1 + vc2 = 1
vc1 , vc2 ,w1,w2 ≥ 0.
(6.41)
Dual Problem
min y1+ + y2+ − y1− − y2− + ys
s.t. 2y1+ + 0y2+ − 2y1− − 0y2− + ys ≤ 0
0y1+ + 1y2+ − 0y1− − 1y2− + ys ≤ 1
−y1+ − y1− ≤ 1
−y2+ − y2− ≤ 1
y1+ , y2+ , y1− , y2− ≤ 0
ys free.
(6.42)
In this example which is obtained by plugging Xt1 = (1, 1),Xc1 = (2, 0),Xc2 =
(0, 1) in problem stated in (6.17), the primal solution is given by
(
v∗c1 , v
∗
c2 ,w
∗
1,w
∗
2
)
=
(0.5, 0.5, 0, 0.5) and the dual solution is given by
(
y∗1+ , y
∗
2+ , y
∗
1− , y
∗
2− , y
∗
s
)
= (0, 0,−0.5,−1,−1).
Note that, while (y∗2+ , y
∗
2−) = (0,−1) as w∗2 = 0.5 > 0, the value of w∗1 is equal to
0 and the first and third dual variables are given by (y∗1+ , y
∗
1−) = (0,−0.5) which is
not (−1, 0) nor (0,−1).
Additionally, the following result immediately follows from the previous result.
Theorem 15. If the dual optimal solution satisfy y∗k+ , −1 and y∗k− , −1, then the
125
corresponding primal optimal solution satisfy w∗k = 0 meaning that k-th covariate
is balanced with the current choice of control group.
Proof. This follows from previous theorem (Theorem (14)) as k-th and (k + K)-th
constraints are binding with w∗k = 0. 
6.4 Concluding Remarks
In this chapter, the LP formulation of a particular BOSS problem, its dual prob-
lems, and the properties of the primal and dual solutions are studied. Note that
the number of dual variables (2K + 1) is is typically much smaller than the num-
ber of primal variables (|C| + K) and the dual variables corresponding to w∗k > 0
would be either (yk+ , yk−) = (−1, 0) or (yk+ , yk−) = (0,−1). Furthermore, values of
the dual solutions give insights on which covariates are balanced with the current
optimal control group and which are not. In addition, the optimal objective value
will change as the covariate values of the given units change and dual solution
gives information on how much change will be made through the adjustment .
The discussion of the chapter was made based on BOSS with the difference
of means imbalance measure IDOM, which only involves the first order terms
of the covariates. The discussion can be extended into other LP formulation of
BOSS having higher order terms in covariates. This extension can be made since,
regardless of which form the polynomials of covariates in imbalance measure take,
they are regarded as a constant once the covariate values of the control units and
the treatment units are given.
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CHAPTER 7
CONCLUSION
This dissertation has made five major extensions to the Balance Optimization Sub-
set Selection (BOSS) framework. Main objective of BOSS is to eliminate or re-
duce selection bias that can arise from imbalance between the treated and the
control by directly solving a computational optimization problem and finding a
set of control units which minimizes the imbalance defined by a researcher. In
the first part (Chapter 2), cases that may lead to bias and examples for those cases
were provided. In the chapter, balance hierarchy and a correct imbalance measure
which corresponds to the form of the response functions are defined. Additionally,
new imbalance measures drawn from the Cramer-von Mises test statistic were in-
troduced. The cases of insufficient data and suboptimality that can happen in
causal analysis with BOSS were also presented.
The second part (Chapter 3) of this dissertation discussed how we can decom-
pose a treatment effect estimate as a combination of heterogeneous treatment ef-
fects from a partitioned set. The method introduced in the chapter is different from
the traditional propensity score subclassification method in that a subset is found
in each subclass of the control pool using BOSS instead of using the stratum deter-
mined by the propensity score. Then, by conducting a bootstrap hypothesis test on
each component, a statistical significance of these heterogeneous treatment effects
are examined. These methods were applied to a dataset from the National Sup-
ported Work Demonstration (NSW) program which was conducted in the 1970s.
By examining the statistical significance, it was shown that the program was not
significantly effective to a specific subgroup composed of those who were already
employed.
In the third part (Chapter 4), the BOSS framework was extended to a non-
binary treatment (i.e., multi-treatment) setting. A treatment effect estimator under
a multi-treatment setting was proposed and it was shown that this estimator is un-
biased when there is no residual imbalance under a weak ignorability assumption.
How the estimate can be computed by combining estimates obtained from BOSS
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with binary treatments were explained and the BOSS estimates are computation-
ally compared to those obtained by matching. In the example with simulated
dataset, the BOSS estimator showed comparable results to matching estimators
in terms of the size of bias which is smaller than the bias of estimates obtained
through random selection of control groups.
The fourth part (Chapter 5) handled cases where there are missing covariates
in dataset. Sensitivity of BOSS estimators were examined by generating a previ-
ously unobserved covariates with various parameter values and it was compared
with matching estimators’ sensitivity. Furthermore, two methods that can be ap-
plied after imputing the missing entries were discussed. In the examples that were
discussed in the chapter, the BOSS methods on multiply imputed data had smaller
bias than the corresponding methods in matching.
Lastly, in the fifth part (Chapter 6), a dual problem of BOSS and its solution
are investigated. Most BOSS problems can be formulated as mixed integer linear
programs. In the chapter, BOSS was formulated as a linear program by relax-
ing the integrality condition on contribution of control units in the optimal control
group and a dual problem of the LP was found. After investigating the relationship
between the primal and dual solutions of BOSS, it was discussed how the dual so-
lution provides information on changes in the objective value under perturbations
of the covariate values by building on top of standard duality results.
One thing to note is that a large portion of discussions in this dissertation were
made by using the difference of means imbalance measure,IDOM. As mentioned,
many discussions such as the treatment effect decomposition technique, the unbi-
asedness theorems in a multi-treatment setting, the methods of handling missing
data, and the duality results can be easily extended to other imbalance measures
containing higher order terms. However, one should be aware when extending the
earlier results to imbalance measures such asIKS andICvM that are not moment-
based forms since these results may not be directly applicable. For example, the
discussions on duality results are limited to the moment-based imbalance mea-
sures having the constraints of the same form as the difference of means imbalance
measure.
There are many possible directions for future research. One of the routes is a
further investigation on how regression and BOSS can be used together in a syn-
ergistic manner. The relationship between regression and BOSS is similar to the
relationship between regression and matching: Two methods are compensating
each other rather than competing. It has been shown that a better performance can
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be expected when matching and regression are used together than the case when
the either method is used alone (Rubin, 1979; Rubin and Thomas, 2000). It is also
well discussed in a survey paper of matching method by Stuart (2010).
BOSS method can be used first to find optimally balanced groups of units with
an imbalance measure that uses approximation of the response functions and then
regression can be conducted using those two groups to find a more accurate poly-
nomial approximation of those response functions. To improve the result, these
methods can be used one after the other in succession. Actually implementing
these ideas to use regression and BOSS together on simulated or real-world data
is a possible future research direction.
Another possible direction is to extend the BOSS framework to a continuous
treatment setting as mentioned at the end of Chapter 4. Matching methods were
extended so that it can handle continuous treatment (Hirano and Imbens, 2004).
A similar development is needed in BOSS framework as well so that the BOSS
method can be applied directly to such a dataset with continuous treatment with-
out using the provisional way of making the continuous treatment into a discrete
multiple treatment levels.
As seen in the dissertation, the BOSS methods has a potential to be performed
better than the matching method that it often has smaller size of bias in many
applications while it does not require individual unit matches. Guaranteed unbi-
asedness of BOSS estimators given less strict conditions than exact individual unit
matches is a huge advantage. However, BOSS also has a disadvantage compared
to matching that it generally takes a longer computational time. In addition, some-
times there may be circumstances that having exact unit matches with the same
or close covariates is needed as it can convey important qualitative information.
Note that matching can be incorporated into BOSS method as discussed in Sauppe
et al. (2014). One method may provide more benefits over the other under specific
requirement and they may be also used together for various purposes. Hence, un-
derstanding the comparative advantage of these methods under different situations
is important and one should decide appropriate estimation method for treatment
effects that meets one’s needs.
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