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ABSTRACT 
The perturbed iterative scheme developed in [3] is extended in this work to solve coupled sys- 
tems o f  nonlinear equations. The algorithm consists o f  comput ing distinct perturbat ion pa- 
rameters for each system at each iteration and adding these to corresponding nonl inear Gauss- 
Seidel iterates. It has been found computat ional ly  that such an algorithm significantly im- 
proves the convergence properties o f  Gauss-Seidel iterations. The method has been successfully 
applied to several coupled nonlinear systems of  equations some of  which are discussed in this 
work. 
Notations 
V for all values of 
(XlX2...Xn)T transpose of a row vector with 
components x i
= (XlX2...Xn)T column vector with components 
xi 
x k value of x at kth iteration 
R n real n-dimensional space 
i, s Kronecker deka 
F : D c Rn-~ R n a mapping F with domain D in 
R n and range in R n 
At = k time step 
Ax = h mesh size 
I identity matrix 
1. INTRODUCTION 
Mathematical physics is abundant with nonlinear 
equations. Especially we see them very often in fluid 
dynamics. It is still not known with regard to most 
of them, whether they are mathematically well posed 
or not; for example : Navier-Stokes equations repre- 
senting a general state of viscous fluid flow and sub- 
jected to a general set of initial boundary conditions, 
or standard MHD equations. They form a system of 
coupled nonlinear partial differential equations 
which, in general, must be solved by numerical tech- 
niques. At present, finite differences are widely used 
for numerical solutions. Whenever, these difference 
analogs are implicit [12], they form systems of non- 
linear algebraic equations and must be solved by some 
iterative schemes. At present here are several power- 
ful algorithms to solve nonlinear equations. But most 
of these methods are not very practical to solve finite 
difference quations in fluid dynamics or magneto 
hydrodynamics. For example, Newton's method [10] 
has a quadratic rate of convergence, but at each itera- 
tion, a Jacobian has to be computed, whose value 
cannot be zero. When a system is large, computations 
of Jacobians are not quite practical. Furthermore, if
there are several coupled nonlinear systems, computa- 
tions of such Jacobians are far from being practical. 
Also, it is generally true that if the initial estimates 
are not good, the method fails. Broyden [2] developed 
a Newton-like method by applying approximations of 
these Jacobians, but its effectiveness is yet to be tested 
for numerical solution of nonlinear partial differential 
equations. Matrix iterations applied to solve implicit 
finite difference analogs of fluid flow problems are 
often combined with successive over-relaxation or 
successive under-relaxation to accelerate the rate of 
convergence [5, 15]. Although these methods have 
been found to be quite effective, in order that they 
could be successfully applied, we need fast computers 
with a large memory storage capacity. For example, 
to solve the time-dependent viscous fluid flow past a 
circular cylinder [6] about 332K bytes of computer 
memory (IBM 360/50) was required. In MHD prob- 
lem such a requirement will possibly be quadrupled. 
Simple numerical schemes to solve nonlinear equa- 
tions are nonlinear functional iterations of the Gauss- 
Seidel or Jacobi type. In general, they exhibit poor 
convergence properties (see section 8). Dey [3], 
developed perturbed iterative schemes (PIS) by per- 
turbing Gauss-Seidel functional iteration with an 
objective that such perturbations will improve its 
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convergence properties. This was found to be true 
both numerically and computationally. Numerical 
analysis showed that the rate of convergence of PIS 
was quadratic with respect o that of nonlinear 
Ganss-Seidel iterations and verified by computer 
experimentations. The basic concept behind PIS was 
discussed in great details in [7]. In this work, the 
primary objective was to extend PIS to solve coupled 
nonlinear systems with applicatons to nonlinear 
partial differentia] equations. We will now study how 
to develop such an extension and apply it to non- 
linear systems. 
2. TIlE PRINCIPLE OF PERTURBATION 
Our objective is to solve 
xi = Fi(Xl' x2 .... Xn' YI' Y2 "'" Yn' Zl' z2 ""Zn) (la) 
Yi = Gi(Xl' x~p... Xn, Yl' Y2 ""Yn' Zl' z2 ""Zn) (lb) 
zi = Hi(x1, x2 .... Xn' Yl' Y2 .... Yn' Zl' z2 .... Zn) (lc) 
i = 1, 2 .... n 
which form three distinct coupled nonlinear systems. 
(Theoretically, we could consider a large number of 
coupled nonlinear systems. However, for the sake of 
simplicity of notations we considered only three). 
Mathematically, these three systems may be com- 
bined to form one large nonlinear system. In that 
case the perturbed iterative scheme (PlS) described 
in [3] may be applied for numerical solution. HOw- 
ever, in this work we will retain these three systems 
as distinct by assuming that the functionals F i, G i 
and H i (i = 1, 2 . . . .  n) have distinct properties ome 
of which are common to them. As an example we 
may refer to section 7 of this work. A lairge num- 
ber of such examples are available in almost every 
branch of mathematical physics. We will now attempt 
to extend PIS from [3] to solve the nonlinear sys- 
tems (la), (lb) and (lc) simultaneously. 
Let R n be a normed vector space and 
x=(x  lx  2 . . .xn)T•D x¢  R n 
Y=(Y lY2""Yn  )T •Dye R n 
z=(z  I z 2 . . . zn )T•D z c R n 
Then equations (la), (lb) and (lc) may be expressed 
as  • 
x = F (x, y, z) (2a) 
y = G (x, y, z) (2b) 
z = H (x, y, z) (2c) 
where 
F :D  x XDy xD zc  R n x R n x R n-* D x, 
G :D  x x Dy x D zc  R n x R n x R n~Dy,  
and 
H: D x x Dy x D z c R n x R n x R n -~D z 
We assume that the nonlinear s~sterns (2a), (2b) and 
(2c) have a solution (x*, y*, z ~) where 
* i * x ;  )T x = (x x 2 .. .  
Y*= (Yl Y~ "'" y*)T 
and 
* , z*)T z = z2" -  n" 
Thus 
x* = F (x*, y*, z*) 
y* = G (x*, y*, z*) 




Nonlinear Gauss-Seidel iterations to solve the systems 
(la), (lb) and (lc) simultaneously may be expressed 
at some kth iteration as : 
k r.k (4a) X,  
1 1 
k Gi k (4b) Yi = 
k H.k (4c) Z.  
1 1 
where 
k k k k k-1 k-1 k k k - t  k-1 
Fi=Fi(Xl,X2""Xi_l,Xi ""Xn 'Yl""Yi-I'Yi .... Yn ' 
k-1 k k zik-1 Zn ) (5a) z 1 .'. zi_ 1 . . . .  
a.k=a.(xk .... x.k k- ,  k-, k k 
1 * I l 'X i+l""Xn 'Yl'"Yi-I'Yi '"Yn ' 
k k zk-1 znk-1) (5b) 
z I -.. zi_ 1, ... 
Hi k 1 k k-1 k-1 Yn s " "  
k k k-1 zk-1, 
Zl "'" Zi-l'Zi "'" n ) (5c) 
where i= 1, 2 .... n and k= 1, 2 .... (Note : superscript 
k is not  an exponent). 
We now propose the following Perturbed Iterative 
Scheme (PIS) : 
k a.k +Fk 
1 1 1 
k k 
Yi = ~i + Gk 
zk k 
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where Fi k, Gik and Hk are given by (5a), (Sb)and 
~5c) and ai  k 3i k and 7i k are perturbation parameters 
whose values are to be computed in terms of quan- 
tities computed prior to xi k, yk and zik respectively. 
The objective for introducing these perturbation 
parameters, as could be found in [3 ], is to give small 
changes to the nonlinear Gauss-Seidel iterates 
F k, G~ and H~ so as to bring them closer to the 
solution. Thus a necessary condition for convergence 
should be : 
lim O k = 0 (7a) 
k~**  
where, at each kth iteration, 
1 
Therefore by applying the fundamental property of a 
solution that it satisfies the equation, we get : 
k k k k k-1 xk-1. 
x. =Fi(Xl,X 2 .... x i , x i+ l . . ,  n ' 
yk yik_l ' yk-I k-1 z k zik_l ' zk-1 zk-13 . . . . . .  Yn ' 1"'" i "'" n , 
(9) 
Now from (6a) and (9) 
ak i + rk="  k k x k k k k-1 Fi(Xl'X2 "'" i - l '  cti + F i '  Xi+l "'" xk-ln ' i 
yk ... yk_l ' Y~i -1 "'" ynk-1 , Zl k ... zk_l ' zik-1 ... z'k-1)n 
Expanding the right hand side of this equation by 
Taylor's series and neglecting terms of the order 
(a~) 2 -  in view of assumptions (ii) and (iv), we get : 
3. COMPUTATION OF PERTURBATION PA- 
RAMETERS 
We will first introduce certain assumptions regarding 
th0 ~r~=~o.  ~me~0~s o~ ~ ~t,od ~h0 
functionals Fi, G i and H i. 
Let us assume that for all i = 1, 2 ... .  n and at each 
k= 1, 2, ai  k, 3 k and 7i k are such that :  
(i) x kandF  keDx,ykandG keDy,z  kandH kED z 
where,Fk = (F k ... Fk) T, Gk=(G k ... Gk) T, 
H k = (H k ... Hk) T and the components of x k, yk 







terms of the order (ak) 2 , (3k) 2 and (Tik) 2 may 
by neglected. Furthermore, let the functionals 
F i, G i and H i are such that for all xeDx,  yeDy 
z ~Dz  
(aFi/axi) k ~ 1, (aGi/aYi) k ~ 1 and (aHi/azi)k~ 1 
(a2Fi/ax2)k, (a2Gi/~y2)k and (~2Hi/az?)k are 
all bounded. Now, if after (k-l) iterations, the 
coupled itcrative scheme (6a), (6b) and (6c) con- 
X* * * verge simultaneously to i '  Yi and z i we get : 
k -1_  k • (8a) x i - x i = x i 
yi~-l= y~= y~ Cdb/ 
k ai+Fi k Fi(xlk...xik_l,-k k-1 xk-1 = ri' Xi+l "'" n ' 
yk yk_l, yk-1 k-1 zk z k k-1 zk-l~ 
. . . . . .  Yn ' 1"'" i - l 'Z i  "'" n , 
+ ¢ k (aiFi)k 
where 
(~iFi)k= (aFi/axi)] 
~ ~ F~, ~ x~l "'" Xi-l' xi +1"'" n ' 
y~ ~h,~-x ~-~ z~ ~ ~-' ~-x ""Yn . . . .  Z i - l '  " ""Zn " 
Hence 
Fi(xk.." k ,,,k k-1 xk-1 X i - l ' r i - 'X i+l" ' "  n ' 
""Zn ) ~i "'" Yi-l '  Yi "'" Yn ' - aik= yl k k k-1 k-lzk k-1 
- (aiFi)k (lOa) 1 
Similary 
GiCx~...xik, xk-1 k-1 k k ~k k-1 yk-1 i+ l " "Xn 'Y l " "Y i -1  ~"i'Yi+l"'" n , 
Zi - l '  i ""Zn ) -G i  ~__ ~ ~ ~-~ ~_~ ~ 
1 - (aiGi)k 
(10b) 
.~c~1~ , ~-1 ~-~ ~..y~, ~-~ ~-~ • Y i+ l  " "Yn  ' xi + 1...x n , 
z k... z k ..k k-1 k-1 i - l ' n i 'Z i+ l " 'Zn  ) -  Hk 
where 
1 - (aiHi)k 
(lOc) 
k-1 k . 
z i =z.i  =z i (8c) 
where, i = 1, 2 . . . .  n. 
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where 
(~ iGi) k = (aGi /~ Yi) ] 
,h, i 'X i+ l " "Xn 'Yl"" 
Gi k, k-1 y~n-1, k k z k , Yi+l "'" Zl' z2 "'" i-1 
z k-1 k-1 
" .,. Z n 
and 
(aiHi)k = (aHi/azi) ] 
k x k k-1 k-1 k k 
Xl"'" i 'X i+ l " "Xn  'Yl""Yi '  
yik-1 y~n-1, zk 1 k + 1 . . . . . .  Zi-l '  
Hi k, k-1 k-1 zi+ I ... z n • 
We should notice now that the perturbation parameters 
ak, flk and 7 k for each i= 1,2 .... Rand at each 
k = 1, 2, ... are computed in terms of quantities known 
a priori. Thus the necessity of computing a Jacobian, 
as required by Newton's method [10 ] or approximat- 
ing a Jacobian as needed in Broyden's cheme [2] 
was avoided here. It should be noted that no numer- 
ical differentiation is needed in general to compute 
the partial derivatives of F i, G i and H i, since those 
functionals are known. 
4. CONVERGENCE PROPERT IES  
The convergence properties of this new PIS for 
coupled nonlinear systems of equations are similar 
to those of ordinary PlS discussed in [3]. However, 
here we intend to discuss them differently using 
element forms.: Let us assume that the functionals 
F i, G i, H i are such that : for all 
x k, x k-1 e Dx, yk, yk-1 e Dy and z k, z k-1 E Dz, 
k yk_l ' k-1 k-1 [Fik Fi(Ul,U2... Un, Y 1 .... - Yi ""Yn ' 
z k . . .z  k zk-1 zk-l~l 
i-1' i "'" n Jl 
, ~l[xk-ui l+ ~21xk-l-ui[, VueD x (11a) 
G k ,-, ,x k k k-1 xk-1 Ul,U 2 .... Un i -~i  k l " "x i ' x i+ l  "'" n ' 
Zl k k k-1 zk-l.l 
""Zi-l' zi "'" n )I 
k-1 _ui], Vue  Dy (llb) ,m l lyk -u i l  + m21Y i
H k k k xk-1 k-1 ylk...yik ' k-1 k-1 
I i-Hi(Xl""xi ' i+l""Xn , Yi+l""Yn ' 
u 1, u2---Un) I , nl lzk-ui l  + n2lzi k-1 -ui l ,  
Vd~D z (11c) 
where F~i ,Gi k and Hi k are given by (5a), (5b)and (5c) 
respectively together with : 
0 < ~I + ~2 < 1,0 < m I + m2< 1 ,0<n 1+ n 2 < 1 and 
~1' Q2' ml' m2 and n 1, n 2 are all positive. 
These inequalities are indeed irect extensions of 
Lipschitz' condition. We could write them in more 
compact forms using vector norms as done in [3]. How- 
ever, above inequalities are basically not any different 
from them. 
Theorem 1 
Prove that the condition (7a) is a sufficient condition 
for convergence of the coupled perturbed iterative 
scheme given by (6a) - (6c) to the solution x~, y i, z i 
and that these solutions are unique. 
Proof : We have 
xk=a i  k + F k . 
Since x* ~ D x 
,141+, l lX i  * . -x i l  
• * * * * * * 
where F i = F i (x I ... Xn, Yl "'" Yn' Zl "'" Zn) 
Thus, 




t y -y;I" - -  
and 
- , ; I ,  
(12) 
(12) recursively we get : 
I z k  k-Jl.l[+ k 
1"1-~ 1 j= l  I xO-x: [ 
(13a) 
1 - m I 
k 0 . nk-J I il +nklyi-yil 
j=l 
(!3b) 
1 k  k_jlviil + rk Izo i _z l 
1-n  1 j=l  
where ~/= m2 and ~" = nl . Evidently, 
1 - m I 1 - n 1 
0< r/< 1 and 0< ~< 1. 
(13c) 
Now using (7b) in (13a), (13b) and (13c) we get : 
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• 1 k ~k- jo j  ~k , Ixi k-xi I '~ 1-~----~-j=x + Ix°-xil 
(14a) 
k k - j  0j k 0 . 
• ____j_l Z +~ [Yi -Yi  [ l yk -y i lg  1 -m I j= l  
(14b) 
oJ ? I - 1 - - ! - -  Z ~k-j  + , I+k-z;t" 1-n  I j=l 
(14c) 
Since we have assumed that (7a) is true, for some 
j • k 0 0 j < e ,  where e is positive and arbitrarily 
smal l .  
Then from (14a) 
1 
+ ~k[~,° -x~l. 
*1 o; S inceO<~<l ,  ask-+~, +Oand x -x  1 
similarly since 0 < ¢/< 1, as k - ,  "1 yk_  Y~I-* 0, 
and by the same reasoning I z ik -z  ~ I -' 0. 
Thus, the condition (7a) is a sufficient condition for 
convergence of PIS defined by (6a), (6b) and (6c) to 
xi ' Yi' zi simultaneously. 
To prove uniqueness of solution, let us assume that 
X*, Y* and Z* are some other solutions of (la), (lb) 
and (lc) where X* = (Xl ... X*) T ~ D x, 
v* = (v~ ... y , )T  Dy ,ha Z* = (Z~ ... z~/T~D~. 
Since by assumption both x* and X* are elements of 
D x from ( l la) ,  for all i = 1, 2 . . . .  n 
I Ix; - x;I ÷ x;I 
k-k  0 ko k O- j  0 j 
z + +[1 (1-¢)1 
j= l  
Proof: 
Since ( a 2 Fi / a x 2 ) k exists, for all x e Dx, (~ F i / a xi) k 
is bounded. Also we have assumed that (aFi/axi)k e 1 
for all i = 1, 2 . . . .  n and k = 1, 2 . . . . .  Hence from (10a) 
it is clear that the denominator of the right hand of  the 
equation is always bounded. Now if we assume con- 
vergence of iterations to the solution (x~, Yi ' zi )' we 
p p * have, ask-4 0-, x. -~x~, y -*Yi '  zi 
Also since F i (x, y, z) is continuous on D x x Dy x DZ, 
k-1 k-1 yk ... yik_l ' yik-1.., ykn-1 l imFi(xk..,  xk_l, Xi ... x n , 
k ' - ' -  
z k z k , z k-1 zk-13 
"'" i-1 . . . .  n , 
* * * * * 
= r i (x] . . .  x~,  y l  "'" Yn' Zl "'" Zn) = Fi 
Similarly, lim Gk= G i* and lira Hik = Hi .* 
k-* ® k-~ ® 
Furthermore, since for all k, F k ~ D x 
&3cx  "'" r i '  Xi+l"'" Xn ' Y l""  Yi-1 Yi "'" 
k z k k-1 zk- l~= * * * * * * 
7"1"'" i- l 'Zi "'" n " F i (X l " "Xn 'Y l " "Yn 'Z l " "Zn)  
=F  i • 
Thus from (10a) it is evident hat 
k lim a i=O 
k Similarly, lim ~k = 0 and lim ~/i = 0. 
Hence by the definition of O k in (7b), 
lira 8k=0.  
k"*~ 
+ I xi- x; I *  xil* 
which is a contradiction. The same is true for Y* and 
. 
Z i . Hence the theorem. 
It is rather easy to prove that (7a) is a necessary con- 
dition for convergence of  the perturbation scheme 
• * * * 
given by (6a), (6b) and (6c) to the solution x i, Yi' z i" 
However, we have to assume that the functionals 
Fi(x, y, z), Gi(x, y, z) and Hi(x, y, z), (for all 
i = 1, 2 . . . .  n) are continuous on D x x Dy x D z. Now 
we intend to prove the following theorem• 
Theorem 2
Prove that (7a)is a necessary condition for convergence 
of the perturbed iterative scheme given by (6a), (6b) 
• * * * 
and (6c) to the solutmn x i, Yi '  and z i . 
5. THE ALGORITHM FOR COMPUTATIONAL 
PROCEDURE 
Start with some initial guess 
x 0 (x 0 x0,T y0 (y0 . . .y0)T~ . . . .  n) ~Dx,  = Dyand 
z 0 - (z 0 ... Z0n)Z~ D z for the solution x*, and _ y* z* 
respectively. 
Then, at some kth iteration do steps #1 to #10 for 
i= 1, 2,... n : 
# 1 Compute Fik using (5a) 
# 2 Compute ai  k using (10a) 
# 3 Compute xik using (6a) 
# 4 Compute G k using (5b) 
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# 5 Compute//i k using (10b) 
#6 Compute yk using (6b) 
#7 Compute Hi k using (5c) 
#8 Compute "~i using (10c) 
#9 Compute zik using (6c) 
#10 Compute0ik= max (laikl, ,~kl, ,7~i ,) 
i 
After all of these ten steps have been executed for 
each i = 1, 2, ... n, we will test for convergence of
iterations by using #11. 
#11 If at some k, 
m~lx0k<e ( i=1,2  .... n) (lSa) 
where e is an arbitrarily small positive number, itera- 
tions converge. If this convergence criterion is not 
satisfied increase k by 1 and restart computations 
from the step #1. 
In general, we take e = 10 -10. F rom theorems 1 and 
2, it is clear that ff the conditions imposed upon the 
functionals Fi, G i and H i are true, (15a) will be a 
necessary as well as sufficient condition for conver- 
gence of iterations to the solution. 
In general, for most iterative schemes, the criterion 
for convergence of iterations is given by 
k-1 (15b) Ixki- xi l<e 
where e is positive and arbitrarily small. This is simply 
a necessary condition for convergence, which implies 
that even if this condition is satisfied, there is no guar- 
antee that a solution is found. Thus a slowly converging 
scheme may converge to a wrong solution even when 
(15b) is satisfied. This might be avoided in PIS by in- 
serting C15a) m the code instead of (15b). This was 
condstently done whenever PIS was used. 
6. SOME ILLUSTRATIONS 
Solution Procedure 
Here 
FI(Xl'X2'Yl'Y2) = sin (Xl + x2 + Yl + Y2) - c°s(xlX2YlY 2) -1 
with 
(aF1/aXl) = c°s (Xl + x2 + Yl + Y2) + x2YlY2 sin(XlX2YlY2). 
F2 (Xl,X2,Yl,Y2) = c°s (Xl + x2 +Yl +Y2) - sin (XlX2YlY2) +1. 
with 
(aF2/ax2) =-sin (Xl + x2 +Yl + Y2) - XlYlY2 c°s (XlX2YlY2). 
G1 (Xl'X2'Yl'Y2) = sin (x 1- x 2 + Yl - Y2) + cos (XlX2YlY2) 
with 
(aGiDYl) = cos (x I - x 2 + Yl - Y2) - XlX2Y2 sin (XlX2YlY2) , 
and 
G2 (Xl 'x2'Yl'Y2) = cos (x I + x 2 - Yl - Y2) + sin (XlX2YlY2) 
with 
(aG2/aY2) = sin (x I + x 2 - Yl - Y2) + XlX2Yl cos (XlX2YlY2). 
Now at some kth iteration, from (5a) 
~11 F l (x lk- l 'x2k- l 'y l  k - l '  k-1 = Y2 ) 
and 
k-1 a k -  FI(F~I ,xk - l , yk - l , y2  ) -  Fk 
k k giving x 1 = a 1 + F k . 
G kj~=G1, k k-1 k-1 k - l ,  Now, tXl 'x2 'Yl 'Y2 ) 
and 
 lk= 
1-[(aG1/aYl) ] k k-1 :,k yk-12 
Xl 'X2 '~1 '  




Xl = sin(x1 + x2 + Yl + Y2) - c°s(xlx2YlY2) - 1.0 
(16a) a~ = 
x2 = c°s(xl + x2 + Yl + Y2)- sin(xlx2YlY2) + 1.5 
(16b) 
Yl = sin(x1 -x2 + Yl -Y2) + c°s(xlx2YlY2) (16c) 
Y2 = c°s(xl + x2 - Y l -  Y2) + sinCxlx2YlY2) (16d) giving 
Finally 
(17) 
This systemhasauniquesolutiongiven by:  
x~ = -0.93626, * x 2 = 1.69192 
Yl = 0.48259, Y2=0"55189 
1 - [(ar2/ax2)lxk, Fk '  yl'k y2k-1 
k =k k 
x2 = 2 + F2" 
Gk2= G2 (x k, x2 ,k yl'k y2k-1) 
and 
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giving y2 = 
In a computer code, if at some kth iteration 
max (lalk [ , la k [, l~kl , l~kl) < e, (18a) 
we accept convergence of  iterations to the solution. 
For this particular problem we chose e = 10 "4. 
The chart given below shows arbitrary guesses for the 
"initial estimations x 0, x02 , y0 and y0 and the number 
of iterations for convergence. 
Number of 
x 0 x 0 y0 y0 iteration 
1.0 1.0 1.0 1.0 11 
1.0 - 1.0 1.0 - 1.0 13 
- 1.0 2.0 10.0 1.0  10 
1.89 - 2.75 3.98 -18.00 13 
- 3.25 456.89 -89.78 -96.37 11 
-45.36 -89.29 56.12 68.50 16 
• 75.30 = 65.45 81.90 -32.60 8 
53 .86-125.98-357.90  - 2.98 11 
-43.90 963.50 85.90-741.20 16 
73.90 -65 .30 89.50 - 91.60 12 
It is easy to see that if we set perturbation parameters 
equal to zero, PIS reduces to ordln~ry Gauss-Seidel 
iterations. To study the effectiveness of PIS, we set 
perturbation parameters equal to zero in the code, 
changed the .convergence criterion as follows : 
k xk -1  k yk - l l )  < 10-4 (18b) max(  I x i -  • I , l y i -  
i 
which is just a necessary condition for convergence, 
and assumed x0 = x2 =0 yl0 = y~ = 1.0. The method 
failed. Even with x 0 =-0 .95 ,  x0= 1.8, y0 =0.65 and 
y02 = 0.75, nonlinear Gauss-Seidel iterations did not  




x I = sin (x ly l  + x2 Y2) 
x 2 = cos(x2y l - xlY2) 
Yl = sin (YlY2 + XlX2) 
Y2 = c°s(YlY2 -X l  x2) 
The system has a unique solution given by 
x I=0.94735,  x~=l .O  
Yl = 0.94807, Y2 = 1.0 
Choosing arbitrarily x 0 = -55423.0,  x 0 = 32235.0 
and y0 = 336688.0, y0 = _ 989865.0, within 9 itera- 
tions PIS converged to the solution. 
Illustration #3 
Solve : 
x I = 0.05 x I (Yl - Y2) + 0.25 x2Y 1 - 0.45 
x 2 = 0.05 x 2 (Yl -Y2) + 0.25 x I Y2 + 1.1 
Yl = 0.05 Yl (Xl -x2)  + 0.25 x I Y2 + 2.15 
Y2 = 0.05 Y2 (Xl -x2)  + 0.25 x 2 Yl + 2.7 
The system has a unique solution given by : 
x 1 = 0.19738 x 2 = 1.19791 
Yl = 2.19794 y2 = 3.19824 
Choosing arbitrarily x01 = 10.0, x 0= -10.0, y0 = 10.0 
and y02 = -10.3, PIS converged to the solution within 
16 iterations. 
7. APPLICATION TO NONLINEAR PARTIAL DIF- 
FERENTIAL EQUATIONS 
PIS was developed primarily to solve nonlinear partial 
differential equations numerically and there are several 
examples in mathematical physics,: especially in fluid 
dynamics. Thus to check the effectiveness of this 
method, we considered a simple nonlinear system hav- 
ing well known analytical solutions. 
Solve : 
au/at + u au/ax = 0 (19a) 
ap/at + u ap/ax = 0 (19b) 
The solutions are given by : 
u = f l  (x  - ut) (20a) 
p = f2 tx -u t )  (20b) 
where f l  and f2 ~ C1'1 (continuously differentiable 
at least once with respect o both x as well as t). 
For numerical solutions by PIS, we considered implicit 
finite difference analogs of (19a) and (19b) obtained 
by approximating the time derivatives by backward 
time differences and space derivatives by central dif- 
ferences for (19a) and backward ifferences for i19b). 
Thus, the difference quations are : 
n n -1  n U n 
n U i+ l -  i - :1 U i -U i  ~U i =0 (21a) 
k 2h 
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and 
n _ Rn-1 R.n _ n 
Ri ~ + n 1 R i -1  
k Ui h 
= 0 (21b) 
where k = At = time step, h = Ax = mesh size, 
U n = U(xi,  tn) = net function corresponding to 
u (x i, tn) and R n = R (x i, tn) = net function corre- 
sponding to p (x i, tn). It is well known [ 12] that the 
equation (21a) has a first order accuracy in time 
and a second order accuracy in space; whereas, (21b) 
has only a first order accuracy both in space as well 
as in time. 
Both of the difference analogs (21a) and (21b) are 
consistent and a linearized matrix stability analysis 
shows that they are unconditionally stable for all k 
and h. [4] To apply PIS to solve the systems (21a) 
and (21b), we express these difference quations as : 
U n = r i (U~ ... U[ ,  R~. . .  Rp) (22a) 
and 
= G itu  ... Rp) (22b) 
where, 
Fi(U ~ Up R~ R~) n n n . . . . . . .  = (k/2h)U i (Ui_ 1 -U i+ l )  
n - I  
+ Ui (23a) 
and 
Gi(U~.. .  U[ ,  R~...gp)=(-k/h)RnU n + (k/h)R~_ 1Up 
n-1 
+ Ri (23b) 
where i = 1, 2 . . . .  I and n = 1, 2 . . . .  
Thus ,  
a Fi/  U n = (k/2h) (up_ 1 - un+ 1) and a Gi/a R n = ¢-U/h)U? 
The effectiveness of PIS is reduced whenever perturba- 
tion parameters become zero. This requires that in 
order to express (21b) in a form : 
R n = G i (U n, R n) 
where U n = (U~ ... U~) T and R n = (R~ ... K~) T such 
that (aGi/a R n) ~ 0, we must approximate ap/ax 
either by a forward difference formula or by a back- 
ward difference formula. Since forward difference ap- 
proximation could make the difference analog un- 
stable [4], a backward difference analog was used. 
Subject to various sets of  init ial/boundary conditions, 
solutions of (19a) and (19b) should give various sets 
of f l  (x - ut) and f2 (x -  ut). Similarly if we arbitrarily 
choose f l  (x -  ut) and f2 (x - ut), they satisfy (19a) 
and (19b), and knowing the solutions we can fred 
out the appropriate init ial/boundary conditions. 
This was done here with a large number of selections 




f l  (x - ut) = x - ut and f2 (x - ut) = e x - u t ,  
from (20a) and (20b) we get 
umx-ut  
or u = x / (1  + t) (24a) 
and p = e u (24b) 
Then we get, 
Initial conditions :
u (x ,0 )  = x, p (x,0)  = e x 
Boundary conditions :
U (0, t) = 0, u (1, t) = 1/(1 + t) 
p(0, t )=  1, p(1,  t) = e u ( l ' t )  
Case #2 
Choose : 
f l (x -u t )= 2(x -u t )  +1 
then, 
u = (2x + 1) / (2t + 1) (25a) 
p = Icos u -eU l  (25b) 
and 
Initial conditions :
u(x, 0) = 2x + 1, p(x, 0) = I cos[u(x, 0)1 - e u(x'  0) I 
Boundary conditions :
u(0, t) = 1/(2t +1), u(1, t) = 3/ (2t  + 1) 
p (0, t) = t cos [u(0, t ) ] -  eU(0't) l 
0 (1 ,  t )  = I cos[u (1 ,  t ) ]  - e u (1 ,  t ) [  • 
U 




u = fl (x - ut) = sin [~ (x - ut)] (26a) 
P = f2 (x - ut) = In (I u I + 10.0) (26b) 
along with the following init ial /boundary conditions : 
Initial conditions :
u (x,0)= sinTrx, p(x, 0) =ln( I  u(x,  0)1 + 10.0) 
Boundary conditions :
u (0, t) = u (1, t) = 0 
0 (0, t) = ln[ lU (0, t) l + 10.0] 
p (1, t) = In [ lu ( l '  t) t + 10"01" 
These three cases exhibited some distinct and interest- 
ing computational properties of PIS. We will discuss 
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some of them. 
Let E n and E n be the largest relative errors 
Umax Rmax 
for the computed values of  U n and R n respectively 
at a particular t n. Then by definition :
un  un I n i -  i 
EUmax = m~x ~i -  
and 
(27a) 
E n =- max 
Rmax i 
n 




where u n = u(x i, tn) and pn = p (xi, tn ) which are 
given by analytical solutions. 
In the figures 1, 2, 3, and 4, we plotted the growth 
of relative errors up to 10 seconds. It is also shown 
that such errors were increased when we use large time 
steps. Figures 1 and 2 correspond to the equations 
(27a) and (27b) respectively for case #1 whereas, 
figures 3 and 4 correspond to the same equations 
respectively for case #2. [See section 8 (iii)]. 
Such an error analysis was not quite possible for case 
#3" and we will now study some reasons for that. I f  
we consider Burgers' equation :
Bu/at + u au /ax= v B2u/ax 2 (28) 
with 
u (x, O) = sin'n'x, x E [0, 1] 
u (0, t) = u(1, t) = 0, t ,0  
(29) 
case #3 becomes a particular case of this with v = 0. 
We know that subject O the initial-boundary condi- 
tions (29), equation (28) has an exact analytical solu- 
tion represented in terms of  a series [1, 3]. As v -* 0 
the rate of convergence of  this series becomes lower 
and computations of the values of  such a series at 
some x = x i, t = t n is practically impossible. Further- 
more, as v-~ 0, a discontinuity (shock !) of  the solu- 
tion is caused near x = 1. Thus we anticipated that ff 
we put v = 0, the apparent simplicity of the form of 
(28) is not quite genuine. In such a case, even the 
analytical solution : u = sin lr(x-Ut), which was solved 
for u at each (x i, tn) by PIS with z~x =0.01 and 
At = 0.005, became unstable after 100 time steps. 
To make some comparison for the results obtained by 
PIS, we applied iterative matrix factorization method 
here. Two sets of  results have been presented in the 
tables 1 and 2. In table 1, values of Up are given at 
tn= 0.1 s, and in table 2, these were given at t n = 0.4s. 
At t n = 0.1 s, there was no shock and the results from 
analytical solution, matrix factorization and PIS were 
in uniform agreement at each x i. Even solutions of an 
implicit finite difference analog of Burgers' equation 
[3] with v = 10 -13 by pls  fully matched with those 
given by v = 0.0. At t n = 0.4 s a shock was found 
near x = 1 in the numerical solutions by both matrix 
factorization scheme and PIS and they matched with 
those obtained for Burgers' equation by PIS 
(v = 10-13). However, in the analytical solution, 
no shock was found; only the peak of the wave for 
the profiles of u(x, t). moved from x --' 0.'5 to x = 0.89. 
At t = 0.5 s, analytical solution by PIS failed. From 
(26a) we could notice that at x = 1, t = 0.5 s 
u= sin ( l ru/2)  
has multiple solutions : u = 0.0 and u = 1.0. We have 
noticed before that PIS is not quite effective to solve 
equations with mukiple roots. Works are now on 
progress to study this numerically as an asymptotic 
case of Burgers' equation (28) as v -~ 0. 
8. DISCUSSIONS 
We will now attempt o make critical estimates of 
our findings. 
(i) Sensitivity of PIS to. initial/boundary conditions 
Like any other numerical method, PIS has some limita- 
tions, several of  which have already been discussed in 
[3]. In section 7 for numerical solution of the equa- 
tions (21a) and (21b), we used e = 10 -13 in the con- 
vergence criterion given by (15a). For the case #2, 
PIS failed to converge within 2000 iterations, whereas 
for cases #1 and #3 it did not take more than 18 
iterations to converge to the appropriate solutions. 
Since for all of  these three cases, difference equations 
to be solved, remained identically the same, failure of 
PIS in case # 2 must be caused by the initial-bound- 
ary conditions, which in each case were distinct. In 
fact, initial-boundary conditions of a system of dif- 
ference equations are as important as the system it- 
self, and a numerical method may be sensitive to these 
conditions. PIS/s evidently sensitive to them. For a 
given system of  nonlinear difference equations with a 
set of initial-boundary conditions how to detect the 
sensitivity of  a particular numerical technique, prior 
to actual solution is possibly still not known. We will 
now study how convergence properties of PIS were 
improved with regard to case # 2. 
(ii) PIS with relaxation parameters 
It is well known that convergence properties of  a 
numerical scheme are changed when relaxation pa- 
rameters are introduced. Depending upon the nature 
of the equation and initial-boundary conditions, such 
introduction of relaxation parameters might improve 
or even deteriorate convergence properties of the 
numerical scheme. For a given linear system, even 
optimized relaxation parameters could be found to 
obtain the fastest rate of convergence [9]. For non- 
linear systems, such optimization of relaxation pa- 
rameters is yet to be known for practical computa- 
tions. We noted before [3] that successive over/under 
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relaxation was not successfully introduced in PIS to 
increase its rate of  convergence. In this work, the 
problem was computationally overcome. Thompson 
[15] and Dey [5] introduced relaxation parameters 
to accelerate the rate of  convergence of a linear 
matrix Gauss-Seidebtype it rative scheme to solve 
Navier-Stokes' equations by implicit Finite difference 
analogs. Following these works, two relaxation pa- 
rameters w I and w 2 were introduced in the equa- 
tions (21a) and (21b). The sequence of iterates 
(un) k and (gn)k  at some kth iteration are now 
given by : 
(un) k = w I (un)k'  + (1 -Wl )  (un) k-1 (30a) 
and 
(Rn) k =w 2. (Rn) k" +(1 - w2) (Rn) k-1 (30b) 
where 
(un) k" and (Rn) k" are values of  U~ and R n at the 
kth iteration by ordinary PIS. We also note that ff 
w I = w 2 = 1, equations (30a) and (30b) reduce to 
ordinary PIS. The sequences of  iterates {un} k given 
by PIS with relaxation parameters are distinct from 
the iterates {Up }k'geuerated by PIS with no relaxa- 
tion parameters and naturally, they should have 
distinct convergence properties. For case #2, choos- 
hag w 1 = 0.5 and w 2 = 1.0, PIS converged to the 
appropriate solution with the largest number of  itera- 
tions equal to 44. No improvement of  the rate of  
convergence was found by selecting w 1 = 0.5, w 2 = 0.5, 
w 1 = 0.25, w 2 = 1.25 and w 1 = 1.0, w 2 = 0.5; in fact 
for all of these values of  w I and w 2 rate of  conver- 
gence was decreased. Out of curiosity we trsed 
w I = 0.5 and w 2 = 1.0 for both case #1 and case 
#3; and in both cases the largest number of  itera- 
tions were increased. In case #1, it increased from 
16 (for ordinaryPIS) to 32 and in case #3, it in- 
creased from 18 (for ordinary PIS) to 30. Again, 
since the difference quations in all three cases are 
precisely the same and relaxation parameters in each 
of these cases were introduced precisely in the same 
manner, we should naturally conclude that initial- 
boundary conditions must have caused such different 
results. For cases #1 and #2 by trial methods we did 
not find any set of w 1, w 2 which could make PIS 
converge at a rate faster than that given by 
w 1 = w 2 = 1.0. 
It should be noted that we have arbitrarily selected 
the values of  w I and w 2. Not much work has yet 
been done to choose appropriate relaxation param- 
eters for improving the rate of  convergence of com- 
putational solutions of  nonlinear systems. Schechter 
[14] did some interesting work in this field. A theo- 
retical analysis for the choices of  rehxation param- 
eters to solve nonlinear equations was done. How- 
ever, a practical application of  this to mathematical 
physics is yet to be found. 
(iJi) Effects of time steps and mesh sizes 
In [3] we did not notice any serious effect of  time 
steps upon the performance of PIS. However, in this 
work we did Prod some and recorded. Figures 1, 2, 
3 and 4 show clearly the effects of  time steps upon 
growths of  the largest relative errors in computations 
of U n and P~ at each time step t n. A comment may 
be made regarding the figure 4, which shows for 
/it = 0.01 an abrupt growth of  ERmax from 0.0 at 
t n = 0 s to 0.032 at t n = 0.5 s. Actually it grew from 
0.0 at t n = 0 s to 0.03 at t n = 0.3 s and remained 
almost the same up to t n = 0.5 s. 
Both zxt and zxx could have large effects on the rate 
of convergence. As an example; in case #3 when/xt 
was changed from 0.005 s to 0.01 s the largest num- 
ber of iterations for convergence increased from 18 
to 484. Also when, for the same problem, zxx was 
decreased from 0.01 to 0.005 the largest number of 
iterations for convergence increased from 18 to 1006. 
Due to limitations on the availability of  computer 
time no efforts were made to accelerate the rate of 
convergence of PIS by introducing relaxation param- 
eters through the operations of  trial and error. 
(iv) Global convergence properties 
Computationally we checked before that .PIS ex- 
hibits a global convergence property [3]. The same 
was found to be true with respect o the application 
of PIS to equations (21a) and (21b) for sirnukaneous 
n 
solution. In general, to solve for U i and 1~ i at tn, 
initial guesses for iterative solutions are U n -  1 and 
n-1 R i at t n_ l .  In order to make these initial guesses 
quite arbitrary, at each t n we multiplied U~i-! and 
g n-1 by quantities aI and a 2 respectively where 
values of  a I and a 2 are chosen arbitrarily. For case 
#3,  we chose a I = -39.96 and a 2 = 56.73. Although 
the largest number of  iterations was increased from 
18 (for a 1 = a 2 = 1.0, the regular method) to 24 PIS 
converged to the solution for a I = a 2 = 1.0. For case 
#2, first we chose a I = 2.36 and a 2 = 5.94 which 
increased the largest number of iterations from 46 
(for a I = a 2 = 1.0, the regular method) to 56 and 
then we chose a I = 45.0 and a 2 = 68.9 which in- 
creased the largest number of  iterations to 61. In 
each case, PIS converged to the solution given by 
a I = a 2 = 1. For case #1, we used three sets of  
values of a I and a 2 as follows : (i) a I = 5.26, a 2 = 3.89, 
(ii) a 1 = -39.96, a 2 = 56.73 and (iii) a 1 =-  1259.25, 
and a 2 = 9865.48. In all these cases PIS converged 
to the appropriate solution given by a I = a 2 = 1.0; 
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and the largest number of  iterations was 22. 
(v) Miscellaneous comments 
PIS is indeed a combination of nonlinear Gauss- 
Seidel iteration and Newton-type iteration. Thus 
PIS was compared both with nonlinear Gauss-Seidel 
iterations [3] and Newton's method [7] with regard 
to applicability and effectiveness. It has been found 
that both Newton's method and PIS displayed quad- 
ratic rates of  convergence. But whereas Newton's 
method is in general dependent upon good initial 
estimates, PIS is not. In [3] we studied that PIS is 
more effective than nonlinear Gauss-Seidel iterations. 
Possibly it is needless here to discuss a comparison 
between PIS and nonlinear Gauss-Seidel iterations 
for solution of coupled nonlinear systems. However, 
we intend to make a few comments on that. In sec- 
tion 4 for all three illustrations using (18b) as the 
convergence criterion Ganss-Seidel iterations failed. 
For illustration #3, even when we chose x 0 = 0.2, 
x 0 = 1.2 and y0 __ 2.2 and y0 = 2.2 Gauss-Seidel 
iteration did not converge in 5000 iteration. For 
illustration #2, selecting x O" 1.0, x 0 : 1.2, y0 : 1.2 
and y0 = 1.05 Gauss-Seidel scheme failed to con- 
verge in 5000 iterations. 
We have not been able to fred an example where 
PIS failed and Gauss-Seidel iterations converged. 
Still such a possibility cannot be ruled out, since 
each method generates a distinct sequence of iterates. 
The rate of  convergence of  PIS has been discussed 
in details in, [3] and in [7]. It is quadratic with 
regard to those of other functional iterations. 
PIS has not been found to be quite effective to solve 
nonlinear systems having mukiple roots [3]. To con- 
verge to a particular oot, it requires good initial 
estimates. This property, possibly, will not change 
with regard to the application of  PIS to coupled 
nonlinear systems having multiple roots. 
(vi) A final note 
The differential equations (19a) and (19b) are of the 
first order in both x and t. To solve these equations 
we require boundary conditions for u(x, t) and p(x, t) 
at one point only. To solve £mite difference analogs 
(21a) and (21b) simultaneously, the value of p (x, t) 
at x = 1.0 is not required, however, the value of 
u(x, t) at x = 1.0 is needed because of the presence 
of central difference approximation of au/~x in 
(21a). The boundary value u (1, t) is obtained from 
well known analytical solution. Although such a 
practice does not seem to be quite right, it has been 
implemented for two primary reasons : (i) partial 
differential equations which we study are of the 
second order and boundary conditions are known 
and, (ii) central differences for au/ax make trunca- 
tion error of the order (Ax) 2 and thus brings second 
order accuracy. Thus for f'mite difference studies of 
even first order difference equation, central differ- 
ences have been used [1, 12, 16]. 
In this work, in order to study how does PIS work 
if boundary condition at x = 1.0 for u(x, t) is re- 
moved, we approximated au/~x by a backward dif- 
ference formula and considered the following finite 
difference analog : 
- n (U  n n tun U n -1) /k+ U i -U i -1 ) /h=O (31) 
i = 1, 2 . . . .  I 
instead of (21b). 
The boundary points are i = 0, i = I + 1 and the 
initial-boundary conditions U0i and U 0n are used for 
i = 0, 1 ... I + 1 and n = 1, 2 . . . .  respectively. 
From equation (31) it is clear that in order to com- 
n n 
pute U i at i= I, the value U I +1 on the right hand 
boundary x = x I + 1 is not required. Furthermore, 
n 
even U I+ 1 may be computed from (31) by some 
iterative method of numerical solution. In the com- 
puter code we removed conditions imposed at x = 1.0 
and applied PIS to solve (31) and (21b) simultaneously 
subject only to the conditions at t = 0 and x = 0. 
Since in case #2, PIS drastically failed we first ap- 
plied this new scheme of solution to case #2 (no 
relaxation parameters were used). We had Ax = 0.01, 
At = 0.005 and the computer un was for 500 time- 
step-solution. The result showed that PIS did not take 
more than four iterations at most to converge to the 
appropriate solution. The same was done for case #3. 
The pattern of solution was interesting. The peak of 
n given by n the profile of U i O i = 1.0 moved from the 
center x = 0.5 at t = 0.0 s to x = 1.0 about t = 0.55s; 
and then the peak stayed uniformly at x = 1.0 and 
its value decreased to 0.35497 at t = 2.5 s (500 time- 
step-solution). This solution was in excellent agree- 
ment up to 70 time-step-solution with that given by 
the previous finite difference scheme (where (19a) 
has been used) but whereas in the previous case a 
shock (certainly expected) was found, no such shock 
has been found under the present scheme. This numer- 
ical solution has been found to satisfy the equation 
(26a). Such a success of PIS should be evaluated with 
due caution. First order accuracy of a difference equa- 
tion is not very preferable because at some (x i, tn), 
un  could be of the same order as the truncation error. 
And it is well known that a lower order truncation 
error is necessary for success of £mite difference 
analogs. 
9. CONCLUSION 
This work is a direct extension of [3]. Here we 
showed how easily and successfully PIS could be 
extended to solve coupled non-linear systems. In sec- 
tion 8 we applied it to solve implicit f'mite difference 
analogs of coupled non-linear partial differential equa- 
tions. A complete version of the code is available in 
the reference [4]. The code is written in FORTRAN IV 
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for IBM 370/195 computer system. Thus this code 
is not acceptable to other computer systems; and in 
case if it is tried in a different computer, a great 
deal of time may be spent on debugging. This could 
be avoided if the code is translated into STANDARD 
FORTRAN. This is a language, acceptable to all the 
different computer systems. Thus, if a code is writ- 
ten in STANDARD FOKTRAN, it should run well 
without any further changes, in every computer. In 
computer manuals, directions are generally available 
(for example in IBM 370 system, FORTRAN IV), 
how to change a particular FORTRAN code (for 
example IBM FORTRAN code) into STANDARD 
FORTRAN code. In this work a complete discussion 
has been made in [4] to change the IBM FORTRAN 
code into STANDARD FORTRAN. A typical com- 
puter run time was less than two minutes and the 
requirement of computer memory storage did not 
exceed 80K (with Ax = 0.01, At = 0.005, total num- 
ber of time steps = 1000). 
More applications of PIS in mathematical physics 
are welcome. They will possibly reveal more of its 
weakness and more of its strength. 
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