We investigate the localization of stiff directed lines with bending energy by a short-range random potential. We apply perturbative arguments, Flory scaling arguments, a variational replica calculation, and functional renormalization to show that a stiff directed line in 1+d dimensions undergoes a localization transition with increasing disorder for d > 2/3. We demonstrate that this transition is accessible by numerical transfer matrix calculations in 1+1 dimensions and analyze the properties of the disorder dominated phase in detail. On the basis of the two-replica problem, we propose a relation between the localization of stiff directed lines in 1+d dimensions and of directed lines under tension in 1+3d dimensions, which is strongly supported by identical free energy distributions. This shows that pair interactions in the replicated Hamiltonian determine the nature of directed line localization transitions with consequences for the critical behavior of the Kardar-Parisi-Zhang (KPZ) equation. We support the proposed relation to directed lines via multifractal analysis revealing an analogous Anderson transition-like scenario and a matching correlation length exponent. Furthermore, we quantify how the persistence length of the stiff directed line is reduced by disorder.
I. INTRODUCTION
Elastic manifolds in random media, especially the problem of a directed line (DL) or directed polymer in a random potential, are one of the most important model systems in the statistical physics of disordered systems [1] . DLs in random media are related to important nonequilibrium statistical physics problems such as stochastic growth, in particular the Kardar-Parisi-Zhang (KPZ) equation [2] , Burgers turbulence, or the asymmetric simple exclusion model (ASEP) [3] . Furthermore, there are many and important applications of DLs in random media such as kinetic roughening [3] , pinning of flux lines in type-II superconductors [4, 5] , domain walls in random magnets, or wetting fronts [1, 6] .
Directed lines have a preferred direction and no overhangs with respect to this direction. The energy of DLs such as flux lines, domain walls, wetting fronts is proportional to their length; therefore, the elastic properties of directed lines are governed by their line tension, which favors the straight configuration of shortest length. Both thermal fluctuations and a short-range random potential (point disorder) tend to roughen the DL against the line tension. As a result of the competition between thermal fluctuations and disorder, DLs in a random media in D = 1 + d dimensions exhibit a disorder-driven localization transition [7] for dimensions d > 2, i.e., above a critical dimension d c = 2. These transitions have been studied numerically for dimensions up to d = 4 [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . At low temperatures, the DL is in a disorder dominated phase and localizes into a path optimizing the random potential energy and the tension energy. Within this disorder dominated phase, the DL roughens, there are macroscopic en- * horst-holger.boltz@udo.edu ergy fluctuations and a finite pair overlap between replicas [19] [20] [21] (introduced below). At high temperatures, the disorder is an irrelevant perturbation, and the DL exhibits essentially thermal fluctuations against the line tension. It has been suggested that the critical temperature for the localization transition of a DL in a random medium and the binding of two DLs by a short-range attractive potential coincide [11, 14] .
DLs in a random medium map onto the dynamic KPZ equation for nonlinear stochastic surface growth with the restricted free energy of DLs in 1+d dimensions satisfying the KPZ equation of a d-dimensional dynamic interface. The localization transition of DLs with increasing disorder corresponds to a roughening transition of the KPZ interface with increasing nonlinearity. In the context of the KPZ equation, it is a long-standing open question (recently discussed for example in Ref. [22] ) whether there exists an upper critical dimension, where the critical behavior at the localization transition is modified. Therefore, the critical behavior of lines in random media can eventually also shed light onto the critical properties of the KPZ equation.
In the present paper, we study the localization transition of stiff directed lines (SDLs). We define SDLs as directed lines with preferred orientation and no overhangs with respect to this direction, but with a different elastic energy as compared to DLs: SDLs are governed by bending energy, which penalizes curvature, rather than line tension, which penalizes stretching of the line. This gives rise to configurations which are locally curvaturefree, i.e., straight but straight segments can assume any orientation even if this increases the total length of the line. We investigate the disorder-induced localization transition of SDLs for a short-range random potential and the scaling properties of conformations in the disordered phase. A typical optimal SDL configuration in the presence of an additional short-range random potential at zero temperature is shown in Fig. 1(a) , in comparison to a typical optimal DL configurations in Fig. 1(b) .
There are a number of applications for SDLs in random media. SDLs describe semiflexible polymers smaller than their persistence length, such that the assumption of a directed line is not violated. Our results apply to semiflexible polymers such as DNA or cytoskeletal filaments like F-actin in a random environment as it could be realized, for example, by a porous medium [23] . Moreover, SDLs are closely connected to surface growth models for molecular beam epitaxy (MBE) [24] . In the presence of surface diffusion, MBE can be described by a HerringMullins linear diffusion equation [25, 26] , which is equivalent to the overdamped equation of motion of a SDL. As a result, SDLs exhibit the same super-roughness as MBE interfaces. More generally, the zero temperature problem of a SDL in disorder can be formulated as a generic optimization problem for paths in an array of randomly distributed favorable "pinning" sites (as indicated by points in Fig. 1 ), which minimize their bending energy at the same time as maximizing the number of visited favorable pinning sites.
There is an important relation between the statistical physics of DLs and SDLs, which stems from the return probabilities of pairs of lines: the contact probability p contact (L) of two thermally fluctuating DLs in 1+3d dimensions, i.e., the probability of two DLs with common starting point to meet again after length L, decays with the same power law p contact ∼ L −3d/2 as the contact probability of SDLs in 1+d dimensions [27, 28] . We will provide strong numerical evidence for d = 1 that this relation between DLs in 1+3d dimensions and SDLs in 1+d dimensions not only holds for purely thermal fluctuations but also in the presence of a random medium with a short-range disorder potential. This relation then allows to address the localization transition of DLs from a different perspective [28] . Because the proposed relation between DLs and SDLs is based on return probabilities of pairs of replicas our results also suggest that the critical properties of DLs in a random potential and, thus, the critical properties of the KPZ equation are determined by the corresponding two replica problem.
In particular, the relation between DLs and SDLs implies that the critical dimension for the localization of SDLs is d c = 2/3 rather than d c = 2 for DLs. Therefore, SDLs exhibit a localization transition already in D = 1 + 1 dimensions, which is easily amenable to numerical transfer matrix studies, whereas it requires numerical studies in D = 1 + 3 dimensions to investigate the localization transition of DLs. Therefore, we can verify several concepts that have been proposed or found for the localization transition of DLs, e.g., the pair overlap as order parameter or the multifractality of the localization transition, by simulations of SDLs in D = 1 + 1 dimensions.
The paper is structured as follows. In the next section, we introduce the model for stiff directed lines (SDLs) and comment on its relation to directed lines (DLs). The pa- per is then divided into two parts, analytical considerations and numerical findings. First, we apply scaling analysis to determine the lower critical dimension for the localization transition as well as estimates for the roughness in the localized phase. Then we present analytical treatments using variation in replica space and functional renormalization group and outline difficulties associated with both techniques. At last, we introduce a numerical transfer matrix algorithm for a SDL in a random medium and present numerical results, which validate the existence of a disorder-driven phase transition into a localized, roughened phase at low temperatures. We present numerical results for the roughness, the disorderinduced persistence length, Derrida-Flyvbjerg singularities, and the free energy distribution. Furthermore, we investigate numerically the pair overlap order parameter and multifractal properties of the transition.
A short account of some of these results has already appeared as a Rapid Communication [29] .
II. MODEL OF THE STIFF DIRECTED LINE.
The configuration of a general directed line, i.e., one without overhangs or loops and without inextensibility constraint, can be parametrized by (x, z(x)) (0 ≤ x ≤ L) with a d-dimensional displacement z(x) normal to its preferred orientation. In the following, we call the fixed projected length L the length of the line. The contour length of the line is given by
2 /2) (to leading order in z); it is not fixed and always larger than the length L. Each configuration of a SDL is associated with an energy
where the first term is the bending energy (to leading order in z). The second term is the disorder energy with a Gaussian distributed quenched random potential V (x, z(x)) with zero mean V = 0 and short-range correlations
X denotes the quenched disorder average over realizations of V , whereas X denotes thermal averaging.
The SDL model (1) is often used as a weak-bending approximation to the so-called worm-like chain or KratkyPorod model [30, 31] 
which is the basic model for inextensible semiflexible polymers, such as DNA or cytoskeletal filaments like Factin. The chain is parametrized in arc length, leading to a local inextensibility constraint |∂ s r(s)| = 1, which is hard to account for, both numerically and analytically [23, 32] . For thermally fluctuating semiflexible polymers, the approximation (1) only applies to a weakly bent semiflexible polymer on length scales below the so-called persistence length, which is [32, 33] 
in D = 1 + d dimensions. We use here and throughout the following energy units with k B ≡ 1. Above the persistence length, a semiflexible polymer loses orientation correlations and starts to develop overhangs. Also in a quenched random potential the SDL model describes semiflexible polymers in heterogeneous media, only as long as tangent fluctuations are small such that overhangs can be neglected, which is the case below a disorder-induced persistence length, which we will derive below.
We consider the SDL model also in the thermodynamic limit beyond this persistence length, because we find evidence for a relation to the important problem of DLs in a random medium in lower dimensions. This relation is based on replica pair interactions and shows that pair interactions also determine the nature of the DL localization transition. Moreover, this relation can make the DL transition in high dimensions computationally accessible. We will now outline the idea behind this relation.
III. RELATION TO DIRECTED LINES
The difference between SDLs and DLs [1] is the second derivative in the first bending energy term in eq. (1) for SDLs, which differs from the tension or stretching energy ∼ dx
2 of DLs with line tension τ . This results in different types of energetically favorable configurations (see Fig. 1 ): large perpendicular displacements z of SDLs as shown in Fig. 1(a) are not unfavorable as long as their "direction" does not change, i.e., as long as their are locally straight and, therefore, do not cost bending energy. Such configurations increase, however, the length of the line and are suppressed for DLs by the tension or stretching energy. The statistics of displacements z is characterized by the roughness exponent ζ, which is defined by z 2 (L) ∼ L 2ζ . The thermal roughness is ζ th,τ = 1/2 for DLs and ζ th,κ = 3/2 for SDLs: equating the thermal energy T with the respective elastic energies gives T ∼ τ z 2 /L for DLs and T ∼ κz 2 /L 3 for SDLs. Here and in the following we use subscripts τ (tension) and κ (bending stiffness) to distinguish between the two systems.
Although typical configurations are quite different, a SDL subject to a short-ranged (around z = 0) attractive potential V (z) can be mapped onto a DL in high dimensions d = 3d [27, 28] . This equivalence is based on the probability that a free line of length L starting at (z(0) = 0) "returns" to the origin, i.e., ends at z(L) = 0. This return probability is characterized by a return exponent χ: Prob(z(L) = 0) ∼ L −χ . The same return exponent characterizes the contact probability p contact (L) ∼ L −χ , i.e., the probability of two lines with common starting point to meet again after length L, as follows from considering the relative coordinate. For DLs, which are essentially random walks in d transverse dimensions, the return exponent is χ τ = d/2 [35] , whereas it is χ κ = 3d/2 for a SDL (after integrating over all orientations of the end) [34] ; they are related to the roughness exponents by χ = ζd [28] . The return exponent χ governs the critical properties of the binding transition to a short-range attractive potential or, equivalently, of the binding transition of two lines interacting by such a potential [27, 28] . This follows, for example, directly from a necklace model treatment [35] . The relation
implies that the binding transition of two DLs in 3d dimensions maps onto to the binding transition of two SDLs in d dimensions.
In the replica formulation of line localization problems such as (1), the random potential gives rise to a shortrange attractive pair interaction (see below). Therefore, pairwise interactions of DLs play a prominent role also for the physics of a single DL in a random potential. Furthermore, the critical temperature T c,τ for a DL in a random potential is believed to be identical to the critical temperature T 2,τ for a system with two replicas [11, 14] . In section VII D, we will show numerically that also for SDLs in a random medium T c,κ = T 2,κ holds. The important role of pairwise interactions suggests that not only the binding transition of two DLs in 3d dimensions maps onto to the binding transition of two SDLs in d dimensions but that the same dimensional relation holds for the localization transitions of DLs and SDLs in a short-range random potential.
One aim of this work is to support this conjecture by providing strong numerical evidence that the d → 3d analogy between DLs and SDLs in a random potential holds for the entire free energy distributions for DLs in 1+3 and SDLs in 1+1 dimensions. Because this analogy is rooted in the binding transition of replica pairs, we can conclude that critical properties of the localization transition are determined by pair interactions in the replicated Hamiltonian, which has been previously suggested in Refs. [36, 37] .
Moreover, it has been proposed that pair interactions can be used to formulate an order parameter of the disorder-driven localization transition of DLs in terms [19] [20] [21] , i.e., the average number of sites per length, that two lines in the same realization of the disorder have in common. Localization by disorder gives rise to a finite value of the pair overlap q. This coincides with the binding energy per length that characterizes binding of two polymers by a pair potential. We will also show that the pair overlap indeed provides a suitable order parameter for the localization transition of SDLs in 1+1 dimensions. A schematic summary of the relation of DLs and SDLs together (together with some relevant numeric results) is shown in Fig. 2 . 
IV. SCALING ANALYSIS

A. Lower critical dimension
We start with a scaling analysis by a Flory-type argument. For displacements ∼ z the bending energy in eq. (1) 
Above this critical dimension for d > 2/3 and, thus, in all physically accessible integer dimensions, the SDL should exhibit a transition from a thermal phase for low g to a disorder dominated phase above a critical value g c of the disorder (see Fig. 3 ). Of course the same distinction could be made in terms of the temperature with a high temperature phase for T > T c and a disorder dominated low temperature phase for T < T c . In the disorder dominated phase, the SDL becomes localized or "pinned" into a configuration favored by the random potential and assumes a roughened configuration, see Fig. 1 . We remember that the lower critical dimension for DLs is d c,τ = 2, which is in accordance with the relation between DLs in 1+3d dimensions and SDLs in 1+d dimensions proposed in the previous section. We also point out that for both types of lines the return exponent χ assumes the universal value χ = 1 at the critical dimension because of χ τ = d c,τ /2 = 1 and χ κ = 3d c,κ /2 = 1 [27, 28] . With d c,κ = 2/3 < 1 the localization transition of SDLs can be studied numerically in 1+1 (or higher) integer dimensions, whereas for DLs with d c,τ = 2, the localization transition is only accessible in simulations in 1+3 (or higher) integer dimensions. Our numerical study of the line localization transition presented below focuses on SDLs in 1+1 dimensions, which are computationally better accessible using transfer matrix techniques as compared to a 1+3 dimensional system of DLs. This allows us to verify important concepts for the localization transition such as the overlap order parameter in section VII E, which have not been accessible for DLs in 1+3 dimensions up to now.
B. Roughness
Balancing the Flory estimates,
When disorder is relevant, this leads to
This result is only applicable below the critical dimension d < d c,κ , where ζ F l,κ > ζ th,κ . Above the critical dimension, the Flory-result would give ζ F l,κ < ζ th,κ , which contradicts our expectation that the SDL roughens as it adjusts to the random potential. Furthermore, the exponent ω related to the sample to sample free energy fluctuations ∆F 2 ≡ (F − F ) 2 via ∆F ∼ L ω would be negative because of the general scaling relation
This scaling relation follows from the scaling of the bend-
and the assumption ∆F ∼ E b that bending and free energy have the same scale dependence. Note that we do not subscript ω in eq. (8) as we believe that ω τ = ω κ , see section VII. An exponent ω < 0 contradicts the existence of large disorderinduced free energy fluctuations in the low-temperature phase [12, 38] , for which there is also strong numerical evidence [9] [10] [11] . We conclude that this kind of argument is not applicable above the critical dimension. The same problems occur in Flory arguments for the DL for d > d c,τ = 2, where one finds ζ F l,τ = 3/(4 + d) and ω = 2ζ τ − 1. The Flory approach underestimates the roughness exponent for all dimensions both for DLs and SDLs, i.e., ζ > ζ F l as it features only one length scale on which the line can adjust to the disorder. Therefore the Flory results ζ F l should provide a lower bound for the roughness exponent, i.e., ζ > ζ F l . Moreover, the thermal roughness ζ th,τ = 1/2 for DLs and ζ th,κ = 3/2 for SDLs should provide another lower bound for the disorder-induced roughness, i.e., ζ > ζ th because of the existence of disorder-induced free energy fluctuations in the low-temperature phase, i.e., ω > 0.
Furthermore, we can give an upper bound for the disorder-induced roughness by an argument which relates the line to the zero-dimensional problem of a single particle in a harmonic and a random potential [39] . In this argument we divide the line in its middle into two straight and rigid segments separated by the mid-point (L/2, z). The single (i.e. zero-dimensional) coordinate z describes the restricted shape fluctuations of the twosegment line. The bending energy of these shape fluctuations is
, and the disorder energy of the two straight segments is
corrections) has been obtained for this zero-dimensional problem with the single degree of freedom z by an ImryMa argument and a more detailed replica calculation, which implies a roughness exponent
for the stiff two-segment line. For the directed line, an analogous argument gives ζ 0,τ = 3/4. In the framework of a functional renormalization group (FRG) calculation both roughness exponents can be written as ζ 0 = /4 in a dimensional expansion with the appropriate = 4 − d for DLs and = 8−d for SDLs (see section VI below). Using the scaling relations (8), this results in ω 0 = 1 2 for twosegment lines (both for SDLs and DLs), which should be considered an upper bound to the energy fluctuation exponent, because the adaptation of the line to the potential must not lead to larger fluctuations as compared to the trivial case of summing up random numbers [40] . Therefore, also ζ 0 should provide an upper bound for the roughness exponent, i.e., ζ < ζ 0 . The upper bound ζ < /4 is also found in the FRG calculation [40] .
All in all, we have obtained bounds
which apply both for SDLs and DLs. For SDLs, this gives a relatively small window of possible roughness exponents,
which, for example, limits ζ κ for SDLs in 1+1 dimensions to 1.5 < ζ κ < 1.75.
V. VARIATION IN REPLICA SPACE
To go beyond scaling arguments we use the replica technique [41] following the treatment of directed manifolds by Mezard and Parisi [42] . For the sake of convenience we restrict ourselves to d = 1 throughout this section. We will comment on how to adapt this to higher dimensions later on. The quenched average of the free energy
calculating averages Z n of a n-times replicated system in the limit n → 0. For the calculation we introduce an additional parabolic potential or "mass" term dxµz 2 (x) in eq. (1) as an infrared regularization and a finite correlation length λ in the disorder correlator,
where we use f λ (x) = √ 2πλ 2 −1 exp (−x/(2λ 2 )) to retain the original δ-correlator (compare eq. 2) for λ ≈ 0.
We write the replicated and averaged partition function as Z n = α ( Dz α ) exp (−βH rep ) with the following replica Hamiltonian in Fourier space
As mentioned before, H rep is related to a pair binding problem: in the limit λ ≈ 0 the second term becomes −
, which is an attractive shortrange interaction of two replicated lines.
We use variation in replica space with the quadratic, i.e., Gaussian trial Hamiltonian
with G −1 αβ = (κk 4 + µ)δ αβ + σ αβ with the self-energy matrix σ providing variational parameters. Extremizing the lower free energy bound F ≥ F V + H eff − H V V with respect to the self-energy matrix σ gives (in the continuum limit L −1 ≈ 0) a self-consistent equation for the self-energy matrix [42] 
with
(17) Following Mezard and Parisi we choose a one-step hierarchical replica symmetry breaking Ansatz for σ. Replica symmetry breaking is relevant here, because there is no nontrivial replica symmetric solution in the limit µ ≈ 0 apart from σ αβ = 0. Furthermore, there is no continuous replica symmetry breaking since ζ F l < ζ th for d > d c,κ [42] . Thus, σ can be parametrized by a diagonal elementσ and a function σ(u) (0 ≤ u ≤ 1)) giving the non-diagonal elements in the limit n → 0. For onestep replica symmetry breaking the latter takes the form σ(u) = σ 0 + Θ(u − u c )(σ 1 − σ 0 ). Using the algebra developed by Parisi [43] and performing the limit of an unbounded system µ → 0 we find
and Σ ≡ u c σ 1 . In higher dimensions d > 1 the stationary equation (16) as well as the result for one-step replica symmetry breaking would be of the same form with different numerical constants, given the functions f λ andf λ are adapted accordingly, see [43] . In d = 1, the variation of the free energy estimate yields two self-consistent equations
(20) for u c and Σ, where we omitted numerical constants. We are not able to give a closed solution, because
Nonetheless, using the condition u c < 1, we can show that there is no solution unless the potential strength g and correlation length λ are above finite values. Although variation in replica space is known [42] to fail in reproducing the exact solution [44] for the problem of the DL in disorder in finite dimensions, we interpret this as an indication for the existence of a critical disorder strength or a critical temperature. The replica approach leads, however, to the thermal roughness exponent also in the low-temperature phase.
VI. FUNCTIONAL RENORMALIZATION GROUP
There has been some success studying elastic manifold problems in disordered potentials using functional renormalization group (FRG) analysis [40, [45] [46] [47] [48] [49] . This method can be adapted to generalized elastic energies
for D-dimensional elastic manifolds with d transverse dimensions (in the FRG literature, the number of transverse dimensions is frequently denoted by N ). The case m = 1 corresponds to elastic manifolds as they have been already extensively studied [40, [45] [46] [47] [48] [49] , whereas m = 2 corresponds to manifolds dominated by bending energy. Lines are manifolds with D = 1, i.e., DLs correspond to m = 1 and D = 1 and SDLs with a bending energy to m = 2 and D = 1. In the FRG approach we take the Gaussian distributed random potential to have zero mean and a correlator of the general form
where the whole function R(z) is renormalized under a change of scale.
In renormalization, we integrate out short wavelength fluctuations in a shell Λ/b < |k| < Λ in momentum space and perform a subsequent infinitesimal scale-change (SC) by a factor b = e dl ,
in order to restore the high momentum cutoff Λ. This leads to the following FRG flow equations
and ζ th = (2m − D)/2 1 . The flow equation (27) for the temperature is believed to be exact due to a Galilean invariance of the Hamiltonian. For a disorder dominated phase with ζ > ζ th corresponding to ω > 0, the system is characterized by a T = 0 RG fixed point, at which we want to determine the roughness exponent ζ.
The terms O(R 2 ) and O(R 3 ) in the RG flow equation (28) of the disorder correlation function R(z) are additional one-loop [46] and two-loop [40, [47] [48] [49] contributions, respectively. In Ref. [40] , a generalized elasticity with a general parameter m has already been discussed up to two-loop level for d = 1. The one-loop contributions are independent of m and assume exactly the same form for m = 2 as for standard elastic manifolds with m = 1 and as they have been calculated in Refs. [40, 45, 48] for d = 1 and Refs. [46, 49] for general d. For d = 1, it has been shown that the two-loop contributions, however, acquire a m-dependent numerical prefactor [40, 48] . For general d and m, the two-loop contribution has not been calculated. The exponent ζ is determined from the FRG equation (28) for R(z) by requiring a fixed point solution for short-range disorder to be positive and vanish exponentially for large z. Therefore, in one-loop order results for the roughness exponent ζ depend on m only through the dimensional expansion parameter ε = 4m − D.
For d = 1, we can adapt the final results achieved in Ref. [45] in one-loop, which have been extended in Refs. [40, 48] to two loops,
with the m-dependent numerical prefactor X m (X 1 = 1, X 2 = −1/6 to leading order in ε). For a SDL (D = 1, m = 2, = 7) with d = 1 transverse dimensions, we obtain a roughness exponent ζ FRG,κ ≈ 1.4571 in one-loop, which is close to the Flory estimate ζ F l,κ = 7 5 but also violates the lower bound set by the thermal roughness, ζ FRG,κ < ζ th,κ = 3/2, implying ω < 0. On the two-loop level, we find a negative prefactor X 2 < 0 and, thus, still ζ FRG,κ < ζ th,κ = 3/2.
In the literature, the existence of an upper critical dimension d u , above which ζ < ζ th applies, has been discussed, in particular for DLs (D = 1, m = 1) and as a candidate for the upper critical dimension of the KPZ equation to which the DL problem can be mapped. Our above finding ζ FRG,κ < ζ th,κ = 3/2 in two-loop order indicates that for SDLs with m = 2, d = 1 is already above
from Ref. [46] gives a critical dimension d u,κ = 0.937669 < 1. Solving the FRG fixed point equation for R(z) numerically, we find d u,κ ≈ 0.84 < 1 using the one-loop equations and the numerical methods outlined in [40] (we use Taylor expansions up to order 12, which allows us to determine ζ to four digits). The result d u,κ < 1 remains valid using the two-loop equations, where the additional two-loop terms contain the same factor X m as for d = 1. However, the two-loop result for the critical dimension is lower because, analogously to the DL results of Ref. [49] , the two-loop corrections are negative for d > d u,κ . In the following section, we present numerical results which show that there exists a disorder dominated phase with ζ κ > ζ th,κ = 3/2 for SDLs in d = 1 below a critical temperature, which shows that the FRG results are questionable for lines with D = 1 and, correspondingly, large values for the expansion parameter .
VII. NUMERICAL RESULTS
Returning from (D+d)-dimensional manifolds to the problem of (1+d)-dimensional SDLs in disorder, further progress is possible by numerical studies using the transfer matrix method [1, 50] both for T = 0 (see Fig. 1 ) and for T > 0.
Previous numerical studies for DLs in 1+3 dimensions offer the opportunity for a comparison of the exponents ω (energy fluctuations), describing the low temperature phase, and ν (correlation length), describing the transition 2 , in the low temperature phase to test the aforementioned analogy to a SDL in 1+1 dimensions. The values found there are ω ≈ 0.186 [10, 11, 51, 52] and either ν ≈ 2 [8, 11, 14] or ν ≈ 4 [9, 11] .
A. Transfer matrix algorithm
From a discretization of the energy functional given in eq. 1 we conclude that a segment of a SDL with length ∆L = 1 starting at z with orientation dz/dx = v and ending at z with orientation v contributes an energy
where the additional condition z = z + v applies which connects positions and tangents. We will also exploit the
Zero temperature
For vanishing temperature T = 0 there are no entropic contributions to the free energy. Hence the line is always in its ground state and minimizing the energy E 0 L , where the subscript denotes the length and the superscript is a reminder that these considerations are valid for T = 0. This can be done iteratively (33) and all quantities X are to be measured in the resulting (non-degenerate) ground state
Finite temperature
At finite temperatures T > 0, the restricted partition function
Dz exp (−βH) has to be evaluated. We are using the transfer matrix approach and divide the line into straight segments which are connected by the transfer matrix. This allows for an iterative computation of the restricted partition function the total partition function and therefore gives the free energy. Additionally, the normalized restricted partition function is used in the computation of thermal averages
This averaging procedure is only correct for quantities X that are measured at the end of the line, moments of the energy (potential or total) are accumulated along the contour of the line and have, therefore, to be computed in an iteration scheme [50] very similar to eq. (35) . Finally, for all observables the quenched average over realizations of the disorder has to be performed.
B. Existence and nature of the disorder dominated phase
Roughness
The most natural observable to analyze looking for a localization transition is the roughness z 2 . One expects to see two different regimes, a high temperature phase with the thermal roughness z 2 ∼ T L 3 and a low temperature phase with z 2 ∼ T 0 L 2ζ . Also, the influence of numerical details onto the roughness should be smaller than their influence on the free energy. Figure  4 shows the roughness z 2 as a function of temperature and demonstrates that these expectations are met. In order to determine the roughness exponent ζ κ we measure a "local" roughness exponent [18] 
The data for ζ κ as a function of temperature presented in Fig. 5 regimes and a significant "dip" of the local roughness exponent around T ≈ 1.4. This method of determining ζ gives better results than fitting z 2 (L) Via the scaling relation (8), ω = 2ζ κ − 3, we obtain the exponent ω from the roughness exponent ζ κ . As in the context of DLs [54] , it can be argued that ω should vanish at the disorder-induced localization transition, resulting in a roughness exponent ζ κ = 3/2. This seems to hold, even though the numerical value for high temperatures is slightly above ζ κ = 3/2. This is strong evidence for a phase transition at T c ≈ 1.4. For low temperatures, the values 2ζ κ ≈ 3.11 give ω ≈ 0.11 according to eq. (8), which is slightly lower than ω = 0.186, which is the literature value for DLs in 1+3 dimensions [10, 11, 51, 52 ].
Disorder-induced persistence length
The roughness is closely related to the averaged tangent directions v 2 ≡ (∂ x z) 2 , which should scale as
We define an effective disorder-induced persistence length L p for the SDL as the length scale at which the tangent fluctuations become equal to one
This generalized definition for the disordered system is consistent with the standard definition for the persistence length L p of a thermally fluctuating SDL in the absence of disorder, where we expect v 2 ≈ L/L p with L p = βκ. Apart from numerical prefactors this gives the standard persistence length of the WLC model, see eq. (4), which is defined as the decay length of tangent correlations. In the low temperature phase, we expect a disorder dominated roughness and, therefore, temperatureindependent tangent fluctuations v 2 , which results in a temperature-independent disorder-induced persistence lengthL p ∼ β 0 . The line roughens in the low temperature phase, which gives rise to a persistence length decrease as compared to the thermal persistence length
for the disorder-induced tangent fluctuations and (40) at low temperatures according to the criterion (39) . For SDLs in 1+1 dimension, we expectL p ∝ g −1 . To determine the generalized persistence length from eq. (39) numerically, we used the tilt symmetry of the replicated Hamiltonian [55] , according to which the "connected" average
is independent of the disorder strength. Therefore, we can use a fit to the sample-to-sample tangent fluctuations of the form
with an amplitude a(T ) and an exponent ω (T ), which should agree with the free energy exponent ω. Then, we can rewrite v 2 as
and determineL p using eq. (39). Our results forL p are shown in Fig. 6 . In the low-temperature phase for T < T c ≈ 1.4, the persistence length becomes indeed disorderinduced, i.e., almost independent of temperature and our results are consistent with the above scaling result (40) . We consider this non-divergent persistence length at low temperatures also to be consistent with previous results for the non-directed version of the SDL, the WLC in disorder [23] . In the high temperature phase, our results approach the standard thermal persistence length L p ∼ βκ.
The fit results for a(T ) and ω (T ) are shown in Fig.  7 . For T < T c our results are consistent with ω ≈ 0.186, which is the literature value for DLs in 1+3 dimensions [10, 11, 51, 52] . In fact, we get very similar results for L p if we fix ω (T ) = ω = 0.186.
Derrida-Flyvbjerg singularities
One of the features expected in a disorder dominated phase are Derrida-Flyvbjerg singularities [15, 56] . These are features of the statistical weights, here the normalized restricted partition w(z) = Z(z)/Z function for the SDL to end at a specific point z. As the phase is disorder dominated, some characteristics of these weights should origin from mere statistics and the distribution used for the random potential rather than details of the Hamiltonian involved. According to Derrida and Flyvbjerg the distributions P 1 (w 1 ) and P 2 (w 2 ) of the largest and the second largest weight, respectively, should exhibit singularities at 1/n (n = 1, 2, 3, ...) in a disorder dominated phase with a multivalley structure of phase space [56] . For SDLs in disorder, we calculated the distribution of the value of the largest and the second largest weight numerically as shown in Fig. 8 and indeed find singularities at 1 and 1/2 for T < T c . We are not able to clearly resolve higher singularities at 1/n with n ≥ 3, which might be due to the underlying (Gaussian) distribution or the number of samples used. Analogous singularities can be found in the distribution of the information entropy s = − z w ln w at values − ln(1), − ln(2), − ln(3), whereas nothing similar can be observed at high temperatures, where the entropy distribution is Gaussian and the distribution of the (second) largest weight is sharply peaked around zero. We see this as a confirmation that the SDL indeed undergoes a transition to a disorder dominated phase At T c ≈ 1.4.
C. The free energy distributions of SDL in 1+1 and DL in 1+3 dimensions are identical
The exponent ω can alternatively be determined in a more direct way by fitting ∆F = (
, giving values of ω ≈ 0.15 − 0.16 (cf. Fig. 9 ).
We can go one step further and consider not only the second moment but the whole distribution of the free energy as shown in Fig. 10 , which is obtained by computing the free energy for every sample and rescaling to zero mean and unit variance,
This rescaling should make G F more robust against the influence of numerical details. For DLs in d = 1 it has a) been found that this distribution is of a universal form [57] . The asymptotic behavior of the negative tail of the rescaled free energy distribution for low temperatures is of the form
This allows us to determine the energy fluctuation exponent ω via the Zhang argument [1, 11, 13] : a saddle point integration gives ln
We find η ≈ 1.23 (dashed black line in Fig. 10 ) or ω ≈ 0.18. This is in agreement with the values reported for DLs in 1+3 dimensions. For a direct comparison of the rescaled free energy distributions of a SDL in 1+1 and a DL in 1+3 dimensions we simulated both systems (the DL up to lengths L = 60) and find that the rescaled free energy distributions in the low temperature phases have to be considered identical within numerical accuracy. This could hint towards a new seemingly "universal" distribution for certain random systems, much like the Tracy-Widom distribution that is found for the DL in 1+1 dimensions and various other systems [57] . For finite system sizes this universal behavior can only be expected for free energy fluctuations |X| small compared to an upper threshold [58, 59] ; we believe, however, that our simulation does not cover the very rare fluctuations that induce the non-universal part for very large |X|. In Fig. 11 we show the distributions for T < T c (DL and SDL) in a manner where the exponent η becomes more apparent. Here we introduce the exponent η , which is the analogon to η for the positive tail
where the Zhang argument is not applicable. We find a value η ≈ 1.84. Based on an exact renormalization on the diamond lattice [17] and an optimal fluctuation approach [59] , it has been previously suggested for DLs that η and ω are related via (cf. eq. (46))
with d eff = 1 + d for the hypercubic lattice. This is found to be valid for the DL in 1+1 dimensions, where ω = 1/3 and η = 3 [17, and references cited therein]. For the problem at hand, the literature value ω = 0.186 for DLs in d = 3 would lead to η ≈ 5, which is far from the value η ≈ 1.84 we find; thus, the ratio η /η does not match the prediction η /η = (1 + d). In Ref.
[59] η = 2 and η = 3 were found to be superuniversal (independent of d) for the DL in dimensions d > 2 = d c at temperatures T > T c . We can neither confirm nor deny this result, as we are not able to cover the "most distant" part of the distribution, but our interpretation that G F is Gaussian for T > T c would lead to η = η = 2. The finite size corrections to the free energy [1, 60] should also scale as L ω leading to
We did not succeed in determining a precise, consistent ω in this way, possibly because our systems are too small. The free energy distributions in Fig. 10 seem to be identical for T < T c and T ≈ T c (as it is also the case 
12: Rescaled potential energy distribution for a SDL in 1+1 dimensions. Plotted are distributions for three finite temperatures T < Tc (black, dark thin solid line), T ≈ Tc (red, thick solid line) and T > Tc (green, light solid line). Results for a DL in 1+3 dimensions are shown in blue (medium solid line). Here, the brown (dark dashed) curve is an approximation using a one-parameter Gumbel distribution (cf. eq. (52a) with m = 1.7), whereas the yellow (light dashed) curve is the normal distribution.
for the DL [11] ), which suggests ω T =Tc = ω T <Tc ≈ 0.186 contradicting the ω T =Tc = 0 argument [54] , but one has to bear in mind that the saddle point integration in the course of the Zhang argument is only applicable if η > 1 or ω > 0. A more distinct difference between the behavior at criticality and at low temperatures can be found in the distribution of the potential energy as shown in Fig. 12 (also the potential energy is rescaled using X = (E − E)/∆E analogously to Fig. 10 for the free energy distribution). For the potential energy distribution, the behavior at the critical temperature is clearly different from the behavior both at T > T c and T < T c (which are not identical for the DL) and exhibits a decay
resembling extreme value distributions of the Gumbel type.
A tentative explanation might be that the transition occurs because of extreme values of the potential at which the otherwise thermally fluctuating line localizes. The random potential has a Gaussian distribution, thus its extreme values are distributed according to a Gumbel distribution or Fisher-Tipett type I extreme value distribution [61]
with z(X) = (X − α)/β, the location parameter α, and the scale parameter β (the parameters depend on the number of "trials"). The distribution of the potential energy at the critical temperature might be of a similar shape. As we are studying the rescaled distribution of the potential energy, which has zero mean and unit variance, we can use a one-parameter version of the Gumbel 
with the shape parameter m, the abbreviation
and the usual Γ(m) = [62] . This distribution inherently features the correct decay at the tails, with ln g m (X) decreasing faster than algebraic for X < 0 and linearly with slope mψ 1 (m) for X > 0. However, our best approximation to the data with m = 1.7 deviates for X > 0. It is remarkable that the potential energy distribution is well described by an extreme value distribution only right at the transition at T = T c , whereas it approaches a Gaussian not only for T > T c but also for T < T c , see Fig. 12 . The Gaussian distribution at low temperatures might stem from the Gaussian distribution used in the realization of the disorder potential.
At the critical temperature, where ω ≈ 0, the fluctuations of the free energy have been found to scale logarithmically with L,
. We support this statement by studying the difference of quenched and annealed free energies δF = F − F ann , which should as well scale as δF ∼ ln 1/2 L at the transition. As the annealed free energy directly depends numerical details such as system size and neglected elements of the transfer matrix, we determine it by simulating a system without disorder and adding the contribution of the annealed potential, F ann = F g=0 − Lg 2 β/2. This also allows for an approximate determination of the critical temperature by finite size scaling, see Fig. 13 . To verify this argument we tried also different scaling behaviors of the form δF ∼ ln c L and obtained a consistent pseudo-crossing only for c ≈ 1/2. Furthermore the annealed free energy can be used to compute the temperature T 0,κ , below which the annealed entropy is negative. This provides a lower bound on the actual critical temperature, whereas the replica pair binding temperature T 2,κ represents an upper bound [11] . We find T 0,κ ≈ 0.4, which is consistent with T c ≈ 1.4.
D. The localization transition temperature Tc equals the replica pair transition temperature T2 for SDLs
We have checked for the SDL via numerical transfer matrix calculations that the localization temperature in disorder T c,κ equals transition temperature T 2,κ for replica pair binding, T c,κ = T 2,κ . As stated before, we use the same transfer matrix algorithm for the replica pair system with a short-range binding potential by exploiting that the binding of two SDLs can be rewritten as a binding problem of one effective SDL in an external potential using relative coordinates [63] . This SDL has a bending stiffness of κ = κ/2 and the "potential energy" we are interested in (cf. eq. (14)) for the replica pair binding is −βg 2 dxδ(z). For the interpretation of the simulation results one has to keep in mind that the energy functional is temperature dependent and, therefore, derivatives of the free energy with respect to the inverse temperature β are not given directly by cumulants of the internal energy. Using
and V = −g 2 dxδ(z) the partition function is given by Z = Dz exp (−βE b − β 2 V ) and the free energy by
where U is the total internal energy (treating βV as a potential). Thus, the derivative of the difference of the free energies with and without the adsorption term with respect to the inverse temperature, which should give the divergent correlation length βδF
ν , is identical to the "potential energy" E pot = −βV and usual finite size scaling should be applicable, cf. Fig. 14 . We retain the known correlation length exponent ν = 2 for the adsorption problem [63] . We see matching curves for the used system sizes L = 100, 200 . . . 500 around T − T c ≈ 0 for T 2,κ = 1.44, which equals T c,κ ≈ 1.4 for the SDL in disorder.
E. Pair overlap as order parameter
Finally, we identify an order parameter of the localization transition. For DLs, the disorder-averaged overlap
) of two replicas has been proposed as order parameter [19, 20] . Up to now, it has been numerically impossible to verify this order 
14: (color online) Finite size scaling for the SDL adsorption problem that corresponds to the two-replica binding, see text for detailed explanation. The scaling uses Tc = 1.44 and ν = 2. As only one sample is needed for the calculation we used larger system lengths L = 100 (red, Greek crosses),200 (green, saltires),. . . ,500 (light blue, full squares).
parameter for DLs in d > 2 dimensions where a localization transition exists because the relevant 2d-dimensional two replica phase space is too large. For SDLs, on the other hand, the transition is numerically accessible already in 1+1 dimensions and we show that the overlap q is indeed a valid order parameter using an adaptation of the transfer matrix technique from Ref. [19] , see Fig. 15 . This involves simulating two interacting SDLs, therefore we can only use lengths up to L = 30 and 10 3 samples. For DLs, it has been found that the overlap at criticality decays as q ∼ L Σ with Σ = −2ζ = −(1 + ω) in d = 3 [20] . This has been extended to finite temperatures yielding q ∼ |T − T c | −νΣ . Indeed, we find a qualitatively similar behavior q ∼ |T − T c | −β with an exponent β ≈ 1.3 − 1.4. Our best estimate for Σ is Σ ≈ −0.75, cf. Fig. 16 . Because of small simulation lengths L we do not conclude this deviation to be a definite statement against the renormalization group results presented in Ref. [20] , but this would, unlike the DL renormalization group result Σ = −(1 + ω), suggest that two SDLs in a random potential are certain to meet eventually [35] . For the correlation length exponent ν we find values ν ≈ 2 compatible with the corresponding problem of DLs [8, 11, 14] ; such that our present results deviate from β = νΣ. Nevertheless, the connection between DLs and SDLs provides the first system to test the proposed order parameter in a localization transition numerically and to determine the otherwise inaccessible exponents β or Σ.
F. Multifractal properties at the transition
For DLs in 1+3 dimensions, some insight into the underlying structure of the transition has been achieved within the multifractal formalism [64] . As we conjecture the transitions for the DL and SDL to be essentially analogous, we expect to find similarities to the analysis that has been done before for DLs [14] , but also deviations where the obvious geometrical differences become important. The idea is that different moments Y q of the statistical weights
are dominated by different regions of the support and thus show a different scaling with the system size L. The probability is given by the ratio of restricted and unre-
The sum goes over all the possible ending points in the numerical simulation, whereas for the continuous analytical problem Y q would be defined by an integral over z.
In the high temperature phase, the weights w L (z) obey the scaling form w L (z) = L −χ Ω(z/L ζ ) with the return exponent χ (defined by w L (0) ∼ L −χ as introduced above). It is straightforward to see that the Y q then scale according to
in the high temperature phase. In the low temperature phase, the line is localized and therefore the Y q remain finite as L → ∞. At criticality the Y q are diverging, but the quenched disorder is relevant, and it becomes important how the (necessary) average over realizations of the disorder is computed. A common question regarding systems with disorder is whether a certain quantity is self-averaging. If so its typical and average values, the latter of which could be dominated by rare events, should be identical. For the Y q a reasoning like this motivates the definition of
where the definition of D(q) is such that it includes the obvious case of q = 1, where Y 1 = 1 and τ (1) = 0 by definition. The D(q) are referred to as generalized dimensions [64] , and the function D(q) discriminates between monofractal (D(q) = const as for T > T c ) and multifractal behavior (D(q) = const). The interpretation of the D(q) as (fractal) dimensions of subsets is rather peculiar as we are dealing with a probability distribution or measure. Nonetheless it is useful as it requires D(q) to be monotonically decreasing because none of the subsets can have a larger dimension than their union. There are at least two special values of D(q) with an obvious meaning: D(0) is the Hausdorff dimension of the support and thus directly related to the geometry of the system 3 and D(1) is called the information dimension as it appears like a dimension in the Shannon information entropy are diverging faster than exponential for q < 0, which leads to D(q < 0) =D(q < 0) = ∞. The information dimension D(1) is measured to be about 1.4 and, therefore, does not coincide with the expected high temperature value 3/2. However, this could be a numerical artifact from limited system sizes.
For Anderson transitions, the finite-size scaling of the Y q at criticality does involve the multifractal spectrum but only one correlation length exponent ν [11, 66] ,
Thus, it allows for a completely independent validation (cf. Fig. 18 ) of the critical temperature and the correlation length exponent, yielding a more exact value T c ≈ 1.44 compatible with our result from sections VII B and VII D and unambiguously a value 1/ν ≈ 0.5 for the correlation length exponent. An equivalent description of the multifractal nature is related to the Legendre transform f (α) of τ (q) given by
The function f (α) is called the singularity spectrum, because it gives the number N (α) ∼ L f (α) of points z, where the weight w(z) has a singularity w ∼ L −α . A Legendre transform of the measured τ (q) andτ (q) would require an analytical continuation and, thus, be very errorprone. Fortunately, it is possible to directly measure α(q) and f (q) [67] and, thus, the singularity spectrum f (α) parametrically:
This method of computing f (α) gives the Legendre transform of τ (q), because eq. (59) its)
in agreement with eq. (56b), and, therefore, f (α) corresponds to typical values of Y q . Note that α(q) = τ (q) is fulfilled by construction. This is the common definition of the (multifractal) singularity spectrum that is also applicable for non-disordered systems. Here, disorder is relevant and we need to capture not only the typical, but also the (differing, cf. Fig. 17 ) average behavior. Analogously to eq. (60) we derive the following computation of the Legendre transformf (α) of τ (q) (we distinguish between α andα to avoid ambiguities as both are directly measured). We use eq. (56) and the inverse transform of (59)
The spectrum f (α) is shown in Fig. 19 . Its shape matches the expectations that origin from general properties and the known results for the DL [14] and is consistent with the results for the Legendre transform τ (q). Our results show that f (α) is a monotonic function starting at a finite α min = D min (q) ≈ 0.8 which is close to the DL value α min τ ≈ 0.77 and ending at α max = ∞, which corresponds to the infinitely large values τ (q) for q < 0. The maximum value of f (α) is f (α → ∞) → D(0) and it touches the bisector f = α around α = D(1) ≈ 1.4, thus confirming the previously found deviation D(1) = 3/2. We see no indication that f (α) becomes negative somewhere, which would describe rare events (number decreases exponentially in L), but this is to be expected as f (α) contains the typical behavior and should not become negative [14] . The average behavior that leads tõ f (α) does include rare events and does not seem to have a finite α min , implyingD(∞) = 0. We back this by noting that the we can achieve a good fit of the data for τ (q) andτ (q) at large q (we used 5 < q < 20) with an monomial Ansatz f (q) = aq b . For an approximate analysis we round b to one decimal giving τ (q 1) ≈ aq (62)
with some constants a,ã. We apply the Legendre transform and get for q 1
In summary, we see a (Anderson transition-like) scenario in the multifractal analysis of the localization transition of a SDL in 1+1 dimensions which is very similar to the findings in Ref. [14] for a DL in 1+3 dimensions despite obvious differences due to the different geometry. In particular, the multifractal structure of the statistical weights differs between typical and average values both for DLs and SDLs. This becomes apparent in the generalized dimensions D(q),D(q), which differ for q 1.5. We also find a matching critical correlation length exponent ν. Additionally, we showed that the average behavior is significantly influenced by rare events, leading to negative values inf , the Legendre transform ofD(q). The significance of rare (extreme) events at criticality is in accordance with our findings for the energy distribution.
VIII. CONCLUSION
We studied stiff directed lines (SDLs) in 1+d dimensions subject to quenched short-range random potential analytically and numerically. Using Flory-type scaling arguments and a replica calculation we show that, in dimensions d > 2/3, a localization transition exists from a high temperature phase, where the system is essentially annealed, to a disorder dominated low temperature phase. The low temperature phase is characterized by large free energy fluctuations with an exponent ω > 0 and a roughness exponent ζ, which slightly exceeds the thermal value ζ th = 3/2 for a SDL. Flory arguments suggest ζ = 7/(4 + d) for a SDL. Both exponents are related by ω = 2ζ − 3.
We find a reduction of the persistence length of a stiff directed line by disorder. In the low temperature phase, the persistence length is disorder-induced and temperature-independent. We also performed variational replica functional renormalization group (FRG) calculations. The replica approach gives no conclusive results on the exponents for d > 2/3 but supports the existence of a localization transition. The FRG calculation is performed for D+d dimensional manifolds governed by bending energies with the SDL corresponding to D=1 and employs an expansion in = 8 − D dimensions. For a SDL in 1+d dimensions, the FRG result suggests the existence of an upper critical dimension d u < 1, which we can rule out by numerical calculations.
For the SDL in 1+1 dimensions we performed extensive numerical transfer matrix calculations and find the existence of a localization transition and an exponent ω ≈ 0.18 in the low temperature disorder dominated phase. The value for ω is close to the established value ω ≈ 0.186 for directed lines (DLs) under tension in 1+3 dimensions. Moreover, the rescaled free energy distributions are identical. Both points suggest that the nature of the low-temperature phase is very similar, if not identical.
The multifractal analysis reveals a very similar structure of the statistical weights at the critical temperature for DLs in 1+3 dimensions and SDLs in 1+1 dimensions. It also allows for a determination of the correlation length exponent ν, for which we find, again in accordance with the findings for a DL in 1+3 dimensions, ν = 2. Additionally, we find evidence for the relevance of rare events at criticality. This strongly supports a relation between DLs in 1+3d and SDLs in 1+d dimensions, which is based on identical return exponents χ for two replicas to meet. The validity of a relation based on properties of a single replica pair suggests that the critical properties of DLs in a shortrange random potential are governed by replica pair interactions. The mapping can make DL transitions in high dimensions computationally accessible, which we demonstrated in showing that the two-replica overlap provides a valid order parameter across the localization transition of SDLs in 1+1 dimensions. Furthermore, the importance of pair interactions suggests that the critical temperature for DLs in random potentials is indeed identical to the temperature below which the ratio of the second moment of the partition function and the square of its first moment diverges, which implies that the localization transition temperature T c in a random potential equals the replica pair transition temperature T 2 for replica pair binding. The equality T 2 = T c has been originally put forward and verified numerically for DLs in 1+3 dimensions [11, 14] . Using the numerical transfer matrix approach we could verify this conjecture also for SDLs in 1+1 dimensions. Our findings are summarized schematically in Figs. 2 and 21 .
The binding transition of DL pairs becomes discontinuous for d > 4 and, analogously, the binding of SDL pairs for d > 4/3 [28, 63] . Because DLs in random potentials are equivalent to the KPZ equation [2] , the validated relation to the SDL suggests that the roughening transition of the KPZ problem could acquire similar discontinuous features for d > 4 dimensions. Thus, d = 4 would remain a special dimension, although it is not the upper critical dimension [68] .
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