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We study the regular calculus of the variations problem 
Minimize I,,(u) = 
II 
~(Pu’(~), u(x)) dx 
-1 
on A,,i.={c~eW’~‘( I,l):u>Oa.c., I,,(u)<x, u(+l)=l. and~‘,u(x)dx-27). 
for small values of p. The function F(p, u) is convex in p but nonconvex in u. Using 
a phase--plane analysis we show that for small values of p there is a unique 
minimizer of I,,, which takes approximately constant values apart from in two 
internal transition layers and in boundary layers at .Y = I I. This result is suggested 
by a heuristic argument based on the structure of minimizers for the singular 
problem obtained by setting, formally, p = 0 in the integrand of I,. This problem 
arises from a one-dimensional elasticity theory for a cylindrical rod in uniaxial ten- 
sion and with clamped ends. :(: 1988 Academrc Prcs. Inc 
Let F: R x (0, CX) -+ II% be a smooth function which is bounded below. 
Suppose that F(p, U) is an even function of p and I;,,(p, U) > 0 for all p E 08, 
UE (0. x). Furthermore, suppose that I;,(O, u), regarded as a function of U, 
is a nonmonotonc function whose graph is shown in Fig. 1 (precise 
hypotheses on F will be given in Section 1). In this paper, we study the 
structure of minimizers of the functional 
I,(e)) = J’ mw), u(x)) dx, P >o, 1 
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FIGURE 1 
for small values of p, on the admissible set 
A,,= {UE I@‘(- 1, 1): u>O a.e., I,(z~(x))< cc and u satisfies (O.l), (0.2)), 
where 
u(-lj=u(+lj=l, (0.1) 
J- u(x) dx = 2y, y > 1. -1 (0.2) 
Here, II”, ‘( - 1, 1) denotes the Sobolev space of integrable functions on 
[ - 1, l] with integrable first generalised derivatives. 
This variational problem arises from a phase transformation 
phenomenon in one-dimensional elasticity. Solutions of this problem are 
the equilibrium states of an initially cylindrical rod of length 2 and radius 
p, which has been fixed at one end and the other end extended a fixed dis- 
tance 21’. In experiments it is frequently observed that for small values of 
the total extension the rod will deform homogeneously (that is, the radius 
of the rod will decrease uniformly along its length). However, for some 
elastic materials, large extensions will result in some regions of the bar 
reducing in thickness more than other regions; this phenomenon is known 
as necking (see [3, 8, 111). 
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In [3] a structured one-dimensional elastic theory is studied to see if 
elasticity is capable of predicting necking. The integral I, is the energy of a 
rod made of an incompressible, isotropic, hyperelastic material; u(x) is the 
axial strain of a point initially at x along the axis of the rod and F is the 
one-dimensional stored energy density function. The convexity of F(p, u) 
with respect o p follows from the strong-ellipticity constitutive assumption 
of three-dimensional elasticity which is generally regarded as a reasonable 
assumption satisfied by many elastic materials. Isotropy and the principle 
of frame indifference imply that F(p, I() is an even function of p. By incom- 
pressibility, the radial strain of the rod is ZI(.Y)-~‘~. Thus, nonconstant 
minimizers of Z, may represent some type of nonhomogeneous behaviour, 
possibly necking. The boundary condition (0.1) has the physical inter- 
pretation that the ends of the rod are clamped so that there is no change in 
thickness at the ends. These types of boundary conditions are mentioned in 
[3] but no detailed analysis is carried out for them. 
For further details on one-dimensional elasticity problems of this type 
see jI2, 3, 111. 
Since F(p, U) is a convex function of its first argument, minimizing I,, on 
A,, is a regular calculus of variations problem. By making certain growth 
assumptions (Section 1) the direct method of the calculus of variations (see 
[7]) gives the existence of a minimizer of 1, on A),.,,. Furthermore, it can be 
shown that minimizers are smooth, satisfy the pointwise constraint U(X) > 8 
everywhere on [ - 1, 11, and satisfy the Euler-Lagrange equation 
where I is the classical Lagrange multiplier for the constraint (0.2). We 
remark that the pointwise constraint on u in the set A,, means that these 
regularity results cannot be proved using classical calculus of variations 
methods (cf. [7]), since we are unable to pass to the limit in the usual 
argument to obtain the weak Euler-Lagrange equation 
If we set formally p = 0 in the integrand of I,, then the resulting singular 
problem 
Minimize 10(u(x)) =si F(0, u(x)) dx 
--I 
on the admissible set 
A, = {U E L’( - 1, 1): u > 0 a.e., lo(u) < co and u satisfies (0.2)) 
is simple to solve (in the context of elasticity this problem is known as the 
Ericksen bar [lo]). Since the integrand of 1, is no longer convex in its 
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highest order term we cannot expect minimizers of I, to be smooth. 
Necessary conditions for a minimizer are that at points of continuity the 
Euler-Lagrange equation 
F,(O, u(x)) = A (0.4) 
holds (as before, A is the Lagrange multiplier for (0.1)) and at points of 
discontinuity the Weierstrass-Erdmann condition 
F(0, u(x)) - u(x) F,(O, 14(x)) is continuous (0.5) 
holds. Let CI,, and PO be the Maxwell mmbers for FJO, 24) which are deter- 
mined by the equal-area rule; see Section 1. A simple calculation shows 
that if y E (0, crO] u [PO, CD) then the only function satisfying (0.2), (0.4), 
and (0.5) is 
u(x) = y. (0.6 j
For y E (Q, &,) the solutions are far more interesting; in fact, there are 
infinitely many of them. Let S,, S, be any pair of disjoint, measurable sets 
such that S,uSz=[-1, 11 and 
Then the function 
u(x) = 
{ 
a0 XES, 
PO XES2 
(0.7 1 
(0.8 1
satisfies (0.2), (0.4), and (0.5). In addition, it can be shown that (0.8) is the 
minimizer of 1, and the value of 1, at the minimizer is independent of the 
choice of S,, S,. Hence, for 1’ E (a,, PO) minimizers of 1, are piecewise 
constant taking values a0 and PO on sets determined up to their measure. 
Since we have a detailed description of the minimizers of f, it is 
reasonable to expect that we can describe minimizers of 1, for small values 
of p (from now on we will only consider y E (a,, PO)). The first two terms in 
the Taylor expansion off(&, U) about (0, U) are 
F(0, U) + +F,,(o, U) Fan 
(the ,UU order term is zero since F(p, 24) is even in p). This suggests that the 
functional I, can be regarded as a perturbation of the functional I,, and 
that this perturbation has two effects: first, it smoothes the solutions of IO, 
replacing jumps in minimizers by smooth transition layers and, second, it 
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penalizes these jumps where lu’(x)l is large by increasing the energy. If we 
ignore the boundary conditions (0.1) we might expect that for small p, 
minimizers of ZJI will be “close” to the minimizer of Z, with the fewest num- 
ber of jumps, i.e., the minimizer U,(X) will take values close to a,, from 
x= -1 to X z -1 +meas S,, there will be a rapid transition near 
x = -1 + meas S,, and then zip will take values close to fiO from 
x % - 1 f meas S, to x = 1. The existence of such a minimizer has been 
established in [9] for the case when F,,( p, u) - 2 and in [ 111 for 
general F. 
When we include the boundary conditions (0.1) the above heuristic 
argument fails as we now must consider the contribution to the energy 
from the boundary layers. A simple argument shows, in fact, that all 
solutions of the (0.3), (O.l), and (0.2) are even functions of x. This implies 
(assuming there is exactly one natural state of the elastic material) that we 
need only consider even minimizers of I,, . clearly, these minimizers will 
have an even number of jump discontinuities. If we now apply the 
argument above to this restricted class of minimizers, then we conclude 
that the global minimizer of Z, will take values close to CI~ and PO apart 
from at two transition regions and near x = i 1, where there will be a small 
transition region to satisfy (0.1). In this paper, we justify this heuristic 
argument. 
The proof of this result involves a detailed phase-plane analysis of the 
Euler-Lagrange equation (0.3) and is based on the work contained in IS]. 
In [9], ZQu’, z4) has the form 
w(24 j + $(u’)‘, 
where A’ is a smooth function whose derivative, V”(u), has a graph similar 
to that shown in Fig. 1. This problem arose from the van der Waals’ theory 
of phase transitions in a fluid. Physically, u is the density of the fluid, so no 
Dirichlet boundary conditions are imposed on U. The main idea of the 
proof in [9] is to show that there is an extremal of 1’ I [W(U) + I’m] &C 
(that is, a solution of the Euler--Lagrange equations which satisfies the 
natural boundary conditions and the integral constraint) of the form which 
is expected to be the minimizer and then show that any other extremal has 
greater energy. We follow the same procedure in this paper. 
We note that although the problems considered here and in [9] are 
similar the underlying objectives are quite distinct; in [9] the authors add 
on a higher order term $(u’)~ as a selection criterion for the singular 
problem, while here we use the solutions of the singular problem to 
indicate the structure of minimizers of Z, for 0 < ZJ G 1. 
This paper extends the work of [9] in two directions. First, it shows that 
the techniques used in [9] can be applied to a general class of singular per- 
505.7?;1-8 
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turbations. Second, we show the existence of boundary layers for problems 
with Dirichlet boundary conditions. These type of problems frequently 
arise in continuum mechanics. 
Most of the preparatory work leading to the proof of the main result in 
this paper closely follows the work in [9]. 
The organization of this paper is as follows: In Section 1 we give precise 
statements of the hypotheses on F and then construct the phase-portrait for 
the (scaled) Euler-Lagrange equation. Section 2 contains a statement of 
the results. These results are proved in Section 5. Sections 3 and 4 contain 
preliminary results which are needed in Section 5. In Section 6 we discuss 
the results as well as the structure of solutions for I!$ (a,, PO). 
1. HYPOTHESES ON F AND THE EULER-LAGRANGE EQUATION 
We suppose F satisfies the following: 
[HI] F(p, uj: Rx (0, m) -+ [0, CG) is C”. 
[H2] F,,(p, z! j > 0 for all p E R and z4 E (0, m ). 
[H3] There exists a continuous function s(4), 0 <ye < co, bounded 
below, such that 
QP, u) a s(u) 
for every u E (0, XI ) and all p E R, and 
s(v) + fYz as v] 40. 
[H4] There exists a continuous function ((II), 0 < II< c~, bounded 
below, such that 
F(p, u) > t((p’+ 22)‘J) 
for all 24 E (0, ccj ) and all p E R, and 
th jh + c;c, as fi+rxj. 
[H5] Given u > 0 there exist constants T’, A4 depending on U, such that 
for 1 J’ - U( < 5, 
for all p E 08. 
IJ’,(P,Y)I d Ml f F(P, ~1) 
[H6] F(p, U) is an even function of p for every u E (0, co ). 
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[H7] There exist numbers 0 < Cr < 0 < fi < ,x> such that 
F,(O, 1) = 0, 
F,(O, co > F,(O, 0) > F,(O, p, > 0, 
F,,,(O, u) > 0 for 2~ E (0, Z 1 u (B, ‘X ), 
F,,(O, 21) < 0 for 24~ (6!, p), 
Fu,,(O, u) < 0 for 24 e (0, O), 
Fu,,,iO, L4) > 0 for 21 E (0, ‘XL. )  
THEOREM 1.1. For each y > 1 and p > 0, there exists a mkimizer, 6, of I, 
on the set A,,. Furthermore, i E C’( [ - 1, l] ), ii(s) is houfzcied away jkom 0, 
and li satisfies the Euler-Lagrange equation (0.3). 
This theorem follows from the existence and regularity results for the 
general one-dimensional theory of nonlinear eIasticity given in [4]. An 
alternative proof which utilizes the simple form of I,, is given in [ll ]. 
Since we shall be concerned with the structure of extremals for small 
values of /J we make the scaling x = ,ut, u(t) = u(pt), ilit) = h(t)/&, so that 
(O.l), (0.2), and (0.3) become 
$ [F,(il(t), u(t))]=F,(ti(t), v(t))-& fE[-/c’,p-‘1, (1.1) 
D(-p -l)=lJ(p-I)= 1, il.21 
s P-l u(t) dt = zyp-‘. -p-1 
We construct the phase-portrait of (1.1) for various values of A, by com- 
bining the ideas in [9] and [3], and identify where possible solutions of 
(l.l), (1.2), and (1.3) can lie. From H7 (cf. Fig. 1) we have that for 
1 E (A, A), where 4 =def F,(O, p) and ;i =def F,(O, &), the equation 
F,,(O, 11) = I. (1.4) 
has three distinct solutions LX j.< 4i < pi. Similarly, for i = 2, ( 1.4) has two 
distinct solutions cr <p, and for A = ,i, ( 1.4) has the two distinct solutions 
cl < 8. The Maxwell triplet (01~, PO, A,) is defined as the unique solution of 
the algebraic system 
F(O, B) - FiO, a) = 4B - a), 
2 = F,(O, fi) = F,(O, a). 
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The following proposition is proved in [9]. 
PROPOSITION 1.2. The points CI~, tA, /IA, regarded as functions qf 1, are 
continuous on [A, /t] and C” on (A, 2). In addition, LX, and /I;. are strict{)) 
increasing, lA is strictly decreasing, and 
Fixed points of ( 1.1) are at (ho) on the v - ti phase-plane, where 4 is a 
solution of ( 1.4). Thus, for I E (;?,A) there are three fixed points at (a,, 0), 
(CA, 0), and (pi, 0); it is straightforward to show that the first and third of 
these are saddles: and the second is a centre. Likewise, for A, < ;I or 1> 2 
there is exactly one fixed point which is a saddle. 
The first integral of (1.1) is 
IjFJ B, v) - F( ti, v) -t Au = E, (1.7) 
where E is a constant. We define the Gibbs jimction (cf. [9]) for F by 
G(;1, v) ef F(0, u) -Au. 
PROPOSITION 1.3. The function G( ., .) is a C” mapping from R x (0, a) 
to R. For 1 E (I, A), 
(i) Gil, -) has three critical points CL, < tA <pi, 
(ii) G(A, .) is strictlIz decreasing on (0, ozj.) u (ti, /I;.) and strictly 
increasing on (c(,, tA) u (pi, u2), 
(iii) G(A) /3J>G(;1, ccl)for A<&,, G(A, LY~)>G(I~, p,.)for ,I>&. 
WA,, d = G(J,, Bo). 
The proof of this result is similar to the proof of Proposition 2.1 in [9]. 
Consider A E (&, A). Proposition 1.3 implies that for --EE (G(R, pi.), 
G(R, CL~)), the equation 
G(A, II)= -E (1.8) 
has two solutions v,(A, E). tl,(A, E) with u,(i, E) < /Ii. < v,(A, E) (Fig. 2). 
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G(X.v) 
vO(X.E) Pi, v,(X.E) ” 
FIGURE 2 
Following [3] let 20=(C)‘, I/(\,v, L’)=F(~‘, c) (this is well-defined by He), 
so that ( 1.7) becomes 
I.(lV, u, 1) Ef 2w VJU!, u) + Au - V(M), II) = E. (1.9) 
/A simple calculation shows that H2 implies 
1.,,,.(lI’, u 2) > 0. (1.10) 
Furthermore. 
r(0, D, A) = -G(l, I.~)> 
and hence for u E (0, u,,(;l, E)) u (vr(,I, E), 00 ), 
r(0, P, I.) < E. Ci.lij 
Inequalities (l.lO), (1.11) and the growth azsumrtion H3 impiy that given 
UE(O,~‘~(~,E)]U[~~(~,E), cc) there exists a unique ii’>,0 such that (1.9) 
is satisfied. 
Let ll={(u,d,Ej:A~(~~,Q -EE (G(/1, pi), G(& ;I,.)) and PE 
(0, D,JJ, E)] u [v,(A, Ej, zo)). We can define a function H( ., ., .): D -+ 
CO, xj by 
H( II, 1, E) = 2~7, 
where 11’ is the unique solution of (1.9). Thus, (1.7) can be written 
(ti)’ = H( L’, I, E). (1.12) 
116 NICHOLASC.OWEN 
Similar implicit functions can be defined for the remaining values of ;I 
and E. From (1.12), the properties of G(;1, a), and the growth assumptions 
on F the phase-plane can be constructed. Figure 3 shows the phase-plane 
for /I E (A, lj and EE R. We note that trajectories given by 1, E satisfying 
JE (,I,, 2) and -EE (G(;1, flj,), G(d, a,.)) lie between the stable and the 
unstable manifolds of the fixed points (DL~, 0) and (p;., 0). 
A solution of (1.1 j which satisfies the boundary conditions (1.2) lies on a 
trajectory which starts and finishes on the line v = 1. By ( 1.12) and since 
F,(O, 1) = 1 (H7) it can be deduced that any trajectory of this form is sym- 
metric about d = 0. This implies that all minimizers of I, are even functions. 
Hence, on the phase-plane we need only consider trajectories starting on 
L’ = 1 and finishing on fi = 0: this is equivalent to looking for solutions of 
$ [F,W), v(t))1 = F,($t), v(r)) - 1, fE[-p-1, 01% (1.13) 
v(-/l-y= 1, $0) = 0, (1.14) 
i 
0 
v(t) dt = yp - ‘. (1.15) -p-’ 
Thus, if o is a solution of (1.13), (1.14), and (1.15), the function 
G(t) = 
i 
v(t) tE [-p-I.01 
c( - t) fE(O, p-‘I 
(1.16) 
will be a solution of (l.l), (1.2), and (1.3). 
PROPOSITION 1.4. There does not e.xist a solution of ( 1.13 ), ( 1.14), anil 
(1.15) with 1 E (A, /lo]. 
ProoJ: Suppose such a solution exists. From the construction of the 
phase-plane for 1 E (A, do], the stable manifold of the fixed point (a,, 0) 
&<X<Xo 
L-J” 
H 
1 
P-4 
x0< h<X 
I@+ 
1 Y 
FIGURE 3 
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which lies in the upper-half plane tends to infinity as D tends to zero. 
Furthermore, this manifold crosses the line r = 1 exactly once. From Fig. 3 
we see that all trajectories that can satisfy (1.14) lie below the stable 
manifold (and above fi= 0); that is, c(t) < ~1, for all r E [--p-I, 01. Hence, 
J -O *(t)dt<jO crAdt=aj.ht-’ =$ a,,b ~- ’ < :‘p - ‘, -@-I -41-l 
since 1’~ (a,, PO), which contradicts (1.15). 1 
We now concentrate on I E (AD, A). Let Z= ((A, E): j.,< I? < K, 
--EE (WA 8;.), Gin, a,))}: we shall call C the admissible set (cf. [9)). By 
construction, any trajectory with (A, E) E 2 will either lie between the stable 
and the unstable manifolds of the fixed points (cI.;,, 0), ( p,., 0) or lie com- 
pletely to the right of the line z’ = p;.. Since these latter trajectories cannot 
satisfy (1.14) we shall not consider them. 
The set C is an open, bounded subset of Iw2 whose boundary, 82, can be 
written as the disjoint union i3Z = d, C v 8,X v c~$C, where 
?,Z={(A,E): E= -G(l.,a,j,/I,dA<Q, 
&Z={(l,E):E= -G(;1,/3,),~,</2<~), 
a,Z=((L,E):G(&~)< -E<G(&LT)I(. 
We shall denote the ordered pair (A, E) by A, and use the notation 
ro(d) = uo(A, E), H(v, A) = H(L), 2, E), et cetera. In addition, let 
do = (do, Eo), 
- -\ 6= (A, El, 
- - 
6’ = (A, E’), 
where E,= -G(Ao, a,), E=G(X, M), and E’= -G(X, ,!?). Thus, 2,.X and 
a,Z intersect at A,, d, Z and a,Z intersect at 2, and c?~Z and d3.E intersect 
at Z (see Fig. 4). 
FIGURE 4 
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For a trajectory v(t) given by A EC, we have u(0) = z.),(d) (cf. (1.8) 
(1.7)). 
PROPOSITION 1.5. (cf. [9, Proposition 4.21). The function v,(A): Z+ R 
is corztinuous on L? md C” on Z. Furthermore, 
where 6). is the middle solution of (1.9) with E = -G(l, a,), and 
g (A, l+,(A)) #O for A~&Z\{A,,). (1.17) 
ProoJ By Proposition 1.3, if A E S, E, {no 1 and uO(A) is a critical point 
of G(A, .j, then u,(d) = c;‘A or /IA. Suppose o,(d)= <,, then G(A, tl) = 
G(,l,cc,j implying that A=,?; this contradicts d~iJ,S,{d,}. If uO(A)=pi, 
then from the definitions of d,C and d,Z we have A = A,, which implies 
(1.17). 
The values of u,(A) on 82 are simple consequences of the definitions of - - 
E, E’ and the solutions of (1.8). 
Regularity for A E Z follows from ( l.S), the implicit function theorem and 
noting that (iiG/au)(A, u) < 0 for v E (tl, pi). Continuity up to 82 follows 
from Proposition 1.2. 1 
PROPOSITION 1.6. The Lfunction H( ., ., .) is smooth on D and continuous 
on 0. Furthernzore, 
H(a,, A)=H,(cl,,d)=O for AEd,Z, (1.18) 
H,.(Q, 4,) = HAP,, A,) = 0. (1.19) 
ProoJ: Regularity follows from the implicit function theorem noting 
that r,.(w, c’, A) and r,2-(wv, A) are bounded for (IV, v, A) in bounded 
subsets of D. 
Differentiating (1.7) implicitly with respect to ~1 gives 
H,(v, A) = 
FJ H( u, 4 ) “2, v) - d - H(v, A)‘:’ F,,(H(u, A)“‘, u) 
Fpp( H(tl, A)‘;‘, D) 
(1.20) 
The first inequality in (1.18) follows from the definitions of d,X and the 
second inequality then follows from (1.20); (1.19) follows similarly. m 
NONLINEAR ELASTICITY 119 
2. MAIN RESULTS 
In this section we state our main results. To do this it is most convenient 
to rewrite ( 1.13 j, (1.14), and (1.15) as a pair of integral equations for A and 
E (cf. [9]). 
Consider a trajectory with d(r) > 0, t E [ -pP ‘, 0], given by A E Z. 
Suppose this trajectory is a solution of (1.13), (1.14), and (.1.15) (so that 
defining ii(t) by (1.16) and de-scaling, we have an extremal of I,,). Then 
Let 
so that the above equations can be written 
Yo(A)=K1, 
Y,(A)=yp-l (2.1) 
(Y, is the “time-map” for (1.13)). 
If, given p and y, we can solve (2.1 j uniquely for 1, E, then we can find 
an extremal of I, 
If we set A = A,, then Y,,(d,) = a, n =O, 1, since the corresponding tra- 
jectory lies on the heteroclinic orbit between (a,, 0) and (flo, 0). Formally, 
d =A,, is the “solution” of (2.1) when p =O; we can think of this as an 
extremal of I, and hence a minimizer of I,. Thus, for small /A > 0 we expect 
to find a solution of (2.1) “close” to A,, lying in Z. 
THEOREM 2.1. (cf. [9, Theorem 3.1)]. Giuen r > 0 there exists p7 > 0 and 
a neighbourhood N, of A, in C such that for pi (0, p(,) and 
y E (ozo + T, PO - z) there exists exactly one solution A of (2.1) with A E N;. 
Further, there is a constant c, > 0 such that 
A-A,, E- Eo, co(A) - Bo 
are O(e ~ ‘qa) as p + 0, uniformly for y E (a0 + t. j!lo - f ). 
Following [9] we shall refer to this solution as the Maxwell solution. 
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THEOREM 2.2. Given p > 0 and 1’ E (a,, /lo), comistent )iYth Theoret?? 2.1, 
let ud(x) E AIIY denote the extremal of IL1 corresponding to the Maxu~ell 
solution, and z{<,,(x) E A,, denote the extremal correspondkg to any other 
solution, A’ E Z, of (2.1). Then 
&%i I< IJU,,). 
THEOREM 2.3. Let p > 0 and y E (a,,, #lo) be as in Theorem 2.2. Let v(t) be 
any solution of (1.13), (1.14), and ( 1.15) for which the corresponding 2. 8 do 
not lie in Z. Let us E AQ, be the corresponding extremal of I,. Then 
From Theorems 1.1, 2.1, 2.2, and 2.3 we conclude that for p sufficiently 
small there is a unique minimizer of 1, on A,. 
3. NEARLY REGULAR FUNCTIONS 
In this section we prove some preliminary results needed for the proof of 
Theorem 2.1. For A EL’ we define a mapping 7~: c--f R’ by h = n(A), where 
II= (II,, 11,) and 
h, = E-la, + F(0, a,), 
hz = &/Ji - F(0, pi j - E. 
PROPOSITION 3.1. Let H=x(,Z). 
(i) 71: C + I7 is one-to-one. 
(ii) n has a smooth inverse 7~ - I: H -+ Z. 
(iii) If A EC then h, > 0, h, > 0. 
Furthermore, 
44,) = 0, 7l,(d,Z) = 7c2(8J) = 0. 
Proof: (i) From (1.4) and Proposition 1.2, 
;(h,+)=o,+j?,>O 
for A E [A, X]. This immediately implies that 7~ is one-to-one. 
(ii) From (2.3), the Jacobian of 7c is 
(3.1) 
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for 2 E [A, X]. where we have used (1.4). Thus, rr is invertible and 
smoothness follows from Hl. 
(iii) By construction of the admissible set, G(;i, cc,j > -E> G(i, pj.) 
or, equivalently, 
F(0, aj,)-lla,> -E>F(O, p,+@,, 
which implies hi > 0, h, > 0. The remaining assertions follow from the 
definitions of 8J. 1 
Let $: H -+ R. Following [9] we say the $I is near/?’ regular at 12 = 0 if 
$(A) is C’ for sufficiently small h E H and if, for some s < 1, 
~(11)=~(oj+o(jlzl’~‘) 
V$(h) = io(h,5,, O(lzyS)) 
(3.3) 
as h + 0, lz E H. 
Let B be a neighbourhood of A, in E and let 4: Q + W. Then 4 is near/J! 
regular at A0 if 
is a nearly regular function as h + 0. 
We shall use the following notation: 
NR(Q) = { 4 E C(Q): $ is nearly regular at h = 0 ) 
NR+(R)={~ENR(R):~>OonB). 
For any subset UC R’, let C+(U) = { f~ C(u):f>O on U). 
The following proposition describes the behaviour of o,(A) as A 
approaches 2?. Its proof is the same as the proof of Proposition 4.3 in [9]. 
PROPOSITION 3.2. 
u,(A) = pi - h;j2 6(A), 
- - 
there OE NR’(c\,,{A, A’)). 
(3.3 j
We now consider the behaviour of a trajectory near the saddle point 
(a,, 0). In particular, we show that on these trajectories there exists a uni- 
que point a(A) close to CI; such that H,(a(A), A) = 0. The value of A which 
gives the equations of the stable and unstable manifolds of cl). is 
(A, -Go., a;) j. Thus 
H,(aA, 2, -G(A @i)) = 0 (3.4) 
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and HJaI., A, - G(d, aA)) = F,,(O, aA)[Fpp(O, ai)] --’ > 0 for 1 <X. By the 
implicit function theorem, there exists a C’ function a(,$ E) and a 6 > 0 
such that 
Ha(u(/Z’, E), a’, E) = 0, 44 E) = @A (3.5) 
for (A’-I.1 + IE+ G(J, U~)/ < 6. Hence, there exists a neighbourhood of 
a,Z in Z’, which we shall denote Sz,, such that H,(v, A) = 0 can be solved 
uniquely for 21. 
PROPOSITION 3.3. 
a(d)=a,+8,(6)12,, (3.6) 
where 8, E NR(Qa). 
ProoJ: For d~Q~\{il,Z}, (3.6) defines a continuous function e,(A). 
The result is proved if we can show O,(A) is continuous at A,, where A, is 
an arbitrary point on 8,.X, and satisfies (3.2). 
Let t = a(A)--,, and note that 11, = E- E,, where EA = ICC,-F(0, al). 
Then 
O=H,(a,+t,;l, E,+h,) 
=H,,(a,,a,E,+h,)t+g,(f,h,,~)f*+H,,ia,,~,E~)h,+g,(~,h,)h:, 
(3.7) 
where g,,g, are C’ functions. Let x=H,,(cr,, A, E,+h,) t, p=L-l,, and 
q= -[H,,,(a,, 1, E,) +g,(L, h,) h,] hr. Then (3.7) can be written as 
x+J(x,p)x’=q (3.8 j 
for some Cr function J. Note, HJLx,, il, E, + 11~) >0 for (2, E) E Sz,. Setting 
x=qy (cf. [9]) in (3.8) gives 
f(y,p,q)~fy+J(qy,p)q+l=O. (3.9) 
Then f( 1, 0,O) = 0, (~!Yflay)( 1, 0, 0) = 1 so that by the implicit function 
theorem (3.9) can be solved for y(p, q). We thus conclude from the 
definitions of x, t, and q that 
e,(A) = CHuv( a,,A,E,)+g,(h,,l.)h,ly(l-i qth )) 
H,,(~,I, J-3 E,+h,) 
3 1 . 
Since .r is C’ and H,,(aA, 2, EL + h, ) is bounded away from zero, we deduce 
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that 8,(d) is continuous at A,. Setting Ai = 1, and expanding shows that 8, 
satisfies (3.2). 1 
Propositions 3.2, 3.3 and the chain rule imply that compositions of a(d), 
vO(d) with smooth functions are nearly regular. Specifically, 
LEMMA 3.4. (cf. [IS, Lemma 4.21). Ler 
4. ASYMPTOTIC EXPANSIONS OF Y,(A) 
In this section, we find the leading order terms in the asymptotic expan- 
sions of Y,(A) for A near A, (note that Y,l is singular as A approaches 
d, Z u c??C) and show that the remainder is nearly regular. 
In the following computations the terms [+H,,(r,(d), A)]-“’ and 
[$H,,(a(A j, A j] ~ I” f requently appear. We shall only consider regions of .Z 
where these quantities are nonsingular; let w0 = {A E r: H,,,(v,(d), A) > 0) 
and let .R,, a,, Q, be arbitrary closed regions of 2; such that 
Let A~!S,ul2, us2, and let Y,(d)=Z:,, Ai( where 
‘4 l(A 
and TV, r,>O are small enough so that a(A)+T, <u,(A)-z2 (if A$S2,, 
then we set TV = 0). 
Let Q*(d)= [fH,,.(a(A), A)]-‘12 and Qz(A)= [2H,,.(z1,(A), A)]-‘,“. 
From Lemma 3.4 and the definitions of !S,, a,, a, 
Q,~l~R+(QouQn2), Qz~NR+(12,u12,,. (4.2,! 
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We now change variables in Az and A, to give 
A,(A)=l” H(a(A)+ t, A)-‘12dt, 
-7, 
A,(A)=~rzH(uo(A)-t, A)-‘!‘dt. 
0 
By the definition of a(A) and Proposition 3.3, 
for constants d, > 0, d,. Thus, the integrand in A,(A) is uniformly bounded 
for A bounded away from d, Z and hence A,( A) is continuous for A $ d 1 C. 
Likewise (cf. [9]), 
H( tlo(A ) + t, A) - 1,‘2 z d, t - ‘I’, A $ && 
zdd3tr1, A E 8,Z. 
for some constant d, >O, so A,(A) is continuous for A$i?zZ. 
From (4.1) 
-4, E C(Q,), A, E W2). (4.3) 
The intervals of integration for A, and A, are bounded away from the 
zeros of H(u, A). Hence, the integrand and the partial derivatives of the 
integrand are uniformly bounded, so we can use dominated convergence to 
conclude that ‘4, and A, are C’ functions of A, a, and uo. Lemma 3.4 then 
gives 
A,, A,ENR(R,u~~,u~~). (4.4) 
We now look at the behaviour of A,(A) for A near to a,Z. The following 
proposition shows that A4 behaves like -log h, (note that k, = 0 on a&). 
PROPOSITION 4.1. 
A, + Qz log h, E NR(i-2, u a,). 
We omit the proof of this proposition since it is similar to the proof of 
Proposition 5.1 in [9]. 
The following lemmas will be used to show that Al(A) behaves like 
log h, as A + a, C. 
LEMMA 4.2. 
H(n(A), A)‘!” = hi:” $(A), 
where $ E NR(R,). 
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Proox By Proposition 3.3 and Lemma 3.4, H(a(d), d ) E NR(R,) and 
H(a(dj,~,Ej=H(a,+8,(4)h,,~,E,+h,) 
= ff,(a,?, 4 EL) hl(Tl + Wh,)l as h,-+O, 
since H,(a,, A. EA ) > 0 for all il. Hence, 
H(a(d), 4p2 
hL’2 = H,(cY,, a, E,)‘,‘z[l +O(hr)] 1 
and the result follows. 1 
LEMMA 4.3. Let 
$(A) =f(H(a(il), d)‘!‘, A) 
with f a C’ function on {(y,dj: d~Znr\~, O<y<S>, where B, is as 
defined in Lemma 3.4. 
Then 
Proof: This result follows immediately from Lemma 4.2. i 
After a change of variables, 
Let 
A2(4)=j= H(a(4)+tJp”*dr. 
-* 
so that 
K(A) = jT H(a(4) + t, 4) ~~ ‘=dt, 
0 
&(4)=2K(4)+jr [H(a(d)- t,4)-“2-H(a(4)+t,4)-L”2] dr. (4.5) 
0 
By expanding the integrand in (4.5) and noting that H,(a(d), A) =0 (so 
that the leading term is 0(t*)) it follows that the integral on the right-hand 
side of (4.5) is nearly regular. 
PROPOSITION 4.4. 
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Proof: The integral K(A) is not of the same form as A,(A). This is 
because we are considering trajectories exterior to the homoclinic orbit at 
c(~. However, by a suitable scaling [6] we can transform K(A) into an 
integral similar to A,(A) and then apply the same techniques as those used 
in the proof of Proposition 4.1. 
We make the change of variables t + s, defined by 
H(a(A) + t, A) = (s + H(u(A), A)““)’ 
= s2 + ZH(u(A), A)‘.i2s + H(a(A), A). 
Substituting into K(A) gives 
(4.6) 
(4.7) 
where 
H(u(Aj+r, A)= (sl +H(a(Aj, Ajl/Ij’ 
(since H( a, A) is continuous, r will be small if s, is small). We now 
eliminate t from (4.7). Expanding H(u(A) + t, A) in a Taylor series and 
re-calling the definition of a(d) gives 
H(a(A) + t, A) - H(u(A), A) = +Hw(a(A), A) t” +g(a(A), A, t) t3, 
where g is a C’ function. From (4.6), 
+H,,(u(d), A) t2 +g(u(A), A, t) t3 =s2 + 2H(u(A), A)“‘s. (4.8) 
We can now apply Lemma 4.1 of [9] (cf. proof of Proposition 3.2) to show 
that there exists a C’ function of J,( .) with y(O) = 1 such that for s small, 
(4.8) has the solution 
t = [;H,,(u(A), A j] -li2[s2 + 2H(u(A), A)1,‘2s] y( [s’ + 2H(a(A), A)li’ ~1”~). 
(4.9) 
By Taylor’s theorem and the definition of u(d), 
ff,>(4A j + t, A) = ff,,(4Aj, A) tC I+ k(a(A ), A, t) tl, 
where k is a C’ function. Substituting (4.9) into (4.10) gives 
(4.10) 
ff,(a(A) + t,A) 
=2Ql(A)~‘[S]“2~~([S]“‘)[1 +k,(u(A). A, t(s)) Q,(A)[S]‘~*J~([S]‘~~)] 
=2Ql(A)-‘[S]“‘[l +i,([S]““)[S]li2] 
x Cl‘+k,@(A), A, t(s)) Q,(~)C~l”2~(C~I”2)1, 
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where k, , j are C’ functions, S = s* + 2H(a( A), A )‘j2s, and we have used 
the fact that y(O) = 1. Hence, 
H,(a(A) -I- t, A)-1 
=$Ql(d)[S]-k”(l +c(a(d), A, s)[S]‘~*+d(u(A), A, ~)[S]-‘}-~,(4.11) 
where 
c(u(A j, A, s) =?‘( [S] ‘j2) + k,(a(A), A, t(s)) y( [S] li2) 
44A), A, s)=Q,(A)~,(~A), A, t(sj)~(CSI’~2j~(CS1”2). 
(4.12) 
Since c(a, k, A, s), d(a, A, s) are continuous functions there exists sr > 0 
(independent of A) such that 
Ic(4Ah A, 4CS11’2 + 44A), A, s)CSll G 1 
for s E [O, s,] and all A E Sz, u 8,. Thus, applying the binomial theorem to 
the right-hand side of (4.11) gives 
H,(a(A)+t, A)-’ 
= + Q,(A,[S] -‘I2 1 - c(u(Aj, A, s)[S]‘~’ - d(u(A), A, s)[S] 
+ 2 b,,U4A), A, ~1” , 
I 
(4.13) 
m = 2 
where 6, are the binomial coeffkients and 
L(u, A, s) = c(u, A, s)[S]“‘+ d(u, A, s)[S]. 
Substituting (4.13) into (4.7) gives 
(4.14) 
K(Aj=Q,(A)~os’ { [Spl,“- c(u(A), A, s) - d(a(Aj, A, s)[S]“” 
+ f bn, 
m=2 
(4.15) 
Consider the first term on the right-hand side of (4.15). From the explicit 
integration 
I ” [s’+ 2H(u(A), A)‘!2s] ds 0 
=log{s+H(u(A), A)“‘+ [s’+2H(a(A), A)‘~2s]“2)~~, 
505;72:1-9 
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we can apply Lemmas 4.2 and 4.3 to deduce that 
log { H(a(d ), A)“‘} = 5 log h I -t a nearly regular function, 
which gives the contribution of the first term in the expansion of K(A). 
To complete the proof we must show that the remaining terms in (4.15) 
are nearly regular functions. To do this, we show that the remaining terms 
are C’ functions of H(a(A), A), a(A), and A, and then apply Lemmas 3.4 
and 4.3. 
From the definition of S and (4.12) we can define a new function t such 
that 
c(a(A), A, s) = P(H(a(A), A)‘/*, a(A), A, s). 
Since y, j, and k, are continuous, it follows that S( -, ., ., s) is continuous 
and bounded. A lengthy calculation shows that 
for some constant C. Furthermore, the partial derivatives of k,(a(A), A, s) 
with respect to its first and second arguments are uniformly bounded in s 
for A E 8, u 52,. Thus, the partial derivatives of P are bounded by 
integrable functions so that the dominated convergence theorem implies 
the second term on the right-hand side of (4.15) is C’. 
Likewise, it can be shown that the third term in (4.15) is nearly regular. 
We now consider the final term in (4.15). From (4.14), the continuity of 
c and d, we have that 
f(H(a(A), A)‘]‘, a(A), A, s)” 
[S] II2 
(4.16) 
is uniformly bounded for m 2 2 (l is defined in an analogous way to P). 
Furthermore, another lengthy calculation shows that 
(3 a$, a, A, s)“’ 
z [S] Ii2 I 
is bounded by 
C,t?LY 
[$ + 2ff(+,), A)‘!2 s]1/2 E L1(o’ ‘I)’ 
where C, is a constant independent of A. Further calculations show that 
the other partial derivatives of i/[S]“‘?- are bounded by integrable 
functions. 
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By standard properties of the binomial sum, the infinite sum in the 
integrand of (4.15) inherits the same smoothness properties as (4.16). Thus, 
the final term in (4.15) is nearly regular. 1 
From (4.3), (4.4) (4.5), Propositions 4.1 and 4.4, and since Y,= 
C:= I AJd) we deduce immediately: 
PROPOSITION 4.5. 
Y,+Q,logh,+Q210ghZ~NR(S2,). (4.17) 
We now consider Y,(d); 
Y,(d)=~-'~H(~,n)-1~2d~+~"(~(d)+t)H(~(dj+t,dj-1~2dt 
I 0 
+.I “a(d)--r2 uH(u, A)-“* dtl+ jr’ (u,(A) - t) H(tl,(A) - t, A)‘/’ du. w)+rl 0 
(4.18) 
Clearly, the first and third integrals in (4.18) are nearly regular (since 
N(u, A) is bounded away from zero). The second integral can be re-written 
as 
a(A) j” H(a(A)+ t, A)-‘!” dt + 1” rH(a(A) + t, A)m-‘,‘2 dt. (4.19) 
-?I -71 
From (4.5) and Proposition 4.4 the first term in (4.19) is 
- a( d ) Q I (d ) log h 1 + a nearly regular function. 
The extra t in the integrand of the second term in (4.19) improves the 
behaviour of the integral at the origin. If we expand this term, as in the 
proof of Proposition 4.17, then we see that the leading term is of the form 
--hi log h,, which is nearly regular. Likewise, the remaining terms in the 
expansion are nearly regular. 
A similar argument applies to the last term in (4.19) (cf. ES]). Hence, we 
have the following result. 
PROPOSITION 4.6. 
Y, + Q,u log h, + Qzuo log h, E NR(s2,). (4.20) 
505/72,1-9’ 
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5. PROOF OF MAIN RESULTS 
Let 
and 
Do-Y 
c1 = BI(PO - ao) ’ 
Y--a, 
c2 = B2(P0 - a,) 
Following [9] we make the change of variables (h,) h,) + (k,, k2) given by 
hi = evzk, e-c, P-‘, i= 1, 2, (5.2) 
where 
vi= C~iiPo-~o)l-‘, i= 1, 2. 
This change of variables is defined for all k =def (k,, k2) E R’, ,B > 0, and 
YE (a07 Do). 
Given (k, p, y), if h belongs to H, then we call (k, p, 7) campatible. From 
the inverse mapping 7~~’ we can then compute a d E Z‘; that is, we have 
defined a mapping D from a subset of R4 to Z. Alternatively, given 4 E Z, 
p >O, and YE (a,, PO), we can solve (5.2) for kl, k2 to give the mapping 
K: Z x (0, ~0) x (a,, PO) into R’. Clearly, K is the inverse of D. 
Given a function It/(d) let 
$*(k P, Y) = ti(Wk K Y)). 
Let E,= {(k, 0, y): kE R2, y E (a,, PO)>. Let X be a neighbourhood of E, 
in iR4 and X”+ = {(k, p, 11) EX: p > O}; we call X compatible if every 
(k, ,u, 1’) E X + is compatible. 
LEMMA 5.1. Let 
407 419 d2 E JWQOL hkfo) =42(&J =a 
Then there is a compatible neighbourhood X of E. such that 
(i) qS* has a C’ extension to X“, 
(ii) Vd* = 0 on E 09 
where V = (aiak, , alakz, ala,4 alay). 
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This lemma will enable us to consider values of ,U less than zero. In 
particular, we shall apply the implicit function theorem at (k, 0, y) lying in 
an open subset of R4. Note, the original problem is meaningless for ,U < 0. 
PROPOSITION 5.2. There are a compatible neighbourhood of E, and a C’ 
,fLnction J= (JI, J,) on X, with 
VF,=O on E,, i= 1, 2, (5.3) 
such rhat, given (12, ,u, 7) E XXf and A = D(k, p, y), A is a solution of (2.1) g 
and only if 
k = J(k P, ~9. (5.49 
Lemma 5.1 and Proposition 5.2 are proved in [9], 
Proof of Theorem 2.1. By Lemma 5.1, 
J,k 0, ~9 =jl, J,(k, 0, ‘r’) =jz (5.5) 
for all k E R2, 1’ E (Q, PO), where j,, j, are constants independent of k, p. 
Given z E (0, PO- Q), let R, = [u. f7, PO- 71. Then, there is a 
neighbourhood D(z) of (j, ,jZ) E R’, a constant j(7) > 0, and a C’ function 
k,( ., .) such that 
D(7) x C-/47), ,ii(t)l x R, c K 
and 
k,: C-/$7), ,47)1x K-t D(7). 
Further, for every (p, y) E [-p(z), p(7)] x R,, (5.4) has a unique solution 
k E D(7) given by 
k = kh, Y 9. 
Working back through the scalings we conclude that A = D(k,(p, 11). p, y) 
solves (2.1). Henceforth, we denote this solution A(,u, y). 
Since vi, q2 depend only on the Maxwell numbers and since k,(p, 6) is 
bounded for all ,U E [--b(z), P(T)] and y E R,, (5.2) implies 
h,(Ab, ~9) = We-Cr’L’9, hz(A(p, 17)) = O(e-cr’p), (5.6) 
as p -+ 0, uniformly for 1’ E R,, for some constant c, > 0 (this conclusion 
does not hold uniformly for y E (cI~, p,,)). Since the mapping X: Z -+ H has a 
differentiable inverse, the first estimate in Theorem 2.1 follows from (5.6). 
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Since c(~, /IA are smooth functions of 1, (5.6) implies 
a, = a0 + O(e -+), pi = /lo + O(e +fl) (5.7) 
as p + 0, for some constant d, > 0. The remaining estimates in Theorem 2.1 
follow from Propositions 3.2 and 3.3, and (5.7). 
The proof of uniqueness is identical to that given in [9] and we refer to 
that work for details. 1 
Let ud denote the extremal of I,, corresponding to the Maxwell solution 
of (2.1). The next proposition gives an estimate for the energy of ud which 
will be used in the proof of Theorem 2.2. 
PROPOSITION 5.3. There exists a constant c > 0, independent of p, such 
that 
I,(u,) = 2(& y -E,) + 2pS+ O(eFcip) 
as p -+ 0, uniformly for y in any closed subinterval of (a,,, PO) where 
S= jw H(v, do)-1’2(F(H(v, LI~)~‘~, v)-F(0, /!?o)-~o(v-/?o)) dv. 
1 
If we compare this result to the energy estimate in [9] for the transition 
layer we derive the following estimate for the energy stored in the boun- 
dary layers, 
s lo H(v, do)-“2{F(H(~, Ao)‘j2, v) -F(O, PO) - I,(v - PO)} dv + O(e-c’@) 
Proof: Let 
i,(u) = so F(,uu’(x), u(x)) d-x, 
-1 
(5.8) 
and let vA(t)=uA(pt). From the first integral (1.7) and (5.8), 
Noting that VA(t) is monotone on [-p-i, 0] we can change variables to 
give 
i,(u,) = ly - E+ p j,“O’A’ F,(H(v, LI)“~, v) dv. (5.9) 
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From Lemma 3.4, the integral in (5.9) is nearly regular, so that the result 
follows from Theorem 2.1, (5.6), and the evenness of minimizers of I,. l 
Let Soljp, 7) = (d EZ: A is a solution of (2.1)). 
PROPOSITION 5.4. Given p, z >O, there exists a &p, 5) > 0 and a 
p,(r) >Q such that f A E Sol(p, y), p E (0, pO), 1’ E R,, and A is not the 
Maxwell solution, them 
(1) A-&>P, 
(2) h,(d)<p 
(3) IE;(O~y)-4 <p and IY-EL I <p. 
This proposition says that all possible solutions of (2.1) (for small p) 
must be close to 8, Z. On the phase-plane, these are trajectories lying close 
to the homoclinic orbit at (a;., 0). 
Proof: By uniqueness of the Maxwell solution (Theorem 2.1), (1) holds 
for p E (0, pl) for some ,~r(z) > 0. 
For any solution of (2.1) we have v(t) -C q,(d), Vt E C-p-‘, 0). From the 
definition of Y, , 
Y,(d)< Yl(~)<h3(~) Y,(d), 
which implies 
l<cc,<y for A E Sol& y). (5.10) 
LetF,(o)=((A.,,E,)EZ: (;1,-112+IE,-E12<~2).FromPropositions 
1.2 and (3.1) 
a( a) = v,(J) = cl, h,(d)=O. (5.11) 
Since a and u0 are continuous on Z and F,(O, U) is continuous on (0, cc ), 
(5.10) and (5.11) imply the existence of a p, >O such that (2) and (3) hold 
for 
A f FJ(PI), A E Sol@, 7). 
Let G(v) = (A: A-l0 < rr} and choose p,,, p1 small enough such that 
G(p,), Fz(p,), F&J,) are disjoint. Let QI, Q, be closed sub-regions of Z 
such that 
(a) Q, and 52, are consistent with (4.1), 
(b) points exterior to A = 52, u 52, u F,-(p,) u Fz(pl) u G(p,) are 
uniformly bounded away from 8, C v a,Z, 
(c) the interiors of Q2,, S2,, Fz(pl), Fz(p,), G(p,) are disjoint. 
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Since Y, is continuous up to a,,Z’\,(J, z} [S], (b) and (2.1) imply that 
there exists ,uuz E (0, p,) such that for ,U E (0, pLz), d E Sol(,u, 11) implies A E A 
(note, Y, is bounded on the closure of Z\,4). 
For A E Q,, Y, + &II; log h, is a continuous function (cf. (4.17), (4.20)); 
Yo + Q2 1% h = 40 yl+e2hllogh2=~1, do, 91 E w-J*). 
For A E Sol(p, y) n Q2, we have 
(~o-Y)=PL(wb-~l)~ 
which implies 
Iv,-?/) <C/l 
for some constant C > 0. From the estimates in Theorem 2.1, 
Iuo-PnI <epcii’. 
From (5.12) and (5.13) 
Iv-PLI 4/-b 
(5.12) 
(5.13) 
for some constant Ct . However, for p sufficiently small, this is impossible 
since 1’ belongs to a closed subinterval of (q,, j?,,). Thus, A E Sol(p, y) 
implies d E Q,. 
A similar argument shows that 
h,(A) < C2 e-c3fr, b-a,1 dC2P (5.14) 
for constants cJ, C,, C3 > 0. Clearly, (5.14) implies the existence of a 
P,,E (0, ,uJ such that (2) and (3) hold for ALE (0, ,u~). 1 
Proof of Theorem 2.2. Let uz denote an extremal of I, corresponding to 
d^ ESol(ki, 6). From (5.10) and Proposition 5.3 
i,(ua, - i,(u,> =2y - E+ /I Jl”‘lA) F,(H(v, A)l’*, II) du - 1, 1’ + E, 
J Bo -P F,(H(u, Ao)li2, 0) dtl+ O(e-clP) 1 
= (2 - 4,) Y + GU, aJ - W,, 4 -h, + O(P) 
as p + 0, uniformly in y, where E, = -G(I, ai). 
Let 
T(L Y) = 0 - 4,) Y + G(A a) - W&t, cd. 
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The theorem follows if we can show that there exist positive constants pO, 
C,, such that 
mY)--hl~Co (5.15) 
for 1’~ R, for some r > 0, ~1 E(0, pO), A E Sol(p, y). 
For A E Sol(y, 11) we have rxA < y. Let 4 = {(A, 1’): y E (a,, PO), A E (&, A)). 
From the detinitons of G and rxA, 
which implies T(I1, y) > 0 for /z > A,. Thus, there exist constants E, C, > 0 
such that 
T(k Y) 2 2c, for (I,~~j~(5,y>,~i~+6,~~~,fp,, (5.16) 
where p0 is as in Proposition 5.4. For p > 0, Proposition 5.4 implies the 
existence of p0 > 0 such that for p E (0, p,,), y E R, 
Y>~ofP, ~>~o+P,, h,<p. (5.17) 
Provided p is chosen such that p < C,, 6, (5.15) follows from (5.16), (5.17 j
(note, ~1, > Mu for ;1> A,). 1 
Theorem 2.3 is proved in a way similar to that for Theorem 2.2; we iden- 
tify values of jl and E which give extremals of Z, and then use the energy 
estimate for the Maxwell solution to show that these extremais have 
greater energy than the Maxwell solution. Since the proof of Theorem 2.3 is 
long and only uses the same techniques as those used in the proof of 
Theorem 2.2 we just give a sketch proof. 
Sketch of the Proof of Theorem 2.3. From the phase-plane, any other 
extremal of Z, (apart from the ones we have already considered) will have 
the corresponding pair (A., E) satisfying one of the following: 
(i) n~(--,111, 
(ii) 1 E (4, loI, 
(iii) 1~ (A,, A) and (A, E)$C, 
(iv) 1~ [X, co). 
Case (i). The phase-plane has one fixed point at (cl, 0), where c1 is the 
unique solution of (1.4). The fixed point is a saddle and has unbounded 
stable and unstable manifolds. Clearly, any possible solution of (1.13 j, 
(1.14) must lie to the left of the fixed point; that is, u(t) cc1 for 
tE [--pL-r,O]. Since cL<ao (cf. Fig. 1) for A~(---,21 and )‘>cr,, we see 
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that the constraint (1.15) cannot be satisfied. Hence, there are no extremals 
with AE(-w,J]. 
Case (ii). Here the phase-plane has three fixed points. As in case (i) any 
possible extremals must be to the left of the first fixed point and hence 
cannot satisfy (1.15). 
Case (iii). From Fig. 3 we see that any possible extremals not lying 
between the stable and the unstable manifolds of (cI~, 0), (PAZ, 0) (that is, 
d E Z) must lie close to (a,, 0). These extremals have total energy close to 
the energy of the extremals found in Proposition 5.4. It follows (cf. 
Theorem 2.2) that these extremals have greater energy than the Maxwell 
solution. 
Case (iv). As for (i) the phase-plane has one fixed point (c,, 0) which is 
a saddle. On the phase-plane, any possible extremals will spend most of 
their trajectory near to (c,, 0) (for p small). Thus, 
Since ci > PO > y, this implies that the constraint (1.15) cannot be 
satisfied. 1 
6. MINIMIZERS OF I, 
In this section we determine the structure of the minimizer of I, 
corresponding to the Maxwell solution (Theorem 2.1). Given ,D and y, let 
,n,(x) denote the function in A,, corresponding to the Maxwell solution d 
of (2.1). Let 
PO-Y 
CfO, -l<X< -1+Bo-ao’ 
u*,(x)= i PO, -1+ 
PO-Y 
1 
-<x<l-p, 
/30-MO 0 a0 
PO--Y cIo, l-Bo-Uo~x~ 1. 
THEOREM 6.1. (cf. [9, Theorem 9.11) For every YE(cI~,/?~) and 
-YE (-1, I)\(-1 +(Bo-Y)l(Bo-@oL 1 -(Bo-YY(Po-~o)~~ u&) con- 
verges pointcvise to uoy(x) as p + 0. 
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This theorem shows that minimizers of I, converge pointwise to the 
minimizer of I, with two discontinuities. 
ProoJ: Let 
K(A,t)=j’H(a(A)+t;A)-‘/‘dr 
0 
(cf. proof of Lemma 4.3). Then K(d, T) is the time taken for a trajectory on 
the phase-plane to travel between a( A) and a(d) + r. From the proof of 
Proposition 4.4, 
K(A, 5)= Qr(d)(log[s+ H(a(d), A)“‘+ [s2+ 2H(a(d), d)l;‘S]r’“] 
-log H(a(A), A)l;“} + K,(A, T), (6.1) 
where (S + H(a(d), d)‘!2)1iZ = H(a(d) + z, A) and K,(d, T) is continuous for 
d E !So and s sufficiently small. 
For A, the Maxwell solution, let i satisfy u~( t^) = a(d). Let T,(p, y) be the 
time taken for a trajectory to travel between ud(t^) and tag + /in Clearly, 
By Lemma 4.2, Lemma 4.3, and (5.6) (cf. proof of Proposition 4.4) 
H(u(A), A)“‘= O(eCcip), l~gH(~(d),d)~‘~= -$+0(l) as p-+0 
(6.2) 
for some constant c>O. 
From (6.2), and the definition of a(d), 
s = [4H,,(u(A), A)]‘j2 T + O(e-‘lp) as p -+O. (6.3) 
Setting T = p in (6.3) we deduce from (6.1) and (6.2), that 
log{s + H(a(d), A)‘!’ + [s’ f 2H(a(A), A)“‘s]~!~) = O(log PL) as p ~0. 
Furthermore, since Q r( A) is nearly regular, (5.1) and (5.6) imply 
&(A) = B, + O(e~-‘lw) as p -+O. 
From (6.1), (6.2),, and since c,B, = (PO - y)/(f10 - a,), 
T,(p, y) = -B, log H(u(d), A)“‘+ O(log p) 
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Let Ty(p, 7) bc the time taken to travel between uA(i) and cd(i)-p; 
re-working the above calculation we have 
cY& Y) = -- (/L-Y) 1 -+ W% PI 
%% - 4 P 
as p -+O. (6.5) 
We now estimate i: 
i= Y ii(c, A) -‘:2 dt; 
ra(‘l)-p 
= 
J 
H(u, A)-“’ dc + j@) H( 1;: A )“2 du. (6.6) 
1 u(A)- I‘ 
Since the first integral in (6.6) is nearly regular (the integrand is bounded 
away from zero) and by the definition of.T:(p, y), 
Bo-Y 1 
t = W” - cd P 
- + O(log ,u) as p +O. (6.7) 
Now let T,(p. y) denote the time taken for a trajectory to travel between 
u,,(d) - p and t’*(d). A similar calculation to the above (cf. [9]) shows that 
T2(p,1/)= 7-rn I + O(log p) 
w,, - %I P 
as p 40. 
Let a=$. From the definitions of T,, Tr, and T,, and (6.5), (6.g), 
for -pm ’ ++-I - (/30-Y) -, 
w%-%~p 
+O(logp)<x/l -’ 
A, -7 
d -P -’ + G -’ + 2(8, -.a”) P 
.] 
+ w% PI as p 40. 
Since U,,(X) = ~;Jx/p)), 
IQ(n) -. u,,,(x)l d P lb -- Y for - * + i - qp,, _ p&J 
A - Y 
+o(plogp)<x< -1 +~+2(8,-a,)+O(plogp)asp+0. (6.9) 
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From (6.7) and (6.9) we get 
In!4 ) - u,,,(.u)l < p for 
,&J-y 
-1+0(~log~l)<.u~ -l+BO-sc,+Q(~log~i) 
Similarly, we have 
as ,u-+ 0. 
The result now follows from the above two estimates, Theorem 2.1, and the 
symmetry of the extremals of I,. 1 
Finally, we discuss the case y $ (cI~, /IO). Our heuristic argument using the 
explicit minimizers of I, suggests that the minimizer uP of I,(. for p small, 
will be approximately constant up z 1’ away from boundary layers near 
x = + 1. By adapting the analysis in this paper it can be shown that K&, will 
have this form. On the phase-plane, U, is given by a trajectory lying close 
to a saddle point at (d,, 0) where d,%FF,(O, 1’). 
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