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HECKE-CLIFFORD SUPERALGEBRAS, CRYSTALS OF TYPE A
(2)
2ℓ AND
MODULAR BRANCHING RULES FOR Ŝn
JONATHAN BRUNDAN AND ALEXANDER KLESHCHEV
Abstract. This paper is concerned with the modular representation theory of the affine
Hecke-Clifford superalgebra, the cyclotomic Hecke-Clifford superalgebras, and projective
representations of the symmetric group. Our approach exploits crystal graphs of affine
Kac-Moody algebras.
1. Introduction
In [LLT], Lascoux, Leclerc and Thibon made the startling combinatorial observation
that the crystal graph of the basic representation of the affine Kac-Moody algebra g = A
(1)
ℓ ,
determined explicitly by Misra and Miwa [MM], coincides with the modular branching graph
for the symmetric group Sn in characteristic p = ℓ + 1, as in [K1]. The same observation
applies to the modular branching graph for the associated complex Iwahori-Hecke algebras
at a primitive (ℓ+1)th root of unity, see [B]. In this latter case, Lascoux, Leclerc and Thibon
conjectured moreover that the coefficients of the canonical basis of the basic representation
coincide with the decomposition numbers of the Iwahori-Hecke algebras.
This conjecture was proved by Ariki [A1]
1. More generally, Ariki established a similar
result connecting the canonical basis of an arbitrary integrable highest weight module of
g to the representation theory of a corresponding cyclotomic Hecke algebra, as defined in
[AK]. Note that this work is concerned with the cyclotomic Hecke algebras over the ground
field C, but Ariki and Mathas [A2, AM] were later able to extend the classification of the
irreducible modules (but not the result on decomposition numbers) to arbitrary fields. For
further developments related to the LLT conjecture, see [LT1, VV, Sch].
Subsequently, Grojnowski and Vazirani [G1, G2, GV, V1, V2] have developed a new
approach to (amongst other things) the classification of the irreducible modules of the
cyclotomic Hecke algebras. The approach is valid over an arbitrary ground field, and is
entirely independent of the “Specht module theory” that plays an important role in Ariki’s
work. Branching rules are built in from the outset (like in [OV]), resulting in an explanation
and generalization of the link between modular branching rules and crystal graphs. The
methods are purely algebraic, exploiting affine Hecke algebras in the spirit of [BZ, Z1] and
others. On the other hand, Ariki’s result on decomposition numbers does not follow, since
that ultimately depends on the geometric work of Kazhdan, Lusztig and Ginzburg.
In this article, we use Grojnowski’s methods to develop a parallel theory in the twisted
case: we replace the affine Hecke algebras with the affine Hecke-Clifford superalgebras of
Jones and Nazarov [JN], and the Kac-Moody algebra A
(1)
ℓ with the twisted algebra g = A
(2)
2ℓ .
2000 subject classification: 17B67, 20C08, 20C20, 17B10, 17B37.
Both authors partially supported by the NSF (grant nos DMS-9801442 and DMS-9900134).
1 Grojnowski has informed us that the result can also be proved following his note “Representations of
affine Hecke algebras (and affine quantum GLn) at roots of unity”, Internat. Math. Res. Notices 5 (1994),
215–217.
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In particular, we obtain an algebraic construction purely in terms of the representation
theory of Hecke-Clifford superalgebras of the plus part U+Z of the enveloping algebra of g, as
well as of Kashiwara’s highest weight crystals B(∞) and B(λ) for each dominant weight λ.
These emerge as the modular branching graphs of the Hecke-Clifford superalgebras. Note
there is at present no analogue of the notion of Specht module in our theory, underlining
the importance of Grojnowski’s methods. However, we do not obtain an analogue of Ariki’s
result on decomposition numbers.
As we work over an arbitrary ground field, the results of the article have applications
to the modular representation theory of the double covers Ŝn of the symmeric groups,
as was predicted originally by Leclerc and Thibon [LT2], see also [BK2]. In particular,
the parametrization of irreducibles, classification of blocks and analogues of the modular
branching rules of the symmetric group for the double covers over fields of odd characteristic
follow from the special case λ = Λ0 of our main results. These matters are discussed in the
final section of the paper, §9.
Let us now describe the main results in more detail. Let Hn denote the affine Hecke-
Clifford superalgebra of [JN], over an algebraically closed field F of characteristic different
from 2 and at defining parameter a primitive (2ℓ + 1)-th root of unity q ∈ F×. All results
also have analogues in the degenerate case q = 1, working instead with the affine Sergeev
superalgebra of Nazarov [N], when the field F should be taken to be of characteristic (2ℓ+1).
We consider
K(∞) =
⊕
n≥0
K(RepI Hn),
the sum of the Grothendieck groups of integral Z2-graded representations of Hn for all
n (see §4-d for the precise definition). In a familiar way (cf. [Z2]), K(∞) has a natural
structure as a commutative graded Hopf algebra over Z, multiplication being induced by
induction and comultiplication being induced by restriction. Hence, the graded dual K(∞)∗
is a cocommutative graded Hopf algebra over Z.
Next, let g denote the twisted affine Kac-Moody algebra of type A
(2)
2ℓ . We will adopt
standard Lie theoretic notation for the root system of g, summarized in more detail in
the main body of the article. In particular, UQ = U
−
QU
0
QU
+
Q denotes the Q-form of the
universal enveloping algebra of g generated by the Chevalley generators ei, fi, hi(i ∈ I). Also
UZ = U
−
Z U
0
ZU
+
Z denotes the Kostant Z-form of UQ. The first main theorem (Theorem 7.17)
identifies K(∞)∗ with U+Z , viewing the latter as a graded Hopf algebra over Z via the
principal grading:
Theorem A. K(∞)∗ and U+Z are isomorphic as graded Hopf algebras.
We also introduce for the first time for each dominant integral weight λ ∈ P+ a finite
dimensional quotient superalgebra Hλn of Hn. These superalgebras play the role of the
cyclotomic Hecke algebras in Grojnowski’s theory. In the special case λ = Λ0, Hλn is the
finite Hecke-Clifford superalgebra introduced by Olshanski [O]. Consider the sum of the
Grothendieck groups
K(λ) =
⊕
n≥0
K(RepHλn)
of finite dimensional Z2-graded Hλn-modules for all n. In this case, we can identify the
graded dual K(λ)∗ with
K(λ)∗ =
⊕
n≥0
K(ProjHλn)
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where K(ProjHλn) denotes the Grothendieck group of finite dimensional Z2-graded projec-
tives. It turns out that the natural Cartan map K(λ)∗ → K(λ) is injective (Theorem 7.10),
so we can view both K(λ)∗ and K(λ) as lattices in K(λ)Q = Q⊗Z K(λ) = Q⊗Z K(λ)∗.
Each K(λ) has a natural structure of right K(∞)-comodule, with K(λ)∗ ⊂ K(λ) being
a subcomodule. In other words, according to Theorem A, K(λ)∗ and K(λ) are left U+Z -
modules. The action of the Chevalley generator ei here is essentially a refinement of the
restriction functors from Hλn to Hλn−1. We show moreover, by considering refinements of
induction, that the action of U+Z extends to an action of all of UZ on both K(λ) and K(λ)
∗.
Hence, on extending scalars, we have an action of UQ on K(λ)Q, with K(λ)
∗ ⊂ K(λ) being
two different integral forms. The second main theorem (Theorem 7.16) is the following:
Theorem B. For each λ ∈ P+, K(λ)Q is the integrable highest weight UQ-module of highest
weight λ, with highest weight vector [1λ] corresponding to the irreducible Hλ0 -module. More-
over K(λ)∗ ⊂ K(λ) are integral forms for K(λ)Q with K(λ)∗ = U−Z [1λ] and K(λ) being the
dual lattice under the Shapovalov form.
Now let B(∞) denote the set of isomorphism classes of irreducible integral Hn-modules
for all n ≥ 0. This has a natural crystal graph structure, the action of the crystal operators
e˜i being defined by considering the socle of the restriction of an irreducible Hn-module to
Hn−1. Similarly, writing B(λ) for the set of isomorphism classes of irreducible Hλn-modules
for all n ≥ 0, each B(λ) has a natural crystal structure describing branching rules between
the algebras Hλn and Hλn−1. We stress the crystal structures on B(∞) and each B(λ) are
defined purely in terms of the representation theory of the Hecke-Clifford superalgebras.
The next main result (Theorems 8.10 and 8.11) identifies the crystals:
Theorem C. The crystal B(∞) is isomorphic to Kashiwara’s crystal associated to the crys-
tal base of U−Q . Moreover, for each λ ∈ P+, the crystal B(λ) is isomorphic to Kashiwara’s
crystal associated to the integrable highest weight UQ-module of highest weight λ.
Acknowledgements. We would like to express our debt to the beautiful ideas of Ian
Grojnowski in [G1]. Many of the proofs here, and certainly the overall strategy adopted
in the article, are exactly as in Grojnowski’s work. We would also like to thank Monica
Vazirani for explaining [GV] to us, in discussions which initiated the present work.
2. Affine Hecke-Clifford superalgebras
§2-a. Ground field and parameters. Let F be an algebraically closed field of character-
istic different from 2, and choose q ∈ F× such that
either q is a primitive odd root of unity (including the possibly q = 1),
or q is not a root of unity at all.
Let h be the “quantum characteristic”, i.e. the smallest positive integer such that
q1−h + q3−h + · · ·+ qh−3 + qh−1 = 0
or ∞ in case no such integer exists. We refer to the case q 6= 1 as the quantum case and
q = 1 as the degenerate case. All the results will apply to either situation, but there are
sufficiently many differences that for the purpose of exposition we will work in the quantum
case in the main body of the text, with a summary of modifications in the degenerate case
given at the end of each section whenever necessary. We set
ξ = q − q−1
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as a convenient shorthand.
§2-b. Modules over superalgebras. We will use freely the basic notions of superalgebra,
referring the reader to [Le, ch.I], [Man, ch.3, §§1–2] and [BK2, §2]. We will denote the parity
of a homogeneous vector v of a vector superspace by v¯ ∈ Z2. By a superalgebra, we mean
a Z2-graded associative algebra over the fixed field F . If A and B are two superalgebras,
then A⊗B = A⊗F B is again a superalgebra with multiplication satisfying
(a1 ⊗ b1)(a2 ⊗ b2) = (−1)b¯1a¯2a1a2 ⊗ b1b2
for ai ∈ A, bi ∈ B. Note this and other such expressions only make sense for homogeneous
b1, a2: the intended meaning for arbitrary elements is to be obtained by extending linearly
from the homogeneous case.
If A is a superalgebra, an A-module means a Z2-graded left A-module. A morphism
f : M → N of A-modules M and N means a (not necessarily homogeneous) linear map
such that f(am) = (−1)f¯ a¯af(m) for all a ∈ A,m ∈M . The category of all such A-modules
is denoted A-mod. By a submodule of an A-module, we always mean a graded submodule
unless we explicitly say otherwise. We have the parity change functor
Π : A-mod→ A-mod . (2.1)
For an objectM , ΠM is the same underlying vector space but with the opposite Z2-grading.
The new action of a ∈ A on m ∈ ΠM is defined in terms of the old action by a · m :=
(−1)a¯am.
It will occasionally be necessary to consider bimodules over two superalgebras A,B: an
(A,B)-bimodule is an A-module M , as in the previous paragraph, which is also a Z2-
graded right B-module such that (am)b = a(mb) for all a ∈ A, b ∈ B,m ∈ M . Note a
morphism f : M → N of (A,B)-bimodules means a morphism of A-modules as in the
previous paragraph such that f(mb) = f(m)b for all m ∈ M, b ∈ B. This gives us the
category A-mod-B of all (A,B)-bimodules. Also if M is an (A,B)-bimodule, ΠM denotes
the A-module defined as in the previous paragraph, with the right B-action on ΠM being
the same as the original action on M .
If M is a finite dimensional irreducible A-module, Schur’s lemma (e.g. [BK2, §2]) says
that EndA(M) is either one dimensional, or two dimensional on basis idM , θM where θM is
an odd involution of M , unique up to a sign. In the former case, we call M an irreducible of
type M, in the latter case M is an irreducible of type Q. We will occasionally write M ≃ N
(as opposed to the usual M ∼= N) to indicate that there is actually an even isomorphism
between A-modulesM and N . For instance, ifM is an irreducible of type Q, thenM ≃ ΠM ,
while if M is irreducible of type M then M ∼= ΠM but M 6≃ ΠM .
Given another superalgebra B and A-, B-modules M , N respectively, M ⊗N =M ⊗F N
has a natural structure of A⊗B-module with
(a⊗ b)(m⊗ n) = (−1)b¯m¯am⊗ bn.
We will call this the outer tensor product of M and N and denote it M ⊠N . If M and N
are finite dimensional irreducibles, M ⊠N need not be irreducible (unlike the purely even
case). Indeed, if bothM and N are of type M, thenM⊠N is also irreducible of type M, while
if one is of type M and the other of type Q, then M ⊠N is irreducible of type Q. In either of
these two cases, it will be convenient to write M ⊛ N in place of M ⊠ N . But if both M
and N are of type Q, then M ⊠N is decomposable: let θM :M →M be an odd involution
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of M as an A-module and θN : N → N be an odd involution of N as a B-module. Then
θM ⊗ θN :M ⊠N →M ⊠N, m⊗ n 7→ (−1)m¯θM (m)⊗ θN(n)
is an even A⊗B-automorphism ofM⊠N whose square is −1. ThereforeM⊠N decomposes
as a direct sum of two A ⊗ B-modules, namely, the ±√−1-eigenspaces of the linear map
θM ⊗ θN . The map θM ⊗ idN then gives an odd isomorphism between the two summands
as A ⊗ B-modules. In this case, we pick either summand, and denote it M ⊛ N : it is an
irreducible A⊗B-module of type M. Thus,
M ⊠N ≃
{
M ⊛N ⊕Π(M ⊛N), if M and N are both of type Q,
M ⊛N, otherwise.
We stress that M ⊛N is in general only well-defined up to isomorphism.
Finally, we make some remarks about antiautomorphisms and duality. In this paper, all
antiautomorphisms τ : A → A of a superalgebra A will be unsigned, so satisfy τ(ab) =
τ(b)τ(a). If M is a finite dimensional A-module, then we can use τ to make the dual space
M∗ = HomF (M,F ) into an A-module by defining (af)(m) = f(τ(a)m) for all a ∈ A, f ∈
M∗,m ∈M . We will denote the resulting module by M τ . We often use the fact that there
is a natural even isomorphism
HomA(M,N)→ HomA(N τ ,M τ ) (2.2)
for all finite dimensional A-modules M,N . The isomorphism sends f ∈ HomA(M,N) to
the dual map f∗ ∈ HomA(N τ ,M τ ) defined by (f∗θ)(m) = θ(fm) for all θ ∈ N τ .
§2-c. Grothendieck groups. For a superalgebra A, the category A-mod is a superadditive
category: each HomA(M,N) is a Z2-graded abelian group in a way that is compatible with
composition. Moreover, the underlying even category, i.e. the subcategory consisting of the
same objects but only even morphisms, is an abelian category in the usual sense. This allows
us to make use of all the basic notions of homological algebra on restricting our attention
to even morphisms. For example by a short exact sequence in A-mod, we mean a sequence
0 −→M1 −→M2 −→M3 −→ 0 (2.3)
that is a short exact sequence in the underlying even category, so in particular all the
maps are necessarily even. Note all functors between superadditive categories that we shall
consider send even morphisms to even morphisms, so make sense on restriction to the
underlying even subcategory.
Let us write RepA for the full subcategory of A-mod consisting of all finite dimensional
A-modules. We define the Grothendieck group K(RepA) to be the quotient of the free
Z-module with generators given by all finite dimensional A-modules by the submodule
generated by
(1) M1 −M2 +M3 for every short exact sequence of the form (2.3);
(2) M −ΠM for every A-module M .
We will write [M ] for the image of the A-module M in K(RepA). In an entirely similar
way, we define the Grothendieck group K(ProjA), where ProjA denotes the full category
of A-mod consisting of finite dimensional projectives.
Now suppose that A and B are two superalgebras. Then the Grothendieck groups
K(RepA) and K(RepB) are free Z-modules with canonical bases corresponding to the
isomorphism classes of irreducible modules. Moreover, there is an isomorphism
K(RepA)⊗Z K(RepB)→ K(RepA⊗B), [L]⊗ [L′] 7→ [L⊛ L′] (2.4)
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for irreducible modules L ∈ RepA,L′ ∈ RepB. This simple observation explains the im-
portance of the operation ⊛.
§2-d. The superalgebras. We now proceed to define the superalgebras we will be inter-
ested in. First, Pn denotes the algebra F [X±11 , . . . ,X±nn ] of Laurent polynomials, viewed as
a superalgebra concentrated in degree 0¯. We record the relations:
XiX
−1
i = 1, X
−1
i Xi = 1, (2.5)
XkXj = XjXk, X
−1
k X
−1
j = X
−1
j X
−1
k , XkX
−1
j = X
−1
j Xk, X
−1
k Xj = XjX
−1
k (2.6)
for all 1 ≤ i ≤ n, 1 ≤ j < k ≤ n. (Of course, some of these relations are redundant, but the
precise form of the relations is used in the proof of Theorem 2.2.)
Let An denote the superalgebra with even generators X±11 , . . . ,X±1n and odd generators
C1, . . . , Cn, where the X
±1
i are subject to the polynomial relations (2.5), (2.6), the Ci are
subject to the Clifford superalgebra relations
C2i = 1, (2.7)
CkCj = −CjCk (2.8)
for all 1 ≤ i ≤ n, 1 ≤ j < k ≤ n, and there are the mixed relations
CiXj = XjCi, CiX
−1
j = X
−1
j Ci, CiXi = X
−1
i Ci, CiX
−1
i = XiCi (2.9)
for all 1 ≤ i, j ≤ n with i 6= j. For α = (α1, . . . , αn) ∈ Zn and β = (β1, . . . , βn) ∈ Zn2 ,
we write Xα and Cβ for the monomials Xα11 X
α2
2 . . . X
αn
n and C
β1
1 C
β2
2 . . . C
βn
n , respectively.
Then, it is straightforward to show that the elements
{XαCβ | α ∈ Zn, β ∈ Zn2}
form a basis for An. In particular, An ∼= A1 ⊗ · · · ⊗ A1 (n times), and Pn can be identified
with the subalgebra of An generated by the X±1i .
The symmetric group will be denoted Sn, with basic transpositions s1, . . . , sn−1 and
corresponding Bruhat ordering denoted ≤. We define a left action of Sn on An by algebra
automorphisms so that
w ·Xi = Xwi, w · Ci = Cwi (2.10)
for each w ∈ Sn, i = 1, . . . , n.
Let Hcln denote the usual (classical) Hecke algebra of Sn, viewed as a superalgebra con-
centrated in degree 0¯. This can be defined on generators T1, . . . , Tn−1 subject to relations
T 2i = ξTi + 1, (2.11)
TiTj = TjTi, TiTi+1Ti = Ti+1TiTi+1 (2.12)
for all admissible i, j with |i− j| > 2. Recall Hcln has a basis denoted {Tw | w ∈ Sn}, where
Tw = Ti1 . . . Tim if w = si1 . . . sim is any reduced expression for w. We also record
T−1i = Ti − ξ. (2.13)
Now we are ready to define the main object of study: the affine Hecke-Clifford superalgebra
Hn. This was first introduced by Jones and Nazarov [JN], being the q-analogue of the affine
Sergeev superalgebra of Nazarov [N]. By definition, Hn has even generators T1, . . . , Tn−1,
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X±11 , . . . ,X
±1
n and odd generators C1, . . . , Cn, subject to the same relations as An (2.5),
(2.6), (2.7), (2.8), (2.9) and as Hcln (2.11), (2.12), together with the new relations:
TiCj = CjTi, (2.14)
TiCi = Ci+1Ti, (2.15)
TiXj = XjTi, TiX
−1
j = X
−1
j Ti, (2.16)
(Ti + ξCiCi+1)XiTi = Xi+1 (2.17)
for all admissible i, j with j 6= i, i + 1. The relation (2.15) is equivalent to
TiCi+1 = CiTi − ξ(Ci − Ci+1), (2.18)
while (2.17) is equivalent to any of the following four statements:
TiXi = Xi+1Ti − ξ(Xi+1 + CiCi+1Xi), (2.19)
TiX
−1
i = X
−1
i+1Ti + ξ(X
−1
i +X
−1
i+1CiCi+1), (2.20)
TiXi+1 = XiTi + ξ(1−CiCi+1)Xi+1, (2.21)
TiX
−1
i+1 = X
−1
i Ti − ξX−1i (1− CiCi+1) (2.22)
for all i = 1, . . . , n− 1. Using (2.19) and induction on j ≥ 1, one shows that
(Ti + ξCiCi+1)X
j
i = X
j
i+1(Ti − ξ)− ξ
j−1∑
k=1
(
Xj−ki X
k
i+1 +X
−k
i X
j−k
i+1 CiCi+1
)
(2.23)
for all j ≥ 1, 1 ≤ i < n. Hence:
(Ti + ξCiCi+1)X
j
i Ci =X
j
i+1Ci+1(Ti + ξCiCi+1)
− ξ
j−1∑
k=1
(
Xj−ki X
k
i+1Ci −X−ki Xj−ki+1 Ci+1
)
,
(2.24)
(Ti − ξ)X−ji =X−ji+1(Ti + ξCiCi+1)
+ ξ
j−1∑
k=1
(
X−ki X
k−j
i+1 +X
j−k
i X
−k
i+1CiCi+1
)
.
(2.25)
Finally, let Hfinn denote the subalgebra of Hn generated by all Ci, Tj for i = 1, . . . , n, j =
1, . . . , n − 1. Alternatively, as follows easily from Theorem 2.2 below, Hfinn can be defined
as the superalgebra generated by elements Ci, Tj subject only to the relations (2.7), (2.8),
(2.11), (2.12) and (2.14), (2.15). Hence, Hfinn is the (finite) Hecke-Clifford superalgebra first
introduced by Olshanski [O] as the q-analogue of the Sergeev superalgebra of [S1].
§2-e. Basis theorem. Now we proceed to study the algebra Hn in more detail. The
first goal is to construct a basis. There are obvious homomorphisms f : An → Hn and
g : Hcln → Hn under which the Xi, Ci or Tj map to the same elements of Hn. We write
XαCβ also for the image under f of the basis element XαCβ of An, and Tw for the image
under g of Tw ∈ Hcln . This notation will be justified shortly, when we show that f and g are
both algebra monomorphisms. The following lemma is obvious from the relations:
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Lemma 2.1. Let f ∈ An, x ∈ Sn. Then, in Hn,
Txf = (x · f)Tx +
∑
y<x
fyTy, fTx = Tx(x
−1 · f) +
∑
y<x
Tyf
′
y
for some fy, f
′
y ∈ An.
It follows easily that Hn is at least spanned by all XαCβTw for all α ∈ Zn, β ∈ Zn2 and
w ∈ Sn. We wish to prove that these elements are linearly independent too:
Theorem 2.2. The {XαCβTw | α ∈ Zn, β ∈ Zn2 , w ∈ Sn} form a basis for Hn.
Proof. Consider instead the algebra H˜n on generators X˜±1i , C˜i, T˜j for 1 ≤ i ≤ n, 1 ≤ j < n
subject to relations (2.5)–(2.9), (2.11), (2.14)–(2.16) and (2.18)–(2.22). Thus we have all
the relations of Hn except for the braid relations (2.12). Using precisely these relations as
the reduction system, it is a routine if tedious exercise using Bergman’s diamond lemma
[Be, 1.2] to prove that H˜n has a basis given by all X˜αC˜βT˜ for all α ∈ Zn, β ∈ Zn2 and all
words T˜ in the T˜j which do not involve a subword of the form T˜
2
j for any j. Hence, the
subalgebra A˜n of H˜n generated by the X˜±1i , C˜i is isomorphic to An. Also let H˜cln denote the
subalgebra of H˜n generated by the T˜j , so that H˜cln is isomorphic to the algebra on generators
T˜1, . . . , T˜n−1 subject to relations T˜ 2j = ξT˜j + 1 for each j.
Now, by definition, Hn is the quotient of H˜n by the two-sided ideal I generated by the
elements
ai,j = T˜iT˜j − T˜j T˜i, bi = T˜iT˜i+1T˜i − T˜i+1T˜iT˜i+1
for i, j as in (2.12). Let J be the two-sided ideal of H˜cln generated by the same elements
ai,j, bi for all i, j. Then, by the basis theorem for Hcln , H˜cln/J ∼= Hcln , with basis given by
elements Tw for w ∈ Sn defined in the usual way. It follows immediately that to prove the
theorem, it suffices to show that I = A˜nJ in H˜n. In turn, this follows if we can show
that rt = t′r for each r ∈ {ai,j, bi} and each generator t of A˜n, where t′ is some other
element of A˜n. Now again this is a routine check: for example, the most complicated case
involves verifying that (T˜i+1T˜iT˜i+1− T˜iT˜i+1T˜i)X˜i+2 = X˜i(T˜i+1T˜iT˜i+1− T˜iT˜i+1T˜i) using only
the relations in H˜n.
So we have a right from now on to identify An andHcln with the corresponding subalgebras
ofHn. The theorem also shows that the superalgebraHfinn has basis {CβTw |β ∈ Zn2 , w ∈ Sn}.
So Theorem 2.2 can be restated as saying that Hn is a free right Hfinn -module on basis
{Xα | α ∈ Zn}.
As another consequence, it makes sense to consider the tower of superalgebras
H0 ⊂ H1 ⊂ H2 ⊂ · · · ⊂ Hn ⊂ . . .
where for i ≤ n, Hi is identified with the subalgebra of Hn generated by C1, . . . , Ci,
X±11 , . . . ,X
±1
i , T1, . . . , Ti−1. Similarly, we can consider Ai ⊆ An,Pi ⊆ Pn, etc....
Finally, we point out that there are obvious variants of the basis of Theorem 2.2, reordering
the C’s, X’s and T ’s. For instance, Hn also has {TwXαCβ | w ∈ Sn, α ∈ Zn, β ∈ Zn2} as a
basis. This follows using Lemma 2.1.
§2-f. The center of Hn. The next theorem was first established in [JN, Prop. 3.2] (for
the case F = C).
HECKE-CLIFFORD SUPERALGEBRAS 9
Theorem 2.3. The (super)center of Hn consists of all symmetric polynomials in X1 +
X−11 , . . . ,Xn +X
−1
n .
Proof. Let Z denote the center of Hn, i.e. the z such that zy = yz for all y ∈ Hn.
(The argument applies equally well to the supercenter defined by zy = (−1)z¯y¯yz.) One first
checks that symmetric polynomials in X1 + X
−1
1 , . . . ,Xn + X
−1
n are central following the
argument in the proof of [JN, Prop. 3.2(b)].
Conversely, take z =
∑
w∈Sn fwTw ∈ Z where each fw ∈ An. Let w be maximal with
respect to the Bruhat order such that fw 6= 0. Assume for a contradiction that w 6= 1.
Then, there exists some i ∈ {1, . . . , n} with wi 6= i. Consider (Xi +X−1i )z − z(Xi +X−1i ).
By Lemma 2.1, this looks like fw(Xi +X
−1
i −Xwi −X−1wi )Tw plus a linear combination of
terms of the form fxTx for fx ∈ An and x ∈ Sn with x 6≥ w in the Bruhat order. So in view
of Theorem 2.2, z is not central, a contradiction.
Hence, we must have that z ∈ An. Considering the form of the center of An one easily
shows that z in fact lies in F [X1+X
−1
1 , . . . ,Xn+X
−1
n ]. To see that z is actually a symmetric
polynomial, write z =
∑
i,j≥0 ai,j(X1 +X
−1
1 )
i(X2 +X
−1
2 )
j where the coefficients ai,j lie in
F [X3 +X
−1
3 , . . . ,Xn +X
−1
n ]. Applying Lemma 2.1 to T1z = zT1 now gives that ai,j = aj,i
for each i, j, hence z is symmetric in X1 + X
−1
1 and X2 + X
−1
2 . Similar argument shows
that z is symmetric in Xi +X
−1
i and Xi+1 +X
−1
i+1 for all i = 1, . . . , n − 1 to complete the
proof.
§2-g. Parabolic subalgebras. Suppose that µ = (µ1, . . . , µu) is a composition of n,
i.e. a sequence of positive integers summing to n. Let Sµ ∼= Sµ1 × · · · × Sµu denote the
corresponding Young subgroup of Sn, and Hclµ ⊆ Hcln denote its Hecke algebra. So Hclµ ∼=
Hclµ1 ⊗ · · · ⊗ Hclµu is the subalgebra of Hcln generated by the Tj for which sj ∈ Sµ.
We define the parabolic subalgebra Hµ of the affine Hecke-Clifford superalgebra Hn in a
similar way: it is the subalgebra of Hn generated by An and all Tj for which sj ∈ Sµ. It
follows easily from Theorem 2.2 that the elements
{XαCβTw | α ∈ Zn, β ∈ Zn2 , w ∈ Sµ}
form a basis for Hµ. In particular, Hµ ∼= Hµ1⊗· · ·⊗Hµu . Note that the parabolic subalgebra
H(1,1,...,1) is precisely the subalgebra An.
We will need the usual induction and restriction functors between Hn and Hµ. These will
be denoted simply
indnµ : Hµ-mod→Hn-mod, resnµ : Hn-mod→Hµ-mod, (2.26)
the former being the tensor functor Hn⊗Hµ? which is left adjoint to resnµ. More generally, we
will consider induction and restriction between nested parabolic subalgebras, with obvious
notation. We will also occasionally consider the restriction functor
resnn−1 : Hn-mod→ Hn−1-mod (2.27)
where Hn−1 denotes the subalgebra of Hn generated by X±1i , Ci and Tj for i = 1, . . . , n −
1, j = 1, . . . , n− 2.
§2-h. Mackey theorem. Let µ, ν be compositions of n. We let Dν denote the set of
minimal length left Sν-coset representatives in Sn, and D
−1
µ denote the set of minimal
length right Sµ-coset representatives. Then Dµ,ν := D
−1
µ ∩Dν is the set of minimal length
(Sµ, Sν)-double coset representatives in Sn. We recall some well-known properties, see e.g.
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[DJ, §1]. First, for x ∈ Dµ,ν , Sµ ∩ xSνx−1 and x−1Sµx ∩ Sν are Young subgroups of Sn. So
we can define compositions µ ∩ xν and x−1µ ∩ ν of n from
Sµ ∩ xSνx−1 = Sµ∩xν and x−1Sµx ∩ Sν = Sx−1µ∩ν .
Then, for x ∈ Dµ,ν , every w ∈ SµxSν can be written as w = uxv for unique elements
u ∈ Sµ and v ∈ Sν ∩D−1x−1µ∩ν . Moreover, when this is done, ℓ(w) = ℓ(u) + ℓ(x) + ℓ(v). This
fact implies the following well-known lemma which is essentially equivalent to the Mackey
theorem for Hcln (see e.g. [DJ, Theorem 2.7]):
Lemma 2.4. For x ∈ Dµ,ν, the subspace HclµTxHclν of Hcln has basis {Tw | w ∈ SµxSν}.
This is our starting point for proving a version of the Mackey theorem for Hn.
Lemma 2.5. For x ∈ Dµ,ν, the subspace HµTxHclν of Hn has basis {XαCβTw | α ∈ Zn, β ∈
Zn2 , w ∈ SµxSν}. Moreover,
Hn =
⊕
x∈Dµ,ν
HµTxHclν .
Proof. Since Hµ = AnHclµ , Lemma 2.4 implies at once that the given {XαCβTw} span
HµTxHclν . But they are linearly independent too by Theorem 2.2, proving the first statement.
The second follows immediately using Theorem 2.2 once more.
Now fix some total order ≺ refining the Bruhat order < on Dµ,ν . For x ∈ Dµ,ν , set
Bx =
⊕
y∈Dµ,ν , yx
HµTyHclν , (2.28)
B≺x =
⊕
y∈Dµ,ν , y≺x
HµTyHclν , (2.29)
Bx = Bx/B≺x. (2.30)
It follows immediately from Lemma 2.1 that Bx (resp. B≺x) is invariant under right
multiplication by An. Hence, since Hν = HclνAn, we have defined a filtration of Hn as
an (Hµ,Hν)-bimodule. We want to describe the quotients Bx more explicitly as (Hµ,Hν)-
bimodules.
Lemma 2.6. For each x ∈ Dµ,ν , there exists an algebra isomorphism
ϕ = ϕx−1 : Hµ∩xν →Hx−1µ∩ν
with ϕ(Tw) = Tx−1wx, ϕ(Xi) = Xx−1i, and ϕ(Ci) = Cx−1i for w ∈ Sµ∩xν, 1 ≤ i ≤ n.
Proof. The isomorphism ψ : Sµ∩xν → Sx−1µ∩ν , u 7→ x−1ux is length preserving. Equiva-
lently, x−1(i + 1) = (x−1i) + 1 for each i with si ∈ Sµ∩xν . Using this, it is straightforward
to check that the map ϕ defined as above respects the defining relations on generators.
Let N be a left Hx−1µ∩ν -module. By twisting the action with the isomorphism ϕx−1 :
Hµ∩xν →Hx−1µ∩ν from Lemma 2.6, we get a left Hµ∩xν-module, which will be denoted xN .
Now we can identify the module Bx introduced above.
Lemma 2.7. View Hµ as an (Hµ,Hµ∩xν)-bimodule and Hν as an (Hx−1µ∩ν ,Hν)-bimodule
in the natural ways. Then, xHν is an (Hµ∩xν ,Hν)-bimodule and
Bx ≃ Hµ ⊗Hµ∩xν xHν
as an (Hµ,Hν)-bimodule.
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Proof. We define a bilinear map Hµ×Hν → Bx = Bx/B≺x by (u, v) 7→ uTxv+B≺x. For
y ∈ Sµ ∩ xSνx−1,
TyTx = Tyx = Txx−1yx = TxTx−1yx
which is all that is required to check that the map is Hµ∩xν-balanced. Hence there is an
induced (Hµ,Hν)-bimodule map Φ : Hµ ⊗Hµ∩xν xHν → Bx. Finally, to prove that Φ is
bijective, note that
{XαCβTu ⊗ Tv | α ∈ Zn, β ∈ Zn2 , u ∈ Sµ, v ∈ Sν ∩D−1x−1µ∩ν}
is a basis of the induced module Hµ ⊗Hµ∩xν xHµ as a vector space. In view of Lemma 2.5,
the image of these elements under Φ is a basis of Bx.
Now we can prove the Mackey theorem.
Theorem 2.8. (“Mackey Theorem”) Let M be an Hν-module. Then resnµindnνM admits a
filtration with subquotients ≃ to indµµ∩xνx(resνx−1µ∩νM), one for each x ∈ Dµ,ν . Moreover,
the subquotients can be taken in any order refining the Bruhat order on Dµ,ν, in particular
indµµ∩νresνµ∩νM appears as a submodule.
Proof. This follows from Lemma 2.7 and the isomorphism
(Hµ ⊗Hµ∩xν xHν)⊗Hν M ≃ indHµHµ∩xνx(resHνHx−1µ∩νM),
which is easy to check.
§2-i. Some (anti)automorphisms. A check of relations shows that Hn posesses an
automorphism σ and an antiautomorphism τ defined on the generators as follows:
σ : Ti 7→ −Tn−i + ξ, Cj 7→ Cn+1−j , Xj 7→ Xn+1−j ; (2.31)
τ : Ti 7→ Ti + ξCiCi+1, Cj 7→ Cj , Xj 7→ Xj , (2.32)
for all i = 1, . . . , n− 1, j = 1, . . . , n.
If M is a finite dimensional Hn-module, we can use τ to make the dual space M∗ into
an Hn-module denoted M τ , see §2-b. Note τ leaves invariant every parabolic subalgebra of
Hn, so also induces a duality on finite dimensional Hµ-modules for each composition µ of n.
Instead, given any Hn-module M , we can twist the action with σ to get a new module
denoted Mσ. More generally, for any composition ν = (ν1, . . . , νu) of n we denote by ν
∗
the composition with the same non-zero parts but taken in the opposite order. For example
(3, 2, 1)∗ = (1, 2, 3). Then σ induces an isomorphism of parabolic subalgebras Hν∗ → Hν .
So if M is an Hν-module, we can inflate through σ to get an Hν∗-module denoted Mσ. If
M =M1⊠ · · ·⊠Mu is an outer tensor product module over Hν then Mσ ∼=Mσu ⊠ · · ·⊠Mσ1 .
The same holds if each Mi is irreducible and ⊠ is replaced with ⊛. These observations
imply:
Lemma 2.9. Let M ∈ Hm-mod and N ∈ Hn-mod. Then
(indm+nm,n M ⊠N)
σ ∼= indm+nn,m Nσ ⊠Mσ.
Moreover, if M and N are irreducible, the same holds for ⊛ in place of ⊠.
§2-j. Duality. Thoughout this subsection, let µ be a composition of n and set ν = µ∗. Let
d ∈ Dµ,ν be the longest double coset representative. Note that µ∩dν = µ and d−1µ∩ν = ν,
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so SµdSν = Sµd = dSν . There is an isomorphism
ϕ = ϕd−1 : Hµ →Hν , (2.33)
see Lemma 2.6. As in §2-h, for an Hν-module M , dM denotes the Hµ-module obtained by
pulling back the action through ϕ. We begin by considering the classical situation, adopting
the obvious analogous notation for modules over Hclµ ,Hclν .
Lemma 2.10. Define a linear map θcl : Hcln → dHclν by
θcl(Tw) =
{
Td−1w if w ∈ dSν,
0 otherwise,
for each w ∈ Sn. Then:
(i) θcl is an even homomorphism of (Hclµ ,Hclν )-bimodules;
(ii) ker θcl contains no non-zero left ideals of Hcln ;
(iii) the map
f cl : Hcln → HomHclµ (Hcln , dHclν ), h 7→ hθcl
is an even isomorphism of (Hcln ,Hclν )-bimodules.
Proof. (i) Since d−1µ∩ν = ν,HclµTdHclν = TdHclν is isomorphic as an (Hclµ ,Hclν )-bimodule to
dHclν , the isomorphism being simply the map Tw 7→ Td−1w for w ∈ dSν , compare Lemma 2.7.
Now (i) follows because θcl is simply this isomorphism composed with the projection from
Hcln to HclµTdHclν along the bimodule decomposition Hcln =
⊕
x∈Dµ,ν HclµTxHclν .
(ii) We show by downward induction on ℓ(x) that θcl(Hcln t) 6= 0 whenever we are given
x ∈ Dν and
t =
∑
y∈Dν with ℓ(y)≤ℓ(x)
Tyhy
with each hy ∈ Hclν and hx 6= 0. Since d is the longest element of Dν , the induction starts
with x = d: in this case, the conclusion is clear as θcl(t) = hx 6= 0. So now suppose x < d
and that the claim has been proved for all higher x ∈ Dν . Pick a basic transposition s such
that sx > x and sx ∈ Dν . Then,
Tst =
∑
y∈Dν with ℓ(y)≤ℓ(sx),
Tyh
′
y
for h′y ∈ Hclν with h′sx = hx 6= 0. But now the induction hypothesis shows that θcl(Hcln t) =
θcl(HclnTst) 6= 0.
(iii) We remind the reader that hθcl : Hcln → dHclµ denotes the map with (hθcl)(t) =
(−1)h¯t¯θcl(th) (the sign being + always in this case). Given this and (i), it is straightforward
to check that f cl is a homomorphism of (Hcln ,Hclν )-bimodules. To see that it is an isomor-
phism, it suffices by dimension to show that it is injective. Suppose h lies in the kernel.
Then, (f cl(h))(t) = θcl(th) = 0 for all t ∈ Hcln . Hence h = 0 by (ii).
Now we extend this result to Hn, recalling the definition of ϕ from (2.33).
Lemma 2.11. Define a linear map θ : Hn → dHν by
θ(fTw) =
{
ϕ(f)Td−1w if w ∈ dSν ,
0 otherwise,
for each f ∈ An, w ∈ Sn. Then:
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(i) θ is an even homomorphism of (Hµ,Hν)-bimodules;
(ii) the map
f : Hn → HomHµ(Hn, dHν), h 7→ hθ
is an even isomorphism of (Hn,Hν)-bimodules.
Proof. (i) According to a special case of Lemma 2.7, the top factor Bd in the bimodule
filtration of Hn defined in (2.30) is isomorphic to dHν as an (Hµ,Hν)-bimodule. The map
θ is simply the composite of this isomorphism with the quotient map Hn → Bd.
(ii) Recall that {Tw | w ∈ D−1µ } forms a basis for Hn as a free left Hµ-module, and dHν
is isomorphic to Hµ as a left Hµ-module. It follows that the maps
{ψw | w ∈ D−1µ }
form a basis for HomHµ(Hn, dHν) as a free right Hν-module, where ψw : Hn → dHν is the
unique left Hµ-module homomorphism with ψw(Tu) = δw,u.1 for all u ∈ D−1µ .
The analogous maps ψclw ∈ HomHclµ (Hcln , dHclν ) defined by ψclw(Tu) = δw,u.1 for u ∈ D−1µ
form a basis for HomHclµ (Hcln , dHclν ) as a free right Hclν -module. So in view of Lemma 2.10(iii),
we can find a basis {aw |w ∈ D−1µ } for Hcln viewed as a right Hclν -module such that f cl(aw) =
ψclw for each w ∈ D−1µ , i.e.
θcl(Tuaw) =
{
1 if u = w,
0 otherwise
for every u ∈ D−1µ . But Hν = HclνAn, so the elements {aw | w ∈ D−1µ } also form a basis for
Hn as a right Hν-module, and f(aw) = ψw since θ = θcl on Hcln . Thus f maps a basis of
Hn to a basis of HomHµ(Hn, dHν) (as free right Hν-modules), hence f is an isomorphism of
(Hn,Hν)-bimodules.
Corollary 2.12. There is a natural isomorphism HomHµ(Hn,dM) ≃ Hn ⊗Hν M of Hn-
modules, for every left Hν-module M .
Proof. Let f : Hn → HomHµ(Hn, dHν) be the bimodule isomorphism constructed in
Lemma 2.11. Then, there are natural isomorphisms
Hn ⊗Hν M
f⊗id−→ HomHµ(Hn, dHν)⊗Hν M ≃ HomHµ(Hn, dHν ⊗Hν M) ≃ HomHn(Hn, dM),
the second isomorphism depending on the fact that Hn is a free left Hµ-module, see e.g.
[AF, 20.10].
Recall the duality (2.32) on finite dimensional Hn- (resp. Hν-) modules.
Corollary 2.13. There is a natural isomorphism indnν (M
τ ) ≃ (indnµ(dM))τ for every finite
dimensional Hν-module M .
Proof. One routinely checks using (2.2) that the functor τ ◦ indnµ ◦ τ (from the category
of finite dimensional Hµ-modules to finite dimensional Hn-modules) is right adjoint to resnµ.
Hence, it is isomorphic to HomHµ(Hn, ?) by uniqueness of adjoint functors. Now combine
this natural isomorphism with the previous corollary (with µ and ν swapped and d replaced
by d−1).
We finally record a special case, which is the analogue of [G1, Proposition 5.8]:
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Theorem 2.14. Given a finite dimensional Hm-module M and a finite dimensional Hn-
module N ,
(indm+nm,n M ⊠N)
τ ∼= indm+nn,m (N τ ⊠M τ ).
Moreover, if M and N are irreducible, the same is true with ⊠ replaced by ⊛.
§2-k. Modifications in the degenerate case. Now we summarize the necessary changes
in the degenerate case q = 1. So now F is an algebraically closed field of odd characteristic h
and q = 1. The superalgebras Pn,An,Hn,Hµ,Hfinn need to be replaced with their degenerate
analogues (but we keep the same symbols).
First of all, Pn becomes the ordinary polynomial algebra F [x1, . . . , xn] concentrated in
degree 0¯. Then, An is replaced by the algebra on even generators x1, . . . , xn and odd
generators c1, . . . , cn, where the xi satisfy the relations of a polynomial ring and the ci
satisfy the same Clifford relations as before (2.7), (2.8). The relations (2.9) become instead:
cixi = −xici, cixj = xjci (2.34)
for 1 ≤ i, j ≤ n with i 6= j. The algebra Hcln is replaced by the group algebra FSn of the
symmetric group, always writing simply w in place of Tw before.
Now the affine Hecke-Clifford superalgebra becomes the affine Sergeev superalgebra of
[N]. This is the superalgebra Hn defined on even generators x1, . . . , xn, s1, . . . , sn−1 and
odd generators c1, . . . , cn. The relations between the x’s and c’s are as in the new An, the
relations between the si are the usual relations of the symmetric group, i.e. (2.11), (2.12)
with q there equal to 1, and there are new relations replacing (2.14)–(2.17):
sici = ci+1si, sici+1 = cisi, sicj = cjsi, (2.35)
sixi = xi+1si − 1− cici+1, sixi+1 = xisi + 1− cici+1, sixj = xjsi (2.36)
for all admissible i, j with j 6= i, i+ 1. We record the useful formula, being the analogue of
(2.23):
six
j
i = x
j
i+1si −
j−1∑
k=0
(xj−k−1i x
k
i+1 + x
j−k−1
i (−xi+1)kcici+1) (2.37)
for all j ≥ 1, 1 ≤ i < n. Finally, Hfinn is replaced by the subalgebra of Hn generated by
the ci, sj : it is alternatively the twisted tensor product of a Clifford algebra with the group
algebra of the symmetric group, i.e. the original Sergeev superalgebra considered in [S1], also
see [BK2, §3].
The automorphism σ : Hn → Hn and antiautomorphism τ : Hn → Hn are now defined
by:
σ : si 7→ −sn−i, cj 7→ cn+1−j , xj 7→ xn+1−j; (2.38)
τ : si 7→ si, cj 7→ cj , xj 7→ xj , (2.39)
for all i = 1, . . . , n− 1, j = 1, . . . , n.
The basis theorem, proved in an analogous way to Theorem 2.2, now says that Hn has
a basis given by {xαcβw | α ∈ Zn≥0, β ∈ Zn2 , w ∈ Sn}. The center of Hn, proved as in
Theorem 2.3, is now the set of all symmetric polynomials in x21, x
2
2, . . . , x
2
n (see also [N,
Prop. 3.1]). Parabolic subalgebras Hµ of Hn are defined in the same way as before. The
Mackey Theorem and Theorem 2.14 are proved in an entirely similar way.
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3. Cyclotomic Hecke-Clifford superalgebras
§3-a. Cyclotomic Hecke-Clifford superalgebras. Keep all the notation from the pre-
vious section. Suppose now that f ∈ F [X1] ⊂ Hn is a polynomial of the form
adX
d
1 + ad−1X
d−1
1 + · · ·+ a1X1 + a0 (3.1)
for coefficients ai ∈ F with ad = 1 and ai = a0ad−i for each i = 0, 1, . . . , d. This assumption
implies that
C1f = a0X
−d
1 fC1. (3.2)
Define If to be the two-sided ideal of Hn generated by f and let
Hfn := Hn/If . (3.3)
We call Hfn the cyclotomic Hecke-Clifford superalgebra corresponding to f . It is the analogue
in our setting of the cyclotomic Hecke algebra of [AK].
§3-b. Basis theorem. The goal in this subsection is to describe an explicit basis for
Hfn, analogous to the Ariki-Koike basis [AK] for cyclotomic Hecke algebras. We introduce
some further notation for the proof. Set f1 = f and for i = 2, . . . , n, define inductively
fi = (Ti−1 + ξCi−1Ci)fi−1Ti−1. The first lemma follows easily by induction from (2.23):
Lemma 3.1. For i = 1, . . . , n,
fi = X
d
i + (terms lying in Pi−1XeiHfini for 0 < e < d) + ui
where ui ∈ Hfini is a unit.
Given Z = {z1 < · · · < zu} ⊆ {1, . . . , n}, let fZ = fz1fz2 . . . fzu ∈ Hn. Define
Πn = {(α,Z) | Z ⊆ {1, . . . , n}, α ∈ Zn with 0 ≤ αi < d whenever i /∈ Z}, (3.4)
Π+n = {(α,Z) ∈ Πn | Z 6= ∅}. (3.5)
Lemma 3.2. Hn is a free right Hfinn -module on basis {XαfZ | (α,Z) ∈ Πn}.
Proof. Define a total order ≺ on Z so that
⌊d2⌋ ≺ ⌊d2⌋ − 1 ≺ ⌊d2⌋+ 1 ≺ ⌊d2⌋ − 2 ≺ ⌊d2⌋+ 2 ≺ . . . .
We have a corresponding reverse lexicographic ordering on Zn: α ≺ α′ if and only if αn =
α′n, . . . , αk+1 = α′k+1, αk ≺ α′k for some k = 1, . . . , n. It is important that Zn has a smallest
element with respect to this total order. Define a function γ : Πn → Zn by γ(α,Z) :=
(γ1, . . . , γn) where
γi =
{
αi if i /∈ Z or αi < 0,
αi + d if i ∈ Z and αi ≥ 0.
We claim that for (α,Z) ∈ Πn,
XαfZ = X
γ(α,Z)u+ (terms lying in XβHfinn for β ≺ γ(α,Z)),
where u is some unit in Hfinn . In other words, XαfZ = Xγ(α,Z)u+(lower terms). Since
γ : Πn → Zn is a bijection and we already know that the {Xα |α ∈ Zn} form a basis for Hn
viewed as a right Hfinn -module by Theorem 2.2, the claim immediately implies the lemma.
To prove the claim, proceed by induction on n. If n = 1, the statement is quite obvious.
Now assume n > 1 and the statement has been proved for (n − 1). We need to consider
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XαfZ for (α,Z) ∈ Πn. If n /∈ Z, then the conclusion follows without difficulty from the
induction hypothesis, so assume n ∈ Z. Let α′ = (α1, . . . , αn−1) and Z ′ = Z − {n}. Then
by induction
Xα
′
fZ′ = X
γ(α′,Z′)u′ + (terms lying in Xβ′Hfinn−1 for β′ ≺ γ(α′, Z ′)),
where u′ is some unit in Hfinn−1. Multiplying on the left by Xαnn and on the right by fn, using
Lemma 3.1, one deduces that
XαfZ = X
αn+d
n X
γ(α′,Z′)u′ +Xαnn X
γ(α′,Z′)u′un + (terms lying in XβHfinn for β ≺ γ(α,Z))
where both u′ and u′un are units in Hfinn . Noting that
Xγ(α,Z) =
{
Xαn+dn X
γ(α′,Z′) if αn ≥ 0,
Xαnn X
γ(α′,Z′) if αn < 0,
this is of the desired form.
Lemma 3.3. (i) For 1 ≤ i ≤ n,
CifiHfinn ⊆ X−di fiHfinn +
i−1∑
k=1
PifkHfinn .
(ii) For 1 ≤ i ≤ j ≤ n,
Pj(Tj−1 − ξ) . . . (Ti+1 − ξ)(Ti − ξ)X−di fiHfinn ⊆
j∑
k=1
PjfkHfinn .
(iii) For n > 1, Hfinn−1fnHfinn = fnHfinn .
Proof. (i) Proceed by induction on i, the case i = 1 being immediate from (3.2). For
i > 1,
CifiHfinn = Ci(Ti−1 + ξCi−1Ci)fi−1Hfinn = (Ti−1 − ξ)Ci−1fi−1Hfinn
⊆ (Ti−1 − ξ)X−di−1fi−1Hfinn +
i−2∑
k=1
(Ti−1 − ξ)Pi−1fkHfinn
⊆ X−di (Ti−1 + ξCi−1Ci)fi−1Hfinn +
i−1∑
k=1
PifkHfinn = X−di fiHfinn +
i−1∑
k=1
PifkHfinn ,
applying Lemma 2.1, the relations in Hn especially (2.25), and the induction hypothesis.
(ii) Proceed by induction on (j − i), the conclusion being immediate in case j = i. If
j > i, an application of (2.25), combined with (i) to commute Ci past fi, gives that
Pj(Tj−1− ξ) . . . (Ti− ξ)X−di fiHfinn ⊆ Pj(Tj−1− ξ) . . . (Ti+1− ξ)X−di+1fi+1Hfinn +
j∑
k=1
PjfkHfinn .
Now apply the induction hypothesis.
(iii) By considering the antiautomorphism τ of Hfinn−1, one sees that Hfinn−1 is generated by
the elements Ci for 1 ≤ i ≤ n−1 and (Tj+ξCjCj+1) for 1 ≤ j < n−1, and the latter satisfy
the braid relations. We show that each of these generators of Hfinn−1 leave fnHfinn invariant.
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First, consider CifnHfinn for 1 ≤ i ≤ n−1. Expanding the definition of fn and commuting
Ci past the leading terms, it equals
(Tn−1 + ξCn−1Cn) . . . Ci(Ti + ξCiCi+1)fiHfinn .
By the relations, Ci(Ti + ξCiCi+1) = (Ti + ξCiCi+1)Ci+1. Now the conclusion in this case
follows immediately since Ci+1fiHfinn = fiHfinn .
Next, consider (Tj + ξCjCj+1)fnHfinn for 1 ≤ j < n− 1. Expanding and commuting again
gives that it equals
(Tn−1 + ξCn−1Cn) . . . (Tj + ξCjCj+1)(Tj+1 + ξCj+1Cj+2)(Tj + ξCjCj+1)fjHfinn .
Applying the braid relation gives
(Tn−1 + ξCn−1Cn) . . . (Tj+1 + ξCj+1Cj+2)(Tj + ξCjCj+1)(Tj+1 + ξCj+1Cj+2)fjHfinn
which again equals fnHfinn as required.
Lemma 3.4. If =
n∑
i=1
PnfiHfinn .
Proof. Let Hfin2...n denote the subalgebra of Hfinn generated by C2, . . . , Cn, T2, . . . , Tn−1, so
Hfin2...n ∼= Hfinn−1. We first claim that
Hfinn ⊆
n∑
i=1
(Ti−1 + ξCi−1Ci) . . . (T1 + ξC1C2)Hfin2...n +
n∑
i=1
(Ti−1 − ξ) . . . (T1 − ξ)C1Hfin2...n.
To prove this, it suffices to show that TwC
β lies in the right hand side for each w ∈ Sn, β ∈
Zn2 . Proceed by induction on the Bruhat order on w ∈ Sn, the case w = 1 being trivial. For
the induction step, we can find 1 ≤ i ≤ n and u ∈ S2...n such that
TwC
β = Ti−1 . . . T1TuCβ = Ti−1 . . . T1C
β1
1 TuC
β′
where β′ = (0¯, β2, . . . , βn). Now an argument using Lemma 2.1 gives that
TwC
β =
{
(Ti−1 + ξCi−1Ci) . . . (T1 + ξC1C2)TuCβ
′
if β1 = 0¯,
(Ti−1 − ξ) . . . (T1 − ξ)C1TuCβ′ if β1 = 1¯,
modulo lower terms of the form Tw′C
β′′ with w′ < w. The claim follows.
Now let J =∑ni=1PnfiHfinn . Clearly J ⊆ If . So it suffices for the lemma to show that
If ⊆ J . Noting that Hn = PnHfinn and using the result in the previous paragraph, we get
that
If = Hnf1Hn = Hnf1PnHfinn = Hnf1Hfinn = PnHfinn f1Hfinn
⊆
n∑
i=1
Pn(Ti−1 + ξCi−1Ci) . . . (T1 + ξC1C2)f1Hfinn +
n∑
i=1
Pn(Ti−1 − ξ) . . . (T1 − ξ)C1f1Hfinn .
Now, each Pn(Ti−1+ ξCi−1Ci) . . . (T1+ ξC1C2)f1Hfinn = PnfiHfinn ⊆ J . Also each Pn(Ti−1−
ξ) . . . (T1 − ξ)C1f1Hfinn is contained in J thanks to Lemma 3.3(i),(ii).
Lemma 3.5. If =
∑
(α,Z)∈Π+n
XαfZHfinn .
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Proof. We proceed by induction on n, the case n = 1 being almost obvious. So now
suppose that n > 1. Clearly we can assume that d > 0. It will be convenient to write I ′f for
the two-sided ideal of Hn−1 generated by f , so
I ′f =
∑
(α′,Z′)∈Π+n−1
Xα
′
fZ′Hfinn−1 (3.6)
by the induction hypothesis. Let J =∑(α,Z)∈Π+n XαfZHfinn . Obviously J ⊆ If . So in view
of Lemma 3.4, it suffices to show that XαfiHfinn ⊆ J for each α ∈ Zn and each i = 1, . . . , n.
Consider first XαfnHfinn . Write Xα = Xαnn Xβ for β ∈ Zn−1. Expanding Xβ in terms of
the basis of Hn−1 from Lemma 3.2, we see that
XαfnHfinn ⊆
∑
(α′,Z′)∈Πn−1
Xαnn X
α′fZ′Hfinn−1fnHfinn .
This is contained in J thanks to Lemma 3.3(iii).
Finally, consider XαfiHfinn with i < n. Write Xα = Xαnn Xβ for β ∈ Zn−1. By the
induction hypothesis,
XαfiHfinn = Xαnn XβfiHfinn ⊆
∑
(α′,Z′)∈Π+n−1
Xαnn X
α′fZ′Hfinn .
Now we need to consider the cases αn ≥ 0 and αn < d separately. The argument is entirely
similar in each case, so suppose in fact that αn ≥ 0. Then we show by induction on αn that
Xαnn X
α′fZ′Hfinn ⊆ J for each (α′, Z ′) ∈ Π+n−1. This is immediate if αn < d, so take αn ≥ d
and consider the induction step. Expanding fn using Lemma 3.1, the set
Xαn−dn X
α′fZ′fnHfinn ⊆ J
looks like the desired Xαnn X
α′fZ′Hfinn plus a sum of terms lying in Xαn−d+en I ′fHfinn with
0 ≤ e < d. It now suffices to show that each such Xαn−d+en I ′fHfinn ⊆ J . But by (3.6),
Xαn−d+en I ′fHfinn ⊆
∑
(α′,Z′)∈Π+n−1
Xαn−d+en X
α′fZ′Hfinn
and each such term lies in J by induction, since 0 ≤ αn − d+ e < αn.
Theorem 3.6. The canonical images of the elements
{XαCβTw | α ∈ Zn with 0 ≤ α1, . . . , αn < d, β ∈ Zn2 , w ∈ Sn}
form a basis for Hfn.
Proof. By Lemmas 3.2 and 3.5, the elements {XαfZ | (α,Z) ∈ Π+n } form a basis for If
viewed as a right Hfinn -module. Hence Lemma 3.2 implies that the elements
{Xα | α ∈ Zn with 0 ≤ α1, . . . , αn < d}
form a basis for a complement to If in Hn viewed as a right Hfinn -module. The theorem
follows at once.
§3-c. Cyclotomic Mackey theorem. We will need a special case of a Mackey theorem for
cyclotomic Hecke-Clifford superalgebras. Let f ∈ P1 be a polynomial of degree d > 0 of the
special form (3.1). LetHfn denote the corresponding cyclotomic Hecke-Clifford superalgebra.
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Given any y ∈ Hn, we will write y˜ for its canonical image in Hfn. Thus, Theorem 3.6 says
that the elements
{X˜αC˜βT˜w | α ∈ Zn with 0 ≤ α1, . . . , αn < d, β ∈ Zn2 , w ∈ Sn}
form a basis for Hfn.
It is obvious from Theorem 3.6 that the subalgebra of Hfn+1 spanned by the X˜αC˜βT˜w for
α ∈ Zn with 0 ≤ α1, . . . , αn < d, β ∈ Zn2 and w ∈ Sn is isomorphic to Hfn. We will write
ind
Hfn+1
Hfn
and res
Hfn+1
Hfn
for the induction and restriction functors between Hfn and Hfn+1, to
avoid confusion with the affine analogue from (2.27). So,
ind
Hfn+1
Hfn
M = Hfn+1 ⊗Hfn M.
Lemma 3.7. For all 1 ≤ i < n, j ≥ 0, k ∈ Z2,
Xji+1C
k
i+1Ti − TiXji Cki ∈
j∑
h=1
(
Xhi+1Ai +Xh−1i+1 Ci+1Ai
)
.
Proof. Rearrange (2.23) and (2.24).
Lemma 3.8. (i) Hfn+1 is a free right Hfn-module on basis
{X˜aj C˜bj T˜j . . . T˜n | 0 ≤ a < d, b ∈ Z2, 1 ≤ j ≤ n+ 1}.
(ii) Hfn+1 = HfnT˜nHfn ⊕
⊕
0≤a<d,b∈Z2
X˜an+1C˜
b
n+1Hfn as an (Hfn,Hfn)-bimodule.
(iii) For any 0 ≤ a < d, there are isomorphisms
X˜an+1Hfn ≃ Hfn, X˜an+1C˜n+1Hfn ≃ ΠHfn, HfnT˜nHfn ≃ Hfn ⊗Hfn−1 H
f
n,
as (Hfn,Hfn)-bimodules.
Proof. For (i), by Theorem 3.6 and dimension considerations, we just need to check that
Hfn+1 is generated as a right Hfn-module by the given elements. For this, it suffices to show
that all elements of the form
X˜αC˜βT˜j . . . T˜n (α ∈ Zn, β ∈ Zn2 , 0 ≤ α1, . . . , αn+1 < d)
lie in the right Hfn-module generated by {X˜ak C˜bkT˜k . . . T˜n | 0 ≤ a < d, b ∈ Z2, j ≤ k ≤ n+ 1}.
This involves considering terms of the form X˜ak C˜
b
kT˜k−1 . . . T˜n for j < k ≤ n+1 and 0 ≤ a <
d, b ∈ Z2, for which Lemma 3.7 is useful.
For (ii),(iii), define a map Hfn ×Hfn → HfnT˜nHfn, (u, v) 7→ uT˜nv. This is Hfn−1-balanced,
so induces a well-defined epimorphism
Φ : Hfn ⊗Hfn−1 H
f
n → HfnT˜nHfn
of (Hfn,Hfn)-bimodules. We know from (i) that Hfn ⊗Hfn−1 H
f
n is a free right Hfn-module on
basis X˜aj C˜
b
j T˜j . . . T˜n−1 ⊗ 1 for 1 ≤ j ≤ n, 0 ≤ a < d, b ∈ Z2. But Φ maps these elements
to X˜aj C˜
b
j T˜j . . . T˜n−1T˜n which, again using (i), form a basis for HfnT˜nHfn as a free right Hfn-
module. This shows that HfnT˜nHfn ≃ Hfn ⊗Hfn−1 H
f
n. Now the remaining parts of (ii), (iii)
are obvious consequences of (i).
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We have now decomposed Hfn+1 as an (Hfn,Hfn)-bimodule. So the same argument as for
Theorem 2.8 easily gives:
Theorem 3.9. Let M be an Hfn-module. Then, there is a natural isomorphism
res
Hfn+1
Hfn
ind
Hfn+1
Hfn
M ≃ (M ⊕ΠM)⊕d ⊕ indHfnHfn−1res
Hfn
Hfn−1
M
of Hfn-modules.
§3-d. Duality. We wish next to prove that the induction functor indH
f
n+1
Hfn
commutes with
the τ -duality. We need a little preliminary work.
Lemma 3.10. For 1 ≤ i ≤ n and a ≥ 0,
(T˜n + ξC˜nC˜n+1) . . . (T˜i + ξC˜iC˜i+1)X˜
a
i T˜i . . . T˜n = X˜
a
n+1 + (∗) (3.7)
where (∗) is a term lying in HfnT˜nHfn +
a−1∑
k=1
(
X˜kn+1Hfn + X˜k−1n+1C˜n+1Hfn
)
, and
(T˜n + ξC˜nC˜n+1) . . . (T˜i + ξC˜iC˜i+1)X˜
a
i C˜iT˜i . . . T˜n = X˜
a
n+1C˜n+1 + (∗∗) (3.8)
where (∗∗) is a term lying in HfnT˜nHfn +
a∑
k=1
(
X˜kn+1Hfn + X˜k−1n+1C˜n+1Hfn
)
.
Proof. We prove (3.7) and (3.8) simultaneously by induction on n = i, i + 1, . . . . In case
n = i, they follow from a calculation involving (2.23) or (2.24) respectively, together with
Lemma 3.7 to commute X˜an+1 and X˜
a
n+1C˜n+1 past T˜n. The induction step is similar, noting
that both (T˜n+1 + ξC˜n+1C˜n+2) and T˜n+1 centralize Hfn.
Lemma 3.11. For any s ∈ Hfn,
X˜dn+1s = −a0s+
(
a term lying in HfnT˜nHfn +
d−1∑
k=1
(
X˜kn+1Hfn + X˜k−1n+1C˜n+1Hfn
))
.
Proof. Recall the polynomial f ∈ F [X1] from (3.1). Its image f˜ ∈ Hfn is zero. Hence,
(T˜n + ξC˜nC˜n+1) . . . (T˜1 + ξC˜1C˜2)f˜ T˜1 . . . T˜n = 0.
But a calculation using (3.7) shows that the left hand side equals X˜dn+1 + a0 modulo terms
of the given form. The lemma follows easily on multiplying on the right by s.
Lemma 3.12. There exists an even (Hfn,Hfn)-bimodule homomorphism θ : Hfn+1 → Hfn
such that ker θ contains no non-zero left ideals of Hfn+1.
Proof. By Lemma 3.8(ii), we know that
Hfn+1 = Hfn ⊕ C˜n+1Hfn ⊕
d−1⊕
a=1
(
X˜an+1Hfn ⊕ X˜an+1C˜n+1Hfn
)
⊕HfnT˜nHfn
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as an (Hfn,Hfn)-bimodule. Let θ : Hfn+1 → Hfn be the projection onto the first summand of
this bimodule decomposition. We just need to show that if y ∈ Hfn+1 has the property that
θ(hy) = 0 for all h ∈ Hfn+1, then y = 0. Using Lemma 3.8(i), we may write
y =
d−1∑
a=0
(
X˜an+1sa + X˜
a
n+1C˜n+1ta
)
+
d−1∑
a=0
n∑
j=1
(
X˜aj T˜j . . . T˜nua,j + X˜
a
j C˜j T˜j . . . T˜nva,j
)
for sa, ta, ua,j , va,j ∈ Hfn. Consider θ(X˜d−1n+1C˜n+1y). An application of Lemma 3.7 reveals
that this equals td−1, hence td−1 = 0. Next consider θ(X˜n+1y). Using Lemma 3.11 as well
as Lemma 3.7 this time, we get that sd−1 = 0. Now consider similarly θ(X˜d−2n+1C˜n+1y),
θ(X˜2n+1y), θ(X˜
d−3
n+1C˜n+1y), θ(X˜
3
n+1y), . . . in turn to deduce td−2 = sd−2 = td−3 = sd−3 =
· · · = 0.
We have now reduced to the case that
y =
d−1∑
a=0
n∑
j=1
(
X˜aj T˜j . . . T˜nua,j + X˜
a
j C˜jT˜j . . . T˜nva,j
)
.
Now consider y′ := (T˜n + ξC˜nC˜n+1)y. Note
(T˜n + ξC˜nC˜n+1)T˜n−1T˜n = T˜n−1T˜n(T˜n−1 + ξC˜n−1C˜n)
so the terms of y with j < n yield terms of y′ which lie in HfnT˜nHfn. Hence, by Lemma 3.10
too,
y′ = X˜d−1n+1C˜n+1vd−1,n + (∗)
where (∗) is a term lying in HfnT˜nHfn+
d−1∑
k=1
(
X˜kn+1Hfn + X˜k−1n+1C˜n+1Hfn
)
. Now multiplying y′
by X˜d−1n+1C˜n+1 and applying θ, as in the previous paragraph, gives that vd−1,n = 0. Hence
in fact, by Lemma 3.10 once more, we have that
y′ = X˜d−1n+1ud−1,n + (∗)
and now one gets ud−1,n = 0 on multiplying by X˜n+1 and applying θ, again as in the previous
paragraph. Continuing in this way gives that all ua,n = va,n = 0.
Now repeat the argument in the previous paragraph again, this time considering y′ :=
(T˜n + ξC˜nC˜n+1)(T˜n−1 + ξC˜n−1C˜n)y, to get that all ua,n−1 = va,n−1 = 0. Continuing in this
way eventually gives the desired conclusion: y = 0.
Now we are ready to prove the main result of the subsection:
Theorem 3.13. There is a natural isomorphism Hfn+1⊗Hfn M ≃ HomHfn(H
f
n+1,M) for all
Hfn-modules M .
Proof. We show that there is an even isomorphism ϕ : Hfn+1 → HomHfn(H
f
n+1,Hfn) of
(Hfn+1,Hfn)-bimodules. The lemma then follows on applying the functor ? ⊗Hfn M : one
obtains natural isomorphisms
Hfn+1 ⊗Hfn M
ϕ⊗id−→ HomHfn(H
f
n+1,Hfn)⊗Hfn M ≃ HomHfn(H
f
n+1,M).
Note the existence of the second isomorphism here uses the fact that Hfn+1 is a projective
left Hfn-module, see [AF, 20.10].
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To construct ϕ, let θ be as in Lemma 3.12, and define ϕ(h) to be the map hθ, for each
h ∈ Hfn+1. One easily checks that ϕ : Hfn+1 → HomHfn(H
f
n+1,Hfn) is then a well-defined
homomorphism of (Hfn+1,Hfn)-bimodules. To see that it is an isomorphism, it suffices by
dimensions to check it is injective. Suppose ϕ(h) = 0 for some h ∈ Hfn+1. Then for every
x ∈ Hfn+1, θ(xh) = 0, i.e. the left ideal Hfn+1h is contained in ker θ. So Lemma 3.12 implies
h = 0.
Corollary 3.14. Hfn is a Frobenius superalgebra, i.e. there is an even isomorphism of left
Hfn-modules Hfn ≃ HomF (Hfn, F ) between the left regular module and the F -linear dual of
the right regular module.
Proof. Proceed by induction on n. For the induction step,
Hfn ≃ Hfn ⊗Hfn−1 H
f
n−1 ≃ Hfn ⊗Hfn−1 HomF (H
f
n−1, F )
≃ HomHfn−1(H
f
n,HomF (Hfn−1, F )) ≃ HomF (Hfn−1 ⊗Hfn−1 H
f
n, F )
≃ HomF (Hfn, F ),
applying Theorem 3.13 and adjointness of tensor and Hom.
For the next corollary, recall the duality induced by τ (2.32) on finite dimensional Hn-
modules. Since τ leaves the two-sided ideal If invariant, it induces a duality also denoted
τ on finite dimensional Hfn-modules.
Corollary 3.15. The exact functor ind
Hfn+1
Hfn
is both left and right adjoint to res
Hfn+1
Hfn
. More-
over, it commutes with duality in the sense that there is a natural isomorphism
ind
Hfn+1
Hfn
(M τ ) ≃ (indH
f
n+1
Hfn
M)τ
for all finite dimensional Hfn-modules M .
Proof. The fact that ind
Hfn+1
Hfn
= Hfn+1⊗Hfn? is right adjoint to res
Hfn+1
Hfn
is immediate from
Theorem 3.13, since HomHfn(H
f
n+1, ?) is right adjoint to restriction by adjointness of tensor
and Hom. But on finite dimensional modules, a standard check using (2.2) shows that the
functor τ ◦ indH
f
n+1
Hfn
◦ τ is also right adjoint to restriction. Now the remaining part of the
corollary follows by uniqueness of adjoint functors.
§3-e. Modifications in the degenerate case. In the degenerate case, Hfn becomes the
cyclotomic Sergeev superalgebra defined for f ∈ F [x1] ⊂ Hn a polynomial of the form
xd1 + ad−2x
d−2
1 + ad−4x
d−4
1 + . . . ,
i.e. the powers of x1 appearing are either all even or all odd and the leading coefficient is
1. By definition, Hfn = Hn/If where If is the two-sided ideal generated by f . The basis
theorem says that Hfn has basis given by the images of
{xαcβw | α ∈ Zn≥0 with 0 ≤ αi < d, β ∈ Zn2 , w ∈ Sn},
where If is the two-sided ideal of Hn generated by f .
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The proof is entirely similar to that of Theorem 3.6; actually in this case it is much more
straightforward. To give a little more detail, one defines the element fi = si−1 . . . s1fs1 . . . si−1
for each i = 1, . . . , n then defines fZ as before for Z ⊆ {1, . . . , n}. By (2.37),
fi = x
d
i + (a linear combination of terms lying in Pi−1xeiHfini for 0 ≤ e < d).
Given this one easily proves as in Lemma 3.2 that the
{xαfZ | Z ⊆ {1, . . . , n}, α ∈ Zn≥0 with 0 ≤ αi < d if i /∈ Z}
form a basis for Hn viewed as a right Hfinn -module. Moreover, arguing as for Lemma 3.5 the
{xαfZ |∅ 6= Z ⊆ {1, . . . , n}, α ∈ Zn≥0 with 0 ≤ αi < d if i /∈ Z}
form a basis for If as a right Hfinn -module. Finally, the proof is completed as in Theorem 3.6.
Theorem 3.9 goes through without significant alteration. Note a suitable decomposition
of Hfn+1 as an (Hfn,Hfn)-bimodule is
Hfn+1 =
⊕
0≤a<d,b∈Z2
xan+1c
b
n+1Hfn ⊕HfnsnHfn. (3.9)
To prove that induction commutes with duality, i.e. Theorem 3.13, there is a slight twist in
proving the analogue of Lemma 3.12: the map θ should be taken to be the projection
θ : Hfn+1 → xd−1n+1Hfn ≃ Hfn
along the direct sum decomposition (3.9).
4. The category of integral representations
§4-a. Affine Kac-Moody algebra. Now we introduce some standard Lie theoretic nota-
tion. Let us treat the case h 6=∞ first, when we let ℓ = (h− 1)/2 and g denote the twisted
affine Kac-Moody algebra of type A
(2)
2ℓ (over C), see [Kc, ch. 4, table Aff 2]. In particular
we label the Dynkin diagram by the index set I = {0, 1, . . . , ℓ} as follows:
❝ << <❝ ❝ ❝ ❝ ❝
0 1 2 ℓ−2 ℓ−1 ℓ
❝ ❝
0 1
if ℓ = 1.if ℓ ≥ 2, and
The weight lattice is denoted P , the simple roots are {αi | i ∈ I} ⊂ P and the corresponding
simple coroots are {hi | i ∈ I} ⊂ P ∗. The Cartan matrix (〈hi, αj〉)0≤i,j≤ℓ is
2 −2 0 · · · 0 0 0
−1 2 −1 · · · 0 0 0
0 −1 2 · · · 0 0 0
. . .
0 0 0 . . . 2 −1 0
0 0 0 . . . −1 2 −2
0 0 0 . . . 0 −1 2

if ℓ ≥ 2, and
(
2 −4
−1 2
)
if ℓ = 1.
Let {Λi | i ∈ I} ⊂ P denote fundamental dominant weights, so that 〈hi,Λj〉 = δi,j, and let
P+ ⊂ P denote the set of all dominant integral weights. Set
c = h0 +
ℓ∑
i=1
2hi, δ =
ℓ−1∑
i=0
2αi + αℓ. (4.1)
Then the Λ0, . . . ,Λℓ, δ form a Z-basis for P , and 〈c, αi〉 = 〈hi, δ〉 = 0 for all i ∈ I.
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In the case h =∞, we make the following changes to these definitions. First, we let ℓ =∞,
and g denotes the Kac-Moody algebra of type B∞, see [Kc, §7.11]. So I = {0, 1, 2, . . . },
corresponding to the nodes of the Dynkin diagram
❝< ❝ ❝
0 1 2
Note certain notions, for example the element c from (4.1), only make sense if one passes to
the completed algebra b∞, see [Kc, §7.12], though the intended meaning whenever we make
use of them should be obvious regardless.
Now, for either h < ∞ or h = ∞, we let UQ denote the Q-subalgebra of the universal
enveloping algebra of g generated by the Chevalley generators ei, fi, hi (i ∈ I). Recall these
are subject only to the relations
[hi, hj ] = 0, [ei, fj ] = δi,jhi, (4.2)
[hi, ej ] = 〈hi, αj〉ej , [hi, fj ] = −〈hi, αj〉fj, (4.3)
(ad ei)
1−〈hi,αk〉ek = 0, (ad fi)1−〈hi,αk〉fk = 0 (4.4)
for all i, j, k ∈ I with i 6= k. We let UZ denote the Z-form of UQ generated by the divided
powers e
(n)
i = e
n
i /n! and f
(n)
i = f
n
i /n!. Then, UZ has the usual triangular decomposition
UZ = U
−
Z U
0
ZU
+
Z .
We are particularly concerned here with the plus part U+Z , generated by all e
(n)
i . It is a
graded Hopf algebra over Z via the principal grading deg(e
(n)
i ) = n for all i ∈ I, n ≥ 0.
§4-b. Cyclotomic Hecke-Clifford superalgebras revisited. Given i ∈ I, define
q(i) := 2
q2i+1 + q−2i−1
q + q−1
∈ F. (4.5)
Note in particular that q(0) = 2. For λ ∈ P+, let Iλ denote the two-sided ideal of Hn
generated by the element
(X1 − 1)〈h0,λ〉
ℓ∏
i=1
(X1 +X
−1
1 − q(i))〈hi,λ〉 (4.6)
Up to a power of the unit X1, this is an element of the form (3.1), so the quotient superal-
gebra
Hλn := Hn/Iλ
is a special case of the cyclotomic Hecke-Clifford superalgebras introduced in the previous
section. This quotient of Hn defined for λ ∈ P+ should not be confused with the parabolic
subalgebra Hµ defined earlier for µ a composition of n.
Theorem 3.6 immediately gives the following basis theorem for Hλn:
Theorem 4.1. For any λ ∈ P+, the canonical images of the elements
{XαCβTw | α ∈ Zn with 0 ≤ α1, . . . , αn < 〈c, λ〉, β ∈ Zn2 , w ∈ Sn}
form a basis for Hλn. In particular, dimHλn = (2〈c, λ〉)n(n!).
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Remark 4.2. In the special case λ = Λ0 is the first fundamental dominant weight, the
cyclotomic Hecke-Clifford superalgebra Hλn can be identified with the superalgebra Hfinn .
This follows easily from Theorem 4.1: since 〈c,Λ0〉 = 1, HΛ0n has basis given by the images
of the elements {CβTw | β ∈ Zn2 , w ∈ Sn} just as Hfinn , and the multiplications are the same
by construction. See also [JN, Prop. 3.5].
Introduce the functors
prλ : Hn-mod→Hλn-mod, inflλ : Hλn-mod→Hn-mod . (4.7)
Here, inflλ is simply inflation along the canonical epimorphism Hn →Hλn, while on a module
M , prλM = M/IλM with the induced action of Hλn. The functor inflλ is right adjoint to
prλ, i.e. there is a functorial isomorphism
HomHλn(pr
λM,N) ≃ HomHn(M, inflλN). (4.8)
Note we will generally be sloppy and omit the functor inflλ in our notation. In other words,
we generally identify Hλn-mod with the full subcategory of Hn-mod consisting of all modules
M with IλM = 0.
§4-c. Elements Φ˜j. We will need certain elements of Hn defined originally by Jones and
Nazarov. Given 1 ≤ j < n, define
zj := Xj +X
−1
j −Xj+1 −X−1j+1 = X−1j (XjXj+1 − 1)(XjX−1j+1 − 1), (4.9)
Φ˜j := z
2
jTj + ξ
z2j
XjX
−1
j+1 − 1
− ξ z
2
j
XjXj+1 − 1CjCj+1. (4.10)
Then Φ˜j is equal to z
2
jΦj where Φj is the element defined by Jones and Nazarov in [JN,
(3.6)]. Note Φ˜j really does make sense as an element of Hn, unlike Φj which belongs to a
certain localization. An easy calculation as in [JN, (3.7)] gives that
Φ˜jX
±1
j = X
±1
j+1Φ˜j, Φ˜jX
±1
j+1 = X
±1
j Φ˜j , Φ˜jX
±1
k = X
±1
k Φ˜j, (4.11)
Φ˜jCj = Cj+1Φ˜j, Φ˜jCj+1 = CjΦ˜j, Φ˜jCk = CkΦ˜j (4.12)
for k 6= j, j + 1. Moreover, [JN, Prop. 3.1] implies that
Φ˜2j = z
2
j
(
X−2j (XjXj+1 − 1)2(XjX−1j+1 − 1)2 − ξ2X−1j X−1j+1(XjXj+1 − 1)2
− ξ2X−1j Xj+1(XjX−1j+1 − 1)2
)
. (4.13)
In order to make use of this, we need the following technical lemma:
Lemma 4.3. Suppose a, b ∈ F× with b+ b−1 = q(i) for some i ∈ I. If
a−2(ab− 1)2(ab−1 − 1)2(a−2(ab− 1)2(ab−1 − 1)2 − ξ2a−1b−1(ab− 1)2
− ξ2a−1b(ab−1 − 1)2) = 0.
then a+ a−1 = q(j) for j ∈ I with |i− j| ≤ 1.
Proof. Follow [JN, (4.1)–(4.4)].
A more lengthy calculation also as in [JN, Prop. 3.1] shows that the elements Φ˜j satisfy
the braid relations, i.e.
Φ˜iΦ˜j = Φ˜jΦ˜i, Φ˜iΦ˜i+1Φ˜i = Φ˜i+1Φ˜iΦ˜i+1, (4.14)
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for all admissible i, j with |i − j| > 1. This means that for any w ∈ Sn, we obtain well-
defined elements Φ˜w ∈ Hn, namely, Φ˜w := Φ˜i1 . . . Φ˜im where w = si1 . . . sim is any reduced
expression for w. According to (4.11),(4.12), these elements have the property that
Φ˜wX
±1
i = X
±1
wi Φ˜w, Φ˜wCi = CwiΦ˜w, (4.15)
for all w ∈ Sn, 1 ≤ i ≤ n. Note we will not make essential use of (4.15) or the fact that the
Φ˜i satisfy the braid relations in what follows.
§4-d. Integral representations. Now call an An-module M integral if it is finite dimen-
sional and moreover all eigenvalues of X1+X
−1
1 , . . . ,Xn+X
−1
n onM are of the form q(i) for
i ∈ I, see (4.5). Call an Hn-module, or more generally an Hµ-module for µ a composition of
n, integral if it is integral on restriction to An. In what follows we will restrict our attention
to these modules, and write RepI Hn (resp. RepI An, RepI Hµ) for the full subcategory of
Hn-mod (resp. An-mod, Hµ-mod) consisting of all integral modules.
Lemma 4.4. Let M be a finite dimensional Hn-module, and 1 ≤ j ≤ n. Assume that the
eigenvalues of Xj +X
−1
j on M are of the form q(i), i ∈ I. Then the same is true for the
eigenvalues of all other Xk +X
−1
k , k = 1, 2, . . . , n.
Proof. It suffices to show that the eigenvalues of Xj + X
−1
j are of the form q(i) if and
only if the eigenvalues of Xj+1 +X
−1
j+1 are of the same form, for 1 ≤ j < n. Actually, by
an argument involving conjugation with the automorphism σ, it suffices just to prove the
‘if’ part. So assume that all eigenvalues of Xj+1 + X
−1
j+1 on M are of the form q(i) for
various i ∈ I. Let a 6= 0 be an eigenvalue for the action of Xj on M . We have to prove
that a+ a−1 is also of the form q(i). Since Xj and Xj+1 commute, we can pick v lying in
the a-eigenspace of Xj so that v is also an eigenvector for Xj+1, of eigenvalue b say. By
assumption, b + b−1 = q(i) for some i ∈ I. Now let Φ˜j be the element (4.10). By (4.11),
(Xj+1 +X
−1
j+1)Φ˜j = Φ˜j(Xj +X
−1
j ). So if Φ˜jv 6= 0, we get that
(a+ a−1)Φ˜jv = Φ˜j(Xj +X−1j )v = (Xj+1 +X
−1
j+1)Φ˜jv
so that a + a−1 = q(i′) for some i′ ∈ I by assumption. Else, Φ˜jv = 0 so Φ˜2jv = 0. So
applying (4.13) and Lemma 4.3, we again get that a+ a−1 = q(i′) for some i′ ∈ I.
Corollary 4.5. Let M be a finite dimensional Hn-module. Then M is integral if and only
if IλM = 0 for some λ ∈ P+.
Proof. If IλM = 0, then the eigenvalues of X1+X−11 on M are of the form q(i) for i ∈ I,
by definition of Iλ. Hence M is integral in view of Lemma 4.4. Conversely, suppose that M
is integral. Then the minimal polynomial of X1+X
−1
1 on M is of the form
∏
i∈I(t− q(i))λi
for some λi ≥ 0. So if we set λ = 2λ0Λ0 + λ1Λ1 + · · · + λℓΛℓ ∈ P+, we certainly have that
the element (4.6) acts as zero on M .
Recall from §2-c that RepHλn denotes the category of all finite dimensional Hλn-modules.
Corollary 4.5 implies that the functors prλ and inflλ from (4.7) restrict to a well-defined
adjoint pair of functors at the level of integral representations:
prλ : RepI Hn → RepHλn, inflλ : RepHλn → RepI Hn. (4.16)
Let us also check at this point that induction from a parabolic subalgebra of Hn preserves
integral representations, the analogous fact for restriction being obvious.
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Lemma 4.6. Let µ be a composition of n and M be an integral Hµ-module. Then, indnµM
is an integral Hn-module.
Proof. By Theorem 2.2, indnµM is spanned by elements Tw ⊗m for m ∈M , in particular
it is finite dimensional. Let
Yj =
∏
i∈I
(Xj +X
−1
j − q(i)).
By Corollary 4.5, it suffices to show that Y N1 annihilates ind
n
λM for sufficiently large N .
Consider Y N1 Tw ⊗m for w ∈ Sn,m ∈ M . We may write Tw = TuT1 . . . Tk for u ∈ S2...n ∼=
Sn−1 and 0 ≤ k < n. Then, Y N1 commutes with Tu, so we just need to consider Y N1 T1 . . . Tk⊗
m. Now using the commutation relations, one checks that Y N1 T1 . . . Tk⊗m can be rewritten
as an Hn-linear combination of elements of the form 1⊗ Y N ′j m for 1 ≤ j ≤ n and N − k ≤
N ′ ≤ N . Since M is integral by assumption, we can choose N sufficiently large so that each
such term is zero.
It follows that the functors indnµ, res
n
µ restrict to well-defined functors
indnµ : RepI Hµ → RepI Hn, resnµ : RepI Hn → RepI Hµ (4.17)
on integral representations. Similar remarks apply to more general induction and restriction
between nested parabolic subalgebras of Hn.
§4-e. Modules over An. Let i ∈ I and define
b±(i) =
q(i)
2
±
√
q(i)2
4
− 1, (4.18)
i.e. the roots of the equation x+x−1 = q(i). Let L(i) denote the vector superspace on basis
w,w′, where w is even and w′ is odd, made into an A1-module so that
C1w = w
′, C1w′ = w, X±11 w = b±(i)w, X
±1
1 w
′ = b∓(i)w′.
One easily checks:
Lemma 4.7. For each i ∈ I, L(i) is an irreducible A1-module, of type M if i 6= 0 and
of type Q if i = 0. Moreover, the modules {L(i) | i ∈ I} form a complete set of pairwise
non-isomorphic irreducibles in RepI A1.
Recall that An ∼= A1⊗· · ·⊗A1 (n times) as superalgebras. Hence, for i = (i1, . . . , in) ∈ In,
we can consider the irreducibleAn-module L(i1)⊛· · ·⊛L(in). By Lemma 4.7 and the general
theory of outer tensor products §2-b, one obtains:
Lemma 4.8. The An-modules {L(i1)⊛ · · ·⊛L(in) | i ∈ In} form a complete set of pairwise
non-isomorphic irreducible An-modules. Moreover, let γ0 denote the number of j = 1, . . . , n
such that ij = 0. Then, L(i1)⊛ · · ·⊛L(in) is of type M if γ0 is even and type Q if γ0 is odd.
Finally, dimL(i1)⊛ · · ·⊛ L(in) = 2n−⌊γ0/2⌋.
Now let M be any module in RepI An. For any i ∈ In, let M [i] be the largest submodule
of M all of whose composition factors are isomorphic to L(i1)⊛ · · · ⊛ L(in). Alternatively,
since each Xk+X
−1
k acts on L(i1)⊛ · · ·⊛L(in) by the scalar q(ik) and all the scalars q(i) for
i ∈ I are distinct, we can describe M [i] as the simultaneous generalized eigenspace for the
commuting operators X1+X
−1
1 , . . . ,Xn+X
−1
n corresponding to eigenvalues q(i1), . . . , q(in),
respectively. Hence:
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Lemma 4.9. For any M ∈ RepI An, M =
⊕
i∈In
M [i] as an An-module.
We write K(RepI An), K(RepI Hn), . . . for the Grothendieck groups of the categories
RepI An,RepI Hn, . . . , defined as in §2-c. Note for an integral An-moduleM , knowledge of
the dimensions of the spaces M [i] for all i is equivalent to knowing the coefficients ai when
[M ] ∈ K(RepI An) is expanded as
[M ] =
∑
i∈In
ai[L(i1)⊛ · · ·⊛ L(in)]
in terms of the basis {[L(i1)⊛ · · ·⊛ L(in)] | i ∈ In}.
Now suppose instead that M is an integral Hn-module, so that its restriction resn1,...,1M
to An is in RepI An. We define the formal character of M by:
chM = [resn1,...,1M ] ∈ K(RepI An). (4.19)
Since the functor resn1,...,1 is exact, ch induces a homomorphism
ch : K(RepI Hn)→ K(RepI An)
at the level of Grothendieck groups. We will later see that this map is actually injective
(Theorem 5.12), justifying the terminology. Note we will occasionally consider characters
of integral modules over parabolic subalgebras Hµ for µ a composition of n, or over the
cyclotomic algebras Hλn for λ ∈ P+. The definitions are modified in these cases in obvious
ways.
Lemma 4.10. Let i = (i1, . . . , in) ∈ In. Then
ch indn1,...,1L(i1)⊛ · · ·⊛ L(in) =
∑
w∈Sn
[L(iw−11)⊛ · · ·⊛ L(iw−1n)]
Proof. This follows from Theorem 2.8 with µ = ν = (1n).
Lemma 4.11. (“Shuffle Lemma”) Let n = m+k, and let M ∈ RepI Hm and K ∈ RepI Hk
be irreducible. Assume
chM =
∑
i∈Im
ai[L(i1)⊛ · · ·⊛ L(im)], chK =
∑
j∈Ik
bj[L(j1)⊛ · · ·⊛ L(jk))].
Then
ch indnm,kM ⊛K =
∑
i∈Im
∑
j∈Ik
aibj(
∑
h
L(h1)⊛ · · · ⊛ L(hn)),
where the last sum is over all h = (h1, . . . , hn) ∈ In which are obtained by shuffling i and
j, i.e. there exist 1 ≤ u1 < · · · < um ≤ n such that (hu1 , . . . , hum) = (i1, . . . , im), and
(h1, . . . , ĥu1 , . . . , ĥum , . . . , hn) = (j1, . . . , jk).
Proof. This follows from Theorem 2.8 with µ = (1n) and ν = (m,k).
§4-f. Central characters. Recall by Theorem 2.3 that every element z of the center
Z(Hn) of Hn can be written as a symmetric polynomial f(X1+X−11 , . . . ,Xn+X−1n ) in the
Xk +X
−1
k . Given i ∈ In, we associate the central character
χi : Z(Hn)→ F, f(X1 +X−11 , . . . ,Xn +X−1n ) 7→ f(q(i1), . . . , q(in)).
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Consider the natural left action of Sn on I
n by place permutation. We write i ∼ j if i, j lie
in the same orbit. The following lemma follows immediately from the fact that the q(i) are
distinct as i runs over the index set I.
Lemma 4.12. For i, j ∈ In, χi = χj if and only if i ∼ j.
Given i ∈ In, we define its weight wt(i) ∈ P by
wt(i) =
∑
i∈I
γiαi where γi = ♯{j = 1, . . . , n | ij = i}. (4.20)
So wt(i) is an element of the set Γn of non-negative integral linear combinations γ =∑
i∈I γiαi of the simple roots such that
∑
i∈I γi = n. Obviously, the Sn-orbit of i is uniquely
determined by its weight, so we obtain a labelling of the orbits of Sn on I
n by the elements
of Γn. We will also use the notation χγ for the central character χi where i is any element
of In with wt(i) = γ. So χi = χwt(i).
Now let M be an integral Hn-module and γ =
∑
i∈I γiαi ∈ Γn. We let M [γ] denote the
generalized eigenspace of M over Z(Hn) that corresponds to the central character χγ , i.e.
M [γ] = {m ∈M | (z − χγ(z))km = 0 for all z ∈ Z(Hn) and k ≫ 0}.
Observe this is an Hn-submodule of M . Now, for any i ∈ In with wt(i) = γ, Z(Hn) acts on
L(i1)⊛ · · · ⊛ L(in) via the central character χγ . So applying Lemma 4.12, we see that
M [γ] =
⊕
i with wt(i)=γ
M [i],
recalling the decomposition of M as an An-module from Lemma 4.9. Therefore:
Lemma 4.13. Any integral Hn-module M decomposes as
M =
⊕
γ∈Γn
M [γ]
as an Hn-module.
Thus the {χγ |γ ∈ Γn} exhaust the possible central characters that can arise in an integral
Hn-module, while Lemma 4.10 shows that every such central character does arise in some
integral Hn-module.
Let us write Repγ Hn for the full subcategory of RepI Hn consisting of all modules M
with M [γ] =M . Then, Lemma 4.13 implies that there is an equivalence of categories
RepI Hn ∼=
⊕
γ∈Γn
Repγ Hn. (4.21)
We say that RepγHn is the block of RepI Hn corresponding to the central character χγ . In
particular, if M 6= 0 is indecomposable then M belongs to RepγHn, i.e. M = M [γ], for a
unique γ ∈ Γn.
We can extend some of these notions to Hλn-modules, for λ ∈ P+. In particular, if
M ∈ RepHλn, we also write M [γ] for the summand M [γ] of M defined by first viewing
M as an Hn-module by inflation. Also write RepγHλn for the full subcategory of RepHλn
consisting of the modules M with M =M [γ]. Thus we also have a decomposition
RepHλn ∼=
⊕
γ∈Γn
RepγHλn (4.22)
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induced by (4.21). Note though that we should not yet refer to Repγ Hλn as a block of
RepHλn: the center of Hλn may be larger than the image of the center of Hn, so we cannot
yet assert that Z(Hλn) acts on M [γ] by a single central character. Also we no longer know
precisely which γ ∈ Γn have the property that RepγHλn is non-trivial. These questions will
be settled in §8-d.
§4-g. Kato’s theorem. Let i ∈ I. Introduce the principal series module
L(in) := indn1,...,1L(i)⊛ · · ·⊛ L(i). (4.23)
By Lemma 4.10, we know immediately that ch L(in) = n![L(i) ⊛ · · · ⊛ L(i)], hence L(in)
belongs to the block Repnαi Hn. In particular, for each k = 1, . . . , n, the only eigenvalue of
the element Xk + X
−1
k on L(i
n) is q(i). In addition, if i = 0, then the only eigenvalue of
each Xk is 1.
Lemma 4.14. Let n ≥ 2, 1 ≤ j < n, i ∈ I − {0}, and v ∈ L(i) ⊠ · · · ⊠ L(i) (n copies).
Then X−1j (1− CjCj+1)v 6= (1− CjCj+1)Xj+1v.
Proof. The elements of An which are involved in the inequality act only on the positions
j and j + 1 in the tensor product. So we may assume that n = 2 and j = 1. Let
v = aw ⊗ w + bw ⊗ w′ + cw′ ⊗ w + dw′ ⊗ w′
for a, b, c, d ∈ F . Then
X−11 (1− C1C2)v = (b−(i)a+ b−(i)d)w ⊗ w + (b−(i)b+ b−(i)c)w ⊗ w′
+ (b+(i)c − b+(i)b)w′ ⊗ w + (b+(i)d − b+(i)a)w′ ⊗ w′,
(1− C1C2)X2v = (b+(i)a+ b−(i)d)w ⊗ w + (b−(i)b + b+(i)c)w ⊗ w′
+ (b+(i)c− b−(i)b)w′ ⊗w + (b−(i)d − b+(i)a)w′ ⊗ w′.
Now the lemma follows from the inequality b−(i) 6= b+(i) for i 6= 0.
Lemma 4.15. Let i ∈ I. Set L = L(i)⊛ · · ·⊛ L(i), so L(in) = Hn ⊗An L.
(i) If i 6= 0, the common q(i)-eigenspace of the operators X1 +X−11 , . . . ,Xn−1 +X−1n−1 on
L(in) is precisely 1 ⊗ L, which is contained in the q(i)-eigenspace of Xn + X−1n too.
Moreover, all Jordan blocks of X1 +X
−1
1 on L(i
n) are of size n.
(ii) If i = 0, the common 1-eigenspace of the operators X1, . . . ,Xn−1 on L(in) is precisely
1 ⊗ L, which is contained in the 1-eigenspace of Xn too. Moreover, all Jordan blocks
of X1 on L(i
n) are of size n.
Proof. We prove (i), (ii) being similar. Note L(in) =
⊕
x∈Sn Tx⊗L, since by Theorem 2.2
we know that Hn is a free right An-module on basis {Tx | x ∈ Sn}.
We first show that the eigenspace of X1+X
−1
1 is a sum of the subpaces of the form Ty⊗L,
where y ∈ S2...n ∼= Sn−1 is the subgroup of Sn generated by s2, . . . , sn−1. Well, any Tx can
be written as TyT1T2 . . . Tj for some y ∈ S2...n and 0 ≤ j < n. Note
(Xj+1 +X
−1
j+1 − q(i))v = 0
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for any v ∈ L, by definition of L. Now the defining relations of Hn especially (2.21), (2.22)
imply
(X1 +X
−1
1 − q(i))TyT1T2 . . . Tj ⊗ v =
ξTyT1 . . . Tj−1 ⊗ (X−1j (1− CjCj+1)− (1− CjCj+1)Xj+1)v + (∗),
where (∗) stands for a sum of terms which belong to subspaces of the form Ty′T1 . . . Tk ⊗ L
for y′ ∈ S2...n and 0 ≤ k < j − 1.
Now assume that a linear combination
z :=
∑
y∈S2...n
∑
0≤j<n
∑
v∈L
cy,j,vTyT1T2 . . . Tj ⊗ v
is an eigenvector for X1 +X
−1
1 . Then it must be annihilated by X1 +X
−1
1 − q(i). Choose
the maximal j for which the coefficient cy,j,v is non-zero, and for this j choose the maximal
(with respect to the Bruhat order) y such that cy,j,v is non-zero. Then the calculation above
and Lemma 4.14 show that (X1 +X
−1
1 − q(i))z 6= 0 unless j = 0. This proves our claim on
the eigenspace of X1 +X
−1
1 .
Now apply the same argument to see that the common eigenspace of X1 + X
−1
1 and
X2 + X
−1
2 is spanned by Ty ⊗ L for y ∈ S3...n, and so on, yielding the first claim in (i).
Finally, define
V (m) := {z ∈ L(in) | (X1 +X−11 − q(i))mz = 0}.
It follows by induction from the calculation above and Lemma 4.14 that
V (m) = span{TyT1T2 . . . Tj ⊗ v | y ∈ S2...n, j < m, v ∈ L},
giving the second claim.
Now we are ready to prove the main theorem giving the structure of the principal series
module L(in), compare [Kt].
Theorem 4.16. Let i ∈ I and µ = (µ1, . . . , µu) be a composition of n.
(i) L(in) is irreducible of the same type as L(i)⊛ · · · ⊛ L(i), i.e. type M if either i 6= 0 or
i = 0 and n is even, type Q otherwise, and it is the only irreducible module in its block.
(ii) All composition factors of resnµL(i
n) are isomorphic to L(iµ1) ⊛ · · · ⊛ L(iµu), and
soc resnµL(i
n) is irreducible.
(iii) soc resnn−1L(i
n) ∼= resn−1,1n−1 L(in−1)⊛ L(i).
Proof. Denote L(i)⊛ · · ·⊛ L(i) by L.
(i) Let M be a non-zero Hn-submodule of L(in). Then, resn1,...,1M must contain an A1-
submodule N isomorphic to L. But the commuting operators X1 + X
−1
1 , . . . ,Xn + X
−1
n
(or X1, . . . ,Xn if i = 0) act on L as scalars, giving that N is contained in their common
eigenspace on L(in). But by Lemma 4.15, this implies that N = 1⊗L. This shows that M
contains 1⊗ L, but this generates the whole of L(in) over Hn. So M = L(in).
To see that the type of L(in) is the same as the type of L, the functor indn1,...,1 determines
a map
EndAn(L)→ EndHn(L(in)).
We just need to see that this is an isomorphism, which we do by constructing the inverse
map. Let f ∈ EndHn(L(in)). Then f leaves 1 ⊗ L invariant by Lemma 4.15, so f restricts
to an An-endomorphism f¯ of L.
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Finally, to see that L(in) is the only irreducible in its block, we have already observed
using Lemma 4.10 that ch L(in) = n![L(i) ⊛ · · · ⊛ L(i)]. Hence all composition factors of
resn1,...,1L(i
n) are isomorphic to L(i)⊛ · · · ⊛ L(i). Now apply Frobenius reciprocity and the
fact just proved that L(in) is irreducible.
(ii) That all composition factors of resnµL(i
n) are isomorphic to L(iµ1) ⊛ · · · ⊛ L(iµu)
follows from the parabolic analogue of (i). To see that soc resnµL(i
n) is simple, note that
the submodule Hµ ⊗ L of resHµL(in) is isomorphic to L(iµ1) ⊛ · · · ⊛ L(iµl). This module
is irreducible, and so it is contained in the socle. Conversely, let M be an irreducible Hµ-
submodule of L(in). Then using Lemma 4.15 as in the proof of (i), we see that M must
contain 1⊗ L, hence Hµ ⊗ L.
(iii) By (ii), L(in) has a unique Hn−1,1-submodule isomorphic to L(in−1)⊛L(i), namely,
Hn−1,1⊗L. Since this is completely reducible on restriction to Hn−1, it follows thatHn−1,1⊗
L ⊆ soc resnn−1L(in). Conversely, take any irreducible Hn−1-submodule M of L(in). The
common eigenspace of X1+X
−1
1 , . . . ,Xn−1+X
−1
n−1 (resp. X1, . . . ,Xn−1 if i = 0) onM must
lie in 1⊗ L by Lemma 4.15. Hence, M ⊆ Hn−1,1 ⊗ L which completes the proof.
§4-h. Covering modules. Fix i ∈ I and n ≥ 1 throughout the subsection. We will
construct for each m ≥ 1 an Hn-module Lm(in) with irreducible cosocle isomorphic to L(in).
Let J (in) denote the annihilator in Hn of L(in). Introduce the quotient superalgebra
Rm(in) := Hn/J (in)m (4.24)
for each m ≥ 1. One checks that J (in) contains (Xk +X−1k − q(i))n! for each k = 1, . . . , n.
It follows easily from this that each superalgebra Rm(in) is finite dimensional. Moreover,
by Theorem 4.16, L(in) is the unique irreducible Rm(in)-module up to isomorphism.
Let Lm(i
n) denote a projective cover of L(in) in the category Rm(in)-mod. For conve-
nience, we also define L0(i
n) = R0(in) = 0. Note we know the dimension of L(in) from
Lemma 4.8, and moreover L(in) is of type Q if i = 0 and n is odd, type M otherwise. Using
this and the general theory of finite dimensional superalgebras, one shows:
Lemma 4.17. For each m ≥ 1,
Rm(in) ≃

(Lm(i
n)⊕ΠLm(in))⊕2n−1(n!) if i 6= 0,
(Lm(i
n)⊕ΠLm(in))⊕2(n−2)/2(n!) if i = 0 and n is even,
Lm(i
n)⊕2(n−1)/2(n!) if i = 0 and n is odd,
as left Hn-modules. Moreover, Lm(in) admits an odd involution if and only if i = 0 and n
is odd.
There are obvious surjections
R1(in)և R2(in)և . . . . (4.25)
In the case m = 1, we certainly have that L1(i
n) ∼= L(in); let us assume by the choice of
L1(i
n) that in fact L1(i
n) = L(in). Then we can choose the Lm(i
n) for m > 1 so that the
the maps (4.25) induce even maps
L1(i
n)և L2(i
n)և . . . . (4.26)
Moreover, in case i = 0 and n is odd, we can choose the odd involutions
θm : Lm(i
n)→ Lm(in) (4.27)
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given by Lemma 4.17 in such a way that they are compatible with the maps in (4.26).
The significance of the Hn-modules Rm(in) is explained by the following lemma:
Lemma 4.18. Let M be an Hn-module annihilated by J (in)k for some k. Then, there is
a natural isomorphism
HomHn(Rm(in),M) ∼−→M
for all m ≥ k.
Proof. The assumption implies that M is the inflation of an Rm(in)-module. So
HomHn(Rm(in),M) ≃ HomRm(in)(Rm(in),M) ≃M,
all isomorphisms being the natural ones.
Let us finally consider the most important case n = 1 in more detail. In this case, one
easily checks that the ideal J (i)m is generated by (X1+X−11 − q(i))m if i 6= 0 or (X1− 1)m
if i = 0. It follows that
dimRm(i) =
{
4m if i 6= 0,
2m if i = 0.
(4.28)
Moreover, Lemma 4.17 shows in this case that
Rm(i) ≃
{
Lm(i)⊕ΠLm(i) if i 6= 0,
Lm(i) if i = 0.
(4.29)
Hence, dimLm(i) = 2m in either case. Using this, it follows easily that Lm(i) can be
described alternatively as the vector superspace on basis w1, . . . , wm, w
′
1, . . . , w
′
m, where
each wk is even and each w
′
k is odd, with H1-module structure uniquely determined by
X1wk = b+(i)wk + wk+1, C1wk = w
′
k
for each k = 1, . . . ,m, interpreting wm+1 as 0. Using this explicit description, one now
checks routinely that Lm(i) is uniserial with m composition factors all ≃ L(i).
We can also describe the map Lm(i) և Lm+1(i) from (4.26) explicitly: it is the identity
on w1, . . . , wm, w
′
1, . . . , w
′
m but maps wm+1 and w
′
m+1 to zero. Also, the map θm from (4.27)
can be chosen so that
wk 7→
√−1w′k, w′k 7→ −
√−1wk
for each k = 1, . . . ,m.
§4-i. Modifications in the degenerate case. For i ∈ I, the definition (4.5) of q(i)
becomes
q(i) = i(i+ 1) ∈ F (4.30)
for each i ∈ I. For λ ∈ P+, the quotient superalgebra Hλn, is defined to be the quotient
Hn/Iλ of the affine Sergeev superalgebra Hn by the two-sided ideal Iλ generated by
x
〈h0,λ〉
1
ℓ∏
i=1
(x21 − q(i))〈hi,λ〉. (4.31)
The basis theorem for Hλn gives that Hλn has a basis given by the images of the elements
{xαcβw | α ∈ Zn≥0 with 0 ≤ αi < 〈c, λ〉, β ∈ Zn2 , w ∈ Sn}. (4.32)
The definition of the category RepI Hn of integral representations is modified in the appro-
priate way to ensure that the integral representations of Hn are precisely the inflations of
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finite dimensional representations of Hλn for λ ∈ P+. To be precise, an integral An-module
now means a finite dimensional An-module such that the eigenvalues of all x21, . . . , x2n are of
the form q(i) for i ∈ I. The appropriate analogue of Lemma 4.4, involving elements x2j now
of course, is proved using the elements
Φj = sj(x
2
j − x2j+1) + (xj + xj+1) + cjcj+1(xj − xj+1)
from [N, (3.4)]. Proofs of the basic properties of Φj, analogous to those in §4-c, can be found
in [N, Prop. 3.2] and at the end of [N, §4].
The module L(i) in §4-e is now defined to be the A1-module on basis w,w′ with action
cw = w′, cw′ = w, xw =
√
q(i)w, xw′ = −
√
q(i)w′.
The remaining definitions go through more or less unchanged: for example for an integral
Hn-module M , M [i] is the simultaneous generalized eigenspace of the operators x21, . . . , x2n
corresponding to eigenvalues q(i1), . . . , q(in) respectively.
Kato’s theorem (Theorem 4.16) is the same, as is Lemma 4.15 when Xi+X
−1
i is replaced
by x2i and eigenvalue 1 for Xi is replaced by eigenvalue 0 for xi in the usual way. Note the
main technical fact needed in the proof of Lemma 4.15 is the following: for i 6= 0, and every
0 6= v ∈ L(i)⊠ · · · ⊠ L(i) (n copies),
(xj(1− cjcj+1) + (1− cjcj+1)xj+1)v 6= 0
for each j = 1, . . . , n− 1.
5. Crystal operators
§5-a. Multiplicity-free socles. The arguments in this subsection are based on [GV]. Let
M ∈ RepI Hn and i ∈ I. Define ∆iM to be the generalized q(i)-eigenspace of Xn+X−1n on
M . Alternatively,
∆iM =
⊕
i∈In, in=i
M [i],
recalling the decomposition from Lemma 4.9. Note since Xn+X
−1
n is central in the parabolic
subalgebra Hn−1,1 of Hn, ∆iM is invariant under this subalgebra. So in fact, ∆i can be
viewed as an exact functor
∆i : RepI Hn → RepI Hn−1,1, (5.1)
being defined on morphisms simply as restriction. Clearly, there is an isomorphism of
functors
resnn−1,1 ≃ ∆0 ⊕∆1 ⊕ · · · ⊕∆ℓ.
Slightly more generally, given m ≥ 0, define
∆im : RepI Hn → RepI Hn−m,m (5.2)
so that ∆imM is the simultaneous generalized q(i)-eigenspace of of the commuting operators
Xk + X
−1
k for k = n − m + 1, . . . , n. In view of Theorem 4.16(i), ∆imM can also be
characterized as the largest submodule of resnn−m,mM all of whose composition factors are
of the form N ⊛ L(im) for irreducible N ∈ RepI Hn−m.
The definition of ∆im implies functorial isomorphisms
HomHn−m,m(N ⊠ L(i
m),∆imM) ≃ HomHn(indnn−m,mN ⊠ L(im),M)
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for N ∈ RepI Hn−m, M ∈ RepI Hn. For irreducible N this immediately imples:
HomHn−m,m(N ⊛ L(i
m),∆imM) ∼= HomHn(indnn−m,mN ⊛ L(im),M). (5.3)
Also from definitions we get:
Lemma 5.1. Let M ∈ RepI Hn with chM =
∑
i∈In ai[L(i1) ⊛ · · · ⊛ L(in)]. Then we have
that ch ∆imM =
∑
j aj [L(j1) ⊛ · · · ⊛ L(jn)], summing over all j ∈ In with jn−m+1 = · · · =
jn = i.
Now for i ∈ I and M ∈ RepI Hn, define
εi(M) = max{m ≥ 0 |∆imM 6= 0}. (5.4)
Note Lemma 5.1 shows that εi(M) can be worked out just from knowledge of the character
chM .
Lemma 5.2. Let M ∈ RepI Hn be irreducible, i ∈ I, ε = εi(M). If N ⊛ L(im) is an
irreducible submodule of ∆imM for some 0 ≤ m ≤ ε, then εi(N) = ε−m.
Proof. The definitions imply immediately that εi(N) ≤ ε−m. For the reverse inequality,
(5.3) and the irreducibility of M gives that M is a quotient of indnn−m,mN ⊛ L(im). So
applying the exact functor ∆iε , ∆iεM 6= 0 is a quotient of ∆iε(indnn−m,mN ⊛ L(im)). In
particular, ∆iε(ind
n
n−m,mN ⊛ L(im)) 6= 0. Now one gets that εi(N) ≥ ε −m applying the
Shuffle Lemma (Lemma 4.11) and Lemma 5.1.
Lemma 5.3. Let m ≥ 0, i ∈ I and N be an irreducible module in RepI Hn with εi(N) = 0.
Set M := indn+mn,m N ⊛ L(i
m). Then:
(i) ∆imM ∼= N ⊛ L(im);
(ii) cosocM is irreducible with εi(cosocM) = m;
(iii) all other composition factors L of M have εi(L) < m.
Proof. (i) Clearly a copy of N ⊛L(im) appears in ∆imM . But by the Shuffle Lemma and
Lemma 5.1, dim∆imM = dimN ⊛ L(i
m), hence ∆imM ∼= N ⊛ L(im).
(ii) By (5.3), a copy of N ⊛ L(im) appears in ∆imQ for any non-zero quotient Q of M ,
in particular for any constituent of cosocM . But by (i), N ⊛ L(im) only appears once in
∆imM , hence cosocM must be irreducible.
(iii) We have shown that ∆imM = ∆im(cosocM). Hence, ∆imL = 0 for any other
composition factor of M by exactness of ∆im.
Lemma 5.4. LetM ∈ RepI Hn be irreducible, i ∈ I, ε = εi(M). Then, ∆iεM is isomorphic
to N ⊛ L(iε) for some irreducible Hn−ε-module N with εi(N) = 0.
Proof. Pick an irreducible submodule of ∆iεM . In view of Theorem 4.16(i), it must
be of the form N ⊛ L(iε) for some irreducible Hn−ε-module N . Moreover, εi(N) = 0 by
Lemma 5.2. By (5.3) and the irreducibility of M , M is a quotient of indnn−ε,εN ⊛ L(iε).
Hence, ∆iεM is a quotient of ∆iε ind
n
n−ε,εN ⊛L(iε). But this is isomorphic to N ⊛L(iε) by
Lemma 5.3(i). This shows that ∆iεM ∼= N ⊛ L(iε).
Lemma 5.5. Let m ≥ 0, i ∈ I and N be an irreducible module in RepI Hn. Set M :=
indn+mn,m (N ⊛ L(i
m)). Then, cosocM is irreducible with εi(cosocM) = εi(N) +m, and all
other composition factors L of M have εi(L) < εi(N) +m.
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Proof. Let ε = εi(N). By Lemma 5.4, we have that ∆iεN = K ⊛L(i
ε) for an irreducible
K ∈ RepI Hn−ε with εi(K) = 0. By (5.3) and the irreducibility of N , N is a quotient
of indnn−ε,εK ⊛ L(iε). So the transitivity of induction implies that ind
n+m
n,m N ⊛ L(i
m) is a
quotient of indn+mn−ε,ε+mK ⊛ L(iε+m). Now everything follows from Lemma 5.3.
Theorem 5.6. Let M be an irreducible module in RepI Hn and i ∈ I. Then, for any
0 ≤ m ≤ εi(M), soc ∆imM is an irreducible Hn−m,m-module of the same type as M , and is
isomorphic to L⊛ L(im) for some irreducible Hn−m-module L with εi(L) = εi(M)−m.
Proof. Let ε = εi(M). Suppose K1 ⊛ L(i
m) ⊕ K2 ⊛ L(im) is a submodule of ∆imM ,
for irreducibles K1,K2. By Lemma 5.2, we have εi(Kj) = ε −m, hence ∆im−εKj ∼= K ′j ⊛
L(im−ε) for some irreducible K ′j , for each j = 1, 2. This shows that res
n−ε,ε
n−ε,1,...,1∆iεM
contains K ′1 ⊛ L(i)
⊛ε ⊕ K ′2 ⊛ L(i)⊛ε as a submodule. But according to Lemma 5.4 and
Theorem 4.16, resn−ε,εn−ε,1,...,1∆iεM has irreducible socle, so this is a contradiction. Hence,
soc ∆imM is irreducible. Now certainly soc ∆imM ∼= L⊛L(im) for some irreducible Hn−m-
module L, by Theorem 4.16(i). It remains to show that L⊛L(im) has the same type as M .
Note by Lemma 5.5, indnn−m,mL ⊛ L(im) has irreducible cosocle, necessarily isomorphic to
M by Frobenius reciprocity. So applying (5.3) we have that
EndHn−m,m(L⊛ L(i
m)) ≃ HomHn−m,m(L⊛ L(im),∆imM)
≃ HomHn(indnn−m,mL⊛ L(im),M) ≃ EndHn(M),
which implies the statement concerning types.
The theorem has the following consequence:
Corollary 5.7. For irreducible M ∈ RepI Hn, the socle of resnn−1,1M is multiplicity-free.
We can also apply the theorem to study resnn−1M , meaning the restriction of M to the
subalgebra Hn−1 ⊂ Hn, see (2.27).
Corollary 5.8. For an irreducible M ∈ RepI Hn with εi(M) > 0,
soc resn−1,1n−1 ◦∆i(M) ≃
{
L⊕ΠL if M is of type Q or i 6= 0,
L if M is of type M and i = 0,
for some irreducible Hn−1-module L of the same type as M if i 6= 0 and of the opposite type
to M if i = 0.
Proof. Let δ := 1 if M is of type M and i = 0, δ := 2 otherwise. By Theorem 5.6, the
socle of ∆iM is isomorphic to L⊛ L(i) for some irreducible Hn−1-module L, and
resn−1,1n−1 L⊛ L(i) ∼= L⊕δ,
indeed it is exactly as in the statement of the corollary. Now take any irreducible submodule
K of resn−1,1n−1 ◦∆i(M). Consider the Hn−1,1-submodule H′1K, where H′1 is the subalgebra
generated by Cn,X
±1
n . All composition factors of H′1K are isomorphic to K ⊛ L(i). In
particular, the socle of H′1K is isomorphic to K ⊛L(i) which implies K ∼= L. We have now
shown that soc resn−1,1n−1 ∆i(M) ∼= L⊕δ
′
for some δ′ ≥ δ.
By Lemma 5.2, εi(L) = ε− 1 where ε = εi(M), and ∆iε−1L is irreducible by Lemma 5.4.
So at least δ′ copies of ∆iε−1L appear in soc res
n−ε,ε
n−ε,ε−1∆iε(M). But ∆iεM ∼= N ⊛ L(iε) for
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some irreducible N , so applying Theorem 4.16(iii) and the facts about type in Theorem 5.6,
soc resn−ε,εn−ε,ε−1∆iε(M) ∼= soc resn−ε,εn−ε,ε−1N ⊛ L(iε)
∼= resn−ε,ε−1,1n−ε,ε−1 N ⊛ L(iε−1)⊛ L(i) ∼= (N ⊛ L(iε−1))⊕δ.
Hence δ′ ≤ δ too.
§5-b. Operators e˜i and f˜i. Let IrrIHn denote the set of isomorphism classes of irreducible
modules in RepI Hn. We define
B(∞) =
⋃
n≥0
IrrIHn, (5.5)
For each i ∈ I, we define the affine crystal operators
e˜i : B(∞) ∪ {0} → B(∞) ∪ {0}, (5.6)
f˜i : B(∞) ∪ {0} → B(∞) ∪ {0} (5.7)
as follows. First, we set e˜i(0) = f˜i(0) = 0. Now let M be an irreducible module in RepI Hn.
Then, f˜iM is defined by
f˜iM := cosoc ind
n+1
n,1 M ⊛ L(i), (5.8)
which is irreducible by Lemma 5.5. To define e˜iM , Theorem 5.6 shows that either ∆iM = 0
or soc ∆iM ∼= N ⊛ L(i) for an irreducible module N ∈ RepI Hn−1. In the former case, we
define e˜iM = 0; in the latter case, we define e˜iM = N . Thus:
soc ∆iM ∼= (e˜iM)⊛ L(i). (5.9)
Note right away from Lemma 5.2 that
εi(M) = max{m ≥ 0 | e˜mi M 6= 0}, (5.10)
while a special case of Lemma 5.5 shows that
εi(f˜iM) = εi(M) + 1. (5.11)
Lemma 5.9. Let M be an irreducible in RepI Hn, i ∈ I and m ≥ 0.
(i) soc ∆imM ∼= (e˜mi M)⊛ L(im).
(ii) cosoc indn+mn,m M ⊛ L(i
m) ∼= f˜mi M.
Proof. (i) If m > εi(M), then both parts in the equality above are zero. Let m ≤ εi(M).
Clearly, (e˜mi M) is a submodule of res
n−m,m
n−m ∆imM . Hence, (e˜mi M)⊛L(i)
⊛m is a submodule
of resn−m,mn−m,1,...,1∆imM . So Frobenius reciprocity gives that (e˜
m
i M) ⊛ L(i
m) is a submodule
of ∆imM . Now we are done by Theorem 5.6.
(ii) By exactness of induction, f˜mi M is a quotient of ind
n+m
n,m M ⊛ L(i
m). Now the result
follows from the simplicity of the cosocle, see Lemma 5.5.
Lemma 5.10. Let M ∈ RepI Hn and N ∈ RepI Hn+1 be irreducible, and i ∈ I. Then,
f˜iM ∼= N if and only if e˜iN ∼=M .
Proof. Suppose f˜iM ∼= N . Then by (5.3), HomHn,1(M ⊛ L(i),∆iN) 6= 0, so M ⊛ L(i)
appears in the socle of ∆iN . This means that M ⊛ L(i) ∼= (e˜iN)⊛L(i), whence M ∼= e˜iN .
The converse is similar.
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Corollary 5.11. Let M,N be irreducible modules in RepI Hn. Then, f˜iM ∼= f˜iN if and
only if M ∼= N . Similarly, providing εi(M), εi(N) > 0, e˜iM ∼= e˜iN if and only if M ∼= N .
We can also define cyclotomic analogues of the crystal operators. So now suppose that
λ ∈ P+, and let IrrHλn denote the set of isomorphism classes of irreducible Hλn-modules.
Define
B(λ) =
⋃
n≥0
IrrHλn. (5.12)
The functors inflλ and prλ induce maps
inflλ : B(λ) ∪ {0} → B(∞) ∪ {0}, prλ : B(∞) ∪ {0} → B(λ) ∪ {0}, (5.13)
with prλ ◦ inflλ(L) = L for each L ∈ B(λ). In other words, we can view B(λ) as a subset
of B(∞) via the embedding inflλ. Now by restricting e˜i and f˜i to B(λ) ⊂ B(∞), we obtain
the cyclotomic crystal operators, namely,
e˜λi = pr
λ ◦ e˜i ◦ inflλ : B(λ) ∪ {0} → B(λ) ∪ {0}, (5.14)
f˜λi = pr
λ ◦ f˜i ◦ inflλ : B(λ) ∪ {0} → B(λ) ∪ {0} (5.15)
for each i ∈ I and λ ∈ P+. Note that e˜i already maps B(λ) into B(λ) ∪ {0}, so we always
have that e˜iM = e˜
λ
iM for M ∈ B(λ). This is certainly not the case for f˜i: for M ∈ B(λ),
it will often be the case that f˜λi (M) = 0 even though f˜i(M) is never zero.
§5-c. Independence of irreducible characters. We can now prove an important theo-
rem, compare [V1, §5.5]:
Theorem 5.12. The map ch : K(RepI Hn)→ K(RepI An) is injective.
Proof. We need to show that {ch L | [L] ∈ IrrIHn} is a linearly independent set in
K(RepI An). Proceed by induction on n, the case n = 0 being trivial. Suppose n > 0 and∑
L∈IrrIHn
aLch L = 0
for some aL ∈ Z. Choose any i ∈ I. We will show by downward induction on k = n, . . . , 1
that aL = 0 for all L with εi(L) = k. Since every irreducible L has εi(L) > 0 for at least
one i ∈ I, this is enough to complete the proof.
Consider first the case that k = n. Then, ∆inL = 0 except if L ∼= L(in), by Theo-
rem 4.16(i). Since ch ∆inL can be worked out just from knowledge of ch L using Lemma 5.1,
we deduce on applying ∆in to the equation that the coefficient of ch L(i
n) is zero. Thus the
induction starts. Now suppose 1 ≤ k < n and that we have shown aL = 0 for all L with
εi(L) > k. Apply ∆ik to the equation to deduce that∑
Lwith εi(L)=k
aLch ∆ikL = 0.
Now each such ∆ikL is irreducible, hence isomorphic to (e˜
k
i L) ⊛ L(i
k), according to Lem-
mas 5.4 and 5.9(i). Moreover, for L 6∼= L′, e˜ki L 6∼= e˜ki L′ by Corollary 5.11. So now the
induction hypothesis on n gives that all such coefficients aL are zero, as required.
Corollary 5.13. If L is an irreducible module in RepI Hn, then L ∼= Lτ .
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Proof. Since τ(Xi) = Xi, τ leaves characters invariant. Hence it leaves irreducibles
invariant since they are determined up to isomorphism by their character according to the
theorem.
We can also show at this point that the type of an irreducible module L is determined by
the type of its central character:
Lemma 5.14. Suppose L ∈ RepI Hn is irreducible with central character χγ where γ =∑
i∈I γiαi ∈ Γn. Then, L is of type Q is γ0 is odd, type M if γ0 is even.
Proof. Proceed by induction on n, the case n = 0 being trivial. If n > 1, let L be
an irreducible Hn-module with central character χγ . Choose i ∈ I so that e˜iL 6= 0. By
definition, e˜iL has central character γ−αi. So by the induction hypothesis, e˜iL is of type Q
if γ0− δi,0 is odd, type M otherwise. But by general theory §2-b and Lemma 4.7, (e˜iL)⊛L(i)
is of the opposite type to e˜iL if i = 0, of the same type if i 6= 0. Hence, (e˜iL) ⊛ L(i) is of
type Q if γ0 is odd, type M otherwise. Finally, the proof is completed by Theorem 5.6, since
this shows that L has the same type as soc ∆iL = (e˜iL)⊛ L(i).
§5-d. Crystal graphs. We can view the datum (B(∞), e˜i, f˜i) as a combinatorial structure:
the crystal graph. This is the directed graph with vertices the set B(∞) and an edge
[M ]
i−→ [N ]
whenever [M ], [N ] ∈ B(∞) satisfy f˜iM ∼= N , or equivalently, by Lemma 5.10, M ∼= e˜iN .
Similarly, (B(λ), e˜λi , f˜
λ
i ) can be viewed as a crystal graph.
Motivated by this, we introduce some notation to label the isomorphism classes of irre-
ducible representations, or equivalently the vertices of the crystal graph. Write 1 for the
(trivial) irreducible module of H0. If L is an irreducible module in RepI Hn, one easily
shows using Lemma 5.10 repeatedly that
L ∼= f˜in . . . f˜i2 f˜i11
for at least one tuple i = (i1, i2, . . . , in) ∈ In. So if we define
L(i) = L(i1, . . . , in) := f˜in . . . f˜i2 f˜i11,
we obtain a labelling of all irreducibles in RepI Hn by tuples in In. For example, L(i, i, . . . , i)
(n times) is precisely the principal series module L(in) introduced in (4.23). Similarly, any
irreducible Hλn-module can be represented as
Lλ(i) = Lλ(i1, . . . , in) := f˜
λ
in f˜
λ
in−1 . . . f˜
λ
i11λ,
where 1λ is the irreducible Hλ0 -module. Of course, Lλ(i) ∼= prλL(i).
Thus, our labelling of the irreducible modules in RepI Hn is by paths in the crystal graph
starting from 1, and similarly for RepHλn. Of course, the problem with this labelling is
that a given irreducible L will in general be parametrized by several different tuples i ∈ In,
corresponding to different paths from 1 to L. But basic properties of L(i) are easy to read
off from the notation: for instance the central character of L(i) is χi, so by Lemma 5.14,
L(i) is of type Q if an odd number of the ij are zero, type M otherwise.
§5-e. Boring central characters. Given i = (i1, . . . , in), let
ind(i) = ind(i1, . . . , in) := ind
n
1,...,1L(i1)⊛ · · ·⊛ L(in).
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Note the character of ind(i) is
∑
w∈Sn L(iw−11) ⊛ · · · ⊛ L(iw−1n). So every irreducible con-
stituent of ind(i) belongs to the block Repγ Hn, where γ = wt(i).
Lemma 5.15. Let γ ∈ Γn and pick any i ∈ In with wt(i) = γ. Then:
(i) resn1,...,1L(i) has a submodule isomorphic to L(i1)⊛ · · ·⊛ L(in);
(ii) ind(i) contains a copy of L(i) in its cosocle;
(iii) every irreducible module in the block Repγ Hn appears at least once as a constituent of
ind(i).
Proof. (i) Proceed by induction on n. For the induction step, let j = (i1, . . . , in−1).
By Frobenius reciprocity, there is a non-zero (hence necessarily injective) Hn−1,1-module
homomorphism from L(j) ⊛ L(in) to res
n
n−1,1L(i). Hence by induction we get a copy of
L(i1)⊛ · · ·⊛ L(in−1)⊛ L(in) in resHnAnL(i).
(ii) Use (i) and Frobenius reciprocity.
(iii) We have just shown that L(i) appears in ind(i). But for any other j with the
same weight as i, ind(j) has the same character as ind(i), hence they have the same set of
composition factors thanks to Theorem 5.12. Hence, L(i) appears in ind(j).
We also need the following criterion for irreducibility, compare [G1, Lemma 5.9]:
Lemma 5.16. Let M,N be irreducibles in RepI Hm,RepI Hn respectively. Suppose
(i) indm+nm,n M ⊛N
∼= indn+mn,m N ⊛M ;
(ii) M ⊛N appears in resm+nm,n ind
m+n
m,n M ⊛N with multiplicity one.
Then, indm+nm,n M ⊛N is irreducible.
Proof. Suppose for a contradiction that K = indm+nm,n M ⊛ N is reducible. Then we can
find a proper irreducible submodule S, and set Q = K/S. By Frobenius reciprocity, M ⊛N
appears in resm+nm,n Q with non-zero multiplicity. Hence, it cannot appear in res
m+n
m,n S by
assumption (ii). But assumption (i), Corollary 5.13 and Theorem 2.14 show that K ∼= Kτ .
Hence, K also has a quotient isomorphic to Sτ ∼= S, and the Frobenius reciprocity argument
implies that M ⊛N appears in resm+nm,n S.
Lemma 5.17. Let i ∈ Im, j ∈ In be tuples such that |ia − jb| > 1 for all 1 ≤ a ≤ m, 1 ≤
b ≤ n. Then, indm+nm,n L(i)⊛ L(j) ∼= indm+nn,m L(j)⊛ L(i) is irreducible.
Proof. By Lemma 5.16 and the Shuffle Lemma, it suffices to show that
indm+nm,n L(i)⊛ L(j)
∼= indm+nn,m L(j)⊛ L(i).
By the Mackey Theorem, resm+nm,n ind
m+n
n,m L(j) ⊛ L(i) contains L(i) ⊛ L(j) as a summand
with multiplicity one, all other constituents lying in different blocks. Hence by Frobenius
reciprocity, there exists a non-zero homomorphism
f : indm+nm,n L(i)⊛ L(j)→ indm+nn,m L(j)⊛ L(i).
Every homomorphic image of indm+nm,n L(i)⊛L(j) contains an Hm,n-submodule isomorphic to
L(i)⊛L(j). So, by Lemma 5.15(i), we see that the image of f contains an Am+n-submodule
V isomorphic to L(i1)⊛ · · ·⊛ L(im)⊛ L(j1)⊛ · · ·⊛ L(jn).
Now we claim that the image of f also contains an Am+n-submodule isomorphic to
L(j1) ⊛ · · · ⊛ L(jn) ⊛ L(i1) ⊛ · · · ⊛ L(im). To see this, consider Φ˜mV . Pick a common
eigenvector v ∈ V for the operators X±1m and X±1m+1; then (Xm + X−1m )v = q(im)v and
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(Xm+1 + X
−1
m+1)v = q(j1)v. So according to (4.13), Φ˜
2
m acts on v by a scalar, and the
assumption that |im−j1| > 1 combined with Lemma 4.3 shows that this scalar is necessarily
non-zero. Thus, Φ˜mV 6= 0, so by (4.15) it is an irreducible Am+n-module, namely,
Φ˜mV ∼= L(i1)⊛ · · ·⊛ L(im−1)⊛ L(j1)⊛ L(im)⊛ L(j2)⊛ · · ·⊛ L(jn).
Next apply Φ˜m−1, . . . , Φ˜1 to move L(j1) to the first position, and continue in this way to
complete the proof of the claim.
We have now shown that the image of f contains L(j1)⊛· · ·⊛L(jn)⊛L(i1)⊛· · ·⊛L(im). But
by the Shuffle Lemma, all such composition factors of resm+n1,...,1ind
m+n
n,m L(j)⊛L(i) necessarily
lie in the irreducible Hn,m-submodule 1 ⊗ L(j) ⊛ L(i) of the induced module. Since this
generates all of indm+nn,m L(j) ⊛ L(i) as an Hm+n-module, this shows that f is surjective.
Hence f is an isomorphism by dimension, which completes the proof.
Theorem 5.18. Let i ∈ Im, j ∈ In be tuples such that |ia − jb| 6= 1 for all 1 ≤ a ≤
m, 1 ≤ b ≤ n. Then, indm+nm,n L(i) ⊛ L(j) ∼= indm+nn,m L(j) ⊛ L(i) is irreducible. Moreover,
every other irreducible module lying in the same block as indm+nm,n L(i) ⊛ L(j) is of the form
indm+nm,n L(i
′)⊛ L(j′) for permutations i′ of i and j′ of j.
Proof. The second statement of the theorem is an easy consequence of the first and
Lemma 5.15(iii). For the first statement, proceed by induction on m+n, the case m+n = 1
being trivial. For m + n > 1, we may assume by Lemma 5.17 that there exists k ∈ I that
appears in both the tuples i and j. Note then that for every a = 1, . . . ,m, either ia = k or
|ia − k| > 1, and similarly for every b = 1, . . . , n, either jb = k or |jb − k| > 1. So by the
induction hypothesis, we have that
L(i) ∼= indnn−r,rL(i′)⊛ L(kr), L(j) ∼= indmm−s,sL(j′)⊛ L(ks)
for some r, s ≥ 1, where i′, j′ are tuples with no entries equal to k. By Theorem 2.14,
Corollary 5.13 and Lemma 5.17,
indr+m−sr,m−s L(k
r)⊛ L(j′) ∼= indm−s+rm−s,r L(j′)⊛ L(kr).
So using Theorem 4.16(i) and transitivity of induction,
indm+nm,n L(i)⊛ L(j)
∼= indm+nn−r,r,m−s,sL(i′)⊛ L(kr)⊛ L(j′)⊛ L(ks)
∼= indm+nn−r,m−s,r+sL(i′)⊛ L(j′)⊛ L(kr+s).
Finally this is irreducible by the induction hypothesis and Lemma 5.17.
§5-f. Some character calculations. At this point we need to compute the characters of
certain very special Hn-modules explicitly.
Lemma 5.19. Let i, j ∈ I with |i − j| = 1. Then, for all a, b ≥ 0 with a + b < −〈hi, αj〉,
there is a non-split short exact sequence
0 −→ L(ia+1jib) −→ inda+b+2a+b+1,1L(iajib)⊛ L(i) −→ L(iajib+1) −→ 0.
Moreover, for every a, b ≥ 0 with a+ b ≤ −〈hi, αj〉,
ch L(iajib) = (a!)(b!)[L(i)⊛a ⊛ L(j)⊛ L(i)⊛b].
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Proof. We proceed by induction on n = 0, 1, . . . ,−〈hi, αj〉 to show that
ch L(inj) = n![L(i)⊛n ⊛ L(j)],
this being immediate in case n = 0. For n > 0, let M := indn+1n,1 L(i
n−1j) ⊛ L(i). We know
by the inductive hypothesis and the Shuffle Lemma that
chM = n![L(i)⊛n ⊛ L(j)] + (n− 1)![L(i)⊛(n−1) ⊛ L(j)⊛ L(i)].
Now consider the Hn,1-submodule
N := (Xn+1 +X
−1
n+1 − q(i))M ∼= L(in)⊛ L(j)
of M . The key point is that N is stable under the action of Tn, hence all of Hn+1. Although
this is in principle an elementary calculation, it turns out to be extremely lengthy. It was
carried out by hand for n ≤ 2 but for the cases n = 3, 4 (when ℓ necessarily equals 1), we had
to resort to a computer calculation using the Gap computer algebra package. This proves
the existence of an irreducible Hn+1-module N with character n![L(i)⊛n⊛L(j)]. This must
be L(inj), by Lemma 5.15(i), completing the proof of the induction step.
Now we explain how to deduce the characters of the remaining irreducibles in the block.
In the argument just given, the quotient module M/N has character (n − 1)![L(i)⊛(n−1) ⊛
L(j) ⊛ L(i)], so must be L(in−1ji). Twisting with the automorphism σ proves that there
exist irreducibles with characters n![L(j) ⊛ L(i)⊛n] and (n − 1)![L(i) ⊛ L(j) ⊛ L(i)⊛(n−1)],
which must be L(jin) and L(ijin−1) respectively by Lemma 5.15(i) once more. This covers
everything unless n = 4, when we necessarily have that i = 0, j = 1 and ℓ = 1. In this case,
we have shown already that there exist four irreducibles with characters
ch L(00001) = 24[L(0)⊛4 ⊛ L(1)], ch L(00010) = 6[L(0)⊛3 ⊛ L(1)⊛ L(0)],
ch L(10000) = 24[L(1) ⊛ L(0)⊛4], ch L(01000) = 6[L(0) ⊛ L(1)⊛ L(0)⊛3].
So by Lemma 5.15, there must be exactly one more irreducible module in the block, namely
L(00100), since none of the above involve the character [L(0)⊛2⊛L(1)⊛L(0)⊛2]. Considering
the character of indn+1n,1 L(0010) ⊛ L(0) shows that ch L(00100) is either 4[L(0)
⊛2 ⊛ L(1) ⊛
L(0)⊛2] or 4[L(0)⊛2 ⊛ L(1) ⊛ L(0)⊛2] + 6[L(0)⊛3 ⊛ L(1) ⊛ L(0)]. But the latter is not
σ-invariant so cannot occur as there would then be too many irreducibles.
Now that the characters are known, it is finally a routine matter using the Shuffle Lemma
and Lemma 5.5 to prove the existence of the required non-split sequence.
Lemma 5.20. Let i, j ∈ I with |i− j| = 1 and set n = 1− 〈hi, αj〉. Then
L(inj) ∼= L(in−1ji).
Moreover, for every a, b ≥ 0 with a+ b = −〈hi, αj〉,
L(iajib+1) ∼= indn+1n,1 L(iajib)⊛ L(i) ∼= indn+11,n L(i)⊛ L(iajib)
with character a!(b+1)![L(i)⊛a ⊛L(j)⊛L(i)⊛(b+1)] + (a+1)!b![L(i)⊛(a+1) ⊛L(j)⊛L(i)⊛b].
Proof. Let M = indn+1n,1 L(i
n−1j) ⊛ L(i). We first claim that M is irreducible. To prove
this, arguing in the same way as the proof of Lemma 5.19, it suffices to show that the
Hn,1-submodule
(Xn+1 +X
−1
n+1 − q(i))M ∼= L(in)⊛ L(j)
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of M is not invariant under Tn. Again this was checked by an explicit computer calculation.
Hence, there is an irreducible Hn-module M with character
n![L(i)⊛n ⊛ L(j)] + (n− 1)![L(i)⊛(n−1) ⊛ L(j)⊛ L(i)].
Hence e˜iM ∼= L(in−1j) and e˜jM ∼= L(in) by Theorem 5.6. So we deduce that M ∼=
L(in−1ji) ∼= L(inj) thanks to Lemma 5.10.
Now consider the remaining irreducibles in the block. There are at most (n−1) remaining,
namely L(iajib+1) for a ≥ 0, b ≥ 1 with a+b = −〈hi, αj〉. Considering the known characters
of indn+1n,1 L(i
ajib)⊛ L(i) and arguing in a similar way to the second paragraph of the proof
of the preceeding lemma, the remainder of the lemma follows without further calculation.
§5-g. Higher crystal operators. In this subsection we will introduce certain general-
izations of the crystal operators f˜j, following the ideas of [G1, §10]. The results of this
subsection are only needed in §6-e below. To simplify notation, we will write simply ind in
place of indnµ throughout the subsection.
Lemma 5.21. Let i, j ∈ I with i 6= j. For any a, b ≥ 0 with a+ b = −〈hi, αj〉,
ind L(iajib)⊛ L(im) ∼= ind L(im)⊛ L(iajib)
is irreducible.
Proof. We first claim that
ind L(iajib)⊛ L(im) ∼= ind L(im)⊛ L(iajib).
This is immediate from Lemma 5.17 in case |i − j| > 1. If |i − j| = 1, then transitivity of
induction and Lemma 5.20 give that
ind L(iajib)⊛ L(im) ∼= ind L(iajib)⊛ L(i)⊛ L(im−1)
∼= ind L(i)⊛ L(iajib)⊛ L(im−1),
and now repeating this argument (m− 1) more times gives the claim.
Hence, by Corollary 5.13 and Theorem 2.14, K := indL(iajib)⊛ L(im) is self-dual. Now
suppose for a contradiction that K is reducible. Then we can pick a proper irreducible
submodule S of K, and set Q := K/S. Applying Lemmas 5.19 and 4.11,
chK =
m∑
k=0
(
m
k
)
(a+ k)!(b+m− k)![L(i)⊛(a+k) ⊛ L(j)⊛ L(i)⊛(b+m−k)].
By Frobenius reciprocity, Q contains anHa+b+1,m-submodule isomorphic to L(iajib)⊛L(im).
So by Lemma 5.15(i), the irreducible Aa+b+m+1-module L(i)⊛a⊛L(j)⊛L(i)⊛(b+m) appears
in Q with non-zero multiplicity, hence in fact by Theorem 4.16(i) it must appear with
multiplicity a!(b + m)! (viewing Q as a module over Ha,1,b+m). It follows that L(i)⊛a ⊛
L(j)⊛L(i)⊛(b+m) is not a composition factor of S. But this is a contradiction, since as K is
self-dual, S ∼= Sτ is a quotient module of K hence must contain L(i)⊛a ⊛L(j)⊛L(i)⊛(b+m)
by the Frobenius reciprocity argument again.
Lemma 5.22. Let i, j ∈ I with i 6= j. For any a ≥ 1 and b ≥ 0 with a+ b = −〈hi, αj〉, any
irreducible module M in RepI Hn and any m ≥ 0,
cosoc indM ⊛ L(im)⊛ L(iajib)
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is irreducible.
Proof. By the argument in the proof of Lemma 5.5, it suffices to prove this in the special
case that εi(M) = 0. Let k = m+ a+ b+ 1. Recall from the previous lemma that
N := ind L(im)⊛ L(iajib)
is an irreducible Hk-module. Moreover by Lemma 5.19, ch L(iajib) = (a!)(b!)[L(i)⊛a ⊛
L(j) ⊛ L(i)⊛b]. So since εi(M) = 0 and a > 0, the Mackey Theorem and a block argument
shows that
resn+kn,k (indM ⊛ L(i
m)⊛ L(iajib)) ∼= (M ⊛N)⊕ U
for some Hn,k-module U all of whose composition factors lie in different blocks to those
of M ⊛ N . Now let H := cosoc ind M ⊛ L(im) ⊛ L(iajib). It follows from above that
resn+kn,k H
∼= (M ⊛N)⊕ U˜ where U˜ is some quotient module of U . Then:
HomHn+k(H,H) ∼= HomHn+k(indM ⊛ L(im)⊛ L(iajib),H)
∼= HomHn,k(M ⊛N, resn+kn,k H)
∼= HomHn,k(M ⊛N,M ⊛N ⊕ U˜) ∼= HomHn,k(M ⊛N,M ⊛N).
Since H is completely reducible and M ⊛N is irreducible, this implies that H is irreducible
too, as required.
Now we can define the higher crystal operators. Let i, j ∈ I with i 6= j, and a ≥ 1, b ≥ 0
with a+ b = −〈hi, αj〉. Then the special case m = 0 of the theorem shows that
f˜iajibM := cosoc indM ⊛ L(i
ajib)
is irreducible for every irreducible M in RepI Hn. Thus we have defined an operator
f˜iajib : B(∞)→ B(∞). (5.16)
Lemma 5.23. Take i, j ∈ I with i 6= j and set k = −〈hi, αj〉. Let M be an irreducible
module in RepI Hn.
(i) There exists a unique integer a with 0 ≤ a ≤ k such that for every m ≥ 0 we have
εi(f˜
m
i f˜jM) = m+ εi(M)− a.
(ii) Assume m ≥ k. Then a copy of f˜mi f˜jM appears in the cosocle of
ind f˜m−ki M ⊛ L(i
ajik−a).
In particular, if a ≥ 1, then f˜mi f˜jM ∼= f˜iajik−a f˜m−ki M .
Proof. Let ε = εi(M) and writeM = f˜
ε
i N for irreducible N ∈ RepI Hn−ε with εi(N) = 0.
It suffices to prove (i) for any fixed choice of m, the conclusion for all other m ≥ 0 then
following immediately by (5.11). So take m ≥ k. Note that f˜mi f˜jM = f˜mi f˜j f˜ εi N is a
quotient of
indN ⊛ L(iε)⊛ L(j) ⊛ L(i)⊛k ⊛ L(im−k),
which by Lemma 5.19 has a filtration with factors isomorphic to
Fa := indN ⊛ L(i
ε)⊛ L(iajik−a)⊛ L(im−k), 0 ≤ a ≤ k.
So f˜mi f˜jM is a quotient of some such factor, and to prove (i) it remains to show that
εi(L) = ε +m − a for any irreducible quotient L of Fa. The inequality εi(L) ≤ ε +m − a
is clear from the Shuffle Lemma. On the other hand, by transitivity of induction and
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Lemma 5.21, Fa ∼= indN ⊛ (indL(iajik−a)⊛ L(iε+m−k)). So by Frobenius Reciprocity, the
irreducible module N ⊛ (indL(iajik−a)⊛L(iε+m−k)) is contained in resn−ε,m+1+εL. Hence
εi(L) ≥ ε+m− a.
For (ii), by Lemma 5.21, we also have Fa ∼= indN ⊛ L(im−k+ε)⊛ L(iajik−a), and by the
Shuffle Lemma, the only irreducible factors K of Fa with εi(K) = ε+m− a come from its
quotient
ind f˜m−k+εi N ⊛ L(i
ajik−a) ∼= indf˜m−ki M ⊛ L(iajik−a).
Finally, in case a ≥ 1, the cosocle of the last module is precisely f˜iajik−a f˜m−ki M .
§5-h. Modifications in the degenerate case. Other than replacing Xi + X−1i by x2i
everywhere, everything in this section goes through in the degenerate case in exactly the
same way. Note the computer calculations in §5-f were checked separately in the degenerate
case.
6. Induction and restriction
§6-a. i-induction and i-restriction. Fix λ ∈ P+ throughout the subsection. Recall
the definition of the functors ∆i for i ∈ I, see §5-a. Let us denote the composite functor
resn−1,1n−1 ◦∆i instead by
resi : RepI Hn → RepI Hn−1, (6.1)
for any n. Note if M is an Hλn-module, then resiM is automatically an Hλn−1-module. So
the restriction of the functor resi gives a functor which we also denote
resi : RepHλn → RepHλn−1. (6.2)
We now focus on this cyclotomic case.
There is an alternative definition of resi: if M is a module in RepγHλn for some fixed
γ =
∑
j∈I γjαj ∈ Γn then
resiM =
{
(res
Hλn
Hλn−1
M)[γ − αi] if γi > 0,
0 if γi = 0.
(6.3)
This description makes it clear how to define an analogous (additive) functor
indi : RepHλn → RepHλn+1. (6.4)
Using (4.22) and additivity, it suffices to define this on an object M belonging to RepγHλn
for fixed γ =
∑
j∈I γjαj ∈ Γn. Then, we set
indiM = (ind
Hλn+1
Hλn M)[γ + αi]. (6.5)
By the definitions (6.3) and (6.5) and Lemma 4.9, we have that
ind
Hλn+1
Hλn M =
⊕
i∈I
indiM, res
Hλn
Hλn−1
M =
⊕
i∈I
resiM. (6.6)
To complete the definition of the functor indi, it is defined on a morphism f simply by
restriction of the corresponding morphism ind
Hλn+1
Hλn f . We stress that the functor indi depends
fundamentally on the fixed choice of λ, unlike resi which is just the restriction of its affine
counterpart.
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Lemma 6.1. For λ ∈ P+ and each i ∈ I,
(i) indi and resi are both left and right adjoint to each other, hence they are exact and
send projectives to projectives;
(ii) indi and resi commute with duality, i.e. there are natural isomorphisms
indi(M
τ ) ≃ (indiM)τ , resi(M τ ) ≃ (resiM)τ
for each finite dimensional Hλn-module M .
Proof. We know that indiM and resiM are summands of ind
Hλn+1
Hλn M and res
Hλn
Hλn−1
M
respectively. Moreover, τ -duality leaves central characters invariant because τ(Xj) = Xj for
each j. Now everything follows easily applying Corollary 3.15.
In order to refine the definitions of indi and resi in the next subsection, we need to give an
alternative definition, due to Grojnowski [G1, §8] in the untwisted case. Recall the definition
of the left H1-modules Rm(i) for i ∈ I,m ≥ 0 from (4.24). The limits in the next lemma
are taken with respect to the systems induced by the maps (4.25).
Lemma 6.2. For every finite dimensional Hλn-module M and i ∈ I, there are natural iso-
morphisms
indiM ≃ lim←− pr
λindn+1n,1 M ⊠Rm(i),
resiM ≃ lim−→pr
λHomH′1(Rm(i),M)
(in the second case, H′1 denotes the subalgebra of Hn−1,1 generated by Cn,X±1n and the
Hn−1-module structure is defined by (hf)(r) = h(f(r)) for f ∈ HomH′1(Rm(i),M) and
r ∈ Rm(i)).
Proof. For resi, it suffices to consider the effect on M ∈ Repγ Hλn for γ =
∑
j∈I γjαj ∈ Γn
with γi > 0, both sides of what we are trying to prove clearly being zero if γi = 0. Then,
for all sufficiently large m, Lemma 4.18 (in the special case n = 1) implies that
HomH′1(Rm(i),M) ≃ (res
Hλn
Hλn−1
M)[γ − αi].
Hence,
lim−→ pr
λHomH′1(Rm(i),M) ≃ (res
Hλn
Hλn−1
M)[γ − αi] = resiM.
This proves the lemma for resi.
To deduce the statement about induction, it now suffices by uniqueness of adjoint functors
to show that lim←−prλind
n+1
n,1 ? ⊠ Rm(i) is left adjoint to lim−→ prλHomH′1(Rm(i), ?). Let N ∈
RepHλn−1 and M ∈ RepHλn. First observe as explained in the previous paragraph that the
direct system
prλHomH′1(R1(i),M) →֒ pr
λHomH′1(R2(i),M) →֒ . . .
stabilizes after finitely many terms. We claim that the inverse system
prλindn+1n,1 N ⊠R1(i)և prλindn+1n,1 N ⊠R2(i)և . . .
also stabilizes after finitely many terms. To see this, it suffices to show that the dimension of
prλindn+1n,1 N⊠Rm(i) is bounded above independently of m. Well, each Rm(i) is generated as
an H′1-module by a subspaceW isomorphic (as a vector space) to the cosocle R1(i) of Rm(i).
Then indn+1n,1 N⊠Rm(i) is generated as an Hn+1-module by the subspaceW ′ = 1⊗(N⊗W ),
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also of dimension independent of m. Finally, prλindn+1n,1 N⊠Rm(i) is a quotient of the vector
space Hλn+1 ⊗F W ′, whose dimension is independent of m.
Now we can complete the proof of adjointness. Using the fact from the previous paragraph
that the direct and inverse systems stabilize after finitely many terms, we have natural
isomorphisms
HomHλn(lim←− pr
λindnn−1,1N ⊠Rm(i),M) ≃ lim−→HomHλn(pr
λindnn−1,1N ⊠Rm(i),M)
≃ lim−→HomHn(ind
n
n−1,1N ⊠Rm(i),M)
≃ lim−→HomHn−1,1(N ⊠Rm(i), res
n
n−1,1M)
≃ lim−→HomHn−1(N,HomH′1(Rm(i),M))
≃ lim−→HomHλn−1(N,pr
λHomH′1(Rm(i),M))
≃ HomHλn−1(N, lim−→pr
λHomH′1(Rm(i),M)).
This completes the argument.
§6-b. Operators ei and fi. Continue with λ ∈ P+ being fixed. We wish to refine the
definitions of the functors resi and indi to give operators, denoted ei and fi respectively,
from irreducible Hλn-modules to isomorphism classes of Hλn−1- (resp. Hλn+1-) modules.
Actually, ei is simply the restriction to IrrHλn of an operator also denoted ei on the
irreducible modules in RepI Hn. We define this first; recall the definition of the module
Lm(i) from §4-h. Let M be an irreducible in RepI Hn. Let H′1 denote the subalgebra of Hn
generated by Cn,X
±1
n . For each m ≥ 1, we define an Hn−1-module
HomH′1(Lm(i),M) (6.7)
as follows. If M is of type M or i 6= 0, this is simply the space HomH′1(Lm(i),M) viewed as
an Hn−1-module in the same way as in Lemma 6.2. But if M is of type Q and i = 0, we can
pick an odd involution θM :M →M and also have the odd involutions θm : Lm(i)→ Lm(i)
from (4.27). Let
θM ⊗ θm : HomH′1(Lm(i),M) → HomH′1(Lm(i),M)
denote the map defined by ((θM ⊗ θm)f)(v) = (−1)f¯θM (f(θmv)). One checks that (θM ⊗
θm)
2 = 1, hence the ±1-eigenspaces of θM ⊗ θm split HomH′1(Lm(i),M) into a direct sum
of two isomorphic Hn−1-modules (because there is an obvious odd automorphism swapping
the two eigenspaces). Now in this case, we define HomH′1(Lm(i),M) to be the 1-eigenspace
(say).
In either case, we have a direct system
HomH′1(L1(i),M) →֒ HomH′1(L2(i),M) →֒ . . .
induced by the inverse system (4.26). Now define
eiM = lim−→HomH′1(Lm(i),M), (6.8)
giving us the affine version of the operator ei. Note if M is an Hλn-module then each
HomH′1(Lm(i),M) is an Hλn−1-module, so
eiM = lim−→pr
λHomH′1(Lm(i),M). (6.9)
We take (6.9) as our definition of the operator ei in the cyclotomic case. Comparing (6.9)
with Lemma 6.2 and using (4.29), one sees at once that:
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Lemma 6.3. Let i ∈ I and M be an irreducible module in RepI Hn, or an irreducible
Hλn-module. Then,
resiM ≃
{
eiM if i = 0 and M is of type M,
eiM ⊕ΠeiM otherwise.
Now we turn to the definition of fiM which, just like indiM , only makes sense in the
cyclotomic case. So, let M an irreducible Hλn-module. We need to extend the definition of
the operation ⊛ to give meaning to the notation M ⊛Lm(i), for each m ≥ 1. If either M is
of type M or i 6= 0, then M ⊛Lm(i) :=M ⊠Lm(i). But if M is of type Q and i = 0, pick an
odd involution θM : M → M . Then, the ±
√−1-eigenspaces of θM ⊗ θm acting on the left
on M ⊠ Lm(i) split it into a direct sum of two isomorphic Hn,1-modules. Let M ⊛ Lm(i)
denote the
√−1-eigenspace (say) for each m.
We then have an inverse system M ⊛L1(i)ևM ⊛L2(i)և . . . of Hn,1-modules induced
by the maps from (4.26). Now we can define
fiM = lim←−pr
λindn+1n,1 M ⊛ Lm(i). (6.10)
Comparing the definition with the proof of Lemma 6.2, one sees that the inverse limit
stabilizes after finitely many terms, hence that fiM really is a well-defined finite dimensional
Hλn+1-module. Indeed:
Lemma 6.4. Let i ∈ I and M be an irreducible Hλn-module. Then,
indiM ≃
{
fiM if i = 0 and M is of type M,
fiM ⊕ΠfiM otherwise.
Lemma 6.5. Let i ∈ I and M be an irreducible module in RepI Hn. Then, eiM is non-zero
if and only if e˜iM 6= 0, in which case it is a self-dual indecomposable module with irreducible
socle and cosocle isomorphic to e˜iM .
Proof. To see that eiM has irreducible socle e˜iM whenever it is non-zero, combine
Lemma 6.3 with Corollary 5.8. The remaining facts follow sinceM is self-dual by Lemma 5.13,
and resi commutes with duality by Lemma 6.1(ii).
Before the next theorem, we recall again that the operator fi depends critically on the
fixed choice of λ.
Theorem 6.6. Let λ ∈ P+ and i ∈ I. Then, for any irreducible Hλn-module M ,
(i) eiM is non-zero if and only if e˜
λ
iM 6= 0, in which case it is a self-dual indecomposable
module with irreducible socle and cosocle isomorphic to e˜λiM ;
(ii) fiM is non-zero if and only if f˜
λ
i M 6= 0, in which case it is a self-dual indecomposable
module with irreducible socle and cosocle isomorphic to f˜λi M .
Proof. (i) This is immediate from Lemma 6.5.
(ii) We deduce this from (i) by an adjointness argument. Let M be an irreducible Hλn-
module, and N be an irreducible Hλn+1-module. Let δM equal 1 if i = 0 and M is of type M,
2 otherwise, and define δN similarly. Then, by Lemmas 6.1(i), 6.3 and 6.4,
dimHomHλn+1(fiM,N) =
1
δM
dimHomHλn+1(indiM,N)
=
1
δM
dimHomHλn(M, resiN) =
δN
δM
dimHomHλn(M,eiN).
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By (i), the latter is zero unless M = e˜iN , or equivalently N = f˜iM by Lemma 5.10. Taking
into account the superalgebra analogue of Schur’s lemma using Lemma 5.14, one deduces
that cosoc fiM ∼= f˜iM . Finally, note fiM is self-dual by Lemma 6.1(ii) so everything else
follows.
Remark 6.7. Let us also point out, as follows easily from the definitions, that eiM and
fiM admit odd involutions if either i 6= 0 and M is of type Q, or i = 0 and M is of type M.
§6-c. Divided powers. Continue with λ ∈ P+ and fix i ∈ I. We can generalize the
definitions of ei, fi to define operators denoted e
(r)
i , f
(r)
i on irreducible Hλn-modules, for each
r ≥ 1. It will be the case that e(1)i = ei, f (1)i = fi. For the definitions, we make use of the
covering modules Lm(i
r) from §4-h.
Let M be an irreducible module in RepI Hn. If r > n, we set e(r)i M = 0. Other-
wise, let H′r denote the subalgeba of Hn generated by X±1n−r+1, . . . ,X±1n , Cn−r+1, . . . , Cn,
Tn−r+1, . . . , Tn−1. We have a direct system
HomH′r(L1(i
r),M) →֒ HomH′r(L2(ir),M) →֒ . . .
induced by the inverse system (4.26), where Hom is interpreted in exactly the same way as
in §6-b using the generalized maps θm from (4.27) in case i = 0. Now define
e
(r)
i M = lim−→HomH′r(Lm(i
r),M). (6.11)
As in §6-b, if M is an Hλn-module then e(r)i M is too, so that
e
(r)
i M = lim−→pr
λHomH′r(Lm(i
r),M) (6.12)
in the cyclotomic case.
To define f
(r)
i , which as usual only makes sense in the cyclotomic case, let M be an
irreducible Hλn-module. We have an inverse system M ⊛ L1(ir) և M ⊛ L2(ir) և . . . of
Hn,r-modules induced by the maps from (4.26), again interpreting ⊛ as in §6-b. Now we
can define
f
(r)
i M = lim←− pr
λindn+rn,r M ⊛ Lm(i
r). (6.13)
Lemma 6.8. Let i ∈ I, r ≥ 1 and M be an irreducible Hλn-module. Then:
(resi)
rM ≃

(e
(r)
i M ⊕Πe(r)i M)⊕2
r−1(r!) if i 6= 0,
e
(r)
i M
⊕2(r−1)/2(r!) if i = 0, r is odd, M is of type M,
(e
(r)
i M ⊕Πe(r)i M)⊕2
⌊(r−1)/2⌋(r!) otherwise;
(indi)
rM ≃

(f
(r)
i M ⊕Πf (r)i M)⊕2
r−1(r!) if i 6= 0,
f
(r)
i M
⊕2(r−1)/2(r!) if i = 0, r is odd, M is of type M,
(f
(r)
i M ⊕Πf (r)i M)⊕2
⌊(r−1)/2⌋(r!) otherwise.
Proof. Using Lemma 4.17 and the definitions, it suffices to show that
(resi)
rM ≃ lim−→ pr
λHomH′r(Rm(ir),M),
(indi)
rM ≃ lim←− pr
λindn+rn,r M ⊠Rm(ir).
For (resi)
r, this follows from Lemma 4.18 in exactly the same way as in the proof of
Lemma 6.2. Now (indi)
r is left adjoint to (resi)
r, so the statement for induction follows
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from uniqueness of adjoint functors on checking that the functor lim←−prλind
n+r
n,r ? ⊠ Rm(ir)
is left adjoint to lim−→prλHomH′r(Rm(ir), ?). The latter follows as in the proof of Lemma 6.2.
Since we have defined the operator e
(r)
i on irreducible modules we get induced operators
also denoted e
(r)
i at the level of Grothendieck groups, namely,
e
(r)
i : K(RepI Hn)→ K(RepI Hn−r), e(r)i : K(RepHλn)→ K(RepHλn−r),
in the affine and cyclotomic cases respectively. Similarly f
(r)
i induces an operator
f
(r)
i : K(RepHλn)→ K(RepHλn+r)
on Grothendieck groups. We record:
Lemma 6.9. As operators on the Grothendieck group K(RepHλn) (or on K(RepI Hn) in
the case of ei), we have that e
r
i = (r!)e
(r)
i and f
r
i = (r!)f
(r)
i .
Proof. Let us prove in the case i 6= 0. The proof for i = 0 is the same idea, though the
details are more delicate (one needs to use Lemma 5.14 too). By Lemmas 6.3 and 6.4, we
have that
(resi)
r = 2reri , (indi)
r = 2rf ri
as operators on the Grothendieck group. By Lemma 6.8, we have that
(resi)
r = 2r(r!)e
(r)
i , (indi)
r = 2r(r!)f
(r)
i .
This is enough.
Let us finally note that we have only defined the operators e
(r)
i and f
(r)
i on irreducible
modules. However, the definitions could be made more generally on pairs (M,θM ), where
M is an Hλn-module (or an integral Hn-module in the case of ei) and θM :M →M is either
the identity map or else an odd involution of M . In case θM = idM , the definitions of e
(r)
i M
and f
(r)
i M are exactly the same as the case M is irreducible of type M above. In case θM is
an odd involution, the definitions of e
(r)
i M and f
(r)
i M are exactly the same as the case M
is irreducible of type Q above, substiting the given map θM for the canonical odd involution
of M in the situation above.
This remark applies especially to give us modules e
(r)
i PM , f
(r)
i PM , where PM is the pro-
jective cover of an irreducible Hλn-module: in this case, if M is of type Q, the odd involution
θM of M lifts to a unique odd involution also denoted θM of the projective cover. On doing
this, we have that
[e
(r)
i PM ] = e
(r)
i [PM ], [f
(r)
i PM ] = f
(r)
i [PM ] (6.14)
where the equalities are written in K(RepHλn−r) and K(RepHλn+r) respectively. To prove
this, one needs to observe that all composition factors of PM are of the same type as M by
Lemma 5.14.
Note Lemma 6.8 is also true if M is replaced by its projective cover PM , the proof being
the same as above. In particular, this shows that e
(r)
i PM is a summand of (resi)
rPM , and
similarly for fi. So Lemma 6.1(i) gives that e
(r)
i PM and f
(r)
i PM are also projective modules.
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Hence e
(r)
i and f
(r)
i induce operators with the same names on the Grothendieck groups of
projective modules too:
e
(r)
i : K(ProjHλn)→ K(ProjHλn−r), f (r)i : K(ProjHλn)→ K(ProjHλn+r).
Moreover, by the same argument as in the proof of Lemma 6.9, we have:
Lemma 6.10. As operators on the Grothendieck group K(ProjHλn), we have that
eri [PM ] = (r!)[e
(r)
i PM ], f
r
i [PM ] = (r!)[f
(r)
i PM ],
for all irreducible Hλn-modules M .
§6-d. Alternative descriptions of εi. In this subsection we give three new interpretations
of the functions εi, precisely as in [G1, Theorem 9.13].
Theorem 6.11. Let i ∈ I and M be an irreducible module in RepI Hn. Then
(i) [eiM ] = εi(M)[e˜iM ] +
∑
ca[Na] where the Na are irreducibles with εi(Na) < εi(e˜iM);
(ii) εi(M) is the maximal size of a Jordan block of Xn +X
−1
n (resp. Xn if i = 0) on M
with eigenvalue q(i) (resp. eigenvalue 1 if i = 0);
(iii) EndHn−1(eiM) ≃ EndHn−1(e˜iM)⊕εi(M) as vector superspaces.
Proof. Let ε = εi(M) and N = e˜
ε
iM .
(i) By Lemma 5.4 and Frobenius reciprocity, there is a short exact sequence
0 −→ R −→ indnn−ε,εN ⊛ L(iε) −→M −→ 0.
Moreover, all composition factors L of R have εi(L) < ε by Lemma 5.3(iii). Applying the
exact functor ∆i, we obtain an exact sequence
0 −→ ∆iR −→ ∆iindn−ε,εN ⊛ L(iε) −→ ∆iM −→ 0.
By the Mackey Theorem, ∆iind
n
n−ε,εN ⊛ L(iε) ∼= indn−1,1n−ε,ε−1,1N ⊛∆iL(iε). By considering
characters [∆iL(i
ε)] = ε[L(iε−1)⊛ L(i)]. Hence,
[∆iind
n
n−ε,εN ⊛ L(i
ε)] = ε[indn−1,1n−ε,ε−1,1N ⊛ L(i
ε−1)⊛ L(i)]. (6.15)
Using Lemma 5.3 again, the cosocle of indn−1,1n−ε,ε−1,1N ⊛ L(i
ε−1)⊛ L(i) is (e˜iM)⊛ L(i), and
all other composition factors of this module are of the form L ⊛ L(i) with εi(L) < ε − 1.
Moreover, all composition factors of ∆iR are of the form L ⊛ L(i) with εi(L) < ε − 1. So
we have now shown that
[∆iM ] = ε[e˜iM ⊛ L(i)] +
∑
ca[Na ⊛ L(i)]
for irreducibles Na with εi(Na) < εi(e˜iM). The conclusion follows on applying Lemma 6.3.
(ii) We give the argument for the case i 6= 0, the case i = 0 being similar but using
Lemma 4.15(ii) instead of Lemma 4.15(i). We know that ∆iεM ∼= N ⊛ L(iε). So, applying
the automorphism σ to Lemma 4.15(i), we deduce that the maximal size of a Jordan block
of Xn+X
−1
n on ∆iεM is ε. Hence the maximal size of a Jordan block of Xn+X
−1
n on ∆iM
is at least ε.
On the other hand, the argument given above in deriving (6.15) shows that the mod-
ule ∆iind
n
n−ε,εN ⊛ L(iε) has a filtration with ε factors, each of which is isomorphic to
indn−1,1n−ε,ε−1,1N⊛L(i
ε−1)⊛L(i). Since (Xn+X−1n −q(i)) annihilates indn−1,1n−ε,ε−1,1N⊛L(iε−1)⊛
L(i), it follows that (Xn + X
−1
n − q(i))ε annihilates ∆iindnn−ε,εN ⊛ L(iε). So certainly
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(Xn +X
−1
n − q(i))ε annihilates its quotient ∆iM . So the maximal size of a Jordan block of
Xn +X
−1
n on ∆iM is at most ε.
(iii) Let z = (Xn +X
−1
n − q(i)) if i 6= 0 and (Xn − 1) if i = 0. Consider the effect of left
multiplication by z on the Hn−1-module R = resn−1,1n−1 ◦ ∆i(M). Note R is equal to either
eiM or eiM ⊕ ΠeiM , by Lemma 6.3. In the latter case, (Xn +X−1n ) (resp. Xn) acts as a
scalar on socR ≃ e˜iM⊕Πe˜iM , hence it leaves the two indecomposable summands invariant.
This shows that in any case left multiplication by z (which centralizes the subalgebra Hn−1
of Hn) induces an Hn−1-endomorphism θ : eiM → eiM . But by (ii), θε−1 6= 0 and θε = 0.
Hence, 1, θ, . . . , θε−1 give ε linearly independent even Hn−1-endomorphisms of eiM . In view
of Remark 6.7, we automatically get from these ε linearly independent odd endomorphisms
in case e˜iM is of type Q, so we have now shown that
dimEndHn−1(eiM) ≥ εdimEndHn−1(e˜iM).
On the other hand, eiM has irreducible cosocle e˜iM , and this appears in eiM with multi-
plicity ε by (i), so the reverse inequality also holds.
Corollary 6.12. Let M,N be irreducible Hn-modules with M 6∼= N . Then, for every i ∈ I,
HomHn−1(eiM,eiN) = 0.
Proof. Suppose there is a non-zero homomorphism θ : eiM → eiN . Then, since eiM
has simple head e˜iM , we see that eiN has e˜iM as a composition factor. Hence, by The-
orem 6.11(i), εi(e˜iN) ≥ εi(e˜iM). Dualizing and applying the same argument gives the
inequality the other way round, hence εi(e˜iN) = εi(e˜iM). But then, e˜iM is a composition
factor of eiN with εi(e˜iM) = εi(e˜iN), hence by Theorem 6.11(i) again, e˜iM ∼= e˜iN . But
this contradicts Corollary 5.11.
To state the next corollary, we first need to introduce the ∗-operation on the crystal
graph. This will play a fundamental role later on. Suppose M is an irreducible module in
RepI Hn and 0 ≤ m ≤ n. Using Lemma 2.9 for the second equality in (6.17), define
e˜∗iM = (e˜i(M
σ))σ , (6.16)
f˜∗i M = (f˜i(M
σ))σ = cosoc indn+11,n L(i)⊛M, (6.17)
ε∗i (M) = εi(M
σ) = max{m ≥ 0 | (e˜∗i )mM 6= 0}. (6.18)
Note ε∗i (M) can be worked out just from knowledge of the character M : ε
∗
i (M) is the
maximum k such that [L(i)⊛k ⊛ . . . ] appears in chM .
Recalling the definition of the ideal Iλ generated by the element (4.6), Theorem 6.11(ii)
has the following important corollary:
Corollary 6.13. Let λ ∈ P+ and M be an irreducible in RepI Hn. Then IλM = 0 if and
only if ε∗i (M) ≤ 〈hi, λ〉 for all i ∈ I.
§6-e. Functions ϕi. Fix λ ∈ P+ throughout this subsection. Let M be an irreducible
Hλn-module. Recall from (5.10) that for i ∈ I,
εi(M) = max{m ≥ 0 | (e˜λi )mM 6= 0}, (6.19)
since e˜λi is simply the restriction of e˜i. Analogously, we define
ϕi(M) = max{m ≥ 0 | (f˜λi )mM 6= 0}. (6.20)
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We will see shortly (Corollary 6.17) that ϕi(M) < ∞ always so that the definition makes
sense. Note unlike εi(M), the integer ϕi(M) depends on the fixed choice of λ.
As in §5-d, 1λ denotes the irreducible Hλ0 -module.
Lemma 6.14. εi(1λ) = 0 and ϕi(1λ) = 〈hi, λ〉.
Proof. The statement involving εi is obvious. For ϕi(1λ), note that f˜
m
i 1λ = L(i
m) and
ε∗i (L(i
m)) = m, ε∗j (L(i
m)) = 0
for every j 6= i. Hence by Corollary 6.13, prλL(im) 6= 0 if and only if m ≤ 〈hi, λ〉. This
implies that ϕi(1λ) = 〈hi, λ〉.
Lemma 6.15. Let i, j ∈ I with i 6= j and M be an irreducible module in RepI Hn. Then,
ε∗j (f˜
m
i M) ≤ ε∗j (M) for every m ≥ 0.
Proof. Follows from the Shuffle Lemma.
Lemma 6.16. Let i, j ∈ I with i 6= j. Let M be an irreducible module in RepHλn such that
ϕj(M) > 0. Then, ϕi(f˜jM)− εi(f˜jM) ≤ ϕi(M)− εi(M)− 〈hi, αj〉.
Proof. Let ε = εi(M), ϕ = ϕi(M) and k = −〈hi, αj〉. By Lemma 5.23, there exist unique
a, b ≥ 0 with a+ b = k such that εi(f˜jM) = ε− a. We need to show that ϕi(f˜jM) ≤ ϕ+ b,
which follows if we can show that prλf˜mi f˜jM = 0 for all m > ϕ+ b. We claim that
ε∗i (f˜
m+b
i f˜jM) ≥ ε∗i (f˜mi M)
for all m ≥ 0. Given the claim, we know by the definition of ϕ, Corollary 6.13 and
Lemma 6.15 that ε∗i (f˜
m
i M) > 〈hi, λ〉 for all m > ϕ. So the claim implies that ε∗i (f˜mi f˜jM) >
〈hi, λ〉 for all m > ϕ+ b, hence by Corollary 6.13 once more, prλf˜mi f˜jM = 0 as required.
To prove the claim, note that a ≤ ε, so b + ε ≥ k. Hence, Lemma 5.23(ii) shows that
there is a surjection
indn+m+b+1n,m−a,a+b+1M ⊛ L(i
m−a)⊛ L(iajib)։ f˜m+bi f˜jM.
By Lemma 5.19, resa+b+1a,b+1 L(i
ajib) ∼= L(ia)⊛L(jib). Hence by Frobenius reciprocity, there is
a surjection
inda+b+1a,b+1 L(i
a)⊛ L(jib)։ L(iajib).
Combining, we have proved existence of a surjection
indn+m+b+1n,m,b+1 M ⊛ L(i
m)⊛ L(jib)։ f˜m+bi f˜jM.
Hence by Frobenius reciprocity there is a non-zero map
(indn+mn,m M ⊛ L(i
m))⊛ L(jib)→ resn+m+b+1n+m,b+1 f˜m+bi f˜jM.
Since the left hand module has irreducible cosocle f˜mi M ⊛L(ji
b), we deduce that f˜m+bi f˜jM
has a constituent isomorphic to f˜mi M on restriction to the subalgebra Hn+m ⊆ Hn+m+b+1.
This implies the claim.
Corollary 6.17. Let λ ∈ P+ and M be an irreducible Hλn-module with central character χγ
for some γ ∈ Γn. Then, ϕi(M)− εi(M) ≤ 〈hi, λ− γ〉.
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Proof. Proceed by induction on n, the case n = 0 being immediate by Lemma 6.14. For
n > 0, we may write M = f˜jN for some irreducible Hλn−1-module N with ϕj(N) > 0. By
induction, ϕi(N)− εi(N) ≤ 〈hi, λ− γ + αj〉. The conclusion follows from Lemma 6.16.
§6-f. Alternative descriptions of ϕi. Keep λ ∈ P+ fixed. Now we wish to prove the
analogue of Theorem 6.11 for the function ϕi. This is considerably more difficult to do. Let
M be an irreducible Hλn-module. Recall that
fiM = lim←− pr
λindn+1n,1 M ⊛ Lm(i), indiM = lim←− pr
λindn+1n,1 M ⊠Rm(i),
and that the inverse limits stabilize after finitely many terms. Define ϕ˜i(M) to be the
stabilization point of the limit, i.e. the least m ≥ 0 such that fiM = prλindn+1n,1 M ⊛ Lm(i),
or equivalently indiM = pr
λindn+1n,1 M ⊠Rm(i). The first lemma follows [G1, Theorem 9.15].
Lemma 6.18. Let M be an irreducible Hλn-module and i ∈ I. Then:
(i) [fiM ] = ϕ˜i(M)[f˜iM ] +
∑
ca[Na] where the Na are irreducible Hλn+1-modules with
εi(Na) < εi(f˜iM);
(ii) EndHλn+1(fiM) ≃ EndHλn+1(f˜iM)
⊕ϕ˜i(M) as vector superspaces.
Proof. (i) Take any m ≥ 1. Since prλ is right exact, the natural surjection Lm(i) ։
Lm−1(i) and the obvious embedding Lm(i) →֒ Lm+1(i) (see §4-h) induce a commutative
diagram
prλindn+1n,1 M ⊛ L(i)
αm−−−→ prλindn+1n,1 M ⊛ Lm(i)
βm−−−→ prλindn+1n,1 M ⊛ Lm−1(i)→ 0∥∥∥ y
prλindn+1n,1 M ⊛ L(i)
αm+1−−−→ prλindn+1n,1 M ⊛ Lm+1(i)
βm+1−−−→ prλindn+1n,1 M ⊛ Lm(i) → 0
where the rows are exact. Note if αm = 0 then αm+1 = 0. It follows that if βm is an isomor-
phism so is βm′ for every m
′ ≥ m. So by definition of ϕ˜i(M), the maps β1, β2, . . . , βϕ˜i(M)
are not isomorphisms but all other βm′ ,m
′ > ϕ˜i(M) are isomorphisms.
Now to prove (i), we show by induction on m = 0, 1, . . . , ϕ˜i(M) that
[prλindn+1n,1 M ⊛ Lm(i)] = m[f˜iM ] + lower terms,
where the lower terms are irreducible Hλn+1-modules N with εi(N) < εi(f˜iM). This is
vacuous if m = 0. For m > 0, βm is not an isomorphism, so αm 6= 0. Hence, by Lemma 5.5,
the image of αm contains a copy of f˜iM plus lower terms. Now the induction step is
immediate.
(ii) Take m = ϕ˜i(M). One easily shows using the explicit construction of Lm(i) in §4-
h that there is an even endomorphism θ : Lm(i) → Lm(i) of H1-modules, such that the
image of θk is ≃ Lm−k(i) for each 0 ≤ k ≤ m. Frobenius reciprocity induces superalgebra
homomorphisms
EndH1(Lm(i)) →֒ EndHn,1(M ⊛ Lm(i)) →֒ EndHn+1(indn+1n,1 M ⊛ Lm(i)).
So θ induces an even Hn+1-endomorphism θ˜ of indn+1n,1 M ⊛Lm(i), such that the image of θ˜k
is ≃ indn+1n,1 M ⊛ Lm−k(i) for 0 ≤ k ≤ m. Now apply the right exact functor prλ to get an
even Hλn+1-endomorphism
θˆ : prλindn+1n,1 M ⊛ Lm(i)→ prλindn+1n,1 M ⊛ Lm(i)
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induced by θ˜. Note θˆm = 0 and θˆm−1 6= 0 because its image coincides with the image of the
non-zero map αm in the proof of (i). Hence, 1, θˆ, . . . , θˆ
m−1 are linearly independent, even
endomorphisms of fiM . Now the proof of (ii) is completed in the same way as in the proof
of Theorem 6.11(iii).
Corollary 6.19. Let M,N be irreducible Hλn-modules with M 6∼= N . Then, for every i ∈ I,
HomHλn+1(fiM,fiN) = 0.
Proof. Repeat the argument in the proof of Corollary 6.12, but using ϕ˜i and Lemma 6.18(i)
in place of εi and Theorem 6.11(i).
The main thing now is to prove that ϕ˜i(M) = ϕi(M). Note right away from the definitions
that ϕ˜i(M) = 0 if and only if ϕi(M) = 0.
Lemma 6.20. If M is an irreducible Hλn-module then
(ϕ˜0(M)− ε0(M)) + 2
ℓ∑
i=1
(ϕ˜i(M)− εi(M)) = 〈c, λ〉.
Proof. By Frobenius reciprocity and Theorem 3.9, we have that
EndHλn+1(ind
Hλn+1
Hλn M) ≃ HomHλn(M, res
Hλn+1
Hλn ind
Hλn+1
Hλn M)
≃ HomHλn(M,M ⊕ΠM)⊕〈c,λ〉 ⊕HomHλn(M, ind
Hλn
Hλn−1
res
Hλn
Hλn−1
M)
≃ HomHλn(M,M ⊕ΠM)⊕〈c,λ〉 ⊕ EndHλn−1(res
Hλn
Hλn−1
M).
Hence, by Schur’s lemma,
dimEndHλn+1(ind
Hλn+1
Hλn M)− dimEndHλn−1(res
Hλn
Hλn−1
M) =
{
2〈c, λ〉 if M is of type M,
4〈c, λ〉 if M is of type Q.
Now if M is of type M,
ind
Hλn+1
Hλn M ≃ f0M ⊕
ℓ⊕
i=1
(fiM ⊕ΠfiM), resH
λ
n
Hλn−1
M ≃ e0M ⊕
ℓ⊕
i=1
(eiM ⊕ΠeiM).
by Lemmas 6.3, 6.4 and (6.6). Hence by Lemma 6.18(ii) and Theorem 6.11(iii),
dimEndHλn+1(ind
Hλn+1
Hλn M) = 2ϕ˜0(M) + 4
ℓ∑
i=1
ϕ˜i(M),
dimEndHλn−1(res
Hλn
Hλn−1
M) = 2ε0(M) + 4
ℓ∑
i=1
εi(M),
and the conclusion follows in this case. The argument for M of type Q is similar.
Lemma 6.21. Let M be an irreducible Hλn-module and i ∈ I. Let ci = 1 if i = 0, ci = 2
otherwise. Then,
[resiindiM :M ] = 2ciεi(f˜iM)ϕ˜i(M), [indiresiM :M ] = 2ciεi(M)ϕ˜i(e˜iM),
soc resiindiM ≃ (M ⊕ΠM)⊕ciϕ˜i(M), soc indiresiM ≃ (M ⊕ΠM)⊕ciεi(M).
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Proof. The statement about composition multiplicities follows from Theorem 6.11(i) and
Lemma 6.18(i), taking into account how resi and indi are related to ei and fi as explained in
Lemmas 6.3 and 6.4. Now consider the statement about socles. We consider only resiindiM ,
the other case being entirely similar but using results from §6-d instead. By adjointness, it
suffices to be able to compute HomHλn+1(indiN, indiM) for any irreducible H
λ
n-module N .
But in view of Lemma 6.4, this can be computed from knowledge of HomHλn+1(fiN, fiM)
which is known by Corollary 6.19 (if M 6∼= N) and Lemma 6.18(ii) (if M ∼= N). The details
are similar to those in the proof of Lemma 6.20, so we omit them.
The proof of the next lemma is based on [V2, Lemma 6.1].
Lemma 6.22. Let M be an irreducible Hλn-module and i ∈ I. There are maps
indiresiM
ψ−→ resiindiM can−→ resiindiM/soc resiindiM,
whose composite is surjective.
Proof. Let k = ϕ˜i(M) and
π : indn+1n,1 M ⊠Rk(i)։ prλindn+1n,1 M ⊠Rk(i) = indiM
be the quotient map. Let H′1 denote the subalgebra of Hn generated by X±1n , Cn, and set
z = Xn+X
−1
n − q(i) (resp. Xn−1 if i = 0). Recall from §4-h that viewed as an H′1-module,
we have that Rk(i) ≃ H′1/(zk). In particular, Rk(i) is a cyclic module generated by the
image 1˜ of 1 ∈ H′1.
We first observe that for any m ≥ εi(M) + ϕ˜i(M), zm annihilates the vector
π[Tn ⊗ (u⊗ v)] ∈ indiM
for any u ∈ M,v ∈ Rk(i). This follows from the relations in Hn+1, e.g. in case i 6= 0
one ultimately appeals to the facts that (Xn + X
−1
n − q(i))εi(M) annihilates u (see The-
orem 6.11(ii)) and (Xn+1 + X
−1
n+1 − q(i))ϕ˜i(M) annihilates v. It follows that the unique
Hn−1,1-homomorphism (resiM)⊠H′1 → resnn−1,1resiindiM such that u⊗1 7→ π[Tn⊗ (u⊗ 1˜)]
for each u ∈ resiM ⊆ M factors to induce a well-defined Hn−1,1-module homorphism
(resiM) ⊠Rm(i) → resnn−1,1resiindiM. We then get from Frobenius reciprocity an induced
map
ψm : ind
n
n−1,1(resiM)⊠Rm(i)→ resiindiM (6.21)
for each m ≥ εi(M) + ϕ˜i(M). Each ψm factors through the quotient prλindnn−1,1(resiM)⊠
Rm(i), so we get an induced map
ψ : indiresiM = lim←−pr
λindnn−1,1(resiM)⊠Rm(i)→ resiindiM.
It remains to show that the composite of ψ with the canonical epimorphism from resiindiM
to resiindiM/soc resiindiM is surjective.
Let x = (n, n+ 1) ∈ Sn+1. By Mackey Theorem there exists an exact sequence
0→M ⊠Rk(i)→ resn+1n,1 (indn+1n,1 M ⊠Rk(i))→ indn,1n−1,1,1x((resnn−1,1M)⊠Rk(i))→ 0.
In other words, there is an Hn,1-isomorphism
indn,1n−1,1,1
x((resnn−1,1M)⊠Rk(i)) ∼−→ resn+1n,1 (indn+1n,1 M ⊠Rk(i))/(M ⊠Rk(i)),
h⊗ (u⊗ v) 7→ hTn ⊗ u⊗ v +M ⊠Rk(i)
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for h ∈ Hn, u ∈M,v ∈ Rk(i), where M ⊠Rk(i) is embedded into resn+1n,1 (indn+1n,1 M ⊠Rk(i))
as 1 ⊗M ⊗Rk(i). Recall from (4.28) that dimRk(i) = 2kci where ci is as in Lemma 6.21.
Hence, applying Lemma 6.21,
resn,1n M ⊠Rk(i) ≃ (M ⊕ΠM)kci ≃ soc resiindiM.
So applying the exact functor resi = res
n,1
n ◦∆i to the isomorphism above we get an isomor-
phism
indnn−1,1(resiM)⊠Rk(i) ∼−→ resi(indn+1n,1 M ⊠Rk(i))/soc resiindiM,
h⊗ u⊗ v 7→ hTn ⊗ u⊗ v + soc resiindiM.
It follows that there is a surjection
θ : indnn−1,1(resiM)⊠Rk(i)։ resiindiM/soc resiindiM
such that the diagram
indnn−1,1(resiM)⊠Rm(i)
ψm−−−→ resiindiMy ycan
indnn−1,1(resiM)⊠Rk(i) θ−−−→ resiindiM/soc resiindiM
commutes for all m ≥ εi(M) + ϕ˜i(M), where ψm is the map from (6.21) and the left
hand arrow is the natural surjection. Now surjectivity of θ immediately implies the desired
surjectivity of the composite.
Lemma 6.23. Let M be an irreducible Hλn-module with εi(M) > 0. Then,
ϕ˜i(e˜iM) = ϕ˜i(M) + 1.
Proof. Let us first show that
ϕ˜i(e˜iM) ≥ ϕ˜i(M) + 1. (6.22)
Recall ϕi(M) = 0 if and only if ϕ˜i(M) = 0. Suppose first that ϕi(M) = 0, when ϕi(e˜iM) 6=
0. Then, ϕ˜i(M) = 0 and ϕ˜i(e˜iM) 6= 0, so the conclusion certainly holds in this case. So we
may assume that ϕi(M) > 0, hence ϕ˜i(M) 6= 0. Note by Lemma 6.21,
[resiindiM/soc resiindiM :M ] = 2ciεi(f˜iM)ϕ˜i(M)− 2ciϕ˜i(M) = 2ciεi(M)ϕ˜i(M) 6= 0.
In particular, the map ψ in Lemma 6.22 is non-zero. Now Lemma 6.22 implies that the
multiplicity of M in im ψ is strictly greater than 2ciεi(M)ϕ˜i(M), since at least one compo-
sition factor of soc imψ ⊆ soc resiindiM must be sent to zero on composing with the second
map can. Using another part of Lemma 6.21, this shows that
2ciεi(M)ϕ˜i(e˜iM) > 2ciεi(M)ϕ˜i(M)
and (6.22) follows.
Now using (6.22) and Lemma 6.21, we see that in the Grothendieck group,
[resiindiM − indiresiM :M ] ≤ 2ci(ϕ˜i(M)− εi(M)),
with equality if and only if equality holds in (6.22). By central character considerations, for
i 6= j, [resiindjM :M ] = [indjresiM :M ] = 0. So using (6.6) we deduce that
[res
Hλn+1
Hλn ind
Hλn+1
Hλn M − ind
Hλn
Hλn−1
res
Hλn
Hλn−1
M :M ] ≤ 2(ϕ˜0(M)− ε0(M)) + 4
ℓ∑
i=1
(ϕ˜i(M)− εi(M))
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with equality if and only if equality holds in (6.22) for all i ∈ I. Now Lemma 6.20 shows
that the right hand side equals 2〈c, λ〉, which does indeed equal the left hand side thanks to
Theorem 3.9.
Corollary 6.24. For any irreducible Hλn-module M , ϕi(M) = ϕ˜i(M).
Proof. We proceed by induction on ϕi(M), the conclusion being known already in case
ϕi(M) = 0. For the induction step, take an irreducible Hλn-module N with ϕi(N) > 0, so
N = e˜iM where M = f˜iN is an irreducible Hλn+1-module with εi(M) > 0, ϕi(M) < ϕi(N).
Then by Lemma 6.23 and the induction hypothesis,
ϕ˜i(N) = ϕ˜i(e˜iM) = ϕ˜i(M) + 1 = ϕi(M) + 1 = ϕi(e˜iM) = ϕi(N).
This completes the induction step.
As a first consequence, we can improve Corollary 6.17:
Lemma 6.25. Let M be an irreducible Hλn-module of central character χγ for γ ∈ Γn.
Then, ϕi(M)− εi(M) = 〈hi, λ− γ〉.
Proof. In view of Corollary 6.17, it suffices to show that
(ϕ0(M)− ε0(M)) + 2
ℓ∑
i=1
(ϕi(M)− εi(M)) = 〈c, λ〉.
But this is immediate from Lemma 6.20 and Corollary 6.24.
We are finally ready to assemble the results of the subsection to obtain the full analogue
of Theorem 6.11 for ϕi:
Theorem 6.26. Let i ∈ I and M be an irreducible Hλn-module. Then,
(i) [fiM ] = ϕi(M)[f˜iM ]+
∑
ca[Na] where the Na are irreducibles with ϕi(Na) < ϕi(f˜iM);
(ii) ϕi(M) is the least m ≥ 0 such that fiM = prλindn+1n,1 M ⊛ Lm(i);
(iii) EndHn+1(fiM) ≃ EndHn+1(f˜iM)⊕ϕi(M) as vector superspaces.
Proof. (i) Since ϕi(M) = ϕ˜i(M) by Corollary 6.24, we know by Lemma 6.18(i) that
[fiM ] = ϕi(M)[f˜iM ] +
∑
ca[Na]
where the Na are irreducibles with εi(Na) < εi(f˜iM). Suppose that M ∈ RepγHλn, for
γ ∈ Γn. Then f˜iM and each Na have central character χγ+αi , since they are all composition
factors of indiM . So by Lemma 6.25,
ϕi(Na) = 〈hi, λ− γ − αi〉+ εi(Na), ϕi(f˜iM) = 〈hi, λ− γ − αi〉+ εi(f˜iM).
It follows that ϕi(Na) < ϕi(f˜iNa) too.
(ii) This is just the definition of ϕ˜i(M) combined with Corollary 6.24.
(iii) This follows from Lemma 6.18(ii).
HECKE-CLIFFORD SUPERALGEBRAS 59
7. Construction of U+Z
§7-a. Grothendieck groups revisited. Let us now write
K(∞) =
⊕
n≥0
K(RepI Hn) (7.1)
for the sum over all n of the Grothendieck groups of the categories RepI Hn. Also, write
K(∞)Q = Q⊗Z K(∞), (7.2)
extending scalars. Thus K(∞) is a free Z-module with canonical basis given by B(∞),
the isomorphism classes of irreducible modules, and K(∞)Q is the Q-vector space on basis
B(∞). We will always view K(∞) as a lattice in K(∞)Q.
We let K(∞)∗ denote the restricted dual of K(∞), namely, the set of functions f :
K(∞) → Z such that f vanishes on all but finitely many elements of B(∞). Thus K(∞)∗
is also a free Z-module, with canonical basis
{δM | [M ] ∈ B(∞)}
dual to the basis B(∞) of K(∞), i.e. δM ([M ]) = 1, δM ([N ]) = 0 for [N ] ∈ B(∞) with
N 6∼= M . Note for an arbitrary N ∈ RepI Hn, δM ([N ]) simply computes the composition
multiplicity [N :M ] of the irreducible module M as a composition factor of N . Finally, we
write B(∞)∗Q := Q⊗Z B(∞)∗, which can be identified with the restricted dual of B(∞)Q.
Entirely similar definitions can be made for each λ ∈ P+:
K(λ) =
⊕
n≥0
K(RepI Hλn) (7.3)
denotes the Grothendieck groups of the categories RepHλn for all n. Again, K(λ) is a free
Z-module on the basis B(λ) of isomorphism classes of irreducible modules. Moreover, inflλ
induces a canonical embedding
inflλ : K(λ) →֒ K(∞).
We will generally identify K(λ) with its image under this embedding. We also define K(λ)∗
and K(λ)Q = Q⊗Z K(λ) as above.
Recall the operators ei and more generally the divided power operators e
(r)
i for r ≥ 1,
defined on irreducible modules in resIHn in (6.8) and (6.11) respectively. These induce
linear maps
e
(r)
i : K(∞)→ K(∞) (7.4)
for each r ≥ 1. Similarly, the operators e(r)i and f (r)i from (6.12) and (6.13) respectively
induce maps
e
(r)
i , f
(r)
i : K(λ)→ K(λ). (7.5)
Recall by Lemma 6.9 that
eri = (r!)e
(r)
i , f
r
i = (r!)f
(r)
i . (7.6)
Extending scalars, the maps e
(r)
i , f
(r)
i induce linear maps on K(∞)Q and K(λ)Q too.
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§7-b. Hopf algebra structure. Now we wish to give K(∞) the structure of a graded Hopf
algebra over Z. To do this, recall the canonical isomorphism
K(RepI Hm)⊗Z K(RepI Hn)→ K(RepI Hm,n) (7.7)
from (2.4), for each m,n ≥ 0. The exact functor indm+nm,n induces a well-defined map
indm+nm,n : K(RepI Hm,n)→ K(RepI Hm+n).
Composing with the isomorphism (7.7) and taking the direct sum over all m,n ≥ 0, we
obtain a homogeneous map
⋄ : K(∞)⊗Z K(∞)→ K(∞). (7.8)
By transitivity of induction, this makes K(∞) into an associative graded Z-algebra. More-
over, there is a unit
ι : Z→ K(∞) (7.9)
mapping 1 to the identity module 1 of H0. Finally, since the duality τ induces the identity
map at the level of Grothendieck groups, Theorem 2.14 implies that the multiplication ⋄ is
commutative (in the usual unsigned sense).
Now consider how to define the comultiplication. The exact functor resnn1,n2 induces a
map
resnn1,n2 : K(RepI Hn)→ K(RepI Hn1,n2).
On composing with the isomorphism (7.7), we obtain maps
∆nn1,n2 :K(RepI Hn)→ K(RepI Hn1)⊗Z K(RepI Hn2), (7.10)
∆n =
∑
n1+n2=n
∆nn1,n2 :K(RepI Hn)→
⊕
n1+n2=n
K(RepI Hn1)⊗Z K(RepI Hn2). (7.11)
Now taking the direct sum over all n ≥ 0 gives a homomogeneous map
∆ : K(∞)→ K(∞)⊗Z K(∞). (7.12)
Transitivity of restriction implies that ∆ is coassociative, while the homogeneous projection
onto K(RepI H0) ∼= Z gives a counit
ε : K(∞)→ Z. (7.13)
Thus K(∞) is also a graded coalgebra over Z. Now finally:
Theorem 7.1. (K(∞), ⋄,∆, ι, ε) is a commutative, graded Hopf algebra over Z.
Proof. It just remains to check that ∆ is an algebra homomorphism, which follows using
the Mackey Theorem. Note in checking the details, one needs to use Lemma 5.14 to take
the definition of ⊛ into account correctly.
We record the following lemma explaining how to compute the action of ei on K(∞)
explicitly in terms of ∆:
Lemma 7.2. Let M be a module in RepI Hn. Write
∆nn−1,1[M ] =
∑
a
[Ma]⊗ [Na]
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for irreducible Hn−1-modules Ma and irreducible H1-modules Na. Then,
ei[M ] =
∑
a with Na∼=L(i)
[Ma].
Proof. This is immediate from Lemma 6.3.
Lemma 7.3. The operators ei : K(∞)→ K(∞) satisfy the Serre relations, i.e.
eiej = ejei if |i− j| > 1;
e2i ej + eje
2
i = 2eiejei if |i− j| = 1, i 6= 0, j 6= ℓ;
e30e1 + 3e0e1e
2
0 = 3e
2
0e1e0 + e1e
3
0 if ℓ 6= 1;
e3ℓ−1eℓ + 3eℓ−1eℓe
2
ℓ−1 = 3e
2
ℓ−1eℓeℓ−1 + eℓe
3
ℓ−1 if ℓ 6= 1;
e50e1 + 5e0e1e
4
0 + 10e
3
0e1e
2
0 = 10e
2
0e1e
3
0 + 5e
4
0e1e0 + e1e
5
0 if ℓ = 1,
for i, j ∈ I.
Proof. In view of Lemma 7.2 and coassociativity of ∆, this reduces to checking it on
irreducible Hn-modules for n = 2, 3, 4, 4, 6 respectively. For this, the character information
in Lemmas 5.19 and 5.20 is sufficient.
Now consider K(λ) for λ ∈ P+. This has a natural structure as K(∞)-comodule: viewing
K(λ) as a subset of K(∞), the comodule structure map is the restriction
∆λ : K(λ)→ K(λ)⊗Z K(∞)
of ∆. In other words, each K(λ) is a subcomodule of the right regular K(∞)-comodule.
One checks from the definitions that the dual maps to ⋄,∆, ι, ε induce on K(∞)∗ the
structure of a cocommutative graded Hopf algebra. From this point of view, each K(λ) is
a left K(∞)∗-module in the natural way: f ∈ K(∞)∗ acts on the left on K(λ) as the map
(id ⊗¯f) ◦∆λ. Similarly, K(∞) is itself a left K(∞)∗-module, indeed in this case the action
is even faithful.
Lemma 7.4. The operator e
(r)
i acts on K(∞) (resp. K(λ) for any λ ∈ P+) in the same
way as the basis element δL(ir) of K(∞)∗.
Proof. Let M be an irreducible module in RepI Hn or RepHλn. Let
∆n−r,r[M ] =
∑
a
[Ma]⊗ [Na]
for irreducible Hλn−r-modules Ma and irreducible Hr-modules Na. By the definition of the
action of K(∞)∗ on K(λ), it follows that
δL(ir)[M ] =
∑
a with Na∼=L(ir)
[Ma].
Hence, since [resr1,...,1L(i
r)] = (r!)[L(i)⊛r ], we get that δrL(i) acts in the same way as (r!)δL(ir).
So in view of (7.6), it just remains to check that δL(i) acts in the same way as ei, which
follows by Lemma 7.2.
Lemma 7.5. There is a unique homomorphism π : U+Z → K(∞)∗ of graded Hopf algebras
such that e
(r)
i 7→ δL(ir) for each i ∈ I and r ≥ 1.
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Proof. Since K(∞) is a faithful K(∞)∗-module, (7.6) and Lemmas 7.3 and 7.4 imply that
the operators δL(ir) satisfy the same relations as the generators e
(r)
i of U
+
Z . This implies
existence of a unique such algebra homomorphism. The fact that π is a coalgebra map
follows because
∆(δL(i)) = δL(i) ⊗ 1 + 1⊗ δL(i)
by the definition of the comultiplication on K(∞)∗.
§7-c. Shapovalov form. Now focus on a fixed λ ∈ P+. For an Hλn-module M , we let
PM denote its projective cover in the category Hλn-mod. Since Hλn is a finite dimensional
superalgebra, we can identify
K(λ)∗ =
⊕
n≥0
K(ProjHλn) (7.14)
so that the basis element δM corresponds to the isomorphism class [PM ] for each irreducible
Hλn-module M and each n ≥ 0. Moreover, under this identification, the canonical pairing
(., .) : K(λ)∗ ×K(λ)→ Z (7.15)
satisfies
([PM ], [N ]) =
{
dimHomHλn(PM , N) if M is of type M,
1
2 dimHomHλn(PM , N) if M is of type Q,
(7.16)
for Hλn-modules M,N with M irreducible (since the right hand side clearly computes the
composition multiplicity [N :M ]).
There is a homogeneous map
ω : K(λ)∗ → K(λ) (7.17)
induced by the natural maps K(ProjHλn) → K(RepHλn) for each n. We warn the reader
that we do not yet know that ω is injective.
As explained at the end of §6-c, we can define an action of e(r)i and f (r)i on the projective
indecomposable modules, hence on K(λ)∗. We know by Lemma 6.10 that (7.6) holds for
the operations on K(λ)∗ as well as on K(λ). Also, the actions of e(r)i and f
(r)
i commute
with ω by (6.14).
Lemma 7.6. The operators ei, fi on K(λ)
∗ and K(λ) satisfy (eix, y) = (x, fiy), (fix, y) =
(x, eiy) for each x ∈ K(λ)∗ and y ∈ K(λ).
Proof. Let M be an irreducible Hλn-module and N be an irreducible Hλn+1-module. We
check that (fi[PM ], [N ]) = ([PM ], ei[N ]) in the special case that i = 0, M is of type Q and
N is of type M. In this case, Lemmas 6.4, 6.1(i) and 6.3,
(fi[PM ], [N ]) =
1
2
(indi[PM ], [N ]) =
1
2
dimHomHλn+1(indiPM , N)
=
1
2
dimHomHλn(PM , resiN) = ([PM ], resi[N ]) = ([PM ], ei[N ]).
All the other situations that need to be considered follow similarly.
Corollary 7.7. Suppose
e
(r)
i [M ] =
∑
[N ]∈B(λ)
aM,N [N ], f
(r)
i [M ] =
∑
[N ]∈B(λ)
bM,N [N ].
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for [M ] ∈ B(λ). Then,
e
(r)
i [PN ] =
∑
[M ]∈B(λ)
bM,N [PM ], f
(r)
i [PN ] =
∑
[M ]∈B(λ)
aM,N [PM ]
for [N ] ∈ B(λ).
Using this, the next lemma is an easy consequence of Theorem 6.26(i), see [G1, Lemma 11.2]
for the detailed proof.
Lemma 7.8. Let M be an irreducible Hλn-module, set ε = εi(M), ϕ = ϕi(M). Then, for
any m ≥ 0,
e
(m)
i [PM ] =
∑
N with εi(N)≥m
aN [Pe˜mi N ]
for coefficients aN ∈ Z≥0. Moreover, in case m = ε,
e
(ε)
i [PM ] =
(
ε+ ϕ
ε
)
[Pe˜εiM ] +
∑
N with εi(N)>ε
aN [Pe˜εiN ].
We also need:
Theorem 7.9. Given an irreducible Hλn-module M , [PM ] ∈ K(ProjHλn) can be written as
an integral linear combination of terms of the form f
(r1)
i1
. . . f
(ra)
ia
[1λ].
Proof. Proceed by induction on n, the conclusion being trivial for n = 0. So suppose n > 0
and that the result is true for all smaller n. Suppose for a contradiction that we can find an
irreducible Hλn-module M for which the result does not hold. Pick i with ε := εi(M) > 0.
Since there are only finitely many irreducible Hλn-modules, we may assume by the choice of
M that the result holds for all irreducible Hλn-modules L with εi(L) > ε. Write
f
(ε)
i [Pe˜εiM ] =
∑
[L]∈IrrHλn
aL[PL]
for coefficients aL ∈ Z. By Corollary 7.7, aL = [e(ε)i L : e˜εiM ]. In particular, aL = 0 unless
εi(L) ≥ ε. Moreover, if aL 6= 0 for L with εi(L) = ε, then by Theorem 6.11(i), we have that
e
(ε)
i L
∼= e˜εiL ∼= e˜εiM , whence L ∼=M and aM = 1. This shows:
[PM ] = f
(ε)
i [Pe˜εiM ]−
∑
L with εi(L)>ε
aL[PL] (7.18)
for some aL ∈ Z. But the inductive hypothesis and choice of M ensure that all terms on the
right hand side are integral linear combinations of terms f
(r1)
i1
. . . f
(ra)
ia
[1λ], hence the same
is true for [PM ], a contradiction.
The next two theorems are fundamental, so we include the proofs even though they are
identical to the argument in [G1, Theorem 11.1].
Theorem 7.10. The map ω : K(λ)∗ → K(λ) from (7.17) is injective.
Proof. We show by induction on n that the map ω : K(ProjHλn) → K(RepHλn) is
injective. This is clear if n = 0, so assume n > 0 and the result has been proved for all
smaller n. Suppose we have a relation∑
[M ]∈IrrHλn
aMω([PM ]) = 0
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with not all coefficients aM being zero. We may choose i ∈ I and an irreducible module M
such that aM 6= 0, ε := εi(M) > 0 and aN = 0 for all N with εi(N) > ε.
Apply e
(ε)
i to the sum. By Lemma 7.8, we get∑
N with εi(N)=ε
(
ε+ ϕi(N)
ε
)
aNω([Pe˜εiN ]) +X = 0
where X is a sum of terms of the form ω([Pe˜εiL]) with εi(L) > ε. Now the inductive
hypothesis shows that X = 0 and that aN = 0 for each N with εi(N) = ε. In particular,
aM = 0, a contradiction.
In view of Theorem 7.10, we may identifyK(λ)∗ with its image under ω, soK(λ)∗ ⊆ K(λ)
are two different lattices in K(λ)Q: on tensoring with Q they become equal. Extending
scalars, the pairing (7.15) induces a bilinear form
(., .) : K(λ)Q ×K(λ)Q → Q (7.19)
with respect to which the operators ei and fi are adjoint.
Theorem 7.11. The form (., .) : K(λ)Q ×K(λ)Q → Q is symmetric and non-degenerate.
Proof. It is non-degenerate by construction, being induced by the pairing (., .) from
(7.15). So we just need to check that it is symmetric. Proceed by induction on n to show
that (., .) : K(RepHλn)Q × K(RepHλn)Q → Q is symmetric. In view of Theorem 7.9, any
element of K(RepHλn)Q can be written as fix for x ∈ K(RepHλn−1)Q. Then for any other
y ∈ K(RepHλn)Q, we have that
(fix, y) = (x, eiy) = (eiy, x) = (y, fix)
by the induction hypothesis.
§7-d. Chevalley relations. Continue working with a fixed λ ∈ P+. We turn now to
considering the relations satisfied by the operators ei, fi on K(λ).
Lemma 7.12. The operators ei, fi : K(λ)→ K(λ) satisfy the Serre relations (4.4).
Proof. We know the ei satisfy the Serre relations on all of K(∞) by Lemma 7.3, so they
certainly satisfy the Serre relations on restriction to K(λ). Moreover, ei and fi are adjoint
operators for the bilinear form (., .) according to Lemma 7.6, and this form is non-degenerate
by Theorem 7.11. The lemma follows.
Now we consider relations between the ei and fj. For i ∈ I and an irreducible Hλn-module
M with central character χγ for γ ∈ Γn, define
hi[M ] = 〈hi, λ− γ〉[M ]. (7.20)
Recall according to Lemma 6.25 that we have equivalently that
hi[M ] = (ϕi(M)− εi(M))[M ]. (7.21)
More generally, define(
hi
r
)
: K(λ)→ K(λ), [M ] 7→
(
ϕi(M)− εi(M)
r
)
[M ] (7.22)
where
(
m
r
)
denotes m(m−1) . . . (m−r+1)/(r!). Extending linearly, each (hir ) can be viewed
as a diagonal linear operator K(λ)→ K(λ). The definition (7.20) implies immediately that:
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Lemma 7.13. As operators on K(λ), [hi, ej ] = 〈hi, αj〉ej and [hi, fj] = −〈hi, αj〉fj for all
i, j ∈ I.
For the next lemma, we follow [G1, Proposition 12.5].
Lemma 7.14. As operators on K(λ), the relation [ei, fj ] = δi,jhi holds for each i, j ∈ I.
Proof. LetM be an irreducible Hλn-module. It follows immediately from Theorems 6.11(i)
and 6.26(i) (together with central character considerations in case i 6= j) that [M ] appears
in eifj[M ] − fjei[M ] with multiplicity δi,j(ϕi(M)− εi(M)). Therefore, it suffices simply to
show that eifj[M ]− fjei[M ] is a multiple of [M ]. Let us show equivalently that
[resiindjM − indjresiM ]
is a multiple of [M ].
For m ≫ 0, we have a surjection indn+1n,1 M ⊠Rm(j) ։ indjM. Apply prλ ◦ resi to get a
surjection
prλresiind
n+1
n,1 M ⊠Rm(j)։ resiindjM. (7.23)
By the Mackey Theorem and (4.29), there is an exact sequence
0→ (M ⊕ΠM)⊕δi,j .mcj −→ resiindn+1n,1 M ⊠Rm(j) −→ indnn−1,1(resiM)⊠Rm(j)→ 0,
where cj is as in Lemma 6.21. For sufficiently large m, pr
λindnn−1,1(resiM) ⊠ Rm(j) =
indjresiM . So on applying the right exact functor pr
λ and using the irreducibility of M ,
this implies that there is an exact sequence
0 −→M⊕m1 ⊕ΠM⊕m2 −→ prλresiindn+1n,1 M ⊠Rm(j) −→ indjresiM −→ 0, (7.24)
for some m1,m2. Now let N be any irreducible Hλn-module with N 6∼=M . Combining (7.23)
and (7.24) shows that
[indjresiM − resiindjM : N ] ≥ 0 (7.25)
Now summing over all i, j and using (6.6) gives that [ind resM − res indM : N ] ≥ 0. But
Theorem 3.9 shows that equality holds here, hence it must hold in (7.25) for all i, j ∈ I.
This completes the proof.
To summarize, we have shown in (7.6), Lemmas 7.12, 7.13 and 7.14 that:
Theorem 7.15. The action of the operators ei, fi, hi on K(λ) satisfy the Chevalley relations
(4.2), (4.3) and (4.4). Hence, the actions of e
(r)
i , f
(r)
i and
(
hi
r
)
for all i ∈ I, r ≥ 1 make
K(λ)Q into a UQ-module so that K(λ)
∗,K(λ) are UZ-submodules.
§7-e. Identification of K(∞)∗, K(λ)∗ and K(λ). Now we can prove Theorems A and
B stated in the introduction. Compare [A1, 4.3, 4.4] and [G1, 14.1, 14.2].
Theorem 7.16. For any λ ∈ P+,
(i) K(λ)Q is precisely the integrable highest weight UQ-module of highest weight λ, with
highest weight vector [1λ];
(ii) the bilinear form (., .) from (7.19) on the highest weight module K(λ)Q coincides with
the usual Shapovalov form satisfying ([1λ], [1λ]) = 1;
(iii) K(λ)∗ ⊂ K(λ) are integral forms of K(λ)Q containing [1λ], with K(λ)∗ being the
minimal lattice U−Z [1λ] and K(λ) being its dual under the Shapovalov form.
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Proof. It makes sense to think of K(λ)Q as a UQ-module according to Theorem 7.15.
The actions of ei and fi are locally nilpotent by Theorems 6.11(i) and 6.26(i). The action
of hi is diagonal by definition. Hence, K(λ)Q is an integrable module. Clearly [1λ] is a
highest weight vector of highest weight λ. Moreover, K(λ)Q = U
−
Q [1λ] by Theorem 7.9.
This completes the proof of (i), and (ii) follows immediately from Lemma 7.6. For (iii), we
know already that K(λ)∗ ⊂ K(λ) are dual lattices of K(λ)Q which are invariant under UZ.
Moreover, Theorem 7.9 again shows K(λ)∗ = U−Z [1λ].
Theorem 7.17. The map π : U+Z → K(∞)∗ constructed in Lemma 7.5 is an isomorphism.
Proof. Note by Lemma 7.4 that the action of the e
(r)
i ∈ U+Z on K(∞), hence on each
K(λ), factors through the map π. So if x ∈ ker π, we have by the previous theorem that x
acts as zero on all integrable highest weight modules K(λ), λ ∈ P+. Hence x = 0 and π is
injective. To prove surjectivity, take x ∈ K(∞). It suffices to show that (π(u), x) = 0 for
all u ∈ U+Z implies that x = 0. Note
(π(u), x) = (π(1)π(u), x) = (π(1), π(u)x) = (π(1), ux)
where the second equality follows because the right regular action of K(∞)∗ on itself is
precisely the dual action to the left action of K(∞)∗ on K(∞), and the third equality
follows from Lemma 7.4. Hence, if (π(u), x) = 0 for all u ∈ U+Z , we have that (π(1), ux) = 0
for all u ∈ U+Z . Now choose λ ∈ P+ sufficiently large so that in fact x ∈ K(λ) ⊂ K(∞).
Then, it follows that ([1λ], ux) = 0 for all u ∈ U+Z , where (., .) now is canonical pairing
between K(λ)∗ and K(λ). Hence by Lemma 7.6, (v[1λ], x) = 0 for all v ∈ U−Z . But then
Theorem 7.9 implies that x = 0.
8. Identification of the crystal
§8-a. Final properties of B(∞). Now we follow the ideas of [G1, §13].
Lemma 8.1. Let M ∈ RepI Hm be irreducible.
(i) For any i ∈ I, either εi(f˜∗i M) = εi(M) or εi(M) + 1.
(ii) For any i, j ∈ I with i 6= j, εi(f˜∗jM) = εi(M).
Proof. We prove (i), the proof of (ii) being similar. By the Shuffle Lemma, we certainly
have that εi(f˜
∗
i M) ≤ εi(M) + 1. Now let N = f˜∗i M . Then obviously, εi(e˜∗iN) ≤ εi(N).
Hence, εi(M) ≤ εi(f˜∗i M).
Lemma 8.2. Let M ∈ RepI Hm be irreducible and i, j ∈ I. If εi(f˜∗jM) = εi(M) then,
writing ε := εi(M), we have e˜
ε
i f˜
∗
jM
∼= f˜∗j e˜εiM .
Proof. Set n = m− ε. Let N = e˜εiM , so N is an irreducible Hn-module with εi(N) = 0
and M = f˜ εi N . For 0 ≤ b ≤ ε, let Qb = resε−bi f˜∗jM . Theorem 6.11(i) and Lemma 6.3 imply
that in the Grothendieck group, Qb is some number of copies of e˜
ε−b
i f˜
∗
jM plus terms with
strictly smaller εi. In particular, εi(L) ≤ b for all composition factors L of Qb, while Q0 is
consists only of copies of e˜εi f˜
∗
jM .
We will show by decreasing induction on b = ε, ε − 1, . . . , 0 that there is a non-zero
Hn+b+1-module homorphism
γb : ind
n+b+1
1,n,b L(j) ⊠N ⊠ L(i
b)→ Qb.
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In case b = ε, Qε = f˜
∗
jM is a quotient of ind
m+1
1,m L(j)⊠M and M is a quotient of ind
m
n,εN ⊠
L(iε), so the induction starts. Now we suppose by induction that we have proved γb 6= 0
exists for b ≥ 1 and construct γb−1.
Consider resn+b+1n+b,1 ind
n+b+1
1,n,b L(j)⊠N⊠L(i
b). By the Mackey Theorem, this has a filtration
0 ⊂ F1 ⊂ F2 ⊂ F3 with successive quotients
F1 ≃ indn+b,11,n,b−1,1res1,n,b1,n,b−1,1L(j) ⊠N ⊠ L(ib),
F2/F1 ≃ indn+b,11,n−1,b,1wres1,n,b1,n−1,1,bL(j)⊠N ⊠ L(ib),
F3/F2 ≃ indn+b,1n,b,1 N ⊠ L(ib)⊠ L(j),
where w is the obvious permutation. As γb 6= 0, Frobenius reciprocity implies that there
is a copy of the H1,n,b-module L(j) ⊛ N ⊛ L(ib) in the image of γb. Now b > 0, so the
q(i)-eigenspace of Xn+b+1 +X
−1
n+b+1 acting on L(j)⊛N ⊛L(i
b) is non-trivial. We conclude
that the map
γ˜b = resi(γb) : resiind
n+b+1
1,n,b L(j)⊠N ⊠ L(i
b)→ resiQb = Qb−1
is non-zero.
If i 6= j, then it follows from the description of F3/F2 and F2/F1 above that resi(F3/F1) =
0. So in this case, we necessarily have that γ˜b(F1) 6= 0. Similarly if i = j, resi(F2/F1) = 0,
so if γ˜b(F1) = 0 we see that γ˜b factors to a non-zero homomorphism
resn+b,1n+b ind
n+b,1
n,b,1 N ⊠ L(i
b)⊠ L(i)→ Qb−1.
But this implies that Qb−1 has a constituent L with εi(L) = b, which we know is not the
case. Hence we have that γ˜b(F1) 6= 0 in the case i = j too.
Hence, the restriction of γ˜b to F1 gives us a non-zero homomorphism
resn+b,1n+b ind
b+n,1
1,n,b−1,1res
1,n,b
1,n,b−1,1L(j) ⊠N ⊠ L(i
b)→ Qb−1.
Now finally as all composition factors of resbb−1L(i
b) are isomorphic to L(ib−1), this implies
the existence of a non-zero homomorphism γb−1 : indb+n1,n,b−1L(j) ⊠ N ⊠ L(i
b−1) → Qb−1
completing the induction.
Now taking b = 0 we have a non-zero map γ0 : ind
n+1
1,n L(j)⊠N → Q0. But the left hand
side has irreducible cosocle f˜∗jN = f˜
∗
j e˜
ε
iM while all composition factors of the right hand
side are isomorphic to e˜εi f˜
∗
jM . This completes the proof.
Corollary 8.3. Let M ∈ RepI(Hm) be irreducible and i ∈ I. Let M1 = e˜εi(M)i M and
M2 = (e˜
∗
i )
ε∗i (M)M . Then, ε∗i (M) = ε
∗
i (M1) if and only if εi(M) = εi(M2).
Proof. Since we can apply the automorphism σ, it suffices to check just one of the
implications. So suppose εi(M) = εi(M2). Clearly, ε
∗
i (M) ≥ ε∗i (M1). For the reverse
inequality, the preceeding two lemmas show that
M1 ∼= e˜εi(M)i M ∼= e˜εi(M)i (f˜∗i )ε
∗
i (M)M2 ∼= (f˜∗i )ε
∗
i (M)e˜
εi(M)
i M2.
This shows that ε∗i (M1) ≥ ε∗i (M).
Lemma 8.4. Let M ∈ RepI Hm be irreducible and i ∈ I satisfy εi(f˜∗i M) = εi(M) + 1.
Then e˜if˜
∗
i M =M .
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Proof. Set ε := εi(M) and N = e˜
ε
iM . By the Shuffle Lemma and Theorem 5.12,
[indm+11,m−ε,εL(i)⊛N ⊛ L(i
ε)] = [indm+1m−ε,ε+1N ⊛ L(i
ε+1)].
Hence by Theorem 6.11(i), [indm+11,m−ε,εL(i)⊛N ⊛ L(i
ε)] equals [f˜ ε+1i N ] = [f˜iM ] plus terms
[L] for irreducible L with εi(L) ≤ ε. On the other hand, indm+11,m−ε,εL(i)⊛N ⊛L(iε) surjects
onto f˜∗i M . So the assumption εi(f˜
∗
i M) = ε+ 1 implies f˜iM
∼= f˜∗i M .
§8-b. Crystals. Let us now recall some definitions from [Ka]. A crystal is a set B endowed
with maps
ϕi, εi : B → Z ∪ {−∞} (i ∈ I),
e˜i, f˜i : B → B ∪ {0} (i ∈ I),
wt : B → P
such that
(C1) ϕi(b) = εi(b) + 〈hi,wt(b)〉 for any i ∈ I;
(C2) if b ∈ B satisfies e˜ib 6= 0, then εi(e˜ib) = εi(b) − 1, ϕi(e˜ib) = ϕi(b) + 1 and wt(e˜ib) =
wt(b) + αi;
(C3) if b ∈ B satisfies f˜ib 6= 0, then εi(f˜ib) = εi(b) + 1, ϕi(f˜ib) = ϕi(b) − 1 and wt(e˜ib) =
wt(b)− αi;
(C4) for b1, b2 ∈ B, b2 = f˜ib1 if and only if b1 = e˜ib2;
(C5) if ϕi(b) = −∞, then e˜ib = f˜ib = 0.
For example, for each i ∈ I, we have the crystal Bi defined as a set to be {bi(n) | n ∈ Z}
with
εj(bi(n)) =
{ −n if j = i,
−∞ if j 6= i; ϕj(bi(n)) =
{
n if j = i,
−∞ if j 6= i;
e˜j(bi(n)) =
{
bi(n+ 1) if j = i,
0 if j 6= i; f˜j(bi(n)) =
{
bi(n − 1) if j = i,
0 if j 6= i;
and wt(bi(n)) = nαi. We abbreviate bi(0) by bi. Also for λ ∈ P , we have the crystal Tλ
equal as a set to {tλ}, with εi(tλ) = ϕi(tλ) = −∞, e˜itλ = f˜itλ = 0 and wt(tλ) = λ.
A morphism ψ : B → B′ of crystals is a map ψ : B ∪ {0} → B′ ∪ {0} such that
(H1) ψ(0) = 0;
(H2) if ψ(b) 6= 0 for b ∈ B, then wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b) and ϕi(ψ(b)) = ψ(b);
(H3) for b ∈ B such that ψ(b) 6= 0 and ψ(e˜ib) 6= 0, we have that ψ(e˜ib) = e˜iψ(b);
(H4) for b ∈ B such that ψ(b) 6= 0 and ψ(f˜ib) 6= 0, we have that ψ(f˜ib) = f˜iψ(b).
A morphism of crystals is called strict if ψ commutes with the e˜i’s and f˜i’s, and an embedding
if ψ is injective.
We also need the notion of a tensor product of two crystals B,B′. As a set, B ⊗ B′ is
equal to {b⊗ b′ | b ∈ B, b′ ∈ B′}. This is made into a crystal by
εi(b⊗ b′) = max(εi(b), εi(b′)− 〈hi,wt(b)〉), ϕi(b⊗ b′) = max(ϕi(b) + 〈hi,wt(b′)〉, ϕi(b′)),
e˜i(b⊗ b′) =
{
e˜ib⊗ b′ if ϕi(b) ≥ εi(b′)
b⊗ e˜ib′ if ϕi(b) < εi(b′) , f˜i(b⊗ b
′) =
{
f˜ib⊗ b′ if ϕi(b) > εi(b′)
b⊗ f˜ib′ if ϕi(b) ≤ εi(b′) ,
wt(b⊗ b′) = wt(b) + wt(b′).
Here, we understand b⊗ 0 = 0 = 0⊗ b.
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Having recalled these definitions, we now explain how to make our sets B(∞) and B(λ)
from (5.5) and (5.12) into crystals in the above sense. To do this, it just remains to define
the weight functions on both B(∞) and B(λ), as well as the function ϕi on B(∞): set
wt(M) = −γ, (8.1)
for an irreducible M ∈ Repγ Hn, and
wtλ(N) = λ− γ, (8.2)
for an irreducible N ∈ Repγ Hλn. Also for an irreducible [M ] ∈ B(∞), define
ϕi(M) = εi(M) + 〈hi,wt(M)〉, (8.3)
so that property (C1) is automatic. Thus we have defined (B(∞), εi, ϕi, e˜i, f˜i,wt) and
(B(λ), εi, ϕi, e˜
λ
i , f˜
λ
i ,wt
λ) purely in terms of the representation theory of the Hecke-Clifford
superalgebras.
Lemma 8.5. (B(∞), εi, ϕi, e˜i, f˜i,wt) and each (B(λ), εi, ϕi, e˜λi , f˜λi ,wtλ) for λ ∈ P+ are
crystals in the sense of Kashiwara.
Proof. Property (C1) is Lemma 6.25 or the definition in the affine case. Property (C4) is
Lemma 5.10. The remaining properties are immediate.
Recall the embedding inflλ : B(λ) ∪ {0} → B(∞) ∪ {0} from (5.13).
Lemma 8.6. The map B(λ) →֒ B(∞)⊗Tλ, [N ] 7→ inflλ[N ]⊗ tλ is an embedding of crystals
with image {
[M ]⊗ tλ ∈ B(∞)⊗ Tλ
∣∣ ε∗i (M) ≤ 〈hi, λ〉 for each i ∈ I} .
Proof. Since e˜λi and f˜
λ
i are restrictions of e˜i, f˜i from B(∞) to B(λ), respectively, the first
statement is immediate. The second is a restatement of Corollary 6.13.
§8-c. Identification of B(∞) and B(λ). The first lemma follows directly from Lem-
mas 8.1 and 8.2, applying the automorphism σ to get (ii).
Lemma 8.7. Let M ∈ RepI Hm be irreducible and i, j ∈ I with i 6= j. Set a = ε∗i (M).
(i) εj(M) = εj((e˜
∗
i )
aM).
(ii) If εj(M) > 0, then ε
∗
i (e˜jM) = ε
∗
i (M) and (e˜
∗
i )
ae˜jM ∼= e˜j(e˜∗i )aM.
The proof of the next result is taken from [G1, Proposition 10.2].
Lemma 8.8. Let M ∈ RepI Hm be irreducible and i ∈ I. Set a = ε∗i (M) and M¯ = (e˜∗i )aM .
(i) εi(M) = max(εi(M¯), a− 〈hi,wt(M¯ )〉).
(ii) If εi(M) > 0,
ε∗i (e˜iM) =
{
a if εi(M¯ ) ≥ a− 〈hi,wt(M¯)〉,
a− 1 if εi(M¯ ) < a− 〈hi,wt(M¯)〉.
(iii) If εi(M) > 0,
(e˜∗i )
be˜iM ∼=
{
e˜i(M¯ ) if εi(M¯) ≥ a− 〈hi,wt(M¯ )〉,
M¯ if εi(M¯) < a− 〈hi,wt(M¯ )〉,
where b = ε∗i (e˜iM).
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Proof. Let ε = εi(M), n = m− ε, and N = (e˜i)εM .
(i) By twisting with σ, it suffices to prove that (for arbitrary M)
ε∗i (M) = max(ε
∗
i (N), ε − 〈hi,wt(N)〉). (8.4)
Define the weights λ(0), λ(1), · · · ∈ P+ by taking the Λi-coefficient of λ(r) to be ε∗i (N) + r
and the Λj-coefficients of λ(r) for j 6= i to be ≫ 0. Then Iλ(r)N = 0 for any r ≥ 0, see
Corollory 6.13. Moreover, the same corollary implies that for k = ϕ
λ(r)
i (N),
ε∗i (f˜
k
i N) = 〈hi, λ(r)〉 and ε∗i (f˜k+1i N) = 〈hi, λ(r)〉+ 1.
Now, ϕλi (N) − ελi (N) = 〈hi, λ + wt(N)〉 and εi(N) = ελi (N). Moreover, by Lemma 8.1(i)
(twisted with σ) we have ε∗i (f˜
kN) ≥ ε∗i (N) for any k. All of these applied consecutively to
λ(0), λ(1), . . . imply:
ε∗i (f˜
s
i N) =
{
ε∗i (N) if s ≤ ε∗i (N) + εi(N) + 〈hi,wt(N)〉,
s− εi(N)− 〈hi,wt(N)〉 if s ≥ ε∗i (N) + εi(N) + 〈hi,wt(N)〉
for all s ≥ 0. For s = ε, taking into account εi(N) = 0, this gives (8.4).
(ii) Observe by (8.4) that ε∗i (e˜iM) = ε
∗
i (M)−1 if and only if ε > 〈hi,wt(N)〉+ε∗i (N), and
that otherwise ε∗i (e˜iM) = ε
∗
i (M). But 〈hi,wt(N)〉 = 〈hi,wt(M)〉 + 2ε and 〈hi,wt(M¯)〉 =
〈hi,wt(M)〉 + 2a so (ii) follows if we show that 〈hi,wt(M)〉 + ε∗i (N) + ε < 0 if and only if
〈hi,wt(M)〉+ εi(M¯ ) + a < 0. But by (i) and (8.4),
〈hi,wt(M)〉+ ε∗i (N) + ε = max(〈hi,wt(M)〉 + ε∗i (N) + εi(M¯), ε∗i (N)− a),
〈hi,wt(M)〉+ εi(M¯ ) + a = max(〈hi,wt(M)〉 + εi(M¯ ) + ε∗i (N), εi(M¯)− ε).
Moreover, obviously ε∗i (N) − a ≤ 0 and εi(M¯) − ε ≤ 0, and it remains to observe that
ε∗i (N)− a = 0 if and only if εi(M¯ )− ε = 0, thanks to Corollary 8.3.
(iii) This follows from (ii) and Lemmas 8.2 and 8.4 (twisted with σ).
Now for each i ∈ I, define a map
Ψi : B(∞)→ B(∞)⊗Bi (8.5)
mapping each [M ] ∈ B(∞) to [(e˜∗i )aM ]⊗ f˜ai bi, where a = ε∗i (M).
Lemma 8.9. The following properties hold:
(i) for every [M ] ∈ B(∞), wt(M) is a negative sum of simple roots;
(ii) [1] is the unique element of B(∞) with weight 0;
(iii) εi(1) = 0 for every i ∈ I;
(iv) εi(M) ∈ Z for every [M ] ∈ B(∞) and every i ∈ I;
(v) for every i, the map Ψi : B(∞) → B(∞) ⊗ Bi defined above is a strict embedding of
crystals;
(vi) Ψi(B(∞)) ⊆ B(∞)× {f˜ni bi | n ≥ 0};
(vii) for any [M ] ∈ B(∞) other than [1], there exists i ∈ I such that Ψi([M ]) = [N ]⊗ f˜ni bi
for some [N ] ∈ B(∞) and n > 0.
Proof. Properties (i)–(iv) are immediate from our construction of B(∞). The information
required to verify (v) is exactly contained in Lemmas 8.7 and 8.8. Finally, (vi) is immediate
from the definition of Ψi, and (vii) holds because every such M has ε
∗
i (M) > 0 for at least
one i ∈ I.
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The properties in Lemma 8.9 exactly characterize the crystal B(∞) by [KS, Proposi-
tion 3.2.3]. Hence, we have proved:
Theorem 8.10. The crystal B(∞) is isomorphic to Kashiwara’s crystal B(∞) associated
to the crystal base of U−Q .
In view of [Ka, Theorem 8.2], we can also identify our maps Ψi with those of [Ka]. Taking
into account [Ka, Proposition 8.1] we can then identify our functions ε∗i on B(∞) with those
in [Ka]. It follows from this, Lemma 8.6 and [Ka, Proposition 8.2] that:
Theorem 8.11. For each λ ∈ P+, the crystal B(λ) is isomorphic to Kashiwara’s crystal
B(λ) associated to the integrable highest weight UQ-module of highest weight λ.
§8-d. Blocks. Let λ ∈ P+. As an application of the theory, we mention here another
delightful argument of Grojnowski from [G2], which in our setting classifies the blocks of
the cyclotomic Hecke-Clifford superalgebras Hλn.
Let us recall the definition in the case of a finite dimensional superalgebra A. Let ∼ be
the equivalence relation on the set of isomorphism classes of irreducible A-modules such
that [L] ∼ [M ] if and only if there exists a chain L ∼= L0, L1, . . . , Lm ∼= M of irreducible
A-modules with either Ext1A(Li, Li+1) 6= 0 or Ext1A(Li+1, Li) 6= 0 for each i. Given a ∼-
equivalence class b, the corresponding block RepbA is the full subcategory of RepA consisting
of the A-modules all of whose composition factors belong to the equivalence class ∼. Thus,
there is a decomposition
RepA =
⊕
b
RepbA
as b runs over all ∼-equivalence classes. As usual, there are various equivalent points of
view: for instance, [L] ∼ [M ] if and only if the even central characters χL, χM : Z(A)0¯ → F
arising from the actions on the irreducible modules L,M are equal. Alternatively, the blocks
of A can be defined in terms of a decomposition of the identity 1A into a sum of centrally
primitive even idempotents.
Theorem 8.12. Let M,N be irreducible Hλn-modules with M 6∼= N . Let
0 −→M −→ X −→ N −→ 0
be an exact sequence of Hn-modules. Then, prλX = X and the sequence is also an exact
sequence of Hλn-modules.
Proof. We note that for irreducible modulesM,N in RepI Hn withM 6∼= N , we have that
HomHn−1(res
n
n−1M, res
n
n−1N) = 0.
This follows immediately from Corollary 6.12, Lemma 6.3 and (6.6). Using this in place of
[G2, Lemma 2], the proof of the theorem is now completed by exactly the same argument
as in [G2].
Note the theorem can be reinterpreted as saying that
Ext1Hn(M,N) ≃ Ext1Hλn(M,N) (8.6)
for irreducible Hλn-modules M,N with M 6∼= N . This is certainly not the case if M ∼= N !
Recalling the definitions from §4-f, we immediately deduce the following corollary which
determines the blocks of Hλn:
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Corollary 8.13. The blocks of Hλn are precisely the subcategories Repγ Hλn for γ ∈ Γn.
Moreover, Repγ Hλn is non-trivial if and only if the (λ−γ)-weight space of the highest weight
module K(λ)Q is non-zero.
9. Branching rules
In this final section, we deduce some important consequences for modular representations
of the double cover Ŝn of the symmetric group. In particular we obtain the classification of
the irreducible modules, describe the blocks of the group algebra FŜn and prove analogues of
the modular branching rules of [K1, K2, K3, K4, B, BK1]. Actually the results on branching
are somewhat weaker here: there is no representation theoretic interpretation at present to
the notion of “normal node” introduced below.
§9-a. Kang’s description of the crystal graph. Now we focus on the fundamental
highest weight Λ0. In this case, Kang [Kg] has given a convenient combinatorial description
of the crystal B(Λ0) in terms of Young diagrams, which we now describe.
For any n ≥ 0, let λ = (λ1, λ2, . . . ) be a partition of n, i.e. a non-increasing sequence of
non-negative integers summing to n. Recall that ℓ ∈ Z>0 ∪ {∞} and h = 2ℓ+ 1. We call λ
an h-strict partition if h divides λr whenever λr = λr+1 for r ≥ 1 (to interpret correctly in
case h =∞, we adopt the convention that∞ divides 0 and nothing else). Let Ph(n) denote
the set of all h-strict partitions of n, and Ph :=
⋃
n≥0 Ph(n). We say that λ ∈ Ph(n) is
restricted if in addition {
λr − λr+1 < h if h|λr,
λr − λr+1 ≤ h if h ∤ λr
for each r ≥ 1. Let RPh(n) denote the set of all restricted h-strict partitions of n, and
RPh :=
⋃
n≥0 RPh(n).
Let λ ∈ Ph be an h-strict partition. We identify λ with its Young diagram
λ = {(r, s) ∈ Z>0 × Z>0 | s ≤ λr}.
Elements (r, s) ∈ Z>0 × Z>0 are called nodes. We label the nodes of λ with residues, which
are the elements of the set I = {0, 1, . . . , ℓ}. The labelling depends only on the column and
follows the repeating pattern
0, 1, . . . , ℓ− 1, ℓ, ℓ− 1, . . . , 1, 0,
starting fom the first column and going to the right, see Example 9.1 below. The residue of
the node A is denoted resA. Define the residue content of λ to be the tuple
cont(λ) = (γi)i∈I (9.1)
where for each i ∈ I, γi is the number of nodes of residue i contained in the diagram λ.
Let i ∈ I be some fixed residue. A node A = (r, s) ∈ λ is called i-removable (for λ) if one
of the following holds:
(R1) resA = i and λA := λ− {A} is again an h-strict partition;
(R2) the node B = (r, s + 1) immediately to the right of A belongs to λ, resA = resB = i,
and both λB = λ− {B} and λA,B := λ− {A,B} are h-strict partitions.
Similarly, a node B = (r, s) /∈ λ is called i-addable (for λ) if one of the following holds:
(A1) resB = i and λB := λ ∪ {B} is again an h-strict partition;
(A2) the node A = (r, s − 1) immediately to the left of B does not belong to λ, res A =
resB = i, and both λA = λ ∪ {A} and λA,B := λ ∪ {A,B} are h-strict partitions.
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We note that (R2) and (A2) above are only possible in case i = 0.
Now label all i-addable nodes of the diagram λ by + and all i-removable nodes by −.
Then, the i-signature of λ is the sequence of pluses and minuses obtained by going along
the rim of the Young diagram from bottom left to top right and reading off all the signs.
The reduced i-signature of λ is obtained from the i-signature by successively erasing all
neighbouring pairs of the form +−.
Note the reduced i-signature always looks like a sequence of −’s followed by +’s. Nodes
corresponding to a − in the reduced i-signature are called i-normal, nodes corresponding to
a + are called i-conormal. The rightmost i-normal node (corresponding to the rightmost −
in the reduced i-signature) is called i-good, and the leftmost i-conormal node (corresponding
to the leftmost + in the reduced i-signature) is called i-cogood.
Example 9.1. Let h = 5, so ℓ = 2. The partition λ = (16, 11, 10, 10, 9, 5, 1) belongs to
RPh, and its residues are as follows:
0 1 2 1 0 0 1 2 1 0 0 1 2 1 0 0
0 1 2 1 0 0 1 2 1 0 0
0 1 2 1 0 0 1 2 1 0
0 1 2 1 0 0 1 2 1 0
0 1 2 1 0 0 1 2 1
0 1 2 1 0
0
The 0-addable and 0-removable nodes are as labelled in the diagram:
− −
−
−
−
❤
❤
❤
+
+
Hence, the 0-signature of λ is −,−,+,+,−,−,− and the reduced 0-signature is −,−,−.
Note the nodes corresponding to the −’s in the reduced 0-signature have been circled in the
above diagram. So, there are three 0-normal nodes, the rightmost of which is 0-good; there
are no 0-conormal or 0-cogood nodes.
In general, we define
εi(λ) = ♯{i-normal nodes in λ} = ♯{−’s in the reduced i-signature of λ}, (9.2)
ϕi(λ) = ♯{i-conormal nodes in λ} = ♯{+’s in the reduced i-signature of λ}. (9.3)
Also set
e˜i(λ) =
{
λA if εi(λ) > 0 and A is the (unique) i-good node,
0 if εi(λ) = 0,
(9.4)
f˜i(λ) =
{
λB if ϕi(λ) > 0 and B is the (unique) i-cogood node,
0 if ϕi(λ) = 0.
(9.5)
74 JONATHAN BRUNDAN AND ALEXANDER KLESHCHEV
Finally define
wt(λ) = Λ0 −
∑
i∈I
γiαi (9.6)
where cont(λ) = (γi)i∈I . We have now defined a datum (Ph, εi, ϕi, e˜i, f˜i,wt) which makes
the set Ph of all h-strict partitions into a crystal in the sense of §8-b. The definitions
imply that e˜i(λ), f˜i(λ) are restricted (or zero) in case λ is itself restricted. Hence, RPh is
a sub-crystal of Ph. We can now state the main result of Kang [Kg, 7.1] for type A
(2)
2ℓ :
Theorem 9.2. The set RPh equipped with εi, ϕi, e˜i, f˜i,wt as above is isomorphic (in the
unique way) to the crystal B(Λ0) associated to the integrable highest weight UQ-module of
fundamental highest weight Λ0.
Example 9.3. The crystal graph of RPh = B(Λ0) in case h = 3, up to degree 10, is as
follows:
∅
0
0 1
0 1
0
0 1 0
0
0 1 0 0
0
0 1 0
0 1
0 1 0 0
0 1
0 1 0
0 1
0
0 1 0 0
0 1
0
0 1 0
0 1 0
0
0 1 0 0 1
0 1
0 1 0 0
0 1 0
0
0 1 0 0 1
0 1
0
0 1 0
0 1 0
0 1
0 1 0 0
0 1 0
0 1
0 1 0 0 1
0 1 0
0
0 1 0
0 1 0
0 1
0
0 1 0 0 1
0 1 0 0
0
0 1 0 0 1
0 1 0
0 1
0 1 0 0
0 1 0
0 1
0
0 1 0
0 1 0
0 1 0
0
  
0
  
1
❅❅
0
❅
0
010
1 ✏✏
✏✏
0 ✏✏
✏✏0 1
❍❍
❍
1
✟✟
✟ 0
❩
❩0
01
PP
P 1✘✘✘
✘0
❍❍
❍ 0
✟✟
✟0
PP
PP 1
 0
...
Let us also mention here the extension of Morris’ notion of h-bar core [Mo] to an arbitrary
h-strict partition λ ∈ Ph(n). By an h-bar of λ, we mean one of the following:
(B1) the rightmost h nodes of row i of λ if λi ≥ h and either h|λi or λ has no row of length
(λi − h);
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(B2) the set of nodes in rows i and j of λ if λi + λj = h.
If λ has no h-bars, it is called an h-bar core. In general, the h-bar core λ˜ of λ is obtained
by successively removing h-bars, reordering the rows each time so that the result still lies
in Ph, until it is reduced to a core. The h-bar weight of λ, denoted w(λ), is then the total
number of h-bars that get removed. For a Lie theoretic explanation of these notions, we
refer the reader to [Kc, §12.6]. In particular, as observed in [LT2, §4], for µ, λ ∈ Ph(n) we
have that
cont(µ) = cont(λ) if and only if µ˜ = λ˜. (9.7)
Also, bearing in mind Theorem 9.2, we can state Kac’ formula [Kc, (12.13.5)] for the char-
acter of the highest weight UQ-module of highest weight Λ0 as follows: for λ ∈ RPh(n),
♯{µ ∈ RPh(n) | cont(µ) = cont(λ)} = Parℓ(w(λ)), (9.8)
where Parℓ(N) denotes the number of partitions of N as a sum of positive integers of ℓ
different colors.
§9-b. Representations of finite Hecke-Clifford superalgebras. Now that we have an
explicit description of the crystal B(Λ0), we formulate a more combinatorial description of
our main results for the representation theory of the finite Hecke-Clifford superalgebras Hfinn .
Recall from Remark 4.2 that this is precisely the cyclotomic Hecke-Clifford superalgebra
HΛ0n . The results of this subsection also hold in the degenerate case, when Hfinn is the finite
Sergeev superalgebra, see §2-k.
As explained in §5-d, the isomorphism classes of irreducibleHfinn -modules are parametrized
by the nodes of the crystal graph B(Λ0). By Theorems 9.2 and 8.11, we can identify B(Λ0)
with RPh. In other words, we can use the set RPh(n) of restricted h-strict partitions of
n to parametrize the irreducible Hfinn -modules for each n ≥ 0. Let us write M(λ) for the
irreducible Hfinn -module corresponding to λ ∈ RPh(n). To be precise,
M(λ) := L(i1, . . . , in)
if λ = f˜in . . . f˜i1∅. Here the operator f˜i is as defined in (9.5), corresponding under the
identification RPh(n) = B(Λ0) to the crystal operator denoted f˜
Λ0
i in earlier sections, and
∅ denotes the empty partition, corresponding to 1λ ∈ B(Λ0).
For λ ∈ RPh(n), we also define
b(λ) := ♯{r ≥ 1 | h ∤ λr}, (9.9)
the number of parts of λ that are not divisible by h. The definition of residue content
immediately gives that
b(λ) ≡ γ0 (mod 2), (9.10)
where γ0 denotes the number of 0’s in the residue content of λ.
Theorem 9.4. The modules {M(λ) | λ ∈ RPh(n)} form a complete set of pairwise non-
isomorphic irreducible Hfinn -modules. Moreover, for λ, µ ∈ RPh(n),
(i) M(λ) ∼=M(λ)τ ;
(ii) M(λ) is of type M if b(λ) is even, type Q if b(λ) is odd;
(iii) M(µ) and M(λ) belong to the same block if and only if cont(µ) = cont(λ);
(iv) M(λ) is a projective module if and only if λ is an h-bar core.
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Proof. We have already discussed the first statement of the theorem, being a consequence
of our main results combined with Kang’s Theorem 9.2. For the rest, (i) follows from
Corollary 5.13, (ii) is a special case of Lemma 5.14 combined with (9.10), and (iii) is a
special case of Corollary 8.13. For (iv), note that if M(λ) is projective then it is the only
irreducible in its block, hence by (9.8), Parℓ(w(λ)) = 1. So either w(λ) = 0, or ℓ = 1
and w(λ) = 1. Now if w(λ) = 0 then λ is an h-bar core so the Shapovalov form on the
(1-dimensional) wt(λ)-weight space of K(Λ0)Z is 1 (since wt(λ) is conjugate to Λ0 under
the action of the affine Weyl group). Hence, M(λ) is projective by Theorem 7.16(ii). To
rule out the remaining possibilty ℓ = 1 and w(λ) = 1, one checks in that case that the
Shapovalov form on the wt(λ)-weight space of K(Λ0)Z is 3.
The next two theorems summarize earlier results concerning restriction and induction.
Theorem 9.5. Let λ ∈ RPh(n). There exist Hfinn−1-modules eiM(λ) for each i ∈ I, unique
up to isomorphism, such that
(i) res
Hfinn
Hfinn−1
M(λ) ∼=
{
2e0M(λ)⊕ 2e1M(λ)⊕ · · · ⊕ 2eℓM(λ) if b(λ) is odd,
e0M(λ)⊕ 2e1M(λ)⊕ · · · ⊕ 2eℓM(λ) if b(λ) is even;
(ii) for each i ∈ I, eiM(λ) 6= 0 if and only if λ has an i-good node A, in which case eiM(λ)
is a self-dual indecomposable module with irreducible socle and cosocle isomorphic to
M(λA).
Moreover, if i ∈ I and λ has an i-good node A, then
(iii) the multiplicity of M(λA) in eiM(λ) is εi(λ), εi(λA) = εi(λ)−1, and εi(µ) < εi(λ)−1
for all other composition factors M(µ) of eiM(λ);
(iv) EndHfinn−1(eiM(λ)) ≃ EndHfinn−1(M(λA))
⊕εi(λ) as a vector superspace;
(v) HomHfinn−1(eiM(λ), eiM(µ)) = 0 for all µ ∈ RPh(n) with µ 6= λ;
(vi) eiM(λ) is irreducible if and only if εi(λ) = 1.
Hence, res
Hfinn
Hfinn−1
M(λ) is completely reducible if and only if εi(λ) ≤ 1 for every i ∈ I.
Proof. The existence of such modules eiM(λ) follows from (6.6), Lemma 6.3 and The-
orem 6.6(i), combined as usual with Kang’s Theorem 9.2. Uniqueness follows from Krull-
Schmidt and the block classification from Theorem 9.4(iii). For the remaining properties,
(iii),(iv) and (v) follow from Theorem 6.11 and Corollary 6.12. Finally, (vi) follows from
(iii) as eiM(λ) is a module with simple socle and cosocle both isomorphic to M(λA).
Theorem 9.6. Let λ ∈ RPh(n). There exist Hfinn+1-modules fiM(λ) for each i ∈ I, unique
up to isomorphism, such that
(i) ind
Hfinn+1
Hfinn M(λ)
∼=
{
2f0M(λ)⊕ 2f1M(λ)⊕ · · · ⊕ 2fℓM(λ) if b(λ) is odd,
f0M(λ)⊕ 2f1M(λ)⊕ · · · ⊕ 2fℓM(λ) if b(λ) is even;
(ii) for each i ∈ I, fiM(λ) 6= 0 if and only if λ has an i-cogood node B, in which case
fiM(λ) is a self-dual indecomposable module with irreducible socle and cosocle isomor-
phic to M(λB).
Moreover, if i ∈ I and λ has an i-cogood node B, then
(iii) the multiplicity ofM(λB) in fiM(λ) is ϕi(λ), ϕi(λ
B) = ϕi(λ)−1, and ϕi(µ) < ϕi(λ)−1
for all other composition factors M(µ) of fiM(λ);
(iv) EndHfinn+1(fiM(λ)) ≃ EndHfinn+1(M(λ
B))⊕ϕi(λ) as a vector superspace;
(v) HomHfinn+1(fiM(λ), fiM(µ)) = 0 for all µ ∈ RPh(n) with µ 6= λ;
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(vi) fiM(λ) is irreducible if and only if ϕi(λ) = 1.
Hence, ind
Hfinn+1
Hfinn M(λ) is completely reducible if and only if ϕi(λ) ≤ 1 for every i ∈ I.
Proof. The argument is the same as Theorem 9.5, but using (6.6), Lemma 6.4, Theo-
rem 6.6(ii), Corollary 6.19 and Theorem 6.26.
There is one Hfinn -module that deserves special mention, the so-called basic spin module.
Recall from §2-d that the subalgebra Hcln of Hfinn generated by T1, . . . , Tn−1 is the classical
Hecke algebra associated to the symmetric group. It has a one dimensional module denoted
1, on which each Ti acts as multiplication by q. For n ≥ 1, we define
I(n) := ind
Hfinn
Hcln 1, (9.11)
giving an Hfinn -module of dimension 2n. Also introduce the restricted h-strict partition
ωn :=
{
(ha, b) if b 6= 0,
(ha−1, h− 1, 1) if b = 0, (9.12)
where n = ah+ b with 0 ≤ b < h.
Lemma 9.7. If p ∤ n then I(n) ∼= M(ωn); if p|n then I(n) is an indecomposable module
with two composition factors both isomorphic to M(ωn). In particular,
dimM(ωn) =
{
2n if p ∤ n,
2n−1 if p | n.
Proof. This is obvious if n = 1, 2 and easy to check directly if n = 3. Now for n > 3 we
proceed by induction using Theorem 9.5 together with the observation that res
Hfinn
Hfinn−1
I(n) ≃
I(n − 1) ⊕ ΠI(n − 1). We consider the four cases n ≡ 0, 1 or 2 (mod h) and n 6≡ 0, 1, 2
(mod h) separately.
Suppose first that n 6≡ 0, 1, 2 (mod h). Considering the crystal graph shows that f˜iωn−1 6=
0 only for i = 0 and for one other i ∈ I, for which f˜iωn−1 = ωn. By the induction
hypothesis, res
Hfinn
Hfinn−1
I(n) ∼= 2M(ωn−1). Hence by Theorem 9.5, I(n) can only contain M(ωn)
andM(f˜0ωn−1) as composition factors. But the latter case cannot hold since by Theorem 9.5
again, res
Hfinn
Hfinn−1
M(f˜0ωn−1) is not isotypic. Hence all composition factors of I(n) are ∼=M(ωn),
and one easily gets that in fact I(n) ∼=M(ωn) by a dimension argument.
Next suppose that n ≡ 0 (mod h). This time, f˜0ωn−1 = ωn and all other f˜iωn−1 are
zero. Hence, by the induction hypothesis and the branching rules, I(n) only involves M(ωn)
as a constituent. But we have that res
Hfinn
Hfinn−1
M(ωn) = e0M(ωn) ∼= M(ωn−1) so in fact that
I(n) must have M(ωn) as a constituent with multiplicty two. Further consideration of the
endomorphism ring of I(n) shows moreover that it is an indecomposable module.
The argument in the remaining two cases n ≡ 1 (mod h) and n ≡ 2 (mod h) is entirely
similar.
§9-c. Projective representations of Sn. We specialize for the final applications to the
degenerate case. So now F is an algebraically closed field of characteristic p 6= 2, h = p
(if p 6= 0) or h = ∞ (if p = 0), and ℓ = (h − 1)/2. We are interested in the projective
representations of the symmetric group Sn over the field F . Equivalently, see for example
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[BK2, §3], we consider the representations of the twisted group algebra S(n), defined by
generators t1, . . . , tn−1 subject to the relations
t2i = 1, titi+1ti = ti+1titi+1, titj = −tjti
for all 1 ≤ i ≤ n− 1 and all 1 ≤ j ≤ n− 1 with |i− j| > 1. We view S(n) as a superalgebra,
defining the grading by declaring the generators t1, . . . , tn−1 to be of degree 1¯. All modules
in this subsection will be Z2-graded as usual, see §2-b.
Let W (n) denote the finite Sergeev superalgebra, replacing the notation Hfinn used pre-
viously. Recall from §2-k that W (n) is a twisted tensor product of the group algebra FSn
of the symmetric group and the Clifford superalgebra C(n). So W (n) has even generators
s1, . . . , sn−1 subject to the usual relations of the basic transpositions in Sn, odd generators
c1, . . . , cn subject to the Clifford relations as in (2.7), (2.8), and the additional relations
(2.35). The connection between the superalgebras S(n) and W (n) is explained by the fol-
lowing observation, due originally to Sergeev [S2], see also [BK2, 3.3]:
Lemma 9.8. There is an isomorphism of superalgebras
ϕ : S(n)⊗ C(n) ∼−→ W (n)
such that ϕ(1⊗ ci) = ci and ϕ(tj ⊗ 1) = 1√−2sj(cj − cj+1), i = 1, . . . , n, j = 1, . . . , n− 1.
We will from now on identify W (n) with S(n) ⊗ C(n) according to the lemma, and
view S(n) (resp. C(n)) as the subalgebra S(n) ⊗ 1 (resp. 1 ⊗ C(n)) of W (n). Recall the
antiautomorphism τ of W (n) defined as in (2.39) to be the unique antiautomorphism which
is the identity on the generators s1, . . . , sn−1, c1, . . . , cn. This leaves invariant the subalgebra
S(n) of W (n), so induces an antiautomorphism
τ : S(n)→ S(n). (9.13)
More explicitly, τ on S(n) is the unique antiautomorphism which maps the generator ti to
−ti for each i = 1, . . . , n− 1. Given a finite dimensional S(n)- (resp. W (n)-) module M we
write M τ for the dual vector superspace viewed as a module by twisting the natural right
action into a left action via the antiautomorphism τ , see §2-b.
We also need the Clifford module U(n), which is the unique irreducible C(n)-module up
to isomorphism, see for instance [BK2, 2.10]. We recall that U(n) is of type M if n is even,
type Q if n is odd, and dimU(n) = 2⌊(n+1)/2⌋.
Now consider the exact functors
Fn : RepS(n)→ RepW (n), Fn :=?⊠ U(n),
Gn : RepW (n)→ RepS(n), Gn := HomC(n)(U(n), ?).
Also let
res
W (n)
W (n−1) : RepW (n)→ RepW (n− 1), ind
W (n)
W (n−1) : RepW (n− 1)→ RepW (n),
res
S(n)
S(n−1) : RepS(n)→ RepS(n− 1), ind
S(n)
S(n−1) : RepS(n− 1)→ RepS(n)
denote the (exact) induction and restriction functors, where S(n−1) ⊂ S(n) andW (n−1) ⊂
W (n) are the natural subalgebras generated by all but the last generators. Recalling that
Π denotes the parity change functor (2.1), the following lemma lists some basic properties:
Lemma 9.9. The functors Fn and Gn are left and right adjoint to one another, and both
commute with τ -duality. Moreover:
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(i) Suppose that n is even. Then Fn and Gn are inverse equivalences of categories, so
induce a type-preserving bijection between the isomorphism classes of irreducible S(n)-
modules and of irreducible W (n)-modules. Also,
Fn−1 ◦ resS(n)S(n−1) ≃ res
W (n)
W (n−1) ◦ Fn, (9.14)
Gn−1 ◦ resW (n)W (n−1) ≃ res
S(n)
S(n−1) ◦ Gn ⊕Π ◦ res
S(n)
S(n−1) ◦ Gn, (9.15)
Fn+1 ◦ indS(n+1)S(n) ≃ ind
W (n+1)
W (n) ◦ Fn, (9.16)
Gn+1 ◦ indW (n+1)W (n) ≃ ind
S(n+1)
S(n) ◦ Gn ⊕Π ◦ ind
S(n+1)
S(n) ◦ Gn. (9.17)
(ii) Suppose that n is odd. Then Fn ◦ Gn ≃ Id⊕Π and Gn ◦ Fn ≃ Id⊕Π. Furthermore,
the functor Fn induces a bijection between isomorphism classes of irreducible S(n)-
modules of type M and irreducible W (n)-modules of type Q, while the functor Gn induces
a bijection between isomorphism classes of irreducible W (n)-modules of type M and
irreducible S(n)-modules of type Q. Finally,
res
W (n)
W (n−1) ◦ Fn ≃ Fn−1 ◦ res
S(n)
S(n−1) ⊕Π ◦ Fn−1 ◦ res
S(n)
S(n−1), (9.18)
res
S(n)
S(n−1) ◦ Gn ≃ Gn−1 ◦ res
W (n)
W (n−1), (9.19)
ind
W (n+1)
W (n) ◦ Fn ≃ Fn+1 ◦ ind
S(n+1)
S(n) ⊕Π ◦ Fn+1 ◦ ind
S(n+1)
S(n) , (9.20)
ind
S(n+1)
S(n) ◦ Gn ≃ Gn+1 ◦ ind
W (n+1)
W (n) . (9.21)
Proof. Most of these facts are proved in [BK2, 3.4,3.5], but we recall some of the details
since we need to go slightly further. Let us consider the proof that Fn ◦ Gn ≃ Id⊕Π and
Gn ◦ Fn ≃ Id⊕Π, assuming that n is odd. Let I, J be a basis for EndC(n)(U(n)) with I
being the identity and J being an odd involution. Then, there are natural isomorphisms
η : Fn ◦ Gn ∼−→ Id⊕Π, ξ : Id⊕Π ∼−→ Gn ◦ Fn.
The first is defined for eachW (n)-moduleM by ηM : HomC(n)(U(n),M)⊠U(n)→M⊕ΠM ,
θ ⊗ u 7→ (θ(u), (−1)θ¯θ(Ju)). The second is defined for each S(n)-module N by ξN : N ⊕
ΠN → HomC(n)(U(n), N⊠U(n)), (n, n′) 7→ θn,n′ , where θn,n′(u) = n⊗u+(−1)n¯′n′⊗Ju for
each u ∈ U(n). The proof that η and ξ really are isomorphisms is similar to the argument
in [BK2, 3.4]. Now consider the composite natural transformations
Id −→ Id⊕Π ξ−→ Gn ◦ Fn, Fn ◦ Gn η−→ Id⊕Π −→ Id, (9.22)
Id −→ Id⊕Π η
−1
−→ Fn ◦ Gn, Gn ◦ Fn ξ
−1
−→ Id⊕Π −→ Id, (9.23)
where the unmarked arrows are the obvious even ones. Then, (9.22) (resp. 9.23) gives the
unit and counit of the adjunction needed to prove that Fn is left (resp. right) adoint to Gn.
We leave the details to be checked to the reader, see e.g. [ML, IV.1, Theorem 2(v)].
In case n is even, a similar but easier argument shows that Fn ◦ Gn ≃ Id,Gn ◦ Fn ≃ Id
so that Fn and Gn are inverse equivalences, hence left and right adjoint to each other. Now
the statements in (i) and (ii) about isomorphism classes of irreducible modules follow easily
as in [BK2, 3.5].
Let us next prove that Fn commutes with duality. The antiautomorphism τ of W (n)
induces the antiautomorphism τ of the subalgebra C(n) with τ(ci) = ci for each i = 1, . . . , n.
Let ϕ : U(n) → U(n)τ , u 7→ ϕu be a homogeneous isomorphism; note that it is not always
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possible to choose ϕ to be even, since U(n) 6≃ U(n)τ in case n ≡ 2 (mod 4). We get a
natural isomorphism
ΦM :M
τ
⊠ U(n)→ (M ⊠ U(n))τ , f ⊗ u 7→ θf,u
for each finite dimensional S(n)-moduleM , where θf,u(m⊗v) = (−1)m¯ϕ¯f(m)ϕu(v) for each
m ∈M,v ∈ U(n). This shows that Fn commutes with duality, i.e. τ ◦ Fn ◦ τ ∼= Fn. Hence,
using (2.2) and the fact that Gn is left adjoint to Fn, the composite functor τ ◦ Gn ◦ τ is
right adjoint to Fn. But we already know that Gn is right adjoint to Fn, so uniqueness of
adjoints gives that τ ◦ Gn ◦ τ ∼= Gn. This shows that Gn commutes with duality too.
It just remains to check the isomorphisms (9.14)–(9.21). Well, (9.14) follows from the
definition on noting that res
C(n)
C(n−1)U(n) ≃ U(n − 1) if n is even. Then (9.15) follows from
(9.14) on composing on the left with Gn−1 and on the right with Gn. Next, (9.19) follows
from the definition and an application of Frobenius reciprocity, using the observation that
U(n) ≃ indC(n)C(n−1)U(n− 1) if n is odd. As before (9.18) then follows, composing with Fn−1
and Fn. Finally, (9.16), (9.17), (9.20) and (9.21) follow from (9.19), (9.18), (9.15) and (9.14)
respectively by uniqueness of adjoints.
We are ready to derive the consequences for S(n) of the results of §9-b, or rather, of the
analogous results forW (n) in the degenerate case. By Theorem 9.4, we have a parametriza-
tion {M(λ) | λ ∈ RPp(n)} of the irreducible W (n)-modules. Lemma 9.9 shows that the
functors Fn and Gn set up a natural correspondence between classes of irreducible S(n) and
W (n)-modules, type-preserving if n is even and type-reversing if n is odd. Hence we have a
parametrization {D(λ) | λ ∈ RPp(n)} of the irreducible S(n)-modules, letting D(λ) be an
irreducible S(n)-module corresponding to M(λ) under the correspondence. Also, recalling
the definition (9.9), define
a(λ) := n− b(λ) (9.24)
for λ ∈ RPp(n). We observe by (9.10) that
a(λ) ≡ γ1 + · · ·+ γℓ (mod 2), (9.25)
where γ1 + · · ·+ γℓ counts the number of nodes in the Young diagram λ of residue different
from 0. Then:
Theorem 9.10. The modules {D(λ) | λ ∈ RPp(n)} form a complete set of pairwise non-
isomorphic irreducible S(n)-modules. Moreover, for λ, µ ∈ RPp(n),
(i) D(λ) ∼= D(λ)τ ;
(ii) D(λ) is of type M if a(λ) is even, type Q if a(λ) is odd;
(iii) D(µ) and D(λ) belong to the same block if and only if cont(µ) = cont(λ);
(iv) D(λ) is a projective module if and only if λ is a p-bar core.
Proof. It just remains to observe that (i)–(iv) follow follow directly from Theorem 9.4(i)–
(iv) using Lemma 9.9.
Remark 9.11. The p-blocks of the ordinary irreducible projective representations of Sn
were described by Humphreys [H], in terms of the notion of p-bar core. However, unlike
the case of Sn, Humphreys’ result does not imply Theorem 9.10(iii) because of the lack of
information on decomposition numbers.
Define ωn ∈ RPp(n) as in (9.12). Then the irreducible S(n)-module D(ωn) is the basic
spin module:
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Lemma 9.12. D(ωn) is of dimension 2
⌊n/2⌋, unless p|n when its dimension is 2⌊(n−1)/2⌋.
Moreover, D(ωn) is equal to the reduction modulo p of the basic spin module D((n))C of
S(n)C over C, except if p|n and n is even when the reduction modulo p of D((n))C has two
composition factors both isomorphic to D(ωn).
Proof. The statement about dimension is immediate from Lemmas 9.7 and 9.9. The final
statement is easily proved by working in terms of W (n) and using the explicit construction
given in (9.11).
To motivate the next two theorems, note that the map [D(λ)] 7→ [M(λ)] for each λ ∈
RPp(n) extends linearly to an isomorphism
K(RepS(n))
∼−→ K(RepW (n))
at the level of Grothendieck groups. Using this identification, we can lift the operators
ei and fi on K(Λ0) =
⊕
n≥0K(RepW (n)) defined earlier to define similar operators on⊕
n≥0K(RepS(n)). Then all our earlier results about K(Λ0), for instance Theorems 7.15
and 7.16, could be restated purely in terms of the representations of S(n) instead of W (n).
In fact, we can do slightly better and define the operators ei and fi on irreducible S(n)-
modules, not just on the Grothendieck group. Theorems 9.13 and 9.14 below should be
compared with the parallel results [BK1, Theorems E and E
′] for the symmetric group.
Theorem 9.13. Let λ ∈ RPp(n). There exist S(n − 1)-modules eiD(λ) for each i ∈ I,
unique up to isomorphism, such that
(i) res
S(n)
S(n−1)D(λ)
∼=
{
e0D(λ)⊕ 2e1D(λ)⊕ · · · ⊕ 2eℓD(λ) if a(λ) is odd,
e0D(λ)⊕ e1D(λ)⊕ · · · ⊕ eℓD(λ) if a(λ) is even;
(ii) for each i ∈ I, eiD(λ) 6= 0 if and only if λ has an i-good node A, in which case eiD(λ)
is a self-dual indecomposable module with irreducible socle and cosocle isomorphic to
D(λA).
Moreover, if i ∈ I and λ has an i-good node A, then
(iii) the multiplicity of D(λA) in eiD(λ) is εi(λ), εi(λA) = εi(λ)− 1, and εi(µ) < εi(λ)− 1
for all other composition factors D(µ) of eiD(λ);
(iv) EndS(n−1)(eiD(λ)) ≃ EndS(n−1)(D(λA))⊕εi(λ) as a vector superspace;
(v) HomS(n−1)(eiD(λ), eiD(µ)) = 0 for all µ ∈ RPp(n) with µ 6= λ;
(vi) eiD(λ) is irreducible if and only if εi(λ) = 1.
Hence, res
S(n)
S(n−1)D(λ) is completely reducible if and only if εi(λ) ≤ 1 for every i ∈ I.
Proof. If n is odd, we simply define eiD(λ) := Gn−1(eiM(λ)) for each i ∈ I, λ ∈ RPp(n).
If n is even, take
eiD(λ) :=
{ Gn−1(eiM(λ)) if a(λ) is even and i 6= 0, or a(λ) is odd and i = 0,
Gn−1(eiM(λ)) if a(λ) is even and i = 0, or a(λ) is odd and i 6= 0.
We need to explain the notation Gn−1 used in the last two cases: here, eiM(λ) admits an
odd involution by Remark 6.7 and Theorem 9.4(ii), and also U(n−1) has an odd involution
since n is even. So in exactly the same way as in the definition of (6.7), we can introduce
the space
Gn−1(eiM(λ)) := HomC(n−1)(U(n − 1), eiM(λ)).
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It is then the case that Gn−1(eiM(λ)) ≃ Gn−1(eiM(λ))⊕ΠGn−1(eiM(λ)). Equivalently, by
Lemma 9.9(ii) eiD(λ) can be characterized by
eiM(λ) ∼= Fn−1(eiD(λ))
if a(λ) is even and i = 0, or a(λ) is odd and i 6= 0.
With these definitions, it is now a straightforward matter to prove (i)–(vi) using Theo-
rem 9.5 and Lemma 9.9. Finally, the uniqueness statement is immediate from Krull-Schmidt
and the description of blocks from Theorem 9.10(iii).
Theorem 9.14. Let λ ∈ RPp(n). There exist S(n + 1)-modules fiD(λ) for each i ∈ I,
unique up to isomorphism, such that
(i) ind
S(n+1)
S(n) D(λ)
∼=
{
f0D(λ)⊕ 2f1D(λ)⊕ · · · ⊕ 2fℓD(λ) if a(λ) is odd,
f0D(λ)⊕ f1D(λ)⊕ · · · ⊕ fℓD(λ) if a(λ) is even;
(ii) for each i ∈ I, fiD(λ) 6= 0 if and only if λ has an i-cogood node B, in which case fiD(λ)
is a self-dual indecomposable module with irreducible socle and cosocle isomorphic to
D(λB).
Moreover, if i ∈ I and λ has an i-cogood node B, then
(iii) the multiplicity of D(λB) in fiD(λ) is ϕi(λ), ϕi(λ
B) = ϕi(λ)−1, and ϕi(µ) < ϕi(λ)−1
for all other composition factors D(µ) of fiD(λ);
(iv) EndS(n+1)(fiD(λ)) ≃ EndS(n+1)(D(λB))⊕ϕi(λ) as a vector superspace;
(v) HomS(n+1)(fiD(λ), fiD(µ)) = 0 for all µ ∈ RPp(n) with µ 6= λ;
(vi) fiD(λ) is irreducible if and only if ϕi(λ) = 1.
Hence, ind
S(n+1)
S(n)
M(λ) is completely reducible if and only if ϕi(λ) ≤ 1 for every i ∈ I.
Proof. This is deduced from Theorem 9.6 by similar argument to the proof of Theo-
rem 9.13.
Remark 9.15. (i) In [BK2, 10.3], we gave an entirely different construction of the irre-
ducible S(n)-modules, which we also denoted by D(λ) for λ ∈ RPp(n). We warn the
reader that we have not yet proved that the modules denoted D(λ) here are isomorphic to
those in [BK2], though we expect this to be the case.
(ii) Over C, the branching rules in the preceeding two theorems are the same as Morris’
branching rules, see [Mo]. In particular using this observation, one easily shows that our
labelling of irreducibles over C agrees with the standard labelling. Hence over C the labelling
here agrees with the labelling in [BK2], compare [S1].
(iii) There is one other case where it is easy to see right away that the labelling here
agrees with [BK2]: if λ is a p-bar core then consideration of central characters shows that
D(λ) is equal to a reduction modulo p of the irreducible representation of S(n)C over C with
the same label. So it coincides with the module D(λ) of [BK2] thanks to [BK2, 10.8].
§9-d. The Jantzen-Seitz problem. The results of the previous subsection give a solution
to the Jantzen-Seitz problem for projective representations of the symmetric and alternating
groups. This problem originated in [JS], and is of interest in the study of maximal subgroups
of the finite classical groups. To consider the Jantzen-Seitz problem, we first need to switch
to studying ungraded representations of the twisted group algebra S(n). The goal is to
describe all ungraded irreducible S(n)-modules which remain irreducible on restriction to
the subalgebra S(n− 1).
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As in [BK2, §10], it is straightforward to obtain a parametrization of the ungraded ir-
reducible S(n)-modules from Theorem 9.10: if a(λ) is odd then D(λ) decomposes as an
ungraded module as D(λ) = D(λ,+) ⊕ D(λ,−) for two non-isomorphic irreducible S(n)-
modulesD(λ,+) andD(λ,−). If a(λ) is even, thenD(λ) is irreducible viewed as an ungraded
S(n)-module, but we denote it instead by D(λ, 0) to make it clear that we are no longer
considering a Z2-grading. Then
{D(λ, 0) | λ ∈ RPp(n), a(λ) even} ⊔ {D(λ,+),D(λ,−) | λ ∈ RPp(n), a(λ) odd}
gives a complete set of pairwise non-isomorphic ungraded irreducible S(n)-modules.
Remark 9.16. Using Theorem 9.10 and a counting argument involving Humphreys’ block
classification [H], it is not hard to obtain the following description of the ungraded blocks
of the algebra S(n). Let D(λ, ε) and D(µ, δ) be ungraded irreducible S(n)-modules. Then,
with one exception, D(λ, ε) and D(µ, δ) lie in the same block if and only if λ and µ have the
same p-bar core. The exception is if λ = µ is a p-bar core, a(λ) is odd and ε = −δ, when
D(λ, ε) and D(µ, δ) are in different blocks.
Now we state the solution to the Jantzen-Seitz problem for projective representations of
the symmetric group. The proof is a straightforward consequence of Theorem 9.13.
Theorem 9.17. Let λ ∈ RPp(n). Then:
(i) If a(λ) is even, res
S(n)
S(n−1)D(λ, 0) is irreducible if and only if ε0(λ) =
∑
i∈I εi(λ) = 1.
(ii) If a(λ) is odd, res
S(n)
S(n−1)D(λ,±) is irreducible if and only if
∑
i∈I εi(λ) = 1.
Finally let us discuss the analogous problem for the projective representations of the
alternating group. As explained in [BK2, §10], it suffices for this to consider the representa-
tion theory of the algebra A(n) := S(n)0¯, i.e. the twisted group algebra of the alternating
group. The irreducible A(n)-modules (there being no ambiguity between graded and un-
graded modules since A(n) is purely even) are constructed out of those for S(n) as in [BK2,
Theorem 10.4]. More precisely, if λ ∈ RPp(n) has a(λ) even, then resS(n)A(n)D(λ) decomposes
as a direct sum E(λ,+)⊕E(λ,−) of two non-isomorphic irreducible A(n)-modules. If a(λ)
is odd, then res
S(n)
A(n)D(λ) decomposes as a direct sum of two copies of a single irreducible
A(n)-module denoted E(λ, 0). Then,
{E(λ, 0) | λ ∈ RPp(n), a(λ) odd} ⊔ {E(λ,+), E(λ,−) | λ ∈ RPp(n), a(λ) even}
gives a complete set of pairwise non-isomorphic irreducible A(n)-modules. Now the solution
to the Jantzen-Seitz problem in this case, again an easy consequence of Theorem 9.13, is as
follows:
Theorem 9.18. Let λ ∈ RPp(n). Then:
(i) If a(λ) is even, res
A(n)
A(n−1)E(λ,±) is irreducible if and only if
∑
i∈I εi(λ) = 1;
(ii) If a(λ) is odd, res
A(n)
A(n−1)E(λ, 0) is irreducible if and only if ε0(λ) =
∑
i∈I εi(λ) = 1.
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