Estimating the probability of and mechanism for rare events is a physically relevant and mathematically interesting question. Focussing on issues related to "constrained switching events," we describe differences from the classical Arrhenius picture and how action minimization can be used as a tool. As a specific example, we turn to the stochastic Allen-Cahn equation and explain recent results for the scaling of the action problem and the sharp interface limit.
Motivation
Small random forces are unexpectedly powerful: In so-called rare events, a small perturbation drives a system to violate deterministic behavior in a "large" way. We set the stage with a few examples.
Three examples
As our canonical example, consider the deterministic ordinary differential equation (ODE) x(t) = x(t) − x(t) 3 , x(0) = x 0 ,
which is the gradient flow for the double-well potential
Notice that the energy has two absolute minimizers, x − = −1 and x + = +1. Equation (1) is tame: Choosing x 0 = x − leads to x(t) ≡ x − , and choosing x 0 near x − leads to the relaxation x(t) → x − as t → ∞. Even an arbitrarily small stochastic perturbation spices things up, however, destroying the stationarity and stability of x − . Consider the stochastic ODE dX(t) = (X(t) − X(t) 3 ) dt + √ 2δ dB(t), X(0) = x 0 , where B(t) is a Brownian motion and δ > 0. Because of the perturbation, the solution for x 0 = x − is not stationary, but instead makes small, random hops. The more dramatic change, however, is that with probability one, X(t) will eventually visit a small neighborhood of x + . In other words, an order √ δ perturbation will force an order 1 increase in energy, driving the process against the gradient flow and over the energy barrier. The expected value of the time for this switching event to occur, which we denote by τ δ , is exponentially large in δ −1 (hence the descriptor "rare"). Even for much shorter timescales T , however, the probability of the switching event occurring for t ≤ T is positive. We will be interested in estimating switching probabilities.
New structure emerges in the two-dimensional analogue. Consider the energy with level curves as in Figure 1 . We again denote the two absolute minimizers by x − and x + . The stochastically perturbed gradient flow is dX(t) = −∇V (X(t)) dt + √ 2δ dB(t),
where X(t), x 0 ∈ R 2 and B(t) is a vector of two independent Brownian motions. As in the first example, we can ask about the probability to switch from x − to a neighborhood of x + in time t ≤ T . A new question that becomes relevant in this example is how the process switches. It turns out that there is a distinguished pathway, the so-called most likely switching pathway, such that when the process does transition from one minimizer to the other, it almost certainly stays close to this pathway. We will be interested in identifying switching pathways.
The level curves of a potential V : R 2 → R. The shaded regions represent small neighborhoods of the absolute energy minimizers.
For the third example, we turn to the physical problem of developing reliable, nanoscale sized magnetic memory devices. In small devices, thermal noise is significant: Finite temperature effects can cause magnetic switching on physically relevant timescales. Micromagnetics is a continuum theory for magnetic behavior in terms of the magnetization vector m : Ω → S 2 , where Ω represents the magnetic sample and S 2 represents the unit sphere. Associated to a given magnetization is the micromagnetic energy, which includes an exchange term that penalizes spatial variation, an anisotropy term that prefers certain orientations, and a nonlocal stray field term that favors divergence-free configurations. This rich energy functional has a host of local energy minimizers; an example of one minimizer in a thinfilm sample is shown in Figure 2 . The associated dynamic equations are the stochastically perturbed Landau-Lifshitz-Gilbert equations. We emphasize two features of the stochastic switching problem: (i) critical points of the energy have a nontrivial spatial structure, and (ii) the most likely switching pathway depends on a rich parameter regime including, for instance, the size of the sample, the time of the experiment, and the coefficient of the exchange term. We will be interested in how spatial structure and competition between system parameters affect the switching problem. 
Timescales and switching probabilities
There is a classical analysis of the switching problem, well-known in the physics community and later analyzed in the mathematics literature in the 1980s, that we now describe. To fix ideas, consider (3). Let
where > 0 and B (x + ) denotes a ball of radius around x + . In this case we have
where the energy barrier ∆E is the difference in energy of x − and the saddle point with smallest energy, and f δ g δ denotes logarithmic equivalence, i.e., ln f δ ∼ ln g δ as δ → 0. The classical analysis says that the process is governed by the Arrhenius law
This statement was put on mathematically rigorous ground in [GOV] : Roughly speaking, (4) is proved in the case T τ δ . However, and this will be important for us, the Arrhenius approximation (4) gives no information in the case ln T ln τ δ .
At first glance, considering switching on the timescale T τ δ may seem like the only reasonable question: Switching for ln T ln τ δ is far less likely than switching for T τ δ . Indeed, if one starts the dynamics and waits for a rare event, the timescale τ δ is the relevant one. On the other hand, one can also fix T > 0 and decide a priori to wait only that long to see whether there is a rare event. Why do that? One motivation comes from the magnetic problem: Nanoscale magnetic devices are subjected to short, applied-field pulses that are intended to switch the magnetization in certain elements, but not others. The "nontargeted elements" must reliably withstand the pulses without switching. The pulse time T will be short compared to their expected switching time, so the probability of switching is exceedingly small, but there will be many of these pulses in their lifetime, so even a small probability matters. What one seeks in this case is a quantitative estimate of the very small switching probability. See [KRV] for further discussion.
The Freidlin-Wentzell theory of large deviations [FW] analyzes switching probabilities for fixed time T in terms of the so-called large deviation action functional. For (3), the statement is
where
Freidlin-Wentzell theory is not the only tool by which the switching problem for (3) can be analyzed; indeed, (5) only estimates the exponential factor in the switching probability, and more refined estimates are possible by other methods. See for instance [BEGK] . What is remarkable, however, and the source of our interest in the tools of large deviation theory, is how naturally statements such as (5) generalize to the case of stochastic partial differential equations [FJ, F, DZ] .
Timescales and switching pathways
The timescale of the experiment is also critical in determining the most likely switching pathway. It is almost folkloric that the optimal pathway for switching "should follow the time-reversed gradient flow connecting x − and the minimal energy saddle point." For T sufficiently large, this fact can be deduced from large deviation theory, as we now explain. Large deviation theory says that the action minimizer is the most likely switching pathway. In other words, if X ∈ A , then with high probability, X stays within a small neighborhood of the pathway in A that minimizes S(·); cf. [FW, Chapter 3, Theorem 3.4] . On the other hand, for any s ≤ T , we have
Hence, (7) implies that the action cost is at least as large as the difference in energy between x − and the minimal energy saddle point. Moreover, this bound can be achieved if (i) the inequality in (7) can be made tight by satisfying the time-reversed gradient flow:
and (ii) the bound in (6) can be made tight by satisfyinġ
Using this construction actually requires T = ∞, but for T sufficiently large compared to the timescale of the deterministic gradient flow, an approximation of this construction (with patching near the minima and saddle point) gives a good bound.
The classical picture changes when one considers shorter timescales. Indeed, it is easy to see via a scaling argument that for T ↓ 0,
so that the action minimizer in A is a straight line connecting x − and the closest point in B (x + ). Similarly, in the case of magnetic switching, it has been observed that switching probabilities in short-time experiments and long-time experiments are different (see [KRV] and the references therein). In particular, the pathway in short-time experiments seems to be different. The optimal short-time switching pathway involves new spatial structure that seems to be related to the time of the experiment.
We will be interested in using action minimization to predict most likely switching pathways. We will be particularly interested in quantifying the way that the spatial structure of the switching pathway depends on the parameter regime.
Simplest interesting PDE example
Because we are interested in spatial structure, we want to consider a stochastic partial differential equation. Because the magnetic problem is complicated (vector-valued order parameter, nonconvex constraint |m| = 1, nonlocal stray field term), we want to study a simpler problem. We consider the simplest interesting PDE example, namely the stochastic Allen-Cahn equation.
Introduction
The deterministic Allen-Cahn equatioṅ
is the L 2 -gradient flow for the energy
The energy consists of two terms, a gradient term that penalizes spatial variation and a potential term in which the minima of V represent the preferred states of the order parameter. For simplicity, let V be given by (2) and let
Here δ is a measure of the temperature of the system and η is a space-time noise. Choosing a space-time white noise is natural in the sense that formally, the associated invariant measure is the Gibbs distribution with the energy (11) and temperature δ. However a solution to (12) with white noise exists only in the case d = 1.
Consider the functional
Notice that (13) depends on two parameters, L and T . That (13) is the large deviation action functional for (12) with white space-time noise in dimension d = 1 is proved in [FJ] .
In higher space dimensions, some regularization of the noise in space is necessary. We are interested in (13) in d > 1 because we expect it to capture the leading order behavior of (12) in an appropriate regime in the space of L, T , δ, and the regularization parameter of the noise.
With the stochastic problem as motivation, we study the following leading order problem. We replace A by
To fix ideas, we equip A with Neumann boundary conditions; periodic or Dirichlet boundary conditions are also possible. We are interested in the value and minimizers of the action:
Scaling regimes and heuristics
Short-Time Limit:
Energy Barrier Regime (large systems):
The scaling of the action in the four parameter regimes.
Four scaling regimes for the problem (15) were analyzed in [KORV] . See Figure 3 for an overview. The method in each case is to develop an upper bound and a lower bound that agree on the level of scaling. The first ingredient is an explicit construction; the value of S(·) for this construction gives an upper bound for the infimum (15). One tries to produce a bound that is close to optimal by using heuristics to develop a good construction. The second ingredient is to develop a lower bound for the infimum that says "no function can do better than the construction." We summarize the results below; see [KORV] for details.
Short-time limit: T ↓ 0
In this limit, the action scales as
The heuristic, as discussed above, is that for T ↓ 0, the (u) 2 term dominates the action. The construction in this case is constant in space and linear in time. The lower bound uses the spatial mean and Jensen's inequality.
Energy barrier regime for small systems: T ↑ ∞, L ≤ π In this limit, the action scales as
Because T is large, we expect to use the long-time most likely switching pathway, cf. Section 1. Because the system is small, the minimal energy saddle point is u ≡ 0. Since the path switches between spatially uniform critical points via a spatially uniform critical point, the heuristic is that developing spatial structure is unnecessary. Hence, the construction is constant in space, as in the short-time limit, but the time dynamic is completely different: u(t) uses the gradient flow dynamics (1) in backward and then forward time, according to the heuristics discussed near (8) and (9) above.
Energy barrier regime for large systems:
For L > π, the minimal energy saddle point is spatially nonuniform and its energy scales like perimeter: L d−1 . This fact provides an easy lower bound in this region, as in (7). Because the saddle is nonuniform, any nearly optimal construction is also expected to be nonuniform. Extending the ideas used for small systems, one would like to use the time-reversed gradient flow connecting u ≡ −1 to the saddle. These ideas work fine when L is fixed or bounded. We have to be careful when considering limits in which L ↑ ∞, however.
The "catch" for L ↑ ∞ is that the deterministic timescale of this pathway is extremely slow; this is due to the slow motion of transition layers in the one-dimensional deterministic Allen Cahn equation [CP, FH, BK] . (Even in d > 1, the minimal energy saddle point seems to have one-dimensional structure [KORV] .) Hence, we would expect only to be able to use such a pathway for L small enough, which means L ∼ log T in this case. Indeed, for L log T , we are forced to use constructions that artificially accelerate the motion of the deterministic gradient flow. When L grows sufficiently quickly with respect to T , accelerating these transition layers will lead to an additional cost in the action functional. However it turns out that as long as L √ T , this additional propagation cost is negligible; see [KORV] for details.
Heuristically, the sharp interface limit consists of a limit in which the system size grows so quickly with respect to T that the optimal action includes a propagation cost. Because the system is so large, the optimal path is expected to have the following character: A small region of +1 is formed somewhere in the system, connected to the surrounding −1 phase by transition layers. The transition layers then spread across the system, increasing the support of the +1 phase (cf. Figures 4 and 6 below) . The propagation cost is the cost in the action functional that is associated to forcing the transition layers to cover the large system in the relatively short time T . The nucleation cost, on the other hand, is the action cost to form the transition layers. The optimal configuration balances the competing costs of nucleation and propagation, forming additional transition layers in larger systems so that each does not have to cover as much distance. For larger and larger systems there is a "cascade" of optimal configurations with more and more spatial structure. These ideas were first explored in [ERV] , using a combination of numerical investigation and formal arguments. See also [FHS] for the one dimensional case.
In [KORV] , the scaling (16) is proved by the method of upper and lower bounds. The construction used to develop the upper bound has an arbitrary number N of transition layers, each of which has the shape of an energy minimizer (i.e., a hyperbolic tangent), and the layers are propagated across the system with a constant velocity. Elementary calculations produce a lower bound that matches in terms of scaling. To develop a sharp lower bound, however, requires a more careful analysis. We describe this work below.
The sharp interface limit
The sharp interface limit has its name because on the scale L 1, the order-one transition layers look like sharp interfaces connecting ±1. It will be convenient to rescale so that the interface length goes to zero while the global length and time scales of the system remain finite; let
Under this rescaling, the action functional (13) becomes ε −(d−1) S ε (u), where
According to (16), the action value
so that in particular, the infimum
is expected to have a well-defined limit as ε ↓ 0. We are interested in the minimum value and the action minimizers. More broadly, we would like to identify the Γ-limit of S ε (·).
Connections with other sharp interface problems
This sharp interface limit of the action functional is related to a family of previously studied sharp interface problems, namely, the sharp interface limit of the energy functional
and the sharp interface limit of the associated gradient floẇ
The Γ-convergence of (19) to the perimeter functional is studied in [MM, M] . Roughly speaking, Γ-convergence is a notion of convergence for functionals that implies in particular that minimizers of the finite ε problem converge to minimizers of the limit problem as ε ↓ 0.
(See [B] for a nice introduction.) In order for the second term in the energy to remain finite as ε ↓ 0, u must converge almost everywhere to ±1. The Γ-convergence of E ε (·) to the perimeter functional is a way of making precise the idea that the leading order contribution to the energy in the limit ε ↓ 0 is the length of the interface separating the two phases.
Given the convergence of E ε (·), a natural question is whether the gradient flow (20) converges to the gradient flow of the perimeter functional, i.e., flow by mean curvature: interfaces with normal velocity v n and mean curvature κ evolving according to
The answer is yes, although only after rescaling time by ε: The dynamics (20) leads to the algebraically slow mean curvature flow v n = −εκ. See [RKS, DS, ESS, I] .
The case of one space dimension is special, since the "perimeter of the interface" reduces to the number of jump discontinuities of u. The limiting energy is degenerate in the sense that the leading order energy of two N -layer configurations is the same, regardless of the location of the layers. Because of this degeneracy, the associated dynamics (20) in d = 1 features transition layers that move exponentially slowly with respect to ε −1 and the distance between layers [CP, FH, BK, OR] .
With this background in mind, we would like to ask whether the sharp interface limit of (17) is, in some sense, the action functional corresponding to the sharp interface dynamics (21). More generally, we would like to understand connections among the sharp interface limits of (19), (20), and (17). One expects the situation in d = 1 to be special because of the degenerate energy and exponentially slow dynamics.
Rigorous results in d = 1
The sharp interface limit of the upper bound constructions from [KORV] is sketched in Figure 4 . In [KRT] , a sharp lower bound on the action value is proved. Assuming Neumann boundary conditions, it is shown that for any sequence of smooth functions u ε , one has
Since this lower bound matches the upper bound from [KORV] , this proves that the constructions with sharp interface limit sketched in Figure 4 do achieve the optimal value.
Are the constructions used for the upper bound in fact the only configurations that achieve the optimal action? The answer is yes, which follows from the Γ-convergence of S ε (·) proved in [TW] . Letting S 0 (·) and A 0 denote an appropriately defined limit functional and space, respectively, the upper and lower bounds of Γ-convergence are proved, namely:
Theorem 1 (Upper bound). For every u 0 ∈ A 0 , there exists a sequence u ε ∈ A with
Figure 4: The sharp interface limit of the upper bound constructions. The N interfaces are formed at t = 0 and move linearly across the system in time T .
Theorem 2 (Lower bound). Given any sequence u ε ∈ A with lim sup
we have that u 0 ∈ A 0 and moreover,
In order to explain S 0 and A 0 , it is convenient to begin by explaining a bit about the method of proof in [KRT] and [TW] ; see Subsection 3.3 below.
Details and method
It is an elementary observation that for any sequence of functions u ε with uniformly bounded action, the energy E ε (u ε (·, t)) is uniformly bounded for every t ∈ [0, T ]. Therefore it makes sense to consider the energy measures
together with the space-time energy measure
and action measure
In [KRT] , the behavior of the measures µ t ε and µ ε are studied using tools from [HT] and [T] . It is proved that the measures do what one would expect: µ t ε converges to a finite sum of delta masses with coefficient c 0 J where J is a positive integer and c 0 is given by (22) . A delta mass with J = 1 at location x occurs when the limit function u 0 has a jump discontinuity at x and u ε has a simple transition layer structure near x as ε ↓ 0. Higher multiplicity (i.e., J > 1) of a delta mass is also possible if u ε has multiple transition layers x Figure 5 : Three interfaces accumulating at the same point x in the limit. The energy will have a delta mass at x with weight 3c 0 .
converging to the same point x in the limit; cf. Figure 5 . For J odd, the limit function u 0 has a jump discontinuity at x, while for J even there is no jump in u 0 at x (a "hidden" interface).
A lower bound on the action functional can be derived using the convergence of the measures µ t ε , µ ε , ν ε . In [KRT] , the lower bound is suboptimal for higher multiplicity interfaces; hence, an assumption of single multiplicity interfaces is made. In [TW] , the single multiplicity assumption is removed, using an improved technique for the lower bound and properties of continuous functions in d = 1. The improved (optimal) bound can be described roughly in the following way. Let the sequence u ε converge in L ∞ (L 2 ) to u 0 with u 0 (·, t) = ±1 almost everywhere in space for every time. Suppose for simplicity that the associated measures µ t ε converge to
where N is constant for t ∈ [0, T ] and g 1 (t) ≤ g 2 (t) ≤ . . . ≤ g N (t). (Higher multiplicity means that two or more interfaces are equal.) Then the action satisfies the lower bound:
To make things precise in Theorems 1 and 2, we introduce the notion of admissible functions and compatible measures. The limiting functional on the space of compatible measures is defined as
where | · | T V denotes the total variation norm and
The limiting functional on the space of functions is then defined by taking the infimum over compatible measures:
We refer the reader to [TW] for full details.
Progress in d > 1
The results from [ERV] and the upper bound constructions from [KORV] suggest that the Γ-limit of S ε (·) in d > 1 should have the form
where S nuc represents a nucleation cost for introducing a (d − 1)-dimensional interface; Γ(t) represents the interface at time t; and v n , κ denote the normal velocity and mean curvature of the interface, respectively. Such a limit would answer in the affirmative the question at the end of Subsection 3.1: The sharp interface limit of the action functional is, formally, the action functional of a stochastically perturbed version of mean curvature flow. Moreover, (24) suggests that action minimizers should use reverse and forward curvature flow; see (8), (9) above and the accompanying discussion. A sketch is given in Figure 6 . This is consistent with numerical observations [ERV] . For additional details, see [KORV] .
Convergence of (17) to (24) is related to a conjecture of DeGiorgi that says, roughly speaking,
This conjecture has recently been proved in two and three space dimensions in [RS, NT] ; see also [BM, Mo] for earlier work.
Figure 6: The sharp interface limit of a construction in d = 2. In the gray squares, interfaces grow by time-reversed curvature flow until a "checkerboard" pattern is formed. Then in the white squares, interfaces shrink by forward curvature flow.
Outlook
As explained above, the Allen Cahn problem has been studied here in part as a "warm up" problem with the full Landau Lifshitz Gilbert (LLG) equations as one long range goal or inspiration. Interesting numerical investigations of the magnetic problem include [ERV2, LG] . To what extent can the analysis capture the phenomena observed in the numerics? Already in the Allen Cahn problem, we find that the spatial structure of action minimizers depends critically on parameter space. A similar phenomenon is analyzed in [DDP] for a nonlocal evolution equation in one space dimension. A natural next step is to analyze the action functional for other equations that are even more closely related to the LLG equations, for instance reduced models such as [K] . See also [N] for a generalization of the Allen Cahn result to the case in which V is a double-well potential with unequal wells.
Approaches based on large deviation theory can be useful for building efficient numerical schemes to quantify the effect of small noise [ERV, HV] . Although we have focussed on gradient systems, it is important to emphasize that gradient structure is not required by large deviation theory. See [HV] for examples. Numerical investigation of action minimization for physically relevant, nongradient systems such as spin-induced magnetic switching may produce interesting results.
There are many stochastic questions here that have been side-stepped. The theory of large deviations operates in the zero noise limit. We have considered subsequently sending the interface parameter to zero. Can one reverse the limit? Is there a stochastically perturbed sharp interface process that has S 0 as its action functional? An extra layer of questions arises in d > 1 about the role of the correlation length or regularization parameter of the noise.
