In this paper we present two time invariant models mobile position tracking in three dimensions, which describe the movement in x-axis, y-axis and z-axis simultaneously or separately, provided that there exist measurements for the three axes. We present the time invariant filters as well as the steady state filters: the classical Kalman Filter and Lainiotis Filter and the Join Kalman Lainiotis Filter, which consists of the parallel usage of the two classical filters. Various implementations are proposed and compared with respect to their behavior and to their computational burden: all time invariant and steady state filters have the same behavior using both the proposed models but have different computational burden.
INTRODUCTION
The Global Positioning System (GPS) is the most popular positioning technique in navigation providing reliable mobile location estimates in many applications [1] [2] [3] [4] . Thus wireless location systems offering reliable mobile location estimates have been studied by researchers and engineers over the past few years. Various techniques require one base station or at least two base stations or more than three base stations in order to determine the location of the user. The accuracy of the positioning results is affected by many interference sources as the signals propagate in the atmosphere. So, techniques were developed using filters to estimate the location of the user through the location information exchanged between the handset and the base station. Kalman Filter has been used in the localization process [4] [5] [6] [7] , due to the following advantages mentioned in [6] : (a) Kalman Filter [5, [8] [9] [10] processes noisy measurements and so it can smooth out the effects of noise in the estimated state variables by integrating more information from reliable data more than unreliable data and (b) Kalman Filter allows the combination of measurements from different sources (locomotion data) and different times. Kalman Filter was implemented for Global Systems for Mobile (GSM) position tracking in [6] : Kalman Filter was used for tracking in two dimensions and it was stated that Kalman Filter is very powerful due to its reliable performance, because it yielded enhanced position tracking results. Also, in [11] two models for GSM position tracking were used in order to describe the movement in xaxis and y -axis simultaneously or separately.
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In this paper we extend the ideas in [6] and [11] by using two models for Mobile Position Tracking in three dimensions (3D-MPT), which describe the movement in x -axis, y -axis and z -axis simultaneously or separately and by using the Kalman Filter and the Lainiotis Filter [9, 12] . This approach holds under the condition that there exist measurements for the three axes. The paper is organized as follows: In Section 2, we present two time invariant models for Mobile Position Tracking (MPT), which describe the movement in x -axis, y -axis and z -axis. In Section 3, we present the time invariant filters: Kalman Filter, Lainiotis Filter and Join Kalman Lainiotis Filter. In Section 4, we present the corresponding steady state filters. In Section 5, various implementations are proposed. In Section 6, we compare the filters with respect to their behavior and to their computational burden. Finally, Section 7 summarizes the conclusions.
TIME INVARIANT MODELS
Linear estimation is associated with time invariant systems described by the following state space equations:
for k 0 , where x(k) is the n -dimensional state vector at time k , z(k) is the m -dimensional measurement vector at time k , F is the n n system transition matrix, H is the m n output matrix, w(k) is the plant noise at time k , v(k) is the measurement noise at time k . Also, {w(k)} and {v(k)} are Gaussian zero-mean white random processes with covariance matrices Q and R , respectively. The initial state x(0) is a Gaussian random variable with mean x 0 and covariance P 0 and is assumed to be independent of w(k) and v(k) .
In this paper we consider two models:
Model A
The first model (model A) describes the movement in xaxis, y -axis and z -axis simultaneously and follows the ideas in [6] . The state vector is of dimension n = 6 and contains the position and the velocity in x -axis, y -axis and zaxis:
The measurement vector is of dimension m = 3 and contains the measured position in x -axis, y -axis and z -axis: The measurement 
Model B
The second model (model B) describes the movement in x -axis, y -axis and z -axis separately. In each axis, the state vector is of dimension n = 2 and contains the position and the velocity:
T . The measurement vector is of dimension m = 1 and contains the measured position z(k) . Then we take:
The plant noise w(k) is Gaussian zero-mean with covariance matrix Q = q 2 .
The measurement noise v(k) is Gaussian zero-mean with covariance matrix R = r 2 .
It is obvious that we are able to describe the movement in three axis using three separate state vectors:
for the z -axis. If we merge these three state vectors, we take the state vector
TIME INVARIANT KALMAN AND LAINIOTIS FILTERS
In this section, we present the classical time invariant Kalman Filter [8] [9] [10] and Lainiotis Filter [9, 12] which are the most well-known algorithms that solves the filtering problem. Both algorithms compute the estimation x(k / k) and the corresponding estimation error covariance P(k / k) .
We also propose the Join Kalman-Lainiotis Filter, which consists of the parallel usage of two filters (one Kalman Filter and one Lainiotis Filter) with the same measurements and combination of the results (weight 50% for each filter).
Kalman Filter (KF)
The following equations constitute the KF:
for k 0 , with initial conditions x(0 / 0) = x 0 and P(0 / 0) = P 0 .
The Kalman Filter computes the estimation x(k / k) and the estimation error covariance P(k / k) through the prediction x(k + 1 / k) and the corresponding prediction error co-
Lainiotis Filter (LF)
The following equations constitute the LF:
for k 0 , with initial conditions x(0 / 0) = x 0 and P(0 / 0) = P 0 , where
Join Kalman-Lainiotis Filter (JKLF)
The filter consists of the parallel usage of two filters (one Kalman Filter and one Lainiotis Filter) with the same measurements and combination of the results (weight 50% for each filter). In fact,
and
for k 0 , where the estimation x KF (k / k) and the estimation error covariance P KF (k / k) are computed by the associated equations in (1) and
STEADY STATE KALMAN AND LAINIOTIS FIL-TERS
For time invariant systems, it is well known [8] that there exists a steady state value P p of the prediction error covariance matrix, if the signal process model is asymptotically stable, or if the signal process model is not necessarily asymptotically stable, but the pair F, H is completely detectable and the pair F,GG 1 is completely stabilizable for any G 1 with G 1 G 1 T = Q . Then, there also exist a steady state value P e of the estimation error covariance matrix and a steady state value K of the Kalman Filter gain.
In this section we present the steady state Kalman Filter and Lainiotis Filter. Both algorithms compute the estimation x(k / k) using the previous estimation and the current measurement. We also propose the Join Steady State Kalman-Lainiotis Filter, which consists of the parallel usage of two filters (one Steady State Kalman Filter and one Steady State Lainiotis Filter) with the same measurements and combination of the results (weight 50% for each filter).
Steady State Kalman Filter (SSKF)
The following equation constitutes the SSKF:
for k 0 , with initial condition x(0 / 0) = x 0 , where A KF = [I KH ]F, and B KF = K .
The steady state Kalman Filter gain K is computed by
where P p is the steady state prediction error covariance computed by solving the Riccati Equation emanating from Kalman Filter (REKF)
In view of the importance of the Riccati equation emanating from Kalman Filter, there exists considerable literature on its algebraic solutions [8, 13] or iterative solutions [8, [14] [15] [16] [17] concerning per step or doubling algorithms.
Steady State Lainiotis Filter (SSLF)
The following equation constitutes the SSLF:
for k 0 , with initial condition x(0 / 0) = x 0 , where (11) and P e is the steady state estimation error covariance computed by solving the Riccati Equation emanating from Lainiotis Filter (RELF)
In view of the importance of the Riccati equation emanating from Lainiotis Filter, there exists considerable literature on its algebraic or iterative solutions [14, [16] [17] [18] concerning per step or doubling algorithms.
Note that in [9] , it is shown that SSKF is equivalent to SSLF, since A KF = A LF and B KF = B LF .
Join Steady State Kalman-Lainiotis Filter (JSSKLF)
The filter consists of the parallel usage of two steady state filters (one Steady State Kalman Filter and one Steady State Lainiotis Filter) with the same measurements and combination of the results (weight 50% for each filter). In fact,
for k 0 , where the estimations x KF (k / k) and x LF (k / k) are given by the equations (6), (10), respectively.
IMPLEMENTATIONS
In this section, we propose various implementations.
The use of model A, which describes the movement in x -axis, y -axis and z -axis simultaneously requires the use one filter; we are able to use KF/LF/SSKF/SSLF/JKLF in order to compute the estimation and the corresponding estimation error covariance. The use of model B, which describes the movement in x -axis, y -axis and z -axis separately requires the use of two filters KF/LF/SSKF/SSLF/JSSKLF in order to compute the estimation and the corresponding estimation error covariance for each movement. It is obvious that, if we merge the estimation
x -axis, the estimation
for the movement in y -axis and the estimation
for the movement in z -axis, we take the state vector of model A:
Also, the estimation error covariance matrices P x (k / k) , P y (k / k) and P z (k / k) for each movement can be merged to the estimation error covariance of model A:
Thus, we propose various implementations for Mobile Position Tracking in three dimensions (3D-MPT), as it is appeared in Table 1 . 
COMPARISON OF THE FILTERS
In this section, we compare the filters with respect to their behaviour and to their computational burden.
Example.
We implemented the filters with the following parametes: Concerning the behaviour of the filters, we found that: -the time invariant filters KF, LF and JKLF are equivalent, since they compute the same outputs (estimation and estimation error covariance), using model A or model B -the steady state filters SSKF, SSLF and JSSKLF are equivalent, since they compute the same outputs (estimation and estimation error covariance), using model A or model B,
-the steady state filters and the time invariant filters compute outputs very close to each other, -model A is equivalent to model B, since they produce the same outputs.
These results are depicted in Fig. (1) . Concerning the computational burden of the filters, we cmpared the filters with respect to their per-iteration calculation burdens, computed using the ideas in [9] , as shown in Table 2 . 
