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Abstract
We study the stability of invariant sets such as equilibria or periodic orbits of
a Dynamical System given by a general autonomous nonlinear ordinary differential
equation (ODE). A classical tool to analyse the stability are Lyapunov functions, i.e.
scalar-valued functions, which decrease along solutions of the ODE. An alternative to
Lyapunov functions is contraction analysis. Here, stability (or incremental stability) is
a consequence of the contraction property between two adjacent solutions, formulated
as the local property of a Finsler-Lyapunov function. This has the advantage that the
invariant set plays no special role and does not need to be known a priori.
In this paper, we propose a method to numerically construct a Finsler-Lyapunov
function by solving a first-order partial differential equation using meshless colloca-
tion. Depending on the expected attractor, the contraction only takes place in certain
directions, which can easily be implemented within the method. In the basin of attrac-
tion of an exponentially stable equilibrium or periodic orbit, we show that the PDE
problem has a solution, which provides error estimates for the numerical method. Fur-
thermore, we show how the method can also be applied outside the basin of attraction
and can detect the stability as well as the stable/unstable directions of equilibria. The
method is illustrated with several examples.
Keywords: Dynamical System, stability, Finsler-Lyapunov function, meshfree collocation
1 Introduction
We study the stability of invariant sets such as equilibria or periodic orbits of a Dynamical
System given by a general autonomous ordinary differential equation (ODE)
x˙ = f(x), x ∈ Rn. (1)
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A classical tool to analyse the stability are Lyapunov functions. These are scalar-
valued functions, which decrease along solutions of the ODE and measure in some way
the distance of a point to the invariant set, thus being a global quantity.
A different way of studying stability and the basin of attraction, which does not require
any knowledge about the equilibrium and which is also robust with respect to perturbations
of the ODE, uses contraction analysis, see [12, 9, 14]; it can be generalised to the study
of a Finsler-Lyapunov function [3]. Here, stability is a consequence of the contraction
property between two adjacent solutions, so formulated as a local property. This has the
advantage that the invariant set plays no special role and does not need to be known a
priori.
We search for a Finsler-Lyapunov function of the form1 V : Rn×Rn → R+0 , defined on
the tangential bundle of the manifold Rn for every (x, v) ∈ Rn × Rn which satisfies
LV (x, v) := 〈∇xV (x, v), f(x)〉+ (∇vV (x, v))TDf(x)v ≤ 0, (2)
where 〈·, ·〉 denotes the Euclidean scalar product in Rn, as well as the property
c1‖v‖p ≤ V (x, v) ≤ c2‖v‖p for a p > 1 and 0 < c1 ≤ c2. (3)
The inequality (2) describes the contraction between solutions through the point x and
the point x + v. If the local contraction property (2) holds at all points of a positively
invariant set, then the distance decreases for all solutions starting in this set, and for all
positive times. This allows conclusions about the limit behaviour of all solutions within
this set.
For more details on Finsler-Lyapunov functions and the relation to contraction analysis
see [3]. In particular, (2) implies that the system is incrementally stable, i.e. the evolution
of the distance between two adjacent solution is bounded for all positive times. If the
inequality in (2) is replaced by sharper conditions, then the system can be shown to be
incrementally asymptotically stable (distance converges to zero) or even incrementally
exponentially stable (distance converges to zero exponentially fast).
While a Finsler-Lyapunov function satisfying (2) for all v ∈ Rn shows contraction in
every direction v, we can modify the condition to capture only contraction in specific
directions, e.g. to study problems with symmetry or to show the existence of periodic
orbits as in this paper. To this end, a horizontal Finsler-Lyapunov function is defined in
[3], where the tangent space at x is divided into a direct sum Rn = Hx
⊕Vx and (2) only
is required for all v ∈ Hx, i.e. the contraction is only guaranteed in horizontal direction.
Applied to periodic orbits, we choose Hx = {v ∈ Rn | v ⊥ f(x)} and Vx = span(f(x))
for all x which are no equilibria, and assume that (2) holds for all v ∈ Hx. If V (x, v)
is a quadratic form in v, then [1, 11, 17] have shown under some additional assumptions
that this implies the existence, uniqueness and stability of a periodic orbit and gives
information about its basin of attraction. Further results using a contraction metric to
establish existence, uniqueness, stability and information about the basin of attraction of
a periodic orbit have been obtained in [10, 13].
1Note that Finsler-Lyapunov functions as defined in [3] are more general than considered in our case.
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In this paper we numerically construct a Finsler-Lyapunov function by solving the
PDE
〈∇xV (x, v), f(x)〉+ (∇vV (x, v))TDf(x)v = −‖v‖2 (4)
using meshless collocation [19], which has been used to compute classical Lyapunov func-
tions [5, 8]. One advantage of the proposed method is that the restrictions on the points
v for which (4) is required, such as all v perpendicular to f(x) for periodic orbits, can be
easily implemented. We also require V to satisfy V (x, 0) = 0 to obtain (3). This paper is
an extended version of [7], where the method was first described.
We will also show that (4) has a solution for all x in the basin of attraction of an
exponentially stable equilibrium or periodic orbit, which implies error estimates of the
numerical method. Furthermore, we will explore the method near unstable equilibria. It
turns out that we can still construct a function satisfying (4), but it no longer has the
property (3). On the contrary, for the unstable directions v 6= 0 the function V (x, v) is
negative, while it is still positive for the stable ones. This can be used to detect the stable
and unstable directions of equilibria.
Let us give an overview of the contents: In Section 2 we introduce meshless collocation
in general and then apply it to our specific problem. Section 3 discusses existence results
and error estimates for the cases of an equilibrium and periodic orbit. Section 4 presents
the application of the method to three one- or two-dimensional with either an equilbrium or
a periodic orbit. In Section 5 we discuss how the method can be used to detect the stability
and stable/unstable directions of equilibria; we present three one- or two-dimensional
examples to illustrate the method. We end with a discussion and conclusions in Section
6.
2 Meshless collocation
Meshless collocation, in particular by Radial Basis Functions, is used to interpolate multi-
variate functions and approximately solve Partial Differential Equations [15, 2, 16]. For a
general introduction to meshless collocation and reproducing kernel Hilbert spaces (RKHS)
see [19].
In this section we introduce meshless collocation. We first introduce Reproducing
Kernel Hilbert Spaces, and then formulate the generalised interpolation problem, which
in our case is a linear PDE with fixed function values. We follow [8, Section 2].
2.1 General method
We start with a short introduction to the general method of solving a generalized inter-
polation problem in a Reproducing Kernel Hilbert space of functions with domain in R2n,
which is motivated by our application.
Let O ⊂ R2n be a bounded set with Lipschitz continuous boundary. A Reproducing
Kernel Hilbert Space (RKHS) is a Hilbert space H of functions g : O → R with inner
product 〈·, ·〉H such that the following properties hold with a kernel Φ: O ×O → R:
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1. Φ(·, x˜) ∈ H for all x˜ ∈ O,
2. g(x˜) = 〈g,Φ(·, x˜)〉H for all x˜ ∈ O and g ∈ H.
We want to solve the following generalized interpolation problem:
Given N˜ linearly independent functionals λ1, . . . , λN˜ ∈ H∗, where H∗ denotes the dual
of H, and N˜ numbers r˜i ∈ R, i = 1, . . . , N˜ , find the norm-minimal interpolant s ∈ H
satisfying
1. λi(s) = r˜i for all i = 1, . . . , N˜ (interpolant),
2. min{‖s‖H | s ∈ H,λi(s) = r˜i for all i = 1, . . . , N˜} (norm-minimal).
It is well known that there is a unique norm-minimal interpolant, which is a linear
combination of the Riesz representers of the functionals, and the coefficients can be de-
termined by solving a system of N˜ linear equations. If H is a RKHS, then we have the
following formula for the norm-minimal interpolant s:
s(x˜) =
N˜∑
j=1
α˜jλ
y˜
jΦ(x˜, y˜), (5)
where the superscript y˜ in λy˜j denotes the application of the functional with respect to y˜.
Note that α˜ ∈ RN˜ is the solution of the linear system
A˜α˜ = r˜, (6)
where r˜ = (r˜i)i=1,...,N˜ ∈ RN˜ and A˜ = (a˜ij)i,j=1,...,N˜ ∈ RN˜×N˜ is given by
a˜ij = λ
x˜
i λ
y˜
jΦ(x˜, y˜). (7)
The matrix A˜ is positive definite, since the functionals are assumed to be linearly inde-
pendent. In the following we consider the Sobolev space W τ2 (R2n) with τ > n, which is
a RKHS. While the reproducing kernel is rather complicated, there is a reproducing ker-
nel, defined by a Wendland function, see Definition 2.1, which generates the same Hilbert
space, but with a different, yet equivalent norm.
Definition 2.1 (see [18]) Let k ∈ N0 and l ∈ N. We denote x+ = x for x ≥ 0 and
x+ = 0 for x < 0. We define the Wendland functions ψl,k for r ∈ R+0 by recursion
ψl,0(r) = (1− r)l+, ψl,k+1(r) =
∫ 1
r
tψl,k(t) dt.
The following proposition follows from [8, Proposition 3.11] and the arguments in the
proof; note that the space dimension in our case is 2n.
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Proposition 2.2 Let k ∈ N, c ∈ R+ and set l = n + k + 1. Define ψ0(r) = ψl,k(cr),
where ψl,k was defined in Definition 2.1, and Φ(x˜, y˜) = ψ0(‖x˜ − y˜‖), where ‖ · ‖ denotes
the Euclidean norm in R2n. Then Φ ∈ C2k is a reproducing kernel of W τ2 (R2n) with
τ = k + n+ 12 (and equivalent norm).
From now on, we choose a Wendland function with smoothness degree k ≥ 2 and choose
Φ to be the kernel of the RKHS H = W τ2 (R2n) as above with τ = k + n+ 12 .
Now let us apply this method to solve the problem
LV (x˜) = r(x˜) for x˜ ∈ O, (8)
V (x˜) = r0(x˜) for x˜ ∈ Γ, (9)
where L is a first-order differential operator of the form
LV (x˜) =
∑
|β|≤1
cβ(x˜)D
βV (x˜), (10)
cβ : O → R, r(x˜) and r0(x˜) are given functions and O,Γ ⊂ R2n. We call a point x˜ ∈ R2n
a singular point of L if cβ(x˜) = 0 for all |β| ≤ 1, see [8, Definition 3.2].
We choose collocation points X1 = {x˜1, . . . , x˜N} ⊂ O and X2 = {ξ˜1, . . . , ξ˜M} ⊂ Γ
and define the functionals λj = δx˜j ◦ L, j = 1, . . . , N and λN+j = δξ˜j ◦ id, j = 1, . . . ,M .
These N˜ = N +M functionals are linearly independent if the collocation points xj are no
singular points of L, see [8, Proposition 3.3]; note that τ > 1 + n.
We then have error estimates in terms of the mesh-norms hX1,O = supx˜∈O minx˜j∈X1 ‖x˜−
x˜j‖ and hX2,Γ = supy˜∈Γ minξ˜j∈X2 ‖y˜− ξ˜j‖, which measure how dense the collocation points
X1 lie in O and X2 in Γ, respectively. Note that the error estimates in [8, Corollary 3.12]
hold in the same way if Γ is not part of the boundary of O, but a smooth, (n − 1)-
dimensional subset of O.
Theorem 2.3 Let Γ be a smooth, (n − 1)-dimensional subset of O ⊂ Rn, where O is
a bounded domain with Lipschitz continuous boundary. Let cβ ∈ W k+n∞ (O) and let the
solution V of (8) and (9) satisfy V ∈ W k+n+1/22 (O). Let X1 = {x˜1, . . . , x˜N} ⊂ O be
pairwise distinct points, which are not singular points of L, and X2 = {ξ˜1, . . . , ξ˜M} ⊂ Γ
be pairwise distinct points. We denote by s the norm-minimal interpolant of the data.
Then, for sufficiently small mesh-norms, we have
‖LV − Ls‖L∞(O) ≤ Chk−1/2X1,O ‖V ‖Wk+n+1/22 (O), (11)
‖V − s‖L∞(Γ) ≤ Chk+1/2X2,Γ ‖V ‖Wk+n+1/22 (O), (12)
where C is a constant independent of V .
2.2 Application to our specific problem
We denote x˜ = (x, v) ∈ R2n. We define the differential operator L acting on a function
V (x, v), where x, v ∈ Rn by
LV (x, v) = 〈∇xV (x, v), f(x)〉+ (∇vV (x, v))TDf(x)v. (13)
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We wish to solve the problem{
LV (x, v) = −‖v‖2,
V (x, 0) = 0.
(14)
Note that the first equation in (14) is (4). The second equation in (14) fixes the values of
V (x, 0) = 0 at v = 0, since otherwise the function V will in general not satisfy (3).
Lemma 2.4 (x, v) ∈ R2n is a singular point of L as defined in (13) if and only if f(x) = 0
(x is equilibrium) and Df(x)v = 0.
Proof: L is a first-order differential operator of the form (10) with cei(x, v) = fi(x) for
i = 1, . . . , n and cei(x, v) = (Df(x)v)i−n for i = n+ 1, . . . , 2n. A singular point is a point
(x, v) such that all cei(x, v) = 0. 
We fix a bounded set K ⊂ Rn with Lipschitz continuous boundary and define Br(0) :=
{v ∈ Rn | ‖v‖ ≤ r} with r > 0 small. We choose points x˜j ∈ K × Br(0) for j =
1, . . . , N , which are no singular points of L, see Lemma 2.4, and denote this set of points
by X1 := {x˜1, x˜2, . . . , x˜N}. Moreover, we choose points for which we fix the values of
V (x, 0), namely ξ˜j = (ξj , 0) ∈ K × {0} =: Γ for j = 1, . . . ,M ; we denote this set of points
by X2 := {ξ˜1, . . . , ξ˜M}.
The norm-minimal interpolant v of the function V with the data above is given by (5),
namely
s(x˜) =
N∑
k=1
αk(δx˜k ◦ L)y˜ψ0(‖x˜− y˜‖) +
M∑
k=1
βkψ0(‖x˜− ξ˜k‖), (15)
where ψ0 was defined in Proposition 2.2. The coefficient vector is the solution of the
following system of linear equations, see (6),
A˜
(
α
β
)
=
(
a
b
)
with A˜ :=
(
A D
DT B
)
∈ R(N+M)×(N+M). (16)
The right-hand side of the linear system (16) is determined by aj = −‖vj‖2 for 1 ≤ j ≤ N
and bj = 0 for 1 ≤ j ≤M . The sub-matrices A = (ajk) ∈ RN×N , B = (bjk) ∈ RM×M and
D = (djk) ∈ RN×M have the elements, see (7),
ajk = (δx˜j ◦ L)x˜(δx˜k ◦ L)y˜ψ0(‖x˜− y˜‖),
bjk = ψ0(‖ξ˜j − ξ˜k‖),
djk = (δx˜j ◦ L)x˜ψ0(‖x˜− ξ˜k‖).
To compute djk and ajk explicitly, let us recursively define ψi+1(r) =
1
r
∂ψi(r)
∂r for i = 0, 1
and r > 0. Note that for the Wendland functions with smoothness parameter k ≥ 2 these
functions can be continued continuously up to r = 0.
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We have, denoting x˜ = (x, v), y˜ = (y, w), x˜j = (xj , vj) and ξ˜k = (ξk, ηk)
djk = ψ1(‖x˜j − ξ˜k‖)
[〈xj − ξk, f(xj)〉+ (vj − ηk)TDf(xj)vj] .
Using the notation xjk = xj − xk and vjk = vj − vk we have
ajk = −ψ2(‖x˜j − x˜k‖)
[〈xjk, f(xk)〉〈xjk, f(xj)〉+ vTjkDf(xk)vk〈xjk, f(xj)〉
+〈xjk, f(xk)〉vTjkDf(xj)vj + vTjkDf(xk)vk · vTjkDf(xj)vj
]
−ψ1(‖x˜j − x˜k‖)
[〈f(xk), f(xj)〉+ vTkDf(xk)TDf(xj)vj] .
We have, similarly to the computation of ajk the following formula, using the notation
x·k = x− xk and v·k = v − vk, see (15)
Ls(x, v) =
N∑
k=1
αk(δx˜ ◦ L)x˜(δx˜l ◦ L)y˜ψ0(‖x˜− y˜‖) +
M∑
k=1
βk(δx˜ ◦ L)x˜ψ0(‖x˜− ξ˜k‖)
= −
N∑
k=1
αk
{
ψ2(‖x˜− x˜k‖)
[〈x·k, f(xk)〉〈x·k, f(x)〉+ vT·kDf(xk)vk〈x·k, f(x)〉
+〈x·k, f(xk)〉vT·kDf(x)v + vT·kDf(xk)vk · vT·kDf(x)v
]
+ψ1(‖x˜− x˜k‖)
[〈f(xk), f(x)〉+ vTkDf(xk)TDf(x)v]}
+
M∑
k=1
βkψ1(‖x˜− ξ˜k‖)
[〈x− ξk, f(x)〉+ (v − ηk)TDf(x)v] .
3 Existence and error estimates
In certain dynamical situations we can prove the existence of a function satisfying (14),
enabling us to obtain error estimates. In Proposition 3.1 we consider an exponentially
stable equilibrium and in Proposition 3.2 an exponentially stable periodic orbit – in each
case we show that a function V satisfying (14) exists for all x in its basin of attraction.
Hence, we can use the error estimates, see Proposition 3.3, comparing the approximation
to the existing solution of the problem.
Proposition 3.1 Assume that x0 is an exponentially stable equilibrium of (1), where
f ∈ Cσ(Rn,Rn), σ ≥ 2, with basin of attraction A(x0).
Then there is a function V ∈ Cσ−1(A(x0) × Rn,R) satisfying (14) for all (x, v) ∈
A(x0) × Rn. For any compact set K ⊂ A(x0) there are constants c1, c2 > 0 such that
c1‖v‖2 ≤ V (x, v) ≤ c2‖v‖2 holds for all x ∈ K.
Proof: Choose the positive definite matrix C = I ∈ Sn, where Sn denotes the sym-
metric matrices in Rn×n. By [6, Theorem 4.4] there exists a matrix-valued function
M ∈ Cσ−1(A(x0), Sn), such that M(x) is positive definite for all x ∈ A(x0), satisfying
Df(x)TM(x) +M(x)Df(x) + M˙(x) = −I for all x ∈ A(x0). (17)
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Here, M˙(x) denotes the matrix with entries 〈∇xMij(x), f(x)〉, i, j = 1, . . . , n, the orbital
derivative of M(x). Define V ∈ Cσ−1(A(x0)×Rn,R) by V (x, v) = vTM(x)v. The positive
definiteness of M implies the estimate on V (x, v) in a compact set. We have V (x, 0) = 0
for all x ∈ A(x0) and
LV (x, v) = 〈∇xV (x, v), f(x)〉+ (∇vV (x, v))TDf(x)v
= vT M˙(x)v + vTM(x)Df(x)v + vTDf(x)TM(x)v
= −‖v‖2 by (17)
for all x ∈ A(x0) and v ∈ Rn. 
For a periodic orbit, we have the following result.
Proposition 3.2 Assume that Ω is an exponentially stable periodic orbit of (1), where
f ∈ Cσ(Rn,Rn), σ ≥ 2, with basin of attraction A(Ω).
Then there is a function V ∈ Cσ−1(A(Ω),Rn) satisfying
LV (x, v) = −‖v‖2 (18)
for all v ⊥ f(x). For any compact set K ⊂ A(Ω) there are constants c1, c2 > 0 such that
c1‖v‖2 ≤ V (x, v) ≤ c2‖v‖2 (19)
holds for all x ∈ K and v ⊥ f(x).
Proof: Define
Px = I − f(x)f(x)
T
‖f(x)‖2 ,
which is a projection onto the hyperplane perpendicular to f(x), i.e. f(x)TPxv = 0 for all
v ∈ Rn, Pxf(x) = 0, Pxv = v for all v ∈ Rn with vT f(x) = 0 and PxPx = Px. Note that
P˙x = −Df(x)f(x)f(x)
T + f(x)f(x)TDf(x)T
‖f(x)‖2
+
f(x)f(x)T f(x)T [Df(x) +Df(x)T ]f(x)
‖f(x)‖4 . (20)
Let B ∈ Sn be a positive definite matrix. By [4, Theorem 3.1] there exists a matrix-
valued function M ∈ Cσ−1(A(Ω), Sn) such that M(x) is positive definite for all x ∈ A(Ω)
and it satisfies
LM(x) = −PxBPx for all x ∈ A(Ω), (21)
where LM(x) = Df(x)TM(x) +M(x)Df(x) + M˙(x)
−M(x)f(x)f(x)
T (Df(x) +Df(x)T )
‖f(x)‖2
−(Df(x) +Df(x)
T )f(x)f(x)TM(x)
‖f(x)‖2 . (22)
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Here, M˙(x) denotes the matrix with entries 〈∇xMij(x), f(x)〉, i, j = 1, . . . , n, the orbital
derivative of M(x).
We define the function V ∈ Cσ−1(A(x0)× Rn,R) by
V (x, v) = vTPxM(x)Pxv.
We have V (x, 0) = 0 for all x ∈ A(Ω). For all v ∈ Rn with vT f(x) = 0 we have
V (x, v) = vTM(x)v.
Denoting by Λ(x) the largest and by λ(x) the smallest eigenvalue of the positive defi-
nite matrix M(x), we define for a compact set K ⊂ A(Ω) the positive constants c1 =
minx∈K λ(x) and c2 = maxx∈K Λ(x), which shows (19). Moreover, we have,
LV (x, v) = 〈∇xV (x, v), f(x)〉+ (∇vV (x, v))TDf(x)v
= vT [P˙xM(x)Px + PxM˙(x)Px + PxM(x)P˙x
+Df(x)TPxM(x)Px + PxM(x)PxDf(x)]v .
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We have, using (20)
P˙xM(x)Px + PxM˙(x)Px + PxM(x)P˙x +Df(x)
TPxM(x)Px + PxM(x)PxDf(x)
= −Df(x)f(x)f(x)
T + f(x)f(x)TDf(x)T
‖f(x)‖2 M(x)Px
+
f(x)f(x)T f(x)T [Df(x) +Df(x)T ]f(x)
‖f(x)‖4 M(x)Px
+PxM˙(x)Px
−PxM(x)Df(x)f(x)f(x)
T + f(x)f(x)TDf(x)T
‖f(x)‖2
+PxM(x)
f(x)f(x)T f(x)T [Df(x) +Df(x)T ]f(x)
‖f(x)‖4
+Df(x)T
(
I − f(x)f(x)
T
‖f(x)‖2
)
M(x)Px
+PxM(x)
(
I − f(x)f(x)
T
‖f(x)‖2
)
Df(x)
=
(
I − f(x)f(x)
T
‖f(x)‖2
)[
Df(x)TM(x) +M(x)Df(x) + M˙(x)
−M(x)f(x)f(x)
T (Df(x) +Df(x)T )
‖f(x)‖2
−(Df(x) +Df(x)
T )f(x)f(x)TM(x)
‖f(x)‖2
](
I − f(x)f(x)
T
‖f(x)‖2
)
= Px
[
Df(x)TM(x) +M(x)Df(x) + M˙(x)
−M(x)f(x)f(x)
T (Df(x) +Df(x)T )
‖f(x)‖2
−(Df(x) +Df(x)
T )f(x)f(x)TM(x)
‖f(x)‖2
]
Px
= −PxPxBPxPx by (21)
= −PxBPx .
Hence, for all x ∈ A(x0) and v ∈ Rn with vT f(x) = 0 we have
LV (x, v) = −vTPxBPxv
= −vTBv,
which proves (18) when choosing B = I. 
In the situations as above, where we know that a solution V with a certain smoothness
exists, we can use the error estimate Theorem 2.3.
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Proposition 3.3 Let k ≥ 2 be the smoothness degree of the Wendland function. In the
situation of Proposition 3.1 or 3.2 let f ∈ Cσ(Rn,Rn) with σ ≥ k + n + 3/2, B ⊂ B ⊂
A(x0), A(Ω), respectively be an open bounded set with Lipschitz continuous boundary and
Γ = {(x, 0) | x ∈ B}.
Then, for the collocation points as described in Theorem 2.3 the estimates (11) and
(12) hold.
Proof: Let O = B ×BR(0) with R > 0. We check that the assumptions of Theorem 2.3
are satisfied: we have cβ ∈ Cσ−1(Rn) ⊂ W k+n∞ (O) and by Proposition 3.1 or 3.2 we have
for the solution V ∈ Cσ−1(A(x0) × Rn,R) ⊂ W k+n+1/22 (O), V ∈ Cσ−1(A(Ω) × Rn,R) ⊂
W
k+n+1/2
2 (O), respectively. 
4 Examples
4.1 One-dimensional example
We consider n = 1 and the dynamical system given by
x˙ = x− x3 (23)
which has one asymptotically stable equilibrium at 0 and two unstable equilibria at±1. We
use the Wendland function ψ0(r) = ψ4,2(r) = (1− r)6+(35r2 + 18r+ 3) and the collocation
points X1 = (ρZ ∩ [−0.7, 0.7]) × (τZ ∩ [−0.1, 0.1]) \ {(0, 0)} with ρ = 0.719 = 0.0368 and
τ = 0.13 = 0.0333; note that (0, 0) is a singular point of L. Furthermore, we choose
X2 = (ρZ ∩ [−0.7, 0.7])× {0}. The grids have N = 272 and M = 39 points, respectively,
so together N˜ = N +M = 311.
1
0.5
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v
0
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0
-0.01
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0
x
-0.5
-1-0.2
-0.1
v
0
0.1
0.2
-0.02
0
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Ls
Figure 1: Example (23). Left: The function s(x, v). Right: The function Ls(x, v) which
approximates −‖v‖2 well.
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x-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
v
-0.1
-0.05
0
0.05
0.1
Figure 2: Example (23): The collocation points as well as the level sets Ls(x, v) = 0 (red)
and s(x, v) = 0, 0.005, 0.01 (blue). Note that Ls(x, v) < 0 holds in the area where the
collocation points are placed, apart from a small area near v = 0.
Figure 1, left, shows the computed function s(x, v), which satisfies c1‖v‖2 ≤ s(x, v) ≤
c2‖v‖2, as well as Ls(x, v) which approximates −‖v‖2 well. Figure 2 shows the collocation
points, the area where Ls(x, v) = 0 (red) as well as some level sets of s(x, v) (blue) in the
area where s(x, v) satisfies the conditions.
4.2 Two-dimensional example – stable equilibrium
We consider n = 2 and the dynamical system given by{
x˙ = −x(1− x2 − y2) + y
y˙ = −y(1− x2 − y2)− x (24)
which has an asymptotically stable equilibrium at the origin and an unstable periodic
orbit at the unit circle. We denote x = (x, y) ∈ R2 and v = (v, w) ∈ R2.
We use the Wendland function ψ5,2(r) = (1 − r)7+(16r2 + 7r + 1) and the collocation
points defined below containing N = 8580 and M = 441 points, respectively; altogether
we have N˜ = N +M = 9021 points.
X1 =
{
(x,v) ∈ B0.9(0, 0)× R2 | x, y ∈ 0.07 · Z ∩ [−0.7, 0.7],
v ∈ {r(cos(θ), sin(θ)), r ∈ {0.05, 0.1}, θ = 2kpi/10, k = 1, . . . , 10}}, and
X2 = {(x, 0) ∈ R2 × R2 | x, y ∈ 0.07 · Z ∩ [−0.7, 0.7]}.
Figure 3 shows points x where Ls(x,v) was evaluated for many v 6= 0. For each v
where Ls(x,v) < 0, a blue circle was plotted at the position x, while for each v where
Ls(x,v) ≥ 0 a red cross was drawn at position x. Points x can thus have both a blue circle
and a red cross, meaning that some directions v have the correct (negative) sign, while
12
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
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−0.6
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−0.2
0
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0.4
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0.8
x
y
Figure 3: Example (24): Some points in the x = (x, y)-plane, where the sign of L(x,v) is
calculated: if the sign of L(x,v) is negative for a v, then a blue circle is plotted, if the sign
is non-positive for a v, then a red cross is plotted. The points with the correct, negative
sign are thus points with a blue circle only.
others have not. Points with only a blue circle are points where Ls has the correct sign,
while points with any red cross are not. One can clearly see that the square [−0.7, 0.7]2,
where the collocation points where placed, contains only blue circles.
Figure 4 shows the functions s(x0,v) and Ls(x0,v) for a fixed x0 = (0.5, 0.5); note
that no point (x0,v) is a collocation point. The function Ls(x0,v) approximates −‖v‖2
well (left) and the function s(x0,v), right, satisfies c1‖v‖2 ≤ s(x0,v) ≤ c2‖v‖2.
4.3 Two-dimensional example – stable periodic orbit
We consider the dynamical system given by{
x˙ = x(1− x2 − y2) + y
y˙ = y(1− x2 − y2)− x (25)
which has an unstable equilibrium at the origin and an asymptotically stable periodic
orbit at the unit circle. This time we solve the problem{
LV (x, v) = −‖v‖2 for v ⊥ f(x)
V (x, 0) = 0.
(26)
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Figure 4: Example (24). Left: The function Ls((0.5, 0.5), (v, w)) which approximates
−‖(v, w)‖2 well. Right: The function s((0.5, 0.5), (v, w)) which has its minimum 0 at
(v, w) = (0, 0). Note that no (x0,v) with x0 = (0.5, 0.5) is a collocation point.
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
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−0.5
0
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y
Figure 5: Example (25): Some points in the x = (x, y)-plane, where the sign of Ls(x,v)
is calculated: if the sign of Ls(x,v) is negative for all directions v ⊥ f(x), then a blue
circle is plotted, if the sign is non-positive for all directions v ⊥ f(x), then a red cross
is plotted, and if some directions v result in a negative and some in a non-negative sign,
then both a red cross and a blue circle are plotted. The points with the correct, negative
sign are thus points with a blue circle.
14
We use the Wendland function ψ5,2(r) = (1− r)7+(16r2 + 7r + 1) and the points
X1 =
{
(x,v) ∈ (B1.3(0, 0) \ {(0, 0)})× R2 | x, y ∈ ρZ ∩ [−1.2, 1.2],
v ∈ {±0.05 f(x)/‖f(x)‖,±0.1 f(x)/‖f(x)‖}}
X2 = {(x, 0) ∈ B1.3(0, 0)× R2 | x, y ∈ ρZ ∩ [−1.2, 1.2]},
where ρ = 1.29 = 0.1333, with N = 1168 and M = 293 points, respectively, altogether
N˜ = N +M = 1461 points.
Figure 5 shows points x where Ls(x,v) was evaluated for several v ⊥ f(x). For each
v where Ls(x,v) < 0, a blue circle was added, while for each v where Ls(x,v) ≥ 0 a
red cross was drawn. Points with only a blue circle are points where Ls has the correct
(negative) sign, while points with any red cross are not. One can clearly see that the ball
of radius 1.3, where the collocation points where placed, contains only blue circles.
5 Detecting stable and unstable directions
In this section we explore how the numerical procedure can be used to detect and analyse
other dynamical situations. In particular, we consider the case of an unstable equilibrium.
A function satisfying (14) may still exist near an unstable equilibrium, but it will not
satisfy c1‖V ‖p ≤ V (x, v) ≤ c2‖V ‖p for all v ∈ Rn, which we will call positive definite in
this context. For unstable equilibria with an n-dimensional unstable manifold, we will
have −c1‖v‖p ≤ V (x, v) ≤ −c2‖v‖p, while for saddle points we will have V (x, v) > 0 for
the stable directions v and V (x, v) < 0 for the unstable directions v.
5.1 One-dimensional case
Before we consider examples, let us compute V in general. We make the ansatz V (x, v) =
vTM(x)v, which satisfies V (x, 0) = 0. Note that in the 1-dimensional case this results in
V (x, v) = m(x)v2.
For a general system (1) we have with this ansatz
LV (x, v) = vT [M˙(x) +Df(x)TM(x) +M(x)Df(x)]v.
To achieve LV (x, v) = −‖v‖2 we require
M˙(x) +Df(x)TM(x) +M(x)Df(x) = −I. (27)
In the 1-dimensional case, we thus need to solve, setting M(x) = m(x) ∈ R
m′(x)f(x) + 2m(x)f ′(x) = −1.
The solution of this inhomogeneous linear differential equation is
m(x) =
−F (x) + C
f(x)2
,
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where F is a primitive function of f . The function m(x) is not defined at equilibria in
general, however, by choosing the integration constant C appropriately, it may be defined
at certain equilibria.
Now let us consider the example with f(x) = x(1− x2), i.e.
x˙ = x(1− x2) (28)
which has two asymptotically stable equilibria at ±1 and one unstable equilibrium at 0.
Following the procedure described above, we have F (x) = 12x
2 − 14x4 and
m(x) =
1
4
x4 − 2x2 + 4C
x2(1− x2)2 .
For m(x) to be defined at the asymptotically stable equilibria x = ±1, choose C = 14
and then we obtain
m(x) =
1
4x2
,
which is defined in R\{0}. Note that here V (x, v) = v2
4x2
is positive definite, i.e. V (x, v) > 0
for all v 6= 0 and x ∈ R \ {0}, and thus is a Finsler-Lyapunov function as before.
However, by choosing the constant C = 0, m(x) can also be defined at the unstable
equilibrium x = 0. Indeed, we obtain
m(x) =
1
4
x2 − 2
(1− x2)2 ,
which is defined in (−1, 1), but m(x) < 0; hence V (x, v) = 14 x
2−2
(1−x2)2 v
2 is negative definite,
i.e. V (x, v) < 0 for all v 6= 0 and x ∈ (−1, 1).
If we place the collocation points away from the respective singular set, then we approx-
imate either of the two functions and thus obtain the result above. For all calculations in
this section we have used the Wendland function ψ0(r) = ψ4,2(r) = (1−r)6+(35r2+18r+3).
First, we do not set any collocation points near the unstable equilibrium at 0 and
obtain a Finsler-Lyapunov function. In detail, we choose the collocation points
X1 =
{
(x, v) ∈
(
1
30
Z ∩ [−2.5, 2.5] \ [−0.2, 0.2]
)
×
(
1
30
Z ∩ [−0.1, 0.1]
)}
\ {(±1, 0)},
X2 =
{
(x, 0) | x ∈ 1
30
Z ∩ [−2.5, 2.5] \ [−0.2, 0.2]
}
,
with N = 964 and M = 151 points, respectively, altogether N˜ = N +M = 1115 points.
Figure 6, left, shows the function s(x, v) which satisfies c1‖v‖2 ≤ s(x, v) ≤ c2‖v‖2 as
well as Ls(x, v), right, which approximates −‖v‖2 well in the area [−2.5, 2.5] \ [−0.2, 0.2].
Figure 7 shows the collocation points, the area where Ls(x, v) = 0 (red) and the area
where s(x, v) = 0 (blue), thus separating the area where it is a valid Finsler-Lyapunov
function.
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Figure 6: Example (28) with collocation points outside [−0.2, 0.2]. Left: The function
s(x, v), which is positive definite. Right: The function Ls(x, v) which approximates −‖v‖2
well outside [−0.2, 0.2].
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Figure 7: Example (23): The collocation points outside [−0.2, 0.2] as well as the level sets
Ls(x, v) = 0 (red) and s(x, v) = 0 (blue). Note that Ls(x, v) < 0 and s(x, v) > 0 hold in
the area where the collocation points are placed, apart from v = 0.
Next we do not set any collocation points near the asymptotically stable equilibria at
±1. In particular, we choose the collocation points
X1 =
{
(x, v) ∈ 1
30
Z ∩ [−0.8, 0.8]× 1
30
Z ∩ [−0.1, 0.1]
}
\ {(0, 0)},
X2 =
{
(x, 0) | x ∈ 1
30
Z ∩ [−0.8, 0.8]
}
,
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Figure 8: Example (28) with collocation points inside [−0.8, 0.8]. Left: The function
s(x, v), which is negative definite as the equilibrium at 0 is unstable. Right: The function
Ls(x, v) which approximates −‖v‖2 well.
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Figure 9: Example (23): The collocation points inside [−0.8, 0.8] as well as the level sets
Ls(x, v) = 0 (red) and s(x, v) = 0 (blue). Note that Ls(x, v) < 0 and s(x, v) < 0 hold in
the area where the collocation points are placed, apart from v = 0, since the equilibrium
at 0 is unstable.
with N = 342 and M = 49 points, respectively, altogether N˜ = N +M = 391 points.
Figure 8, left, shows the function s(x, v) which satisfies −c1‖v‖2 ≤ s(x, v) ≤ −c2‖v‖2
as well as Ls(x, v), right, which approximates −‖v‖2 well in the area [−0.8, 0.8]. Note that
s(x, v) is negative definite, indicating that the origin is an unstable equilibrium. Figure
9 shows the collocation points, the area where Ls(x, v) = 0 (red) and the area where
s(x, v) = 0 (blue).
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Figure 10: Example (28) with collocation points inside [−2.5, 2.5] \ ([−0.55,−0.45] ∪
[0.45, 0.55]). Left: The function s(x, v) is negative definite in [−0.45, 0.45], and posi-
tive definite for |x| > 0.55. Right: The function Ls(x, v) which approximates −‖v‖2 well
in all areas with collocation points.
Figure 11: Example (23): The collocation points inside [−2.5, 2.5] \ ([−0.55,−0.45] ∪
[0.45, 0.55]) with as well as the level sets Ls(x, v) = 0 (red) and s(x, v) = 0 (blue). Ls(x, v)
approximates −‖v‖2 well in all areas, where the collocation points are placed. The sign
of s(x, v) shows whether it belongs to an area with stable or unstable equilibrium; it is
positive for x between −2.5 and −0.5, negative for x between −0.5 and 0.5, and again
positive for x between 0.5 and 2.5.
Finally, we take advantage of the fact that the equilibria do not play any special role
in the construction of the function. We cut out two small intervals, one between −1 and
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0, and one between 0 and 1. In each of the three remaining intervals, a function V exists,
and we expect it to be positive definite in the two areas with the asymptotically stable
equilibria ±1 and negative definite in the area with the unstable equilibrium at 0. In
particular, we choose the collocation points
X1 =
{
(x, v) ∈
(
1
30
Z ∩ [−2.5, 2.5] \ ([−0.55,−0.45] ∪ [0.45, 0.55])
)
× 1
30
Z ∩ [−0.1, 0.1]
}
\{(±1, 0), (0, 0)},
X2 =
{
(x, 0) | x ∈ 1
30
Z ∩ [−2.5, 2.5] \ ([−0.55,−0.45] ∪ [0.45, 0.55])
}
,
with N = 1012 and M = 151 points, respectively, altogether N˜ = N +M = 1163 points.
Figure 10, left, shows the function s(x, v) which is negative definite in [−0.45, 0.45],
including the unstable equilibrium, and positive definite outside [−0.55, 0.55], reflecting
the stability of the two asymptotically equilibria in this domain. Figure 10, right, shows
Ls(x, v) which approximates −‖v‖2 well in the where the collocation points are placed.
Figure 11 shows the collocation points, the area where Ls(x, v) = 0 (red) and the area
where s(x, v) = 0 (blue).
Figure 12: Example (29): At each point x the directions v are shown, where Ls(x,v) < 0;
in this case all values are negative. The colours of the line in direction v at point x indicate
the sign of s(x,v) at each point x: the line is black where s(x,v) > 0, indicating a stable
direction, and the line is red where s(x,v) ≤ 0, indicating an unstable direction.
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Figure 13: Example (29). Left: The function s((0.16, 0.16), (v, w)), showing the expected
behaviour. Right: The function Ls((0.16, 0.16), (v, w)) which approximates −‖(v, w)‖2
well. Note that no point (x0,v) with x0 = (0.16, 0.16) is a collocation point.
5.2 Two-dimensional linear example
We consider the two-dimensional, linear example{
x˙ = x
y˙ = −y (29)
with a saddle point at the origin.
We use the Wendland function ψ5,2(r) = (1 − r)7+(16r2 + 7r + 1) and the collocation
points defined below containing N = 2025 and M = 225 points, respectively; altogether
we have N˜ = N +M = 2250 points.
X1 =
{
(x,v) ∈ [−0.5, 0.5]2 × R2 | x, y ∈ 1
14
Z2,
v ∈ {0.1(cos(θ), sin(θ)), θ = 2kpi/9, k = 1, . . . , 9}
}
\ {(0, 0)}, and
X2 =
{
(x, 0) ∈ [−0.5, 0.5]2 × R2 | x, y ∈ 1
14
Z2
}
.
Ls(x,v) is negative for all points x ∈ [−0.5, 0.5]2 and v 6= 0 close to 0. Figure 12 shows at
each point x the directions v, where s(x,v) > 0 (black, stable directions) and s(x,v) ≤ 0
(red, unstable directions). This is as expected since
s(x,v) =
1
2
vTdiag(−1, 1)v = 1
2
(−v2 + w2), (30)
where v = (v, w), is a solution of (14), see (27). Hence, the stable directions, where
s(x,v) > 0, are v = (cos(θ), sin(θ)) with θ ∈ (pi4 , 3pi4 ) ∪ (5pi4 , 7pi4 ).
Figure 13 shows Ls(x0,v) and s(x0,v) as a function of v at a fixed point x0 =
(0.16, 0.16); note that no point (x0,v) is a collocation point. Ls(x0, ·) behaves like −‖v‖2
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as expected since s was computed as the generalised interpolant of this data. s is close to
the solution (30) described above.
5.3 Nine equilibria
Now we consider the two-dimensional example{
x˙ = x(1− x2)
y˙ = −y(1− y2) (31)
with nine equilibria (x, y), x, y ∈ {−1, 0, 1}. The stability of the equilibria is as follows:
(±1, 0) are asymptotically stable, (0,±1) are unstable with 2-dimensional unstable mani-
fold, while the other 5 are saddle points. (0, 0) has the stable manifold in direction of the
y-axis, and the unstable manifold in direction of the x-axis, while for the remaining four
equilibria (±1,±1) the situation is the other way round.
For the computation we solve again the problem (14) using the Wendland function
ψ5,2(r) = (1 − r)7+(16r2 + 7r + 1) and the collocation points defined below containing
N = 4761 and M = 729 points, respectively; altogether we have N˜ = N + M = 5490
points, shown in Figure 14, left. Note that there are no collocation points along the lines
x = ±0.5 and y = ±0.5, separating the nine equilibria.
Figure 14: Example (31). Left: The collocation points X1 in the (x, y)-plane; note that
lines separating the nine equilibria do not contain collocation points. Right: Some points
in the x = (x, y)-plane, where the sign of Ls(x,v) is calculated: if the sign of Ls(x,v) is
negative for a v, then a blue circle is plotted, if the sign is non-positive for a v, then a red
cross is plotted. One can see the red crosses along the lines where no collocation points
where placed.
X1 =
{
(x,v) ∈ [−1.3, 1.3]2 × R2 | x, y ∈ 0.1 · Z2, x, y 6∈ {±0.4,±0.5},
v ∈ {0.1(cos(θ), sin(θ)), θ = 2kpi/9, k = 1, . . . , 9}}, and
X2 = {(x, 0) ∈ [−1.3, 1.3]2 × R2 | x, y ∈ 0.1 · Z2}.
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Figure 15: Example (31): At each point x the directions v are shown, where Ls(x,v) < 0.
The colours of the line in direction v at point x indicate the sign of s(x,v) at each point
x: the line is black where s(x,v) > 0, indicating a stable direction, and the line is red
where s(x,v) ≤ 0, indicating an unstable direction.
Figure 14, right, shows points x where Ls(x,v) was evaluated for many v 6= 0. For
each v where Ls(x,v) < 0, a blue circle was plotted at the position x, while for each v
where Ls(x,v) ≥ 0 a red cross was drawn at position x. One can clearly see that the sign
is negative except around the lines x = ±0.5 and y = ±0.5, where no collocation points
where placed.
Figure 15 shows the sign of the stable and unstable directions v at each point x the
directions v, if Ls(x,v) < 0; otherwise, no line is plotted. The colour is determined by the
sign of s: if s(x,v) > 0, then the direction is black (stable), and if s(x,v) ≤ 0, then it is
red (unstable directions). One can observe that in the areas around the nine equilibrium
points, the directions are as expected by the stability. However, while the asymptotically
stable and the unstable ones with a 2-dimensional unstable manifold show the stability in
all points, the stable and unstable directions show more variation in the areas around the
saddle points.
6 Discussion and conclusion
We have presented a method to numerically construct Finsler-Lyapunov functions, which
show incremental stability of solutions of an ODE x˙ = f(x), x ∈ Rn. A Finsler-Lyapunov
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function is a scalar-valued function with domain (x, v) ∈ Rn×Rn, where x denotes a point
in the phase space and v a point in the tangent space at x. We have proposed a linear
first-order PDE with prescribed values at v = 0, and have approximately solved it using
meshless collocation to construct a Finsler-Lyapunov function.
Finsler-Lyapunov functions can be used to show existence, uniqueness and stability
of different types of attractors, such as equilibria or periodic orbits, and give information
about their basins of attraction. Depending on the set of v for which the contraction
condition holds, we can distinguish between different types of attractors. This can be
implemented easily in the proposed method by choosing collocation points in the respective
set.
We have shown existence results and error estimates in the case of exponentially stable
equilibria and periodic orbits. Moreover, we have shown that the method can also be used
to detect stable and unstable directions of unstable equilibria through the sign of the
computed function in each direction v.
The error estimates show that the denser the collocation points, the smaller the error
to an existing Finsler-Lyapunov function, and thus, from some threshold onwards, the
constructed function is a Finsler-Lyapunov function itself.
In applications, the attractor and its basin of attraction are not known a priori. Hence,
the error estimates, which assume that the collocation points are sufficiently dense and
placed in the basin of attraction, do not serve to determine the density or position of the
collocation points in practical examples. To apply the method, there are two approaches:
either one places points in a small area, and then increases the area until the construction
of a Finsler-Lyapunov function is unsuccessful. Or one starts with a large set and reduces
it until the construction succeeds.
Regarding the density of the collocation points, the method is suitable for refinement:
starting with a coarse set, collocation points are added in areas where the properties of a
Finsler-Lyapunov function are not fulfilled. Summarising, the method gives information,
when it succeeds to construct a Finsler-Lyapunov function, but if it fails, either the points
are outside the basin of attraction or they were not sufficiently dense, and this has to be
explored in more detail.
One advantage of Finsler-Lyapunov functions is that they do not require the location
of the respective attractor. However, if several of them are present in the system, then
we need to separate the areas between them. This is less restrictive than exactly locating
attractors. Future work will include how to detect areas separating the different dynamics,
where no collocation points should be placed. Moreover, we will extend the methodology
to other, more complicated attractors.
Since the requirements for a Finsler-Lyapunov function are inequalities, it is robust
with respect to perturbations of the system. The method is thus very well suited for
generalisations to systems with uncertainties, such as ODEs where the constant coefficients
are substituted by intervals or stochastic differential equations.
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