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RÉSUMÉ
Ce mémoire porte sur l’approximation adiabatique et son domaine de validité. Le
théorème adiabatique stipule que lorsqu’un système évolue illfiuiment lentement
dans le temps, l’Hamiltonien qui est initialement dans un de ses états propres ins
tantanés évoluera vers l’état instantané final correspondant. La probabilité de trail
sition à un autre état est alors négligeable. Évidemment, aucun système n’évolue
infiniment lentement, et c’est pourcluoi on utilise l’approximation adiabatique lors
qu’on peut considérer le s stème comme évoluant suffisamment lentement.
Nous avons élaboré une approche nouvelle et intuitive au problème de la mécani
que quaitique dépendante du temps, qui est fortement utile lorsque l’évolution de
l’Hamiltonien est lente. Par un développement perturbatif, l’état du système est
écrit en série de puissailce. Ainsi, chaque terme de la série correspond à une séquence
d’évolution adiabatique durant laciuelle le système demeure dans un état propre
instantané de l’Hamiltonien, ponctuée de transitions d’ull état à l’autre. Le premier
terme de la série est donc l’évolution adiabatique standard, et les termes suivants
sont les corrections aux clifféreiits ordres. On peut représenter ce résultat sous forme
de diagramme, où à chaque ordre on permet une transition supplémentaire. l\’Iais
pour utiliser ce développement, la série doit converger. Nous trouverons que la
convergence dépend du tenips total de l’évolution, un paramètre très peu utilisé
pour disciter de la validité de l’approximation adiabatique dans la littérature.
Mots clés: mécanique quantique, dépendance en temps, évolution,
transition.
ABSTRACT
The subject of tins work is tire adiabatic approximation and its domain of valid
ity. Tire adiabatic theorem states that a tirne-clependent Hamiltonian initially in
one of iris instantaneous eigenstates wiil evolve t owards tire con’esponding final
mstantaneous eigenstate wlien tire system evolves infinitely slowly in time. The
transition probabiiity to another eigenstate can then ire neglected. But no system
evolves infinitely slowly, anci this is why we use tire adiabatic approximation when
tire system evolves siowiy enougir.
A new and intuitive perturbative approach to time-dependent quantum me
chanics problems is presented, winch is useftd in situations where tire evolution of
tire Hamiltonian is slow. Bv a perturbative expansion, tire state of tire system is
written as a power series. Eaci terni of tire series corresponds to a sequence of adi
abatic evolutions, cluring winch tire system remains in an instantaneous eigenstate
of tire Hamiitonian, punctuated by transitions from one state to anotirer. Tire first
term of tins series is tire standard adiabatic evolution, and tire next terms are tire
corrections to different ordeis. We can represent tins resuit witir diagrams, wlrere
in eacir order we allow a supplerneirtary transition to occur. But to use tins expan
sion, tire series must converge. We will md that tire convergence is dependent of
tire totai time of evoiution, a parameter not often used to chscuss tire validity of
tire approximation in tire literature.
Keywords: quantum mecanics, time-deperidant, transition, evolu
tion.
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CHAPITRE 1
INTRODUCTION
La mécanique quantique exploite la dualité onde-corpuscule des particules afin
de décrire les phénomènes atomiques et subatomicïues. Elle caractérise les particules
par leur fonction d’onde, et la clyïiamique de leur évolution est déterminée par
l’équation de Schr5dinger
H(t)IJ(t) = iJ(t), (1.1)
où H(t) est l’Hamiltouien et représente l’énergie mécanique totale du système.
L’Hamiltonien dicte l’évolution du système dans le temps.
Lorsqu’on étudie un système ei mécanique quantique, on cherche à résoudre
cette équation afin de trouver la fonction d’onde. Cependant, la plupart des systèmes
quantiques n’ont pas une équation de Schràdinger que l’on peut résoudre ana
lytiquement, et de nombreuses méthodes d’approximation et de développement
existent. Ce mémoire portera sur une méthode employée lorsque le systéme évolue
lentement l’approximation acliabatique.
Cette approximation provient du théorème du même nom, élaboré en premier
par Ehrenfest puis démontré par Born et fock en 1928. Lorsqu’ull Hamiltonien
change suffisamment lentement dans le temps, on peut approximer les solutions
de l’équation de Schr&linger par les états propres stationnaires de l’Hamiltollien
instailtallé, c’est-à-dire qu’un état propre particulier à un certain temps évoluera
de manière continue vers l’état propre correspondaut à un temps ultérieur. Si une
particule est initialement dans l’état m
ItO)) = rn(O)), (1.2)
et que nous laissons cette particule évoluer dans le temps, alors, selon l’approxirna
2tion adiabatique, sou état au temps t sera
e1 Ern(t’)tt’ m(t)), (1.3)
où Im(t)) est l’état initial ayant évolué dans le temps. La phase devant cet état est
le phase dyllamique, (nous posons la phase de Berry nulle, voir la section 2.1 du
présent mémoire) provenant de l’opérateur d’évolution. Tout au long de ce mémoire,
flOUS travaillerons dans les unités naturelles, où a = ï.
Cette approximation doit être utilisée avec discernement et être appliquée seule
ment dans les cas où elle est valide. Le critère standard utilisé par certains auteurs
pour vérifier la validité de l’approximation est relié aux échelles d’énergie et de
temps
£(t)E(t) <1, n n, (1.4)
où n(t)) est un état propre de l’Hamiltonien au temps t possédant une énergie
E(t) et (ïh(t) est la dérivée par rapport au temps de l’état initial ayant évolué,
possédant une énergie E1r(L). Cette condition implique que la différence d’énergie
entre ces deux niveaux doit être beaucoup plus grande que le changement des états
dans le temps afin que les transitions soient peu probables.
Ce critère a été remis en question récemment. Certains chercheurs ont démontré
son inefficacité à déterminei si un système évolue adiabatiquement ou non, et ont
proposé que l’approximation adiabatique était incohérente. En effet, nous verrons
que l’application aveugle de ce critère inclut des systèmes qui n’évoluent pas de
manière adiabatique. Dans ce mémoire, on mettra l’accent sur les différentes échelles
de temps et d’énergie, afin de bien comprendre l’essence de ce critère qui, appliqué
correctement, est un très bon indicateur de l’adiabadicité d’un système.
Ce sujet soulève beaucoup de passion depuis les dernières années car une appli
cation technologique lui est maintenant associée. Dans le domaine de l’informatique,
plus précisément de l’informatique quantique, on croit pouvoir faire une nouvelle
3génération d’ordinateur quantique qui fonctionnerait à l’aide du théorème adiaba
tique. L’unité indivisible de l’information classique est le bit; il prend la valeur O
ou 1. En informaticiue quantique, on l’appelle le c1ubit; c’est une fonction d’oncle
dans une base à deux états, +) et
—).
Un qubit, grâce à la superposition des états propres, peut être dans un état
tI+)+H))/v. Il existe différentes techniques pour introduire ce phénomène quan
tique à l’informatique. Certains chercheurs prévilégient une technique entrecroisant
l’informatique classique et quantique, où les qubits passent par des portes logiques
pouvant jouer sur la phase ou sur l’orientation dans le plan (+)
, —)) du qubit. Ces
portes fonctionnent à l’aide du théorème adiabatique, pour s’assurer qu’il n’y ait
pas de transitions imprévisibles lors du passage dans les portes logiques. Une autre
technique consiste à faire évoluer adiabatiquement un Hamiltonien vers un état
final qui encoderait la solution du problème [3]. Un ordinateur quantique pourrait
donc effectuer des calculs en agissant sur les qubits grâce à une influence externe,
par exemple un champ magnétique sur des particules de spin , résultant en une
évolution adiabatique du qubit. La superposition des états permet de transporter
plus d’information dans un (Ïubit que dans un bit classique, ce qui a pour effet de
réduire le temps de résolution de certains problèmes. Le grand défi de l’informatique
quantique étant de pouvoir résoudre des problèmes dans un temps polynomial des
problèmes classiquement résolus dans un temps exponentiel, les qubits pourraient
être la voie de l’informatique du futur.
Au premier chapitre de ce mémoire, on débutera par énoncer le théorème adia
batique. On fera une petite digression sur l’importance des phases, en abordant la
phase de Berry. On verra le critère de validité de l’approximation adiabatique et
l’implication des échelles de temps et des échelles d’énergie dans la détermination
d’un système adiabatique. Cela nous amènera à la controverse soulevée par Tong et
al. récemment sur l’incohérence de l’approximation adiabatique. On exposera alors
leur argumentation, et on démontrera qu’ils ont appliqué le critère de validité à un
système qui n’évoluait pas adiabatiquement.
4Au deuxième chapitre, on élaborera une nouvelle méthode de calcul, dite per
turbative, afin de décrire l’évolution d’un état initial dans le temps. Cette nouvelle
méthode de calcul est particulièrement intéressante si on l’applique à des systèmes
évoluant lentement dans le temps. De plus, elle est intuitive et mène à mie descrip
tion sous forme de diagramme de l’évolution d’un état. Cependant, pour être utile,
le développemeit perturbatif de nos états doit converger. Nous termillerons donc
ce chapitre en nous assurant de la convergence de cette série, ce qui nous amènera
au critère de validité de l’approximation adiabatique. Ce chapitre se base sur un
article que R.IVlackenzie, E. Marcotte et moi-même avons cosigné [11].
Au troisième chapitre, on réexprimera l’amplitude de se trouver dans un certain
état à un temps donné sous forme matricielle, dont on montrera la récurrence aux
différents ordres. Cela sera essentiel pour démontrer la convergence du développe
ment perturbatif et pour une compréhension approfondie des échelles de temps et
d’énergie. Ce travail a été fait en collaboration avec J. Pinel et R.IVlackenzie.
Finalement, au quatrième chapitre, on appliquera toutes ces nouvelles connais
sauces à un système particulier se résolvant analytiquement : l’oscillateur harmo
nique dont le centre de masse en mouvement varie de manière sillusoïdale. On
pourra alors démontrer la puissance du développement perturbatif et déduire le
critère de validité de l’approximation adiabatique pour ce système. Cet exemple
est mi apport original de moi.
CHAPITRE 2
UNE INTRODUCTION AU THÉORÈME ET À
L’APPROXIMATION ADIABATIQUES
Ce chapitre est une revue des travaux faits précédemment, soit par les grands
noms de la mécanique quantique, tels Boru et Fock, soit par des chercheurs contem
porains, tels Tong et Berry. On énoncera le théorème adiabatique et l’approximation
qui en découle, fera un aparté sur les phases, exposera le problème du domaine de
validité de l’approximation adiabatique et on conclura avec notre apport à cette
polémique.
2.1 L’approximation adiabatique et son critère de validité
Les processus adiabatiques ont été étudiés bien avant l’avènement de la mécani
que quantique. Ils sont à la limite entre la dynamique et la statique; un système
est dit adiabatique s’il évolue infiniment lentement. Évidemment, cela est une ap
proximation. Ce concept a été introduit en mécanique classique par Boltzmann,
et ou peut facilement en faiie une illustration. Supposons un pendule dont le sup
port est posé sur une plate-forme en mouvement. Il oscillera à la même fréquence
si la plate-forme est au repos que si elle bouge très lentement par rapport à la
période du pendule. Dans cet exemple, il y a deux échelles de temps impliquées : la
période d’oscillation du pendule et le temps de déplacement de la plate-forme. Le
changement graduel des conditions externes pourra être négligé si le pendule oscille
plusieurs fois avant un déplacement notable de la plate-forme. C’est la condition
potir que l’approximation soit valide.
Le concept d’adiabadicité a été appliqué en mécanique quantique par Ehrenfest
dès les débuts de cette théorie qui allait transformer notre vision de l’univers mi
croscopique. C’est clans le développement de la théorie atomique, principalement
dirigé par $ommerfeld et Bohr, que l’utilisation de l’évolution lente a été nécessaire
6pour étudier l’atome d’Hydrogène [4]. La première preuve en mécanique quantique
moderne a été élaborée par Born et Fock en 1928 [6]. Une autre version de la preuve
peut être trouvée dans lVlessiah [7]. Ici, on se contentera d’énoncer le théorème, pour
ensuite étudier l’approximation qui en découle.
Le théorème adiabatique stipule qu’un système dont la dynamique est dictée
par un Hamiltonien dépendant du temps restera, dans la limite d’une évolution
infiniment lente du système, dans l’état propre ayant évolué à partir de l’état propre
initial. Plus précisément, on suppose que l’Hainiltonien peut s’écrire comme
H(t) = E(t/r), (2.1)
où Ê(s) est un opérateur hermitien sans dimension dépendant de la variable sans
dimension s = t/r de manière lisse et E est une constante positive avec des dimen
sions d’énergie. E et r représente respectivement l’échelle d’énergie et de temps
de l’évolution de l’I-Iamiltonien. Nous ferons évoluer l’Hamiltonien vers son état
propre final infiniment lentement. Pour se faire, nous ferons tendre T vers l’infini
avec s = t/r fixe. Il est donc utile de réécrire l’équation de $chrêdinger (1.1) en
terme de s au lieu de t. En définissant e = (Er)’, on obtient
I(s) ‘(s)) = I’(s)). (2.2)
On définit les états propres instantanés et énergies instantanées comme les solutions
d’une famille d’équations de Schrôdinger indépendantes du temps paramétrisées par
s,
(s) n(s)) = Ê(s) n(s)), (2.3)
où E dépend de la variable sans dimension s et l’on choisit la phase des états
tel que (n(t) (t)) = O, comme cela sera expliqué plus loin dans cette section.
Supposons que l’état initial du système est 0(0)), qui n’est pas nécessairement
l’état fondamental, et que le la différence d’énergie de cet état avec les autres
états du spectre est au minimum l’unité. Le théorème adiabatique stipule alors que
zlorsque c
— 0, la solution de (2.2) tend vers
e(/E) J Êo(s’)cts’ 0(s)), (2.4)
avec une erreur de l’ordre de e.
Ou utilise l’approximation adiabatique lorsqu’il est impossible de résoudre ana
lytiquement l’équation de Schrdinger et que le système étudié évolue lentement.
Si l’Hamiltonieu, initialement dans uu de ses états propres, change suffisamment
lentement dans le temps, on peut approxirner l’état final instantané du système
comme étant l’état initial instantané ayant évolué clans le temps (1.3). Il y a douc
une continuité des états tout au long de l’évolution. Un schéma représentant une
évolution adiabatique est présenté ci-dessous. On suppose un spectre discret et
non-dégénéré pour faciliter la discussion, niais le cas d’un spectre quelconque peut
être traité.
Energie
I n(t)>
temps
FIG. 2.1 — Niveaux d’énergie évoluant clans le temps dans le cas adiabatique. Le
système est initialement clans l’état n(0)) et reste dans le nième état propre ins
tantané tout au long de l’évolution.
Dans cette section, on retrouvera le critère standard pour vérifier la validité de
8l’approximation, on discutera de la phase de Berry et on verra également le cas des
résonances.
On souhaite résoudre l’équation de Schrôdinger (1.1), dont les solutions instan
tanées (à un temps précis) ont la forme
H(t) ‘n(t)) = E71(t) n(L)), (2.5)
où les n(t)) sont les états propres instantanés de H(t) et sont orthonormaux,
discrets et non-dégénérés. À un temps quelconque, la fonction d’onde totale peut
s’écrire
= a,(t) e’ Eq’)dt’ n(t)). (2.6)
L’état de la particule s’exprime donc eu terme des énergies et états propres instan
tanés de 1’Hamiltonieu.
On remet l’expression (2.6) clans l’éciuation de Schrôdinger (1.1). On dérive le
côté droit par rapport au temps et sur le côté gauche, on utilise (2.5). Le terme sur
le côté gauche étant identique à un des termes sur le côté droit, on les élimine et
on trouve
o = [ (t) e1 t’t’ n(t)) + a(t) e,Tt’’ . (2.7)
On applique ensuite (k(t) et on utilise la propriété cl’orthonormalité ((k(t) n(t)) =
O ak(t) e’ Ek(ttt’ k(t)) + a(t) e1 E(t’)dt’ (k(t) (t)). (2.8)
Puis, on isole ak(t)
ak(t) = — a (t) e’ (E(t’)-E1(t’))dt’ (k(t) (t)). (2.9)
9Jusqu’à mailltellant, nous n’avons fait aucune approximation; l’expressioll (2.9)
est toujours vraie. Le moment est idéal pour faire une petite parenthèse sur la phase
de Berry. Que choisit-on pour (n(t) (t)) ? Ce terme est indu dans Ùk(t). 011 va
montrer que ce produit est purement imaginaire, puis qu’un choix approprié de la
dépendance de n) par rapport au temps fera en sorte que (n(t) ‘/i(t)) = 0.
Premièrement, la condition d’orthonorrnalité peut s’écrire
(n(t)n(t)) = 1. (2.10)
En prenant la dérivée par rapport au temps de cette équation, on obtient
(n(L (t)) + ((t) n(t)) =0, (2.11)
que l’on peut écrire sous une autre forme;
(n(t)(t)) = -
=
- (n(t) ,i(t))* (2.12)
Ceci implique que le produit de l’état n) avec sa dérivée est un nombre purement
imaginaire
(n(t) (t))
=
ic(t) où E iR. (2.13)
En mécanique quaiticue, les états propres de 1’Hamiltonien sont défiuis à une
phase près; il y a une liberté dans les phases associée à la condition (2.10). Eu
effet, eu redéfinissant les états propres de H(t) de la manière suivante
n’(t)) n(t)), (2.14)
011 couserve la condition d’orthonormalité. Avec cette nouvelle défiuitiou, on peut
10
effectuer le produit
(n’ (t) i’ (t)) = (n(t) e7(t) [j (t) et) n(t)) + ei7(t) ù(t))]
= i(t) + ia(t). (2.15)
011 peut alors choisir 7(t)
— f (t’)dt’ et ainsi
0, Vn,t. (2.16)
Cette façon de redéfinir la phase d’un état a laissé croire à la communauté scien
tifique pendant des décennies que la phase n’avait aucune signification physique.
C’est grâce au travail de Berry [2] ciue l’on réalisa qu’un Hamiltonien évoluant
sur un cycle complet, c’est-à-dire un Hamiltonien dont l’état final est au même
point que l’état initial, présente une phase relative entre l’état final et initial qui
n’est pas arbitraire et qui comporte de profondes implications physiqiles. C’est la
phase géométrique, (lui dépend du trajet parcouru par l’état pendant le cycle. De
puis, les phases géométriques relatives ont été observées à maintes reprises, comme
dans l’effet Aharonov-Bohm [15], qui est un cas particulier (topologique) de phase
géométrique. (Sur les phases et le théorème acliabatique, voir également [1]). Ici, le
choix de phase (2.16) est valide localement; on ne fait pas un cycle fermé.
Revenons maintenant à notre expression (2.9) ak(t) répond exactement àl’équa
tion de Schrdinger. C’est ici que nous allons supposer l’évolution adiabatique de
notre système. Pilisque notre Hamiltonien varie très lentement dans le temps, on
approxime a(t), E(t), E((t) et le produit (k(t) i(t)) comme des constantes dans
le temps. Cette supposition n’est pas nécessaire, elle n’est qu’un cas particulier,
mais on démontrera par la suite que nous pouvons arriver à la même conclusion
en n’effectuant pas ces approximations. Toutefois, cette supposition à l’avantage
d’illustrer la situation de manière claire. On va supposer que l’état initial de la
particule à t = 0 est m). Or, puisclue a est une constante, on peut le remplacer
11
par c5 dans (2.9)
ak(t) _e)t (k ‘&), k ru. (2.17)
L’indice k ne peut être égale à ru par le choix de phase (2.16). On peut intégrer
par rapport au temps sur chaque côté de la dernière équation
ak(t)
— (k ) t_i(EmE)t
— Ï), k ru. (2.18)
ErnEk
On voit alors que l’amplitude ak(t) oscille clans le temps et n’a pas de chailge
ment progressif sur une longue période même si le système évolue. ak(t)2 étant la
probabilité que le système se retrouve au temps t dans l’état k, différent de l’état
initial ru, on constate que si
(k(t) r(t))
«1, k ru, (2.19)
ErnEk
la transition est peu probable c’est le critère standard pour l’approximation adia
batique. On remarque qu’on aurait pu trouver directement (2.19) à partir de (2.9).
En intégrant sur chaque côté de cette équation par rapport au temps, l’intégrale de
droite tend vers O si le facteur de phase de l’exponentielle est grand par rapport à la
variation de l’élément de matrice. En effet, si il y a peu de changement de l’élément
de matrice pendant une période de l’exponentielle, alors l’aire sous la courbe tend
vers O. On obtient donc la collditioll (2.19) en insistant que ak(t) doit être petit.
Revenons maintenant à l’équation (2.6). Si le taux de variation des états est
petit par rapport à leur différence d’énergie, la probabilité de présence du système
dans un autre état que l’état inital ayant évolué clans le temps tend vers zéro, donc
am(t) tend vers 1 et l’état final du système sera, au temps T;
f Em(t’)cW Int, (2.20)
où on a posé la phase de Beiry comme étant nulle. C’est l’approximation adiaba
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tique.
Cependallt, les résollances sont une exception à cette règle, il faut donc utiliser
le critère de validité avec précaution. Si l’Hamiltouien oscille à une fréqueilce près
de celle d’ulle trallsitioll entre deux états, alors il y a ue forte probabilité que la
trallsitioll ait lieu, et ce, peu importe si le système répond au critère de lenteur
(2.19). L’approximatioll adiabatique n’est pas valide dans ce cas, car on ne peut
négliger la dépeudance en temps de (k(t) (t)) et le passage de l’équatioll (2.17) à
(2.18) n’est pas permis. Voyous cela de plus près.
On pose que l’Harniltonien peut être divisé en cieux parties distiuctes, une étant
constailte et l’autre étant très petite mais oscillant à une fréquence w
H(t) H0 + H’sinwt, H’ «H0, (2.21)
où H’ et H0 sont des constantes dans le temps. On peut facilement montrer, en
prenant la dérivée par rapport au temps de (2.5) et en appliquant (k (k n), que
(k(t) 4tL n(t))
(k(tH (t))
= E(t)
- Ek(t) (2.22)
Dans notre exemple,
dH
wH’ cos wt. (2.23)
En utilisant l’expression (2.9) avec (2.22) et (2.23), on obtieut
ak(t) = a(t) _uJ’)_’t’ucoswtH. (2.24)
On suppose maintenant ciue l’on peut négliger la dépeildance en temps de a(t),
E(t) et Ek(t), puisque notre Hamiltonien varie peti (H’ < H0). Comme on l’a vu
auparavant, a étant une constante, ou le remplace par é7,, dans (2.24)
ak(t) e_ _E)tw cos ut
(k(t) H’
‘» (2.25)
EmE
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Pour bien voir la résonance, on définit Wk,, Ek — E,, puisqu’on travaille
dlails les unités naturelles. Eu réécrivant le cosinus sous la forme d’exponelltielles,
l’équation (2.25) devient
ak(t)
(k(1) H’ ‘m(t)) (e‘ + (2.26)
2Wkm
Pour intégrer, on doit également supposer que les états propres rri) et k) sont
illdépeirdants du temps, alors
w (k H’ m) /ek)t — 1 ei(wkm_w)t — iN
ak(t)
. t + I. (2.27)
\ W11 + W Wk — W J
On voit clairement que lorsque Wkn +w, la probabilité d’être dails un état
autre que l’initial est grande. et par conséquent, l’approximation adiabatique n’est
pas valide. Puisque H’ < H0, il est. clair que les états varient très peu, alors
(k(t) i(t)) est très petit ce qui fait en sorte que le critère (2.19) est reicontré,
et ce, même si ce système névolue pas de manière adiabaticlue. C’est pour cette
raisoil que dans son exposé sur le théorème adiabatique, Messiah [7] met l’accent
sur l’importance des différentes échelles en jeu. Pour avoir un système réellement
adiabatique, l’échelle d’énergie E Ek — ET, doit être beaucoup plus grande que
la fréquence de l’Hamiltonien, allant comme 1/r, où r est le temps d’évolution
caractéristique de l’Hamiltonien. Dans ces conditions, il est presque impossible au
système de changer d’état par lui-même. La condition de lenteur s’exprime donc
comme
Er> 1. (2.28)
Dans le cas discuté ici, nous devons avoir que w < Wkm, c’est-à-dire que la fréquence
seÏm laquelle Ï’HamiÏtonien oscille doit être beaucoup plus petite que la fréquence
de Bohr entre le niveau initial et les autres niveaux. Cela élimine toutes les résonan
ces. Comme le montre la figure 2.1, les niveaux dénergie d’un système adiabatique
sont suffisamment distancés du niveau initial pour que la probabilité de transition
soit réduite.
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2.2 Les récents développements
Depuis un article de Manlin et Sanders [5] prétendant avoir trouvé une in
cohérence dans l’approximation adiabatique, plusieurs articles débattant sur ce
sujet [8,11—13] ont été publiés. Particulièrement, un article de Tong et al. [14] por
tant sur un exemple concret d’une particule de spin 1/2 dans un champ magnétique
a attiré notre attention.
Tong et al. étudient le comportement de deux systèmes, décrits par les Hamil
toniens H4(t) et Hb(t), étant reliés entre eux par
Hb(t) = _Uat(t)H(t)u4(t), (2.29)
où Ut’(t) est l’opérateur d’évolution du système A. Cette relation entre les deux
systèmes implique que l’opérateur d’évolution pour le système B est U6(t) = U”t(t).
Ces systèmes maintenant bien définis, ils démontrent que lorsque le système A
remplit la condition adiabatique (2.19), le système B en fait de même. Nous al
lons nommer ce critère la condition a priori, car c’est un critère auquel on peut
soumettre notre système sans avoir à le résoudre. Us montrent ensuite que si le
système A évolue bien adiabatiquement, il remplit le critère que nous nommerons
a posteriori, car on ne peut vérifier ce critère qu’après avoir déterminé l’évolution
du système:
t(n°(t)I U”(t) frt(0))I 1. (2.30)
Si le système est adiabatique, l’état initial que l’on fait évoluer en appliquant
l’opérateur d’évolution sera approximativement le même que l’état final du système.
Finalement, les auteurs de [14] montrent que le système B ne possède pas du
tout le même critère a posteriori que le système A lorsqu’on le réécrit en terme des
variables de ce dernier. II peut donc y avoir des situations où les deux systèmes
remplissent la condition a priori, mais où la condition a posteriori n’est pas rem
plit par l’un des deux systèmes, ce qui démontre que la condition standard (2.19)
n’est pas suffisante. Us supposent alors qu’il y a une incohérence dans le théorème
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adiabatique, au lieu de se demander si leur application du critère standard est
justifiée.
Habituellement, on ne peut vérifier le critère a posteriori analytiquement car
les systèmes où l’on utilise l’approximation adiabatique ne se résolvent pas exac
tement. Cependant, pour tester la validité de l’approximation, Tong étudie un
des rares systèmes où la solution exacte se trouve, afin de la comparer à la solu
tion approedmée; il s’agit d’une particule de spin 1/2 dans un champ magnétique
tournant lentement autour d’un axe. Plus précisément, l’Hamiltonien du premier
système peut s’écrire:
IP(t) = g. 9a(t), (2.31)
où 0(t) = (ski 0 cos Wat, sin 0a sin Wat, cos 0G). Le champ magnétique effectue donc
une précession à une fréquence w autour de l’axe z avec un angle d’ouverture 0.
z
)Wat
X(t)
X
y
FIG. 2.2 — Évolution de 0(t) dans l’espace. II décrit un cône autour de l’axe z
avec un angle d’ouverture 0
16
Pour ce système, on peut montrer ciue la condition a priori (2.19) s’écrit ainsi
WaflOa
«1, (2.32)
alors que la condition a posteriori (2.30) est
Wa5lflOa
sinLJat/2 «1, (2.33)
OÙ ja ]w + 2wowa cos 9a + w. Le lecteur intéressé à la méthode employée pour
retrouver ces deux conditions peut consulter le mémoire de J.Pinel [9], qui contient
également une étude approfondie des systèmes de particule de spin 1/2 dans un
champ magnétique évoluant lentement.
Passons maintenant au système B. Nous pouvons écrire l’Hamiltonien de ce
système de la même manière que le système A, c’est-à-dire
= — • 2t), (2.34)
où 2b(t) a une forme plus complexe que a(t) que l’on trouve en passant au
système B grâce à l’équation (2.29). Il décrit un champ magnétique dans la direction
— incliné d’un angle &a par rapport à l’axe des y et tournant à une fréquence Wb =
ci autour d’un axe
= ((eo cos a + w(L)/) + (wo 5m Oa/LJa). L’angle d’ouverture
du cône pour cette situation est °b = — arcsin(wosinOa/a).
Étrangement, Tong et al. n’écrivent pas explicitement la forme de Hb(t) dans
leur article, ce qui est pourtant essentiel à la compréhension de la situation. (Notre
travail sur ce cas sera le sujet de notre prochaine publication [10].) On voit en
fait que le système B est de la même forme que le système A; une particule de
spin 1/2 interagissant avec un champ magnétique effectuant une précession autour
d’un axe avec un certain angle d’ouverture et une certaine fréquence. Grâce à cette
ressemblance, nous pouvons simplement réécrire les conditions (2.32) et (2.33) en
fonction des variables du système B, puisque la dérivation sera exactement la même.
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Afin de comparer les deux systèmes, il est utile de transformer les conditions a priori
et a posteriori du système B en fonctions des variables du système A. On obtient
finalement pour la condition ci priori du système B:
W45in0
w0
(2.35)
ce qui est exactement la même condition que le système A. II est donc tout à fait
normal que lorsque le système A remplit sa condition ci priori, le système B en fait
de même. Cependant, pour la condition ci posteriori (2.30), nous obtenons:
sinû0 C 1, (2.36)
ce qui est totalement différent que la condition ci posteriori du système A. Donc,
lorsque 0e 42 et (0e <w0, la condition ci priori des deux systèmes est satisfaite.
Mais, avec ce choix de paramètres, le système A répond à la condition ci posteriori
z
A
n
y
Wat
FIG. 2.3 — Évolution de f$(t) dans l’espace. U décrit un cône autour d’un axe avec
un angle d’ouverture différent de ii”(t)
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alors que le système B n’y répond pas. C’est ainsi que [14] conclut que la condition
standard n’est pas suffisante. iViais, regardons de plus près le comportement des
deux systèmes.
Dans la situation décrite au paragraphe précédent, où °a /2 et Wa <Wo, le
système A évolue adiabatiquement ; la fréquence d’oscillation de 1’Hamiltonien est
beaucoup plus petite que la fréquence entre les deux différents niveaux d’énergie
du système. On s’attend donc à ce qe A remplisse les conditions a priori et a
posteriori. En passant aux variables du système B, cette situation se réécrit comme
wb —w0 et 0b < 1, et ceci ne correspond pas du tout à une évolution adiabatique.
En effet, l’Hamiltonien dii système B varie à une fréquence près de la fréquence de
résonance entre les cieux niveaux d’énergie; la probabilité de transition est alors très
grande. La condition a priori est remplie car l’angle d’ouverture °b est très petit,
ce qui engendre une très faible variation des états. C’est justement de ce cas dont
il faut se méfier lorsque l’on utilise le critère standard (2.19), ce qui a été discuté
à la fin de la section 2.1 de ce mémoire. Il faut s’assurer que l’Hamiltonien varie
lentement avant d’appliquer le critère a priori, ce que l’on peut faire en étudiant
les différentes échelles de temps et d’énergie en jeu.
C’est exactement le mandat qu’on s’est donné en effectuant le travail reporté
dans ce mémoire. Par un développement perturbatif, on écrit l’évolution du système
en série. Cette méthode de calcul a l’avantage d’être très intuitive et les résultats
s’interprètent facilement. On obtient à l’ordre O l’évollltion adiabatique du système;
après un temps T, la fonction d’onde du système est dans l’état propre initial
ayant évolué dans le tenips. Au premier ordre, on permet au système une transi
tion de l’état initial à un autre état, au deuxième ordre, dellx transitions et ainsi de
suite. On peut déterminer si l’évolution d’un système est adiabatique en vérifiant la
convergence de cette série. Si la série converge, cela signifie que les termes d’ordre
supérieur sont de plus en plus petits et que l’ordre O domine, donc l’approxima
tion peut s’appliquer. La discussion sur la convergence de la série sera pleine de
rebondissements, mais ne dévoilons pas la fin immédiatement...
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En résumé, dails ce chapitre, nous avons exposé les différentes utilisations du
théorème adiabatique. Puisque aucun système n’est parfaitement adiabatique, on
doit alors utiliser l’approximation, qui est valide uniquement si l’Hamiltonien évolue
suffisammellt leiltement. La controverse soulevée récemmellt sur l’incohérence de
l’approximation peut être vue comme une erreur d’interprétatioll sur le domaine
de validité. C’est pourquoi on s’efforcera d’expliciter l’importance des échelles
d’énergie et de temps dans ce travail.
CHAPITRE 3
LE DÉVELOPPEMENT PERTURBATIF ET LA
REPRÉSENTATION EN DIAGRAMME
Le théorème adiabaticuc stipule qu’un système quantique dont l’Hamiltonien
évolile infiniment lentement dans le temps et clui est initialement dans n état
propre instantané restera clans cet état à un temps plus tard. Ce chapitre exposera
une nouvelle méthode de calcul de la fonction d’onde d’un système, qui est parti
culièrement utile lorsque le système évolue lentement. Cette méthode est très intui
tive car elle permet, par un développement perturbatif, d’écrire l’état du système
en série de puissances. Ainsi, chaque terme de la série correspond à une séquence
d’évolutions adiabatiques durant lesciuelles le système demeure dans un état propre
instantané de l’Hamiltonien. ponctuée de transitions d’un état à l’autre. Le premier
terme de la série est donc l’évolutioH adiabatique standard, et les termes suivants
sont les corrections aux différents ordres. Cette méthode permet également mie
représentation par diagramme de l’évolution, ce qui facilite l’écriture de la proba
bilité de présence du système dans un certain état. Cependant, pour pouvoir être
utilisée, la série qui e résulte doit converger. Suivra alors une discussion sur la
grandeur des amplitudes aux ordres supérieurs. Le raisonnement suivi ici est celui
d’un article qu’ont écrit R. MacKenzie, E.Marcotte et H. Paquette [11].
3.1 Le développement p erturbatif
On considère un Hamiltonien dépendant di temps H(t). Les états propres ins
tantanés n(t)) et les énergies propres instantanées E(t) de I’Hamiltonien sont les
solutions à l’équation de Schràdinger (1.1)
H(t) n(t)) E(t) n(t)). (3.1)
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Nous supposons que l’état initial est non-dégénéré et ce pour tout le temps de
l’évolution. Nous ne supposons pas que l’Hamiltonien varie lentement; le but de
notre démarche est plutôt de trouver dans quelle limite l’approximation adiabatique
s’applique.
Prenons comme état initial J’(0)) 0(0)). On fait évoluer l’état propre dans
le temps à l’aide de l’opérateur d’évolution
U(T) cU R) (3.2)
où est l’opérateur d’ordination du temps. De cette manière,
- U(T) 0(0)). (3.3)
Nous allons maintenant diviser l’évolution en tranches infinitésimales de temps.
Dans chacune de ces tranches. il sera possible de calculer l’évolution d’une manière
perturbative. Pour ce faire, nous divisons donc le temps total T en N intervallies
d’une durée T/N; nous prendrons à la fin la limite N — œ, c — O avec
T fixe. On définit t = jq le temps au début du jième intervalle. On peut alors
décomposer l’opérateur d’évoltition en N tranches de temps
U(T) UN-] UN-2 LTU0, (3.4)
où U est l’opérateur qui fait évoluer le système du temps t au temps t1 $
u = dt If(t) (3.5)
Trouvons d’abord l’état du système après la première tranche de temps; il sera
ensuite facile de généraliser pour les N tranches.
Au temps t, l’état du système est (t1)) = U0 (0)) = Uo 0(0)). Il est utile
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de développer cet état en fonction des états propres de H(t1)
- i(t1)) (m(ti) U0 0(0))
= rn(t’)) Km(ti)eldtHtt) 0(0)). (3.6)
Il est à noter que jusqu’à présent, nous n’avons fait aucune approximation.
C’est maintenant ce que nous allons faire. On peut écrire l’Hamiltonien comme
H(t)
=
n(t)) E71(t) (n(t), et on développe chacun de ces termes autour de
t=0
n(t)) n(0)) + t (O)) +
E71(t) E(0)+tÈ(0)+•• (3.7)
= (n(0) + t (i(0) +....
Puisque nous sommes intéressés par des temps pius petits que e, qui tendra
éventuellement vers zéro, les séries convergent pour e suffisamment petit tant que
les dérivées sont finies. Alors,
H(t) = {n(o)) E(0) (n(0) + t(n(O)) E(0) ((0)
+ n(0)) (0) (n(0) + (0)) E(0) (n(O)) + O(t2)} (3.8)
En fait, nous allons voir sous peu que seulement le premier terme est nécessaire.
On peut maintenant écrire une approximation pour le terme U0 de l’équation
(3.6)
U0 = i_if dtH(L)+O(€2)
= 1 - ic n(0)) E(0) (n(0) + O(e2). (3.9)
Notons que les termes du premier ordre en t dans l’équation (3.8) deviennent des
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termes d’ordre e2 dans (3.9). Nous pouvons donc les négliger.
Nous développons aussi (i7(tl)
(rnti)J = (m(0)J + (“(O)I + O(e2). (3.10)
Et on peut alors écrire l’élément de matrice de (3.6) comme
(m(t U0 0(0)) ((‘m(0) + e (i(0)) (1_ ie n(0)) E(0) (n(0) 0(0))
+O(e2)
rnO iEin(0)émo + (i(0) 0(0)) + Q(2)
+ e ((0) 0(0)) + O(e2). (3.11)
En substituant ceci dans (3.6), on obtient
= e’° 0(t1)) + e ((0) 0(0)) m(ti)) + Q(e2) (3.12)
À ce point, nous pouvons définir la phase des états propres de la mallière qui
nous plaît; nous utilisons cette liberté pour poser Qi(t)j n(t)) = O pour tout n.’Avec
ce choix, la somme sur m clans (3.12) n’inclut pas ‘in = 0.
Nous avons donc réussi à écrire ‘‘(t,)) en terme des états propres instantanés
de H(t1), les coefficients étant de dift&ents ordres en e. Le terme domillallt est
0(t1)) puisque nous n’avois pas laissé assez de temps au système pour pouvoir
changer d’état.
Nous pouvons appliquer cette méthode au prochain intervalle, et ainsi de suite
‘Localement, cela est valide. Voir la discussion sur la phase de Berry à la section 2.1
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jusqu’à l’illtervalle N. Nous obtenons alors l’expression suivante
z
N 711N—i 7719 m
fl’ (mj+i.mj _7j(tj) + Kj+’ (t) rn(t)) + O(e2)) (3.13)
où in0 n’est pas inclus clans la somme puisque ni0 O. Lorsque e est petit. le
premier terme de chaque facteur entre parenthèses domine. Cependant, les produits
contenant des e ne sont pas nécessairement négligeables lorsque e — O, car le
passage des sommes aux intégrales nécessite un paramètre infinitésimal. Toutefois,
nous démoiltrerons que le terme en e2 est négligeable.
Nous allons maintellant séparer les différents termes de (T)) selon leur ordre
en e. Le premier ternie n’a pas de facteur e et il provient de la multiplication de tous
les termes dominants de (3.13). On obtiellt alors ce ciue nous appellerons I(T))10
z z 7fl(T)) II nj+i,mje_ijttJ). (3.14)
rn m7 m2 m j0
Les fonctions éliminent toutes les sommes, et en prellant la limite N — oc on
obtient
e_I tE0 0(T)). (3.15)
C’est l’évolution adiabatique du système ! L’état final est l’état propre initial qui a
évolué jusqu’au temps T, multiplié par la phase dynamique.
La prochaine contribution à (T)), ciue nous appelleroiis (T))’, est obtenue
en multipliant un terme e KtùeiI me) avec les N—1 termes dominants du produit de
(3.13). Nous devons sommer sur tous les k états possibles du facteur e (rnk+ me)
z z Z zz
k=0 TUN ‘mN_i m1
(fl (ta)) e (e+1(t)( mk(tk)). (3.16)
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La seule somme restante est celle sur rnk+; ; les mk précédents sont mis à zéro
alors que les suivants sont mis à rn1. Renommant mk+1 — m et tk — t1 et en
prenant la limite N —+ oc, nous obtenons
‘m(T)) Ut1 e_if tE,(L) (b(t1) O(t1))ef’ dtEo(t) (3.17)
mO O
Cette contribution représente l’état initial ayant évolué jusqu’au temps t1 (avec
sa phase dynamique), une transition de l’état propre O — m à ce temps, suivi d’une
autre évolution adiabatique dans l’état m). On peut donc interpréter (T))t1
comme la contribution à i1(T)) représentant une seule transition (d’où l’indice
supérieur).
La prochaine contribution à (T)), en prenant deux termes e K’rnk+1 rnk) dans
le produit de (3.13), est celle à deux transitions; le résultat peut être écrit par
déduction
T n
= m(T)) J Ut9 f - Ut1 _ifdtE(t) K(t2)I n(t2))
mn nO O
e1t dtE(t) ((t1) O(ti))e’ dtEo(t) (3.18)
Nous interprétons cette contribution coniine une évolution adiabatique du systè
me, sauf aux temps t1 et t2 > t1 où il y a une transition. La généralisation aux
contributions d’ordres supérieurs est immédiate.
Il reste à démontrer que le terme 0(e2) dans (3.13) est négligeable. Si, dans le
produit, on prend un terme 0(e2) et qu’autrement on prend les termes dominants,
on obtient une équation de la forme
e2 rn(T)) exp (_ Em(t)) exp (_ Eo(t)) (3.19)
k m j=k+1 j0
où les Xk contiennent différents éléments de matrices, énergies, etc. Nous pouvons
convertir e Zk et e er intégrales, laissant un facteur e car la somme sur ni doit
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rester. Ceci démontre que ce genre de terme tend vers zéro lorsque e —* 0, et est
par conséquent négligeable.
3.2 La représentation en diagramme
En rassemblant tous les termes que nous avons calculés, on obtient un développe
ment perturbatif de (T))
= (T))° + (T))’ + +••. (3.20)
Nous avoils vu que chacun de ces termes pouvait être illterprété seloil le ilombre de
transitions qu’il permettait. On peut donc associer un diagramme à chaque terme
de la série représentant son évolution dans le temps. Avec le temps croissallt vers
la droite,
___
+
+
+..., (3.21)
où chaque ligne horizontale représente un facteur exp —i f eU E,1(t), chaque tran
sition n —+ m représente un facteur K(t) n(t)), et on doit ajouter un ket cor
respondant à l’état final au temps T (0(T)) pour le premier diagramme, m(T))
pour les autres). finalement, nous devons intégrer sur les temps de transitions (en
respectant la chronologie) et sommer sur les états ru, n, etc.
Avec cette représentation, il devient facile de calculer l’amplitude de probabilité
de finir dans l’état m(T)), K’in(T) ‘çé(T)). Pour ce faire, on utilise le développement
par diagramme, mais 011 ne somme pas sur les états finaux et on n’ajoute pas le
ket final dans l’expression analytique. Par exemple, l’amplitude de finir dans l’état
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initial 10(T)) (donc, de n’avoir fait aucun saut net) est
(0(T)l(T)) = 0 + O j +...
= eff’ (0{i +
1T f’ dti (Ô(h)In(t2))n#oo o
xe1r&(t)_0(» (iI(ti)10(tj)) + }, (3.22)
alors que l’amplitude d’avoir sauté à l’état Im(T)) est
(m(T)I(T)) = sf _LJ!_
= c1î((t) {LT dtie_ut uLE,,,(t)Eo(t)) (ih(ti)I 0(t1))
+ E f f2 1_1g t)_Eo(O)nØO,m O O
xe_u1&((t)t» (%(ti)I 0(t1)) + . ..
3.3 La convergence du développement
Le développement (3.20) de kO(T)) est un développement en puissance du
nombre de transitions que le système subit. Nous nous intéressons maintenant
aux caractéristiques que le système doit présenter afin que cette série converge.
Ce développement est vrai pour tout système, cependant, pour pouvoir l’utiliser,
il doit converger. Intuitivement, on s’attend à ce que la série converge lorsque
l’Hamiltonien varie lentement car les transitions sont plus rares. L’augmentation
en puissance des éléments de matrices (viii n) dans les équations (3.15,3.17,3.18)
suggère que lorsque la variation dans le temps de l’Hamiltonien diminue, la va
riation des états propres instantanés diminue également, et donc la série devient
de plus en plus convergente. Cependant, le fait que les éléments de matrices dans
(3.23) soient petits peut être compensé par la largeur de l’intervalle sur lequel le
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temps est intégré.
C’est en fait la relativement lente variation des éléments de matrices par rapport
à leur fréquence de Bohr (E — E) qui est le critère accepté pour la convergence de
(3.20), et donc de la validité de l’approximation adiabatique, comme nous l’avons
vu à l’équation (2.19) et comme nous le verrons clans ce chapitre en analysant la
grandeur de la première correction.
Avant d’analyser le cas d’une évolution adiabatique, regardons d’abord le cas
non-adiabatique. Une observation très intuitive est que pour un certain Hamiltonien
H(t) et pour un temps total d’évolution T suffisamment petit, les intégrales comme
dans les équations (3.17,3.18) tendent vers zéro et le système est, en bonne approxi
mation, dans son état initial car on ne lui a pas laissé assez de temps pour effectuer
une transition. Mais cette observation est très vague sur la valeur nécessaire de T
pour en être ainsi. Si l’échelle caractéristique de temps sur lequel l’Hamiltonien varie
est r, alors génériquement (rii n) (r)’, et tine analyse dimensionnelle indique
que (t)) (T/r)k. Donc, les termes successifs dans (3.20) sont décroissants
si T < r, et la série convergera. Ceci est un critère intuitif, une analyse plus appro
fondie de la convergence est nécessaire et sera abordée dans le prochain chapitre
de ce mémoire. Dans ce cadre, on peut toutefois conclure que l’état initial sera
dépeuplé sur une échelle de temps T r, ce à qtioi l’on s’attendait l’échelle de
temps du dépeuplement de l’état initial est le temps caractéristique de variation
de l’Hamiltonien.
Jusqu’à maintenant, nous n’avons pas utilisé l’autre échelle de temps impliqué
dans l’approximation adiabatique : l’inverse de l’échelle caractéristique d’énergie.
Pour bien déterminer la validité de l’approximation, il est important de considérer
les trois échelles de temps disponibles, c’est-à-dire l’inverse de l’échelle caractéristi
que d’énergie E, le taux de variation de l’Hamiltonien r, et la durée de l’évolution
T. Il est commun de considérer les deux dernières échelles comme étant égales, mais
pour conserver la généralité, nous les considérerons indépendantes.
Nous allons faire un changement de notation pour utiliser des variables sans
29
dimensions. Ainsi, il sera plus facile de comparer la grandeur relative de chacun des
différents termes. L’Hamiltoiiien est caractérisé par une échelle de temps d’évolution
T et ue échelle d’énergie E. On définit donc un temps sans dimension s = t/T,
et l’Hamiltonien sans dimension ainsi que ses états et valeurs propres dépeildent
d’une manière lisse de s; h(s) H(t)/E, 672(5) = E(s)/E and ‘Pi(s)) = n(t)).
Nous posons aussi que
1. L’état Ô(s)) est d’éiergie zéro, eo(s) = O. (Ceci est posé pour simplifier les
calculs, on peut facilement le modifier.)
2. Le saut d’énergie entre le niveau initial et les autres niveaux est au minimum
l’ullité; e(s) > 1V n O.
3. De plus, h(s) est “générique” : les dérivées de l’énergie c(s) sont dè l’ordre
de 1 (pour n O), et les dérivées des états fi(s)) ont une norme de l’ordre de
1. (Ceci est la supposition que H(t) est caractérisé par une échelle de temps
T, reformulé en terme des variables sans dimensions)
La durée du processus est T, on définit alors une durée sans dimension $ = T/T.
On définit aussi un paramètre À = ET. L’Hamiltoniell évolue lentement lorsque
À > 1, et on espère alors avoir une évolution adiabatique du système. On définit
finalement un paraniètre y = maxs.mo (fi’(s) Ô(s)), où l’apostrophe symbolise
la dérivée par rapport à l’argument; ‘y est de l’ordre de 1.
Nous pouvons maintenant écrire le développement (3.20) en terme des quantités
sans dimensions. La première correction (3.17) devient alors
= t($)) J ds1 e’ (s) (‘(si) Ô(s1)). (3.24)
mO O
Puisque le terme d’ordre zéro ($))(0) a une norme de 1, la première indication de
la convergence de la série, et de la validité du théorème adiabatique, nous provient
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de la norme au carré de la correction au premier ordre
(1)(7(5) ($))(1) ) (S) 2 (3.25)
rnO
où
A (S)
= K(S) (3))(1)
= f ds e_ZÀ S ds Em(S) (ii’(s1) I Ô(s1)). (3.26)
Notons que le fait que A soit petit n’est pas dû au fait que l’élément de matrice
(qui est de l’ordre de un) soit petit. Pour voir que A tend vers zéro dans la limite
,\ —+ no, on note que puisque Cm et ses dérivées sont de l’ordre de 1, l’exponentielle
oscille rapidemment sur nue échelle de temps (sans dimension) ())_1. L’élément de
matrice, au contraire, varie sur une échelle de temps 1, donc dans une période de
l’exponentielle, l’élément de matrice est approximativement constant, et l’intégrale
de l’exponentielle donne 0. Les corrections de cette approximation donnent un
résultat de l’ordre de 1//\.
Par exemple, si Cm(S) et l’élément de matrice sont constants, on peut les poser
égaux à 1. Alors
—
_iÀS
= , (3.27)
qui tend clairement vers zéro lorsque — no.
Pour analyser A2 dans le cas général, on définit fm(3) f dS’m(s’) et g,,(s) =
K’()I Ô(s)). Alors
s
= f ds egm(s). (3.28)
La manière dont nous avons posé les grandeurs des différentes quantités au départ
implique que fm, g,, et leur dérivées sont de l’ordre de 1, et que f7Çj 1. En
réécrivant l’exponentielle à l’intérieur de l’intégrale de la dernière équation comme
i,\f(s) = 1 (eiÀ8)), (3.29)
ds
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et en dérivant par partie Féquation (3.28), on obtient
At1 (m($) — r,(S)9m(°) — f8Usem mt8)) (3.30)
zÀ em($)
€m(0) Us Em(5)
Si $ 1 et À > 1, on peut négliger le dernier terme en suivant le même raisonne
ment élaboré après l’équation (3.26)
1 (rn(S) —
e_fu(3)(O)
)
+ (3.31)
iÀ m(S) 6rn(0)
Ceci démontre clairement que la contribution dominante pour A) est le premier
terme quand À > 1. On peut réécrire cette expression en terme des quantités avec
dimensions
=
_______
- c1tt) + O((ET)2). (3.32)
On s’aperçoit que le terme dominant dépend seulement des valeurs initiales et
finales de l’élément de matrices; en particulier, dans le cas où les états propres
instantanés initiaux et finaux sont constants, le terme de corrections est nul et
l’approximation adiabatique est plus juste, étant valide jusqu’à un facteur 1/(ET)2
au lieu de 1/(ET).
Supposant que ce cas particulier ne s’applique pas au système que nous étudions,
(1)
nous pouvons maintenant donner une limite a en terme des quantites defimes
plus tôt. Les éléments de matrices satisfont gj > , alors que les énergies sans
dimension 6m sont d’au moins l’unité. Alors
27 — 2max (r(t)0(t)) (333)
Nous pouvons donc conclure que, à la lumière de cette analyse au premier ordre,
l’approximation adiabatique est valide si le côté droit de l’équation (3.33) est petit;
c’est essentiellement la condition standard pour la validité de l’approximation adia
batique qui a été réexaminée récemment [5,8,12—14]. Mais, est-ce que cette analyse
32
au premier ordre peut être généralisée aux ordres supérieurs, c’est-à dire est-ce que
(Er)k? Malheureusement, nous ne pouvons affirmer cela, comme nous
allons le voir sous peu. En fait, cela n’est pas surprenant car si cela aurait été le cas,
nous aurions pu conclure que l’Hamiltonien évoluant lentement ne donne jamais
lieu à des transitions avec une probabilité appréciable. Cependant, on s’attend in
tuitivement que si on laisse une période très grande à l’Hamiltonien pour évoluer,
il y aura une transition tôt ou tard. Pour une certaine variation de l’Hamiltonien,
le système doit éventuellement sortir de l’état instantanné lié à l’état initial.
Nous pouvons constater ciue l’analyse au premier ordre ne s’étend pas aux ordres
supérieurs facilement en analysant le second terme de l’équation (3.22). Nous
pouvons écrire cette équation sous la forme sans dimension suivante
A2(S) = 18 (3.34)
De (3.31), on voit que A contient un terme non-oscillant, et que l’argument utilisé
pour démontrer que (3.26) est petit ne s’applique plus dans (3.34); or,
A2(S) = _. (3.35)
plutôt que d’être d’un facteur (ET)’ fois le terme du premier ordre, c’est un
facteur de l’ordre de T/T fois le ternie du premier ordre. En considérant ces valeurs
au premier degré, nous conclurions que la série ne converge pas, et que l’état initial
est dépeuplé sur une échelle de temps T T : cette situation ressemblerait au cas
d’une évolution non-adiabaticiue. Pourtant, ce n’est pas le cas; on démontrera au
chapitre suivant que les ternies d’ordres supérieurs décroissent jusqu’à un temps
de l’ordre T r’- ET2. Ainsi, l’échelle de temps de dépeuplement est plus longue
que le cas non-adiabatique par un facteur ET> 1 (l’inégalité étant vraie pour un
Hamiltonien évoluant lentement). Dans le cas adiabatique, le système reste donc
dans l’état initial plus longtemps. Ceci sera analysé en détail dans la suite de ce
mémoire.
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Pour faire le lien avec le travail de Tong et al. discuté en intro ductioll, le système
Hb(t) ne suit pas les conditiois que nous avons énumérées dails ce chapitre, c’est
à-dire que l’Hamiltonien ne peut être réécrit comme H(t) EhQt/r), où h(s) est
“générique”. En effet, les dérivées des états n’ont pas une norme de l’ordre de 1,
mais tendent vers O. Un Hamiltonien contenant une partie oscillant rapidement
mais petite en amplitude peut satisfaire la condition adiabatique standard (2.19),
mais son évolution n’est pas adiabatique pour autallt.
CHAPITRE 4
LE CALCUL DE L’ERREUR SUR L’APPROXIMATION
ADIABATIQUE PAR RÉCURRENCE
Notre manière d’écrire les différents ordres de l’approximation adiabatique nous
permet de voir la récurrence des termes. Comme nous l’avons vu au chapitre
précédent, l’amplitude à un certain ordre de se trouver dans un état m dépend de
l’amplitude de tous les états à l’ordre précédent. Nous déduirons la forme générale
de l’amplitude : ce sera mie sommation sur les états possibles d’une matrice X à
trois indices (l’ordre. l’indice de sommation et l’état final) multiplié par une phase
et divisé par ) à la puissance de l’ordre. Le paramètre sans dimension \ est notre
indicateur pour la dominance des termes, .\ = Er > 1 dans le cas adiabatique.
On isolera X et on pourra ainsi déduire l’ordre de grandeur des termes dominants
dans l’amplitude. Le résultat est assez intéressant on s’apercevra que l’amplitude
diminue d’un facteur Ï/\ à chaque ordre impair et augmente d’un facteur $ à
chaque ordre pair. On conclut donc que la série converge si S < ), ce qui implique
comme prévu que le temps d’évolution $ est un paramètre de première importance
pour la validité de l’approximation adiabatique! Cela implique également qu’un
système évoluant lentement gagne un facteur Er dans son temps de dépeuplement
par rapport à un système non-adiabatique. Ce chapitre fait un survol rapide du
calcul, le lecteur intéressé aux détails devra consulter le mémoire de J. Pinel [9].
4.1 La forme générale de l’amplitude
Nous voulons premièrement comprendre la structure générale de l’amplitude.
Nons savons, par la représentation par diagramme, qu’elle dépend de l’amplitude à
l’ordre précédent. Nous nous servirons de cette propriété pour extraire l’information
afin de pouvoir la réexprimer en fonction d’une matrice. Tout d’abord, nous allons
calculer l’amplitude à l’ordre O et 1, et nous pourrons par la suite déduire sa forme
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générale.
On peut facilement touver l’amplitude que le système soit clans l’état m différent
de l’état initial au temps à l’ordre O à l’aide de l’équation (3.15),
A (S) = (?fL(S) (5))(0) = e Eo(S) (‘(S) Ô(S))
6 (4.1)
où les fonctions f ont été définies au dernier chapitre.
Comme nous l’avons vu au chapitre 3 (3.26)
A (S) = (r(S) (S)) (1)
= f ds E (fir’ (si) Ô(s’) )ezÀ1’ ds o(s)
= e_iÀf (8) j ds1 e2m ‘) (hi’ (si) Ô (s1)) eï0h1). (4.2)
Si nous effectuons l’intégrale de la même manière que l’intégrale (3.28), on obtient
A(S) = (e_0(8) ((S)
— e()(5)) + Q(2), (43)
oùm#O.
Nous voulons généraliser la forme des amplitudes à tous les ordres. Nous sa
vons que cela est possible par la représentation par diagramme des amplitudes. En
effet, l’amplitude à un certain ordre dépend directement de [‘amplitude à l’ordre
précédent
(4.4)
ri
in
4(2) 0 (4.5)
t1 t2
Nous pouvons alors déduire que la forme de A)(S) est une sommation sur
toutes les amplitudes possibles à l’ordre inférieure, et on doit ajouter la transition
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supplémentaire
A1(S) = iÀjm(S)
1S
dsk @‘(skH fi(sk))A’1(sk). (4.6)
o
En fait, on remarque que chacun des termes de A($) peut s’écrire comme
une somme d’exponentielles de la forme où p couvre tout le spectre, un
facteur l/Qi.))k qui est notre indicateur de dominance des termes, le tout multiplié
par un facteur qui peut étre considéré comme une fonction évoluant lentement
dans le temps. Ici, 011 peut le voir explicitement avec l’expression (4.3). Les lecteurs
voulant voir les amplitudes explicites d’ordre 2 et 3 peuvent les retrouver dans [9].
Alors, nous arrivons à la forme générale des amplitudes à tous les ordres
—iÀf (S)
=
e
Xm(S). (4.7)
où X,(S) est le facteur regroupant toutes les fonctions évoluant lentement dans le
temps. A$ (S) est donc la somme de phases rapides multipliées par des fonctions
lisses. Afin de pouvoir prédire l’ordre de grandeur de cette expression aux différents
ordres, nons tenterons d’établir la récurrence des amplitudes, plus précisément de
la matrice X.
4.2 La récurrence de la matrice X
On cherche maintenant la forme de Xm($) par récurrence. Ce changement a
l’avantage d’éliminer les phases nous comparerons seulement les fonctions lisses,
qui portent l’ordre de grandeur de A(S). Nous allons donc remplacer A et
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de l’équation (4.6) par leur forme dictée par l’équation (4.7)
—iÀf(S) Se
(k X(S) e(5) f dse) (‘(Sk) (8k))
P flm
_iÀfq(Sk)
()k1 X’(sk) (4.8)
—i\fm(S) j ds À(f k)fq(8k)) K”(skH (Sk))x:’(Sk). (4.9)
nm q
On sépare également les cas q ru et q in. Pour le cas où q ru, on intègre par
partie comme nous l’avons fait à l’équation (4.3). Nous obtenons alors
iÀf (S)
e51X(S)
‘
K’(S)(S))X’(S)
p n7-m qrrt
±z/\etS) ds’ (‘(s’) fi(s’))X’(s’). (4.10)
où nous avons laissé tomber le terme de l’intégrant évalué à t = O, qui peut être
négligé, comme le montre [9].
Maintenant, nous supposons que nous pouvons identifier les différents facteurs
des exponentielles pour scinder notre expression en deux parties : la partie où
q = ru et la partie q ru. Cette étape est justifiée par la différence de phases
des exponentielles; puisque les exponentielles varient très rapidement dans les cas
d’évolutions adiabatiques, elles seront très différentes après un certain temps et
les facteurs d’exponentiel]es ayant la même phase seront nécessairement égaux.
Puisque p couvre tout le spectre, la partie gauche de l’égalité (4.10) est nulle sauf
si p = q et p = ru. Prenant ceci en considération
X(S) = ‘X’(S), qru
itm
X(S)
fS
(‘(s’) fi(s’))X’(s’). (4.11)
nrn
Comme nous supposons que notre Hamiltonien est générique, le produit des
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états sur la différence d’énergie de la première expression est de l’ordre de l’ullité,
alors que l’intégrale sur s’ de la seconde expression est de l’ordre de S. Nous
collcluons donc qu’il y a cieux grandeurs différentes pour un certain ordre
X’($) pour q ru
ÀSX’(S). (4.12)
C’est alors que l’on remarque que le premier indice de la matrice X, celui
représentant la ligne, est le même sur les deux côtés de l’égalité. Cependant, nous
avons dellx relations diff&entes, une pour les q lignes et une pour la mième ligne,
ce qui nous laisse soupçonner un produit matricielle mais où la matrice multipliant
Xk_1 dépend de la ligne de Xk. Effectivement, on peut écrire les deux équations
précédentes en une seule avec un produit matricielle particulier
Çm(5) Z’()m, (4.13)
où est une matrice de 1, sauf sur la diagonale qui ne contient que des O et sur
la pième colonne qui contient seulement des ,\S.
0 1 1 /\$ 1 ... 1
1 0 1 À$ 1 1
1 1 0 •.. ,\$ 1 1
Ce
1 1 1••• O 1• 1
1 1 1 •. )S O 1
1 1 1 ... ,\$ 1 ... O
Cette remarque est très importante car elle implique un comportement parti
culier de l’ordre de grandeur des amplitudes. En prenant le carré de la matrice C,
phénomène arrivant à chaque ordre pair, le terme dominant de chaque élément de
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la matrice (sauf sur la pième ligne) est À$. Cela implique que les termes domillallts
de Xk_2 seront tous multipliés par )$ clails Xk.
SS$••• ?$
/\S /\S ÀS 7\S .ÀS ÀS
\S ÀS \S AS AS AS
1 1 1 AS 1 1
\S AS AS /\S AS AS
1\SAS,\S /\SAS AS
En reportant cette remarque dans l’analyse des amplitudes (4.7), on constate
qu’une amplitude d’ordre impair diminue d’un facteur 1/,) par rapport à l’ampli
tude de l’ordre précédent et qu’une amplitude d’ordre pair augmente d’un facteur
S par rapport à l’amplitude de l’ordre précédent. Mathématiquement, lorsque k
est pair,
$
k/2
Ak(S) () , (4.14)
alors que pour k impair,
1 $
(k—1)/2
Ak(S) () . (4.15)
Conclusion la durée de l’évolution joue un rôle clé dans la validité de l’ap
proximation adiabatique. Lorsque $ est de l’ordre de A, la probabilité qu’il y ait
transition à un état autre que l’initial devient de l’ordre de 1! En terme des variables
avec dimension, on peut affirmer que lorsque
T ET2 (4.16)
l’approximation adiabatique n’est plus valide.
Par rapport au cas non-adiabatique, un système évoluant lentement gagne un
facteur ET sur le temps de dépeuplemellt de son état initial (voir la discussion
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au chapitre précédent). 011 peut alors affirmer que l’approximation adiabatique
n’est pas valide éternellement; si on laisse suffisamment de temps à un système
pour évoluer, il y aura nécessairement des transitions. Le fait que le système évolue
lentement ne fait que prolonger le temps où celui-ci restera dans son état initial. On
remarque également que plus l’échelle de temps caractéristique de l’Hamiltonien T
est grand, plus le système restera dans son état initial longtemps. Ceci appuie le
théorème adiabatique; si 1’Hamiltonien varie infiniment lentement, alors on peut
poser que le système évolue vers un état instantané final qui se déduit de son état
instantané initial.
CHAPITRE 5
UN EXEMPLE : L’OSCILLATEUR HARMONIQUE AVEC UN
CENTRE DE MASSE OSCILLANT
Cet exemple nous permet de calculer à chaque ordre la déviation par rapport à
l’état initial du système. Il vient appuyer notre prédictioll générale l’amplitude di
minue d’il facteur Ï/À à chaque ordre impair et augmente d’un facteur S à chaque
ordre pair. De plus, puisque l’oscillateur harmonique ne permet qu’ull saut de un
niveau à chaque transition, on peut décomposer le chemin pris par le système se
lon l’ordre du développement perturbatif et le niveau d’énergie. On représente alors
l’évolution sous une nouvelle forme schématique, qui nous permet pour chaque état
final d’écrire l’ordre de l’amplitude à chaque ordre du développement perturbatif.
5.1 Le calcul de l’amplitude pour l’oscillateur
Notre système est un oscillateur harmonique dont le centre de masse oscille dans
le temps. Contrairement atix systèmes habituellement étudiés pour l’approximation
adiabatique qui sont à deux niveaux, ce système a l’avantage d’en posséder une
infinité. L’Hamiltonien que iious étudierons dans ce chapitre a la forme suivante
]3 2 WH(t)=—+—-—(x—a(t)) —, (5.1)
où a(t) est le mouvement du centre de niasse, dont nous imposons la forme
a(t) = aosin(t). (5.2)
La soustraction de w/2 fait en sorte que l’énergie du niveau fondamental est nulle.
Les énergies et états propres solutions de l’équation de Schrddinger (3.1) pour ce
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système sont
E7 — nu
In(t)) = e_ztt) n) (5.3)
où les n) sont les ét.ats propres de 1’Harniltonien d’un oscillateur harmonique où
le centre de masse est fixe. qui s’écrit en terme des polynômes d’Hermite. En fait.
nos états propres ne sont qu’une translation dc ces états.
Afin de pouvoir comparer les différents ordres de grandeur des termes en jeux,
nous allons passer aux variables sans dimensions. Le temps caractéristique sera
l’inverse de la fréquence (le l’oscillation du centre de masse, T 1/. L’échelle
d’énergie sera la fréquence de l’oscillateur, E w. Ainsi, l’énergie sans dimension
se trouve à être e, = n. Le temps sans dimension est s = t/T = t. On définit
le temps total de l’évolution comme S T/T = T. Finalement, la variable nous
permettant de suivre l’ordre de grandeur sera /\ ET = w/, car > 1 pour
les systèmes adiabatiques. Les intégrales sur l’énergie dans les facteurs de phases
dynamiques auront la forme suivante
f5
J dtE(t) = À] dsc(s) = ÀnS. (5.4)o o
Les autres facteurs d’importance dans le calcul de l’amplitude sont les termes du
type
= Krn pci(s)eL n)
= ià(s) ( p n), (5.5)
et puisque dans l’oscillateur harmonique, p est défini selon les opérateurs d’échelle
= iat
— ci), (5.6)
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on peut écrire
(‘(s) fl()) = —à(s)(n + 1 Tfl,7l+1
—
cc0 cos(s)
— Tn,n—I), (5.7)
où à la dernière ligne, nous avons remplacé le c(s) par son expression posée au
départ. Avec ce changement de variable, nous trouvons donc l’expression de l’am
plitude de se retrouver à l’état ru au kième ordre à l’aide de (4.6)
A(5)
= Z
/8
ctske k
d3m(S)
(??‘(8k) fi(sk)A1(sk)
nm
= z / dsee_TS_8ao COS(Sk)
(m,n-Ï — In + 1 m,n+1)-41(Sk). (5.8)
Nous ferons le calcul complet pour le premier ordre, les autres ordres ont été vérifiés
mais on ne donnera ici que leur forme. L’état initial de notre système sera le niveau
fondamental b(0)) 0(0)) et donc à l’ordre 0,
= 0(S)), (5.9)
puisque l’énergie de l’état fondamental est nulle. Au premier ordre du développe
ment perturbatif, le système n’a pas le choix de se retrouver dans l’état n = 1 à
cause des opérateurs d’échelle impliqués dans l’amplitude
A (S) = f dsie_m(s_81)ao cos(si) (rni). (5.10)
La fonction delta de la dernière expression implique que ru = 1, alors seulement
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A’(s) est llOfl nul
s
e’ + e’1A’(S)
= J dsie(1)ao t 2 ) (—1)
e5 — e’ e_iS —
=
i(1+\) - i(1-À) )• (511)
Les exponentielles étant de l’ordre 1, nous constatons que
1/\. (5.12)
T)On peut donc représenter A par le diagramme d’évolution suivant
1
_J (5.13)
t’
où le passage à un niveau supérieur implique un facteur de l’ordre de 1/) dans la
correction à l’évolution adiabatique.
Au deuxième ordre, on s’aperçoit que seuls les niveaux O et 2 sont accessibles
au système
s
A)(S) = I d -iÀm(5-s2) 5(S2)V(érn,o — m,2)1)(S2). (5.14)a0coo
On sépare donc l’amplitude au deuxième ordre en deux t il y a l’amplitude de se
retrouver au niveau fondamental et l’amplitude de se retrouver au niveau n 2
/ ?S
e2 — )A21(S) = —mWa0 J ds2 (e’82 + e_882) (_- — — (5.15)8 i(1+À) i(1—)
‘ e8 — e_)82 e882 — e)82 \7flWa
-2zÀS f ds2 e2À82(ei82+e_z82) i(1 — i(1
—
)A21(S) = 8 e .10 (5.16)
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Si nous distribuons les termes des deux parenthèses de l’équation (5.15), cer
taines phases s’annulent et lorsque nous intégrons sur s2, ces termes deviennent des
termes de l’ordre Il y aura des termes en 1/.) si les exponentielles intégrées
n’ont pas de,\ dans leur facteur et des termes en 1/.)2 si les exponentielles contiennent
un facteur (1 + )). Le terme dominant est donc S/À.
Dans l’équation (5.16), toutes les exponentielles ont des facteurs (1 + )), dollc
en intégrant, elles donnent tous des termes en 1/)2.
(2) . ,Le terme A0 est represente par le diagramme cl evolution suivant
4(2)
1
t2
0 (5.17)
où, de la même manière que pour le terme A’1 le passage à un niveau supérieur
implique un facteur de l’oi’dre de 1/\ dans la correction à l’évolution adiabatique,
et le passage à un niveau inférieur implique un facteur S. Le facteur de correction
total est donc S/À.
Pour le terme on passe à un niveau supérieur deux fois, pour un facteur
de correction total 1/,)2. Ce terme est représenté par le diagramme suivant
42) (5.18)
Passons maintenant au troisième ordre du développement perturbatif
f8 (‘(s3)(s3))A(s3). (5.19)
Nous savons que seulement n O et n 2 sont possibles, ce qui implique que in
ne peut être qu’égal à 1 ou 3. Encore une fois, on sépare les amplitudes pour les
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deux différents niveaux
A3($) f Us3 e8a0 cos (s3) (—A(s3) + A2(s3)) (5.20)
J Us3 cos (53) \W(_42)(s3)). (5.21)
De la même manière que A2(S), A3(S) aura seulement des termes eu i/À3
car toutes les exponentielles que nous intégrons comportent des facteurs À. A3(S)
aura des termes S/À2 venant des termes S/À mais aussi des termes 1/À2. Les autres
termes seront de l’ordre 1/À2 et 1/À3. Le ternie dominant est donc S/À2.
5.2 Induction de la grandeur des A selon l’ordre et le niveau
Nous avons vu que l’ordre de grandeur de l’amplitude selon l’ordre de la pertur
bation dépendait de l’amplitude à l’ordre précédent. De plus, dans ce cas-ci, nous
avons pu disséquer l’amplitude terme par terme pour voir les racines de so ordre
de grandeur. On réalise en fait qu’un terme de l’ordre 1/ÀTL ne pouvait que donner
deux sortes de termes à l’ordre de perturbation supérieur Ï/À’ si il y a une
exponentielle ayant nu facteur À clans l’exposant., et S/À’ si la phase est nulle. Ceci
nous permet de projeter à tous les ordres de la perturbation le schéma de l’ordre
de grandeur de l’amplitude. En efièt, selon le niveau final du système et l’ordre de
la perturbation, nous pouvons prédire l’ordre de grandeur de l’amplitude. Lorsque
le système effectue une transition à un niveau moins énergétique, l’ordre de gran
deur de l’amplitude augmente d’un facteur S car certaines phases s’annulent. Au
contraire, lorsque le système effectue une transition à un niveau plus énergétique,
l’ordre de grandeur de l’amplitude augmente d’un lacteur 1/À. On peut représenter
graphiquement ce résultat, comme on le voit à la figure 5.1.
On constate que les termes dominant à un certain ordre du développement
perturbatif sont au niveau n = O ou n = 1. Cela illustre le fait qu’une résonance de
deuxième ordre (où l’oscillateur saute au premier niveau et revient au niveau initial)
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niveau
3
2
1
FIG. 5.1 — Niveaux possibles de l’oscillateur selon l’ordre, ainsi que l’ordre de gran
deur pour chaque possibilité.
dominera nécessairement la grandeur de la correction à l’évolution adiabatique. À
la lumière de ce schéma, on déduit que la probabilité de se retouver à l’état final
m peut être exprimé comme
1rn(S) = () , (5.22)
où c est le coefficient à cet ordre. On conclut donc que la série converge si $ < \.
Le temps de dépeuplement $ est de l’ordre de \ et si l’on revient aux variables
avec dimensions, cela implique que T = w/2. Dans le cas d’une évolution non
adiabatique, le temps de dépeuplement de l’état initial est T 1/, nous gagnons
donc un facteur w/ = Er lorsque le système évolue adiabatiquement. C’est dans
cette limite que le théorème adiabatique nous est utile, ce qui rejoint nos prédictions
exprimées dans le chapitre 3 et 4 de ce mémoire.
En terminant, il est instructif de comparer cet exemple avec celui de Tong et
al. Si l’amplitude de l’oscillation du centre de masse a0 < 1 et que la phase de
l’oscillation s = 5t varie rapidement, la condition a priori(2.19) est respectée car
le produit (5.7) est petit. Cependant, cela n’est pas un système évoluant adiabati
1/
2 3 z
or d’r e
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quement; si on regarde les échelles de temps et d’énergie, on voit immédiatement
que la conditon S < ..\ n’est pas remplie. C’est le même type de cas que nous avons
étudié à la section 2.2; le système B repésentait un champ magnétique tournant
rapidement mais avec un petit angle d’ouverture autour de sou axe de rotation. Ce
système remplissait la condition a priori, malgré qll’ll n’évoluait pas de manière
adiabatique. Dans le cas de l’oscillateur harmonique, si la phase de l’oscillation du
centre de masse varie lentement et ctue l’échelle d’énergie est suffisament grande
comparée à a0, alors on a un système réellement acliabatique.
CHAPITRE 6
CONCLUSION
Au cours de ces nombreuses pages, nous avons survolé le travail de plusieurs
personnes, dont moi-même, qui ont donné à la physique quantique moderne un
nouvel outil. Nous avons vu la source du théorème adiabatique; nous avons raconté
son origine et nous avons trouvé un critère de validité pour l’approximation qui lui
est associée. Ensuite, vint la récente controverse sur so application. Le processus
d’acquisition de connaissances est primordial à l’avancement de la science, et la
remise en question en est une étape essentielle. Cette controverse a suscité un
regain d’intérêt pour le théorème acliabatique, et une étude approfondie de ce sujet
a été menée par de nombreux scientifiques. C’est donc grâce à elle que ce mémoire,
ainsi que la nouvelle méthode de calcul et sa représeitation en diagramme, ont vu
le jour.
Ce sujet a évidemment été le thème central de ce mémoire. Nous avons développé
en série la fonction d’oncle de notre système, pour se rendre compte qu’à chaque
ordre supplémentaire, notre système subissait une transition additionnelle. Entre
chacune de ces transitions, l’évolution adiabatique régnait. Ce développement n’é
tait cependant utile que si la série converge. Si elle divergeait, il serait impossible
de la tronquer, les termes clordre supérieur étant aussi importants les uns que
les autres, et l’approximation adiabatique ne serait qu’une vaine tentative. C’est
pourquoi il a été décisif de démontrer la convergence de cette série.
À cette fin, nous avons réexprimé les amplitudes à tout ordre par une seule
relation récurrente. L’analyse de cette expression a révélé un côté encore méconnu
de l’approximation adiabatique; le temps d’évolution total joue un rôle crucial
sur sa validité. En effet, un système évoluant lentement peut subir des transi
tions d’une manière importante si on y laisse assez de temps. Le critère de conver
gence de la série indique en fait qu’un système acliabatique gagne sur son temps
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de dépeuplement de l’état initial un facteur Er par rapport à un système non
adiabatique.
De plus, l’étude de l’équation récurrente nous a dévoilé une caractéristique
inattendue de l’ordre des amplitudes; chaque terme d’ordre de développement im
pair est inférieur à. son prédécesseur d’un facteur 1/), alors que chaque terme
d’ordre de développement pair est augmenté d’un facteur $ par rapport à son
prédécesseur. Afin de vérifier cette prédiction, nous avons étudié l’oscillateur har
monique avec un centre de masse oscillant. Non seulement nous avons confirmé
toutes nos prédictions, mais nous avons également réussi à schématiser l’ordre de
grandeur de l’amplitude selon le niveau d’énergie et l’ordre du développement. Ce
schéma permet d’évaluer clairement l’amplitude de se trouver dans un certain état
et ce, à tous les ordres.
Pour conclure, rappelons que tout ce travail a été fait lorsque certains auteurs
ont suggéré l’incohérence du théorème adiabatique. Nous avons exposé dans ce tra
vail que l’approximation adiabatique est valide lorsqu’on l’applique à un système
évoluant lentement. En cas de doute, on peut toujours utiliser le critère de conver
gence de la série, qui se rapporte en fait aux différentes échelles en jeu $ S < ).
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